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ON THE SECOND FUNDAMENTAL THEOREM OF INVARIANT THEORY FOR THE
ORTHOSYMPLECTIC SUPERGROUP
YANG ZHANG
ABSTRACT. Let OSp(V ) be the orthosymplectic supergroup on an orthosymplectic vector
superspace V of superdimension (m|2n). Lehrer and Zhang showed that there is a surjective
algebra homomorphism F rr : Br(m − 2n) → EndOSp(V )(V
⊗r), where Br(m − 2n) is the
Brauer algebra of degree r with parameter m − 2n. The second fundamental theorem of
invariant theory in this setting seeks to describe the kernel KerF rr of F
r
r as a 2-sided ideal of
Br(m− 2n). In this paper, we show that KerF rr 6= 0 if and only if r ≥ rc := (m+ 1)(n+ 1),
and give a basis and a dimension formula for KerF rr . We show that KerF
r
r as a 2-sided ideal
of Br(m − 2n) is generated by KerF rcrc for any r ≥ rc, and we provide an explicit set of
generators for KerF rcrc . These generators coincide in the classical case with those obtained in
recent papers of Lehrer and Zhang on the second fundamental theorem of invariant theory
for the orthogonal and symplectic groups. As an application we obtain the necessary and
sufficient conditions for the endomorphism algebra Endosp(V)(V
⊗r) over the orthosymplectic
Lie superalgebra osp(V ) to be isomorphic to Br(m− 2n)
1. INTRODUCTION
Let OSp(V ) be the orthosymplectic supergroup on an orthosymplectic vector superspace
V of superdimension (m|2n). G. Lehrer and R. Zhang [18] (also see [5]) constructed
a full tensor functor F from the Brauer category B(m − 2n) with parameter m − 2n to
the category of tensor modules for OSp(V ). When restricted to homomorphism spaces
Bℓk(m−2n) of B(m−2n), the functor gave rise to surjective linear maps F
ℓ
k : B
ℓ
k(m−2n)→
HomOSp(V )(V
⊗k, V ⊗ℓ). Lehrer and Zhang [19] gave a description of the kernel of F ℓk for all
k and ℓ. These results amount to the first and second fundamental theorems (FFT and SFT)
of invariant theory for the orthosymplectic supergroup in a category theoretical setting.
Particularly interesting is the case when k = ℓ = r. In this case, the morphism space
Brr(m − 2n) acquires the structure of a unital associative algebra with the composition of
morphisms as the multiplication. This is the same algebra introduced by Brauer [1] in
the 30s when studying tensor decompositions for the orthogonal and symplectic groups,
which is now known as the Brauer algebra. Now F rr : B
r
r(m − 2n) → EndOSp(V )(V
⊗r) is a
surjective algebra homomorphism, which is a generalisation of the celebrated Schur-Weyl-
Brauer duality to the orthosymplectic supergroup. The SFT in this setting is equivalent to
characterising KerF rr as a 2-sided ideal of the Brauer algebra B
r
r(m− 2n), which gives the
relations among OSp(V )-invariants in the endomorphism space EndC(V
⊗r).
This paper is devoted to developing the SFT for OSp(V ) in this endomorphism algebra
setting, which particularly includes the orthogonal groupO(V ) and symplectic group Sp(V )
[16, 17, 11, 12] as special cases. This requires a deep understanding of KerF rr ; see, e.g.,
[16] for the orthogonal group case. However, Lehrer and Zhang’s description for KerF rr
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[19, Corollary 5.8] is actually extrinsic. Even the much simpler problem, that the minimal
r such that KerF rr 6= 0, turned out to be nontrivial. It was conjectured in [19] that this
happens if and only if r ≥ rc := (m + 1)(n + 1), which was only proved in the case of
OSp(1|2). This conjecture will be completely confirmed in this paper.
As KerF rr is a 2-sided ideal of B
r
r (m − 2n), one would like to have a convenient set of
generators for it. This is required, e.g., when constructing a presentation for the endomor-
phism algebra EndOSp(V )(V
⊗r). In particular, this allows one to study decompositions of
tensor representations of OSp(V ) through the representation theory of the Brauer algebra
[3, 9]. In the classical case of the orthogonal and symplectic groups (i.e., n = 0 or m = 0),
it was shown in [16, 17] that the kernel is remarkably generated by a single idempotent.
The main result of this paper is a significantly improved SFT for OSp(V ); see Theo-
rem 5.12 (cf. [19, Corollary 5.8]). Our strategy is as follows:
(1) Find the minimal r = rc such that KerF
r
r 6= 0;
(2) Find a generating set for the 2-sided idealKerF rcrc of the Brauer algebraB
rc
rc (m−2n);
(3) In the general case r ≥ rc, we prove that the embedding of KerF
rc
rc into B
r
r(m− 2n)
exactly generates KerF rr , and hence the generators of KerF
rc
rc make up a generating
set for the 2-sided ideal KerF rr .
Now we describe the content of this paper in more details.
We consider a natural symmetric group Sym2r action on the Brauer algebra B
r
r(m− 2n).
The composition of Brauer diagrams naturally defines a right action of the Brauer algebra
B2r2r(m− 2n) on B
0
2r(m− 2n). This restricts to a right action of CSym2r, which is contained
in B2r2r(m−2n) as a subalgebra. Using a particular isomorphism B
0
2r(m−2n)
∼= Brr(m−2n),
this natural action of CSym2r can be translated to a CSym2r action on B
r
r(m − 2n) and its
2-sided ideal KerF rr .
We investigate thoroughly the CSym2r-module structure on KerF
r
r . We show that KerF
r
r
admits a multiplicity-free direct sum of Specht modules over CSym2r, which are identified
in KerF rr explicitly. This enables us to obtain a closed dimension formula for KerF
r
r and
deduce that KerF rr is nonzero if and only if r ≥ rc := (m+1)(n+1) in Theorem 3.11. Using
the well known basis for Specht modules, we obtain a basis for KerF rr indexed by standard
tableaux on even partitions containing λc := ((2n+ 2)
m+1) for all r ≥ rc.
We introduce combinatorial gadgets which we call standard sequences of increasing
types, and use them to construct diagrammatically a set of elements of KerF rcrc . We prove
in Theorem 4.19 that this set generates KerF rcrc as a 2-sided ideal of B
rc
rc (m − 2n). In the
course of proof, we have used Garnir relations arising from the representation theory of
symmetric groups (see e.g., [13, §7.2]) to reduce the number of generators. Traditionally
Garnir relations were used to express polytabloids in terms of standard ploytabloids.
In the general case r ≥ rc, recall that there is a canonical embedding of Brauer algebras
Brcrc (m − 2n) →֒ B
r
r(m − 2n). We prove in Theorem 5.12 that the canonical embedding of
KerF rcrc generates KerF
r
r as a 2-sided ideal of B
r
r(m − 2n). This proof is based on the fact
that KerF rr as a CSym2r-module (not as a 2-sided ideal of B
r
r(m − 2n)) is generated by a
single element which we construct explicitly in terms of Brauer diagrams. Therefore, the
generators for KerF rcrc form a generating set for KerF
r
r .
The above results can be significantly sharpened in the case of OSp(1|2n). We show in
Theorem 6.2 that KerF rr as a 2-sided ideal of B
r
r(1− 2n) is singly generated, similar to the
situation of the orthogonal and symplectic groups [16, 17]. For general OSp(V ), we do not
know whether KerF rr is singly generated, but we feel that the answer probably is negative.
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We consider two applications of the general results on the SFT of OSp(V ) obtained here.
We obtain in Theorem 5.14 the necessary and sufficient conditions for the Brauer al-
gebra Brr(m − 2n) to be isomorphic to the endomorphism algebra Endosp(V )(V
⊗r). This
answers completely the isomorphism question of Ehrig and Stroppel [8], thus considerably
strengthens their main result [8, Theorem A].
In Section 7, we recover the main results in the papers [16, 17] of Lehrer and Zhang on
SFTs for the orthogonal and symplectic groups as special cases of results proved here. This
contextualises the treatment in those papers and provides uniform and simpler proofs for
all main theorems.
Acknowledgements: I would like to thank Professors Gus Lehrer and Ruibin Zhang for
many enlightening discussions and helpful suggestions. This work was supported at dif-
ferent stages by student stipends from the China Scholarship Council and the Australian
Research Council.
2. INVARIANT THEORY OF THE ORTHOSYMPLECTIC SUPERGROUP
We recall the FFT and SFT of invariant theory for the orthosymplectic supergroup given
in [18, 19]. We work over the complex number field C throughout this paper.
2.1. Tensor representations of the orthosymplectic supergroup. Let V = V0¯ ⊕ V1¯ be
a complex vector superspace with superdimension sdim(V ) = (m|ℓ), which means that
dim(V0¯) = m and dim(V1¯) = ℓ. The parity [v] of any homogeneous element v ∈ Vi¯ is defined
by [v] := i¯ (i = 0, 1). Assume that V admits a non-degenerate even bilinear form
(−,−) : V × V −→ C,(2.1)
which is supersymmetric in the sense that (u, v) = (−1)[u][v](v, u) for u, v ∈ V . This implies
that the form is symmetric on V0¯×V0¯ and skew-symmetric on V1¯×V1¯, and satisfies (V0¯, V1¯) =
0 = (V1¯, V0¯). Therefore ℓ must be even.
We refer to Harish-Chandra super pair [2, 6] as the supergroup. Let osp(V ) be the
orthosymplectic Lie superalgebra [15] preserving the bilinear form (2.1). Let O(V0¯) and
Sp(V1¯) be the orthogonal and symplectic groups, which are the isometry algebraic groups
preserving the restrictions of the form (2.1) to V0¯ and to V1¯ respectively. Then OSp(V )0 :=
O(V0¯)×Sp(V1¯) naturally acts on osp(V ) as automorphisms, and we have the Harish-Chandra
super pair (OSp(V )0, osp(V )). One may regard this as the orthosymplectic supergroup [6],
and hereafter OSp(V ) denotes the Harish-Chandra super pair (OSp(V )0, osp(V )).
An OSp(V )-module M is defined to be a module for the Harish-Chandra super pair,
namely, M is a vector superspace that is a module for both osp(V ) and OSp(V )0 (as an
algebraic group) such that the two actions are compatible with the action of OSp(V )0 on
osp(V ). The subspace of invariants is given by
MOSp(V ) = {v ∈M | gv = v, Xv = 0, ∀ g ∈ OSp(V )0, X ∈ osp(V )} .
If N is another OSp(V )-module, then HomC(M,N) is naturally an OSp(V )-module with
the action defined for any g ∈ OSp(V )0 and X ∈ osp(V ) on φ ∈ HomC(M,N) by
(g.φ)(v) = gφ(g−1v), (X.φ)(v) = Xφ(v)− (−1)[X][φ]φ(Xv), ∀v ∈M.
The second equation can be extended to inhomogeneous elements by linearity as usual.
4 YANG ZHANG
We are largely interested in the category TOSp(V )(V ) of tensor representations of OSp(V ),
which has as objects the tensor powers V ⊗r, r ∈ N and is the full subcategory of OSp(V )-
modules [18]. The usual tensor product ofOSp(V )-modules and ofOSp(V )-homomorphisms
endows TOSp(V )(V ) with the structure of a strict symmetric tensor category [14].
There are some special morphisms in TOSp(V )(V ). Let va (a = 1, 2, . . . , m + 2n) be a
homogeneous basis of V , and let v¯a (a = 1, 2, . . . , m+2n) be the dual basis, that is (v¯a, vb) =
δab for all a, b. Let c0 =
∑m+2n
a=1 va ⊗ v¯a, which is canonical in that it is independent of the
choice of the basis. The following linear maps are clearly morphisms of TOSp(V )(V ):
τ : V ⊗ V −→ V ⊗ V, v ⊗ w 7→ (−1)[v][w]w ⊗ v,
Cˇ : C −→ V ⊗ V, 1 7→ c0,
Cˆ : V ⊗ V −→ C, v ⊗ w 7→ (v, w).
(2.2)
A set of relations among τ, Cˇ and Cˆ were given in [18, Lemma 5.3].
2.2. The Brauer category. The Brauer category was introduced in [17] to study the in-
variant theory for symplectic and orthogonal groups. Let k and l be nonnegative integers
and assume that k + l is even. A Brauer (k, l)-diagram is a graph with (k + l)/2 edges and
k + l vertices, where the vertices are arranged in two rows such that there are l vertices
in the top row and k vertices in the bottom row, and each vertex is incident to exactly one
edge. Fixing δ ∈ C, we denote by Blk(δ) the vector space over C with basis consisting of
Brauer (k, l)-diagrams. There are two bilinear operations [17, Definition 2.3] ,
composition ◦ : Bpl (δ)×B
l
k(δ) −→ B
p
k(δ),
tensor product ⊗ : Bqp(δ)× B
l
k(δ) −→ B
q+l
k+p(δ),
(2.3)
which are defined as follows:
• Let D1 ∈ B
p
l (δ) and D2 ∈ B
l
k(δ). We place D1 above D2 and then identify vertices
in the bottom row of D1 with the corresponding vertices in the top row of D2. After
deleting all closed loops, say f(D1, D2) loops, in the concatenation, we obtain a
new diagram D ∈ Bpk(δ), and hence define D1 ◦D2 := δ
f(D1,D2)D.
• The tensor product D1 ⊗D2 with D1 ∈ B
q
p(δ) and D2 ∈ B
l
k(δ) is obtained by simply
placing D2 on the right of D1 without overlapping.
Definition 2.1. [17, Definition 2.4] The Brauer category B(δ) is the C-linear category
equipped with the tensor product bi-functor ⊗ such that
(1) the set of objects is N = {0, 1, 2, . . .}, and HomB(δ)(k, l) := B
l
k(δ) for any pair of
objects k, l ∈ N; the composition of morphisms is given by the composition of
Brauer diagrams;
(2) the tensor product k ⊗ l of objects k, l is k + l in N, and the tensor product of
morphisms is given by the tensor product of Brauer diagrams.
All Brauer diagrams in the Brauer category can be generated by the four elementary
Brauer diagrams
, ✁
✁
✁
✁
❆
❆
❆
❆
, , ,
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which will be denoted by I, X, A0 and U0 respectively, by composition and tensor product.
The complete set of relations among these generators is described in [17, Theorem 2.6(2)].
The Brauer category has the structure of a strict symmetric tensor category [14] with 0
being the identity object. It admits identical left and right dualities, where all objects are
self dual, and the evaluation and co-evaluation maps arise from A0 and U0.
The Brauer algebra Br(δ) [1] now arises as the endomorphism space B
r
r(δ) with the
multiplication given by composition of morphisms in the Brauer category. It is generated
by elements si, ei, 1 ≤ i ≤ r − 1 as shown below
si = ...
i− 1
...
,
ei = ...
i− 1
...
with relations:
s2i = 1, e
2
i = δei, eisi = ei = siei, 1 ≤ i ≤ r − 1,
sisj = sjsi, siej = ejsi, eiej = ejei, 1 ≤ i < j − 1 ≤ r − 2,
sisi+1si = si+1sisi+1, eiei+1ei = ei, ei+1eiei+1 = ei+1, 1 ≤ i ≤ r − 2,
siei+1ei = si+1ei, ei+1eisi+1 = ei+1si, 1 ≤ i ≤ r − 2.
In particular, the elements si generate the group algebra Ar := CSymr of the symmetric
group Symr of degree r. Hence Br(δ) contains Ar as a subalgebra.
Remark 2.2. There is a canonical embedding of Br(δ) in Br+1(δ) for each r, which identifies
the standard generators of Br(δ) with the first r − 1 pairs of generators si, ei (i ≤ r − 1) of
Bs(δ). This leads to a canonical embedding of Br(δ) →֒ Bs(δ) for any s > r.
2.3. Categorical FFT and SFT. We assume throughout the paper that the superdimension
sdim(V ) = (dimV0¯| dimV1¯) of V is equal to (m|2n).
Theorem 2.3. ([18, Theorem 5.4]) There exists a unique tensor functor F : B(m − 2n) −→
TOSp(V )(V ), which sends the object r to V
⊗r and the morphism D : k → ℓ to F (D) : V ⊗k −→
V ⊗l, where F (D) is defined on the generators of Brauer diagrams by
F (I) = idV , F (X) = τ, F (U0) = Cˇ, F (A0) = Cˆ.
We will denote by F lk : B
l
k(m − 2n) → HomOSp(V )(V
⊗k, V ⊗l) the restriction of F to the
morphism space Blk(m− 2n). Let Aˆ
r be the Brauer diagram in B02r(m− 2n) corresponding
to the partition {1, 2, . . . , 2r} = {1, 2}
⋃
{3, 4} · · ·
⋃
{2r − 1, 2r} as shown in Figure 1.
......
1 2 3 4 2r − 1 2r
FIGURE 1. The diagram Aˆr : 2r → 0
The following results were proved in [18] and [19], which are the first and second
fundamental theorems of invariant theory for OSp(V ) in the categorical language.
Theorem 2.4. (FFT, [18, Theorem 5.6, Corollary 5.8]) The functor F : B(m − 2n) →
TOSp(V )(V ) is full. That is, F
l
k : B
l
k(m− 2n)→ HomOSp(V )(V
⊗k, V ⊗l) is surjective for all k, l.
Therefore we obtain the following result.
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Corollary 2.5. The algebra homomorphism F rr : B
r
r(m−2n) → EndOSp(V )(V
⊗r) is surjective.
Recall that KerF lk
∼= KerF 0k+l for all k, l as vector spaces [17] (see also Remark 3.6). The
method used in the proofs of [18, Theorem 3.2, Corollary 5.8] allows one to change base
rings between C and the infinite dimensional Grassmann algebra. Using the same method
we obtain the following result from [19, Theorem 5.4].
Theorem 2.6. (SFT, [19, Theorem 5.4]) If k+ l is odd, KerF 0k+l = 0 trivially; if k+ l = 2r is
even, KerF 02r = Aˆ
r ◦ I(m,n), where Aˆr ∈ B02r(m− 2n) is the (2r, 0)-diagram shown in Figure
1, and I(m,n) is the sum of the 2-sided ideals of CSym2r corresponding to partitions which
contain an (m+ 1)× (2n+ 1) rectangle.
Note that F 02r : B
0
2r(m − 2n) → HomOSp(V )(V
⊗2r,C). In other words, Theorem 2.6 gives
relations among invariants of HomOSp(V )(V
⊗2r,C), which are linear functions on V ⊗2r that
are constant on OSp(V )-orbits. This can be translated to KerF rr via the isomorphism
KerF 02r
∼= KerF rr ; see [19, Corollary 5.8]. However, we would like to obtain a more in-
trinsic characterisation for KerF rr in the following section.
3. Sym2r-MODULE STRUCTURE ON KerF
r
r
We shall determine the minimal r such that KerF rr 6= 0 and construct a basis for it.
3.1. Actions of Sym2r on B
0
2r(m− 2n) and B
r
r(m− 2n).
3.1.1. Actions of Sym2r on B
0
2r(m−2n) and B
r
r(m−2n). We begin by describing a particular
isomorphism between B02r(m − 2n) and B
r
r(m − 2n), which will be used extensively in the
remainder of the paper.
As a convention, we shall regard any permutation σ ∈ Symk as a Brauer (k, k)-diagram
with vertices {1, 2 . . . , k} in the bottom row and {σ(1), σ(2), . . . , σ(k)} in the top row. Let
ω2r ∈ Sym2r be the following diagram
1 2 3 4 5 r r + 1 r + 2 2r − 1 2r
1 2 3 4 5 2r − 1 2r
......
......
......
such that ω2r(i) = 2i− 1 and ω2r(r + i) = 2i for all 1 ≤ i ≤ r. Let Ur ∈ B
2r
0 (m− 2n) be the
diagram shown in Figure 2. We define the following map
Ur : B
0
2r(m− 2n)→ B
r
r(m− 2n),
which sends A ∈ B02r(m− 2n) to the composition (Ir ⊗A) ◦ (Ir ⊗ ω2r) ◦ (Ur ⊗ Ir) of Brauer
diagrams. Here Ir is the r-th tensor power I ⊗ · · · ⊗ I of the elementary Brauer diagram I,
which is the unit in the Brauer algebra Brr(m− 2n).
Example 3.1. Let r = 3 and
A =
,
then U3(A) can be represented diagrammatically as
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1 2 r r + 1 r + 2 2r
...
Ur
1 2 r r + 1 r + 2 2r
... ...
Ar
FIGURE 2. Ur and Ar
U3(A) = =
.
In particular, Ur(Aˆ
r) = Ir for any r ∈ Z>0.
Similarly, we introduce the diagram Ar as shown in Figure 2, and define the map
Ar : B
r
r(m− 2n) −→ B
0
2r(m− 2n), D 7→ Ar ◦ (Ir ⊗D) ◦ ω
−1
2r ,
Clearly, the linear maps Ur and Ar are mutual inverses.
Now Bkk(m − 2n) = Bk(m − 2n), the Brauer algebra of degree k. For any even number
k = 2r, the composition of morphisms in B(m − 2n) naturally defines a right action of the
Brauer algebra of degree 2r on B02r(m− 2n):
B02r(m− 2n)×B
2r
2r (m− 2n) −→ B
0
2r(m− 2n), (A,D) 7→ A ◦D.
Since the group algebra A2r := CSym2r is a subalgebra of the Brauer algebra, this restricts
to a right action of A2r. By using the anti-automorphism ♯ of A2r induced by the map
σ → σ−1 for σ ∈ Sym2r (i.e., the antipode of A2r with the standard Hopf algebra structure),
we can turn the right A2r-action into a left action
∗ : A2r ×B
0
2r(m− 2n) −→ B
0
2r(m− 2n), α ∗ A := A ◦ (α)
♯.(3.1)
Using the vector space isomorphism Ur between B
r
r(m − 2n) and B
0
2r(m − 2n) and its
inverse map Ar, we can translate the above A2r-action on B
0
2r(m− 2n) to B
r
r(m− 2n):
∗ : A2r × B
r
r(m− 2n) −→ B
r
r(m− 2n), α ∗D := Ur(Ar(D) ◦ α
♯).(3.2)
Lemma 3.2. The maps
Ur : B
0
2r(m− 2n)→ B
r
r(m− 2n), Ar : B
r
r(m− 2n)→ B
0
2r(m− 2n)
are mutual inverse A2r-isomorphisms.
3.1.2. Functoriality. We now consider properties of B02r(m − 2n) and B
r
r(m − 2n) as A2r-
modules under the functor F : B(m− 2n) −→ TOSp(V )(V ).
Lemma 3.3. The following diagrams are commutative:
(3.3) B02r(m− 2n)
Ur
//
F 02r

Brr (m− 2n)
F rr

HomG(V
⊗2r,C)
FUr
// EndG(V
⊗r)
Brr(m− 2n)
Ar
//
F rr

B02r(m− 2n)
F 02r

EndG(V
⊗r)
FAr
// HomG(V
⊗2r,C).
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Proof. Since F preserves both composition and tensor product of Brauer diagrams, given
any A ∈ B02r(m− 2n), we have
F rr (Ur(A)) = (id
⊗r
V ⊗ F
0
2r(A)) ◦ (id
⊗r
V ⊗ F (ω2r)) ◦ (F (Ur)⊗ id
⊗r
V ) = FUr(F
0
2r(A)).
The commutativity of the second diagram can be verified similarly. 
Since both F 02r : B
0
2r(m − 2n) −→ HomG(V
⊗2r,C) and F rr : B
r
r(m − 2n) −→ EndG(V
⊗r)
are surjective, by using Lemma 3.3, we obtain natural A2r-actions
A2r ⊗ HomG(V
⊗2r,C) −→ HomG(V
⊗2r,C),
A2r ⊗ EndG(V
⊗r) −→ EndG(V
⊗r),
(3.4)
which are defined as follows. For any φ ∈ HomG(V
⊗2r,C), there exists A ∈ B02r(m − 2n)
such that φ = F 02r(A). Then we can define
α.φ := F 02r(α ∗ A) = F
0
2r(A ◦ α
♯) = F 02r(A)F
2r
2r (α
♯).
The action on EndG(V
⊗r) is similarly defined. It is clear that F 02r and F
r
r are A2r-maps.
Therefore, the kernels of F 02r and F
r
r are A2r-submodules of B
0
2r(m − 2n) and B
r
r(m − 2n)
respectively. We also have the following result.
Lemma 3.4. The linear maps
FUr = (id
⊗r
V ⊗−) ◦ (id
⊗r
V ⊗ F (ω2r)) ◦ (F (Ur)⊗ id
⊗r
V ) : HomG(V
⊗2r,C)→ EndG(V
⊗r),
FAr = F (Ar) ◦ (id
⊗r
V ⊗−) ◦ F (ω
−1
2r ) : EndG(V
⊗r)→ HomG(V
⊗2r,C)
are mutual inverse A2r-isomorphisms.
Proof. Applying the functor F to Lemma 3.2, we immediately arrive at the lemma. 
It follows from Lemma 3.3 and the fact that Ur and FUr are isomorphisms that
Corollary 3.5. KerF 02r and KerF
r
r are isomorphic as A2r-modules.
Remark 3.6. Using slight variations of Ur and Ar, one can similarly define Symk+l-actions
on Blk(m − 2n) and show that B
l
k(m − 2n)
∼= B0k+l(m − 2n) and KerF
l
k
∼= KerF 0k+l as Ak+l-
modules for all k and l.
3.2. KerF 02r and KerF
r
r as Sym2r-modules. The Sym2r-actions on B
0
2r(m−2n) and B
r
r(m−
2n) will enable us to undertsand KerF 02r and KerF
r
r .
3.2.1. Basic facts on Symk. Fix a nonnegative integer k. Denote a partition λ of k (λ ⊢ k)
by λ = (1m12m2 . . . ). Let Std(λ) be the set of standard λ-tableaux, and let tλ (resp. tλ) be
the standard λ-tableau with 1, 2, . . . , r appearing in order from left to right (resp. top to
bottom) along successive rows (resp. columns).
We will always consider the right action of Symk on the set of λ-tableaux. Then for any
t ∈ Std(λ) there exists d(t) ∈ Symk such that t = t
λd(t), where d(t) acts on tλ by permuting
its entries. In particular, there exists wλ := d(tλ) ∈ Symk such that t
λwλ = tλ.
Given a λ-tableau t, we denote by R(t) and C(t) respectively the row and column sta-
bilisers in Symk. Define
(3.5) xλ(t) =
∑
σ∈R(t)
σ, yλ(t) =
∑
σ∈C(t)
ǫ(σ)σ, cλ(t) := xλ(t)yλ(t),
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where ǫ is the sign character of Symk, and cλ(t) is the Young symmetriser on t of shape λ.
For t = tλ, we will denote these elements by xλ, yλ and cλ = xλyλ respectively. In particular,
x(k) =
∑
σ∈Symk
σ, y(1k) =
∑
σ∈Symk
ǫ(σ)σ.
Let Ak := CSymk, then the left Specht module S
λ = Akcλ is simple and has the standard
basis {d(t)cλ | t ∈ Std(λ)}. Similarly, the set {cλd(t) | t ∈ Std(λ)} forms a basis for the
simple right Specht module S˜λ = cλAk (see, e.g., [7, 6.3c, 6.3e]). We have the following
dimension formula (see [10, §4.1])
(3.6) dim S˜λ = dimSλ =
k!
hλ
, with hλ =
∏
i,j
hλij ,
where hλij is the hook length of the (i, j)-box in the Young diagram of shape λ.
Remark 3.7. For any λ ⊢ k and t ∈ Std(λ), one has cλ(t)
2 = hλcλ(t). The elements h
−1
λ cλ(t)
are pairwise orthogonal primitive idempotents in Ak, and the canonical resolution of the
identity into sum of the minimal central idempotents in Ak is
(3.7) 1Ak =
∑
λ⊢k
Pλ with Pλ =
∑
t∈Tab(λ)
h−2λ cλ(t).
where Tab(λ) denotes the set of all λ-tableaux, see, e.g., [13, Theorem 3.1.24].
3.2.2. KerF 02r as Sym2r-module. Now let k = 2r. For any partition µ = (µ1, µ2, . . . , µs) of
r, we denote by 2µ the partition (2µ1, 2µ2, . . . , 2µs) ⊢ 2r, and call it an even partition of 2r.
We use Pr to denote the set of partitions of r and define 2Pr := {2µ | µ ∈ Pr}.
Using the notation introduced, we can now give a precise description of the two-sided
ideal I(m,n) of A2r in Theorem 2.6, which is formulated as
I(m,n) =
⊕
2r⊣λ⊇((2n+1)m+1)
A2rcλA2r.(3.8)
Let Kr ⊂ Sym2r be the stabiliser of Aˆ
r as depicted in Figure 1, i.e., Aˆr ◦ ξ = Aˆr for any
ξ ∈ Kr. Then Kr = Z
r
2 ⋊ Symr.
Lemma 3.8. As left A2r-modules, B
0
2r(m − 2n)
∼= IndA2rCKr1CKr
∼=
⊕
λ∈2Pr
Sλ, where 1CKr
denotes the trivial representation of CKr.
Proof. Note that there is a C-linear isomorphism
ψ : IndA2rCKr1CKr → B
0
2r(m− 2n)
such that ψ(σ ⊗ 1CKr) = σ ∗ Aˆ
r = Aˆr ◦ σ−1 for all σ ∈ Sym2r. While the surjectivity of
the map is clear, injectivity can be seen by noting that IndA2rCKr1CKr has a basis of the form
{σ ⊗ 1CKr} with σ’s being representatives of distinct left cosets of Kr in Sym2r. Thus ψ is
indeed an isomorphism. This proves the first isomorphism.
The second isomorphism is a known fact from the representation theory of the symmetric
group, see, e.g., [21, Chapter VII, (2.4)]. 
Similarly, we can prove that
Lemma 3.9. As left A2r-modules, KerF
0
2r
∼= I(m,n)⊗CKr 1CKr .
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The following notation will be used throughout the paper:
rc := (m+ 1)(n+ 1), λc :=
(
(2n+ 2)m+1
)
⊢ 2rc.
Theorem 3.10. As a left A2r-submodule of B
0
2r(m − 2n), KerF
0
2r admits a multiplicity-free
decomposition
KerF 02r
∼=
⊕
2Pr∋λ⊇λc
Sλ and dimKerF 02r =
∑
2Pr∋λ⊇λc
(2r)!
hλ
.
Furthermore, KerF 02r 6= 0 if and only if r ≥ rc.
Proof. The dimension formula is an immediate consequence of the first assertion, which we
now prove. By Lemma 3.9, we have
KerF 02r
∼= I(m,n)⊗CKr 1CKr =
⊕
2r⊣λ⊇((2n+1)m+1)
A2rcλA2r ⊗CKr 1CKr
=
⊕
2r⊣λ⊇((2n+1)m+1)
A2rcλInd
A2r
CKr
1CKr .
Using Lemma 3.8 and orthogonality of elements cλ(t), we can express the far right hand
side of the above equation as⊕
2r⊣λ⊇((2n+1)m+1)
⊕
µ∈2Pr
A2rcλS
µ ∼=
⊕
2Pr∋λ⊇λc
Sλ.
This proves the claim on the decomposition of KerF 02r. The dimension formula follows from
this decomposition and (3.6).
Now λ ∈ 2Pr and λ ⊇ λc implies that r ≥ rc. If r ≥ rc, there always exists λ ∈ 2Pr such
that λ ⊇ λc. In particular, when r = rc, the only such even partition is λc itself, and we
have KerF rcrc
∼= KerF 02rc
∼= Sλc. 
Since KerF rr
∼= KerF 02r as A2r-modules by Corollary 3.5, we have the following result.
Theorem 3.11. The kernel of F rr is nonzero if and only if r ≥ rc, and in that case
KerF rr
∼=
⊕
2Pr∋λ⊇λc
Sλ and dimKerF rr =
∑
2Pr∋λ⊇λc
(2r)!
hλ
.
Corollary 3.12. The map F rr : B
r
r(m− 2n) −→ EndG(V
⊗r) is an algebra isomorphism if and
only if r < rc.
Proof. This follows from Theorem 2.4 and Theorem 3.11. 
Elements of KerF rcrc have the following annihilation property.
Propsition 3.13. Any Ψ ∈ KerF rcrc satisfies eiΨ = Ψei = 0 for any generator ei ∈ Brc(m−2n).
Proof. In the composite Brauer diagram eiΨ, we can find a subdiagram which is exactly
obtained from Ψ by connecting top vertex i with the top vertex i + 1. Denoting this sub-
diagram by Ψi,i+1, we have Ψi,i+1 ∈ KerF
rc−2
rc ⊂ B
rc−2
rc (m − 2n). By Remark 3.6, we have
Brc−2rc (m − 2n)
∼= B02rc−2(m − 2n) and KerF
rc−2
rc
∼= KerF 02rc−2. However, KerF
0
2rc−2 = 0 by
Theorem 3.10. Therefore, Ψi,i+1 = 0 and hence eiΨ = 0. Another case Ψei = 0 can be
proved similarly. 
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Corollary 3.14. Let D be any Brauer diagram in Brc(m − 2n) which has horizontal edges,
i.e., D is in the 2-sided ideal of Brc(m − 2n) generated by e1. Then DΨ = ΨD = 0 for any
Ψ ∈ KerF rcrc .
3.3. A basis for KerF rr in minimal degree. We shall construct a basis for KerF
rc
rc .
3.3.1. The Lehrer-Zhang element. Given any Brauer diagram A ∈ B02r(m− 2n), there exists
σ ∈ Sym2r such that A = Aˆ
r ◦ σ = σ−1 ∗ Aˆr, and hence we have the following relation in
Brr(m− 2n),
Ur(A) = σ
−1 ∗ Ur(Aˆ
r) = σ−1 ∗ Ir,
Therefore Ir generates B
r
r(m− 2n) as an A2r-module.
The above simple fact particularly enables us to gain a conceptual understanding of
the element of the Brauer algebra introduced in [17, Section 5.2]. For each i such that
0 ≤ i ≤ [ r
2
], let E(i) ∈ Brr(m − 2n) be defined by E(i) =
∏i
j=1 e2j−1, where E(0) = Ir by
convention. We define Ξr(i) = x(r)E(i)x(r), which is represented pictorially as follows:
...
r
...
...
i...
r
...
.
We define the Lehrer-Zhang element by
(3.9) ΦLZ(r) :=
[ r
2
]∑
i=0
ciΞr(i), ci = ((2
ii!)2(r − 2i)!)−1.
Remark 3.15. The original Lehrer-Zhang element defined in [17, Section 5.2] is the element
ΦLZ(n + 1) in the Brauer algebra B
n+1
n+1(−2n), i.e., taking r = n + 1 and m = 0 in our case.
This element turns out to be an idempotent and remarkably generates the kernel of the
surjective algebra homomorphism F rr : B
r
r(−2n)→ EndSp(V )(V
⊗r) when r ≥ n+ 1.
We obtain a new description of Lehrer-Zhang element using group actions
Lemma 3.16. Let x(2r) =
∑
σ∈Sym2r
σ ∈ A2r be the Young symmetriser associated with the one
row Young diagram of 2r boxes. Then
ΦLZ(r) =
∑
D
D =
x(2r) ∗ Ir
2rr!
,
where the sum is over all the Brauer diagrams in Brr (m− 2n).
Proof. The first equality follows from [17, Lemma 5.2], which is proved for the case r =
n+ 1 and m = 0. However, it can be easily seen that the proof is actually independent of r
and m. So it remains to prove the second equality.
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Recall that the subgroup Kr = Z
r
2 ⋊ Symr of Sym2r is the stabiliser of Aˆ
r. Denote by R
the set of representatives of the right coset Kr in Sym2r, we have
x(2r) ∗ Ir = Ur(Aˆ
r ◦ x(2r)) = Ur(Aˆ
r ◦
∑
σ∈Sym2r
σ)
=
∑
τ∈R
Ur(Aˆ
r ◦
∑
ξ∈Kr
ξτ) = |Kr|
∑
τ∈R
Ur(Aˆ
r ◦ τ).
Since Ur is an A2r-isomorphism and |R| = (2r − 1)× (2r − 3) · · ·3 × 1 = dimB
r
r(m − 2n),
we obtain x(2r) ∗ Ir = 2
rr!
∑
DD as required. 
Remark 3.17. Both [17, Lemma 5.2] and Lemma 3.16 are valid in Brr(δ) for arbitrary δ.
3.3.2. Labelling of Brauer diagrams. To keep track of the changes of Brauer diagrams under
the symmetric group actions, it is useful to label their vertices and regard the symmetric
group as the permutation group on the set of labels. This will be useful in Section 3.3.3.
...
1 2 3 4 5 6 2r − 1 2r
FIGURE 3. A diagram A ∈ B02r(m− 2n)
For any Brauer diagram A in B02r(m− 2n), we label its vertices by 1, 2, . . . , 2r from left to
right as indicated in Figure 3. Since Ur is bijective, any Brauer diagram in B
r
r(m − 2n) is
of the form Ur(A) for a (2r, 0)-diagram A. Thus the labelling of the vertices of A induces a
labelling for the vertices of Ur(A) such that the vertices in the top row are numbered by the
odd integres 1, 3, . . . 2r − 1, and those in the bottom row by the even integers 2, 4, . . . , 2r.
Given the elementary transposition si = (i, i + 1) ∈ Sym2r and a Brauer diagram D ∈
Brr(m − 2n), it follows from definition (3.2) that the left action of si on D is to switch the
positions of endpoints in D labelled by i and i+ 1, viz.:
si∗ D
. . .
1 3 2r−1
. . .
2 4 2r
= D
. . .
1 3 i 2r−1
...
2 4 i+1 2r
if i is odd,
si∗ D
. . .
1 3 2r−1
. . .
2 4 2r
= D
...
1 i−1 i+1 2r−1
. . .
. . .
2 4 i 2r
if i is even.
Example 3.18. Let r = 3 and D be the diagram as shown below. Then we have (12) ∗ D
and (45) ∗D depicted as follows:
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D =
1
2
3
4
5
6
,
(12) ∗D=
1
2
3
4
5
6
,
(45) ∗D =
1
2
3
4
5
6
.
Remark 3.19. We deduce from the above diagrammatic definition of group action that
(σ1, σ2) ∗D = σ1 ◦D ◦ σ
−1
2
for any (σ1, σ2) ∈ Sym{1, 3, . . . 2r − 1} × Sym{2, 4, . . . , 2r} and D ∈ B
r
r(m− 2n).
3.3.3. A basis for the kernel. If r = rc, then λc := ((2n + 2)
m+1) is the only partition of 2r
which contains ((2n+ 2)m+1). We have the following key lemma.
Lemma 3.20. The element Aˆrc ◦ cλc in KerF
0
2rc is nonzero.
Proof. The lemma holds if and only if the following element of KerF rcrc is nonzero:
Φ := Urc(Aˆ
rc ◦ cλc).(3.10)
By Lemma 3.2, we obtain Φ = (cλc)
♯ ∗ Urc(Aˆ
rc) = yλcxλc ∗ Irc .
Let Xλc := xλc ∗ Irc. We shall first analyse the action of xλc on Ir. Recall that both xλc and
yλc are defined on t
λc, which is filled with 1, 2, . . . , 2rc from left to right along successive
rows. Then the i-th row Ri (1 ≤ i ≤ m+ 1) of t
λc is
Ri = {(2n+ 2)(i− 1) + 1, (2n+ 2)(i− 1) + 2, . . . , (2n+ 2)(i− 1) + 2n+ 2}.
Corresponding to each row, we define the row symmetriser x(Ri) :=
∑
σ∈Sym{Ri}
σ and
hence xλc =
∏m+1
i=1 x(Ri). We now invoke the labelling of vertices of Brauer diagrams
discussed in Section 3.3.2. Note that each x(Ri) only acts on the vertices of Ir labelled by
the elements of Ri and leaves other vertices unchanged. Using Lemma 3.16, we have
x(Ri) ∗ Ir = 2
n+1(n+ 1)!I⊗(i−1)(n+1) ⊗ ΦLZ(n+ 1)⊗ I
⊗rc−i(n+1).
Recalling (3.9), we obtain
(3.11)
Xλc =
m+1∏
i=1
x(Ri) ∗ Irc
= (2n+1(n+ 1)!)m+1ΦLZ(n+ 1)⊗ ΦLZ(n + 1)⊗ . . .⊗ ΦLZ(n+ 1)
=
∑
0≤i1,i2,...,im+1≤[
n+1
2
]
ci1,i2,...,im+1Ξn+1(i1)⊗ Ξn+1(i2)⊗ · · · ⊗ Ξn+1(im+1),
where ci1,i2,...,im+1 = (2
n+1(n + 1)!)m+1
∏m+1
k=1 cik with cik = ((2
ik(ik)!)
2(n + 1 − 2ik)!)
−1. Pic-
torially the element Ξn+1(i1)⊗ Ξn+1(i2)⊗ · · · ⊗ Ξn+1(im+1) can be represented by
...
n+ 1
...
i1...
...
n+ 1
...
...
n+ 1
...
i2...
...
n+ 1
...
...
...
n+ 1
...
im+1...
...
n+ 1
...
.
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We now turn to the action of yλc on Xλc. We note in particular that the odd columns
of tλc are filled with odd integers, while the even columns are filled with even integers.
Denote by Ci the i-th column of t
λc . Then Sym{Ci} is the group of permutations of odd
(resp. even) numbers if i is odd (resp. even). Let y(Ci) :=
∑
σ∈Sym{Ci}
ǫ(σ)σ, then
yλc =
2n+2∏
i=1
y(Ci) =
n+1∏
k=1
y(C2k−1)
n+1∏
k=1
y(C2k).
Note that the vertices in the top row and bottom row of Xλc are labelled by odd and even
integers respectively. Thus, by Remark 3.19 we have
Φ = yλc ∗Xλc =
n+1∏
k=1
y(C2k−1) ◦Xλc ◦
n+1∏
k=1
y(C2k).
Note that the right hand side is now a product of elements of Arc.
Let µc = ((n + 1)
m+1), and let xµc and yµc be the elements in Arc defined with respect
to tµc. Observe that
∏n+1
k=1 y(C2k−1) and
∏n+1
k=1 y(C2k) are both equal to yµc when viewed as
alternating sums of Brauer (rc, rc)-diagrams. Therefore, we rewrite the above equation as
(3.12) Φ = yµc ◦Xλc ◦ yµc .
Using (3.11), we obtain
(3.13) Φ =
∑
0≤i1,i2,...,im+1≤[
n+1
2
]
ci1,i2,...,im+1yµc
(
Ξn+1(i1)⊗ Ξn+1(i2)⊗ · · · ⊗ Ξn+1(im+1)
)
yµc .
It can be easily seen from the diagram that Ξn+1(0) ⊗ Ξn+1(0) ⊗ · · · ⊗ Ξn+1(0) = xµcxµc .
Observe that the leading term c0,0,...,0yµcxµcxµcyµc on the right hand side of (3.13) has no
horizontal edges, while the other terms all have at least one horizontal edge. Hence there
is no cancellation between the leading term and the rest. Moreover, the leading term
is nonzero, since xµcc0,0,...,0yµcxµcxµcyµc = ((n + 1)!)
m+1c0,0,...,0hµccµc 6= 0. Therefore Φ is
nonzero. 
Let am,n = (2
n+1(n + 1)!)m+1. It follows from (3.11) that a−1m,nXλc is a linear combination
of Brauer diagrams with integral coefficients, thus so is a−1m,nΦ. For ease of notation, we
shall adopt the following normalised forms:
(3.14) cˆλc := a
−1
m,ncλc , Φˆ := Urc(Aˆ
rc ◦ cˆλc) = yµc ◦
(
ΦLZ(n + 1)
⊗(m+1)
)
◦ yµc .
We shall give a diagrammatic description of Φˆ in Lemma 4.1 below.
We now construct a basis for the kernel KerF rcrc . Recall that {cλcd(t) | t ∈ Std(λc)} is a
basis for the right Specht module cλcA2rc. For any standard tableau t ∈ Std(λc), we define
(3.15) Φt := d(t)
−1 ∗ Φ.
Theorem 3.21. The set Θrc := {Φt | t ∈ Std(λc)} forms a basis for KerF
rc
rc .
Proof. Consider Aˆrc ◦ cλc, it is nonzero by Lemma 3.20, thus Aˆ
rc ◦ cλcA2rc is a nonzero sub-
module of KerF 02rc spanned by the set Υ := {Aˆ
rc ◦ cλcd(t) | t ∈ Std(λc)}. By Theorem 3.10,
KerF 02rc is isomorphic to the simple module S
λc, hence Aˆrc ◦ cλcA2rc = KerF
0
2rc . As the
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cardinality of Υ is precisely dimSλc, it is a basis of KerF 02rc , and hence Urc(Υ) is a basis for
KerF rcrc . Using Lemma 3.2, we obtain
Urc(Aˆ
rc ◦ cλcd(t)) = d(t)
−1 ∗ Urc(Aˆ
rc ◦ cλc) = Φt.
This completes the proof. 
Remark 3.22. The Sym2r-structure of KerF
r
r in the case of classical groups was investigated
by Doty and Hu in [4, 11], where they constructed integral bases for the Brauer algebra
and for the annihilators of tensor spaces.
3.4. Basis for KerF rr in general case. For any even partition λ = (λ1, . . . , λk) ∈ 2Pr, we
define λ/2 := (λ1
2
, . . . , λk
2
) and Φλ := Ur(Aˆ
r ◦ cλ).
Lemma 3.23. Let 2Pr ∋ λ = (λ1, . . . , λk) ⊇ λc. Then
Φλ = aλyλ/2 ◦
(
ΦLZ(
λ1
2
)⊗ ΦLZ(
λ2
2
)⊗ . . .⊗ ΦLZ(
λk
2
)
)
◦ yλ/2,
is nonzero, where aλ =
∏k
i=1 2
λi
2 (λi
2
)! and yλ/2 is associated with t
λ/2.
Proof. This can be proved similarly as in Lemma 3.20, so we only give a sketch of proof.
Recalling cλ = xλyλ which is associated to t
λ, we have Φλ = (cλ)
♯ ∗Ur(Aˆ
r) = yλxλ ∗ Ir. Now
let Xλ = xλ ∗ Ir. One can show that Xλ = aλΦLZ(
λ1
2
)⊗ ΦLZ(
λ2
2
)⊗ . . .⊗ ΦLZ(
λk
2
) with aλ as
given in this lemma. Further, we will have Φλ = yλ ∗Xλ = yλ/2 ◦Xλ ◦ yλ/2 as desired. Here
we regard yλ/2 as alternating sum of Brauer diagrams and we have used the fact that the
even (resp. odd) columns of tλ are filled with even (resp. odd) integers. 
The following proposition identifies explicitly the Specht modules in the kernel.
Propsition 3.24. Let r ≥ rc. Then we have
(3.16) KerF 02r =
⊕
2Pr∋λ⊇λc
Aˆr ◦ cλA2r, KerF
r
r =
⊕
2Pr∋λ⊇λc
Ur(Aˆ
r ◦ cλA2r),
where cλ is the Young symmetriser associated with t
λ.
Proof. For any λ as given, by Lemma 3.23 the element Aˆr ◦ cλ ∈ KerF
0
2r is nonzero. Hence
Aˆr ◦ cλA2r ∼= S
λ is a nonzero simple submodule in KerF 02r. The equation (3.16) follows
from Theorem 3.10. 
Theorem 3.25. The set Θr := {d(t)
−1 ∗ Φλ | 2Pr ∋ λ ⊇ λc, t ∈ Std(λ)} forms a basis for
KerF rr for any r ≥ rc.
Proof. This follows from Lemma 3.23 and Proposition 3.24. 
4. GENERATORS OF KerF rr IN MINIMAL DEGREE
The basis elements of KerF rcrc given in Theorem 3.21 obviously form a generating set of
KerF rcrc as a 2-sided ideal of Brc(m− 2n). However this set is too large, thus is unwieldy to
use. In this section, we shall construct a more convenient set of generators for KerF rcrc .
4.1. Diagrammatics for KerF rcrc . We shall give a diagrammatic description for KerF
rc
rc .
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4.1.1. The element Φ˜. For convenience, we temporarily use another labelling for Brauer
diagrams. Given a Brauer (r, r)-diagram D, we label the vertices in the top and bottom
rows respectively by 1, 2, . . . , r and 1, 2, . . . , r from left to right. The bijection
(4.1) π : {1, 2, . . . , r, 1, 2, . . . , r} → {1, 2, . . . , 2r}, π(i) = 2i− 1, π(i) = 2i, ∀1 ≤ i ≤ r,
enables us to convert the present labelling to that defined in Section 3.3.2.
In the present labelling, Sym2r may be identified with the permutation group on {1, 2, . . . , r,
1, 2, . . . , r}. We define the parabolic subgroup Hr of Sym2r by
(4.2) Hr := Sym{1, 2, . . . , r} × Sym{1, 2, . . . , r}.
From Remark 3.19 we obtain the Hr-action as the composition of Brauer diagrams, i.e.,
σ ∗ D = σ1 ◦ D ◦ σ2
−1 for any σ = (σ1, σ2) ∈ Hr. We denote the Hr-orbit by [D]Hr , i.e.,
[D]Hr := Hr ∗D.
Note that [Ψ]Hr ⊆ KerF
r
r if Ψ ∈ KerF
r
r , and hence particularly we have [Φ]Hrc ⊆ KerF
rc
rc .
We now construct an element in [Φ]Hrc . Write µc = ((n + 1)
m+1). Let wµc := d(tµc) and
w := (wµc , wµc) ∈ Hrc. Using Remark 3.19, we define
(4.3) Φ˜ := w ∗ Φˆ = wµc ◦ Φˆ ◦ w
−1
µc with Φˆ as in (3.14).
For notational convenience, we let
A(m+ 1) =
∑
σ∈Symm+1
ǫ(σ)σ, S(n+ 1) =
∑
σ∈Symn+1
σ, B(n + 1) = ΦLZ(n+ 1),
and regard them as morphisms in the Brauer category. Then for all σ ∈ Symm+1 and
τ ∈ Symn+1, we clearly have the following symmetry properties
(4.4)
A(m+ 1)σ = σA(m+ 1) = ǫ(σ)A(m+ 1),
S(n + 1)τ = τS(n + 1) = S(n+ 1),
B(n + 1)τ = τB(n + 1) = B(n + 1).
Also regarding xµc and yµc as morphisms in the Brauer category, one has
(4.5) xµc = S(n + 1)
⊗(m+1), yµc = w
−1
µc A(m+ 1)
⊗(n+1)wµc ,
where A(m+ 1)⊗(n+1) is the alternating sum of column stablisers of tµc .
Lemma 4.1. Φ˜ is an integral sum of Brauer diagrams and is a quasi-idempotent, that is,
Φ˜ = A(m+ 1)⊗(n+1)wµcB(n + 1)
⊗(m+1)w−1µc A(m+ 1)
⊗(n+1),(4.6)
Φ˜2 = cm,nΦ˜, where cm,n = ((m+ 1)!)
n+1hµc .(4.7)
Proof. Using (3.14), we have Φˆ = yµcB(n+1)
⊗(m+1)yµc. Hence equation (4.6) follows from
(4.3) and (4.5). To see (4.7), we only need to show Φˆ satisfies the same equation. Let
Brc(m−2n)
(1) the subalgebra of Brc(m−2n) generated by e1. Then every nonzero element
inBrc(m−2n)
(1) contains horizontal edges. UsingB(n+1) ≡ S(n+1) (mod Brc(m−2n)
(1)),
we have Φˆ ≡ yµcS(n + 1)
⊗(m+1)yµc (mod Brc(m − 2n)
(1)). By the annihilation property in
Proposition 3.13, we obtain
(4.8) Φˆ2 = ((m+ 1)!)n+1yµcB(n+ 1)
⊗(m+1)yµcS(n+ 1)
⊗(m+1)yµc .
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By the symmetric property (4.4), we have B(n + 1) = ((n + 1)!)−1B(n + 1)S(n+ 1). Since
xµc = S(n+ 1)
⊗(m+1) and cµc = xµcyµc is an idempotent, we obtain Φˆ
2 = ((m+ 1)!)n+1hµcΦˆ
from (4.8) as desired. 
We now give a visualisation of Φ˜ in (4.6). Recall that d(tµc) ∈ Symrc satisfies t
µcd(tµc) =
tµc. Thus as a Brauer diagram wµc = d(tµc) has the vertical edges {(m + 1)(j − 1) +
i, (n+ 1)(i− 1) + j} with 1 ≤ i ≤ m + 1, 1 ≤ j ≤ n + 1, which join A(m + 1)⊗(n+1) and
B(n+ 1)⊗(m+1) pictorially in the following way:
B(n+ 1)⊗(m+1) :
A(m+ 1)⊗(n+1):
wµc :
. . .B(n+ 1) B(n+ 1) B(n+ 1)
. . . . . . . . .
. . . . . . . . .
. . .A(m+ 1) A(m+ 1) A(m+ 1)
.
Example 4.2. In the case of OSp(1|2)), i.e., m = n = 1, we have µc = (2, 2),
tµc = 1 2
3 4
, tµc =
1 3
2 4
, wµc = (23).
Then Φ˜ can be depicted as follows:
A(2) A(2)
B(2) B(2)
A(2) A(2)
.
Also see Example 4.8 for another example.
4.1.2. The elements Φ˜ij. Let us first introduce some notation. Write
(4.9)
i := (i1, i2, · · · , ik), 1 ≤ i1 < i2 < · · · < ik ≤ r,
j := (j1, j2, · · · , jl), 1 ≤ j1 < j2 < · · · < jl ≤ r
for the sequences and denote their lengths, which are k and l, by ℓ(i) and ℓ(j) respectively.
Definition 4.3. Let i, j be as above. We define the bijective map ψij : B
r
r(m − 2n) →
Br−k+lr−l+k(m− 2n) by ψ
i
j(D) = D
i
j with D
i
j as shown below:
Dij =
i1 ik. . .
. . .
k
. . .
. . .
D
j1 jl
. . .
. . .l
.
This can be extended linearly, i.e., ψij(
∑
D aDD) =
∑
D aDD
i
j.
Example 4.4. Let D be the diagram as in Example 3.18. Then we have
18 YANG ZHANG
D
(2,3)
(3¯)
=
1
1¯
2
2¯
3
3¯
=
,
which is a Brauer (4, 2)-diagram. Note that Dij ∈ Br(m− 2n) if and only if ℓ(i) = ℓ(j).
We now relate the diagram Dij to the symmetric group action on D. Algebraically, the
representatives for right cosets Hrσ in Sym2r arise from such pair i, j of equal length. De-
note by (is, js) the transposition in Sym2r, and let (i, j) :=
∏k
s=1(is, js). Then (i, j) is one of
representatives for the cosets Hrσ. In what follows, we shall assume that the right coset
representatives of Hr are of this form. We have D
i
j ∈ [(i, j) ∗ D]Hr , since it is clear from
diagram that there exists σ = (σ1, σ2) ∈ Hr such that (i, j) ∗ D = σ ∗ D = σ1 ◦ D
i
j ◦ σ
−1
2 .
Therefore, [Dij]Hr = [(i, j) ∗D]Hr .
Given any elementsD1, D2, . . . , DN in the Brauer algebraBr(m−2n), we use 〈D1, . . . , DN〉r
to denote the 2-sided ideal in Br(m− 2n) which they generate.
Propsition 4.5. KerF rcrc = 〈Φ˜
i
j | ℓ(i) = ℓ(j) ≤ rc〉rc .
Proof. Since Φ˜ij ∈ [(i, j) ∗ Φ˜]Hrc and KerF
rc
rc is A2r-module, we have Φ˜
i
j ∈ KerF
r
r for all
i, j of equal length. So by Theorem 3.21 it remains to prove that the basis elements Φt of
KerF rcrc are generated by elements Φ˜
i
j. Using (3.14) and (4.3), we have Φt = am,n(wd(t))
−1∗
Φ˜. Observe that there exist i and j of equal length such that (wd(t))−1 ∈ Hrc(i, j). Thus
a−1m,nΦt ∈ [(i, j) ∗ Φ˜]Hrc = [Φ˜
i
j]Hrc . For any h = (σ1, σ2) ∈ Hrc, we have h ∗ Φ˜
i
j = σ1 ◦ Φ˜
i
j ◦σ
−1
2 ∈
〈Φ˜ij | ℓ(i) = ℓ(j) ≤ rc〉rc, and hence we have Φt ∈ 〈Φ˜
i
j | ℓ(i) = ℓ(j) ≤ rc〉rc. 
Remark 4.6. By Proposition 4.5, to reduce the number of generators for the kernel KerF rcrc ,
we should focus on the right coset representatives of Hrc in Sym2rc.
4.2. Garnir relations. We want to select out a set of the elements of the form Φ˜ij, which
will generate KerF rcrc and can be characterised more explicitly. To this end, we shall intro-
duce Garnir relations [13, §7.2] among these elements.
4.2.1. Standard sequences of increasing types. We need some combinatorial notions first.
Definition 4.7. Given sequences i and j with 1 ≤ i1 < · · · < ik ≤ rc and 1 ≤ j1 < · · · < jl ≤
rc. We refer to ty(i) = (a1, a2, . . . , an+1) with
ap = #{is | (p− 1)(m+ 1) + 1 ≤ is ≤ p(m+ 1), 1 ≤ s ≤ k}, 1 ≤ p ≤ n+ 1,
as the type of i. Similarly, we define ty(j) := (b1, b2, . . . , bn+1) such that
bq = #{js | (q − 1)(m+ 1) + 1 ≤ js ≤ q(m+ 1), 1 ≤ s ≤ l}, 1 ≤ q ≤ n+ 1.
Clearly, 0 ≤ ap ≤ m + 1 and 0 ≤ bq ≤ m + 1 for all p, q. Furthermore,
∑n+1
p=1 ap = ℓ(i)
and
∑n+1
q=1 bq = ℓ(j). The relevance of the types of i and j in the description of Φ˜
i
j is best
illustrated by an example.
Example 4.8. Suppose that m = 1, n = 2. Then we have µc = (3, 3) and wµc = (2354). By
(4.6) we represent Φ˜ pictorially as follows:
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B(3) B(3)
A(2) A(2) A(2)
1 2 3 4 5 6
A(2) A(2) A(2)
1¯ 2¯ 3¯ 4¯ 5¯ 6¯
.
If we take i = (1, 3, 4), then ty(i) = (1, 2, 0). From the picture we can see that ap, the p-th
entry of ty(i), is the number of vertices in i which belong to p-th block A(2) at the top.
These vertices are moved down to the bottom row in Φ˜ij. We have similar arguments for j.
The interpretation of the entries of ty(i) given in the example clearly generalises to arbi-
trary sequences for anym and n. It then follows from the total skew symmetry of A(m+1)
(see (4.4)) that we have the following result.
Lemma 4.9. Assume that ℓ(i) = ℓ(j) ≤ rc. Then for any i
′ and j′ which are of the same types
as i and j respectively, Φ˜ij = ±Φ˜
i′
j′ .
Definition 4.10. We choose a special sequence i of the given type (a1, a2, . . . , an+1) as
follows: for each ap 6= 0, we pick the first ap vertices in the p-th A(m + 1) from left to
right and denote the set of these ap vertices by ip. We call i the standard sequence of type
(a1, a2, . . . , an+1) and ip the p-th piece of i. Furthermore, if 0 ≤ a1 ≤ a2 ≤ · · · ≤ an+1 ≤ m+1,
we call i the standard sequence of increasing type.
Example 4.11. If we take i = (1, 3, 4), i′ = (2, 3, 4) and j = (3, 4, 5) in Example 4.8, then
i and j are standard sequences with type (1, 2, 0) and (0, 2, 1) respectively, while i′ is a
sequence of type (1, 2, 0) that is not standard. By the symmetry property of A(2), we have
Φ˜ij = −Φ˜
i′
j . The pieces of i corresponding to each entries of ty(i) are: i1 = (1), i2 = (3, 4)
and i3 = ∅.
Lemma 4.12. Let ty(i) and ty(j) be the types of standard sequences i and j respectively. Then
Φ˜ij ∈ [Φ˜
i′
j′ ]Hrc , where i
′ and j′ are standard sequences of increasing types with ty(i′) and ty(j′)
respectively obtained from ty(i) and ty(j) by re-arranging the entries in increasing order.
Proof. It is equivalent to showing that (i, j) ∗ Φ˜ ∈ [(i′, j′) ∗ Φ˜]Hrc , since (i, j) ∗ Φ˜ and Φ˜
i
j are in
the same Hrc-orbit for any i and j.
We need a symmetry property of Φ˜. For that purpose, we define the injective map Xm,n :
Symn+1 → Sym(m+1)(n+1) by sending σ to Xm,n(σ). Here Xm,n(σ) is a permutation on the
set {1, 2, . . . , (m+ 1)(n+ 1)} defined by
(Xm,n(σ))(k) =
{
σ(k1 + 1) + k2 − 1, 0 < k2 ≤ m,
σ(k1) +m, k2 = 0,
where k1 and k2 are respectively the unique quotient and residue in the expression k =
k1(m+ 1) + k2 for all 1 ≤ k ≤ rc = (m+ 1)(n+ 1). Write Xm,n(σ) as σ˜ for simplicity. A key
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observation is that Φ˜ is fixed under the action of (σ˜1, σ˜2) ∈ Hrc for any σ1, σ2 ∈ Symn+1, i.e.,
(σ˜1, σ˜2) ∗ Φ˜ = σ˜1 ◦ Φ˜ ◦ σ˜
−1
2 = Φ˜.
Now let ty(i) = (a1, a2, . . . , an+1), then there exists a permutation σ ∈ Symn+1 such
that σ.ty(i) = (aσ−1(1), aσ−1(2), . . . , aσ−1(n+1)) is of increasing type. Similarly, there exists
τ ∈ Symn+1 making the sequence τ.ty(j) increasing. Assuming ℓ(i) = k and ℓ(j) = l, we
take i′ = σ˜(i) = (σ˜(i1), σ˜(i2), . . . , σ˜(ik)), and j
′ = τ˜−1(j) = (τ˜−1(j1), τ˜
−1(j2), . . . , τ˜
−1(jl)).
It can be verified that i′ and j′ are the standard sequences of increasing types σ.ty(i) and
τ.ty(j), respectively. Particularly, we have (σ˜−1, τ˜ ) ∗ Φ˜ = Φ˜ by the above symmetry property.
Noting that (σ˜, τ˜−1)(i, j)(σ˜−1, τ˜ ) = (σ˜(i), τ˜−1(j) = (i′, j′), we have
(i, j) ∗ Φ˜ = (i, j)(σ˜−1, τ˜) ∗ Φ˜ = (σ˜−1, τ˜ )(i′, j′) ∗ Φ˜.
Since (σ˜−1, τ˜) ∈ Hrc, we obtain (i, j) ∗ Φ˜ ∈ [(i
′, j′) ∗ Φ˜]Hrc as desired. 
4.2.2. Garnir relations. We start by recalling some basic facts on Garnir relations. Let t be
a tableau of shape λ. For i < j, let X and Y be the i-th and j-th columns of t respectively.
The Garnir element [13, §7.2] associated with t and X, Y is GX,Y =
∑
σ ǫ(σ)σ, where the
sum is over a set of the right coset representatives of Sym{X} × Sym{Y } in Sym{X ∪ Y }.
We will choose right coset representatives as follows. For any k such that 1 ≤ k ≤
min(|X|, |Y |), we select elements a1, a2, . . . , ak from X and b1, b2, . . . , bk from Y . Let (ai, bi)
denote the transposition in Sym{X ∪ Y }. Then the product
∏k
i=1(ai, bi) is the right coset
representative of Sym{X} × Sym{Y } in Sym{X ∪ Y }.
Theorem 4.13 ([13]). Let t, X and Y be as above. If |X ∪ Y | is greater than the length of
the i-th column of t, then cλ(t)GX,Y = 0.
Example 4.14. Assume that t = 1 3 4
2 5
and X = {1, 2}, Y = {3, 5}. Then GX,Y =
(1)− (23)− (25)− (13)− (15) + (13)(25), and it can be easily verified that cλ(t)GX,Y = 0.
We now use Garnir relations to derive relations among elements of KerF rcrc . For nota-
tional convenience, we shall adopt the labelling of Brauer diagram in Section 3.3.2. All
the results in the previous sections can be translated to this setting by using the bijection π
defined in (4.1). For instance, Hrc = Sym{1, 3, . . . , 2rc − 1} × Sym{2, 4, . . . , 2rc}.
In what follows, we shall assume that i and j are standard sequences of increasing types
of equal length. Then i (resp. j) is a sequence of odd (resp. even) integers from the set
{1, 3, . . . , 2rc−1} (resp. {2, 4, . . . , 2rc}). Recall that λc = ((2n+2)
m+1), the odd (resp. even)
columns of the standard tableau tλc are exactly filled with integers {1, 3, . . . , 2rc− 1} (resp.
{2, 4, . . . , 2rc}). Therefore, we may identify i (resp. j) as a sequence of odd (resp. even)
column entries in tλc .
Recall in (4.3) that wµc ∈ Symrc, which can now be identified as the permutation on
{1, 3, . . . , 2rc − 1} (resp. {2, 4, . . . , 2rc}), i.e., wµc(2k − 1) = 2wµc(k) − 1 (resp. wµc(2k) =
2wµc(k)) with 1 ≤ k ≤ rc. In particular, this restricts to a permutation on the sequence i
(resp. j), which is denoted by wµc(i) (resp. wµc(j)).
Lemma 4.15. We have
Urc(Aˆ
rc ◦ cˆλc(w
−1
µc (i), w
−1
µc (j))) = (w
−1
µc (i), w
−1
µc (j)) ∗ Φˆ ∈ [Φ˜
i
j]Hrc .
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Proof. Recalling that Φ˜ = w ∗ Φˆ with w = (wµc , wµc) ∈ Hrc, we obtain
(4.10) w−1(i, j) ∗ Φ˜ = w−1(i, j)w ∗ Φˆ = (w−1µc (i), w
−1
µc (j)) ∗ Urc(Aˆ
rc ◦ cˆλc).
Using this, we have Urc(Aˆ
rc ◦ cˆλc(w
−1
µc (i), w
−1
µc (j))) ∈ [Φ˜
i
j]Hrc since (i, j) ∗ Φ˜ ∈ [Φ˜
i
j]Hrc . 
Recall that ip is the p-th piece of the sequence i. Let ty(i) = (a1, a2, . . . , an+1) and ty(j) =
(b1, b2, . . . , bn+1). Then it can be verified that w
−1
µc (ip) (resp. w
−1
µc (jq)) is a sequence of the
first ap-th (resp. bq-th) entries of the 2p−1-th (resp. 2q-th) column of t
λc; see Example 4.17.
Then the following lemma is immediate by Theorem 4.13.
Lemma 4.16. Maintain the above notation. If ap + bq > m + 1 for some 1 ≤ p, q ≤ n + 1,
then we have the following Garnir relation
Urc(Aˆ
rc ◦ cˆλcGXp,Yq) = (GXp,Yq)
♯ ∗ Φˆ = 0,
where Xp = w
−1
µc (ip) and Yq = w
−1
µc (jq).
Example 4.17. (OSp(1|2)) Let m = n = 1. Then λc = (4, 4), µc = (2, 2), rc = 4. Recall that
tλc = 1 2 3 4
5 6 7 8
. Then w−1µc = (23) can be viewed as a permutation on the top labelling set
{1, 3, 5, 7} or bottom labelling set {2, 4, 6, 8}, i.e.,
w−1µc (1) = 1, w
−1
µc (3) = 5, w
−1
µc (5) = 3, w
−1
µc (7) = 7,
w−1µc (2) = 2, w
−1
µc (4) = 6, w
−1
µc (6) = 4, w
−1
µc (8) = 8.
If we take i = (5, 7) and j = (2, 6), then ty(i) = (0, 2), ty(j) = (1, 1) and w−1µc (i) = {3, 7},
w−1µc (j) = {2, 4}. Hence we have X2 = w
−1
µc (i2) = {3, 7} and Y2 = w
−1
µc (j2) = {4}. The
corresponding Garnir element is GX2,Y2 = (1) − (34) − (47). By Lemma 4.16, we have the
Garnir relation
Φˆ− (34) ∗ Φˆ− (47) ∗ Φˆ = 0.
Note that (w−1µc (i), w
−1
µc (j)) = (23)(47). Using this relation and Lemma 4.15, we have
(4.11) (23) ∗ Φˆ− (234) ∗ Φˆ = (23)(47) ∗ Φˆ ∈ [Φ˜ij]Hrc ,
where ty(i) = (0, 2) and ty(j) = (1, 1). We want to show that Φ˜ij is generated by Φ˜
i′
j′ with
ty(i′) = ty(j′) = (0, 1). By (4.11) it suffices to show that (23) ∗ Φˆ and (234) ∗ Φˆ belong
to [Φ˜i
′
j′ ]Hrc . The former is true by Lemma 4.12 and Lemma 4.15, so is the latter since
(234) ∗ Φˆ = (24)(23) ∗ Φˆ and (24) ∈ Hrc.
We are inspired by Example 4.17 to introduce the following key lemma.
Lemma 4.18. Let ty(i) = (a1, a2, . . . , an+1) and ty(j) = (b1, b2, . . . , bn+1). We define
(4.12) Irc :=
{
{i, j}
∣∣∣∣∣ i, j are standard sequences of increasing typeswith equal length such that an+1 + bn+1 ≤ m+ 1
}
.
Then for any standard sequences i and j of increasing types, the element Φ˜ij belongs to the
2-sided ideal in Brcrc (m− 2n) generated by the set {Φ˜
i
j | {i, j} ∈ Irc}.
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Proof. Given any i and j, we use induction on an+1 + bn+1. When an+1 + bn+1 ≤ m + 1,
there is nothing to prove. Let t = an+1, s = bn+1, and ℓ(i) = ℓ(j) = k ≤ rc. Without loss of
generality, we may assume that t ≥ s and s + t > m+ 1. Let
i¯ = (ik−s+1, ik−s+2, . . . , ik), i¯
c = (i1, i2, . . . , ik−s), i = i¯
c ∪ i¯,
j¯ = (jk−s+1, jk−s+2, . . . , jk), j¯
c = (j1, j2, . . . , jk−s), j = j¯
c ∪ j¯.
Let Xn+1 = w
−1
µc (in+1) = {w
−1
µc (i) | i = ik−t+1, . . . , ik}, Yn+1 == w
−1
µc (jn+1) = {w
−1
µc (j) | j =
jk−s+1, . . . , jk}. Then the corresponding Garnir element is
GXn+1,Yn+1 =
∑
σ∈R
ǫ(σ)σ = (−1)s(w−1µc (¯i), w
−1
µc (¯j)) +
∑
σ∈R′
ǫ(σ)σ,
where R is the set of right coset representatives of Sym{Xn+1}×Sym{Yn+1} in Sym{Xn+1∪
Yn+1}, and R
′ = R\{(w−1µc (¯i), w
−1
µc (¯j))}. Using Lemma 4.16, we obtain
(w−1µc (¯i), w
−1
µc (¯j)) ∗ Φˆ = (−1)
s+1
∑
σ∈R′
ǫ(σ)σ ∗ Φˆ.
Since (w−1µc (i), w
−1
µc (j)) = (w
−1
µc (¯i
c), w−1µc (¯j
c))(w−1µc (¯i), w
−1
µc (¯j)), we have
(4.13) (w−1µc (i), w
−1
µc (j)) ∗ Φˆ = (−1)
s+1
∑
σ∈R′
ǫ(σ)(w−1µc (¯i
c), w−1µc (¯j
c))σ ∗ Φˆ ∈ [Φˆij]Hrc .
Now by (4.13) it is enough to show that (w−1µc (¯i
c), w−1µc (¯j
c))σ ∗ Φˆ is generated by the ele-
ments Φ˜ij with {i, j} ∈ Irc for any σ ∈ R
′. Suppose that (w−1µc (¯i
c), w−1µc (¯j
c))σ ∗ Φˆ ∈ [Φ˜i
′
j′ ]Hrc ,
where i′, j′ are standard sequences of increasing types with ty(i′) = (a′1, . . . , a
′
n+1) and
ty(j′) = (b′1, . . . , b
′
n+1). Then we have ℓ(i
′) = ℓ(j′) < ℓ(i) = ℓ(j), a′n+1 + b
′
n+1 ≤ an+1 + bn+1,
and hence
(4.14) a′n+1 + b
′
n+1 ≤ ℓ(i
′) + ℓ(j′) < ℓ(i) + ℓ(j) =
n+1∑
p=1
(ap + bp).
We can always assume that a′n+1 + b
′
n+1 < an+1 + bn+1, since when the equality happens we
use Garnir relations again as above for i′, j′, and then by (4.14) after finite repeated steps
we stop at a′′n+1 + b
′′
n+1 < an+1 + bn+1 for some i
′′ and j′′. Thus, by induction each summand
on the right hand side of (4.13) is generated by {Φ˜ij | {i, j} ∈ Irc}, so is Φˆ
i
j. 
Theorem 4.19. Let rc = (m + 1)(n + 1). Then KerF
rc
rc as a 2-sided ideal of Brc(m − 2n) is
generated by the set {Φ˜ij | {i, j} ∈ Irc}.
Proof. Using Lemma 4.12 and Proposition 4.5, we conclude that KerF rcrc is generated by
the elements Φ˜ij with standard sequences i and j of increasing types. Then our assertion
immediately follows from Lemma 4.18. 
5. SFT IN THE GENERAL CASE
Let r ≥ rc. Recall that there is a canonical embedding Brc(m − 2n) →֒ Br(m − 2n) (see
Remark 2.2). In this section, we shall show that the embedding of KerF rcrc generates KerF
r
r
as a 2-sided ideal of Br(m− 2n).
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5.1. Module structure of KerF rr . We shall prove that KerF
r
r is singly generated as left
A2r-module. We need a lemma on product of Young symmetrisers as follows.
Lemma 5.1. [22, Theorem 1.1] Given positive integers n ≤ k, let k ⊣ λ ⊇ µ ⊢ n be partitions,
and let t be a Young tableau of shape λ containing a Young subtableau s of shape µ. There
exists a subset of permutations L(t; s) ⊂ Symk and mσ ∈ Q such that
cλ(t)cµ(s) = cλ(t)
∑
σ∈L(t;s)
mσσ 6= 0.
Lemma 5.2. Let r ≥ rc, λ ⊢ 2r and λ ⊇ λc. Assume that s is the standard tableau of shape
λc lying in the top left corner of t
λ. Then cλ = cλc(s)α(t
λ; s), where α(tλ; s) ∈ A2r, and cλ and
cλc(s) are Young symmetrisers associated with t
λ and s respectively.
Proof. Using the resolution of identity (3.7), we obtain
cλc(s)A2r =
(∑
λ⊢2r
∑
t∈Tab(λ)
h−2λ cλ(t)
)
cλc(s)A2r =
⊕
(λ,t)∈Λ
h−2λ cλ(t)cλc(s)A2r,
where Λ = {(λ, t) | cλ(t)cλc(s) 6= 0, λ ⊢ 2r, t ∈ Tab(λ)}. As cλ(t) is a projection operator
mapping A2r onto a simple module isomorphic to the right Specht module cλ(t)A2r, we
have cλ(t)cλc(s)A2r
∼= cλ(t)A2r if cλ(t)cλc(s) 6= 0. This reduces the above equation to
(5.1) cλc(s)A2r =
⊕
(λ,t)∈Λ
h−2λ cλ(t)A2r.
Using assumptions on λ and s, we deduce from Lemma 5.1 that cλcλc(s) 6= 0, and hence
by (5.1) cλA2r is a direct summand of the right hand side of (5.1). In particular, cλ has an
expression of the required form. 
Now we arrive at the following proposition.
Propsition 5.3. Let r ≥ rc. KerF
r
r is singly generated by Φˆ⊗ Ir−rc as left A2r-module, i.e.,
(5.2) KerF rr = Ur(Aˆ
r ◦ cˆλcA2r) = A2r ∗ (Φˆ⊗ Ir−rc).
Proof. Since Ur(Aˆ
r ◦ cˆλc) = Φˆ ⊗ Ir−rc and Ur is an A2r-isomorphism, it is enough to prove
the first equation of (5.2). Clearly, Ur(Aˆ
r ◦ cˆλcA2r) ⊆ KerF
r
r by Lemma 3.24, so we only
need to prove the converse.
By Lemma 3.24, we need to show that Ur(Aˆ
r ◦ cˆλ) as left A2r-module is generated by
Ur(Aˆ
r ◦ cˆλc) for any 2Pr ∋ λ ⊇ λc. Let s be the subtableau of shape λc in the top-left corner
of tλ. It follows from Lemma 5.2 that
(5.3) Ur(Aˆ
r ◦ cˆλ) = Ur(Aˆ
r ◦ cˆλc(s)α(t
λ; s)) = α(tλ; s)♯ ∗ Ur(Aˆ
r ◦ cˆλc(s)).
On the other hand, it is clear from the diagram that there exists h ∈ Hr (see Example 5.4
below) such that Ur(Aˆ
r ◦ cˆλc(s)) = h ∗ Ur(Aˆ
r ◦ cˆλc), Using this in (5.3), we complete the
proof. 
Example 5.4. In the case of OSp(1|2), let r = 5 and λ = (6, 4) ⊃ λc = (4, 4). Then
tλ = 1 2 3 4 5 6
7 8 9 10
, tλc = 1 2 3 4
5 6 7 8
, s = 1 2 3 4
7 8 9 10
.
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Now cλc and cλc(s) are Young symmetrisers associated with t
λc and s, respectively. One can
easily verify that
Ur(Aˆ
r ◦ cˆλc(s)) = (5, 7, 9) ◦ Ur(Aˆ
r ◦ cˆλc) ◦ (6, 10, 8) = h ∗ Ur(Aˆ
r ◦ cˆλc),
where h = (5, 7, 9)(6, 8, 10) ∈ Hr.
5.2. Generators of KerF rr for arbitrary r. We shall show that the canonical embedding
of KerF rcrc in Br(m − 2n) generates KerF
r
r . For our purpose, we need the following new
diagrams.
Definition 5.5. Assume that r ≥ rc. Let D ∈ B
rc
rc (m − 2n) be any Brauer (rc, rc)-diagram.
Given sequences i, j with ℓ(i) = k and ℓ(j) = l, we define a new Brauer (r, r)-diagram by
D(i, j) :=
{
Dij ⊗ A
⊗(l−k)
0 ⊗ Ir−(rc−k+l), if k ≤ l,
Dij ⊗ U
⊗(k−l)
0 ⊗ Ir−(rc+k−l), if k ≥ l,
which can be respectively represented as in Figure 4 and Figure 5. Here A0 and U0 are
elementary Brauer diagrams introduced in Section 2.2.
i1 ik. . .
. . .
k
D
j1 jl. . .
. . .
l
. . .
l − k
⊗ Ir−(rc−k+l)
FIGURE 4. D(i, j), k ≤ l
i1 ik. . .
. . .
l
. . .
k − l
D
j1 jl. . .
. . .
k
⊗ Ir−(rc+k−l)
FIGURE 5. D(i, j), k ≥ l
In particular, if i and j are of the same length, we have by definition D(i, j) = Dij ⊗
Ir−rc, where D
i
j is a Brauer (rc, rc)-diagram. The following lemma tells us that for any two
sequences i and j the diagram D(i, j) is actually inside the 2-sided ideal of Br(m − 2n)
generated by D(i′, j′) for some i′ and j′ of equal length.
Lemma 5.6. Let i and j be any two sequence as above with ℓ(i) = k and ℓ(j) = l.
(1) If k ≤ l, then D(i, j) ∈ 〈D(i, j′)〉r, where j
′ = (jl−k+1, jl−k+2, . . . , jl) with ℓ(i) = ℓ(j
′) = k.
(2) If k ≥ l, then D(i, j) ∈ 〈D(i′, j)〉r, where i
′ = (ik−l+1, ik−l+2, . . . , ik) with ℓ(i
′) = ℓ(j) = l.
Proof. We only prove part (1), since part (2) can be proved similarly. It suffices to show
that there exists a Brauer (r, r)-diagram D′ such that D(i, j) = D(i, j′) ◦D′, where D(i, j′) =
Dij′ ⊗ Ir−rc with D
i
j′ taken as in the lemma. Pictorially, we can separate D
′ from D(i, j),
which consists of (l − k) top (bottom) horizontal edges as shown below:
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j1 jl−k rc + 1 rc + l− k
l − k. . .
. . . . . .
. . .
l − k
. . .
⊗Ir−(rc−k+l)
,
where all vertical edges are strands with no crossings. This completes our proof. 
D(i, j) can also be described by using group action. For simplicity, we identify Sym2r as
the symmetric group on the labelling set {1, 2 . . . , r, 1¯, . . . , r¯} of (r, r)-Brauer diagram, and
Hr ⊂ Sym2r is the parabolic subgroup defined as in (4.2).
Lemma 5.7. For any two sequences i and j with ℓ(i) = k ≤ l = ℓ(j), we have
D(i, j) ∈ [τ ∗ (D ⊗ Ir−rc)]Hrc ,
where τ =
∏k
s=1(is, js)
∏l−k
t=1(rc + t, jk+t) ∈ Sym2r.
Proof. Let i′ = (i1, i2, . . . , ik, rc + 1, rc + 2, rc + l − k) and j
′ = (j1, j2, . . . , jl), then we have
τ = (i′, j′). Pictorially, it is easily verified that D(i′, j′) ∈ [(D ⊗ Ir−rc)
i′
j′]Hr , and hence the
lemma follows since (D ⊗ Ir−rc)
i′
j′ ∈ [τ ∗ (D ⊗ Ir−rc)]Hr . 
Remark 5.8. Analogous arguments go through for D(i, j) with ℓ(i) = k ≥ l = ℓ(j). In this
case, we haveD(i, j) ∈ [τ ′ ∗ (D⊗Ir−rc)]Hr , where τ
′ =
∏l
s=1(is, js)
∏k−l
t=1(rc + t, il+t) ∈ Sym2r
The element τ in Lemma 5.7 is not unique. Instead, we can replace rc+1, rc+2, . . . , rc+l−k
by any l − k increasing integers ranging from rc + 1 to r.
Notice that Definition 5.5 can be extended linearly, i.e., ifΨ =
∑
aDD is a finite sum with
aD ∈ C, then Ψ(i, j) :=
∑
aDD(i, j). In particular, this applies to the element Φ˜ ∈ KerF
rc
rc .
In this case, both Lemma 5.6 and Lemma 5.7 remain valid.
Lemma 5.9. Let r ≥ rc. The element Φ˜(i, j) belongs to KerF
r
r for any two sequences i and j.
Proof. Using Lemma 5.6 for Φ˜(i, j), we have Φ˜(i, j) ∈ 〈Φ˜(i′, j′)〉r for some i
′ and j′ with
ℓ(i′) = ℓ(j′) ≤ rc, so it suffices to show that Φ˜(i
′, j′) ∈ KerF rr . In this case we have Φ˜(i
′, j′) =
Φ˜i
′
j′ ⊗ Ir−rc. Since Φ˜
i′
j′ ∈ KerF
rc
rc by Proposition 4.5, it follows that Φ˜(i
′, j′) is simply the
canonical embedding of Φ˜i
′
j′ into KerF
r
r . 
Scholium 5.10. Given any two sequences i and j, we have Φ˜(i, j) ∈ 〈Φ˜i
′
j′ ⊗ Ir−rc | ℓ(i
′) =
ℓ(j′) ≤ rc〉r, i.e., Φ˜(i, j) lies in the 2-sided ideal of Br(m− 2n) generated by KerF
rc
rc ⊗ Ir−rc.
Lemma 5.9 can be significantly improved in the following key lemma.
Lemma 5.11. Let r ≥ rc. Then KerF
r
r is generated by all the elements Φ˜(i, j) as a 2-sided
ideal of Br(m− 2n).
Proof. By Proposition 5.3, KerF rr is a singly generated A2r-module. Hence we only need to
show that σ ∗ (Φ˜ ⊗ Ir−rc) is generated by Φ˜(i, j) for some i and j, where σ ∈ Sym2r is any
permutation on the labelling set {1, 2, . . . , r, 1¯, 2¯, . . . , r¯}.
This can be reduced to the following situation. Noting that σ ∈ Sym2r belongs to some
right coset Hrτ , we take the coset representative τ to be τ = (i
′, j′), where i′ and j′ are
respectively sequences of equal length such that 1 ≤ i1 < i2 < · · · < ip ≤ r and 1¯ ≤ j1 <
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j2 < · · · < jp ≤ r¯ with p ∈ N. Therefore, we have σ ∗ (Φ˜ ⊗ Ir−rc) ∈ [τ ∗ (Φ˜ ⊗ Ir−rc)]Hr and
hence it is enough to show that τ ∗ (Φ˜⊗ Ir−rc) is generated by Φ˜(i, j) for some i and j.
Now let k and l be the largest numbers such that ik ≤ rc and jl ≤ rc. Without loss
of generality, we may assume k ≤ l. This assumption implies that there are at least l − k
bottom horizontal edges in the diagram of τ ∗(Φ˜⊗Ir−rc). Therefore, we can further assume
ik+1 = rc + 1, ik+2 = rc + 2, . . . , il = rc + l − k and jl+1 > rc + l − k. This is depicted in the
following diagram:
1 i1 i2 ik rc
. . . ... ...
Φ˜
1¯ j1 j2 jl rc
... ... ...
ik+1 ik+2 il
...
jl+1
... . . .
r
r¯
,
where the subdiagram on the left of the dotted line is a Brauer (rc+l−k, rc+l−k)-diagram.
Under our assumption, we have
τ ∗ (Φ˜⊗ Ir−rc) =
l∏
s=1
(is, js)
p∏
t=l+1
(it, jt) ∗ (Φ˜⊗ Ir−rc)
=
(
l∏
s=1
(is, js) ∗ (Φ˜⊗ Ir−rc)
)
◦
(
p∏
t=l+1
(it, jt) ∗ Ir
)
.
It follows that τ ∗(Φ˜⊗Ir−rc) is a composition of two Brauer (r, r)-diagrams. The first Brauer
diagram,
∏l
s=1(is, js) ∗ (Φ˜⊗ Ir−rc), by Lemma 5.7 is generated by Φ˜(i, j) with i = (i1, . . . , ik)
and j = (j1, . . . , jl). Therefore, τ ∗ (Φ˜⊗ Ir−rc) is generated by Φ˜(i, j). 
We now state the main result of of this paper.
Theorem 5.12. Suppose that sdim(V ) = (m|2n). Let F rr : Br(m− 2n)→ EndOSp(V )(V
⊗r) be
the surjective algebra homomorphism. If r < rc, then F
r
r is an isomorphism. If r ≥ rc, then
KerF rr as a 2-sided ideal of Br(m− 2n) is generated by the set {Φ˜
i
j ⊗ Ir−rc | {i, j} ∈ Irc}.
Proof. It is enough to prove that KerF rr as a 2-sided ideal of Br(m − 2n) is generated by
KerF rcrc ⊗ Ir−rc when r ≥ rc. By Lemma 5.11, KerF
r
r is generated by elements of the form
Φ˜(i, j), which by Scholium 5.10 are generated by KerF rcrc ⊗ Ir−rc. Now the theorem follows
from Theorem 4.19. 
5.3. An application to the orthosymplectic Lie superalgebra. We now turn to the cate-
gory of finite dimensional representations of the orthosymplectic Lie superalgebra osp(V )
[15].
We refer to [20, Section 5] for some basic facts on osp(V )-invariants in the tensor powers
V ⊗r. Particularly, we want to mention that there exists a distinguished osp(V )-invariant in
the tensor power V m(2n+1) with m > 0 and n ≥ 0, which is called super Pfaffian and
is denoted by Ω. Recall that the non-degenerate bilinear form (−,−) on V provides a
canonical isomorphism of osp(V )-modules: V ⊗2r → HomC(V
⊗r, V ⊗r). Therefore, we have
a distinguished element E(Ω) ∈ Endosp(V )(V
⊗m(2n+1)
2 ) corresponding to the super Pfaffian
Ω ∈ V ⊗m(2n+1) under the above isomorphism if and only if m(2n+1)
2
∈ Z≥0. This implies that
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there exists a distinguished element E(Ω) ⊗ id
⊗(r−m(2n+1)
2
)
V ∈ Endosp(V )(V
⊗r) if and only if
r − m(2n+1)
2
∈ Z≥0. The distinguished element E(Ω) is not expressible in terms of Brauer
diagrams, see, e.g., [20, Theorem 5.2, Corollary 5.8].
Propsition 5.13. [20, Corollary 5.9] We have a canonical inclusion of associative algebras
Endosp(V )(V
⊗r) ⊇ EndOSp(V )(V
⊗r).
The equality holds if and only if r− m(2n+1)
2
/∈ Z≥0. If r −
m(2n+1)
2
∈ Z≥0, then Endosp(V )(V
⊗r)
is generated as associative algebra by EndOSp(V )(V
⊗r) together with E(Ω)⊗ id
⊗(r−
m(2n+1)
2
)
V .
Theorem 5.14. The Brauer algebra Br(m− 2n) is isomorphic to the endomorphism algebra
Endosp(V )(V
⊗r) if and only if
(1) m is an odd positive integer and r < (m+ 1)(n+ 1); or
(2) m is an even positive integer and r < mn + m
2
.
Proof. We claim that Br(m−2n) ∼= Endosp(V
⊗r) if and only if the following conditions hold:
(i) Endosp(V )(V
⊗r) = EndOSp(V )(V
⊗r); and
(ii) EndOSp(V )(V
⊗r) ∼= Br(m− 2n).
The “if” part is obvious. Assume that Br(m− 2n) ∼= Endosp(V
⊗r). Then by Proposition 5.13
Endosp(V
⊗r) does not contain the super Pfaffian E(Ω) ⊗ id
⊗(r−
m(2n+1)
2
)
V , and hence we have
Endosp(V
⊗r) = EndOSp(V )(V
⊗r) ∼= Br(m− 2n), completing the proof of “only if” part.
Now the condition (i) holds if and only if r − m(2n+1)
2
/∈ Z≥0 by Proposition 5.13, which
is certainly true when m is odd and is equivalent to r < mn + m
2
when m is even. Using
Theorem 3.11, we have condition (ii) if and only if r < rc = (m+1)(n+1). Therefore, both
two conditions hold if and only if r < (m + 1)(n + 1) when m is odd and r < min(mn +
m
2
, (m+ 1)(n+ 1)) = mn + m
2
when m > 0 is even. 
In particular, Theorem 5.14 recovers the well-known classical case n = 0 (cf. [10, Appen-
dix F]). We haveBr(2k) ∼= Endso(V )(V
⊗r) if and only if r < k andBr(2k+1) ∼= Endso(V )(V
⊗r)
if and only if r < 2k + 1. Here V = C2k or C2k+1.
Theorem 5.14 also considerably strengthens a result of Ehrig and Stroppel in [8, Theo-
rem A], in which it shows that if one of the following conditions holds
• sdimV 6= (2k|0) and r ≤ k + n;
• sdimV = (2k|0) with k > 0 and r < k,
then we have the isomorphism of algebras Br(m − 2n) ∼= Endosp(V )(V
⊗r), where sdimV =
(m|2n) with m = 2k or 2k + 1. The upper bound given in the first condition is smaller than
that given in our theorem. The second condition agrees with the “if” part of the classical
case (n = 0) of our theorem.
6. SFT FOR OSp(1|2n)
We write OSp(V ) as OSp(1|2n) when sdimV = (1|2n). In this case, we shall prove that
KerF rr is singly generated. An explicit formula for the generator will be constructed.
We start by a technical lemma which will be used later.
Lemma 6.1. Let λ = (2m) (m ∈ Z>0) and C1 be the first column of t
λ, then we have the
identity cλ(12)α
−(C1) = (m− 1)!cλ, where α
−(C1) =
∑
σ∈Sym{C1}
ǫ(σ)σ.
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Proof. Let X = C1 = {1, 3, . . . , 2m − 1} and Y = {2}, then GX,Y = (1) −
∑m
i=1(2, 2i − 1)
and we have the Garnir relation cλ = cλ
∑m
i=1(2, 2i− 1). Using α
−(C1) = α
−({3, 5, . . . , 2m−
1})((1)−
∑m
i=2(1, 2i− 1)), we obtain
cλ(12)α
−(C1) = (m− 1)!cλ(12)((1)−
m∑
i=2
(1, 2i− 1)) = (m− 1)!cλ,
where we have used cλ(12)(1, 2i− 1) = −cλ(1, 2i− 1)(12)(1, 2i− 1) = −cλ(2, 2i− 1) and the
Garnir relation in the last equation. 
Now we shall construct the generator of KerF rcrc with rc = 2(n + 1), which by Theo-
rem 5.12 will generates KerF rr for r ≥ rc. Suppose that i is a standard sequence of increas-
ing type ty(i) = (a1, a2, . . . , an+1) with ℓ(i) = k ≤ rc. Then 0 ≤ ap ≤ 2 for all p in the present
case. We define the set of increasing types of standard sequences by
S(n+ 1) :=
{
(0n+1−k1k) | 0 ≤ k ≤ n + 1
}
,
where for simplicity (0n+1−k1k)means that 0 appears n+1−k times and 1 appears k times.
Then by Theorem 4.19, KerF rcrc is generated by elements Φ˜
i
j with ty(i) = ty(j) ∈ S(n+ 1).
We define the element E := Φ˜ij, where i and j are standard sequences of increasing type
ty(i) = ty(j) = (1n+1). By Lemma 4.15, we have
(6.1) Urc(Aˆ
rc ◦ cˆλc(w
−1
µc (i), w
−1
µc (j))) = Urc(Aˆ
rc ◦ cˆλc
n+1∏
s=1
(2s− 1, 2s)) ∈ [E]Hrc ,
where λc = (2n + 2, 2n + 2). For instance, in Example 4.8 i = (1, 5, 9) and j = (2, 6, 10)
are the sequences we are taking (we need to change the labelling). In this case, we have
w−1µc (i) = (1, 3, 5) and w
−1
µc (j) = (2, 4, 6). Our main theorem is as follows.
Theorem 6.2. Suppose that G = OSp(1|2n). If r < 2(n + 1), the algebra homomorphism
F rr : Br(1 − 2n) → EndG(V
⊗r) is an isomorphism. If r ≥ 2(n + 1), then KerF rr is generated
as a 2-sided ideal of Br(1− 2n) by the element E.
Proof. We only need to prove the second assertion. For each k such that 0 ≤ k ≤ n+1, let i
and j be standard sequences with increasing types ty(i) = ty(j) = (0n+1−k1k). It is enough
to prove that Φ˜ij ∈ 〈E〉rc. Let C2t−1 be the (2t− 1)-th column of t
λc for all 1 ≤ t ≤ n+1− k.
Then we have
(6.2)
n+1−k∏
t=1
α−(C2t−1) ∗ Urc(Aˆ
rc ◦ cˆλc
n+1∏
s=1
(2s− 1, 2s))
=Urc(Aˆ
rc ◦ cˆλc
n+1∏
s=1
(2s− 1, 2s)
n+1−k∏
t=1
α−(C2t−1)).
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By Lemma 6.1 (m = 2 case), we have cˆλc
∏n+1−k
s=1 (2s− 1, 2s)
∏n+1−k
t=1 α
−(C2t−1) = cˆλc . Using
this in (6.2) and by Lemma 4.15, we obtain
n+1−k∏
t=1
α−(C2t−1) ∗ Urc(Aˆ
rc ◦ cˆλc
n+1∏
s=1
(2s− 1, 2s))
=Urc(Aˆ
rc ◦ cˆλc
n+1∏
s=n+2−k
(2s− 1, 2s)) ∈ [Φ˜ij]Hrc .
Since
∏n+1−k
t=1 α
−(C2t−1) belongs to CHrc, by (6.1) we conclude that Φ˜
i
j ∈ 〈E〉rc. 
Remark 6.3. The generator E is not an idempotent or quasi idempotent, even although its
is constructed from a quasi idempotent Φ˜ (see Lemma 4.1). One can verify this directly in
the case of OSp(1|2). This is very different from the case of classical groups [16, 17].
7. APPLICATIONS TO THE ORTHOGONAL AND SYMPLECTIC GROUPS
As an application of results obtained in previous sections, we re-derive the main results
of [16, 17] on SFTs of the orthogonal and symplectic groups over C. Our treatment here
will be uniform and more conceptual.
7.1. The symplectic group. We take V = V1¯ to be purely odd with dimV1¯ = 2n. Then
m = 0, and the non-degenerate bilinear form (−,−) on V is skew-symmetric. Hence the
isometry group of this form is the symplectic group Sp(2n). Applying Corollary 2.5, we
deduce that
F rr : Br(−2n) −→ EndSp(2n)(V
⊗r)
is a surjective algebra homomorphism. Since rc = n+1, we immediately obtain the follow-
ing result from Theorem 3.11.
Lemma 7.1. KerF rr 6= 0 if and only if r ≥ n+ 1. Furthermore, KerF
n+1
n+1
∼= S(2n+2).
Maintaining the notation in Section 4.1.1, we have λc = (2n + 2), µc = (n + 1) and
wµc = (1). Therefore, the nonzero element Φ˜ ∈ KerF
n+1
n+1 defined in (4.6) now reads
Φ˜ = B(n+ 1) = ΦLZ(n + 1) ∈ Bn+1(−2n),
This Φ˜ exactly coincides with the element Φ defined by Lehrer and Zhang in [17, Section
5]. We also immediately recover [17, Lemma 5.3].
Lemma 7.2. [17, Lemma 5.3] The element Φ˜ ∈ KerF n+1n+1 has the following properties:
(1) eiΦ˜ = Φ˜ei = 0 for all ei ∈ Bn+1(−2n);
(2) Φ˜2 = (n+ 1)!Φ˜, hence E := 1
(n+1)!
Φ˜ is an idempotent.
Proof. Part (1) follows from Proposition 3.13. Part (2) is immediate by Lemma 4.1. 
We now easily recover the second fundamental theorem of invariant theory for symplec-
tic groups proved in [17, Theorem 5.9].
Theorem 7.3. [17, Theorem 5.9] The algebra homomorphism F rr : Br(−2n)→ EndSp(2n)(V
⊗r)
is an isomorphism if r ≤ n. If r ≥ n+1, then KerF rr is generated as a 2-sided ideal of Br(−2n)
by the idempotent E = 1
(n+1)!
Φ˜.
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Proof. It follows from Theorem 5.12 that KerF rr is generated by the generators of KerF
n+1
n+1 .
By Lemma 7.2 we have nonzero idempotent E = ((n+1)!)−1Φ˜ ∈ KerF n+1n+1 , which generates
the kernel KerF n+1n+1 since dimKerF
n+1
n+1 = 1 by Lemma 7.1. 
7.2. The orthogonal group. We take V = V0¯ to be purely even with dimV0¯ = m. Then
n = 0, and the nondegenerate bilinear form (−,−) on V is symmetric. The isometry
group of the form is O(m). Applying Corollary 2.5 again, we obtain the surjective algebra
homomorphism
F rr : Br(m) −→ EndO(m)(V
⊗r).
Now rc = m+ 1. It follows from Theorem 3.11 that
Lemma 7.4. KerF rr 6= 0 if and only if r ≥ m+ 1. Furthermore, KerF
m+1
m+1
∼= S(2
m+1).
In the present case, λc = (2
m+1), µc = (1
m+1) and wµc = (1). By Lemma 7.4, we have
dimKerFm+1m+1 = dimS
(2m+1) =
(2m+ 2)(2m+ 1) · · · (m+ 3)
(m+ 1)!
.
This agrees with the result of [4, 12]. The nonzero element Φ˜ in (4.6) has the form
Φ˜ = (m+ 1)!A(m+ 1) = (m+ 1)!
∑
σ∈Symm+1
ǫ(σ)σ.
For convenience, we shall omit the scalar multiple and write Φ˜ := A(m+ 1) instead.
Suppose that i and j are standard sequences with ℓ(i) = ℓ(j) = k (0 ≤ k ≤ m + 1),
which in the present case are given by i = (1, 2, . . . , k) and j = (1, 2, . . . , k). Hence by using
symmetry properties of Φ˜, we can depict Φ˜ij pictorially as
A(m+ 1)
...
...
...
...
k
k
.
Note that Φ˜ij with ty(i) = ty(j) = k is exactly the generator Ek introduced in [16, Defini-
tion 4.2] and [17, Section 6]. We immediately recover the following key lemma in [16,
Proposition 6.1] by using Lemma 4.18.
Lemma 7.5. [16, Proposition 6.1] If r ≥ m + 1, then KerF rr is generated as a 2-sided ideal
by Φ˜ij with ty(i) = ty(j) = (k) for all k = 0, 1, . . . , [
m+1
2
].
Denote by B
(1)
m+1(m) the two-sided ideal generated by e1 in Bm+1(m), and define
Fk := A(m+ 1− k)⊗A(k).
Let ty(i) = ty(j) = (k), Then from the previous figure for Φ˜ij we have
(7.1) Φ˜ij ≡ Fk (mod B
(1)
m+1(m)) and Φ˜
i
j σ = σΦ˜
i
j = ǫ(σ)Φ˜
i
j,
where σ ∈ Symm+1−k × Symk. The following lemma is from [16, Lemma 5.10, Corollary
5.14] and [17, Lemma 6.2]
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Lemma 7.6. Let i and j be standard sequences with ty(i) = ty(j) = k, then Φ˜ij has the
following properties:
(1) ei Φ˜
i
j = Φ˜
i
j ei = 0 for all ei ∈ Bm+1(m);
(2) (Φ˜ij)
2 = k!(m + 1 − k)! Φ˜ij, hence Ek := akΦ˜
i
j with ak = (k!(m + 1 − k)!)
−1 is an
idempotent for all 0 ≤ k ≤ m+ 1.
Proof. Part (1) is immediate from Proposition 3.13. Also, we deduce that Φ˜ijD = 0 for any
D ∈ B
(1)
m+1(m) and it follows from (7.1) that (Φ˜
i
j)
2 = Φ˜ij Fk = k!(m+ 1− k)! Φ˜
i
j. 
Now we give a short proof of the the second fundamental theorem of invariant theory
for the orthogonal group obtained in [16, Theorem 4.3].
Theorem 7.7. [16, Theorem 4.3] The algebra homomorphism F rr : Br(m)→ EndO(m)(V
⊗r)
is an isomorphism if r ≤ m. If r ≥ m+1, then KerF rr is generated as a 2-sided ideal of Br(m)
by the idempotent E[m+1
2
].
Proof. We only need to consider the case with r ≥ m+1. By Lemma 7.5, it suffices to show
the following chain of 2-sided ideals in Bm+1(m)
〈E0〉m+1 ⊆ 〈E1〉m+1 ⊆ · · · ⊆ 〈E[m+1
2
]〉m+1.
To prove this, we claim that 〈Fk〉0 ⊆ 〈Fk+1〉0 for all k = 0, 1, . . . , [
m+1
2
] − 1, where 〈Fk〉0
denotes the two-sided ideal generated by Fk in Symm+1. Actually, by Pieri’s rule we know
that 〈Fk〉0 is the sum of 2-sided simple ideals such that each simple ideal corresponds to
Young diagram with at least m+ 1− k boxes in its first column and m+ 1 boxes in the first
and second columns, whence the claim follows.
Now there exist σkl, τkl ∈ Symm+1 such that Fk =
∑
l σklFk+1τkl. Note that Ek+1 =
ak+1Φ˜
i
j ≡ ak+1Fk+1 (mod B
(1)
m+1(m)) with ty(i) = ty(j) = (k + 1). By part (1) of Lemma 7.6,
we have
Ek
∑
l
σklEk+1τkl = ak+1Ek
∑
l
σklFk+1τkl = ak+1EkFk = k!(m+ 1− k)!ak+1Ek.
Hence Ek ∈ 〈Ek+1〉m+1 for 0 ≤ k ≤ [
m+1
2
] as required. 
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