We conduct a census of the high-mass protostellar population of the ∼ 70, 000 M Infrared Dark Cloud (IRDC) G028.37+00.07, identifying 35 sources based on their 70 µm emission, as reported in the Herschel Hi-Gal catalog of Molinari et al. (2016) . We perform aperture photometry to construct spectral energy distributions (SEDs), which are then fit with the massive protostar models of Zhang & Tan (2018) . We find that the sources span a range of isotropic luminosities from ∼ 20 to 4,500 L . The most luminous sources are predicted to have current protostellar masses of m * ∼ 10 M forming from cores of mass M c ∼ 40 to 400 M . The least luminous sources in our sample are predicted to be protostars with masses as low as ∼ 0.5 M forming from cores with M c ∼ 10 M , which are the minimum values explored in the protostellar model grid. The detected protostellar population has a total estimated protostellar mass of M * ∼ 100 M . Allowing for completeness corrections, which are constrained by comparison with an ALMA study in part of the cloud, we estimate a star formation efficiency per free-fall time of ∼ 3% in the IRDC. Finally, analyzing the spatial distribution of the sources, we find relatively low degrees of central concentration of the protostars. Thus, the most massive protostars do not appear to be especially centrally concentrated in the protocluster.
INTRODUCTION
Interest in the Infrared Dark Clouds (IRDCs) of the Galaxy has grown dramatically in recent years, as they may inform us about the earliest stages of massive star and star cluster formation. IRDCs are cold, dense structures seen against the bright IR emission of the Galactic plane, with temperatures T 25K and H-nuclei number densities ranging from n H ∼ 10 3 cm −3 on large ∼ 10 pc "cloud" scales to 10 5 cm −3 in their densest clumps and cores (e.g., Simon et al. 2006; Tan et al. 2014) . IRDCs exhibit high mass surface densities (Σ ∼ 0.03 to 1 g cm −2 ), and their associated dust leads to high extinction, even at mid-infrared (MIR) wavelengths.
To probe into IRDCs it is thus important to utilize far infrared (FIR) observations. The Herschel infrared Galactic Plane (Hi-Gal) survey (Molinari et al. 2016) , is the most recent and capable FIR survey covering large numbers of IRDCs. It provides photometric maps and compact source catalogs at five different wavelengths: 70 µm and 160 µm using the PACS instrument; 250 µm, 350 µm, and 500 µm using the SPIRE instrument. There is also 110 µm imaging available for certain regions from the Herschel data archive.
Our goal in this paper is to use these Herschel data to identify protostars and characterize their spectral energy distributions (SEDs) in the massive, well-studied IRDC G028.37+00.07, also known as Cloud C from the sample of Butler & Tan (2009 , 2012 . This IRDC is located at a kinematic distance of about 5 kpc (Simon et al. 2006 ) and within its defined elliptical boundary region (of an effective radius of 7.7 pc), it has an estimated mass of 68, 300 M from NIR + MIR extinction maps (Kainulainen & Tan 2013 ) and 72, 000 M from an estimate of the Herschel-observed sub-mm dust emission, as processed by Lim et al. (2016) . Thus IRDC C is one of the most massive IRDCs in the Galaxy. It appears to be a relatively coherent structure, with a virial parameter (Bertoldi & McKee 1992 ) of about unity (Butler et al. 2014; Hernandez & Tan 2015) . This IRDC is a prime candidate for being a massive star cluster in the early stages of its formation. In §2 we discuss our methods for identifying and characterizing protostellar SEDs, including use of the Zhang & Tan (2018, hereafter ZT) radiative transfer model grid. Our paper is a first application of these ZT models to relatively faint sources, where uncertainties in the SEDs can be dominated by background subtraction and include significant wavelength ranges where only upper limits on fluxes are derived. Thus in §3 we present an extensive discussion of SED model fitting results and their sensitivity to certain choices related to measuring the SEDs. We then describe the bolometric luminosity function of the sources and the implied protostellar mass function. We compare core envelope masses predicted by the ZT model grid with those estimated from the commonly used method of single temperature grey-body fitting of the SEDs. We then consider the protostellar population as a whole, estimating the total star formation rate, i.e., the star formation efficiency per free-fall time, in the IRDC. Finally, we examine the clustering properties of the sources and discuss whether there is evidence for the most massive protostars to tend to form near the protocluster center, i.e., primordial mass segregation, or in more clustered manner than lower-mass sources. We discuss the implications of our results, our general conclusions and future directions in §4.
METHODS

Source Identification
The catalog of Hi-Gal point sources (Molinari et al. 2016) forms the basis of our sample. These sources were identified using the CUrvature Thresholding Extractor (CuTEx) algorithm, which finds pixels with high curvature by calculating the second derivatives in intensity profiles; areas above a certain curvature threshold indicate the location of a source. As described by Molinari et al. (2016) , the source extraction threshold was chosen to be able to detect relatively faint sources, while minimizing false detections.
We obtained the coordinates of all sources in the HiGal catalog that overlap with the elliptical region defining IRDC C (Simon et al. 2006) , identifying a total of 40 sources. We then inspected the Hi-Gal images of these sources, especially at 70 µm, to examine source crowding. We found that several sources were in locally crowded regions, such that it is not possible to resolve their emission at ∼ 160 µm near the peak of their SEDs. The angular resolution of Herschel at these wavelengths leads us to set a minimum aperture size of ∼ 6 in radius.
Thus, in these cases of source crowding we simply treat the region as a single source. The most prominent example of source crowding is that of Cp23, near the C9 region in Butler et al. (2014) (hereafter BTK14) , which was marked as four different sources in the Hi-Gal catalog. We model it as a single, large source, with its coordinates chosen from the most central of the four Hi-Gal sources. There are then only two other cases of "crowding", involving close pairs of sources. Here, we set the strongest 70 µm source to be the source location, so all of the coordinates are still directly from the Hi-Gal catalog. After these steps, 35 sources remain in our sample, which we label Cp01, Cp02, Cp03, etc., i.e., protostellar candidate sources in IRDC C, based on increasing Galactic longitude (see Figure 1 ).
Photometry and SED Construction
We analyzed archival 70, 110 & 160 µm Herschel-PACS images of proposal ID "KPGT-okrause-1". These data were observed with medium scanning speed and have 6 , 9 and 14 angular resolution, respectively. The data sets were obtained as product level 2.5 and the Standard Product Generation (SPG) v14.2.0. We applied zero-level offset correction by following the method of Lim & Tan (2014) , which we describe below. We adopt a model SED of the diffuse Galactic plane emission (Draine & Li 2007 ) from near-infrared to sub-mm. We fit this model to the observed median intensities from 90-110% size annuli compared to the major and minor axes of the IRDC that is defined by Simon et al. (2006) . We consider data at 8 µm (Spitzer-IRAC), 24 µm (Spitzer-MIPS), 70 µm, 160 µm (Herschel-PACS), 250 µm, 350 µm and 500 µm (Herschel-SPIRE) (with these Herschel data from the Hi-Gal survey; Molinari et al. 2010 ) and then predict the expected intensities in the archival Herschel-PACS 70, 110 & 160 µm band data. A single value offset for each wavelength was then applied to each dataset (760, 2615 & 3801 MJy/sr for the 70, 110 & 160 µm bands, respectively). We found an astrometric difference of a few arcseconds between the Herschel and Spitzer maps. We corrected this by the average value of the mean positional offset of point sources seen at 8, 24, 70, 110 and 160 µm.
For the photometry of the sources at shorter wavelengths, we utilize the 24 µm Spitzer-MIPS images from the MIPSGAL survey (Carey et al. 2009 ). We also examine images from the Spitzer-IRAC Galactic Legacy Infrared Mid-Plane Survey Extraordinaire (GLIMPSE) (Churchwell et al 2009) . Most of our sources appear "dark" at the shortest IRAC wavelengths, ∼ 3 µm, and often even the 8 µm image only provides an upper limit on source flux. Given that the ZT protostellar models do not accurately predict fluxes at these wavelengths, where PAH emission can often be significant, we only utilize the 8 µm (IRAC Band 4) image to place upper limit constraints on source SEDs.
We use fixed aperture sizes that are determined by inspecting the morphology of the 70 µm images. The apertures were chosen to include as much of the emission coming from the source as possible, while avoiding the emission of nearby sources. Since the beam size for this image is 6 , the smallest aperture allowed for the sources was also set to a radius of 6 in order to match the beam size. The majority of the sources have apertures slightly larger than the beam size, averaging about 10 in radius. We also examine the sensitivity of our results to varying the aperture size by 30%. For a given aperture, then the photometric flux of each source was measured at 8, 24, 70, 100, 160, 250, 350 , and 500 µm using the Python package PHOTUTILS.
Since the protostellar sources are embedded in a high mass surface density protocluster clump, it is important to carry out background subtraction of flux from this surrounding material. We use an annular region extending to twice the aperture radius to measure this background emission, which follows the methods adopted previously by De Buizer et al. (2017) . The level of the background is then assessed as the median intensity value in this annulus. We examine the effects on the SEDs and other results of either carrying out (which is our fiducial case) or not carrying out this step of background subtraction.
The uncertainties in the fluxes receive a contribution from basic photometric/calibration uncertainties, which we set to 10%, combined in quadrature with those due to background subtraction, which can often be the dominant source of uncertainty. We assess the level of background uncertainty by examining the level of the background fluctuations, σ bg , measured as the standard deviation of flux densities patches in the annular background region that have an area equal to that of the aperture.
Fitting SED Models
Once a source SED is derived, consisting of measured fluxes, including upper limits, and their estimated uncertainties, then these data are used to constrain the ZT protostellar SED models, under the assumption of fixed source distances of 5 kpc. The detailed method of the fitting procedure follows that of De Buizer et al. (2017) and Liu et al. (2019) : in particular the short wavelength IRAC 8 µm data point is used only as an upper limit, given the uncertainties of its possible contamination with PAH emission that is not treated in the ZT SED models.
The physical basis of the ZT protostellar models is the Turbulent Core Model (McKee & Tan 2003) . There are three main parameters: initial core mass, M c , with the current grid exploring a range from 10 to 480 M ; surrounding clump mass surface density, Σ cl , with a range from 0.1 to 3.2 g cm −2 (which sets the bounding pressure of the core, so cores in high Σ cl regions are smaller and denser); and the protostellar mass, m * , which sets the evolutionary stage of the collapse of a given core. The protostellar mass is sampled from masses from 0.5, 1, 2... M up to masses that can be typically ∼ 50% of M c , with this efficiency set by protostellar outflow feedback. In addition to these three primary parameters, the fitting procedure also returns an estimate of the inclination angle of the protostellar outflow axis to the line of sight and an estimate of the foreground extinction.
3. RESULTS
Examples of SED Fitting and Effects of Aperture Size
Here we illustrate results of the SED model fitting for three example sources: Cp23 selected as an example of a large, bright source; Cp15 as an example of a more typical source in the sample of moderate flux; and Cp03 as an example of a relatively faint source. Table 1 . Parameters of ten best ZT models for example protostars: Cp23; Cp15; Cp03 The ten best models of the three example sources with the eleventh line for each source being the calculated average of "good" models (see text), using the fiducial aperture with background subtraction.
The left column of Figure 2 shows the 70 µm images of Cp23, Cp15 and Cp03 (top, middle, bottom), along with the fiducial choice of aperture for each source (middle circles). The second column then shows the derived source SEDs, both before background subtraction (dashed lines) and after (solid lines). One can see that background subtraction has a relatively greater effect for the fainter sources. The third column shows the effect of different aperture sizes, varying the radius by 30% to smaller and larger sizes, on the background subtracted SEDs. Finally, the fourth column shows the data for the fiducial SEDs and the ZT model fits to these data. Note, for Cp03 the two longest wavelength measurements for the SED become negative after background subtraction in the fiducial case and at these wavelengths we assume upper limits during the model fitting process, with the values set by the level of background fluctuations.
The parameters of the ten best SED models for each source are shown in Table 1 in order of decreasing goodness of fit (i.e., increasing value of reduced χ 2 [this is normalized by the number of data points, N ]; 2nd column). The presentation here follows a similar format as that of De Buizer et al. (2017) for the fitting results of eight massive protostars in the SOMA Survey. The other parameters presented are: initial core mass, M c ; mass surface density of the clump environment, Σ cl ; initial core radius, R c , which is listed in both parsecs and angular size that can be compared to the aperture size; the current protostellar mass, m * ; the viewing angle to the outflow axis, θ view ; the foreground extinction, A V ; the current remaining gas mass in the infall envelope, M env ; the opening angle of the outflow cavity, θ w,esc ; the accretion rate of the star,ṁ * ; the total luminosity of the source assuming isotropic emission given the observed bolometric flux, L tot,iso ; and the actual total bolometric luminosity of the protostar model, L tot,bol .
The last row for each source in Table 1 displays the average of each listed parameter for "good" model fits, using the following methods. We have two different methods based on the distribution of χ 2 values. The first is for sources such as Cp23 that have all values of χ 2 greater than 1. Here, we take the geometric mean of the parameters of all the models with χ 2 less than or equal to twice the first, i.e., smallest, value of χ 2 value. This acts to exclude models with relatively high χ 2 . For example, the average for Cp23 would include all of the models with χ 2 ≤ 2 × 12.425, which are the top five models. The second method is for sources like Cp15 and Cp03 which have a best χ 2 value smaller than 1. Here we set a limit of χ 2 < 2, and take the geometric mean of all the values of models from the best set of models, up to ten, that meet this limit.
For Cp23, the best-fit model has χ 2 = 12.425, which is a relatively large value, i.e., the models do not fit particularly well. We discuss the reasons for this below. Still, considering the properties of the best model, we see it has an initial core mass of M c = 400 M , current protostellar mass of m * = 8 M , forming in a clump mass surface density of Σ cl = 3.2 gcm −2 , and a total luminosity of 2×10
4 L . The range of values of these parameters of the best models do not vary greatly, with the averages of "good" models being M c = 312M , Σ cl = 3.2 g cm −2
and m * = 8 M .
A more complete view of the model parameter space for Cp23 is shown in Fig. 3a , which is a standard output of the ZT model fitting routines. The figure shows a series of 2D parameter space plots that illustrate all the models with χ 2 < 50 and with the best five models shown with crosses (the best model has a large cross). These plots show the correlations and degeneracies in the resulting model parameters that are constrained by the SED data.
For Cp15, which has its model parameter space displayed in Figure 3b , we see that the preferred models shift to lower core ( 100M ) and protostellar (∼ 1M ) masses. Lower clump mass surface densities also tend to be selected. There is somewhat great dispersion in certain parameters, such as M c and Σ cl , i.e., they are not as tightly constrained as in the case of Cp23.
These trends continue for Cp03, which has its model parameter space displayed in Figure 3c . However, now we also see the models with lowest core mass, i.e., M c = 10 M , are quite strongly preferred, though not exclusively. Such values are at the lower boundary of the Example protostellar sources and SED fitting: bright source Cp23 (top row); moderate source Cp15 (middle row); and faint source Cp03 (bottom row). The first column shows the 70 µm Herschel PACS images of the sources, including fiducial aperture sizes (middle white circles) and small/large apertures (inner/outer white circles). The angular resolution of the images is shown with a filled grey circle in lower left corner. The second column shows source SEDs (data points; note these are simply connected by straight lines) based on the fiducial aperture both before background subtraction (dashed lines) and after background subtraction (solid lines). The third column shows the effect on the background subtracted SEDs from varying the aperture sizes, i.e., by 30% smaller (blue) or larger (red) compared to the fiducial (black). The fourth column shows the results of fitting ZT protostellar SED models to the fiducial background subtracted SEDs, with the ten best models shown (heavy line is the best model; see text).
current model grid parameter space, so caution is needed in the interpretation of the results. In particular, it is possible that lower core masses could be reasonable fits to the data. Next we investigate the effects of not carrying out background subtraction and of varying aperture size when background subtraction is carried out, on the model fitting results. Table 2 shows the values of χ 2 and various model parameters of the best fitting models and the average of "good" models (see above) for these cases. Focusing on average values, we see the general reduction of core mass, envelope mass and luminosity following background subtraction, with relatively larger effects seen for the lower luminosity sources Cp15 and Cp03 compared to Cp23. We also see the expected dependence of derived model properties on aperture size, i.e., smaller masses and luminosities when smaller apertures are used. The ranges in these values gives some guidance on the degree of systematic uncertainties that result from the process of background subtraction and choice of aperture size. Note, the size of these uncertainties depends on the source luminosity.
Protostellar Luminosity and Mass Functions
We apply our fiducial analysis methods to all 35 identified sources in the IRDC and list the derived protostellar properties (best fit model and average of "good" models) in Table 3 .
Figures 4a and b show the luminosity functions, based on isotropic luminosity values, of the identified protostellar sources in the IRDC. The luminosities range from ∼ 3 × 10 4 L , i.e., for Cp23, down to ∼ 30 L , i.e., sources similar to Cp03. We fit a power law to the observed distribution of the form dN/dlogL ∝ L −α L , with the result being α L 0.35 ± 0.09 for the averages of "good" models. The distributions are quite well fit by a single power law, with little evidence for any break in the distribution, e.g., due to incompleteness at low luminosities. Figures 4c and d show the same information, but now for the distributions of bolometric luminosities of the ZT models that are fit to the SEDs. The distributions can still be fit with declining power laws, although there now appears to be more deviation from simple, single power law distributions. This is a reflection of the fact that the bolometric model luminosity can be significantly different from the isotropic luminosity, to both higher and lower values, due to beaming, i.e., "flashlight", effects (see Zhang & Tan 2018) . Figure 5 shows the distributions of the protostellar population in terms of their initial core masses (top row), current envelope masses (middle row), and current protostellar masses (bottom row), as derived from the model fitting, with best fit model results shown in the left column and average of "good" model results shown in the right. The minimum core mass in the model grid is 10 M , which truncates the distribution at this point. This may lead to a "pile up" in the distribution at the lower boundary, which appears to be present in the distribution of best fit values of M c , but is not apparent for the average masses. We fit power laws to the observed distributions of the form dN/dlogM c ∝ M −α M c , with the result being α M 0.44 ± 0.18 for the averages of "good" models. For comparison, the standard Salpeter distribution of the stellar initial mass function (IMF) has α M = 1.35, with such values also being found for observed core mass functions (CMFs) in some regions (e.g., Cheng et al. 2018) . We see that our derived result for the initial core mass function in the IRDC G028.37+00.07 is significantly shallower than the Salpeter value. There have been claims of CMFs that are shallower, i.e., more top heavy, than Salpeter in some star-forming regions (e.g., Motte et al. 2018) , including IRDCs where a value of α M = 0.86 ± 0.11 has been reported . Still, our result of α M 0.44 ± 0.18 is even flatter than these cases. It should be noted that it applies over a higher mass range than has been probed by the Liu et al. (2018) study. Also, our results here are based on indirect inference of the initial protostellar core masses, while observational CMF studies, including that of Liu et al., are based on direct observations of cores.
To more closely connect with observational studies of the CMF, in Figure 5c and d, we also show the core envelope mass function of the identified protostars. Here the models now span to masses below 10 M . For the average model results, the derived power law index of the mass function is shallower than the initial core mass function, which may be related to a larger mass range that is now being probed and thus potentially great levels of incompleteness affecting the lower mass regime. Still, fitting cores with envelope masses 5 M , we still find a relatively shallow index of α M = 0.23 ± 0.12.
Finally, the last two panels of Figure 5 show the current protostellar mass functions. The average results do not appear well described by a single power law, perhaps because of incompleteness at low masses. Fitting a power law for the range m * 2 M , we find α M = 0.66 ± 0.22.
Several points need to be considered for the core masses that are reported here. Core masses that are derived from SED model fitting results show quite a wide dispersion in values among the best ten model fits. This is expected since the models are mostly being constrained by the luminosity of the source, much of which comes from warmer material that does not dominate the core mass. Most of the core mass is at larger distances , with the result being αM = 0.65 ± 0.15. (b) Top right: As (a), but now for averages of "good" model fits, and with αM = 0.44 ± 0.18. We also show a fit that ignores the lowest mass bin, which has αM = 0.78 ± 0.26. (c) Middle left: As (a), but now for derived envelope masses of the best fit models, and with αM = 0.19 ± 0.12. (d) Middle right: As (c), but now for averages of "good" model fits, and with αM = 0.23 ± 0.12. We also show a fit that ignores the lowest mass bin, which has αM = 0.47 ± 0.16. (e) Bottom left: As (a), but now for derived protostellar masses of the best fit models, and with αM = 0.35 ± 0.14. (b) Bottom right: As (e), but now for averages of "good" model fits, and with αM = 0.45 ± 0.21. We also show a fit that ignores the lowest mass bin, which has αM = 0.66 ± 0.22. from the source and thus at cooler temperatures and so mostly affects the longer wavelength part of the SEDs. As shown in Figure 2 , the model SEDs can often underpredict the long wavelength part of the SED. This difficulty was already noted by De Buizer et al. (2017) and ZT18. The cause may be due to imperfect background subtraction at the longer wavelengths, especially when model core radii are relatively small compared to source apertures.
A more direct mass estimate from a given SED can be made by carrying out a single temperature greybody fit to just the longer wavelength component of the SED, i.e., from 160 to 500 µm, following the methods of, e.g., Lim et al. (2016) . Comparisons of these mass estimates, i.e., M submm , with those resulting from the ZT model values for M c and M env are shown in Figure 6 . This figure shows the large effect of background subtraction on M submm . Also visible is the pile-up of M c values at the minimum value of 10 M , which is simply an artifact of a limitation of the ZT model grid. The best agreement is expected between background subtracted values of M submm and M env and indeed this is apparent in the lower right panel of Fig. 6 . Still, this comparison shows there is significant scatter in the correlation and with a modest systematic offset of M submm being lower than M env by a factor of a few on average.
Comparison with ALMA outflow observations
A recent study of molecular outflows in the central region of Cloud C was performed by Kong et al. (2019) . A comparison of our 70µm Herschel-defined sources with the ALMA-detected outflow-driving sources is shown in Figure 7 .
We see that in some of the Herschel-identified sources, i.e., Cp13, Cp18, and Cp20, there are actually several different ALMA-identified protostars present. There are two ALMA-protostars in Cp19 and only one in Cp21. Of the six Herschel-identified protostars that are fully covered by the ALMA data, only Cp10 does not have an ALMA-identified protostar. At the same time, the Herschel-identification method also misses a significant amount of protostellar activity: about 2/3 of the ALMA sources are not associated with a Herschel-identified source. It should be noted that this comparison has been done for just a small number of Herschel-identified sources and in a relatively small part of the IRDC. Also it is a particularly MIR and FIR (including 70 µm) dark region, with the Herschel sources being of relatively low luminosity.
These results indicate that the association of a Herschel-identified protostar, i.e., based on a relatively low angular resolution imaging of dust continuum emission, can often be problematic, at least for sources at ∼5 kpc distances, like IRDC G028.37+00.07. This is mitigated somewhat when there are just a few sources in the aperture and one of them is clearly the dominant source, which may be the case in Cp19 based on the intensity of the outflows.
Ultimately, more accurate protostellar SED characterisation will require higher angular resolution observations that cover the peak wavelength range of the SED. Still, with these caveats in mind we proceed to derive the overall star formation activity that is implied by the population of Herschel-identified sources.
Star Formation Rate and Efficiency
The star formation rate (SFR), including as a star formation efficiency (SFE) per free-fall time ( ff ), is important to quantify, e.g., as a constraint on theoretical models of star cluster formation.
The total mass of Cloud C is measured from extinction mapping to be 68,300 M as given by BTK14, with 50 percent overall uncertainty (dominated by systematics). Using a different method based on sub-mm dust emission, Lim et al. (2016) estimated the mass to be 72,000 M . We will adopt a total mass of Cloud C in the defined ellipse region of 70,000 M .
Summing all of the masses resulting from the ZT models (Table 3) , the total mass of the sources in the cloud is 1642 M of total initial protostellar core mass for best-fitting models and 1740 M of total initial protostellar core mass for average of good models. About 50% of this mass is expected to eventually go into stars (Tanaka et al. 2017 ). However, the results of §3.3 indicate a completeness correction factor with respect to the ALMA-detected population of about three needs to be accounted for (or potentially a smaller factor if the missing sources tend to be lower-mass protostars). However, the ALMA-identified population is also likely to be incomplete at some level. Thus by this method we estimate that the protostellar population that is forming in the IRDC will produce a mass of stars of about 2,000 M . This represents 2.9% of the total IRDC mass.
However, since the ZT model grid is designed for higher-mass protostellar cores (i.e., > 10 M ), it is possible that the above results are biased towards too high core masses on average. As an alternative method, we can consider the current protostellar masses implied by the models. If we sum the current protostellar masses then we obtain 132.5 M for best models and 86.8 M for average of good models, i.e., ∼ 100 M . Then with a factor of 2 correction between current and final protostellar mass and a factor of 3 correction due to incompleteness, we would estimate a total mass of stars that will form of ∼ 600 M , i.e., 0.86% of the total IRDC mass.
In is approximately 37% of the mean free-fall time of the clump,t ff,cl (eq. 37 of MT03), based on the mass of a 10 M star forming from a 20 M core (the formation time scales weakly as m 1/4 ). Thus, assuming the protostellar population we have sampled traces the activity of protostars forming in the last 40% of t ff,cl , we estimate a star formation efficiency per free-fall time in the IRDC of between 2.1% and 7.3%, depending on the above methods of mass estimation.
We consider that the lower estimate here is more reliable, since it is tied more closely to the protostellar luminosities and avoids the expected bias of too high initial core masses that will be found from using the ZT grid. If we have included some already formed stars that are present in the IRDC and that are simply heating surrounding local IRDC material, then we will have overestimated the SFR. On the other hand, the uncertain ALMA incompleteness factor would boost the estimate. Overall, we consider that the data support an estimate of ff ∼ 0.03 in IRDC C. If the IRDC is to form a bound cluster, which may be a reasonable expectation since it is one of the most extreme IRDCs and does appear to be gravitationally bound and in approximate virial equilibrium at the moment (BTK14; Hernandez & Tan 2015) , then an overall star formation efficiency (SFE) of 30% is likely to be needed. At the current SFR this would then take ∼ 10 free-fall times to be achieved.
The absolute value of the free-fall time is measured as 1.3×10 6 years, using the equation
and the properties measured by BTK14. Then the total star formation rate implied by ff = 0.03 is 1.6 × 10 −3 M yr −1 . Age spreads of at least 1 Myr are expected, even in fastest formation models, but closer to 10 Myr if a bound cluster is to form with our above estimate of ff = 0.03. The age spread could be reduced if the cluster evolves to a denser state, thus having a shorter local free-fall time and/or if the star formation process is truncated by the action of stellar feedback.
Spatial Distribution of Protostars
The initial spatial distribution of stars within forming clusters, including degree of substructure, central concentration, and primordial mass segregation, is of interest to help constrain theoretical models of both massive star formation (i.e., are special conditions needed for massive star formation) and for star cluster formation. However, it is in general difficult to infer these properties from observations of already formed stars, because signatures of the initial conditions are erased by dynamical evolution. As far as we are aware, there are no measurements yet of these properties based on protostellar populations in massive (> 10 4 M ) protoclusters. One widely used parameter to measure substructure is the Q parameter (Cartwright & Whitworth 2004) , which is the ratio between the mean length of the edges of the minimum spanning tree (MST) of the cluster,m, and the mean separation between stars in the cluster,s. This parameter has the ability to distinguish between a sub-structured regime and a radially concentrated regime. A value Q < 0.785 means the cluster is relatively substructured with a lower value corresponding to more clumpiness. In contrast, Q > 0.785 means the cluster has an overall radial structure/concentration, with a higher Q value indicating that it is more concentrated in the center.
We measure a value of Q = 0.667 for the 35 protostellar sources of Cloud C. This value classifies the cluster as "substructured", i.e., comparable to a three dimensional distribution with a fractal dimension D ∼ 2, i.e., considerably substructured and not centrally concentrated (see Cartwright & Whithworth 2004) . As stated in §2, the total number of sources identified by the Hi-GAL catalog was 40, but then was reduced to 35 due to crowding and lack of resolution for our aperture photometry analysis. However, if we consider the case of all 40 sources, the Q parameter changes only modestly to 0.640, resulting in the same basic classification for the degree of substructure.
This value of Q 0.67 falls within the middle of the range of values reported by Cartwright & Whitworth (2004) for lower-mass clusters, i.e., Taurus (0.47), IC2391 (0.66), Chameleon (0.67), ρ Ophiuchus (0.85) and IC348 (0.98). This may indicate that whatever process controls the initial distribution of protostars does not vary significantly across the star-forming clump mass spectrum.
Our observed value of Q can be compared to that seen in numerical simulations of cluster formation. For example, Wu et al. (2017) studied cluster formation from colliding and non-colliding GMCs. In the colliding case, the simulations showed values of Q that fluctuated in the range from ∼ 0.3 to ∼ 1.5, but often settling at values near 0.6 (Fig. 9 of Wu et al. 2017) . However, in the non-colliding models the values of Q were typically much smaller at ∼ 0.2. It should be noted that these simulations did not include feedback from the forming stars and were based on particular initial conditions of quite idealized GMCs. Nevertheless, in the context of these models, the colliding cases were able to form more concentrated clusters that are closer to the observed systems, including our result for the massive protocluster forming in IRDC G028.37+00.07.
Considering the degree of mass segregation of the protostellar population, the simplest approach is to examine where the most massive stars are with respect to a defined center of the cluster. In the case of IRDC G028.37+00.07, while there is a center of the elliptical region that has been used for defining the IRDC, it must be noted that this definition, originally based on low resolution MSX images of the Galactic plane (Simon et al. 2006) , is somewhat arbitrary. Still, we consider the three sources with the highest current protostellar mass estimates (based on averages of "good" models; see Table 3 ), which are: Cp09 with m * = 10.5 M ; Cp12 with m * = 9.8 M ; and Cp23 with m * = 8.0 M . The source Cp09 is located near the elliptical boundary of the IRDC; Cp12 is at an intermediate distance from the center; while Cp23 is relatively close to the center of the cloud (at least in projection). These results do not support there being any strong preference for massive stars to form in the center of the protocluster, at least as defined by the Simon et al. (2006) ellipse.
Given the difficulty of defining a cluster center, an alternative approach to study mass segregation is to think of it as the tendency of massive stars to stay near other massive stars. This definition does not need a defined center and so is better suited to deal with a substructured protocluster. A popular method to measure mass segregation in this way is the Λ MSR parameter, which also uses the MST ). This parameter compares the total length of the MST of the N most massive stars in the cluster to the length of the MST of N stars in the cluster picked randomly. To reduce variation caused by the random selection of stars, this parameter is measured multiple times, which also allows an estimate of its uncertainty (see for details). Then, a mass-segregated cluster has values of Λ MSR > 1, a cluster with no mass segregation has Λ MSR = 1 and a cluster with inverse mass segregation has Λ MSR < 1, i.e. having the N most massive stars more separated in comparison with the average star.
For calculation of Λ MSR , we focus on the estimates of current protostellar masses based on average of "good" models (see above). Figure 8 shows Λ MSR as a function of the number, N , of the most massive sources used to define the high-mass sample. The figure also shows the maximum and minimum possible values of Λ MSR based on the locations of the protostars, but with the freedom to reassign the masses to achieve these extreme values. We see that Λ MSR has values close to one for N ≥ 4, and with a modest enhancement of Λ MSR 1.4 when N ≤ 3. This is tentative evidence for a signature of mass segregation at these numerical scales. However, given the size of the uncertainties, this cannot be regarded as strong evidence for a signature of primordial mass segregation (i.e., enhanced clustering) of the massive protostars in the IRDC. Still, these results provide basic constraints with which to test theoretical and numerical models of star cluster formation.
A graphical illustration of the minimum and maximum levels of mass segregation as measured by Λ MSR is shown in Figure 9 . This figure shows the protostars at their actual locations, but with the masses free to be swapped around to make the minimum and maximum levels of mass segregation (the area of the symbol is proportional to the mass of the protostar). The most mass segregated case places the most massive stars together in the region of highest source areal density in the northwestern region of the IRDC. The most inverse mass segregated case places the most massive stars in a ring near the outer boundary of the IRDC. These distributions are independent of N . 
CONCLUSIONS
We have carried out a study of the protostellar population of the massive (∼70,000 M ) IRDC G028.37+00.07, identifying 35 sources based on their 70 µm emission observed by the Herschel telescope. We have measured the SEDs of the sources from 8 to 500 µm, exploring the effects of choice of aperture size and background subtraction. Models of protostars forming from 10 to 480 M cores in dense environments, similar to that of the IRDC, were then fit to the SEDs.
The protostars are found to have a range of isotropic luminosities from ∼20 to 4,500 L . The most luminous sources are predicted to have current protostellar masses of m * ∼ 10 M forming from cores of mass M c ∼ 40 to 400 M . On the other hand, the least luminous sources are predicted to be protostars with masses as low as ∼ 0.5 M forming from cores with M c ∼ 10 M , which are at the boundary of the protostellar model grid. We have discussed the uncertainties in fitting the protostar models to these data, as well as the degeneracies in the derived parameters.
We have then attempted to estimate the total protostellar population in the IRDC, including a completeness correction based partly on a sub-region of the IRDC that has higher angular resolution ALMA observations sensitive to lower-mass and more embedded protostars that are driving CO outflows. From the derived total protostellar population we estimate a star formation efficiency per free-fall time of ∼ 3% in the IRDC. Thus, if a bound cluster is to be produced, requiring high values of total star formation efficiency of at least 30%, then the star formation process needs to continue over about 10 current free-fall times of the cloud.
Finally, analyzing the spatial distribution of the sources, we find that there is a high degree of substructure, similar to that found in lower-mass protoclusters. There is also a relatively low degree of central concentration of the protostars. Thus, the most massive protostars do not appear to be especially centrally concentrated in the protocluster, i.e., there is no evidence for primordial mass segregation in this massive protocluster.
This study is the first attempt to build a complete census of high-and intermediate-mass star formation in a very massive early stage protocluster. Studies of a larger number of systems are needed. The work has illustrated the limitations of current observational datasets, especially the relatively low angular resolution of the infrared images from Herschel that are used to build the SEDs. Improvements in angular resolution and sensitivity of infrared observations, e.g., as expected from JWST and MIR observations with TMT and E-ELT, albeit at relatively short wavelengths, are needed to better characterize the protostellar populations in such systems. Sub-mm observations from interferometers, especially ALMA, may also be helpful, however, they currently suffer from spatial filtering of flux on larger scales. Maximize MSR Figure 9 .
The three panels show the actual spatial distribution of the protostars. The central panel shows the actual protostellar masses of these sources (based on average of "good" models), with the size of the symbols proportional to the mass. The left panel shows the distribution of masses among the sources that minimizes the mass segregation parameter, ΛMSR, i.e., an inverse mass segregation in which the most massive stars are more separated from each other than the typical star. The right panel shows the distribution of masses among the sources that maximizes ΛMSR, i.e., maximum mass segregation in which the most massive stars are least separated from each other than the typical star. a Within each column, the first value uses fiducial aperture size without background subtraction, the second value is the fiducial aperture with background subtraction, the subscripted value is the case with aperture 30% smaller than the fiducial, and the superscripted value is the aperture 30% larger than the fiducial. For each source, two lines are shown: the first line is the best fitting model; the second line is the average of "good" models (see text). The first column also lists the angular size of the fiducial aperture. 
