Studies of the dynamics of isolated interacting many-body quantum systems are at the forefront of experimental and theoretical physics. A major open question is the identification of the time scales involved in the relaxation process of these systems. Using experimental observables and a realistic interacting many-body quantum system, we unveil three different time scales: a very short time that characterizes the early decay of the initial state and two much longer time scales that increase exponentially with system size. These two are the Thouless time, t Th , and the relaxation time, tR. The Thouless time refers to the point beyond which the dynamics acquires universal features and relaxation happens when the evolution reaches a stationary state. We show that in chaotic systems, t Th ≪ tR, while for systems approaching a many-body localized phase, t Th → tR. Our results are compared with those for random matrices, which corroborates their generality.
There is currently great interest in the dynamics of isolated quantum systems with many interacting particles. This is in part due to the advances of experiments with cold atoms, ion traps, and nuclear magnetic resonance platforms, which allow for the simulation of unitary dynamics of highly tunable Hamiltonians for long times [1] [2] [3] [4] [5] [6] [7] [8] [9] . Great efforts have been devoted to conciliate reversible microscopic dynamics and irreversible thermodynamics [10] [11] [12] [13] . Increasing attention has also focused on the analysis of the metal-insulator transition [14] [15] [16] and the quantum-classical correspondence, specially in the context of many-body quantum chaos and the scrambling of quantum information [17] [18] [19] [20] [21] [22] [23] . A missing piece in these studies is a complete framework of all time scales involved in the relaxation to equilibrium.
Several works have discussed what equilibration in closed finite quantum systems actually means [24] [25] [26] [27] [28] [29] , a subject on which we find consensus. Equilibration refers to the proximity of an observable to its asymptotic value for most times, despite the presence of temporal fluctuations caused by the spectrum discreteness. Much more problematic is the identification of the time scales involved in the relaxation process, for which there are several interesting, but contradictory, results. Some suggest that equilibration happens at very short times, while others indicate just the opposite, that extremely long times are required [10, [30] [31] [32] [33] [34] [35] [36] .
To properly determine the relaxation time of manybody quantum systems, one needs to have a complete picture of the different behaviors that emerge at different time scales. Without that, one risks reaching misleading conclusions. With the support from random matrices, we have been able to unveil these different time behaviors in realistic many-body quantum systems. This allows us to provide analytical predictions for the time scales of the relaxation process, which are shown to agree extremely well with our exact numerical results.
We consider a one-dimensional local spin-1/2 model with onsite disorder that is taken far from equilibrium. This system can be mapped into models of hardcore bosons and spinless fermions and has been studied ex-perimentally in the context of many-body localization [7] . Two observables are investigated, the survival probability, which is the squared overlap between the initial state and its time evolved counterpart, and the spin autocorrelation function, which is equivalent to the density imbalance measured in experiments with cold atoms [7] . For small disorder strength, the eigenvalues of the spin model are strongly correlated and comparable to what one finds for full random matrices from a Gaussian orthogonal ensemble (GOE) [37] . This justifies comparing its dynamics with that for GOE matrices. Figure 1 illustrates the entire evolution of the survival probability for the chaotic spin model, from the time it is taking far from equilibrium to the moment it equilibrates. Before the point indicated as t Th , the dynamics depends on the shape and borders of the initial state energy distribution. Initially, the decay is very fast, Gaussian, as in Fig. 1 , or exponential, depending on how far out of equilibrium the system is taken [38] [39] [40] . The decay rate is given by the width Γ of the energy distribution. Subsequently, a power-law behavior emerges with exponent determined by the bounds of the spectrum [41, 42] .
Beyond t Th , the dynamics becomes universal and analogous to what one has for random matrices. This is equivalent to what happens in noninteracting disordered quantum systems, where t Th is called Thouless time, so the same designation is used here. In the evolution of chaotic systems with discrete spectra, correlations between the eigenvalues are resolved at t Th and they lead to a dip below the saturation point, known as correlation hole [43] [44] [45] [46] [47] . This dip has been recently studied in local many-body Hamiltonians [42, 48, 49] and in the Sachdev-Ye-Kitaev model [19] [20] [21] . It is not exclusive to the survival probability, but develops also in experimental observables, such as the spin autocorrelation function [42, 49] .
The dynamics finally saturates at the point indicated as t R in Fig. 1 , referred to as the relaxation time. After t R , the observable just fluctuates around its infinite-time average (horizontal dashed line).
As evident in Fig. 1 , the characteristic time 1/Γ is much smaller than t Th and t R . We find that for realistic chaotic models, t Th ∝ D 2/3 /Γ, where D is the dimension of the Hilbert space, while t R ∝ D/Γ. This implies that t Th ≪ t R and the gap between the two increases with system size. Our results for the survival probability and for the spin autocorrelation function are similar.
As the disorder strength increases, the spin model leaves the chaotic domain and approaches a many-body localized phase, where the eigenvalues are no longer correlated. This affects the dynamics before [50] and after [48] the Thouless time. We show that t Th grows exponentially with the disorder strength, gradually shrinking the correlation hole until its complete disappearance, when t Th ∼ t R .
Models and Observables.-The systems studied here are described by a Hamiltonian H = H 0 + JV , where = 1, H 0 is the noninteracting part, V represents the couplings, and J is the coupling strength chosen equal to 1. The eigenvalues and eigenstates of H are E α and |ψ α . For the GOE model, H 0 is the diagonal part of a real and symmetric random matrix H, and V contains the off-diagonal elements. The elements are random numbers from a Gaussian distribution with variance 2 for H 0 and 1 for V . The model is unrealistic, due to the simultaneous interaction of all particles, but its advantage is being analytically tractable.
For the disordered spin-1/2 Hamiltonian, we have
where S x,y,z k are the spin operators on site k and L is the size of the chain. The amplitudes h k are uniform random numbers in [−h, h]. The model conserves the total magnetization S z = k S z k . We work with the largest subspace S z = 0, where strong chaos can be reached [51] and where the dimension of the Hilbert space is D = L!/(L/2)! 2 . For h = 0, the model is integrable [52] . At a critical value h c , it transitions to a many-body localized phase, where the eigenvalues are uncorrelated. We consider disorder strengths 0.5 ≤ h < h c , where the energy level have some degree of correlation.
Strong chaos happens at h ∼ 0.5.
The system is prepared in an eigenstate |Ψ(0) of H 0 with energy E ini = Ψ(0)|H|Ψ(0) away from the edges of the spectrum. The initial state spreads in the manybody basis defined by H 0 due to the strong perturbation V that takes it far from equilibrium.
The two observables studied are the survival probability and the spin autocorrelation function,
respectively. The first gives the probability to find the system still in the initial state at time t. It is the square of the Fourier transform of the energy distribu-
. It is related to the spectral form factor. The second quantifies how close the spin configuration at time t is to the initial one.
Analytical Results for the GOE Model-For large D, the analytical expression for the entire evolution of the survival probability under GOE matrices is given by [49] 
, and Θ the Heaviside step function. The b 2 (t) function describes the correlation hole, the above mentioned dip below P S .
Illustrations for P S (t) for the GOE model are provided in the Appendix (see also [49] ). The evolution is initially controlled by J 2 1 (2Γt)/(Γt) 2 , which at very short times is ∝ 1 − Γ 2 t 2 and later leads to oscillations that decay as t −3 . P S (t) decays up to the minimum of the correlation hole at t GOE Th [53] . Beyond the power-law decay, P S (t) is dominated by b 2 (t) and increases toward saturation. The initial growth is linear,
Combining the behaviors immediately before and after t GOE 
While the initial decay determined by Γ gets faster with D, the subsequent power-law decay lasts for longer, which leads to the constant value of t GOE Th . At t = t GOE Th , the survival probability reaches the minimum value 2/D.
To estimate the relaxation time, we use the asymptotic expansion of the two-level form factor, b 2 (t) ∼ t −2 , and compute the time t R at which the relative difference between P S (t) and P S is smaller than a small value δ (see Appendix). This gives
The relaxation time is therefore inversely proportional to the mean level spacing Γ/D. This is the definition of the Heisenberg time. Unlike t GOE Th , the time to reach actual saturation diverges with D.
Time Scales for the Spin Model.-The survival probability for the chaotic spin model is very well described by the following expression [49] ,
where g(t) = [(Γt) 2 + A(e Γ 2 t 2 − 1)]/(1 + A) and A is a fitting constant. This expression captures all different behaviors shown in Fig. 1 and can be used to estimate t Th and t R . Contrary to full random matrices, the interactions in physical systems are often two-body and local, resulting in very sparse Hamiltonian matrices and Γ ∝ √ L [39] . However, the correlation hole is described by the same b 2 function used in the GOE model. Up to the minimum of the hole at t Th , the evolution depends on the model and observable, but beyond that, the dynamics are universal.
Analogously to the derivation of t GOE Th , we combine the two behaviors at the vicinity of the minimum of P S (t), namely the power-law decay ∝ t −2 and the subsequent linear increase of b 2 (t), and find that
The Thouless time for realistic chaotic many-body quantum systems increases exponentially with system size. This happens because here Γ ∝ √ L, instead of ∝ √ D, but the power-law behavior still extends with D. Figure 2 (a) shows P S (t) for different system sizes, making evident the growth of t Th with L. The explicit dependence is studied in Fig. 2 (b) , where the prediction from Eq. (8) is confirmed (see circles and solid line). While the characteristic time 1/Γ for the initial decay of |Ψ(0) decreases with system size, the time for detecting the eigenvalues correlations increases exponentially with L. If the analysis of the dynamics focuses only on the initial fast decay, one might incorrectly conclude that larger systems equilibrate faster.
At t Th , the spread of the initial state in the manybody space defined by the H 0 -basis is complete and the remaining dynamics is due only to the dephasing of the level spacings, being therefore fully quantum in nature. The procedure to obtain the relaxation time is equivalent to what was done for the GOE model and Eq. (6) is recovered. This is validated with the numerical results (squares) in Fig. 2 (b) . Thus, for the chaotic spin model, t R ∝ D 1/3 t Th , which means that as L increases, the two times get exponentially farther from each other and the hole elongates significantly. In noninteracting disordered systems, the Thouless time is the diffusion time of a particle through the sample. It is inversely proportional to the Thouless energy, E Th , determined by the diffusion constant and system size [37, 54] . Within the energy scale defined by E Th , the level statistics of these systems follow those from random matrices [54, 55] , so the level number variance, Σ 2 , grows logarithmically with the energy interval ℓ, while for level separations larger than the Thouless energy, Σ 2 (ℓ) deviates from this behavior. In random matrix theory, Σ 2 (ℓ) and b 2 (t) are both computed from the two-level cluster function [37, 56] , so the escape of Σ 2 (ℓ) from the logarithmic curve for ℓ > E Th is related with deviations from universality for times shorter than t Th .
For the interacting disordered system (1), the point where Σ 2 (ℓ) escapes the GOE prediction has also been associated with the Thouless energy [57] . It was shown that E Th decreases with the disorder strength, as the system approaches the many-body localized phase. In Fig. 2 (c) , we analyze the relationship between E Th and t Th for various values of h and confirm that E Th ∝ 1/t Th also for the interacting model.
In Fig. 2 (d) , we study the dependence of t Th on the disorder strength. The Thouless time grows exponentially with h and eventually reaches t R for h > 2.5, when the system localizes and the correlation hole ceases to exist.
Time Scales for the Spin Autocorrelation Function.-An analytical expression for I(t) exists for the GOE model, where the eigenstates |ψ α are random vectors and the eigenstate expectation values I αβ = ψ α |I|ψ β are all approximately equal, so I GOE (t) ∝ P GOE S (t) [42, 49] . In this case, we recover the results from Eqs. (5) and (6) . For realistic systems, on the other hand, ψ α |I|ψ β varies with the energy region and a complete expression for I(t) is not yet available. We therefore resort to numerics. At long times, the behavior of I(t) is similar to P S (t). As seen in Fig. 3 (a) , the correlation hole visibly stretches with system size. The quantitative analysis is done in Fig. 3 (b) , which shows that the time to reach the minimum of the hole increases exponentially with L, as in Eq. (8), and the relaxation time follows again Eq. (6) . In analogy to the dependence of the survival probability on disorder strength, the minimum of the correlation hole for I(t) gets postponed to later times as h increases, as illustrated in Fig. 3 (c) . This time grows exponentially with h, as shown in Fig. 3 (d) , until t Th ∼ t R .
The parallel between the long-time behavior of the survival probability and the spin autocorrelation function demonstrates that P S (t) is a useful reference for the analysis of more complicated physical observables. This simple quantity, investigated for many decades [58] , is easier to study analytically and appears explicitly in the equation of the evolution of any observable. Indeed, for an arbitrary observable O that commutes with H 0 like I(t), we have the direct relation O(t) = P S (t)O(0) + n,m =ini n ini |e iHt |n n|O|m m|e −iHt |n ini [39] , where |n are the eigenstates of H 0 .
Discussion.-Using a detailed picture of the stages involved in the relaxation of realistic interacting manybody quantum systems, we showed that the Thouless time, t Th , and the relaxation time, t R , increase exponentially with system size L. Our analysis was done for the survival probability and the spin autocorrelation function. The results for both quantities are comparable.
In noninteracting disordered systems, the Thouless dimensionless conductance is the ratio t R /t Th , where t Th is the classical diffusion time. For the interacting chaotic model, we found that t R /t Th ∝ e L(ln 2)/3 . As the disorder strength grows and the system leaves the chaotic region toward localization, the gap between the two time scales decreases and t R /t Th → 1.
The Thouless time in interacting models is the time for the initial state to fully spread in the exponentially large many-body space accessible to it. Beyond that, the dynamics is purely quantum and reaches complete relaxation via the dephasing of the level spacings. The fact that t Th diverges in the thermodynamic limit is consistent with the quantum-classical correspondence principle. D π(Γt) 3 (A2) and expand the b 2 function to short times,
Combining the two in the derivative of P S (t), we have ∼ 0.989.
We notice that if the matrix elements are rescaled, as done in Ref. [19] of the main text, so that the width of the density of states is fixed, Eq. (A5) of course changes and t GOE Th becomes dependent on D. It is also worth comparing our result with that in Ref. [46] , where the expression for P S (t) does not properly capture the short time decay. As a consequence, it is found incorrectly that t GOE Th is analogous to t Th for the real system (Eq. (8) of the main text). The minimum value reached by the survival probability is 2/D. This can be seen by using Eq. (A2) and Eq. (A3) in Eq. (4) of the main text, which gives
Relaxation Time
To obtain Eq. (6) of the main text, we expand the two-level form factor to long times,
and neglect the term involving the Bessel function, which goes to zero for t → ∞. Substituting Eq. (A7) into Eq. (4) of the main text, gives us
for large D. This shows that P S (t) approaches the saturation value following a power-law behavior, so the time scale for complete relaxation is not well defined. Yet, one can define the relaxation time as the point where
for a small value δ > 0. This gives
Numerical Results
To corroborate our analytical predictions, we study the survival probability numerically. In Fig. 4 (a) , we plot the analytical expression for P S (t) for different dimensions of the GOE matrices. The numerical result for D = 12870 is also plotted and, apart from fluctuations at long times, the curve is nearly undistinguishable from the analytical expression. For each curve, we mark t GOE Th and t GOE R . To extract t GOE Th , we minimize P S (t) numerically. As for t GOE R , we compute the time at which the relative difference between P S and P S (t) is equal to δ = 0.01. In Fig. 4 (b) and Fig. 4 (c) , we plot the dependence on D of t GOE Th and t GOE R , respectively. We see that t GOE Th converges asymptotically to the value given in Eq. (A5), which is indicated with the horizontal dashed line. For small D, the discrepancy is due to finite size corrections. A power-law fitting procedure gives
