Isomorphic and Strongly Connected Components by Kurilic, Milos
ar
X
iv
:1
31
1.
50
49
v1
  [
ma
th.
LO
]  
20
 N
ov
 20
13
ISOMORPHIC AND STRONGLY CONNECTED COMPONENTS
Milosˇ S. Kurilic´1
Abstract
We study the partial orderings of the form 〈P(X),⊂〉, where X is a binary re-
lational structure with the connectivity components isomorphic to a strongly
connected structure Y and P(X) is the set of (domains of) substructures of
X isomorphic to X. We show that, for example, for a countable X, the poset
〈P(X),⊂〉 is either isomorphic to a finite power of P(Y) or forcing equiva-
lent to a separative atomless σ-closed poset and, consistently, to P (ω)/Fin.
In particular, this holds for each ultrahomogeneous structure X such that X
or Xc is a disconnected structure and in this case Y can be replaced by an
ultrahomogeneous connected digraph.
2000 Mathematics Subject Classification: 03C15, 03E40, 06A06, 03C50.
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1 Introduction
We consider the partial orderings of the form 〈P(X),⊂〉, where X is a relational
structure and P(X) the set of the domains of its isomorphic substructures. A rough
classification of countable binary structures related to the properties of their posets
of copies is obtained in [6], defining two structures to be equivalent if the corre-
sponding posets of copies have isomorphic Boolean completions or, equivalently,
are forcing equivalent. So, for example, for the structures from column D of Di-
agram 1 of [6] the corresponding posets are forcing equivalent to an atomless ω1-
closed poset and, consistently, to P (ω)/Fin. This class of structures includes all
scattered linear orders [9] (in particular, all countable ordinals [8]), all structures
with maximally embeddable components [7] (in particular, all countable equiva-
lence relations and all disjoint unions of countable ordinals) and in this paper we
show that it contains a large class of ultrahomogeneous structures.
In Theorem 3.2 of Section 3 we show that the poset of copies of a binary struc-
ture with κ-many isomorphic and strongly connected components is either isomor-
phic to a finite power of the poset of copies of one component, or forcing equiv-
alent to something like P (κ)/[κ]<κ and, for countable structures, consistently, to
P (ω)/Fin. The main result of Section 4 is that each ultrahomogeneous binary
structure which is not biconnected is determined by an ultrahomogeneous digraph
in a simple way and this fact is used in Section 5, where we apply Theorem 3.2 to
countable ultrahomogeneous binary structures.
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2 Preliminaries
The aim of this section is to introduce notation and to give basic definitions and
facts concerning relational structures and partial orders which will be used.
We observe binary structures, the relational structures of the form X = 〈X, ρ〉,
where ρ is a binary relation on the set X. If Y = 〈Y, τ〉 is a binary structure too, a
mapping f : X → Y is an embedding (we write f : X →֒ Y) iff f is an injection
and x1ρx2 ⇔ f(x1)τf(x2), for each x1, x2 ∈ X. Emb(X,Y) will denote the
set of all embeddings of X into Y and, in particular, Emb(X) = Emb(X,X). If,
in addition, f is a surjection, f is an isomorphism and the structures X and Y
are called isomorphic, in notation X ∼= Y. If, in particular, Y = X, then f is
called an automorphism of the structure X and Aut(X) will denote the set of all
automorphisms of X. If X = 〈X, ρ〉 is a binary structure, A ⊂ X and ρA =
ρ ∩ (A × A), then 〈A, ρA〉 is the corresponding substructure of X. By P(X) we
denote the set of domains of substructures of X which are isomorphic to X, that is
P(X) = {A ⊂ X : 〈A, ρA〉 ∼= 〈X, ρ〉} = {f [X] : f ∈ Emb(X)}.
More generally, if X = 〈X, ρ〉 and Y = 〈Y, τ〉 are binary structures we define
P(X,Y) = {B ⊂ Y : 〈B, τB〉 ∼= 〈X, ρ〉} = {f [X] : f ∈ Emb(X,Y)}. By Pi(X)
we denote the set of all finite partial isomorphisms of X. A structure X is called
ultrahomogeneous iff for each ϕ ∈ Pi(X) there is f ∈ Aut(X) such that ϕ ⊂ f .
If Xi = 〈Xi, ρi〉, i ∈ I , are binary structures and Xi ∩ Xj = ∅, for different
i, j ∈ I , then the structure
⋃
i∈I Xi = 〈
⋃
i∈I Xi,
⋃
i∈I ρi〉will be called the disjoint
union of the structures Xi, i ∈ I .
If 〈X, ρ〉 is a binary structure, then the transitive closure ρrst of the relation
ρrs = ∆X∪ρ∪ρ
−1 (given by x ρrst y iff there are n ∈ N and z0 = x, z1, . . . , zn =
y such that zi ρrs zi+1, for each i < n) is the minimal equivalence relation on X
containing ρ. For x ∈ X the corresponding element of the quotient X/ρrst will
be denoted by [x] and called the component of 〈X, ρ〉 containing x. The structure
〈X, ρ〉 will be called connected iff |X/ρrst| = 1. It is easy to check (see Proposi-
tion 7.2 of [6]) that 〈⋃x∈X [x],
⋃
x∈X ρ[x]〉 is the unique representation of 〈X, ρ〉 as
a disjoint union of connected structures. Also, if ρc = (X ×X) \ ρ, then at least
one of the structures 〈X, ρ〉 and 〈X, ρc〉 is connected (Proposition 7.3 of [6]). The
following facts (Lemma 7.4 and Theorem 7.5 of [6]) will be used in the sequel.
Fact 2.1 Let 〈X, ρ〉 and 〈Y, τ〉 be binary structures and f : X → Y an embedding.
Then for each x ∈ X
(a) f [[x]] ⊂ [f(x)];
(b) f | [x] : [x]→ f [[x]] is an isomorphism;
(c) If, in addition, f is an isomorphism, then f [[x]] = [f(x)].
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Fact 2.2 Let κ be a cardinal, let Xα = 〈Xα, ρα〉, α < κ, be disjoint connected
binary structures and X their union. Then C ∈P(X) iff there is a function f :κ→ κ
and there are embeddings eξ : Xξ →֒ Xf(ξ), ξ < κ, such that C =
⋃
ξ<κ eξ[Xξ]
and
∀{ξ, ζ} ∈ [κ]2 ∀x ∈ Xξ ∀y ∈ Xζ ¬ eξ(x) ρrs eζ(y). (1)
Let P = 〈P,≤〉 be a pre-order. Then p ∈ P is an atom, in notation p ∈ At(P), iff
each q, r ≤ p are compatible (there is s ≤ q, r). P is called atomless iff At(P) = ∅;
atomic iff At(P) is dense in P. If κ is a regular cardinal, P is called κ-closed iff for
each γ < κ each sequence 〈pα : α < γ〉 in P , such that α < β ⇒ pβ ≤ pα, has
a lower bound in P . Two pre-orders P and Q are called forcing equivalent iff they
produce the same generic extensions. The following fact is folklore.
Fact 2.3 (a) The direct product of a family of κ-closed pre-orders is κ-closed.
(b) If κ<κ = κ, then all atomless separative κ-closed pre-orders of size κ are
forcing equivalent (for example, to the poset (Coll(κ, κ))+ , or to (P (κ)/[κ]<κ)+).
A partial order P = 〈P,≤〉 is called separative iff for each p, q ∈ P satisfying
p 6≤ q there is r ≤ p such that r ⊥ q. The separative modification of P is the
separative pre-order sm(P) = 〈P,≤∗〉, where p ≤∗ q ⇔ ∀r ≤ p ∃s ≤ r s ≤ q.
The separative quotient of P is the separative poset sq(P) = 〈P/=∗,E〉, where
p =∗ q ⇔ p ≤∗ q ∧ q ≤∗ p and [p] E [q]⇔ p ≤∗ q.
Fact 2.4 (Folklore) Let P,Q and Pi, i ∈ I , be partial orderings. Then
(a) P, sm(P) and sq(P) are forcing equivalent forcing notions;
(b) P is atomless iff sm(P) is atomless iff sq(P) is atomless;
(c) sm(P) is κ-closed iff sq(P) is κ-closed;
(d) P ∼= Q implies that smP ∼= smQ and sqP ∼= sqQ;
(e) sm(∏i∈I Pi) =
∏
i∈I smPi and sq(
∏
i∈I Pi)
∼=
∏
i∈I sqPi.
3 Isomorphic and strongly connected components
A relational structure X = 〈X, ρ〉 will be called strongly connected iff it is con-
nected and for each A,B ∈ P(X) there are a ∈ A and b ∈ B such that a ρrs b.
(The structures satisfying P(X) = {X} have the second property, but can be dis-
connected.)
Example 3.1 Some strongly connected structures are: linear orders, full relations,
complete graphs, etc. The binary tree 〈<ω2,⊂〉 is a connected, but not a strongly
connected partial order.
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Theorem 3.2 Let κ be a cardinal and X=
⋃
α<κXα the union of disjoint, isomor-
phic and strongly connected binary structures. Then
(a) 〈P(X),⊂〉 ∼= 〈P(X0),⊂〉κ and sq〈P(X),⊂〉 ∼= (sq〈P(X0),⊂〉)κ, if κ < ω;
(b) sq〈P(X),⊂〉 is an atomless poset, if κ ≥ ω;
(c) sq〈P(X),⊂〉 is a κ+-closed poset, if κ ≥ ω is regular;
(d) sq〈P(X),⊂〉 is forcing equivalent to the poset (P (κ)/[κ]<κ)+, if κ ≥ ω is
regular and |P(X0)| ≤ 2κ = κ+. The same holds for 〈P(X),⊂〉.
Proof. For A ∈ [κ]κ and g ∈
∏
α∈A P(Xα) let us define Cg =
⋃
α∈A g(α).
Claim 1. P(X) = {Cg : A ∈ [κ]κ ∧ g ∈
∏
α∈A P(Xα)}.
Proof of Claim 1. (⊂) If C ∈ P(X), then, by Fact 2.2, there is a function f : κ→ κ
and there are embeddings eξ : Xξ →֒ Xf(ξ), ξ < κ, such that C =
⋃
ξ∈κ eξ[Xξ ]
and that (1) is true.
Suppose that f(ξ) = f(ζ), for some different ξ, ζ ∈ κ. By the assumption we
have Xξ ∼= Xζ ∼= Xf(ξ), which implies P(Xξ,Xf(ξ)) = P(Xζ ,Xf(ξ)) = P(Xf(ξ)).
Thus eξ[Xξ], eζ [Xζ ] ∈ P(Xf(ξ)) and, since the structure Xf(ξ) is strongly con-
nected, there are x ∈ Xξ and y ∈ Xζ such that eξ(x)(ρf(ξ))rs eζ(y), which, since
ρf(ξ) ⊂ ρ, implies eξ(x) ρrs eζ(y), which is impossible by (1). Thus f is an in-
jection and, hence, A = f [κ] ∈ [κ]κ. For f(ξ) ∈ f [κ] let g(f(ξ)) := eξ[Xξ ]; then
g(f(ξ)) ∈ P(Xf(ξ)), for all ξ ∈ κ, that is g(α) ∈ P(Xα), for all α ∈ A and, hence,
g ∈
∏
α∈A P(Xα). Also C =
⋃
ξ∈κ g(f(ξ)) =
⋃
α∈A g(α) = Cg and we are done.
(⊃) Let A ∈ [κ]κ, g ∈ ∏α∈A P(Xα) and let f : κ → A be a bijection.
Then for ξ ∈ κ we have g(f(ξ)) ∈ P(Xf(ξ)) = P(Xξ,Xf(ξ)) and, hence there
is an embedding eξ : Xξ →֒ Xf(ξ) such that g(f(ξ)) = eξ[Xξ ]. Thus Cg =⋃
α∈A g(α) =
⋃
ξ∈κ g(f(ξ)) =
⋃
ξ∈κ eξ [Xξ]. If ξ 6= ζ ∈ κ, x ∈ Xξ and y ∈
Xζ , then, since f is an injection, Xf(ξ) and Xf(ζ) are different components of X
containing eξ(x) and eζ(y) respectively. So ¬eξ(x)ρrseζ(y) and (1) is true. By
Fact 2.2 we have Cg ∈ P(X). Claim 1 is proved. ✷
(a) By Claim 1 we have P(X) = {⋃i<κCi : ∀i < κ Ci ∈ P(Xi)}. It is
easy to see that the mapping F defined by F (〈Ci : i < κ〉) =
⋃
i<κCi witnesses
that the posets
∏
i<κ〈P(Xi),⊂〉 and 〈P(X),⊂〉 are isomorphic. Since isomorphic
structures have isomorphic posets of copies we have 〈P(X),⊂〉 ∼= 〈P(X0),⊂〉κ
and, by Fact 2.4(d) and (e), sq〈P(X),⊂〉 ∼= sq(〈P(X0),⊂〉κ) ∼= (sq〈P(X0),⊂〉)κ.
(b) Let κ ≥ ω, sm〈P(X),⊂〉 = 〈P(X),≤〉 and sm〈P(Xα),⊂〉 = 〈P(Xα),≤α〉,
for α < κ. First we prove
Claim 2. For each f, g ∈
⋃
A∈[κ]κ
∏
α∈A P(Xα) we have Cf ≤ Cg if and only if
|(dom f \ dom g) ∪ {α ∈ dom f ∩ dom g : ¬f(α) ≤α g(α)}| < κ; (2)
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Proof of Claim 2. Let f, g, h ∈ ⋃A∈[κ]κ
∏
α∈A P(Xα). Clearly we have
Cf ⊂ Cg ⇔ dom f ⊂ dom g ∧ ∀α ∈ dom f f(α) ⊂ g(α). (3)
Let ⊥ denote the incompatibility relation in the posets 〈P(X),⊂〉 and 〈P(Xα),⊂〉,
α < κ. First we prove
Ch ⊥ Cg ⇔ |{α ∈ domh ∩ dom g : h(α) 6⊥ g(α)}| < κ. (4)
If the set A = {α ∈ domh ∩ dom g : h(α) 6⊥ g(α)} is of size κ, for each α ∈ A
we choose k(α) ∈ P(Xα) such that k(α) ⊂ h(α) ∩ g(α). So k ∈
∏
α∈A P(Xα)
and by (a) we have Ck ∈ P(X). By (3) we have Ck ⊂ Ch ∩ Cg thus Ch 6⊥ Cg.
Conversely, if Ch 6⊥ Cg, then by (a) there is Ck ∈ P(X) such that Ck ⊂ Ch ∩ Cg.
Now A := dom k ∈ [κ]κ and by (3) we have A ⊂ domh ∩ dom g and k(α) ⊂
h(α) ∩ g(α), for all α ∈ A. Thus |{α ∈ domh ∩ dom g : h(α) 6⊥ g(α)}| = κ.
Now suppose that Cf ≤ Cg. Then for each Ch ∈ P(X) satisfying Ch ⊂ Cf
we have Ch 6⊥ Cg so, by (4) we have
∀Ch ∈ P(X) (Ch ⊂ Cf ⇒ |{α ∈ domh ∩ dom g : h(α) 6⊥ g(α)}| = κ). (5)
Suppose that the set A := dom f \ dom g is of size κ. Then h := f ↾ A ∈∏
α∈A P(Xα), clearly Ch ⊂ Cf and, by (a), Ch ∈ P(X). Also we have domh ∩
dom g = ∅, which is impossible by (5). Thus
|dom f \ dom g| < κ. (6)
Suppose that the set A := {α ∈ dom f ∩ dom g : ¬f(α) ≤α g(α)} is of size
κ. For α ∈ A there is Cα ∈ P(Xα) such that Cα ⊂ f(α) and Cα ⊥ g(α) and
we define h(α) = Cα. Now h ∈
∏
α∈A P(Xα), by (a) we have Ch ∈ P(X)
and, by (3), Ch ⊂ Cf . So by (5) there is α ∈ domh ∩ dom g = A such that
Cα = h(α) 6⊥ g(α), which is not true. Thus
|{α ∈ dom f ∩ dom g : ¬f(α) ≤α g(α)}| < κ. (7)
Now from (6) and (7) we obtain (2).
Conversely, assuming (6) and (7) in order to prove Cf ≤ Cg we prove (5) first.
Let Ch ∈ P(X) and Ch ⊂ Cf . Then, by (3),
domh ⊂ dom f ∧ ∀α ∈ domh h(α) ⊂ f(α), (8)
which by (6) implies |dom h \ dom g| < κ and, hence, |domh ∩ dom g| = κ.
Since domh ∩ dom g ⊂ dom f ∩ dom g by (7) we have |{α ∈ domh ∩ dom g :
¬f(α) ≤α g(α)}| < κ and, hence, B := {α ∈ domh ∩ dom g : f(α) ≤α g(α)}
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is a set of size κ. By (8), for α ∈ B we have h(α) ⊂ f(α) ≤α g(α) which implies
h(α) 6⊥ g(α). So B ⊂ {α ∈ domh∩ dom g : h(α) 6⊥ g(α)} and (5) is true. Now,
by (5) and (4) we have ∀Ch ∈ P(X) (Ch ⊂ Cf ⇒ Ch 6⊥ Cg), that is Cf ≤ Cg.
Claim 2 is proved. ✷
Let A1 and A2 be disjoint elements of [κ]κ. By Claim 1, C1 =
⋃
α∈A1
Xα and
C2 =
⋃
α∈A2
Xα are disjoint elements of P(X) and, hence, they are incompatible
in 〈P(X),⊂〉. So, by Theorem 2.2(c) of [6], the poset 〈P(X),⊂〉 is atomless and,
by Fact 2.4(b), the poset sq〈P(X),⊂〉 is atomless too.
(c) Let κ ≥ ω be a regular cardinal. By Fact 2.4(c), it is sufficient to prove
that the pre-order sm〈P(X),≤〉 is κ+-closed. Let 〈Cfξ : ξ < κ〉 be a decreasing
sequence in 〈P(X),≤〉, that is
∀ζ1, ζ2 < κ (ζ1 < ζ2 ⇒ Cfζ2 ≤ Cfζ1 ). (9)
For ζ1, ζ2 < κ let
Kζ2,ζ1 = {α ∈ dom fζ2 ∩ dom fζ1 : ¬fζ2(α) ≤α fζ1(α)}. (10)
Then, by (9) and (c)
∀ζ1, ζ2 < κ (ζ1 < ζ2 ⇒ |dom fζ2 \ dom fζ1 | < κ ∧ |Kζ2,ζ1 | < κ) (11)
and we prove that
∀ξ < κ |
⋂
ζ≤ξ dom fζ | = κ. (12)
First
⋂
ζ≤ξ dom fζ =
⋂
ζ<ξ dom fξ∩dom fζ = dom fξ∩
⋂
ζ<ξ(dom f
c
ξ ∪dom fζ)
= dom fξ\
⋃
ζ<ξ(dom fξ\dom fζ). By (11), |dom fξ\dom fζ | < κ, for all ζ < ξ
and, since |ξ| < κ, by the regularity of κ we have |
⋃
ζ<ξ(dom fξ \ dom fζ)| < κ
which, since by (a) we have |dom fξ| = κ, implies (12).
By recursion we define a sequence 〈αξ : ξ < κ〉 in κ as follows.
Let α0 = min dom f0.
If ξ < κ and αζ ∈ κ are defined for ζ < ξ, then for all ζ < ξ by (11) we have
|Kξ,ζ | < κ and, clearly, |αζ + 1| < κ so, by (12) and the regularity of κ, we can
define
αξ = min
[(⋂
ζ≤ξ dom fζ
)
\
(⋃
ζ<ξKξ,ζ ∪
⋃
ζ<ξ(αζ + 1)
)]
. (13)
By (13), 〈αξ : ξ < κ〉 is an increasing sequence and, hence, A := {αξ : ξ < κ} ∈
[κ]κ. By (13) again, for ξ < κ we have αξ ∈ dom fξ so fξ(αξ) ∈ P(Xαξ). So,
for f ∈
∏
αξ∈A
P(Xαξ), defined by f(αξ) = fξ(αξ), for ξ < κ, by (a) we have
Cf ∈ P(X).
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It remains to be shown that for each ξ0 ∈ κ we have Cf ≤ Cfξ0 , that is, by (c),
|A \ dom fξ0 | < κ and (14)
|{ξ < κ : αξ ∈ dom fξ0 ∧ ¬fξ(αξ) ≤αξ fξ0(αξ)}| < κ. (15)
By (13), for each ξ ≥ ξ0 we have αξ ∈
⋂
ζ≤ξ dom fζ ⊂ dom fξ0 and, hence,
A \ dom fξ0 ⊂ {αξ : ξ < ξ0} and (14) is true.
For a proof of (15) it is sufficient to show that
∀ξ > ξ0 fξ(αξ) ≤αξ fξ0(αξ). (16)
By (13), for ξ > ξ0 we have αξ ∈ dom fξ ∩ dom fξ0 and αξ 6∈ Kξ,ξ0 , that is
αξ 6∈ {α ∈ dom fξ ∩ dom fξ0 : ¬fξ(α) ≤α fξ0(α)} thus fξ(αξ) ≤αξ fξ0(αξ) and
(16) is true.
(d) Let κ ≥ ω be a regular cardinal and |P(Xα)| ≤ 2κ = κ+, for all α < κ.
Then for A ∈ [κ]κ we have |
∏
α∈A P(Xα)| ≤ (2
κ)κ = 2κ = κ+ and, by
Claim 1, |P(X)| ≤ |
⋃
A∈[κ]κ
∏
α∈A P(Xα)| ≤ 2
κ2κ = 2κ = κ+, which im-
plies | sqP(X)| ≤ κ+. By (b) and (c) sqP(X) is an atomless κ+-closed poset and,
hence, it contains a copy of the reversed tree 〈2≤κ,⊃〉 thus | sqP(X)| = κ+. (An-
other way to prove this is to use an almost disjoint family A ⊂ [κ]κ of size κ+;
then {
⋃
α∈AXα : A ∈ A} ⊂ P(X) determines an antichain in sqP(X) of size κ+.)
Since (κ+)<κ+ = (2κ)κ = κ+, by Fact 2.3(b) the poset sqP(X) is forcing equiva-
lent to the poset (P (κ)/[κ]<κ)+ (since it is an atomless separative κ+-closed poset
of size κ+). By Fact 2.4(a), the same holds for 〈P(X),⊂〉. ✷
Corrolary 3.3 If κ ≤ ω and X =
⋃
n<κXn is the union of disjoint, isomorphic
and strongly connected binary structures, then
(a) 〈P(X),⊂〉 ∼= 〈P(X0),⊂〉κ and sq〈P(X),⊂〉 ∼= (sq〈P(X0),⊂〉)κ, if κ < ω;
(b) If κ = ω, then sq〈P(X),⊂〉 is a separative atomless and ω1-closed poset.
Under CH it is forcing equivalent to the poset (P (ω)/Fin)+.
The following examples show that for infinite cardinals κ the statements of Theo-
rem 3.2 are the best possible.
Example 3.4 The posets sq〈P(X),⊂〉 and (P (κ)/[κ]<κ)+ are not forcing equiva-
lent, although κ ≥ ω is regular and |P(Xα)| ≤ 2κ.
Let X =
⋃
i<ω Xi be the union of countably many copies Xi= 〈Xi, <i〉 of the
linear order 〈ω,<〉. Then, since linear orders are strongly connected, by Theorem
3.2 the poset sq〈P(X),⊂〉 is atomless, ω1-closed and, clearly, of size 2ω . If, in ad-
dition 2ω = ω1, then sq〈P(X),⊂〉 is forcing equivalent to the poset (P (ω)/Fin)+.
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Since, in addition, the components of X are maximally embeddable (which
means that P(Xi,Xj) = [Xj]|Xi|, for i, j ∈ ω), by the results of [7] the poset
sq〈P(X),⊂〉 is isomorphic to the poset (P (ω × ω)/(Fin×Fin))+, which is not
ω2-closed [16] and, consistently, neither t-closed nor h-distributive [5]. Thus in
some models of ZFC the posets sq〈P(X),⊂〉 and (P (ω)/Fin)+ are not forcing
equivalent.
Example 3.5 In some models of ZFC the poset sq〈P(X),⊂〉 is not κ++ closed,
although the posets sq〈[κ]κ,⊂〉 and sq〈P(Xα),⊂〉, α < κ are (take κ = ω, a
model satisfying t > ω1 and X from Example 3.4).
Example 3.6 Statement (c) of Theorem 3.2 is not true for a singular κ. It is
known that the algebra P (κ)/[κ]<κ is not ω1-distributive and, hence, the poset
(P (κ)/[κ]<κ)+ is not ω2-closed, whenever κ is a cardinal satisfying κ > cf(κ) =
ω (see [1], p. 377). For α < κ let Xα = 〈{α}, ∅〉 and let X =
⋃
α<κXα. Then it is
easy to see that P(X) = [κ]κ and sq〈P(X),⊂〉 = (P (κ)/[κ]<κ)+. Thus the poset
sq〈P(X),⊂〉 is not ω2-closed and, since κ ≥ ℵω, it is not κ+-closed.
4 Non biconnected ultrahomogeneous structures
A binary structure X = 〈X, ρ〉 is a directed graph (digraph) iff for each x, y ∈ X
we have ¬xρx (ρ is irreflexive) and ¬xρy∨¬yρx (ρ is asymmetric). If, in addition,
xρy ∨ yρx, for each different x, y ∈ X, then X is a tournament. For convenience
we introduce the following notation. If X = 〈X, ρ〉 is a binary structure, then
its complement, 〈X, ρc〉, where ρc = X2 \ ρ, will be denoted by Xc, its inverse,
〈X, ρ−1〉, by X−1, its reflexification, 〈X, ρ ∪∆X〉, by Xre and its irreflexification,
〈X, ρ \∆X〉, by Xir. The binary relation ρe on X defined by
xρey ⇔ xρy ∨ (x 6= y ∧ ¬xρy ∧ ¬yρx) (17)
will be called the enlargement of ρ and the corresponding structure, 〈X, ρe〉, will
be denoted by Xe. A structure X will be called biconnected iff both X and Xc are
connected structures. The following theorem is the main result of this section.
Theorem 4.1 For each reflexive or irreflexive ultrahomogeneous binary structure
X we have
- Either X is biconnected,
- Or there are an ultrahomogeneous digraph Y and a cardinal κ > 1 such that
the structure X is isomorphic to
⋃
κYe, (
⋃
κYe)re, (
⋃
κYe)
c or ((
⋃
κYe)re)
c
.
A proof of Theorem 4.1 is given at the end of this section. It is based on the
following statement concerning irreflexive structures.
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Theorem 4.2 An irreflexive disconnected binary structure is ultrahomogeneous iff
its components are isomorphic to the enlargement of an ultrahomogeneous digraph.
Theorem 4.2 follows from two lemmas given in the sequel. A binary structure
X = 〈X, ρ〉 is called complete (see [4], p. 393) iff
∀x, y (x 6= y ⇒ xρy ∨ yρx). (18)
Lemma 4.3 An irreflexive disconnected binary structure X is ultrahomogeneous
iff its components are isomorphic, ultrahomogeneous and complete.
Proof. Let X = 〈X, ρ〉 =
⋃
i∈I Xi, where Xi = 〈Xi, ρi〉, i ∈ I , are disjoint,
irreflexive and connected binary structures and |I| > 1.
(⇒) Suppose that X is ultrahomogeneous. Then, for i, j ∈ I , x ∈ Xi and
y ∈ Xj we have ϕ = {〈x, y〉} ∈ Pi(X) and there is f ∈ Aut(X) such that ϕ ⊂ f .
By (c) and (b) of Fact 2.1, f |Xi : Xi → Xj is an isomorphism. Thus Xi ∼= Xj .
For i ∈ I and ϕ ∈ Pi(Xi) we have ϕ ∈ Pi(X) and there is f ∈ Aut(X) such
that ϕ ⊂ f . Again, by (c) and (b) of Fact 2.1, f |Xi : Xi → Xi is an isomorphism,
that is f |Xi ∈ Aut(Xi). Thus the structure Xi is ultrahomogeneous.
Suppose that for some i ∈ I there are different elements x and y of Xi satis-
fying ¬xρy and ¬yρx. Let j ∈ I \ {i} and z ∈ Xj . Then ϕ = {〈x, x〉, 〈y, z〉} ∈
Pi(X) and there is f ∈ Aut(X) such that ϕ ⊂ f . But then, by Fact 2.1(c) we
would have both f [Xi] = Xi and f [Xi] = Xj , which is, clearly, impossible. Thus
the structures Xi are complete.
(⇐) Suppose that the components Xi, i ∈ I , of X are ultrahomogeneous, iso-
morphic and complete. Let ϕ ∈ Pi(X), where domϕ = Y and ϕ[Y ] = Z , let
J = {i ∈ I : Y ∩ Xi 6= ∅} and, for j ∈ J , let Yi = Y ∩ Xi and Zi = ϕ[Yi].
By (18), the structures Yi = 〈Yi, ρYi〉 = 〈Yi, (ρi)Yi〉, i ∈ J , are connected and,
clearly, disjoint, thus Y = ⋃i∈J Yi and Yi, i ∈ J , are the components of Y. Since
the restrictions ϕ|Yi : Yi → Zi are isomorphisms, the structures Zi = 〈Zi, ρZi〉,
i ∈ J , are connected too and, since ϕ is a bijection, disjoint. Thus Z = ⋃i∈J Zi
and Zi, i ∈ J , are the components of Z.
Since ϕ : Y →֒ X, by Fact 2.1(a) for each i ∈ J there is ki ∈ I such that
Zi ⊂ Xki . Suppose that ki = kj = k, for some different i, j ∈ J . Then, for
x ∈ Yi and y ∈ Yj we would have ¬xρy and ¬yρx and, hence, ¬ϕ(x)ρϕ(y) and
¬ϕ(y)ρϕ(x), which is impossible since ϕ(y), ϕ(x) ∈ Xk and Xk satisfies (18).
Thus the mapping i 7→ ki is a bijection and there is a bijection f : I → I such
that f(i) = ki, for all i ∈ J . Since the structures Xi are isomorphic, for each i ∈ I
there is an isomorphism gi : Xi → Xf(i).
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For i ∈ J we have g−1i ◦ (ϕ|Yi) : Yi →֒ Xi and, hence, g
−1
i ◦ (ϕ|Yi) ∈ Pi(Xi).
So, since the structure Xi is ultrahomogeneous, there is hi ∈ Aut(Xi) such that
g−1i ◦ (ϕ|Yi) ⊂ hi. Now gi ◦hi : Xi → Xf(i) is an isomorphism and for x ∈ Yi we
have gi(hi(x)) = gi(g−1(ϕ(x))) = ϕ(x), which implies
(gi ◦ hi)|Yi = ϕ|Yi. (19)
Now it is easy to check that F =
⋃
i∈I\J gi ∪
⋃
i∈J gi ◦ hi : X → X is an auto-
morphism of X and, by (19), ϕ ⊂ F . Thus X is an ultrahomogeneous structure.
✷
In the sequel we will use the following elementary fact.
Fact 4.4 Let X = 〈X, ρ〉 be a binary structure. Then
(a) Pi(X) = Pi(Xc) = Pi(X−1) and Aut(X) = Aut(Xc) = Aut(X−1); hence
X is ultrahomogeneous iff Xc is ultrahomogeneous iff X−1 is ultrahomogeneous.
Also Emb(X) = Emb(Xc) = Emb(X−1); hence P(X) = P(Xc) = P(X−1).
(b) If ρ is an irreflexive relation, then Pi(X) = Pi(Xre), Aut(X) = Aut(Xre)
and, hence, X is ultrahomogeneous iff Xre is ultrahomogeneous. Also Emb(X) =
Emb(Xre); hence P(X) = P(Xre).
(c) If ρ is a reflexive relation, then Pi(X) = Pi(Xir), Aut(X) = Aut(Xir)
and, hence, X is ultrahomogeneous iff Xir is ultrahomogeneous. Also Emb(X) =
Emb(Xir); hence P(X) = P(Xir).
(d) If X is a digraph, then Xe = ((X−1)re)c. So Pi(X) = Pi(Xe), Aut(X) =
Aut(Xe), Emb(X) = Emb(Xe) and P(X) = P(Xe). Hence X is ultrahomoge-
neous iff Xe is.
Proof. The proofs of (a), (b) and (c) are straightforward and we prove (d). For
x, y ∈ X we have: 〈x, y〉 ∈ ((ρ−1)re)c iff 〈x, y〉 6∈ ∆X∪ρ−1 iff x 6= y∧〈y, x〉 6∈ ρ
iff x 6= y∧¬yρx∧(xρy∨¬xρy) iff (x 6= y∧¬yρx∧xρy)∨(x 6= y∧¬yρx∧¬xρy).
Since the relation ρ is irreflexive and asymmetric we have x 6= y ∧¬yρx∧ xρy iff
xρy; thus 〈x, y〉 ∈ ((ρ−1)re)c iff xρy ∨ (x 6= y ∧ ¬yρx ∧ ¬xρy) iff 〈x, y〉 ∈ ρe
and the equality Xe = ((X−1)re)c is proved. Now applying (a) and (b) we obtain
the remaining equalities. Let X be ultrahomogeneous and ϕ ∈ Pi(Xe). Then ϕ ∈
Pi(X) and, hence, there is f ∈ Aut(X) such that ϕ ⊂ f and, since f ∈ Aut(Xe),
we proved that the structure Xe is ultrahomogeneous. The converse has a similar
proof. ✷
Lemma 4.5 An irreflexive binary structure X is ultrahomogeneous and complete
iff it is isomorphic to the enlargement of an ultrahomogeneous digraph.
Proof. Let X = 〈X, ρ〉 be an irreflexive binary structure.
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(⇒) Assuming that X is ultrahomogeneous and complete we define the binary
relation → on X by
x→ y ⇔ xρy ∧ ¬yρx. (20)
Claim 1. For the structure Y := 〈X,→〉 we have:
(a) Pi(X) = Pi(Y), Aut(X) = Aut(Y) and Emb(X) = Emb(Y);
(b) Y is an ultrahomogeneous digraph;
(c) P(X) = P(Y);
(d) X = Ye, that is, ρ =→e.
Proof of Claim 1. (a) It is sufficient to prove that for each A ⊂ X and each injection
f : A→ X the following two conditions are equivalent:
∀x, y ∈ A (xρy ⇔ f(x)ρf(y)), (21)
∀x, y ∈ A (x→ y ⇔ f(x)→ f(y)). (22)
Suppose that (21) holds. For x, y ∈ A, condition x→ y, that is xρy∧¬yρx, is, by
(21), equivalent to f(x)ρf(y) ∧ ¬f(y)ρf(x), that is f(x)→ f(y); so (22) is true.
Let (22) hold and x, y ∈ A. If x = y, then (21) follows from the irreflexivity
of ρ. Otherwise, we have f(x) 6= f(y).
Now, if ¬f(x)ρf(y), then, by (18), f(y)ρf(x) and, hence, f(y) → f(x),
which by (22) implies y → x and, hence, ¬xρy. Thus xρy ⇒ f(x)ρf(y).
If ¬xρy, then by (18) we have yρx and, hence, y → x, which by (22) implies
f(y)→ f(x) and, hence, ¬f(x)ρf(y). Thus f(x)ρf(y)⇒ xρy and (21) is true.
(b) If ϕ ∈ Pi(Y), then, by (a), ϕ ∈ Pi(X) and, since X is ultrahomogeneous,
there is f ∈ Aut(X) such that ϕ ⊂ f . By (a) again we have f ∈ Aut(Y) and,
thus, Y is an ultrahomogeneous structure. Since the relation ρ is irreflexive, → is
irreflexive too and x → y ∧ y → x would imply xρy and ¬xρy; thus, → is an
asymmetric relation and Y is a digraph.
(c) By (a), P(X) = {f [X] : f ∈ Emb(X)} = {f [X] : f ∈ Emb(Y)} = P(Y).
(d) We prove that for each x, y ∈ X we have xρy ⇔ x→e y, that is,
xρy ⇔ x→ y ∨ (x 6= y ∧ ¬x→ y ∧ ¬y → x). (23)
Let xρy. If ¬yρx, then x → y and, hence, x →e y. If yρx, then, since ρ is
irreflexive, x 6= y. Also ¬x→ y and ¬y → x thus x→e y again.
Let x →e y. If x → y, then xρy and we are done. If ¬x → y, then, by the
assumption, x 6= y and ¬y → x. By (18), ¬xρy would imply yρx and, hence,
y → x, which is not true. Thus xρy and Claim 1 is proved. ✷
(⇐) W.l.o.g. suppose that Y = 〈X,→〉 is an ultrahomogeneous digraph and
X = Ye that is ρ =→e. Then for each x, y ∈ X we have
xρy ⇔ x→ y ∨ (x 6= y ∧ ¬x→ y ∧ ¬y → x). (24)
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For a proof that X is complete we take different x, y ∈ X and show that xρy or
yρx. By (24), if x → y or y → x, then xρy or yρx and we are done. Otherwise
we have x 6= y ∧ ¬x→ y ∧ ¬y → x and by (24) again we obtain xρy.
Since Y is an ultrahomogeneous digraph, by Fact 4.4(d) the structure X is
ultrahomogeneous as well. ✷
Proof of Theorem 4.1. Let X be an ultrahomogeneous structure and first suppose
that X is disconnected. If X is irreflexive, then, by Theorem 4.2, X ∼=
⋃
κYe,
for some ultrahomogeneous digraph Y and some κ > 1. If X is reflexive, then
Xir is disconnected, irreflexive and, by Fact 4.4(c), ultrahomogeneous so, by The-
orem 4.2, Xir ∼=
⋃
κYe, which implies X ∼= (
⋃
κYe)re. Now, suppose that Xc
is disconnected. By Fact 4.4(a), Xc is ultrahomogeneous. If Xc is irreflexive, by
Theorem 4.2 we have Xc ∼=
⋃
κYe, which implies X ∼= (
⋃
κYe)
c
. Finally, If Xc
is reflexive, then Xcir is disconnected, irreflexive and, by Fact 4.4(c), ultrahomoge-
neous. So, by Theorem 4.2 again, Xcir ∼=
⋃
κYe which implies Xc ∼= (
⋃
κYe)re
and X ∼= ((
⋃
κYe)re)
c
. ✷
5 Posets of copies of ultrahomogeneous structures
In this section we show that a classification of biconnected ultrahomogeneous di-
graphs, related to the properties of their posets of copies, provides the correspond-
ing classification inside a much wider class of structures.
Theorem 5.1 Let X be a reflexive or irreflexive ultrahomogeneous non bicon-
nected binary structure and let Y and κ be the corresponding ultrahomogeneous
digraph and the cardinal from Theorem 4.1. Then
(a) 〈P(X),⊂〉 ∼= 〈P(Y),⊂〉κ and sq〈P(X),⊂〉 ∼= (sq〈P(Y),⊂〉)κ, if κ < ω;
(b) sq〈P(X),⊂〉 is atomless, if κ ≥ ω;
(c) sq〈P(X),⊂〉 is κ+-closed, if κ ≥ ω is regular;
(d) sq〈P(X),⊂〉 is forcing equivalent to the poset (P (κ)/[κ]<κ)+, if κ ≥ ω is
regular and |P(Y)| ≤ 2κ = κ+. The same holds for 〈P(X),⊂〉.
Proof. By Theorem 4.1, the structure X is isomorphic to
⋃
κYe, (
⋃
κYe)re,
(
⋃
κYe)
c or ((
⋃
κYe)re)
c so, by Fact 4.4, P(X) ∼= P(
⋃
κYe). Since the structure
Ye is complete it is strongly connected and the statement follows from Theorem
3.2. The equality P(Ye) = P(Y) is proved in Fact 4.4(d). ✷
Theorem 5.2 Let X be a countable reflexive or irreflexive ultrahomogeneous bi-
nary structure. If X is not biconnected and Y and κ are the corresponding objects
from Theorem 4.1, then
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(i) P(X) ∼= P(Z)n, for some biconnected ultrahomogeneous digraph Z and
some n ≥ 2, if κ < ω and Y has finitely many components;
(ii) sqP(X) is an atomless and ω1-closed poset and, under CH, forcing equiv-
alent to the poset (P (ω)/Fin)+, if κ = ω or Y has infinitely many components.
Proof. By Theorem 4.1, X is isomorphic to
⋃
κYe, (
⋃
κYe)re, (
⋃
κYe)
c or to
((
⋃
κYe)re)
c
, where Y is an ultrahomogeneous digraph and 2 ≤ κ ≤ ω. So, by
Fact 4.4, P(X) ∼= P(
⋃
κYe).
If κ = ω, then (ii) follows from (b), (c) and (d) of Theorem 5.1.
If κ = n < ω, then, by Theorem 3.2 and Fact 4.4(d), P(X) ∼= P(Ye)n ∼=
P(Y)n. We have two cases.
Case 1: Y is connected. Then, since Y is a digraph, Yc is a complete and,
hence, a connected structure. So Y is biconnected and we have (i).
Case 2: Y is disconnected. Then, if Y has finitely many components, say
Y =
⋃
i<mYi, by Lemma 4.3 the structures Yi are isomorphic and complete and,
hence strongly connected; so by Theorem 3.2(a), P(Y) ∼= P(Y0)m, which implies
P(X) ∼= P(Y)n ∼= P(Y0)
mn
. Since Y0 is a digraph and a complete structure it is a
tournament and, hence, a biconnected structure. So we have (i).
If Y has infinitely many components, say Y =
⋃
i<ω Yi, then, by Lemma
4.3 the structures Yi are isomorphic and complete and, hence, strongly connected.
So by Theorem 3.2, the poset sqP(Y) is atomless and ω1-closed. Since P(X) ∼=
P(Y)n, by Fact 2.4(e) we have sqP(X) ∼= (sqP(Y))n and, by Fact 2.3(a), the poset
sqP(X) is atomless and ω1-closed. So we have (ii). ✷
The countable ultrahomogeneous digraphs have been classified by Cherlin [2, 3],
see also [13]. Cherlin’s list includes Schmerl’s list of countable ultrahomogeneous
strict partial orders [14]:
- Aω, a countable antichain (that is, the empty relation on ω),
- Bn = n×Q, for n ∈ [1, ω], where 〈i1, q1〉 < 〈i2, q2〉 ⇔ i1 = i2 ∧ q1 <Q q2,
- Cn = n×Q, for n ∈ [1, ω], where 〈i1, q1〉 < 〈i2, q2〉 ⇔ q1 <Q q2,
- D, the unique countable homogeneous universal poset (the random poset),
and Lachlan’s list of ultrahomogeneous tournaments [11]:
- Q, the rational line,
- T∞, the countable universal ultrahomogeneous tournament,
- S(2), the circular tournament (the local order),
and many other digraphs. Also we recall the classification of countable ultrahomo-
geneous graphs given by Lachlan and Woodrow [12]:
- Gµ,ν , the union of µ disjoint copies of Kν , where µν = ω,
- GRado, the unique countable homogeneous universal graph, the Rado graph,
- Hn, the unique countable homogeneous universal Kn-free graph, for n ≥ 3,
- the complements of these graphs.
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Example 5.3 By the main result of [10], for the rational line, Q, the poset of copies
〈P(Q),⊂〉 is forcing equivalent to the two-step iteration S∗π, where S is the Sacks
forcing and 1S  “π is a σ-closed forcing”. If the equality sh(S) = ℵ1 (implied
by CH) or PFA holds in the ground model, then in the Sacks extension the second
iterand is forcing equivalent to the poset (P (ω)/Fin)+.
The posets Bn, n ∈ [2, ω], from the Schmerl list are disconnected ultrahomo-
geneous digraphs (they are disjoint unions of copies of Q) and, by Theorem 4.2,
the structures of the form
⋃
κ(Bn)e (or its other three variations given in Theorem
4.2) are ultrahomogeneous structures. For example, by Theorem 5.2 we have:
P(
⋃
3(B2)e)
∼= P(Q)6 ≡forc (S ∗ π)
6;
P((
⋃
ω(B2)e)
c) and P(((
⋃
2(Bω)e)re)
c) are atomless ω1-closed posets, which
are forcing equivalent to the poset (P (ω)/Fin)+ under CH.
Example 5.4 For a cardinal ν, the empty structure of size ν, Aν = 〈ν, ∅〉, can be
regarded as an (empty) digraph with ν components. Then (Aν)e ∼= Kν and for
the graphs Gµ,ν from the Lachlan and Woodrow list we have Gµ,ν =
⋃
µ(Aν)e.
So, for n ∈ N, by Theorem 5.2, P(Gω,n), P(Gn,ω) and P(Gω,ω) are atomless
ω1-closed posets, which are forcing equivalent to the poset (P (ω)/Fin)+ under
CH. But, by [7] these posets are forcing equivalent to the posets (P (ω)/Fin)+,
((P (ω)/Fin)+)n and (P (ω×ω)/(Fin×Fin))+ respectively and in some models
of ZFC the last two of them are not forcing equivalent to the poset (P (ω)/Fin)+.
For the first one see [15] and for the second see Example 3.4.
Let U denote the class of all countable reflexive or irreflexive ultrahomogeneous
binary structures and let
B = {X ∈ U : X is biconnected},
D = {X ∈ U : X is a digraph},
De = {Xe : X ∈ D},
G = {X ∈ U : X is a graph},
T = {X ∈ U : X is a tournament}.
By Lemma 5.5, the relations between these classes are displayed in Figure 1.
Lemma 5.5 Let Y ∈ D. Then
(a) Y ∈ B iff Y is connected iff Ye ∈ B;
(b) Y ∈ De iff Y is a tournament;
(c) Y ∈ G iff Y = Aω iff Ye = Kω iff Ye ∈ G.
Proof. The first equivalence in (a) is true since Yc is connected, for each digraph
Y. Since Ye is connected, by Fact 4.4(d) we have Ye ∈ B iff (Ye)c = (Y−1)re is
connected iff Y−1 is connected iff Y is connected. The statements (b) and (c) are
evident. ✷
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Figure 1: Countable reflexive or irreflexive ultrahomogeneous binary structures
By Theorem 4.1 the class D of digraphs generates all structures from U \ B in a
very simple way. By Theorem 5.2 and Fact 4.4(d), a forcing-related classification
of the posets P(X) for the structures X ∈ D ∩ B would provide a classification for
the structures X belonging to a much wider class: D∪Dre ∪De ∪ (De)re ∪U \B,
where for a class X we define Xre = {Xre : X ∈ X}. So, if, in addition, we obtain
a corresponding classification for X ∈ G ∩ B and hence, for G ∪ Gre, it remains to
investigate the posets P(X) for biconnected irreflexive structures X which are not:
graphs (and, hence, T2 →֒ X), digraphs (and, hence, K2 →֒ X), enlarged digraphs
(and, hence, A2 →֒ X), thus they do not have forbidden substructures of size 2.
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