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ABSTRACT 
Spiking Neural Network (SNN) utilizes individual spikes in time domain to 
communicate and to perform computation in a manner like what the real neurons 
actually do. SNN had remained unexplored for many years because it was considered 
too complex and too difficult to analyze. Since Sander Bothe introduced SpikeProp 
as a supervised learning model for SNN in 2002, many problems which were not 
clearly known regarding the characteristics of SNN have now been understood. 
Despite the success of Bohte in his pioneering work on SpikeProp, his algorithm is 
dictated by fixed time convergence in the iterative process to get optimum initial 
weights and the lengthy procedure in implementing the sequence of complete 
learning for classification purposes. Therefore, this thesis proposes an improvement 
to Bohte’s algorithm by introducing acceleration factors of Particle Swarm 
Optimization (PSO) denoted as Model 1; SpikeProp  using  Angle driven Learning 
rate dependency as Model 2; SpikeProp using Radius Initial Weight as Model 3a, 
and SpikeProp using Differential Evolution (DE) Weights Initialization as Model 
3b.The hybridization of Model 1 and Model 2 gives Model 4, and finally Model 5 is 
obtained from the hybridization of Model 1, Model 3a and Model 3b.    With these 
new methods, it was observed that the errors can be reduced accordingly. Training 
and classification properties of the new proposed methods were investigated using 
datasets from Machine Learning Benchmark Repository. Performance results of the 
proposed Models (for which graphs of time errors with iterative timings, table of 
number of iterations required to reduce time error measurement to saturation level 
and bar charts of accuracy at saturation time error for all the datasets have been 
plotted and drawn up) were compared with one another and with the performance 
results of Standard SpikeProp and Backpropagation (BP). Results indicated that the 
performances of Model 4, Model5 and Model 1 are better than Model 2, Model 3a 
and Model 3b. The findings also reveal that all the proposed models perform better 
than Standard SpikeProp and BP for all datasets used. 
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ABSTRAK 
Rangkaian Saraf Pepaku (SNN) menggunakan dedenyut tunggal dalam 
domain masa untuk mewujudkan komunikasi dan penghitungan seperti yang 
dilakukan oleh saraf tabii. SNN tidak diterokai dengan mendalam disebabkan oleh 
mekanisme pelaksanaannya yang amat sukar untuk dianalisa. Sejak diperkenalkan 
oleh Sander Bothe pada tahun 2002 sebagai model pembelajaran terpandu, banyak 
masalah yang tidak jelas pada masa lampau berkenaan dengan ciri-ciri SNN sudah 
boleh diperjelaskan pada masa kini. Walaupun SpikeProp sudah berjaya digunakan 
secara meluas sorotan kejayaan Bohte terhadap algoritma Spikeprop, algoritma ini 
masih lagi mempunyai masalah dalam konteks tetapan masa penumpuan dalam 
proses jujukan bagi mendapatkan pemberat awalan yang optimal dan prosedur yang 
lama untuk melaksanakan pembelajaran lengkap bagi tujuan pengelasan. Oleh yang 
demikian, tesis ini mencadangkan pembaikan terhadap algoritma Bohte dengan 
memperkenalkan  faktor pecutan  dalam SpikeProp menggunakan PSO dan dilabel 
sebagai Model 1; SpikeProp menggunakan Kadar Pembelajaran Sudut Terpandu 
Bersandarkan  , Model 2; SpikeProp menggunakan Pemberat Awalan Jejari, Model 
3a; dan SpikeProp menggunakan Pemberat Awalan Jejari Evolusi Pembahagi, Model 
3b. Penhibridian Model 1 dan Model 2 memberi Model 4 dan akhirnya Model 5 
dicadangkan hasil penhibridan Model 1, Model 3a dan Model 3b. Berdasarkan model 
baru ini, didapati bahawa ralat boleh disusutkan dengan baik dan pantas. Sifat 
pengelasan dan latihan bagi kaedah cadangan telah dikaji menggunakan set data 
daripada Storan Piawaian Pembelajaran Mesin. Prestasi keputusan bagi kaedah 
cadangan (iaitu dengan graf ralat masa terhadap masa lelaran, jadual bilangan lelaran 
yang diperlukan untuk menyusutkan pengukuran ralat masa kepada tahap tepu dan 
carta bar ketepatan pada ralat masa tepu bagi semua set data telah diplot) di 
bandingkan dengan prestasi SpikeProp and Rambatan Balik piawai. Hasil kajian 
menunjukkan bahawa prestasi Model 4, Model 5 dan Model 1 lebih baik berbanding   
Model 2, Model 3a dan Model 3b. Hasil dapatan juga mendapati bahawa prestasi ke 
semua model cadangan ini adalah lebih baik berbanding dengan prestasi SpikeProp 
and Rambatan Balik piawai bagi semua set data. 
 
 
 
 
 
