We present an ~(log 2 k) lower bound on the integrality ratio of the flow-based relaxation for the Group Steiner Tree problem, where k denotes the number of groups; this holds even for input graphs that are Hierarchically WellSeparated Trees, introduced by Bartal [Symp. Foundations of Computer Science, pp. 184-193, 1996], in which case this lower bound is tight. This relaxation appears to be the only one that have been studied for the problem, as well as for its generalization, the Directed Steiner Tree problem. For the latter problem, our results imply an ~[ ~ ) integrality ratio, where n is the number of vertices in the graph. For both problems, this is the first known lower bound on the integrality ratio that is superlogarithmic in the input size. We also show algorithmically that the integrality ratio for Group Steiner Tree is much better for certain families of instances, which helps pinpoint the types of instances that appear to be most difficult to approximate.
Introduction
Group Steiner Tree is a network design problem that generalizes both Set Cover and the Steiner Tree problem. The Directed Steiner Tree problem is a further generalization of Group Steiner Tree. The polynomialtime approximability of these NP-hard problems is not yet understood. In particular, there is an intriguing gap between algorithms that achieve polylogarithmic approximation ratio (in quasi-polynomial time for the latter problem) and a logarithmic hardness of approximation that immediately follows from Set Cover. The only known relaxation for these problems is a natural flow-based linear programming relaxation. We show a polylogarithmic lower bound on the integrality ratio of this relaxation; this is the first such lower bound that is superlogarithmic in the input size. In fact, our bound is nearly tight in the important special case of input graphs which are tree networks. We also present improved approximation algorithms for certain families of instances of the Group Steiner Tree problem, shedding light on the type of instances that appear to be most difficult for the flow-based relaxation.
Our work unravels a major obstacle for achieving a logarithmic approximation ratio for these problems. We thus hope that it will lead to better approximation algorithms (say by an appropriate strengthening of the relaxation), or alternatively, to improved hardness results. We note that there is a (roughly) similar gap in many other optimization problems; several of these problems (e.g., bandwidth and cutwidth) have relaxations whose integrality ratio is at most polylogarithmic (see e.g. [DV01, BV02] ), but no superlogarithmic lower bound is known for the integrality ratios of these relaxations.
(a). The Group Steiner Tree problem. The (undirected) Group Steiner Tree problem is the following. Given an undirected graph G = (V, E), a collection of subsets (called groups) gz, g2,.-., gk of V, and a weight we _> 0 for each edge e C E, the problem is to construct a minimum-weight tree in G that spans at least one vertex from each group gi. We can assume without loss of generality that there is a distinguished vertex r E V (called the root) that must be included in the output tree. The case where [gil = 1 for all i is just the classical Steiner Tree problem; the case where G is a tree (or even a star) can be used to model the set cover prob.-lem. A natural flow-based relaxation for this problem is the following. Come up with a capacity Xe E [0, 1] for each edge e E E so that the capacities can support one unit of flow from r to gi, separately for each gi (as opposed to supporting a unit flow simultaneously for all gi). Subject to this constraint, we want to minimize ~e wex~. It is easy to check that the feasible solutions which satisfy x~ E {0, 1} for all e, exactly correspond to feasible solutions for the Group Steiner Tree prob--lem; hence, the above flow-based relaxation is indeed a valid linear programming (LP) relaxation for the problem. This is the, only known relaxation for this problem (and for some of its generalizations), and is the main subject of investigation in this paper.
We start with a useful definition from [Bar96] . (Item (ii) is slig:htly stronger than the original definition from [Bar96] , but can be assumed without loss of generality due to the analyses of [Bar96, Bar98,  The first polylogarithmic approximation algorithm for the Group Steiner Tree problem was achieved in the elegant work of [GKR00] .
A brief sketch of their O(log n log log n log N log k)-approximation algorithm, where n = IVI and N = maxi [gil, is as follows. First, the powerful results of [Bar98] are used to appropriately reduce the problem to the case where G is a tree T, with an O(log n log log n) factor loss in the approximation ratio. T can be furthermore assumed to be a c-HST for any desired constant c > 1. Next, solve the flow-based LP relaxation on T and round the fractional solution into an integral solution for T by applying a novel randomized rounding approach that is developed in [GKR00] . It is established in [GKR00] that for any tree T, this randomized rounding leads to an O(log N log k)-approximation. Thus, for the input graph G, we get an O(log n log log n log N log k)-approximation. The work of [GKR00] has been extended and expanded in several ways: Their algorithm was derandomized in [CCGG98, Sri01] ; an alternative (combinatorial) algorithm is devised in [CEK02] ; the loss incurred by the reduction to an HST is improved to O(log n log log log n) in IBM03]. (We will discuss the Directed Steiner Tree problem below, but just mention for now that the same flow-based relaxation has been shown to have an integrality ratio of gl(x/k) for this problem [ZK02] .)
Since the first appearance of a polylogarithmic approximation for the Group Steiner Tree problem (in the conference version of [GKR00] in 1998), there has been much interest in whether the approximation ratio can be improved. One concrete notable question in this regard has been the following: Can we achieve an approximation ratio better than O(log N log k) for trees? This is interesting for at least two reasons. First, since [GKR00] shows a reduction to the case of trees as seen above, an improved approximation for trees (or even for the case of c-HSTs for some constant c > 1) would directly lead to an improved approximation for general graphs. Further, even the case where G is a star (which is a tree) captures the Set Cover problem for which o(log k)-approximation is hard [Fei98] , so there is an intriguing gap even on trees.
Our main technical result is that for any constant c > 1, the integrality ratio of the flow-based relaxation for c-HSTs is ~(log 2 k). This bound is in fact tight, since an O(log 2 k) bound on the integrality ratio holds for c-HSTs; this is an unpublished work, resulting from our discussions with Anupam Gupta and R. Ravi. Recall that the upper bound of [GKR00] for trees in general is O(logNlogk); our methods show an fl(log N log k/log log N) lower bound on the integrality ratio, even for a class of HSTs. Such log-squared lower bounds had been conjectured by Uri Feige circa 1998. Our integrality ratio lower bound is shown via a random construction. The analysis is somewhat intricate, and requires delving into lower-order terms. We also show that the same lower bound holds also for trees where all weights are the same (i.e., unit-weight trees). Finally, we show randomized rounding algorithms for the flowbased relaxation that lead to improved approximation algorithms for certain special families of HSTs; this sheds light on the type of instances that are most difficult to approximate.
(b). The Directed Steiner Tree problem. This is the directed version of the (undirected) Steiner Tree problem. Given an edge-weighted directed graph that specifies a root vertex r and k terminal nodes Vl, v2,. • •, vk, the goal is to construct a minimum-weight out-branching tree rooted at r, which spans all the terminals vi. This problem is easily seen to generalize the undirected Group Steiner Tree problem, as well as to be equivalent to the directed Group Steiner Tree problem. Aside of intrinsic interest, this problem is also of current interest, e.g., in the context of multicasting in the Internet (where inter-node distances are often not symmetric). The polynomial-time approximation ratio currently known for this problem is k ~, for any constant > 0 [CCC+99] ; their algorithm extends to a polylogarithmic approximation ratio in quasi-polynomial running time. The flow-based relaxation here is similar: install a capacity x~ E [0, 1] so that a unit of flow can be shipped from r to vi, separately for any given i. Intriguingly, it was recently shown in [ZK02] that this relaxation has an integrality ratio of ~(~/k), precluding a polylog(k)-approximation algorithm based on this relaxation. However, the examples constructed in [ZK02] have k = O(Tr~s~; hence, the result of (log log n) fl [ZK02] does not imply an w(logn) integrality ratio. In summary, this work develops improved/tight lower bounds on the integrality ratio of the only known relaxation for Group Steiner Tree and Directed Steiner Tree; we also prove algorithmically that the integrality ratio for Group Steiner Tree is much better for certain families of instances, pinpointing the type of instances that appear difficult for this relaxation. Our hope is that this will spur new approaches/relaxations for the problem, or alternatively help us determine the limits to its polynomial-time approximability.
Lower bounds on the integrality ratio
In this section we start by proving a lower bound of 12(log 2 k) on the integrality ratio of the flow-based relaxation of the Group Steiner Tree problem even on HSTs. In terms of n, the gap is ~(7~-~v)-
We then point out in Section 2.4 how this immediately leads to a lower bound of ~(~~0og log n) J on the integrality ratio for the Directed Steiner Tree problem. We only show our Group Steiner Tree lower bound for 2-HSTs; a simple modification leads to the same lower bounds for c-HSTs, for an arbitrary constant c > 1.
As in [GKR00] , the flow-based relaxation for Group Steiner Tree is as follows:
r E S and
S N gj = @ for some gj Let 'Fn be a 2-HST with n nodes and with a collection g = {gl,g2,...,gk} of k groups assigned randomly as follows. The value of k, as well as those of two other parameters H and d, will be defined shortly. The height (i.e., depth) of ~n is H, and every non-leaf vertex has d children. The root of Tn is denoted r. As usual, the level of a vertex is its depth; r is at level 0, and there are H + 1 levels. An edge is said to be at level i iff it connects a vertex at level i -1 to a vertex at level i. Each edge at level i has weight 1/2i; thus, for instance, edges incident at r have weight 1/2. As usual, each group gj is a subset of the leaves, described as follows. We shall associate a subset A(g) C g of the groups with each leaf g, and define each group gj to be the set of leaves g for which gj E A(g). Thus, by reaching a leaf ~ by a path from r, we cover all groups in A(g). To define A(g) for each leaf g, we now recursively and randomly define a set A(v) for each node v in the tree, as follows. Proceed independently for each group gy as follows. We start by letting gj E A(r) with probability 1. In general, if gj E A(u) for some non-leaf node u, then for each child v of u, we independently put gj in A(v) with probability 1/2. Thus, this random process goes top-down in the tree, independently for each group.
Note that the number of vertices in 'Fn is n --~ d H, where
H is the height of the tree. We set H = ½ log k and thus k = 22H ~ n 2/l°gd. The expected size of every group is dH /2 H.
Parameters and Notation. We will set d = co log n = O(log k log log k) for some absolute constant co > 0; in particular, we take k = n O(1/l°gl°gn). Throughout, with high probability means with probability that is at least, say, 1 -1/n. All probabilities refer to the randomness in constructing the instance ']rn.
2.1
The fractional solution. Recall that d = Co log n. We start with a couple of propositions which show that if the constant co is sufficiently large, then certain quantities related to our randomly chosen groups stay close to their mean. by applying the Chernoff bound on X~ is at most e -n((d/8)D. Applying the union bound on these H events we get that with high probability none of them happens (if the constant e0 is sufficiently large), and in
This concludes the proof of Proposition 2.1. []
The following proposition has a very similar proof; the main difference is that we will now employ Chernoff bounds on the upper-tail.
PROPOSITION 2.2. Suppose that the constant Co is large enough. Then with high probability, the following holds for every level i and every group gj : If a vertex u at level i is such that gj E A(u), then the number of leaves in the subtree rooted at u which satisfy gj E A(e), is at most 3(d/2) H-i.
Proof. Fix a pair (i, j) and a vertex u at level i s.t.
g~ E A(u). Let L(u) be the set of leaves of the subtree rooted at u, and A(L(u)) = UveL(u)A(v).
We now show that if co is large enough, then
We then apply a union bound over all (i, j, u) to conclude the proof.
Let 6 = 1/4 < l~---~. Let Xa be the number of vertices v at level 1 of the subtree rooted at u (i.e., children of u) such that gj E A(v). Then Xi has Binomial distribution X1 ~ B(d, 1/2), so by a Chernoff bound on the upper-tail (see e.g. [MR95] ), Pr Xi _> (1+ 6 _< e--r'~.
Let X~ be the number of vertices u at level 2 of the subtree rooted at u such that 9j E A(u Thus, the tail-bound obtained by applying the Chernoff bound on X[ is at most e -f~((d/s)Z). Applying the union bound on these H -i < H events we get that with probability at least 1-1/n 3 none of these events happen, if the constant co is sufficiently large; in particular,
. (This is because of the following. For any 6' we have 1+6' < e 6'. Thus, (1+2~_1). 
. With high probability, ~ is a feasible solution to LP (2.1). Its value is 9H.
Proof. Observe that d: satisfies the constraints of LP (2.1) if (see also [GKR00] ), for every group gj, every cut (S, S) separating r from all the vertices of gj has capacity at least 1, where the capacity of each edge e is xe. By the (single-source) max-flow min-cut theorem (or, say, weak duality) it suffices to show that for every group gj, a unit of flow can be shipped from the root r to the vertices of gj while obeying the "capacity" ~e of each edge e. To this end, fix a group gj and define the flow f as follows. [] 2.2 The integral solution. We now show that with high probability (over the random choice of the groups), all integral solutions have value f~(H 2 log k). Whenever we say that some T' is a subtree of 'Fn, we allow T' to be an arbitrary connected subgraph of 'rn. Since 'll'n is rooted, any subtree T' of 'gn is also thought of as rooted in the obvious way: the node in T' of the smallest depth is the root of T ~ (and is denoted root(T')). Also, when we say that some T' is a subtree of Tn with root u, we allow T' to be an arbitrary connected subgraph of 'gn with root u.
Let M(c) be the number of subtrees of 'gn which are rooted at r and have total weight at most e. FLx gj E G. For any given subtree T' of ~n, let p(T') be the probability that no leaf of T' belongs to the group gj, conditioned on the event that gj E A(root(T')). We now define a key value f (H, i, c) We now have to lower bound f and upper bound M.
We employ the following crude bound on M(c). Note that it suffices to count only subtrees of ~n that are minimal with respect to containment; each such tree is defined by the leaves that it spans (since the groups gi contain only leaves). Observing that %~ has d H leaves, and a subtree of total weight at most c spans at most c2 H leaves (since each spanned leaf requires a distinct edge at level H), we get that Proof. We first make sure that the inequality holds at B0. By the arithmetic mean-geometric mean inequality l+elB° > e -B°/2 (since B0 > 0) so a sufficiently small 2 5 > 0 satisfies l+~-s° > e -s°/(2+~). It now suffices 2 to make sure that for all B > B0 the derivative of the lefthand side is at least that of the righthand side, i.e., that -½e -B > -~+~e -B/(2+6). This holds for any 0 < 5 < B0 since ~J-= 1+5/2 < l+B0/2 Proof. The proof is by backward induction on h, i.e., we assume that the claim holds for h + 1 and prove it for h, where h < H -2. (We will consider the base case of the induction later on.) In order to bound f, since once the l children of u are chosen, we only need to consider the subset S in them that contain gj in their A(.) set. (Each such set S occurs with probability 1/2 l.) Plugging the induction hypothesis in, we get that
Bounding f(H, h, c).

< e B°/2 < e B/2 < e B-B/(2+&)
For any l, we have by Proposition 2.3 that the righthand side of (2.5) is minimized when all xi are equal 1 We thus get that induction, we want to prove that >_ e -Cz, i.e., that (2.6) 1 -k e -m __ >e -C. 2 -We have four cases. Case 1: In this case we assume that C >_ ~. By the arithmetic mean-geometric mean inequality we have that ~ > e -s/2 > e -c, which proves (2.6). 
H-h-i
Thus, h_> H-l-~. Since 5 > 0isaconstant, this is really the base case of the induction, which we shall prove directly. Consider a subtree T' of weight at most c that is rooted at a vertex u at level h. Since u has at most c2 h+l children in T ', each not having the group gj in its A(.) set independently with probability 1/2, with probability at least 2 -c2h+~ the subtree T I does not cover gj. Thus, f(H,h,e) > e -~2h+~. Choosing a constant 7 _> 2(1 + ~)2 we get that 7 > 2(H -h) 2, and thus
This concludes the proof of Lemma 2.2.
[] Bounding the weight of an integral solution.
We have from Lemma 2.2 that f(H,O,c) _> e-e~ z.
Plugging into (2.2) we get that
Now, suppose that c _< ~H21nk.
Then cH2 H = o(2HH 3 log k). Recalling that H = ½ log k, we have
We conclude that with high probability no subtree of weight at most -~-H21ogk covers all the groups, ~7 and thus an optimal integral solution has value at least ~(H21ogk).
Since LP (2.1) has a fractional feasible solution of value 9H, the integrality ratio is 12(log 2 k). Note that in terms of N, k, the integrality gap is ~(logklogN/loglogN) and in terms of n it is k (log log n)2/" 2.3 Integrality ratio for unit-weight trees. The above analysis gives a lower bound on the integrality gap for HSTs. A consequent interesting question is whether the LP is tighter for unit-weight trees. We show here that a slight modification of the trees described above gives the same integrality ratio for unit-weight trees. The basic idea is very simple. Recall that in our random construction, edges at level i had weight 1/2~; replacing each such edge by a path of 2 H-i unit-weight edges does not really change our integrality ratio argument. We now formally prove this.
Consider first the 2-HST 'Fn defined above. The fractional solution for 'Fn is at most 9H, and the integral solution is at least ~(H 2 log k), where H = logk We 2 " construct from 'Fn a unit weight tree 'F~ in the following way. Replace each edge at level i in '~n by a path of 2 H-i unit weight edges. In the resulting tree 'F~, all the groups are still in the leaves, and they are actually in the same leaves they were in 'Fn. For each edge e in 'FIn, we say that e is in original level i if e is on a path originating from an edge at level i in ~n.
The fractional solution is the following. For every edge e C 'F~ in original level i, we set &e = 9(~).2 It is easy to see that this is indeed a feasible solution since every flow from the root to a group in 'F~ which satisfies the capacity constraints, corresponds to a flow in 'Fn under the capacity constraints where xe = 9(~) / for a level i edge e. This is true, since whenever a flow enters a path, it can push the flow down the path without violating any constraints, since on the path all the capacities are the same. It is also easy to check that the value of the fractional solution is 9H2 H.
We now lower bound any integral solution in ']r~. Consider an optimal integral solution OPT' for ']I'~. Consider a path el,..., et in 'F~ that originates at an edge e E ~n. Clearly, either OPT' contains all the edges of the path or it contains none of them. For each edge e E T,,, let Xe be an indicator to the event that the path corresponding to e (in 'F~) is in OPT'. Thus, if e is of original level i, the contribution of its corresponding path to OPT' is 2H-iXe . Consider the integral solution to 'Fn formed by taking all edges e with Xe = 1. The value of this solution is INT = ~eeE weXe > fl(H21ogk). Note that the contribution to INT of an edge e at original level i is Xew~ = ~.
Thus, OPT ~ = 2HINT = fl(2HH 2 log k), and the integrality ratio is still ~(Hlog k) = ~(log 2 k).
2.4
Integrality ratio for Directed Steiner Tree. The above results immediately lead to a lower bound of o ( __~_~.~_~__~ ~ "t 0og log n)2 J on the integrality ratio for the Directed Steiner Tree problem. Let I be an instance as described above with fl(~~ integrality ratio for Group ~, (log log n) ]
Steiner Tree, and construct a Directed Steiner Tree instance as follows. Orient all the edges of I away from the root r. Then, introduce new nodes vl,v2,...,vk, and for each j and each u ~ g j, introduce a zero-weight arc from u to vj. This defines a Directed Steiner Tree instance 11 which is essentially the same as I: fractional and integral solutions for the problems map bijectively, with identical total weights. Observe that the number of vertices in the resulting graph is n + k < 2n, and thus f ,~, lo~ 2 n , the lower bound o ~((lo~L~)o.) on the integrality ratio for I holds also for/-i.
Group Steiner Tree instance on an arbitrary tree T, and an (optimal) solution to its flow-based relaxation. Define z~ to be the total contribution of the edges at level i (of T) to the objective function of the relaxation. We show that the relationship between the different z~ plays a crucial role in the strength/weakness of the LP: If for some constant c~ > 1 we have z~+ 1 > az~ for all i, then we can achieve tm O(log k. log log(kN))-approximation.
This approximation ratio may suggest that instances with z~ ~ z* for all/most i are among i-.bl the worst cases for the relaxation. Indeed, the instances T~ and Ten constructed in Section 2 have the same z~ values for all i. This approximation ratio of O (log k. log log ( k N )) also elucidates a disparity between the integrality ratio of a relaxation and the performance of a rounding procedure for the relaxation. It is relatively straightforward to show that the rounding procedure of [GKR00] produces integral solutions that are within factor f~(log k logN) of the relaxation not only on T~ and T~ but also on their "simpler" variants with all edges having unit weight. However, these instances satisfy z~+ 1 = 2z~ and thus do not yield the desired f2(log 2 k) integrality ratio.
The following lemma proves the improved approximation ratio for the case where the z~ values increase (at least) by a factor of 2. The argument easily extends to any constant factor greater than 1. We sometimes refer to a valid (integral) Group Steiner tree simply as a cover. Proof. Note that z* = ~i z~ < 2z~. It is straightforward to assume that all groups contain only leaves of T, by adding zero weight edges. Let Li be the set of edges at level i. Let h = 21oglogN. Let U = {e : e G L~ fori<H-h},andL={e:eEL~fori>H-h}. We first construct a new tree T ~ in the following way.
For every e E U, let Ye be We rounded upwards to the nearest power of 2, increasing the LP wlue by a factor of at most 2. Let t be the smallest value such that Ye ~ 1/2 t for every edge e in LH_ h and t > cl loglog(kN) for a sufficiently large absolute constant. Let e G LH-h be such that Ye > 1/2 t. Let Te be the subtree of e. Duplicate Te (including the edge e) and let 7-e t be the copy of T~. Let both T¢ and 2-e ~ be rooted at the same vertex where T¢ was rooted, adding the new edges to U,L and Li. For every edge in Te and T~ (including the edge e and its copy) we halve its y value. We continue this procedure until all e E LH-h have the same y value, i.e., y~ = 1/2 t. Let T ~ be the resulting tree.
The fractional solution in T extends to T t (with the same LP value), and, furthermore, any cover of T t can be translated to a cover of T: Given a solution for T ~, let Se C Te and S~¢ C Te ~ be its restriction to the copies of T~, and then in T we take S~ U S~ C Te be the solution. Clearly, the solution in T is less expensive than the solution in T ~, and thus it suffices to find an integral solution in T ~.
We now find a small cover in T ~ as follows. For every e G U, assign :~e = min{1, Ye" log k log 2 N}, and use one iteration of the rounding scheme presented in [GKR00] to solve the problem in U. The expected total weight of this solution is z* (U) log k log 2 N < z* log h, where z*(U) = ~h z~ is the total contribution to z* of the edges in U. Consider a group g. Let el, ..., em be the leaves of (the subtree induced on) U that "lead" to g (i.e., g contains at least one of their descendants in T~). where Ai = ~~~, Pr[e and e ~ are chosen]; here, the sum is over pairs of distinct edges e and # whose events of being chosen are not independent. By the proof in [GKR00] , and by the fact that IA, I _> 2 t-2, it is easy to see that t~ > f~(logklogN), and thus,
For any group, one can bound the number of sets A~ by a fixed polynomial in kN, even in T t (i.e., after the duplication of edges at level H-h and below). We thus get by the union bound that with high probability, for every group g and every i G B(9), IVil = ft(#~) = f~(~¢eA, &~)" Thus, the total flow that can be shipped into g using only the leaves of U chosen by the [GKR00] IVy] (~s~(9 IAill°gkl°g2N) Clearly, {&e} satisfies the LP constraints since the flow to every group is ~(1) (due to the above equality and the fact that ~. log k log 2 N < 1). It is proven in [GKR00] , that after O(h log k) iterations of the rounding scheme, with high probability all the groups are covered. We now claim that the expected size of each such iteration is at most z*. Consider an edge e, and let e I be its lowest ancestor in U. The probability that e will be chosen is the probability that e ~ will be chosen times the probability of choosing e given that e ~ is chosen. The probability that e I will be chosen in the first part of the A(lo~ k lo~ 2 g). The probability of algorithm is O(&¢,) = v~ 2~ 2 t choosing e given that e ~ is chosen is &¢ = 10g k logan xe. Thus, x¢'&e = xe. The claim now follows by the linearity of expectation. Therefore, the expected cost of this solution is O(z* max{hlogk, logk • loglog(kN)}) = O(z* logk • log log(kN)).
[]
Discussion
Our results improve the current understanding of the integrality ratio of the flow-based relaxation for the Group Steiner Tree problem, but some very intriguing gaps still remain. Although for HSTs our ~2(log 2 k) lower bound is tight, for general trees there is a slight slackness between our ~(log k log N/log log N) lower bound and the O(log k log N) upper bound of [GKR00] . Interestingly, an O(log2(kN)/log log(kN))-approximation by a quasi-polynomial time algorithm is devised in [CEK02] ; their algorithm is combinatorial (i.e., not LP-based). Does their algorithm hint that the known upper bound on the integrality ratio in trees is not tight? Or maybe it hints that there is a separation between polynomial and quasi-polynomial (approximation) algorithms? A possible step towards closing this gap (in the integrality ratio on trees) is to analyze the following instance suggested by Uri Feige circa 1998: Take a complete tree of arity 4 (i.e., every non-leaf vertex has 4 children) and height log s k; now generate k groups, each containing k leaves, by an independent randomized branching process that starts from the root and picks two out of four children until the leaves are reached.
For general graphs, there is an even bigger slackness, as the known upper bound is 0(log n log k log N) [GKR00] and the lower bound is just the lower bound for trees described above. It is worth noting that a significantly better upper bound can be achieved in (general) graphs of small diameter. In particular, an O(log k) up--per bound for expander graphs is shown in IBM03]; this bound is tight since expanders contain a large star metric. We therefore set forth the following question, which was formulated together with Yair Bartal: What is the integrality ratio for the Group Steiner Tree problem on a (say two-dimensional) grid?
The shortest-path metric of a grid contains, up to constant distortion, an HST which is a complete regular tree (see e.g. [BBM01] ). This tree is similar to our tree 'Fn (and to Feige's tree described above), but differs in parameters like arity and weight; thus, one may suspect that the integrality ratio in grids is at least as large as in HSTs. In comparison, the best upper bound that we are aware of for two-dimensional grids is O(log n log k log N), by employing the [GKR00] approach with a specialized reduction of the grid to HST (using e.g. [KRS01]).
