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Abstract
Premature convergence can be detrimental to the performance of search
methods, which is why many search algorithms include restart strategies to
deal with it. While it is common to perturb the incumbent solution with diver-
sification steps of various sizes with the hope that the search method will find
a new basin of attraction leading to a better local optimum, it is usually not
clear how big the perturbation step should be. We introduce a new property of
fitness landscapes termed Neighbours with Similar Fitness and we demonstrate
that the effectiveness of a restart strategy depends on this property.
Keywords: Search algorithms, escaping local optima, restart strategies,
perturbation.
1. Introduction
A wide variety of techniques has been developed for tackling large scale
combinatorial optimisation problems. Search methods, such as Genetic Al-
gorithms and Simulated Annealing are typically used to achieve the required
scalability in challenging problems for which it is hard to find optimal, or even
just “good enough’ solutions. The majority of these methods involve steps
where the state of the algorithm is modified in some way to escape a local op-
timum. The aim is to avoid premature convergence, which is when the search
method converges (usually very early in the search) to a local optimum of poor
quality [1, 2].
Previous research has shown that the performance of search strategies is
affected by the structure of the fitness landscape [3, 4]. A fitness landscape is
defined by three components: i) the search space, which is the set of all can-
didate solutions, ii) the fitness function, which assigns a fitness value to each
solution, and the neighbourhood operator, which defines how solutions are
connected, and as a results how the search strategy can traverse the landscape.
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An example of a neighbourhood operator is the 1-flip operator, which flips the
value of a bit in a bitstring representation. In this fitness landscape, all solu-
tions that differ by one bit are neighbours. A different neighbourhood operator
creates a different landscape, with different landscape structures, such as the
number of local optima and plateaus, affecting how well a particular search
method performs. To study this problem, exciting research focuses on fitness
landscape characterisation metrics [4], which measure properties of the fitness
landscape and relate them to the effectiveness of search algorithms.
In this paper, we argue that the properties of a fitness landscape have an im-
pact on restart strategies used by search methods. Most search algorithms im-
plement restart during the search, as a mechanism for resetting the search and
preventing premature convergence [5], however, there is little understanding
on when these methods work. We focus on a notable restart strategy, known
as random perturbation, where the local optimum is perturbed by applying
diversification steps of various sizes. The size of perturbation is a parameter
that has to be tuned, and in this paper we show that its effectiveness depends
on the features of a landscape. To this end, we examine the effectiveness of
the strength of perturbation, and analyse conditions under which local per-
turbation does not help escape the local optimum. To enable the analysis, we
introduce a new property of fitness landscapes, Neighbours with Similar Fitness
or NSF, which means that neighbours in the search space tend to have simi-
lar fitness compared to non-neighbours. A neighbour is a solution that can be
reached in one step by the search method from its current position. An NSF
neighbourhood is one that tends to link solutions with similar fitness.
We formalise the definition of NSF, and through an experimental evalu-
ation on 14,000 fitness landscapes with and without this property show that
random perturbation is not effective on NSF landscapes, even when the per-
turbation is large. We argue that NSF generally holds for combinatorial opti-
misation problems and the search operators designed for algorithms that tackle
them, hence we recommend a random restart strategy as a default, which
picks at random a new solution in the search space. The dataset and code
used in this paper are available online at https://github.com/aaleti/
NeighboursSimilarFitness
2. Fitness Landscapes and Their Properties
The suitability of a search method for solving an optimisation problem in-
stance depends on the structure of the fitness landscape of that instance. A
fitness landscape in the context of combinatorial optimisation problems refers
to
• the search space S of all solutions,
• an ordered set of fitness values V
• the fitness function f : S→V , which maps solutions to values, and
• a neighbourhood operator, which assigns to each solution s∈S a set of
neighbours N(s)⊆S.
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Figure 1: A hypothetical search space of four Boolean decision variables. The solid lines represents
pairs of solutions that are considered neighbours, under the assumption of a 1-flip neighbourhood
operator.
Typically the search space is defined by a set of decision variables, and
(without loss of generality) a set of possible values that each decision variable
can take. A binary decision variable, for example, can take just two possible
values. An example of a neighbourhood operator is the 1-flip operator, which
assigns neighbours to solutions if they differ in the value of just one binary de-
cision variable. This example is illustrated in Figure 1. A different neighbour-
hood operator, such as the swap operator, would result in different solutions
being connected, and thus impacting the structure of the fitness landscape.
The choice of neighbourhood operator affects how the landscape is struc-
tured and its properties. Search methods rely on gradients in the landscape,
hence their effectiveness and efficiency is affected by the structure of the land-
scape. Imagine the two landscapes plotted in Figure 2. A search method such
as simulated annealing would have no trouble finding the optimal solution in
the smooth landscape on the left, while struggling in the rugged landscapes on
the right.
Figure 2: An illustration of two fitness landscapes with very different structures. These two land-
scapes represent the same problem and search space, but are constructed using two different neigh-
bourhood operators.
Fitness landscape characterisation is an area that addresses this problem, by
devising different measures for estimating landscape properties and relating
them to the effectiveness of search algorithms. Some of these methods are ap-
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proximate, such as metrics based on random walks and sampling, while others
require complete knowledge of the search space, e.g., Local Optima Networks
(LONs). In the next subsection, we present an overview of this area. The NSF
property presented in this paper is a new property of fitness landscapes and a
reliable indicator of whether perturbation is an effective restart strategy or not.
2.1. Landscape Properties Based on Random Walks
Random walks can reveal a great deal about a landscape. A random walk is
a local search (LS) path, where the successors are chosen randomly from the
neighbours of their predecessors. Firstly, the values of the solutions along the
random walk, and in particular how they vary as the length of the random
walk grows (compared with the standard deviation in fitness values across the
whole search space) [6, 7], can suggest whether LS is likely to work well on this
landscape [8]. This measure, however, fails to detect neutrality in fitness land-
scapes, which is a challenging feature for gradient-exploiting algorithms [4].
Secondly the frequency with which the value changes during a random
walk by more than a given threshold [9] provides useful insights into fitness
landscapes. This measure is an estimate of the diversity of the local optima and
the behaviour of the fitness landscape.
Thirdly, using the distance evaluator and some estimate of the distance
from a solution to a globally optimal solution [10], the random walk can sug-
gest to what extent solution fitness corresponds with distance to the optimal
solution. This measure is claimed to predict the success of genetic algorithms
on this landscape [9, 11, 12, 13], though this is debated [14, 15, 16].
2.2. Landscape Properties Based on Local Optima
Local optima, their distribution, and the shape of the basins of attraction
have been subject to extensive research. Local Optima Networks (LON) [17]
and Predictive Diagnostic Optimisation (PDO) are two representative meth-
ods. While both methods use local search to map the landscape, they differ in
the information they process and how the mapping is done. PDO is a land-
marking method (the mapping is performed during the optimisation), while
LON is a characterisation method (the main aim is not optimisation, but esti-
mating the structure of the landscape).
Local Optima Network. Local Optima Network (LON) [17] models the fitness
landscape as a graph whose vertices are local optima linked with weighted
edges that allow the calculation of the probabilities of reaching one local opti-
mum from another. A steepest descent is used to determine the local optima
and therefore define a basin of attraction for each of these optima. The size of
the basin is given by the cardinality of the set of all solutions that are part of
the basin.
LON is a compact representation of the fitness landscape. Using this com-
pact model, different features of the landscape can be measured (inspired from
complex systems), such as degree distribution, clustering coefficient, shortest
path length, disparity, and community structure.
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LON served as an instrument to study many fitness landscapes. Subject of
one of the earliest studies were different problem instances [17] of the Quadratic
Assignment Problem (QAP). It showed that the search difficulty increases with
the number of local optima (vertices in the graph) and the problem dimension.
It was also noted that uniform problem instances, which have largely similar
basins of attraction, produced considerably larger graphs compared to prob-
lem instances which have more rugged fitness landscapes. The scalability of
LON to large problems is an issue with its general applicability, which might
be solved with an appropriate sampling technique.
Predictive Diagnostic Optimisation (PDO). PDO [3, 4] is a landmarking method
which characterises the fitness landscape while optimising the problem with a
local search. PDO projects the quality of the local optima to be expected from
a local search given an arbitrary point in the basin of attraction.
The algorithm starts with a learning phase, where it optimises randomly
selected solutions locally, with the goal of finding all predictors necessary to
describe all optima encountered in the problem within a tolerance of error. A
predictor is created by applying a local search and has two parts: i) the fitness
improvement in the early stages of the search, and ii) the subsequent fitness
improvement once a local optimum has been found. The idea is that the initial
fitness improvement (i.e., the gradient at the start of the search) should provide
an indication of the fitness of the local optimum. A new predictor is created
during the learning phase whenever the existing predictors do not describe a
new local optima with the expected accuracy. The discovery phase ends when
no new predictors have been created in a predefined number of iterations.
In the testing phase, the method checks whether the pool of predictors can
accurately describe the shapes of the basins of attraction in the fitness land-
scape. Similar to the learning phase, random solutions are created and im-
proved locally, and the improvement in the first step helps in selecting the
closest-matching predictor.
After the local search is complete, the prediction made by the representative
predictor is used to determine the prediction error (PE) as the difference be-
tween actual and expected fitness. Low prediction error means that the fitness
landscape is homogeneous, with regular and well-shaped basins of attraction.
3. Strategies for Dealing with Premature Convergence
A wide range of different strategies has been devised in order to prevent
search methods from converging early in the search to local optima of poor
quality. In the following, we provide a brief overview of strategies involving
perturbations that range from small perturbations to complete restarts, and
that cover problem-agnostic black-box approaches as well as instance-specific
white-box approaches.
5
3.1. Classical and partial restarts
Nowadays, stochastic search algorithms and randomized search heuristics
are frequently restarted: If a run does not conclude within a pre-determined
limit, we restart the algorithm [18, 19]. This was shown to help avoid heavy-
tailed runtime distributions [20]. Due to the added complexity of designing an
appropriate restart strategy for a given target algorithm, the two most common
techniques used are to either restarts with a certain probability at the end of
each iteration, or to employ a fixed schedule of restarts.
Some theoretical results exist on how to construct optimal restart strate-
gies. For example, Luby et al. [21] showed that, for Las Vegas algorithms
with known run time distribution, there is an optimal stopping time in order
to minimize the expected running time. They also showed that, if the dis-
tribution is unknown, there is a universal sequence of running times given
by (1,1,2,1,1,2,4,1,1,2,1,1,2,4,8,...), which is the optimal restarting strategy up
to constant factors. Schuurmans et al. [1], on the other hand, identify a se-
ries of measurable characteristics of local search behavior that are predictive of
problem solving efficiency in incomplete SAT procedures. Building upon these
findings, the authors introduce a new restart strategy for their search method,
which they call “smoothed descent and flood”. While Schuurmans et al. [1]
measure the behaviour of search, we measure the structure of the problem and
focus on how the structure of the fitness landscape impacts the effectiveness of
restart strategies.
Fewer results are known for the optimization case. A gentle introduction
to practical approaches for such restart strategies is given by Marti [18] and
Lourenco et al. [19], but few theoretical results are known [22, 23]. Particularly
for the satisfiability problem, several studies make an empirical comparison of
a number of restart policies [24, 25]. These show the substantial impact of the
restart policy on the efficiency of SAT solvers. In the context of satisfiability
problems this might be unsurprising as state-of-the-art SAT and CSP solvers
speed up their search by learning “no-goods” during backtracking [26].
Related to this is the work of Ansotegui et al. [27] who defined a new state-
of-the-art in MaxSAT solvers, based on their success in the 2016 MaxSAT eval-
uation. They created a reactive search which includes in total 84 parameters,
which were tuned using a hyperparameter tuner. Among these parameters are
the lower bound al and upper bound au on the percentage of variables to be
changed to construct a starting point for a local search. However, as neither
the values nor the effects were presented and isolated, the actual impact of the
perturbation is unclear.
3.2. Mutation as perturbation
While partial and complete restarts cover a wide range of perturbation
strength, single applications of a neighbourhood operator can also be seen as
perturbations, albeit very small ones.
Let us consider problems where solutions are represented as bitstrings of
length n. In randomised search heuristics, it is very common to create new so-
lutions based on an existing one by randomly flipping each bit independently
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and with probability 1/n. For theoretical analyses, this has the welcomed prop-
erty that, in expectation, exactly one bit is flipped. This variation operator is
studied very comprehensively in the area of randomised search heuristics, see
e.g. [28] for an overview.
Interestingly, while there is a chance of flipping more than 1 bit, the number
of bits that are flipped (and thus the perturbation strength) is sharply concen-
trated. It was not until recently that a major change was proposed: instead of
considering the established bitwise 1/n-mutation (which means that the num-
ber of flips bits is drawn from a sharply-concentrated binomial distribution),
it was proposed to draw the number of bits flipped from heavy-tailed distri-
butions [29]. This has proven especially useful for multi-modal problems, and
a range of heavy-tailed distributions of vastly different shapes have been pro-
posed since then theoretically and experimentally [30, 31]. Hence, such heavy-
tailed mutations can be considered to be partial restarts as well, even though
they forego the check for convergence to a local optimum.
Very much related to this is the idea of iterated local search. These ap-
proaches iteratively build a sequence of solutions generated by the embed-
ded heuristic, ideally leading to far better solutions than if only repeated ran-
dom trials of that heuristic are used. General frameworks for iterated local
search can accommodate partial restarts for optimization problems. For exam-
ple, Lourenc¸o et al. [5] acknowledge that “a good perturbation transforms one
excellent solution into an excellent starting point for a local search”, however,
the authors only provide anecdotal evidence as well as a few results from ex-
perimental investigations – also, no connection to a property of the landscape
is established.
In this present article, we address this gap between theory and practise by
introducing a landscape property in the next section.
4. Neighbours with Similar Fitness
Neighbours with Similar Fitness (NSF) is a property of fitness landscapes
which states that two neighbouring solutions have a higher probability of hav-
ing similar fitness values than two non-neighbouring solutions. We represent
a combinatorial optimisation problem (S, F ) as a finite search space S with a
finite range of fitness values {F (s) : s ∈ S} ⊆ {vmin . . . vmax}. Without loss of
generality, we consider maximisation problems in the following, i.e., solutions
with higher fitness values are considered to be better.
We define |Fv| to be the number of solutions in the search space with fitness
value v. The search space size is equal to
|S| =
∑
v∈V
|Fv|. (1)
Given a solution with fitness v we would like to know the number of solutions
with fitness difference by δ, defined as
|Fv,δ| = |{s ∈ S : f(s) = v ± δ}| (2)
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where δ ∈ ∆, and ∆ is the set of all differences among fitness values in V .
This tells us, for a solution with a particular fitness, how different the other
solutions are. This also allows us to calculate the proportion of solutions that
differ in fitness by δ from a given fitness v
pv,δ =
|Fv,δ|
|S| (3)
A fitness landscape associated with the problem (S, f) is defined as (S, f,N),
where N is the neighbourhood function which identifies the solutions that can
be reached in one search step from each other solution. We refer to the set of
neighbours Nv of solutions with fitness v:
Nv = {s′ ∈ N(s) : s ∈ S ∩ f(s) = v}. (4)
Note that this is the union of all the neighbourhoods of solutions with fitness
v. We define the number of neighbours of solutions with fitness v, with fitness
greater or lower by δ to be:
|Nv,δ| = |{s ∈ Nv : f(s) = v ± δ}| (5)
The proportion of neighbours (solutions in Nv) that differ from v by δ, is then
pnv,δ =
|Nv,δ|
|Nv| (6)
We use the expressions pv,δ and pnv,δ in the following definition of the
Neighbours with Similar Fitness (NSF) property. The property states that neigh-
bours tend to have similar fitness than non-neighbours.
Definition 1. A landscape has the Neighbours with Similar Fitness (NSF) prop-
erty if for all fitness values v the value of the expression pnv,δ − pv,δ decreases mono-
tonically with increasing δ ∈ ∆, and∑δ∈∆ pnv,δ − pv,δ ≥ 0
This property means that for each fitness value v
• the probability that a neighbour of s has fitness f(s) close to v is higher
than the probability of a solution in the search space as a whole having
fitness close to v,
• as the fitness value difference δ ∈ ∆ grows, the difference between the
probability pnv,δ of a neighbour with fitness differing by δ from v, and
the probability pv,δ of a solution in the whole search space with fitness
differing by δ from v, monotonically decreases.
We argue that the fitness landscapes of many real-world problems satisfy
the NSF property. As an example, let us consider the TSP problem, whose
fitness function is a sum of distances. The number of terms in the sum is the
number of cities in the TSP. The so-called 2-swap neighbourhood for symmetric
TSPs changes only two distances in the sum – no matter how many cities there
are in the TSP. This is, in fact, the smallest change possible (in terms of the
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number of distances changed) while maintaining the constraint that the tour
must be a cycle. By ensuring that N − 2 distances remain the same (where N is
the number of cities), the 2-swap generates neighbours of which many can be
considered to have similar fitness.
For many other problems, the neighbourhood operator is defined so as to
change only a few terms in the sum which expresses the fitness function. For
example, the maximum satisfiability problem is to find an assignment to truth
variables that minimises the number of unsatisfied clauses. A clause is just a
disjunction of some truth variables (or none) and some negated truth variables
(or none). One way of finding a neighbour for this problem is by changing
the truth value of one variable (”flipping” a variable). If the clause length is
restricted to just three (variables and negated variables), and if there are, say,
100 truth variables in the problem, then only 1− 9931003 = 0.03 of the clauses are
likely to contain any given variable. Thus after flipping a variable 97% of the
clauses will remain unchanged. Consequently the fitness of a neighbour found
by flipping a variable is likely to be similar to the original fitness.
The same argument applies to most problems whose fitness function is a
sum of terms in which the number of terms increases with the number of vari-
ables in the problem. Any neighbourhood operator that changes the value of a
single variable, or a small set of variables, will only change the value of a small
fraction of the terms in the sum. Consequently neighbours are likely to have
similar fitness.
5. The Probability of Converging to the Global Optimum
Our hypothesis is that the NSF property has an impact on the effectiveness
of different restart techniques, where effectiveness is determined as the abil-
ity to escape a local optimum. Our research is focused on stochastic search
methods, which traverse the search space by transitioning between neighbour-
ing solutions with a certain probability. To model the behaviour of a search
algorithm on a fitness landscape, we use a Discrete Time Markov Chain [32].
Definition 2. A Discrete Time Markov Chain (DTMC) is a discrete-time stochastic
process, that can be defined as a set of states and a probability matrix P that represent
the probability of transitioning from one state to another.
Naturally, the states in the DTMC represent solutions in the fitness land-
scape. The possible transitions from a solution are to those neighbours of the
solution that have a better or the same fitness value. Solutions whose fitness
value is locally or globally optimal, have no possible outwards transitions (they
are absorbing states). To illustrate how the DTMC models the behaviour of a
search algorithm, consider the following search space:
si s1 s2 s3 s4 s5 s6
f(si) 1 2 3 4 5 6
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where f(si) is the fitness of solution si. We denote the probability that a
solution si is reached by a search algorithm in one step by changing a solution
sj as pt(si, sj) (probability of transitioning). Next, we construct the transition
matrix P = [pt(si, sj)] that denotes the transition probabilities for all pairs of
solutions (si, sj) ∈ S. Let us assume that the transition matrix for our toy
problem is as follows:
P =

0 0.25 0.25 0.25 0.25 0
0 0 0.25 0.25 0.25 0.25
0 0 0 0.3 0.3 0.3
0 0 0 0 0.5 0.5
0 0 0 0 0 1
1 0 0 0 0 0

In this example, the probabilities of making a transition to a better or equal
neighbour are equal and do not depend on the fitness of the neighbours. Some
search methods, however, use a fitness proportionate transition probability,
where each neighbour can be reached with a probability proportionate to its
fitness. For simplicity, we are using the former strategy to illustrate our ap-
proach, however, our approach for calculating the probability of escaping a
local optimum can be used with other transition strategies as well.
The corresponding transition graph is visualised in Figure 3. This is the
DTMC that represents the behaviour of the search algorithm over our fitness
landscape.
s1
s2
s3
s4
s5
s6
0.25
0.25
0.25
0.25
0.25
0.25
0.25
0.25
0.3
0.3
0.3
0.5
0.5
1
1
Figure 3: Transition graph annotated with transition probabilities.
The DTMC of our example shown in Figure 3 has an absorbing state s6,
which has no outgoing probabilities, and as a result, the chain can never leave
this solution once entered. This is a local or global optimum. Non-absorbing
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states are called transient states, and a run of a search method corresponds to a
random walk in this transition graph. The transition matrix P for an absorbing
Markov Chain can be written in canonical form as follows [32]:
P =
(
Q R
0 I
)
where
• Q is a matrix describing the transition probabilities between transient
states, where pq(si, sj) is the probability of transitioning from state si to
state sj . In other words, this matrix describes the behaviour of the search
algorithm before it converges to a local optimum, where each probability
represents the likelihood that the search method transitions to solution sj
once it has reached solution si.
• R contains the transition probabilities from transient to absorbing states
pr(si, sj),
• and I is the identity matrix.
Representing the DTMC transition matrix in a canonical form enables us
to estimate the probability of reaching any of the solutions in the search space
during the run of a search method. as explained and illustrated below. In our
example, Q,R, and I are as follows:
Q =

0 0.4 0.3 0.2 0.1
0 0 0.4 0.3 0.2
0 0 0 0.5 0.3
0 0 0 0 0.6
0 0 0 0 0
 R =

0
0.1
0.2
0.4
1
 I =

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

Next, we calculate the probability that a solution in a search space is reached
(or visited) by the search algorithm in any number of steps, starting from any
solution in the search space. Eventually, this will enable us to calculate the
probability of reaching the local or global optimum by the search method. The
probability pqk(si, sj) represents the probability of reaching solution sj from
solution si in k search steps (transitions). As a results, the matrixQk represents
the probabilities of reaching transient states in k steps. We can calculate Qk for
any k, and the sum of all Qk gives us the fundamental matrix for an absorbing
Markov chain as [33]:
N = I +Q+Q2 +Q3 + . . . =
∞∑
k=0
Qk = (I −Q)−1 (7)
The probabilities pn(si, sj) in the matrix N represent the probability that a
search method visits a transient state sj – i.e., a solution that is not a local or
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global optimum – starting from si before it is absorbed, i.e., before it converges
to the optimum. In our toy example, the “fundamental” matrix is as follows:
N =

1 0.25 0.3125 0.416 0.625
0 1 0.25 0.3 0.5
0 0 1 0.3 0.5
0 0 0 1 0.5
0 0 0 0 1

In our toy example, the matrix R is equal to
R =

0
0.25
0.3
0.5
1

As a reminder, R contains the transition probabilities from transient to ab-
sorbing states. Using the fundamental matrixN , we can compute the probabil-
ity that an absorbing state (global or local optimum) is reached given a starting
state, which is equal to:
B = NR (8)
In our example, the probability that the search method converges to the
global optimum s6 starting from any solution is equal to:
B =

1 0.25 0.3125 0.416 0.625
0 1 0.25 0.3 0.5
0 0 1 0.3 0.5
0 0 0 1 0.5
0 0 0 0 1


0
0.25
0.3
0.5
1
 =

1
1
1
1
1

As the matrix B shows, there is a 100% probability that the global optimum
is reached from any solution, that is the search algorithm always converges to
s6. This indicates that the fitness landscapes has no local optima, and the global
optimum can be reached from any solution.
6. The Probability of Escaping a Local Optimum
Restarting the algorithm is a commonly used methods for improving the
performance of search methods, such as local search and genetic algorithms [34].
This addresses the entrapment problem, where the search algorithm prema-
turely converges to local optima. If there is no improvement in the fitness
function for a number of iterations, restarting the method with a new posi-
tion in the search space increases its likelihood to find another local optimum
with better quality.
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On the one hand, the perturbation must be big enough to yield a solution
which is in the basin of attraction of another local optimum that has not been
found previously. On the other hand, if the perturbation is too big, it may not
yield a new solution that is any better than what would be found by random
picking. The strength of the perturbation can be a parameter of the search strat-
egy, or can be adapted during the search based on features of the landscape.
We conduct a set of experiments to check how the NSF property affects the
size of perturbation needed to escape a local optimum. The search space is
defined by a bit-string of M binary decision variables b1, b2, ..., bM and a state
(i.e. a solution) is defined by setting each variable bi to 1 or 0.
Two solutions are neighbours iff they differ in the value of a single variable.
For example, for M = 4, solutions 1010 and 1000 are neighbours. Accord-
ingly, a move to a neighbour is possible by flipping one variable. A pertur-
bation is a sequence of flips. Thus any given perturbation can be specified as
the set of variables that are flipped. A smaller perturbation flips fewer vari-
ables. A good perturbation yields a new solution in the basin of attraction of
another optimum, resulting in a successful escape from the current local opti-
mum. However, to establish that the new state is in the basin of attraction of
a better optimum, this other optimum has to be found. A good perturbation is a
set of variables which can be flipped to yield a better solution.
In practise a search algorithm can only seek a good perturbation by chang-
ing variables, initially blindly. We therefore model the perturbation problem by
preselecting a set of N variables that can be flipped. The subsequent search to
reach a better local optimum is a hill-climbing algorithm. In our experiments
we model this by selecting the best subset of the chosen variables to flip. In
summary, our measure of a good perturbation is, given a set of variables that
can be flipped, the probability that a better solution can be reached by flipping
a subset of these variables.
6.1. Complete and Restricted Optimisation Problems
Out of M variables, we choose a subset bi, ..., bN of N decision variables
which are allowed to change, and keep the other variables fixed. The idea is
that the variables in a given set are those a search algorithm can change to
escape from a local optimum. We call the variables that can change the chosen
set, and the fixed variables the fixed set.
Any given fitness landscape, over the 2M possible states of the M variables
(i.e. solutions), defines a complete optimisation problem. Given the fixed val-
ues of N the fixed variables, the same fitness landscape defines a restricted
optimisation problem over the chosen set of N variables.
An example of a complete and restricted problem is shown in Figure 4. The
search space of the complete problem contains all possible combinations of the
three variables in the bitstring, i.e., {000, 001, 010, 011, 100, 101, 110, 111}. The
restricted problem of N = 2 has a smaller search space {000, 001, 010, 011},
composed by solutions that have the first Boolean variable set to 0 (i.e., the
fixed variable is equal to 0).
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000 001
010 011
100 101
110 111
(a) Complete problem, where all the
solutions can be visited by the search
algorithm. The solid lines represent
which solutions are neighbours.
000 001
010 011
100 101
110 111
(b) Restricted problem ofN = 2, where
the first variable is fixed to 0. The
dashed lines represent solutions that
cannot be visited by the search.
Figure 4: Complete and restricted problems. The neighbourhood operator is the 1-flip operator,
which connects as neighbours solutions that change in a single bit. The solid lines represent solu-
tions that are neighbours and can be visited by the search algorithm. The dashed lines represent
solution pairs that are neighbours in the complete problem, but can not be reached by the search
in the restricted problem.
An escape from a local optimum of the complete problem by flipping cho-
sen variables is impossible if the restricted problem is at a global optimum.
Therefore, given a fitness landscape, our experimental setup calculates the
probability that the restricted problem is at a global optimum. The greater the
probability that the restricted problem is at a local, and not a global optimum,
the more likely a perturbation restricted to these variables is to successfully
escape from the local optimum of the complete problem.
The experiments simulate this situation by modelling the restricted prob-
lem as described in Algorithm 1. Each experiment creates a fitness landscape
for the solutions of the restricted problem. These solutions represent the solu-
tions of the complete problem, given the fixed values of the fixed variables.
The experimental software then calculates, for each solution, the probability
that a hill climb starting at that solution will reach a global optimum for the
restricted problem. Assuming each initial solution is equally likely, this yields a
probability that a local optimum for the complete problem is a global optimum
for the restricted problem.
6.2. NSF and NoNSF Fitness Landscapes
The experiment randomly creates two kinds of fitness landscapes. The first
kind of fitness landscape has a fixed finite set of possible fitness values and one
such value is picked without any constraint, at random, for each solution. Such
instances are the base case against which a version of NSF will be compared.
The second kind of fitness landscape satisfies a constraint as close as prac-
ticable to the NSF property. It is unclear how one could randomly select mem-
bers from the set of all fitness landscapes that satisfy exactly the NSF constraint.
The constraint used in the experiments requires that the difference in fitness be-
tween two neighbouring solutions is never greater than one. This is indeed a
much tighter constraint than NSF requires, and as a results satisfies NSF.
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Algorithm 1 The generation of NSF and NoNSF fitness landscapes.
1: procedure SIMULATION(M )
2: input: N . N is the number of chosen variables
3: S ← GENERATEBITSTRINGS(M ) . 2N possible solutions.
4: S′ ← RANDOMREORDER(S) . Randomly reorder the solutions. The
variables are placed in a list in a random order.
5: F, F ∗ ← CREATEFITNESSLANDSCAPE(S′, type={NSF, NoNSF}) .
Randomly generate a fitness function over S′, recording the best fitness
value generated as F ∗. For NSF landscapes, the fitness assignment should
satisfy the NSF property.
6: end procedure
7: procedure CREATELANDSCAPE(S, type={NSF, NoNSF})
8: F ←ASSIGNFITNESS(S) . Assign a fitness value to each solution.
9: if type=NSF then
10: F ←NSF(F) . Enforce NSF property.
11: end if
12: F ∗ = 0 . Records the best fitness.
13: for r ← 0, r < 1, 000, r++ do
14: s← RANDOMPICKING(S) . Randomly choose an initial solution
15: if HILLCLIMB(s)> F ∗ then
16: F ∗ = f(s). this optimum is global (among the chosen variables)
17: else
18: return . otherwise this optimum is local (i.e. there is a way to
improve the current solution by changing only variables in this set).
19: end if
20: end for
21: RETURN (F ∗) . Return the best fitness value.
22: end procedure
23: procedure HILLCLIMB(s)
24: while TRUE do . While the incumbent solution is not the local
optimum
25: if sj ∈ N(s) : f(sj) > f(s) then
26: s← sj . Amongst the neighbours with better values choose one.
27: else if sj ∈ N(s) : f(sj) == f(s) then
28: s← sj . If there is no better neighbour, randomly choose a
neighbour with the same fitness, that has not previously been encountered
in the current hill-climb. Move to the chosen neighbour.
29: else
30: RETURN(f(s))
31: end if
32: end while
33: end procedure
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Given a problem sizeN and property NSF or NoNSF, the process of creating
the fitness functions (also shown in Algorithm 1) works as follows:
• Create a fitness landscape of 2N bitstrings (solutions), where N ∈ [3, 9]
is the number of variables (Step 3 in Algorithm 1). Two solutions are
neighbours if their bitstrings differ in one digit.
• Randomly reorder the solutions (Step 4 in Algorithm 1). The fitness value
of each solution is randomly selected by a built-in function that takes as
input the variable and the set of values that it can take. Fitness values
are assigned at random. NSF landscapes have an additional constraint
which states that the fitness of each pair of neighbours differs by at most
one.
• As soon as the variable has been assigned a specific value, the set of val-
ues for the remaining variables in the list are “pruned”, removing all in-
compatible values. Thus, under the NSF constraints, if the first variable
is given the value 5 (for example), its neighbours will have their sets of
values pruned to {4,5,6}, and the neighbours of these neighbours will be
pruned to {3,4,5,6,7}, etc. When the second variable is assigned a value,
the remaining variables will be pruned further, and again when the third
variable is assigned a value, and so on.
• If the set of feasible values for a variable becomes empty, then the last as-
signment is undone and the variable assigned a different feasible value.
However, the NSF constraints are simple enough that this can never hap-
pen (because for this class of constraints, propagation enforces global
consistency [35]).
• The best fitness value (global optimum) is recorded.
For each problem size and property NSF or NoNSF, we create 1,000 distinct
landscapes, which in total makes 7× 2× 1, 000 = 14, 000 fitness landscapes.
7. Analysis of Results
For each reduced fitness landscape, we calculate the probability that ab-
sorbing states are reached (i.e., matrix B), or in other words, the probability
that the search method converges to the global optimum of the restricted prob-
lem. This means that, for a particular N, we allow perturbations of size N,
and calculate the probability that the search finds the global optimum of the
restricted problem. Lower probabilities imply that there are search paths that
lead to other local optima of the complete problem with potentially better fit-
ness, which indicate a successful escape of the search. The higher the probabil-
ity, the harder it is for local search to escape.
Not all absorbing states may be global optima of the restricted problem,
hence using matrix B, we estimate the probability of reaching a global optimum
by checking that the fitness of an absorbing solution is indeed the maximum
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NoNSF NSF
0.0
0.2
0.4
0.6
0.8
1.0
(a) N=3
NoNSF NSF
0.0
0.2
0.4
0.6
0.8
1.0
(b) N=4
NoNSF NSF
0.0
0.2
0.4
0.6
0.8
1.0
(c) N=5
NoNSF NSF
0.0
0.2
0.4
0.6
0.8
1.0
(d) N=6
NoNSF NSF
0.0
0.2
0.4
0.6
0.8
1.0
(e) N=7
NoNSF NSF
0.0
0.2
0.4
0.6
0.8
1.0
(f) N=8
NoNSF NSF
0.0
0.2
0.4
0.6
0.8
1.0
(g) N=9
N NoNSF NSF
3 1.00 1.00
4 0.26 1.00
5 0.19 1.00
6 0.10 1.00
7 0.05 1.00
8 0.04 1.00
9 0.02 0.99
(h) Median probabilities.
Figure 5: The probability of reaching the global optimum of the restricted problem.
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fitness for the restricted problem. If multiple solutions with maximum fitness
exist, we take the average of the probabilities for reaching them.
Results are presented in Figure 5 as boxplots over 1,000 reduced fitness
landscapes for each perturbation size N (which is also the size of the restricted
problem) and NoNSF, NSF properties. For easy comparison, medians are pre-
sented separately in Figure 5h.
When N=3, we observe that perturbation is on average ineffective for both
types of landscapes, since the global optimum of the restricted problem is
reached with a median probability of 1. This means that such a small pertur-
bation does not allow the search algorithm to find new basins of attraction that
lead to other local optima of the complete problem for both NSF and NoNSF.
It is worth noting, however, that while in all NSF landscapes the search could
not escape the global optimum of the restricted problem, in some of the NoNSF
landscapes the perturbation was effective.
For NoNSF landscapes the probability of reaching a global optimum of the
restricted problem drops from 1.0 for a chosen set of 3 variables to 0.01 for 9
variables. This means that, for landscapes that do not satisfy the NSF property,
increasing the perturbation size, increases the probability of escaping a local
optimum. This contrasts with NSF landscapes where even with a 9-variable
chosen set, all NSF landscape have a probability above 0.9. It is clear that per-
turbation is not as effective in NSF landscapes compared to NoNSF landscapes.
To check for a statistical difference of the results from NoNSF and NSF land-
scapes, we use the Kolmogorov-Smirnov (KS) nonparametric test [36]. The
KS test is used since the distributions are not normal. We submitted the re-
sults from the 1,000 fitness landscapes from the two different types (NSF and
NoNSF) to the KS analysis with a null hypothesis of no difference between the
results. All KS tests used for establishing differences under the assumption
that the results are not normally distributed, result in a rejection of the null
hypothesis at a 99% confidence level. Hence we conclude that the difference
in the results is statistically significant, and the effectiveness of perturbation is
impacted by the NSF property.
The results make it clear that it is much harder to escape from a local op-
timum when the landscape has NSF. The probability of escaping from local
optima depends on the structure of the basins of attraction. The NSF property
forces solutions with similar fitness to be neighbours, and as a results impacts
the structure of the basins, which in turn, impacts the probability of escaping
from local optima. Even for N=9, which allows for large perturbations, the
probability of escaping such a local optimum is not higher than 1%. This indi-
cates that, in order to escape a local optimum in NSF landscapes, perturbation
is not an effective strategy.
8. Conclusion
Search is at the core of many AI problems, such as learning, SAT and op-
timisation. Search methods are prone to premature convergence, leading to
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suboptimal solutions, hence most search methods incorporate in their design
restart strategies such as perturbation. This research provides an analysis of
the conditions under which perturbation is effective, thus helping algorithm
designers and practitioners choose the right restart strategy.
The experimental evaluation on 14,000 fitness landscapes show that in typ-
ical landscapes that have the NSF property, once a local optimum has been
found, it is necessary to restart the search further from the previous local opti-
mum than in a landscape without NSF.
Even perturbing 9 variables, only 10 out of the 1,000 randomly created fit-
ness landscapes with NSF could escape from a local optimum. On the other
hand, our analysis shows that it is much easier to escape from local optima in
NoNSF landscapes. It is possible that the tighter the NSF property (i.e. the
more correlated the fitness of neighbours in a landscape) the harder it is to
escape from local optima. We plan to explore this hypothesis in future work.
Our model of a problem and its landscape is abstract. Solutions of the
same fitness are not distinguished, and the only information about the land-
scape is the number of neighbours of any given fitness that have each other
fitness value. This level of abstraction frees us from concerns about specific
local search algorithms, and enables us to address general mathematical prop-
erties.
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