Abstract. Understanding effective Hamiltonians quantitatively is essential for the homogenization of Hamilton-Jacobi equations. We propose in this article a simple efficient operator-splitting method for computing effective Hamiltonians when the Hamiltonian is either convex or nonconvex in the gradient variable. To speed up our Lie scheme-based operator-splitting method, we further propose a cascadic initialization strategy so that the steady state of the underlying time-dependent Hamilton-Jacobi equation can be reached more rapidly. Extensive numerical examples demonstrate the efficiency and accuracy of the new algorithm.
1. Introduction. Because of the pioneering work of [22] , the homogenization of Hamilton-Jacobi (HJ) equations has called for a better understanding of homogenized equations which are characterized by the so-called effective Hamiltonians. Because of the nonlinearity of the HJ equations, explicit forms of effective Hamiltonians are seldom available so that it is hard to directly describe homogenized HJ equations both qualitatively and quantitatively. Inspired by [22] , many mathematicians have made a lot of effort to understand homogenization of HJ equations, with Evans realizing a long time ago the importance of computing effective Hamiltonians to guide theoretical characterization of homogenized HJ equations. Observing that the effective Hamiltonian is a kind of additive eigenvalue as characterized in [9] , the third author of this article has designed a large-T and a small-δ method for computing the effective Hamiltonian when the Hamiltonian is either convex or nonconvex in the gradient variable [28] . Almost at the same time, Gomes and Oberman have designed in [19] an optimization method to compute effective Hamiltonians by discretizing a min-max formula [10] when the Hamiltonian is convex in the gradient variable. When the Hamiltonian is nonconvex in the gradient variable, a recent work [30] has discovered some min-max formulas for nonconvex effective Hamiltonians for certain classes of nonconvex HJ equations by using the computational results from the large-T method as an inspiration. Since it is essential to compute effective Hamiltonians in many applications, such as weak KAM theory [11] , front propagation of turbulent A485 reaction-diffusion equations [35] , stationary mean field games [21] , and dislocation dynamics [6] , we propose in this article an operator-splitting method to compute effective Hamiltonians for homogenizing HJ equations with either convex or nonconvex Hamiltonians.
In the literature, the large-T method and the small-δ method [28] have been analyzed in [7] , and it was shown that both methods yield an approximate effective Hamiltonian with a convergence rate of half order in the L ∞ -norm when the Hamiltonian is assumed to be convex. Furthermore, an estimate of the error between the exact and computed solutions of the homogenized HJ equation (defined by the effective Hamiltonian) has been obtained in [1] . Based on a variational characterization of effective Hamiltonians when the Hamiltonian is convex [11] , optimization techniques have been designed in [14] for computing the effective Hamiltonians. Since the solution of a certain class of convex HJ equations (so-called metric HJ equations) can be related to the distance function in a certain metric, the authors of [26] designed a numerical method to recover the effective Hamiltonian from solving one auxiliary effective equation. Moreover, for a class of convex HJ equations in the kinetic form, [25] links the effective Hamiltonian to a suitable effective equation so that the entire Hamiltonian can be recovered from solving one auxiliary equation. A recent work in [5] has designed a generalized Newton method for homogenization of HJ equations, in which the two unknowns (the effective Hamiltonian and the corresponding viscosity solution) in a cell problem are computed simultaneously by solving a nonlinear least-squares problem with a Newton-like method, this method being able to handle both convex and nonconvex Hamiltonians. In comparison to the generalized Newton method in [5] which requires the Hamiltonian being differentiable, our operator-splitting method does not require differentiability of the Hamiltonian so that our method can be applicable to more complicated, nondifferentiable Hamiltonians.
The article is organized as follows. We formulate the problem in section 2. In section 3, we develop a Lie scheme-based operator-splitting method and propose a cascadic strategy to speed up the convergence to the steady state of the underlying HJ equation. In section 4, we use extensive numerical examples to demonstrate the efficiency and accuracy of our new algorithm.
2. Problem formulation. Consider the following homogenization problem for the first-order nonlinear HJ equation:
where H: d . Since > 0 characterizes the high-frequency oscillating perturbation, homogenization studies the response of a differential equation to such high-frequency perturbation.
For linear differential equations, the homogenization has been well studied; see [4] . For the fully nonlinear equations under consideration, the homogenized equation is not obviously defined. Lions, Papanicolaou, and Varadhan [22] proved the first existence result of homogenized Hamiltonian (effective Hamiltonian) by defining a socalled cell problem; later, Evans [12] recounted their results for first-order nonlinear PDEs and made further development for second-order fully nonlinear PDEs by using a "perturbed test function" method. The result roughly states that under suitable assumptions, for every > 0 the above equation has a unique viscosity solution u ; moreover, the sequence {u } >0 converges to the viscosity solution u of the averaged problem
where the effective (averaged) Hamiltonian is defined through the cell problem: For each p ∈ R d , there exists a uniqueH(p) such that
has a Y -periodic viscosity solution v(p; y).
To see where this cell problem comes from, we give a formal derivation here. Suppose that u → u 0 as → 0 in the uniform topology and that u has the asymptotic expansion
where u 1 is the first-order correction term to u 0 . Then by matching orders of in (2.1), we formally have
where x = y. Letting → 0, we deduce that u 1 satisfies
2.1. Small-δ and large-T methods. The work in [28] has developed two numerical approaches to determine the effective Hamiltonian. The first one is the socalled small-δ method, where one solves
for some small δ > 0. It has been shown in [7] that for δ small enough, the viscosity solution −δu δ gives a good approximation to the effective HamiltonianH(P ). A more widely used approach is the so-called large-T method. Established in [9] , one could introduce the evolution problem (where
Numerically, such an HJ equation can be solved using well-developed finite-difference methods, such as the TVD Runge-Kutta (TVD-RK) stepping in time and weighted essentially nonoscillatory (WENO) finite-differencing in space [24, 34, 20, 28, 32] . For the eikonal Hamiltonian, one might also follow [13, 31] to use the semi-Lagrangian strategy instead. Finally, the effective Hamiltonian can be approximated bȳ
Since the solution u(x, t) actually tends to infinity as t goes to infinity, the large-T method looks for the linear growth rate of how fast u(x, t) diverges to infinity.
3. Our proposed method.
3.
1. An explicit operator-splitting scheme. Our idea shares some similarity with the large-T method [28] . But instead of solving for large T and then determining the growth in the average value of the solution, we enforce the uniqueness of the solution by imposing the following condition to (2.5) [11] :
With this constraint, we associate the following initial value problem:
u(0) = u 0 (with u 0 periodic in Ω and verifying
where u(t) denotes the function x → u(x, t). We first rewrite (3.1) as
where ∂I 0 (u(t)) is the subdifferential at u(t) of the indicator functional I 0 of the space
that is,
In order to solve (3.2), we advocate the Lie scheme [15, 17] . Applying the Lie scheme with ∆t > 0, t n = n∆t, we obtain for n ≥ 0:
Then we set u n+1/2 = u(t n+1 ) and compute
Once a steady-state solution, say, u ∞ (P ) ≡ u ∞ (P ; x), has been obtained, we computē
Remark 3.1. In applications when implicit schemes are more favorable, we advocate some related operator-splitting methods based on the Marchuk-Yanenko approach given as
or the relaxed version,
for some relaxation parameter γ > 0. Possible choices for γ are γ = ∆t, √ ∆t, or simply O(1). To guarantee the existence of solution for the above implicit nonlinear system, see [8] .
Since the solution u n+1 is actually invariant with respect to the term λ n on the right-hand side of the first equation in both numerical schemes, we can replace it by any constant, or simply by zero, in the implementation. To show this, let us introduce
For the current application, however, we found that the explicit scheme converges relatively fast even though we have to choose a time-marching step ∆t = O(∆x). Therefore, we did not further explore the alternative possibility of an implicit method.
Remark 3.2. In applications where regularization is necessary, we can consider the Douglas-Rachford scheme defined by u n → {û
The linear problem (3.6) belongs to the following family of linearly constrained elliptic problems:
u periodic over Ω,
Solving this problem numerically is routine nowadays. Now, since ϕ is an affine function of µ, we clearly have
. While we could simply use M = 1, one might also consider M 1 for numerical stability. On the other hand, unlike the Lie or Strang splitting scheme, the DouglasRachford splitting scheme produces exact steady-state solutions, while the steadystate solutions produced by the Lie or Strang splitting scheme are splitting error polluted. However, as shown in [16] , the Douglas-Rachford splitting is significantly less robust than the Lie or Strang splitting, explaining why the Douglas-Rachford was not tested numerically considering that several of our test problems were nonsmooth ones.
Numerical implementations.
In this section, we briefly discuss some implementation details of the proposed numerical algorithm for the effective Hamiltonian. Some components of the method are well developed, and we will refer interested readers to the corresponding references and those therein. For simplicity, we consider only the one-dimensional case, although two-dimensional test problems will be considered in section 4. Actually, high-dimensional generalization is rather straightforward.
HJ equation.
We first consider the numerical discretization of the HJ equation (3.3) . This time-dependent HJ equation is in a standard form and can therefore be solved using the TVD-RK-WENO with the Lax-Friedrichs Hamiltonian [27, 24, 34, 20, 32] . We will just briefly state the discretization procedure here and refer readers to the above references and those therein for detailed discussion.
We consider the one-dimension HJ equation given by
First, we discuss the spatial discretization of the equation. We approximate the Hamiltonian by the Lax-Friedrichs numerical Hamiltonian given bŷ
where the derivatives p ± are approximated by the WENO strategy. The viscosity parameter σ x is chosen so that for any x i the following monotonicity requirement is satisfied:
In this work, we applied the third-order WENO (i.e., WENO3) given by
with ω ± = 1 + 2γ
2 ± −1 and
where, to avoid dividing by zero, we introduce δ, a small positive constant.
Concerning the temporal derivative, we apply the TVD-RK2 method based on the method of line strategy. In particular, at each grid point, we update the solution usingû
Because of the CFL stability condition, the time-marching step is chosen to be ∆t = O(∆x). Indeed, higher-order methods including WENO5 and RK3 are available. However, since operator splitting has already introduced an error of order ∆t, it does not seem to be necessary to spend extra time further reducing the error from the numerical discretization of the HJ equation.
Effective Hamiltonian.
At any intermediate step for a particular vector P , we compute an approximation to the effective Hamiltonian by integrating the numerical Hamiltonian over the domain Ω using the simple trapezoidal rule, i.e.,
We assume that we have reached the steady-state solution u ∞ when λ n+1 − λ n ≤ for some tolerance > 0. The trapezoidal rule has an error of O(∆x 2 ), and it has enough accuracy to maintain the overall convergence of the numerical algorithm.
3.2.3. Initial condition. The initial condition u 0 can be chosen by using several different approaches. If there is no prior information about the solution, one can simply choose the zero initial condition. We found that such a simple initial condition works for all one-dimensional cases presented in section 4. Indeed, an initial condition appearing to be closer to the steady-state solution will reduce the number of timemarching steps. One might, therefore, use the steady-state solution u ∞ (P ) for a given P as an initial condition for a slightly different P .
In this work, we are using a cascadic strategy to improve the computational efficiency. We first determine the steady-state solutions for a set of P 's on a rather coarse mesh. The computational cost of this step is very cheap even though we expect to have a rather large number of iterations until the steady-state solution is reached. Since the viscosity solution is Lipschitz, we interpolate the coarse mesh solution onto a finer grid and use the resulting interpolant as the initial condition on the finer grid. while M x is not at the finest level do
4:
Obtain {u n } by solving equation (3.3) followed by projection (3.4).
5:
ComputeH(P ) from (3.5).
6:
M x = 2M x and interpolate u ∞ onto the finer mesh and use it as u 0 .
7:
end while 8: end for 3.3. Computational complexity. Let M P and M x be the number of grid points for each direction in P and x. Further, assume that the number of iterations required to reach the steady state is N . The overall computational complexity is
4. Numerical examples. In the following examples, unless specified otherwise, we will follow the cascadic strategy to determine the initial condition, and the resulting algorithm will be compared with the algorithm using the zero initial condition u 0 = 0. The stability condition for all time-marching steps is chosen to be ∆t = O(∆x).
One-dimensional examples.
In this section, we first consider some onedimensional examples where the effective Hamiltonians can be determined analytically. When the cascadic strategy is used to initialize the iteration, we start with a mesh of 32 points and then double the number of mesh points gradually. The stopping criterion for the iterations is chosen to be |λ n+1 − λ n | < 10 −10 .
Eikonal equation.
We consider the eikonal equation with the Hamiltonian given by
where V is a Y -periodic potential. Here the Hamiltonian is convex in the p variable, and the corresponding effective Hamiltonian in the one-dimensional case can be obtained analytically [22] viā
where
In this example, we follow [28] and choose the potential function V (y) = sin 2πy, which impliesH(P ) = 1 for P ≤ P c = 4/π. The time step is chosen to be
for some CFL number β τ = 0.75, and the regularization parameter in the numerical Hamiltonian is σ x = 2. Figure 1 shows the computed effective HamiltonianH(P ) for P ∈ [0, 12/π] using the proposed scheme with β τ = 0.75. We discretize the interval [0, 12/π] into 10 subintervals and determine the effective Hamiltonian for P = 6i 5π with i = 0, 1, · · · , 10. We plot the solutions computed on different sets of mesh points ranging from M x = 128 (i.e., ∆x = 1/128) to M x = 512 (i.e., ∆x = 1/512). The initial condition for a given P ∈ [0, 12/π] is chosen according to the cascadic strategy we discussed in section 3.2. The initial condition for the case where M x = 32 is chosen to be the zero initial condition u 0 = 0 for all P .
To consider the efficiency of the numerical approach, we show in Table 1 (a) the number of iterations until the time marching reaches the steady state for different M x 's. For the finest mesh we have tested (M x = 512), starting from the zero initial condition takes more than 3000 iterations to reach the steady-state solution for this case, P = 6 5π < P c . If the cascadic strategy is used, the number of iterations reduces to approximately 1000, while the accuracy in the numerical solutions is almost the same, as shown in Table 1 (b). More importantly, these numbers suggest that the number of time-marching steps required to reach the steady state is of the same order of the number of grid points in each physical dimension, i.e., N = O(M x ). The overall computational complexity will be given by Since P < P c , the exact effective Hamiltonian is known and is given by the constant one. The convergence rates are approximately first order, as shown in Table 1 (c). In Table 1 (d), we apply the Richardson extrapolation method to obtain a more accurate solution by assuming that the order of convergence is indeed first order.
One might expect to obtain high-order convergence using higher-order splitting methods, such as Strang's splitting scheme given by
Then we set u n+1/2 = u(t n+1/2 ) and compute
we repeat the first step for another half time interval on (t n+1/2 , t n+1 ) with the initial condition u(t n+1/2 ) = u * . We have implemented this scheme but were unable to observe the expected results.
There are two major issues of Strang's splitting-based approach. To have secondorder accurate solutions in the temporal direction, one requires high-order accurate solutions for each splitting step. For the first stage where one solves the HJ equation, it is relatively easy to obtain high-order solution (we have already implemented the RK2-WENO3). The challenge lies, surprisingly, in the other splitting step and also the final step of evaluating the effective Hamiltonian. Note that the solution u n to the HJ solution is a viscosity solution and in general has kinks. Therefore, in the projection step when we compute the integral of u n+1/2 , the trapezoidal quadrature rule (even higher-order quadratures including Simpson's rule) will yield at most firstorder accurate solution. This is not too serious though since the projection step is used to guarantee the uniqueness of the overall problem. We eventually need only the derivative of the function u. The main issue, however, is in the integral of the Hamiltonian (3.5). Since the derivative of u is discontinuous at a kink, we cannot expect that this derivative will have pointwise convergence in general. This implies that the numerical Hamiltonian itself might have an O(1) error near a kink of u. So the integral of this numerical Hamiltonian can be of first-order accurate at most.
Moreover, even if one is able to derive a high-order projection scheme and also a high-order quadrature for the numerical Hamiltonian, there is actually no guarantee that Strang's splitting scheme can always produce second-order accurate solution for nonlinear problems. For example, [18] has recently observed a convergence of only O(∆t 4/3 ) for an integral-differential problem rather than a typical second-order convergence as in a linear problem.
A nonconvex Hamiltonian. Next we consider a slightly more complex nonconvex Hamiltonian given by
where V is a Y -periodic potential. Here the Hamiltonian is nonconvex in the p variable. Assuming that V is periodic with min V = 0, we have the following formula for the effective Hamiltonian [28, 30] :
2 − δ for some δ > 0. The effective HamiltonianH(P ) is a nonconvex function having three flat pieces, namely, To validate our computational methodology, we assume further that the potential function is chosen as
where V max is a scaling parameter to control the amplitude of the potential. We have chosen two different values of V max given by 0.25 and 0.75 so that the numerical solutions illustrate the two cases as shown above. When solving the time evolution equations, the time step is chosen to be ∆t = β∆x σ 3
x for some CFL number β τ = 0.75 and σ x = 2. Figure 2 shows the effective Hamiltonian computed using the proposed operatorsplitting scheme with P = 0.2i for i = 0, 1, · · · , 10. To check the convergence of the numerical solutions, we follow the previous example and collect the number of iterations necessary to reach the steady-state solution at the first nontrivial P . In this example, we consider P = 0.2 which gives the effective Hamiltonian 0.25 and 0 for the cases V max = 0.25 and 0.75, respectively. Table 2 shows the studies for the case with V max = 0.25. In Table 2 (a), we collect the number of time-marching steps necessary to reach the steady state using the initial condition u 0 = 0 and also the one obtained by the cascadic strategy. The algorithm using the initial condition from interpolating the coarser mesh solution significantly out-performs the one using the zero initial condition. Using M x = 512 as an example, the number of marching steps using the interpolated solution is around 1600 while the one using the zero initial condition is 49000. Note that the accuracy of the final solutions by these two initializations are comparable, as shown in Table 2 (b). Since the exact solution to both cases of V max are known, we calculate the rate of convergence in Table 2 (c). This shows that the numerical method is roughly first order accurate. Using the Richardson extrapolation, we show in Table 2 (d) the extrapolated solutions. We consider also the case V max = 0.75 and the corresponding results are shown in Table 3 . 4.2. Two-dimensional examples. In this section, we consider some two dimensional examples. In this case, the computational efficiency of the numerical algorithm is particularly important since for each P , one has to solve a two dimensional problem up to the steady state. This implies the overall computational complexity will be O(
In this section, therefore, we consider only the cascadic strategy to initialize the algorithm. In this case, we start with a mesh of 64-by-64 grid points and then double the number of mesh points in each direction gradually.
Eikonal equation. We consider the two dimensional eikonal equation with Hamiltonian given by
where V is a periodic potential. In this example, we consider the following three different potentials:
• V 1 (x, y) = cos(2πx) + cos(2πy) (for which we have an exact formula since the overall Hamiltonian is separable in a dimension-by-dimension fashion); • V 2 (x, y) = sin(2πx) sin(2πy); • V 3 (x, y) = cos(2πx) + cos(2πy) + cos[2π(x − y)]. 2 using various meshes ranging from the coarse mesh with M x = 64 to the fine mesh with M x = 256. We use the cascadic approach to determine the initial condition for each refinement of M x . For the coarsest level, i.e., M x = 64, we simply use the zero initial condition. Figure 3(a) shows the computed effective Hamiltonians on the finest mesh of M x . The contour plot of the effective Hamiltonian is shown in Figure 3(b) . Like the one-dimensional examples, we have also collected various convergence statistics for this particular Hamiltonian under the potential V 1 when we have the exact solution. These numbers are shown in Table 4 . In particular, when P = (0, 0), we have the effective Hamiltonian given byH(0, 0) = 2. Similar to what we have demonstrated in the one-dimensional cases, the method converges to the exact solution with an order of approximately one, as shown in Table 4 (c). We have also plotted the effective Hamiltonians and their contour plots for the cases with V = V 2 and V 3 in Figures 4 and 5. 
A double pendulum.
The double-pendulum Hamiltonian is a nonintegrable example for which the effective Hamiltonian is not known. The Hamiltonian for the double pendulum is given by
2 y 2 − cos 2 (2π(x − y)) + 2 cos 2πx + cos 2πy . 
A Lipschitz nonconvex
Hamiltonian. We follow [30] and consider the following nonconvex Hamiltonian H with the potential V :
where p = (p 1 , p 2 ) and e 1 = (1, 0). We consider two cases for the potential V given by
, where the constant V max serves as the scaling parameter to increase or decrease the effect of the potential. 
π
2 computed on a mesh using M x = 256 with a cascadic initialization strategy from M x = 64. We plot the corresponding contour plot for the potential V 1 in Figure 7 (b). The corresponding plots for V 2 are shown in Figure 8 . See [30] for more details on properties of these effective Hamiltonians. 
Vakonomic mechanics.
In this example, we consider the following nonstrictly convex Hamiltonian relating to the vakonomic mechanics [2, 19] , where the Hamiltonian is given by
where p = (p 1 , p 2 ), f = (0, 1), g = (cos 2πx 2 , sin 2πx 2 ), and a potential V (x) = cos 2πx 1 + sin 2π(x 1 − x 2 ). Since the potential V is not symmetric in x 1 and x 2 , the effective Hamiltonian cannot be determined analytically. Our numerical effective Hamiltonian for P = [−π, π] 2 on a mesh of M x = 256 is shown in Figure 9 .
4.2.5. Nonexistence of viscosity solutions. It is known that some HJ equations do not admit viscosity solutions [3, 23, 19] . One particular example is the following quasi-periodic Hamiltonian taken from [23] :
For an irrational number α, it can be shown that the HJ equation does not admit a viscosity solution. In this example, we have chosen α = π numerically, and our computed effective Hamiltonian is shown in Figure 10 . 4.2.6. Finsler metrics. In this example, we consider the Hamiltonians for modeling the quasi-P and the quasi-SV waves described by the quadratic equation [29, 36, 33] : The corresponding squared quasi-P wave Hamiltonian is given by which is nonconvex. The elastic parameters for this case are a 11 = 15.9, a 33 = 6.21, a 13 = 4.82, and a 44 = 4.00. We consider the potential
where the constant V max serves as the scaling parameter to increase or decrease the effect of the potential. Figure 11 shows the effective HamiltonianH(P ) for the convex squared quasi-P wave Hamilontian with V max = 2 in the potential. The Hamiltonian is convex, and the plateau region near the origin is nicely captured. Figure 12 shows the corresponding effective Hamiltonian for the quasi-SV wave Hamilontian for various V max 's. For the first case when V max = 0 as shown in Figure 12(a) , we see that the effective Hamiltonian reduces to the original Hamiltonian. The nonconvex structure in the Hamiltonian is clearly shown. As we increase the magnitude of the potential from zero to one by changing the coefficient V max , we see that the size of the flat region near the origin grows and that the effective Hamiltonian is becoming more convex.
Conclusion.
We have developed a simple efficient operator-splitting method for computing effective Hamiltonians, and the method works for both convex and nonconvex Hamiltonians. To speed up the Lie scheme-based operator-splitting method, we further propose a cascadic initialization strategy so that the steady state of the underlying time-dependent HJ equation can be reached rapidly. Extensive numerical examples demonstrate the effectiveness of the proposed algorithm.
