







A Thesis Submitted for the Degree of PhD at the University of Warwick 
 










Copyright and reuse:                     
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to cite it. 
Our policy information is available from the repository home page.  
 



















Computational Modelling of Lateral and Vertical





Submitted to the University of Warwick





List of Tables iv






2 Ab-initio Electronic Structure Theory 3
2.1 The Many-Body Problem . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Hohenberg-Kohn Theorems . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.1 Theorem I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2.2 Theorem II . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Kohn-Sham Density Functional Theory . . . . . . . . . . . . . . . . 7
2.4 Exchange-Correlation Functional . . . . . . . . . . . . . . . . . . . . 10
2.5 The Band Gap Problem . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Basis set and Periodic Systems . . . . . . . . . . . . . . . . . . . . . 13
2.7 Pseudopotentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.8 Forces and The Hellmann-Feynman Theorem . . . . . . . . . . . . . 17
3 Linear-Scaling Density Functional Theory 19
3.1 Limitations of Traditional DFT . . . . . . . . . . . . . . . . . . . . . 19
3.2 Density Matrix Formulation . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Density Kernel Optimisation . . . . . . . . . . . . . . . . . . . . . . 23
i
CONTENTS
3.4 Non-Orthogonal Generalised Wannier Functions . . . . . . . . . . . . 23
3.5 Projector Augmented Wave . . . . . . . . . . . . . . . . . . . . . . . 26
3.5.1 Wavefunctions . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5.2 Densities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 The GW Approximation 29
4.1 Motivations for the GW Approximation . . . . . . . . . . . . . . . . 29
4.2 The Green’s Function and the Self-Energy . . . . . . . . . . . . . . . 30
4.3 Screened Coulomb Potential . . . . . . . . . . . . . . . . . . . . . . . 33
4.4 The Plasmon-Pole Approximation . . . . . . . . . . . . . . . . . . . 34
5 Defects in TMDC Lateral Heterostructures 36
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.2 Sulphur Vacancy Formation Energy of WS2|MoS2 . . . . . . . . . . 37
5.2.1 Density of States . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2.2 Zhang-Northrup Formalism for Defect Formation Energy . . 39
5.2.3 Vacancy Formation Energy . . . . . . . . . . . . . . . . . . . 41
5.3 Critical Thickness and Dislocation . . . . . . . . . . . . . . . . . . . 44
5.4 Simple Approach to Approximating the Critical Thickness of MoS2|MoSe2
using DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
5.5 Constructing realistic lateral heterostructure for first-principle calcu-
lations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6 Producing Accurate Band Structures of Two-Dimensional Materi-
als Using the GW Approximation 57
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.2 Experimental Measurements of WSe2 . . . . . . . . . . . . . . . . . . 58
6.3 Comparisons with the DFT and GW band structures of WSe2 . . . 65
6.4 Semi-Core States Within the GW Approximation . . . . . . . . . . . 67
6.5 The Random Integration Method . . . . . . . . . . . . . . . . . . . . 68
6.6 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.7 The Effective Energy Technique . . . . . . . . . . . . . . . . . . . . . 74
6.8 Application to WS2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.9 Application to Mo1–xWxS2 . . . . . . . . . . . . . . . . . . . . . . . 79
6.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
ii
CONTENTS
7 Species Dependent Scissor Operator and MoS2/TiS2 Vertical Het-
erostructure 84
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
7.2 Species Dependent Scissor Operator and NGWF Gradient . . . . . . 85
7.3 Strain Analysis of MoS2 and TiS2 . . . . . . . . . . . . . . . . . . . 90
7.4 Construction of Supercell . . . . . . . . . . . . . . . . . . . . . . . . 91
7.5 Validation Tests With MoS2 . . . . . . . . . . . . . . . . . . . . . . . 94
7.6 Interlayer Distance and the Effects of the Scissor Operator . . . . . . 96
7.7 Effects of the Scissor Operator on LDOS and Spectral Function . . . 99
7.7.1 LDOS Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.7.2 Spectral Function Analysis . . . . . . . . . . . . . . . . . . . 102




5.1 A table showing several of the most important parameters used in
ONETEP, which would be necessary to reproduce the calculations
performed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.1 Measured band structure parameters of WSe2 1L, 2L and 3L . . . . 62
6.2 DFT and GW band structure parameters of WSe2 1L, 2L and 3L . . 62
6.3 A table showing several of the most important parameters used in
Quantum Espresso and Yambo, and a list of pseudopotentials used
which would be necessary to reproduce the calculations performed . 83
7.1 A table showing several of the most important parameters used in
ONETEP, which would be necessary to reproduce the calculations
performed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
iv
List of Figures
2.1 Schematic representation of self-consistent field calculation of the KS
equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1 Orbitals for a peptide from two different DFT calculations . . . . . . 20
3.2 Psinc basis function and NGWF expansion . . . . . . . . . . . . . . 24
3.3 Illustration of the FFT box technique . . . . . . . . . . . . . . . . . 25
5.1 Schematic of the WS2|MoS2 LHS with the interface along the zigzag
direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2 The density of states of WS2|MoS2 . . . . . . . . . . . . . . . . . . . 39
5.3 Schematic of the WS2|MoS2 with a S vacancy with zoomed-in insets
highlighting the two inequivalent interfaces . . . . . . . . . . . . . . 42
5.4 Schematic of a 5 rows by 3 columns MX2 supercell . . . . . . . . . . 42
5.5 Vacancy formation energy of the WS2|MoS2 LHS as a function of
position . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.6 Average electric potential for WS2|MoS2 LHS across the whole struc-
ture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.7 Schematic of the WS2|MoS2 LHS with the interface along the arm-
chair direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
5.8 Schematic of a periodic cells with a 2D substrate and a 2D film . . . 45
5.9 Three common types of edge dislocation for 2D TMDCs: 4|6, 5|7 and
6|8 dislocations in their ⊥ and > form . . . . . . . . . . . . . . . . . 46
5.10 Top view of a grain boundary constructed by a periodic arrangement
with a 5|7 dislocation core . . . . . . . . . . . . . . . . . . . . . . . 49
5.11 Schematic of two cells of height h rotated by angle θ about their cell
center with an overlap region . . . . . . . . . . . . . . . . . . . . . . 49
5.12 A rotated nanoribbon and a nanoribbon with a grain boundary in
the middle containing a 5|7 dislocation . . . . . . . . . . . . . . . . 50
v
LIST OF FIGURES
5.13 Embedded dislocation core analysis of MoS2 film with a 5|7 disloca-
tion on a thick MoSe2 substrate and a MoSe2 film with a 5|7 disloca-
tion on a thick MoS2 substrate . . . . . . . . . . . . . . . . . . . . . 52
5.14 Schematic of a geometry optimised periodic LHS with a 5|7 ⊥ dislo-
cation at the top and a 5|7 > dislocation at the bottom . . . . . . . 55
6.1 Diagram of a device incorporating a WSe2 flake, with an overlapping
ground graphene top contact and gate voltage applied to the graphite
back gate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.2 A 3D render of the ARPES experiments with 3 layers of WSe2 . . . 59
6.3 WSe2 ARPES measurements, with DFT overlaid on top, along Γ-K
for 1L, 2L and 3L regions . . . . . . . . . . . . . . . . . . . . . . . . 63
6.4 WSe2 ARPES measurements, with GW overlaid on top, along Γ-K
for 1L, 2L and 3L regions . . . . . . . . . . . . . . . . . . . . . . . . 64
6.5 1L WSe2 DFT and GW band structures along Γ-M-K-Γ comparing
PseudoDojo standard and stringent pseudopotentials . . . . . . . . 68
6.6 HF energy gap at k-point K of a 1L WSe2 as a function of the number
of k points used to sample the BZ . . . . . . . . . . . . . . . . . . . 71
6.7 1L WSe2 band structures comparing with and without the RIM . . . 71
6.8 1L WSe2 HF energy gap at k-point K convergence test with the num-
ber of reciprocal lattice vector for the exchange term in the self-energy. 73
6.9 1L WSe2 GP energy gap at k-point K convergence test for the dielec-
tric matrix size and the number of bands . . . . . . . . . . . . . . . 73
6.10 ARPES measurements along Γ-K for 2L WSe2 with GW without the
EET overlaid on top . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.11 2LWSe2 band structures along Γ-M-K-Γ comparing with and without
the EET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6.12 3L WSe2 band structure along Γ-M-K-Γ comparing DFT and GW . 76
6.13 WS2 ARPES measurements, with DFT and GW overlaid on top,
along Γ-K for 1L, 2L and 3L regions . . . . . . . . . . . . . . . . . . 78
6.14 1L band structure along Γ-M-K-Γ comparing DFT and GW for (a)
MoS2, (b) Mo0.5W0.5S and (c) WS2, showing band structure changes
as W concentration increases in Mo1–xWxS2 alloy. . . . . . . . . . . 81
6.15 The measured spin-orbit splitting at K and band gap at K for DFT
and GW for Mo1–xWxS2 alloy . . . . . . . . . . . . . . . . . . . . . 81
vi
LIST OF FIGURES
7.1 Small set of 2H transition metal disulfide band alignments predicted
by DFT and GW, and the band alignment of TiS2 and MoS2 with
DFT showing a broken gap but GW showing staggered band gap of
size 0.68 eV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
7.2 DFT band structures of MoS2 and TiS2 for four different lattice con-
stants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.3 Examples of non-trivial hexagonal surface supercells . . . . . . . . . 92
7.4 A MoS2/TiS2 VHS supercell . . . . . . . . . . . . . . . . . . . . . . . 95
7.5 2 × 2 MoS2/TiS2 VHS showing Moiré patterns containing aligned
and non-aligned regions . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.6 MoS2 monolayer DOS comparing with and without scissor operator 96
7.7 MoS2 monolayer spectral function with and without scissor operator 97
7.8 Interlayer distance optimization, with the the lowest binding energy
taken as energy reference, with and without the scissor operator . . 98
7.9 MoS2/TiS2 VHS LDOS comparing different ways to use the scissor
operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.10 MoS2/TiS2 VHS LDOS for a full SCF without scissor operator fol-
lowed by a density kernel optimisation with scissor operator . . . . 102
7.11 Schematic of overlapping monolayer Brillouin zone, with the TiS2
layer rotated by 4.3◦ relative to the MoS2 layer . . . . . . . . . . . . 102
7.12 MoS2 and TiS2 monolayer spectral functions . . . . . . . . . . . . . 104
7.13 Spectral function without scissor . . . . . . . . . . . . . . . . . . . . 104
7.14 Spectral function with scissor . . . . . . . . . . . . . . . . . . . . . . 105
7.15 Spectral function without→with scissor . . . . . . . . . . . . . . . . 105
vii
Acknowledgments
I would like to thank my supervisor Nicholas Hine for sharing the vast scientific and
computational knowledge with me. Thank you for not giving up on me even though
I have been very difficult to deal with.
I must also thank Joly Aarons, as I truly believe that without all his help
and fruitful discussions, I would not have completed this thesis. Thank you Sam
Brown for all the CSC help in my first year and being a great office pal. Thank
you Sam Foster for being a great friend since undergraduate and basically walk this
long journey of PhD with me with his own PhD.
My thoughts also go to Eduardo Mendive, Samuele Ferracin, Evaggelia Bisketzi,
Dominic Branford, Jamie Friel, Francesco Francelli, Ju Ju Chang, Ken Kong, Kelvin
Au, Brian Pak and Jasper Hau. Thank you very much for being such incredible
friends and have provided me with immeasurable support mentally.
Finally, a heartfelt thank you to my parents for their love and support.
viii
Declarations
This thesis is submitted to the University of Warwick as my application towards the
degree of Doctor of Philosophy, and presents details of research carried out in the
Theory Group of the Department of Physics between October 2015 and September
2019. The content of this thesis is my own work, unless stated otherwise, carried out
under the supervision of Dr. N. D. M. Hine. No part of this thesis has previously
been submitted for a research degree at any other institution.
Parts of this thesis have been published in the following paper:
1. Chapter 6: Producing Accurate Band Structures of Two-Dimensional Materi-
als Using the GW Approximation
• P. V. Nguyen, N. C. Teutsch, N. P. Wilson, J. Kahn, X. Xia, A. J. Gra-
ham, V. Kandyba, A. Giampietri, A. Barinov, G. C. Constantinescu, N.
Yeung, N. D. M. Hine, X. Xu, D. H. Cobden, and N. R. Wilson, “Visu-
alizing electrostatic gating effects in two-dimensional heterostructures”,
Nature 572, 220–223 (2019)
ix
Abstract
When certain materials in their bulk phase are reduced to a two-dimensional
(2D) form, their electronic behaviour alters drastically, which has led to intense
research into low-dimensional semiconductors within the condensed matter physics
community. This thesis focuses on two relatively unknown heterostructures, lat-
eral heterostructures (LHSs) and vertical heterostructures (VHSs), formed by one
of the most studied and promising 2D materials, transition metal dichalcogenides
(TMDC). LHSs comprises of two different 2D materials connected by covalent bond
in-plane. VHSs are composed of different stacked layers that are weakly interacting.
The linear-scaling density functional theory (DFT) package ONETEP was
used to study defects in small lattice mismatch and large lattice mismatch lateral
heterostructures. We first examine the single sulphur vacancy formation energies
across a LHS, then we present an approximation scheme to compute the critical
thickness in which a dislocation will be formed for large lattice mismatch LHSs.
The construction of a LHS for first-principles calculations is also presented.
We then move onto the work in collaboration with experimentalists, where
angle resolved photoemission spectroscopy (ARPES) measurements with electro-
static gating was made for the first time on 2D materials to observe the band
structure with the location of the conduction band edge. We show that the state
of the art GW approximation is able to produce high quality band structure that
is comparable to experiment. Here we have studied monolayer, bilayer and trilayer
tungsten diselenide and tungsten disulfide. We also explore the possibility of using
the virtual crystal approximation with GW to study the Mo1–xWxS2 alloy.
Finally, we describe a novel scissor operator method for large scale DFT
x
ABSTRACT
calculations on VHSs. Due to the band gap problem within DFT, the DFT band
alignment of certain TMDCs will not be realistic, and thus can predict incorrect
band structures for certain VHSs. The present method corrects the band structure
of a VHS using GW band alignment. We first describe the scissor operator imple-
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Traditional silicon based technologies can only increase computing power by being
made smaller and smaller. This poses a problem when the size reaches the quantum
limit, where quantum effects can no longer be ignored, thus freezing technological
advances. Therefore, research into new materials is of paramount importance.
Since the discovery that atomically thin or 2D materials can be made, in-
deed that they can be produced as simply as by pulling a scotch tape from a bulk
crystal [2], research into these 2D materials has erupted in the science commu-
nity. Initially, most attention was turned to graphene because it possesses many
astounding properties, including high electron mobility and high mechanical resis-
tance. However, despite it being semi-metallic, it lacked a band gap [3] which proved
to be a difficult problem to address.
Therefore, in the recent years, attentions were turned to semiconducting inor-
ganic layered materials, with the most notable class being transition metal dichalco-
genides (TMDC). TMDC materials have proved to have remarkable applications [4,
5] in realms such as semiconductor electronics [6–8], spintronics [9–11] and optoelec-
tronics [12–14]. This wide range of applications is further amplified by the fact that
when these materials are made into atomic layers, they can be stacked vertically
which are held together by the weak van-der-Waals force [15] to form vertical het-
erostructure (VHS), or connected seamlessly in-plane to form lateral heterostructure
(LHS) [16], allowing the production of different materials containing unique charac-
teristics.
This thesis focuses on using existing and new first-principles methods to
model LHSs and VHSs. The next three chapters will begin with an introduction
to the theoretical background used in this thesis: chapter 2 first details the theory
behind density functional theory (DFT); chapter 3 then describes the shortcomings
1
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of traditional DFT and the development of linear-scaling DFT, or more specifically,
the linear-scaling DFT implementation within the ONETEP package is described;
finally, chapter 4 discusses the theory behind the GW approximation, which ad-
dresses several problems within the DFT formalism.
In what follows are then three results chapters. In chapter 5, TMDC LHSs
are studied. As using first-principles methods in LHSs requires several hundreds to
several thousands, first-principles study of LHSs has been quite limited. A compre-
hensive understanding of structural defects is crucial, as having structural defects
can be either detrimental or beneficial, depending on the targeted application. Here,
we present the analysis of vacancy formation energies across LHSs with small lattice
mismatch, then moving onto LHSs with large lattice mismatch, where we show an
approximation method developed to compute the critical thickness of LHSs using
first-principle calculations and provide a framework for building periodic LHSs with
large lattice mismatch for DFT calculations.
In chapter 6, we then move onto the work in collaboration with experimental-
ists, where angle resolved photoemission spectroscopy (ARPES) measurements with
electrostatic gating was made for the first time on 2D materials to observe the band
structure with the location of the conduction band edge. We show that the state
of the art GW approximation is able to produce high quality band structure that
is comparable to the ARPES experiment. Here we have studied monolayer, bilayer
and trilayer tungsten diselenide and tungsten disulfide. We also explore the possi-
bility of using the virtual crystal approximation with GW to study the Mo1–xWxS2
alloy. The purpose of this chapter is to provide the reader with a detailed recipe for
using GW to provide experimentally comparable results.
In chapter 7, we describe a novel scissor operator method for large scale DFT
calculations on VHSs. Due to the band gap problem within DFT, the DFT band
alignment of certain TMDCs will not be realistic, and thus can predict incorrect
band structures for certain VHSs. The present method corrects the band structure
of a VHS using GW band alignment. We first describe the scissor operator imple-
mentation into ONETEP, then we show validation of this method with titanium
disulphide–molybdenum disulfide VHS.
Finally, chapter 8 gives a summary of the thesis and describes potential





2.1 The Many-Body Problem
Predicting certain properties of materials requires the consideration of all the in-





|Ψ(t)〉 = Ĥ |Ψ(t)〉 , (2.1)
which is the cornerstone of the study of quantum systems. It describes how a
quantum state |Ψ(t)〉 is evolved over time t. Note the use of Dirac notation [17],
where the wavefunction Ψ(t) belongs in Hilbert space H, or more formally Ψ(t) ∈ H.
Ĥ is the Hamiltonian operator, which characterises the total energy of the system. If
the Hamiltonian is independent of t, the quantum system is said to be conservative
and the above Schrödinger equation can be written as the so-called time-independent
Schrödinger equation,
Ĥ |Ψ〉 = E |Ψ〉 , (2.2)
where E is the total energy of the system. We will restrict ourselves to such time-
independent regimes throughout this and the next chapter of this thesis. In most
cases, one is only concerned with atoms and molecules without time-independent
interactions, so this restriction is indeed a valid one. In later chapters, when we
describe excitations and photoemission, we will refer back to the time-dependent
regimes as they are time-dependent phenomena.
In a many-body system, containing many electrons and nuclei, Ψ is called
the many-body wavefunction, and it is a function of the positions of each electron
3
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and nucleus. For example, if the position of the electrons and nuclei are rn and Rm,
respectively, then we have
Ψ = Ψ(r1, r2, . . . , rNe ; R1,R2, . . . ,RNI ). (2.3)
In order to encapsulate the effects of all atomic interactions, one must include
electron-electron, electron-ion and ion-ion interactions, which leads to the follow-
































This is the many-body Hamiltonian, which defines the many-body problem. The
Hartree system of atomic units is used here, where length, time, and mass are
redefined such that h̄ = e = me = 4πε0 = 1. This unit system will be employed
throughout this thesis unless otherwise stated to simplify the equations.
Solving the Schrödinger equation with the full many-body Hamiltonian,
eq. (2.4), is intractable for any real system, because the computational effort needed
scales exponentially with the number of atoms. Efforts have gone onto reducing the
computational time needed to solve the Hamiltonian. An obvious approximation to
apply here is by taking into account that the timescale of motion of whole atomic
nuclei is much longer than that associated with the movement of individual elec-
trons. Hence we can assume that the motion of atomic nuclei and electrons can be
separated. This is known as the Born-Oppenheimer approximation [18]. In addi-
tion, due to the large mass of the nucleus, it can be seen that the nuclear kinetic
term in eq. (2.4) is negligible and that the nuclear interactions can be written as a
simple parametric constant dependent only on the atomic positions of the system.
Consequently, one only needs to consider the electronic part of the Hamiltonian,













|ri − rj |
. (2.5)
Although this Hamiltonian is marginally more tractable than the original Hamilto-
nian, it still scales exponentially with system size.
An early attempt to reduce the scaling of the problem was due to Hartree [19],
4
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where the Coulomb term is replaced by an average potential, called the Hartree






This is analogous the classical electrostatic potential, so that n(r) is the electronic
charge density. Due to the use of an average potential, this approach is sometimes
considered to be a type of mean field approximation. This method is not accurate
enough in many cases, due to the lack of exchange interactions. It was further
extended by Fock [20] to include a non-local exchange potential that takes into the
account of Pauli exclusion principle, where no two electrons can occupy the same
quantum state. This extension, known as the Hartree-Fock approximation, gives
qualitatively reasonable results for atoms. However, it fails for solids, because it
neglects correlations and screening which are crucial for solids. Only after when
Hohenberg and Kohn [21] proved perhaps two of the most important theorems in
condensed matter physics, which led to the development of density functional theory




Theorem I suggests that the density n(r) can be used as a basic variable, since it
uniquely determines the external potential V (r), except by a constant difference,
and hence the total energy E.
Suppose that there are two different external potentials V (1)(r) and V (2)(r),
differing by more than a constant, which determine the same ground state density
n0(r). In addition, the two external potentials lead to two different Hamiltonians
Ĥ(1), Ĥ(2), and wavefunctions Ψ(1), Ψ(2). Since Ψ(2) is not the ground state of Ĥ(1),




∣∣∣Ĥ(1)∣∣∣Ψ(1)〉 < 〈Ψ(2)∣∣∣Ĥ(1)∣∣∣Ψ(2)〉 , (2.7)
where the last term can be written as〈
Ψ(2)
∣∣∣Ĥ(1)∣∣∣Ψ(2)〉 = 〈Ψ(2)∣∣∣Ĥ(2)∣∣∣Ψ(2)〉+ 〈Ψ(2)∣∣∣Ĥ(1) − Ĥ(2)∣∣∣Ψ(2)〉
= E(2) + 2
∫ [
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Note that the factor of 2 is the inclusion of spin degeneracy, as we assume a closed-
shell system. Combining the above equations, eq. (2.7) and eq. (2.8), we arrive
at
E(1) < E(2) +
∫ [
V (2)(r)− V (1)(r)
]
n0(r) dr . (2.9)
If the same procedure is applied to E(2), we will arrive at the same result with the
superscripts (1) and (2) simply interchanged,〈
Ψ(1)
∣∣∣Ĥ(2)∣∣∣Ψ(1)〉 = 〈Ψ(1)∣∣∣Ĥ(1)∣∣∣Ψ(1)〉+ 〈Ψ(1)∣∣∣Ĥ(2) − Ĥ(1)∣∣∣Ψ(1)〉
= E(1) + 2
∫ [





E(2) < E(1) +
∫ [
V (1)(r)− V (2)(r)
]
n0(r) dr . (2.11)
By adding together eq. (2.9) and eq. (2.11), one will find a contradictory inequality,
E(1) + E(2) < E(1) + E(2). (2.12)
Therefore the initial condition that there are two different external potentials dif-
fering by more than a constant that produce the same non-degenerate ground state
density has to be false. This establishes the desired result where the electronic
density must uniquely determine the external potential to within a constant. Fur-
thermore, since the Hamiltonian is completely determined by the charge density,
the total energy can be considered as a functional of the charge density,
E[n] = T [n] + Eext[n] + Eee[n], (2.13)
where T , Eext and Eee are the kinetic energy, external interaction and electron-
electron interaction functionals, respectively. Therefore it can be said that with
only the ground state density, all the properties of the system can be determined.
2.2.2 Theorem II
Theorem II states that a universal functional for the energy E[n] in terms of the
density n(r) must exist, valid for any external potential V (r), and the exact ground
state energy of the system is the global minimum of this functional. In addition,
the density n(r) that minimises this universal functional is the exact ground state
density n0(r).
It can be readily proven from the first theorem by first considering the total
6
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energy as a functional of the charge density, eq. (2.13). Since all the terms in the
energy functional are uniquely determined for a given n(r), except for the external
interaction, we can construct a functional which encapsulates all internal energies,
kinetic and potential of the system. Such a functional is known as the Hohenberg-
Kohn (HK) universal functional,
FHK[n] = T [n] + Eee[n]. (2.14)
Hence the final form of the energy functional is given by
EHK[n] = FHK[n] +
∫
V (r)n(r) dr . (2.15)
Let us now consider a system with external potential V (1)(r) which gives the
ground state density n(1)(r). The energy of this system is equal to the HK energy
functional as per the above discussion,




Now consider another system with density n(2)(r), which must correspond to a
different wavefunction Ψ(2). It directly follows that the energy E(2) of this state




∣∣∣Ĥ(1)∣∣∣Ψ(1)〉 < 〈Ψ(2)∣∣∣Ĥ(1)∣∣∣Ψ(2)〉 = E(2). (2.17)
This shows the energy evaluated for the correct ground state density is indeed lower
than the energy evaluated for any other density. Moreover, it implies that minimising
E[n] with respect to n(r) would yield the exact ground state density and hence all
other ground state observables.
2.3 Kohn-Sham Density Functional Theory
The HK theorems form the basic premise of DFT, where the energy is written as
a functional of the density and minimised the energy with respect to the density,
to produce the ground state density and energy. The idea of DFT simplifies the
original many-body problem greatly. However, with the exact form of the universal
functional unknown, this still yields very little applicability to practical calculations.
This problem was later ameliorated by Kohn and Sham [22], when they found a
remarkable result that the exact ground state density of an interacting system can
be calculated using a fictitious non-interacting system. We will now proceed to show
7
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this result and how it can be used to greatly simplify DFT calculations.
Let us begin by considering the universal functional from eq. (2.14), but
writing it in terms of a non-interacting system,
F [n] = Ts[n] + EH[n] + Exc[n]. (2.18)
Ts[n] and EH[n] are the non-interacting kinetic energy and the Hartree energy
from the Hartree potential given by eq. (2.6), respectively. Exc[n] is the exchange-
correlation functional that captures the exchange and correlation effects that are
missing from the non-interacting electrons, which by definition is equal to
Exc[n] = (T [n]− Ts[n]) + (Eee[n]− EH[n]). (2.19)
This looks like a small contribution as it only contains the difference in energy, but it
has been shown that for homogeneous electron gas, this contribution is of the same
order of magnitude as the total kinetic energy [23], thus it cannot be neglected and
a good approximation for it is vital for any accurate DFT calculations. Using this
form of F [n], E[n] can now be minimised with respect to variations in n(r). This
is achieved by solving the Euler-Lagrange equation by imposing δF [n]δn = 0 along





ψi(r) = εiψi(r), (2.20)
where the effective potential, Veff(r), is given by





and VH(r) is the Hartree potential from eq. (2.6). Solving the Schrödinger equation





where fi are the occupancies of each state, which is given by Fermi-Dirac distribu-
tion.
8











n(r) = ∑Ni fi|ψi(r)|2
Self-consistent?
Output quantities
Energy, forces, density of states, . . .
no
yes
Figure 2.1: Schematic representation of self-consistent field calculation of the KS
equation.
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Equations (2.20) to (2.23) form a set of equations known as the Kohn-Sham
(KS) equations. It can be seen that although the derivation of the KS equations
required F [n] to be rewritten, it is ultimately unchanged, therefore according to
HK theorem II, the density of the non-interacting problem is precisely the same as
that of the original interacting problem. In other words, the problem of a system of
interacting electrons in an external potential V (r) is equivalent to the problem of a
system of non-interacting electrons under the effective potential Veff(r). From the
KS equations, notice how the charge density depends on the effective potential and
the effective potential in turn depends on the charge density. This means that the
KS equations are a set of closed equations and must be solved self-consistently, as
illustrated in fig. 2.1. Needless to say, the exact form of Exc is still unknown, but
the problem is now reduced from finding a general universal functional F [n] for an
interacting system to just finding a good approximation for Exc for a non-interacting
system.
2.4 Exchange-Correlation Functional
Developing a good approximation for the exchange-correlation functional is one of
the core problems of DFT. From eq. (2.19), we can see that Exc is numerically
small as it is only a small error introduced by the usage of an average Hartree
potential and a non-interacting kinetic energy. However, a good approximation
for it is vital for any accurate DFT calculations. Within the same seminal paper
of Kohn and Sham [22], a very successful approximation, now known as the local
density approximation (LDA), was proposed.
For n(r) varying slowly, LDA assumes that the exchange-correlation energy
density is the same as in a homogeneous electron gas (HEG). By also separating out





εHEGx (n) + εHEGc (n)
)
dr . (2.24)
The exchange part of the functional has the analytical form, following the Thomas-
Fermi-Dirac model [24],








The correlation part has been studied analytically by Gell-Mann and Bruecker [25].
Despite the local approximation, LDA is remarkably successful in describing
the ground state properties of many real materials. The key to its the success is
mostly the fact that the approximation satisfies the sum rules for the exchange-
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correlation hole in the charge density [26]. However successful the LDA is, it still
has many limitations and net error [27] (See reference [24, 28] for a more in-depth
review of the applications of the LDA to real systems and the DFT formulations).
An obvious problem with the LDA is that it fails for non-uniform systems where
the density can vary rapidly. The generalised gradient approximation (GGA) [29]
corrects this by the inclusion of the dependency on the gradient of the density ∇n
and the general form of the functional is
EGGAxc [n] =
∫
n(r)εGGAxc (n, |∇n|) dr . (2.26)
The GGA offers other improvements over LDA in other aspects aside from the rapid
varying density problem [30, 31]. Popular functionals that is a family of the GGA
includes the PW91 [29], B88 [32] and PBE [33] functionals.
For vertical heterostructures where van der Waals (vdW) forces are present,
special care is needed, as GGA and LDA do not include any terms relating to such
forces. The vdW interaction is caused by instantaneous dipoles due to correlations in
fluctuating polarisations of nearby particles. This effect is long-range and thus vdW
forces are non-local in nature. Dion, Rydberg, Schröder, Langreth, and Lundqvist
[34] attempted to correct the energy by adding a non-local term in the correlation
energy using the LDA as a starting point:
Ec[n] = ELDAc [n] + Enlc [n], (2.27)
with the non-local contribution takes the form of a density-density interaction along





n(r)n(r′)φ(r, r′) dr dr′ . (2.28)
The form of the kernel is generally not known, but can be derived from adiabatic
connection-fluctuation theory [35, 36]. This completes the inclusion of vdW forces
and the full exchange-correlation energy is simply
Exc[n] = EGGAx [n] + ELDAc [n] + Enlc [n]. (2.29)
Unfortunately, this method involves a 6-dimensional integral which is very expensive
to compute. However, we can reformulate this problem using a method developed
by Román-Peréz and Soler [37] to reduce this to just a 3-dimensional integral. They
11
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n(r)n(r′)φ(q, q′,∆r) dr dr′ , (2.30)
where q and q′ are the values at r and r′ of a universal functional q0(n(r), |∇n(r)|),
and ∆r = |r− r′|. The form of the universal functional is proposed in the same
paper [37]. We will now consider a fixed number of non-uniform sampling points
for the universal functional qα accompanied by interpolating polynomials pα(q) to
compensate for the finiteness of the grid, where the interacting polynomials are cubic


















θα(r)θβ(r′)φαβ(∆r) dr dr′ . (2.33)








θ̃∗α(k)θ̃β(k)φ̃αβ(k) dk , (2.34)
where the ‘∼’ accent denotes the Fourier transform of the function. The original
6-dimensional integral in real space is now reduced to a 3-dimensional integral in
reciprocal space, and since the matrix terms introduced by the finite non-uniform
grid need only be computed once at the start of the calculation, this formulation
improves the computational efficiency greatly compared to the original formulation
by Dion et al.
The final problem is now the choice of the functional type, in which Klimeš,
Bowler, and Michaelides [38] have explored a variety of exchange functional and the
parameters thereof, and have achieved a ‘chemical’ accuracy within 1kcal/mol for
energies for a wide range of systems. They have created special functionals such
as the optB88-vDW [38], which will be shown to produce the best results for our
systems. The PBE and optB88-vDW functionals are widely used across the results
sections of this thesis.
12
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2.5 The Band Gap Problem
Both GGA and LDA possess a fundamental problem where the functional is ap-
proximated to be a smooth function, but in reality it is not differentiable in open
systems. A proof by Perdew, Parr, Levy, and Balduz shows that Exc must contain a
derivative discontinuity [39, 40], because the exact exchange-correlation functional
connects the energies for integer particle numbers by straight lines, thus features
derivative discontinuities ∆xc at integer particle numbers.
If we consider the fundamental band gap for a system with N electrons is
given by the differences of ground state total energies of systems with deviating
numbers of electrons [40],
Eg = (EN+1 − EN )− (EN − EN−1). (2.35)
Thus being able to calculate the ground-state total energy for these different systems
should be enough to calculate the band gap. Within the KS DFT formalism, we














By employing Janak’s theorem [41] ( ∂E∂ni = εi, where εi is the energy of ith electron
state in the KS system) and the derivative discontinuity ∆xc introduced by Exc, we
would arrive at
Eg = εN+1 − εN + ∆xc. (2.37)
Notice that this result does not assume the form of Exc, so even given the exact
exchange-correlation functional, one cannot get the fundamental band gap of the
real interacting-electron system without including the derivative discontinuity. This
is known as the band gap problem, where DFT always underestimate the band
gap. This motivates the development of a different approach that is beyond the KS
formalism, called the GW approximation, which is introduced in chapter 4.
2.6 Basis set and Periodic Systems
The set of KS equations (eqs. (2.20) to (2.23)) can now be solved numerically for
a given approximation to the exchange-correlation functional by expanding each
13






{χb} are known as basis functions, which form a basis set, and {cbi} are the ex-
pansion coefficients. The choice of the basis set is free, with one condition that
any wavefunction must be able to be written as a linear combination of such basis
functions. The expansion in its current form is unusable due to the summation to
infinity, therefore an approximation will be needed. A reasonable approximation






where Nb is the number of basis functions. As one can imagine, the larger the
basis set used, the higher the accuracy of a DFT calculation at the cost of more
computational memory and time. The choice of basis set is therefore twofold: one
must choose the type of basis function and the size of the basis set to be used.
Choosing the type of basis set depends on the material in question. This
thesis concentrates on crystalline materials, in which the system can be modelled
as an infinite repetition of a crystal. This is usually described in terms of a Bravais
lattice such that each crystal unit cell are spanned by a set of primitive vectors {ai}
and the infinite repetition can be generated by a discrete translation operation
R = n1a1 + n2a2 + n3a3, (2.40)
where ni are any integers. In such periodic system, the KS effective potential meets
the condition
veff(r) = veff(r + R), (2.41)
Under such condition, the wavefunction can be written as the Bloch wavefunction,
from Bloch’s theorem [42],
ψik(r) = eik·ruik(r), (2.42)
where uik(r) is a periodic function with the same periodicity of the Bravais lattice, so
that it possesses the property uik(r+R) = uik(r). Due to the plane-wave part of the
Bloch wavefunction, it is instructive to expand uik(r) also in terms of plane-waves.
14
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As stated previously in this section, we must reduce the size of the basis set
to a finite number. In this case, we will need to reduce the sum over the reciprocal
vectors G by some spherical cutoff radius, which we will denote as Gcutoff. Note that
each plane-wave has a kinetic energy of 12 |k + G|
2, thus the choice for the Gcutoff





Using a Ecutoff to define Gcutoff is very intuitive because the plane-waves with smaller
kinetic energy, electrons that are far away from its nucleus, play a more important
role than those with high kinetic energy, electrons that are close to its nucleus.
The plane-wave basis set has advantages such as the lack of the basis set
superposition error [43] and due to the independence of the nuclear positions, it
allows for simpler calculation of the forces which is described in section 2.8. Such
a basis set is used in programs such as Quantum ESPRESSO [44], which is used
extensively throughout chapter 6.
2.7 Pseudopotentials
Another problem that DFT faces is the complicated effects that core electrons, elec-
trons near its nucleus, experience caused by the divergence of the coulomb potential.
One can increase the basis set size to include the higher energy nodes, but this in-
creases the computational cost and can sometimes be impractical. Pseudopotentials
essentially remove these core electrons and thus the complicated effects by fixing
these electrons as they are so tightly bounded to the nucleus. The potential from
the core electrons is replaced by an effective potential that matches the real potential
outside of a specified core radius rc. Similarly, the wavefunction associated with the
pseudopotential, the pseudowavefunction, matches the real wavefunction outside of
rc. The pseudopotential is said to be softer with larger rc.
The choice for the number of core electrons and valence electrons is not strict,
but in general follows a simple rule where the outermost shell of an atom is used
for the valence electrons and the rest are considered as core electrons. For example,
in tungsten one might consider only the 6s25d4 as valence electrons, but there are
cases where one needs to include more electronic states as valence: in this case its
15
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semi-core shell 4f14 may also be included. Including more valence electrons will
increase computational cost, but generally improve accuracy; therefore the choice is
dependent on the level of accuracy that one is trying to achieve.
There is also another important property that one must consider: the phase
shift due to scattering of a plane wave by the core. There is a different phase shift
for different angular momentum states, and it is also desirable to reproduce this
within the pseudopotential framework. The phase shifts for the valence eigenval-
ues/eigenfunctions are by definition always matched, however for higher energies
this is not the case and other techniques need to be employed to preserve the phase
shifts.
The most common type of pseudopotential is the norm-conserving pseudopo-
tential. These pseudopotentials require the norm-conservation condition, where the
integrated charge inside rc for the pseudowavefunction ψPS must be the same as the





|ψPS(r)|2 dr . (2.45)
This condition ensures that the energy derivative of the phase shift is the same as for
the real wavefunction, thus the scattering phase shift matches the real wavefunction
for a wider energy range. Another popular type of pseudopotential is the Vanderbilt
ultrasoft pseudopotential [45], where the norm-conservation condition is relaxed in
order to reduce the cutoff energy required for the basis set.
Up till now relativistic effects were not discussed, but to encapsulate the
effects of spin-orbit coupling (SOC), we must include the effects of relativity into
the pseudopotential. Let us start by defining an l-dependent potential for both total





(l + 1)Vl+1/2 + lVl−1/2
]
, (2.46)
which includes scalar relativistic effects, where the SOC term from the Dirac’s equa-














The inclusion of SOC allows the observation of effects such as spin-orbit splitting,
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but increases the computational cost. Pseudopotentials generated using the Dirac
equation with and without SOC are called fully relativistic pseudopotentials and
scalar relativistic pseudopotentials, respectively.
2.8 Forces and The Hellmann-Feynman Theorem
Once the energy is obtained in a DFT calculation one can calculate other properties
such as the interatomic forces acting on each atom. Finding the forces of a system
is particularly useful as minimising the interatomic forces also minimises the energy,
generating the optimal structure from an arbitrary state. However, note that in
practice the forces will in general be at a local minimum, because to guarantee
a global minimum one is required the search through whole energy space. Such
force minimisation is known as geometry optimisation, which allows predicting bond
lengths, bond angles and how defects can affect the structure.





This derivative can be computed efficiently by employing the Hellmann-Feynman
theorem [48, 49]. The theorem states that for a time-independent Schrödinger equa-
tion Ĥ(λ)ψ(λ) = E(λ)ψ(λ), the derivative of the energy with respect to the param-
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In other words, the energy derivative with respect to an external parameter can be
calculated as the expectation value of the derivative of the Hamiltonian operator.





A problem to note is that the Hellmann-Feynman theorem requires that the
wavefunction to be in its exact ground state, which is not possible to obtain with
a variational method such as DFT. At each iteration, the varying wavefunction,
which we will call ψtrial, will not be the eigenfunction of the Hamiltonian, that is
Ĥψtrial 6= Eψtrial. Therefore, the Hellmann-Feynman theorem cannot be applied
directly. We must consider the full energy derivative for a wavefunction which is























The first term is just the Hellmann-Feynman force. The second and third terms
are known as the Pulay force [50]. Just looking at the Pulay force, when full self-
consistent convergence to the exact ground state is achieved, the second term will
vanish because ∂E∂cb = 0. The third term can only vanish when
∂χb(r)
∂RI vanishes,
because ∂E∂χb(r) is non-zero unless the basis set is complete, i.e., infinitely large.
Since a plane-wave basis set does not depend on the nuclear positions, ∂χb(r)∂RI = 0,
thus the Pulay force does not contribute to the total force of an atom and the





3.1 Limitations of Traditional DFT
Introducing the formalism of DFT has indeed simplified the original many-body
problem, where calculation of only a few atoms is very cumbersome, and has thus
made enormous impact on science [51]. However, traditional KS DFT still suffers
a major problem, namely that simulation of large systems beyond a few hundred
atoms is difficult even for the most powerful supercomputers. The origin of this
problem lies in the O(N3) scaling of DFT, where as the number of atoms increases,
the computational cost increases cubically. To understand this O(N3) asymptotic
behaviour, let us go back to the KS equation, eq. (2.20). As can be seen from this
equation, the orthonormality constraint of the KS orbitals must be imposed directly,∫
ψ∗m(r)ψn(r) dr = δnm. (3.1)
As the number N of KS orbitals rises, the number of orbital pairs grows as N2.
Furthermore, as illustrated in fig. 3.1a, each KS orbital in general extends over
the entire system, thus the overlap integral in eq. (3.1) scales with the system size
as O(N). Combining all the aforementioned dependencies, a traditional KS DFT
calculation requires a computational effort which scales as O(N3). Therefore, in
order to study larger and more complex systems, this time complexity will need to
be reduced.
Recent years have shown an increase of interest in the development of linear-
scaling or O(N) DFT [54, 55], which offers the power to perform simulations of
19
CHAPTER 3. LINEAR-SCALING DENSITY FUNCTIONAL THEORY
(a) (b)
Figure 3.1: Orbitals for a peptide from two different DFT calculations. (a) A
traditional DFT calculation with CASTEP [52] showing a delocalised KS orbital.
(b) A ONETEP calculation showing three localised orbitals (non-orthogonal gen-
eralised Wannier functions). Courtesy of Skylaris et al. [53]
entire biological molecules and nanostructures containing thousands of atoms. There
have been several different linear-scaling schemes proposed [56–60], but this project
focuses on a linear-scaling method that has been implemented in the ONETEP
code [53, 61].
3.2 Density Matrix Formulation
We shall now consider the density matrix and transform it to a form appropriate to
a linear-scaling approach. Within KS-DFT a spinless reduced single particle density




fn |ψn〉〈ψn| , (3.2)
where fn is the occupation number, which is either 0 or 1 for an insulating system.



















∣∣r′〉 = ρ(r, r′), (3.3)
which requires the orthonormality of the orbitals {ψn(r)} as per eq. (3.1). Because
of this property of idempotency, the density matrix is thus a projection operator, in
this case, an operator that projects a state onto the space of the occupied states ρ̂.
The diagonal elements of ρ(r, r′) give the charge density n(r), that is to say
n(r) = 2ρ(r, r). (3.4)
The factor of 2 accounts for the spin degeneracy in our closed-shell system. This
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also means that the total number of electrons must be given by trace of ρ,
2 tr[ρ] = N. (3.5)
An important property of the density matrix is that the total energy of the system






As it is now, the information encompassed in the density matrix still scales as N2
because the orbitals are delocalised and the number of states scales linearly, thus
the original scaling problem is not solved.
To proceed further in the development of linear-scaling, one must make some
approximations, namely exploiting the nearsightedness principle [62, 63]. It has been
proven analytically [64] that in insulating or semiconducting systems, the density
matrix decays exponentially with respect to the displacement between the atoms,
so that
ρ(r, r′) ∝ e−γ|r−r′| → 0 as
∣∣r− r′∣∣→∞. (3.7)
This means that for any given position r the density matrix ρ(r, r′) differs signif-
icantly from zero only for points r′ within a finite volume around r. Note that
this volume is independent of system-size, as the decay rate γ depends on the en-
ergy gap between the highest occupied and lowest unoccupied states. Hence, the
nearsightedness principle indicates that the density matrix can be expressed as a
sparse matrix. When written in a localised basis, this implies that the total amount
of important information scales linearly with system size. Furthermore, the use of
localised orbitals will not result in lost accuracy.
Within ONETEP, so-called non-orthogonal generalised Wannier functions
(NGWFs) are used as the localised orbital [53, 65] (illustrated in fig. 3.1b) and the





where φα(r) is the NGWF and Kαβ is known as the density kernel [66]. To under-
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where Miα is the molecular orbital coefficient of orbital i corresponding to NGWF
φα. With the NGWFs in this form, they can be truncated beyond a certain cutoff
radius Rφ. Using this relationship along with eq. (3.2) and eq. (3.8) will give the






With the new definition of the density matrix, the idempotency condition






















where Sδγ = 〈φδ|φγ〉 is the overlap integral between NGWFs φδ and φγ . It is
obvious that for the idempotency condition to be satisfied, the term inside the
square brackets must equal to the corresponding term of the density kernel, i.e.,
KSK = K. (3.12)
The normalisation condition, eq. (3.5) can also be redefined as,
















is defined as a dual to the NGWFs, thus possesses the property that 〈φβ|φα〉 =
δβ
α. With the above redefinitions, the sparsity of the density kernel can then be
predetermined. Since the density kernel is required to be a sparse matrix, it then
needs to be truncated by postulating that Kαβ can be set to 0 if the corresponding
NGWFs centres are separated by more than some cutoff rK.
The localisation of the NGWFs along with the density kernel truncation will
result in a density matrix where the information truly scales linearly with the size of
the system. Note that this only applies in the case of insulators or semiconductors.
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3.3 Density Kernel Optimisation
The idempotency constraint (eq. (3.12)) presented in the last subsection needs to
be imposed. There are two separate methods used within ONETEP for this: the
penalty-functional method [66, 67] and the method of Li, Nunes and Vanderbilt
(LNV) [68], based on the McWeeny purification transformation [66]. The first
method imposes the idempotency by first minimising the positive definite functional
P [ρ] using a steepest descent method, where
P [ρ] =
∫ ∫ [
ρ2(r, r′)− ρ(r, r′)
][
ρ2(r′, r)− ρ(r′, r)
]
dr dr′ . (3.15)
For a nearly idempotent density matrix, this is proportional to the mean square
deviation of the occupation numbers, i.e.,










Then a certain proportion of this functional is added to the energy functional to
enforce idempotency. This method, however, has the limitation that the functional
can have several local minima.
The second method, the default method in ONETEP, by expressing the
density-kernel in terms of an auxiliary matrix L:
K = 3LSL− 2LSLSL, (3.17)




Hence, the functional for E is minimised to find Kαβ for a fixed {φα}. The energy
functional for this method only has a single minimum, as opposed to the former
method. Optimising the kernel this way is stable for when the occupation numbers












3.4 Non-Orthogonal Generalised Wannier Functions
At the heart of ONETEP is the choice of the orbitals, in which a set of NGWFs is
used. They are a small number of iteratively optimised local orbitals, as opposed to a
large fixed set. This allows excellent transferability since it is no longer necessary to
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(a) (b)
Figure 3.2: (a) A psinc basis function centered at a grid point in the simulation
cell, where it crosses each grid point (black dots) with value zero, except for the
grid point that it is centred on. (b) NGWF expansion in terms of the psinc basis
with localisation radius imposed. Courtesy of Skylaris et al [53].
increase the size of the orbital set to reach convergence. Although extra computation
is required to optimise the NGWFs, this computational effort is compensated by the
minimal orbital set size, while achieving high accuracy.
We will begin by describing the basis set used to expand the NGWFs. Let
us consider a simulation cell containing a total number of grid points G, ri is a
real-space grid point and kp is a reciprocal-space grid point. Centered on each of







This is known as a periodic cardinal sine (psinc) function [69] or a periodic bandwidth-
limited delta function, as illustrated in fig. 3.2a. The maximum value of kp is con-




Hence the grid spacing can be controlled through this energy cutoff parameter. The
psinc functions have the property that they are zero at any other grid point aside
from the one which they are centered on, but they do have non-zero values and
oscillate between grid points.
Notice that fig. 3.2a lacks cylindrical symmetry. This becomes more apparent
when looking at the traditional 2D sinc function, which is written as sin(x) sin(y)xy .
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Figure 3.3: Illustration of the FFT box technique. The circles are the different
NGWFs, the outer box is the simulation cell and the inner box is the region in
which the FFTs are performed.




eit·r dt , (3.21)
the psinc function differs only in that the continuous integral is replaced by a finite
sum over the reciprocal lattice vectors of the simulation cell, as in eq. (3.19). As a
result, they are also cell periodic, i.e., Di(r + R) = Di(r). Since this basis spans the
same Hilbert space as the basis of plane-waves via Fourier transform, the kinetic
energy can be calculated accurately and efficiently using fast Fourier transforms
(FFTs).




ci,αDi(r) ∀ i ∈ Rα, (3.22)
where Ci,α is the expansion coefficient of φα at grid point i and Rα is the localisation
radius of φα. φα outside of Rα is zero as seen in fig. 3.2b. As a result of the NGWFs
being written in this form with some localisation radius that is set a priori, the
FFTs required to calculate the kinetic energy need not to be performed over the
whole simulation cell. Instead, FFTs can be performed in boxes with the so-called
FFT box technique [70]. A smaller FFT box is placed such that it is centred on
each NGWFs and its size is chosen to be sufficiently large, six times the size of
the NGWFs radius, to encompass all the NGWFs of the overlapping neighours, see
fig. 3.3. FFTs performed this way will depend only on the radius of the NGWFs
and not on the system size, thus linearly scaling is maintained.
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3.5 Projector Augmented Wave
The projector augmented wave (PAW) method was introduced by Blöchl in 1994 [71]
to resolve the difficulty for electronic structure methods to describe the bonding
region without the loss of accuracy or speed, while considering the highly oscillating
valence wave functions near the atom center. It is a method which generalises the
pseudopotential concept and augmented wave methods, and allows for smoother
wavefunctions which in turn allows the calculation of all-electron (AE) quantities.
3.5.1 Wavefunctions
As in other augmented wave methods, the PAW method divides the wave function
into parts: a partial wave expansion within an atom-centred sphere, and plane waves
outside the sphere. The region inside this sphere is known as the augmentation
region and this sphere shall be known as the PAW sphere. In order to solve the
problem of the strongly oscillating wavefunctions near the atom core, one needs to
consider a linear transformation which maps the AE eigenstates |ψn〉 onto some




where T̂ is the linear transformation operator. Note that we have defined all the
PS quantities to have ‘∼’ as accent. The linear transformation is defined to only act
on wavefunctions inside the augmentation region R, so that




This implies that AE and PS wavefunctions are identical outside R.
If the AE and PS wavefunctions are expanded in a set of partial waves |ϕi〉







ci |ϕ̃i〉 , (3.25)




ci(|ϕi〉 − |ϕ̃i〉). (3.26)
Since T̂ is required to be linear, the expansion coefficients of the partial waves must
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∣∣∣) ∣∣∣ψ̃n〉 , (3.28)
giving the definition of the linear transformation T̂ . The projectors
∣∣p̃i〉 are dual to
the partial waves |ϕ̃i〉, i.e., 〈
p̃i
∣∣∣ϕ̃j〉 = δij . (3.29)
In addition, the PS partial waves should ideally therefore form a complete set such
that ∑
i
∣∣∣ϕ̃i〉〈p̃i∣∣∣ = 1. (3.30)
In practice, we want the partial waves and the projectors in a form where
the radial and angular dependence is separable. Therefore, expanded into a radial





where ξi is a partial wave or projector function.
3.5.2 Densities
Within ONETEP, the eigenstates are not directly accessible, therefore the transfor-




















































∣∣∣p̃j〉 (|ϕj〉 − |ϕ̃j〉).
(3.32)
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As can be seen here the PAW transformation in eq. (3.28) has been employed.




∣∣∣fn∣∣∣ψ̃n〉, the assumption that the PS partial waves form a complete set
within the PAW spheres, as in eq. (3.30), and also the assumption that any non-





∣∣∣p̃i〉 ρ̃〈p̃j∣∣∣ . (3.33)
Hence, we can write the total AE valence density in terms of the sum of the density
associated with the PS wavefunctions and a correction term ρ1(r)− ρ̃1(r) localised
in the spheres around each atom:
ρ(r) = ρ̃(r) +
∑
ij




= ρ̃(r) + ρ1(r)− ρ̃1(r).
(3.34)
The ρij matrix is the projection of the density matrix in the PAW spheres:
ρij =
∣∣∣p̃i〉 ρ̃〈p̃j∣∣∣ . (3.35)
Since the PS density ρ̃(r) is smooth, it can be treated on a grid just like in a
norm-conserving approach. ρ1(r) and ρ̃1(r) are changing rapidly, and therefore
required to be dealt with on radial grids around each atom. As can be seen here,
the total AE density is recovered by applying a general PS wavefunction scheme.
ONETEP follows the PAW implementation in ABINIT [72] and we refer the reader
to the detailed ONETEP implementation written by Nicholas Hine [73] for any other




4.1 Motivations for the GW Approximation
As briefly stated in section 2.5, DFT encounters a fundamental problem when pre-
dicting the band gap of a material. The LDA and GGA fail to predict transition
metal oxides to be an insulator. A early attempt to mediate this problem was the
LDA+U method [74, 75], where an orbital-dependent potential U that acts only
on the d or f states is introduced on top of LDA. This introduction of this extra
potential splits partially-filled d or f bands, forming the upper and lower Hubbard
bands. This was proven to work reasonably well for Mott-Hubbard insulators and
rare earth metals, in which the 3d and 4f bands are partially filled [76]. LDA+U,
however, incorrectly predicts the band structure and does not work well for metals
that contain partially filled 3d shells such as transition metals. Another method to
improve the energies is to calculate the exact exchange energy and use the LDA for
the correlation energy [77, 78]. This is known as the optimized effective potential
method. It has been shown to yield promising results for semiconductors and in-
sulators regarding to the band gaps [79], but since it was intended to only improve
upon the energy functional, it does not address the description of quasiparticle (QP)
energies, which DFT also lacks.
QP energies are the energies of particle-like excitations of an interacting
many-electron system, in contrast to the KS eigenvalues, which have no clear phys-
ical meaning as the eigenvalues are of a non-interacting system. QP energies are
therefore more useful for excited-state properties, for example, the electronic excita-
tion spectra of materials such as those measured in optical and photoemission exper-
iments. The GW approximation (GWA) addresses the problem with the band gap
and QP energies by the introduction of a non-local and energy-dependent self-energy
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operator that replaces the exchange-correlation energy functional from DFT Hedin
[80]. The GWA is also equipped with a screened Coulomb potential to include
the effect of screening which is ideal for electron gas and semiconductors with a
large dielectric constant (e.g., silicon with a dielectric constant of ∼ 12 [81]), where
screening is very important. The GWA has been applied to wide classes of materials
and successfully achieved good agreements with experimental band gaps [82]. In this
chapter, many formulations and ideas have their origin in the paper by Aryasetiawan
and Gunnarsson [83].
4.2 The Green’s Function and the Self-Energy
In order to calculate the QP excitation energies, we must consider adding an electron
to a higher energy unoccupied state. The excited electron or quasiparticle have
a finite lifetime and a different effective mass, but otherwise maintains the same
fermionic properties as the bare electron. QP excitation is not to be confused with
optical excitation. In QP excitation, we are only adding or subtracting an electron
to the system, whereas in optical excitation, an electron is excited from the valence
band to the conduction band, which introduces two QPs into the system, the electron
and hole, which interact and can form an exciton.
During an excitation, a hole is created which later annihilates with an elec-
tron during photoemission. Under such description, it is intuitive to use the anni-
hilation and creation second-quantised operators in the Heisenberg representation.
Along with the Green’s function (GF) formalism, we can describe the probability of
finding a particle at a position r at time t, after adding a particle at position r′ at
time t′ with
G(r, t; r′, t′) = −i
〈
ΨN0
∣∣∣T [ψ̂(r, t)ψ̂†(r′, t′)]∣∣∣ΨN0 〉 . (4.1)∣∣∣ΨN0 〉 is the exact N-electron ground state, the ψ̂(r, t) and ψ̂†(r, t) are the annihi-
lation and creation operators, and T indicates that the operators are time-ordered
such that








∣∣∣ψ̂†(r′, t′)ψ̂(r, t)∣∣∣ΨN0 〉 for t < t′. (4.2)
To get a more physical description of the GF, we can imagine in a photoemis-
sion experiment, one would fire a photon with an energy ω to knock out electrons
and measure the energy of the photoemitted electrons to obtain an excitation spec-
trum. Therefore, it is useful express the GF as a function of frequency, and hence
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energy, ω. For that we can perform a Fourier transform with respect to t − t′, as-
suming time-translational invariance, to arrive at the spectral representation of the
GF





∣∣∣ψ̂(r)∣∣∣ΨN+1n 〉 〈ΨN+1n ∣∣∣ψ̂†(r′)∣∣∣ΨN0 〉




∣∣∣ψ̂†(r)∣∣∣ΨN−1n 〉 〈ΨN−1n ∣∣∣ψ̂(r′)∣∣∣ΨN0 〉
ω − (EN0 − EN+1n ) + iδ
,
(4.3)
where δ is an infinitesimal (δ = 0+) and
∣∣∣ΨN±1n 〉 are the wavefunctions of the many-
body Hamiltonian with N ± 1 electrons. The EN+1n − EN0 and EN0 − EN+1n terms
represent the energy of adding an electron to, or removing an electron from, an
N -electron system, where EN±1n is the energy of the N ± 1 electrons system of the




n − EN0 εn ≥ εF
EN0 − EN−1n εn < εF ,
(4.4)
where εF is the Fermi energy.
The GF from eq. (4.3) is not particularly useful, as the eigenstates of the
interacting many-body Hamiltonian is not known. We can, however, write an equiv-
alent GF associated for a non-interacting system and include the electron-electron
interactions using perturbation theory. By using the mean-field (MF) wavefunctions
and energies, we can write the non-interacting GF as




ω − εMFn ± iδ
, (4.5)
where φMFn (r) and εMFn are the MF wavefunctions and energies, and δ is an infinites-
imal that is positive or negative based on whether the state is above or below the
Fermi energy. We can now apply a perturbation to this non-interacting GF to obtain
a Dyson equation for the single-particle GF
G(r, r′, ω) = G0(r, r′, ω) +
∫
G0(r, r1, ω)Σ(r1, r2, ω)G(r2, r′, ω) dr1 dr2 . (4.6)
Σ is a non-local energy-dependent operator known as the self-energy operator, which
contains all of the correlation effects of a many-body system that is missing from
a non-interacting system. The self-energy operator is analogous to the exchange-
correlation functional in DFT.
The simplest way to approximate Σ is to expand it as a power series, also
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called the Dyson series, of the bare Coulomb potential, in which truncating it after
the first term would yield the Hartree-Fock result. In principle, we could expand
the series to higher and higher order to improve upon the Hartree-Fock result, but
this is infeasible in practice. Furthermore, the expansion diverges for metals. To
remedy this problem, Hedin [80] replaced the bare Coulomb potential v with a
screened Coulomb potential W . Since W is much weaker than v, it allows for a
good approximation even after truncating the expansion at the first term. Σ is
therefore approximated as
Σ(r, r′, ω) = i2π
∫ ∞
−∞
G(r, r′, ω − ω′)W (r, r′, ω′)eiδω′ dω′ . (4.7)
Symbolically, this can be written as
Σ = iGW, (4.8)
which give rise to the name GW approximation.
We can write a Schrödinger-like equation similar to the KS DFT Schrödinger
equation in eq. (2.20) using Σ for the QP(
−12∇
2 + V + VH + Σ
)
ψQPn = εnψQPn . (4.9)
However, in practical applications, we can assume that the KS wavefunctions are
similar to the GW wavefunctions, which is the case for many weakly-correlated
to moderately- correlated systems. Hence, by comparing eq. (2.20) and the above





nk )− Vxc|nk〉 . (4.10)
Here, we are expressing the KS non-interacting states as |nk〉, with n being the
band index and k is the reciprocal vector for sampling the Brillouin Zone (BZ)
from the DFT calculation. This means that we are using the DFT wavefunctions
and energies as a starting point to a GW calculation. It is also possible to repeat
the calculation of the second term using the GW energies and wavefunctions, but
diagonalising 〈nk|Σ|n′k〉 instead, to improve the QP energies, but this is often not
necessary as it is simpler to improve the DFT starting point or use approximation
techniques such as the effective energy technique [84].
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4.3 Screened Coulomb Potential
We now turn our attention to the screened Coulomb potential which is defined as
W (r, r′, ω) =
∫
ε−1(r, r′′, ω)v(r′′, r′) dr′′ , (4.11)
where v is the bare Coulomb potential and ε−1 is the inverse dielectric function
ε−1(r, r′, ω) = δ(r, r′) +
∫
v(r, r′′)χ(r′′, r′, ω) dr′′ , (4.12)
with χ being the response function defined as
χ(r, r′, ω) = − i2π
∫
G(r, r′, ω′)G(r, r′, ω′ − ω) dω′ (4.13)
within the random phase approximation (RPA) [85]. The RPA assumes that elec-
trons respond only to an external potential that is oscillating at a single frequency,
so that the phase difference between the particle response and the wave producing
it is independent of the position of the particle. This is justified by the fact that
the response to phase difference with the wave producing it which depends on the
position of the particle tends to average out to zero for a large number of electrons,
as the position of the particles are random.
Notice that the self-energy operator (eq. (4.7)) depends on the screened po-
tential which depends on the GF, which in turn depends on the self-energy operator.
Therefore, this forms a set of self-consistent equations. However, instead of perform-
ing a full self-consistency calculation, we can once again turn to the Dyson series to
compute the screened potential:
W = v + vχ0W, (4.14)
where the χ0 is the non-interacting response function. χ0 can be written similarly
to eq. (4.13), but with two non-interacting GF:
χ0(r, r′, ω) = − i2π
∫
G0(r, r′, ω′)G0(r, r′, ω′ − ω) dω′ . (4.15)
Using the definition of the GF from eq. (4.5) and in the basis of DFT wavefunctions,
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χ0 within the RPA can be written as [83]











ω − εDFTk′n′ + εDFTkn + iδ
− 1




We can, therefore, calculate the screened potential with only the non-interacting
response function starting from DFT wavefunctions and energies.
4.4 The Plasmon-Pole Approximation
By rearranging eq. (4.14), along with the definition of the screened potential eq. (4.11),







Although this does not look too daunting, numerically speaking, we are required to
perform an inverse of a matrix for many frequencies, which is very computationally
expensive. We can, however, take advantage of the fact that the imaginary part of
W is usually flat except for a strong peak corresponding to a plasmon excitation at
the plasmon frequency. The plasmon-pole approximation (PPA) assumes that all
the weight in Im{W} resides in the plasmon excitation [86–88]. ε−1 can therefore





= AGG′(q)δ(ω − ωq).
Hybertsen and Louie [89] first developed the generalised PPA where the real




















Ω2G,G′(q) = −AGG′(q)ω̃G,G′(q) (4.20)
The unknown parameters AGG′(q) and ω̃G,G′(q) can be determined by two different
methods. In the original Hybertsen-Louie (HL) PPA [89], they are determined by
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using the zero-frequency limit (static limit) and the f -sum rule, which is completely
parameter-free. On the contrary, the PPA developed by Godby and Needs [90],
called the Godby-Needs (GN) PPA, the parameters are found by fitting ε−1GG′(q, ω)
at two imaginary frequencies (ω = 0 and ω = iωp). It has been shown that GN PPA




better than HL PPA [91].
As can be seen by applying the PPA, the original problem of needing to
invert a matrix many times to compute the inverse dielectric matrix is reduced to
just finding two unknown parameters for each G, G′ pair. Hence, this reduces the
computational cost drastically. A drawback to the PPA is that the lifetime of the
quasiparticles cannot be calculated because to the imaginary part of the self-energy
is zero except at the plasmon poles.
The GWA with PPA has already been implemented into various codes such
as Abinit [72], VASP [92], BerkeleyGW [93] and Yambo [94], and it has shown
to predict the band gap with much higher accuracy than DFT [95] and it can be
used along with the Bethe–Salpeter equation (BSE) [96] to produce accurate optical
spectra [97–99]. Chapter 6 will also demonstrate how the GWA can produce accurate
band structures that is comparable to experimental measurements.
35
Chapter 5
Defects in TMDC Lateral
Heterostructures
5.1 Introduction
Lateral heterostructures (LHSs) are a type of heterostructures where multiple ma-
terials are grown together in-plane, connected by covalent bonds. This chapter will
explore the formation of different types of defects in TMDC LHSs using DFT cal-
culations. TMDC LHSs have been studied extensively experimentally, and results
have shown that they can be grown with an atomically sharp interface [100, 101],
which can generate strong photoluminescence (PL) at the interface, and their optical
and electrical properties can be controlled explicitly [102–105]. Hence, it has been
suggested that they could open up a new paradigm for next-generation electronic
devices.
The results presented in this chapter focus on three types of TMDC: WS2,
MoS2 and MoSe2, which are each well studied members of the TMDC class. Their
structure consists of stacked trilayers of X-M-X atoms with hexagonal symmetry
(space group P63/mmc), where M is the transition metal and X is the chalcogen.
These TMDCs are chosen due to their well known monolayer properties, but their
LHS form being lesser known. A comprehensive understanding of structural defects
is of paramount importance, as having structural defects can be either detrimental or
beneficial, depending on the targeted application. Hence, this chapter concentrates
on understanding defects in LHSs, and will begin by looking at vacancies in LHSs
with small lattice mismatch, then followed by interface misfit dislocations in LHSs
with large lattice mismatch.
Due to the construction of the LHSs requiring large number of atoms (ranging
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from 400 to 1300 atoms in this chapter), the linear-scaling DFT ONETEP pack-
age [53, 61, 70], the theoretical considerations of which are detailed in chapter 3,
was used to perform all the calculations in this chapter. To ensure the convergence
of the calculations, test calculations were performed on MoS2 at varying NGWF
radius and kinetic energy cutoff. The values 13 a0 and 1200 eV were found to be
sufficiently converged. The PAW formalism described in section 3.5 was employed,
where the PAW sets were constructed using the Perdew-Burke-Ernzerhof (PBE) XC
functional [33], developed by Garrity et al [106]. Before each of the energy and prop-
erties calculation, a geometry optimisation is performed on the system of interest.
See table 5.1 for a summary of the important parameters used.
Parameter Value
Plane-wave cutoff energy 1200 eV
NGWF radius 13 Bohr
XC functional PBE
Energy change tolerance for NGWF optimisation 2× 10−5Eh
Convergence threshold for NGWF RMS gradient 8× 10−7
Force tolerance for geometry optimisation 0.002Eh a0−1
Table 5.1: A table showing several of the most important parameters used in
ONETEP, which would be necessary to reproduce the calculations performed in
this chapter.
5.2 Sulphur Vacancy Formation Energy of WS2|MoS2
The first system explored is a LHS with a small lattice mismatch, i.e., the two
materials have similar lattice constants. Within the TMDC family, TMDCs having
the same chalcogen, but different transition metal (e.g. MoS2 and WS2), have very
similar lattice constant. Conversely, TMDCs having the same metal, but different
chalcogen (e.g. MoS2 and MoSe2), have very different lattice constant.
We have chosen to study the WS2|MoS2 LHS. The lattice constant of WS2
and MoS2 are 3.158Å [107] and 3.169Å [108], respectively, therefore their lattice
mismatch is only ∼0.35%. With such a small lattice mismatch, it is possible to
strain one material to have the same lattice constant as the other material, because
the energy associated with the strain would be smaller than the energy associated
with introducing a dislocation to relieve the strain. Note that this is only true up
to some width of the system, which will be discussed in a later section.
We have chosen to strain the WS2 to have the lattice constant of MoS2
(3.169Å). This choice is arbitrary as we believe that straining either material would
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Figure 5.1: Schematic of the WS2|MoS2 LHS with the interface along the zigzag
direction, where the blue atoms are W, the red atoms are Mo and the yellow
atoms are S. The area defined by the red box is a column or a slab for the slabwise
local density of states calculation. (a) is the top view showing a hexagonal structure
throughout the LHS and (b) is the side view showing a stacked trilayer of sulphur—
transition metal—sulphur.
yield very similar results. A TMDC LHS can be constructed in either the arm-
chair or the zigzag direction, but it has been found experimentally that a zigzag
interface is more commonly observed than an armchair interface [103]. Hence, we
have constructed the WS2|MoS2 LHS with an interface along the zigzag direction
containing 480 atoms (see fig. 5.1). The size of the cell in non-periodic direction is
14Å, therefore our system have a vacuum of 11Å, which is enough to remove any
spurious interactions between the periodic images.
5.2.1 Density of States
With the WS2|MoS2 LHS set up, the total density of states (DOS) was first examined
and it is shown in fig. 5.2a. It is of no surprise that fig. 5.2a shows a clear direct band
gap. As proved previously, although TMDC in bulk is only semiconducting with
an indirect band gap, its monolayer counterpart possesses a direct band gap [109].
The band gap was calculated to be 1.8 eV which is in agreement with previous
theoretically results [103].
The slabwise local density of states (LDOS) was then examined. A slab
LDOS is defined as follows: the monolayer is divided uniformly into 16 slabs in the
x direction, see fig. 5.1a. The slab LDOS is the sum of the contributions to the total
DOS from the local orbitals centered on those atoms [110, 111]. Superposing these
slab LDOS, as in fig. 5.2b, shows the transition of the DOS from WS2 to MoS2.
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Figure 5.2: The density of states of WS2|MoS2, where (a) is the total density of
states and (b) is the slabwise LDOS.
The LDOS result shows that the band alignment is a type II heterojunc-
tion (staggered gap), similar to the results reported in literature [102, 112]. As
experimental study [103] showed that WS2|MoS2 LHS can generate strong PL at
the lateral interface, one might expect a large band gap mismatch at the interface.
On the contrary, Figure 5.2b shows that the shift is minimal at the interface. The
transition from bulk-like DOS of WS2 to bulk-like DOS of MoS2 takes place over
just 1–2 slab widths. It is therefore conjectured that the strong PL response could
be an effect of separation of defects. Hence, we studied the defect formation energy
to gain understanding on where defects are most likely to be observed.
5.2.2 Zhang-Northrup Formalism for Defect Formation Energy
Before we delve into our WS2|MoS2 vacancy formation energy results, this section
will first describe the theory behind the calculation of defect formation energy. In
the Zhang-Northrup formalism [113], the formation energy ∆Ef is





∆niµi + qµe, (5.1)
where Edef,qT and E
perf
T are the total energies of the defect and perfect crystals, µi is
the chemical potential of the atomic species i, ∆ni is the difference in the number
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of atoms of the element i to create the defect, and µe is the chemical potential of an
electron in the perfect crystal. Note that since ∆Ef is the energy associated with
creating a defect, the lower it is, the higher the concentration of defects.
For the specific case of WS2|MoS2 with a single neutral S vacancy defect, the
system of interest here, we can write
∆Ef = EdefT − E
perf
T + µS, (5.2)
where µS is the chemical potential of an S atom. This chemical potential is a
rather troublesome quantity to define, as it is highly dependent on temperature and
pressure for a compound. This quantity is thus usually bounded by the experimental
conditions. We can define upper and lower bounds in which the chemical potential
must lie, since the formation energy can be extracted as a range of values for different
formation conditions.
To obtain the bounds of µS, let us examine the specific case of WS2|MoS2.
From the fact that it could be imagined to be formed exothermally from bulk W, bulk
Mo and gaseous S, one can deduce that the chemical potential per atom of both
species in the monolayer must not be higher than it would be in their elemental
states. Hence, the following inequalities can be written:
µW ≤ µbulkW , µMo ≤ µbulkMo and µS ≤ µ
gas
S , (5.3)
where µbulkW , µbulkMo and µ
gas
S are the chemical potentials for bulk Mo, bulk W and
gaseous S, respectively.
In order to find the lower bound, consider the Gibbs free energy of formation
of the WS2|MoS2,











where µWS2|MoS2 is the total Gibbs free energy per formula unit of the compound





2µMo + 2µS. (5.5)
From the above definition, we can establish the fact that µS is at its minimum only
when µW and µMo are at their maximum, i.e., at their bulk form: max(µW) = µbulkW
and max(µMo) = µbulkMo . Using this knowledge and the three preceding equations,
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And the upper bound is simply
max(µS) = µgasS . (5.7)
The upper and lower bounds of µS shall be known as S-rich and S-poor henceforth.
5.2.3 Vacancy Formation Energy
Since we believe that the strong PL response at the interface could be an effect of
defects, we turn our attention to investigating how vacancies are distributed on a
LHS. We have decided to investigate vacancies because they are both the simple
to create and are the most likely to be observed in experiment. In the case of
WS2|MoS2 LHS, we can introduce W, Mo, single S or double S vacancies. However,
the absence of a transition metal atom or double S would be quite rare. It was found
that the vacancy formation energy of a single S is the lowest among the above types
of vacancy [114]. Hence, the choice of analysing the single S vacancy formation
energy for this project.
The theoretical framework described in the previous subsection suggests that
calculating the vacancy formation energies for WS2|MoS2 requires the simulations
of bulk W, bulk Mo, gaseous S and WS2|MoS2 with and without an S vacancy.
The bulk W and Mo models were set up to be a 4 × 4 × 4 supercell of the body-
centered cubic structure with the lattice parameter 3.192Å for W [115] and 3.169Å
for Mo [115]. The gaseous S was set up to be cyclo-S8 with a crown-like structure
in a 20 × 20 × 20Å simulation cell, where the bond length is 2.07Å obtained from
geometry optimisation. Since we are interested in where an S vacancy is most likely
to form on the heterostructure, we set up 16 different calculations of a WS2|MoS2
with a single top S missing at different columns. Figure 5.3 shows the location of
where each S vacancy is placed. This will give us the vacancy formation energy as
a function of position across the LHS. In addition, we have calculated the vacancy
formation energy of WS2 and MoS2 monolayers S as reference. They were calculated
using a 5 row by 3 column monolayer with and without an S vacancy with the lattice
parameter 3.169Å [108] (see fig. 5.4).
The total energy of each of the bulk systems described above is calculated
and divided by their total number of formula unit to get their respective chemical
potential. The results for the calculations are shown on fig. 5.5. As can be seen
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Figure 5.3: Schematic of the WS2|MoS2 with red circles showing where each
S atom is removed along the HS. The bottom zoomed-in inset highlights the
missing top S atom. The top two zoomed-in insets highlights the two inequivalent
interfaces, in which the left interface is built with the S atoms connected to two
W atoms and one Mo atom, whereas the right interface is built with the S atoms
connected to two Mo atoms and one W atom.
(a) (b)
Figure 5.4: Schematic of a 5 rows by 3 columns MX2 supercell, where the grey
atoms are either W or Mo and the yellow atoms are S. (a) is the top view with
the red circle showing where the S vacancy is placed and (b) is the side view
highlighting that the S vacancy only appears on the top layer.
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Figure 5.5: Vacancy formation energy of the WS2|MoS2 LHS as a function of
position, where (a) is for the S-poor case and (b) is for the S-rich case which defines
the range of possible values for the formation energy. The red line and blue line
are the S vacancy formation energy of MoS2 and WS2, respectively.
that the S vacancies have lower formation energy in the MoS2 region than in the
WS2, thus S vacancies are more likely to form in the MoS2 region. This is apparent
from the vacancy formation of their separate monolayer counterpart, also marked
on fig. 5.5, because the vacancy formation energy of WS2 is higher than MoS2. The
LHS also increased the overall vacancy formation energy when compared to their
separate monolayer counterpart. In addition, a notable feature of the results is that
there is a slight tendency for vacancies to segregate to the W|Mo interface (left
inset of fig. 5.3) rather than the Mo|W interface (right inset of fig. 5.3). This slight
asymmetry was investigated by looking at the average electric potential for each
column and was found that the asymmetry also exists in the electric potential, see
fig. 5.6a. We hypothesise that the trapping of vacancies near one of the interfaces,
albeit only a small effect, could form part of the reason for enhanced PL.
If we look closely at the WS2|MoS2 LHS, one can see that the zigzag interfaces
on the left and on the right are in fact different. Figure 5.3 highlights the differences,
where on the left side, the S atoms are connected to two W atoms and one Mo atom,
whereas on the right side the S atoms are connected to two Mo atoms and one W
atom. These inequivalent interfaces cause a small electric field across the system,
therefore creating an asymmetric electric potential and hence the asymmetry of the
vacancy formation energy. To see that this effect is in fact due to the interfaces,
we looked at the same LHS but with interfaces going along the armchair direction,
as illustrated in fig. 5.7. As we can see from fig. 5.7, the two interfaces are now
equivalent. The average electric potential for such system is shown in fig. 5.6b and
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Figure 5.6: Average electric potential for WS2|MoS2 LHS across the whole struc-
ture. The zigzag interface in (a) illustrates an asymmetric potential as shown by
a small downward slope across unit cell number 6 and 11, whereas the armchair
interface in (b) shows a symmetric potential.
WS2 MoS2 WS2
Figure 5.7: Schematic of the WS2|MoS2 LHS with the interface along the arm-
chair direction, where the blue atoms are W, the red atoms are Mo and the yellow
atoms are S. The area defined by the red box is a column or a slab for generating
the average potential.
it shows a symmetric potential, hence proving that two inequivalent zigzag interfaces
can create a small dipole field.
This concludes our study of vacancies in LHS with small lattice mismatch.
The next three sections will be the discussion on defects in LHS with large lattice
mismatch.
5.3 Critical Thickness and Dislocation
For LHSs with a small lattice mismatch, we argued that it is possible to simply
strain one material such that their lattice constants match. Experimentally, a LHS
can be described as consisting of a 2D film and a 2D substrate (see fig. 5.8). The 2D
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Figure 5.8: Schematic of a periodic cells with a 2D substrate and a 2D film.
substrate would be the first deposited material, and the 2D film would be expected
grow from the island edge of this 2D substrate. We shall henceforth denote the 2D
substrate and 2D film as simply substrate and film to be understood as referring to
in-plane growth; and the reader should not confuse these terminologies with their
usual definitions. See fig. 5.8 on how a simulation cell can be set up according to
our terminologies.
As the film grows and the film thickness increases, the interfacial strain
gradually builds up. At the so-called critical thickness, it becomes energetically
favorable to relieve the strain by including some structural transformation in the
film. The critical thickness of small lattice mismatch LHSs, however, would be very
high. For example, a hexagonal boron nitride (h-BN) film grown on a graphene
substrate with ∼2.4% mismatch, which is already a relatively large mismatch, the
critical thickness is 30Å [116], more than 10 h-BN unit cells. One can imagine
that a WS2|MoS2 LHS with only ∼0.35% mismatch will have a much larger critical
thickness, thus straining the film is more likely over fairly long distance.
The critical thickness would be very small for large lattice mismatch LHSs,
hence becomes a very important and unavoidable parameter. The structural trans-
formation required to relieve the strain is a network of misfit dislocations at the
interface, a type of defects which this section will focus on. Since TMDC LHSs
usually have a zigzag interface, the strain could be relaxed through an insertion or
removal of a column of atoms perpendicular to the interface, in the armchair direc-
tion. Similar to graphene [117], when a column of armchair atoms are removed and
the resulting dangling bonds are reconnected, the pentagon-heptagon (5|7) disloca-
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(a) 4|6 ⊥ (b) 5|7 ⊥ (c) 6|8 ⊥ (d) 4|6 > (e) 5|7 > (f) 6|8 >
Figure 5.9: Three common types of edge dislocation for 2D TMDCs: 4|6, 5|7
and 6|8 dislocations in their ⊥ and > form. The grey atoms are transition metal
and the orange atoms are chalcogen. Notice that the > dislocations are simply the
⊥ dislocations with their metal and chalcogen atoms interchanged.
tion core naturally appears. Although unlike graphene, TMDCs (MX2) can create
two different types of dislocation: an M-rich dislocation with a metal homoele-
mental bond corresponding to Burgers vector b = (1, 0) and an X-rich dislocation
with chalcogen homoelemental bonds corresponding to Burgers vector b = (0, 1).
The metal-rich dislocations are usually identified as ⊥ and the dichalcogenide-rich
dislocations are usually identified as >.
Aside from the 5|7 dislocation commonly seen in 2D TMDCs, there are two
other dislocations that are very likely to form: the rhombus-hexagon (4|6) dislo-
cation and the hexagon-octagon (6|8) dislocation [118]. Both of these dislocations
exists in ⊥ form and > form. The structures of all the dislocations cores mentioned
are shown in fig. 5.9. The likelihood of one type of dislocation forming is dependent
on the chemical potential of the environment, where the 4|6 dislocation is most likely
to form under metal-rich environment and the 6|8 dislocation is most likely to form
under S-rich environment [118, 119]. However, note that it has been found that
chemical vapour deposition grown MoS2 film can have both 4|6 and 6|8 dislocation
regions due to local fluctuations of Mo and S source [119]. Since the 4|6 and 6|8
dislocations can be viewed as the derivative of the 5|7 dislocation by removing or
adding an atom at the core, we have decided to concentrate on the 5|7 dislocation.
With the critical thickness and the basic theory of dislocation defined, the next
section will detail a simple approximation to calculating the critical thickness using
first-principle methods.
5.4 Simple Approach to Approximating the Critical Thick-
ness of MoS2|MoSe2 using DFT
We will consider the simple case of a thin film on a thick substrate. That is, the film
is much smaller than the substrate. In this case, only the film will be strained, so one
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simply needs to be able to calculate the strain as a function of the film thickness and
the energy associated with creating a dislocation in order to calculate the critical
thickness. In this section we will study two configurations of MoS2|MoSe2 LHS,
where one is with MoS2 as the substrate and the other one is with MoS2 as the film.
A 5 rows by 3 columns supercell, same as the one shown in fig. 5.4, was used
to compute the strain energy per formula unit, which can then be used to calculate
the strain as a function of the film thickness. The energy per formula unit we refer
to here is simply the total energy divided by the number of formula units in our
simulation cell. For example, for a simulation cell containing 315 atoms for MoS2
(three atoms, one Mo and two S, in each formula unit), the energy per formula unit
will be the total energy of the system divided by 105.
For both MoS2 and MoSe2 the total energy of a strained cell, where the cell
size in the zigzag direction is set to be the same as the substrate, and a perfect cell
were calculated. The strain energy per formula unit is then calculated by the energy
difference between these two cells divided by the number of formula units:
Estrain = Estrained − Eperfect. (5.8)
Note that the strain is only applied in the zigzag direction because the strain caused
by the substrate is only in the interfacial direction.
As for extracting the dislocation core energy, we approximate this by finding
the difference between the energy of a nanoribbon with a dislocation and a perfect
nanoribbon:
Edisloc = EdislocNR − E
perfect
NR . (5.9)
Following the Burgers model, we have created a nanoribbon with a low-angle grain
boundary containing a dislocation [42, 120]. We will first present the geometry of
the grain boundary and the rotated nanoribbon.
According to the Burgers model [120], the interspacing between a pair of









Because of the geometry of the 5|7 dislocation, the height of the dislocation is
approximately 3
√
3a/2. This is also the same with the 4|6 and 6|8 dislocations. Since
the height of a perfect unit cell is
√
3a, one can generate different dislocation cores
distances by using different number of perfect cells between two adjacent dislocation
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where n is an integer and ∆ is a very small variable which is described later. From








With this angle, a grain boundary can be constructed by rotating two normal
nanoribbons, where one is rotated by angle − θ2 and the other rotated by angle
θ
2 , then seamlessly connect them in the middle, which will result in fig. 5.10.
We will now calculate the value of ∆ by looking at the simpler case of a
rotated nanoribbon. If one uses a normal nanoribbon then rotates it by some angle
while keeping the same cell size, their periodic images would overlap. This behaviour
is shown on fig. 5.11. If the height of the cell of the normal nanoribbon is h and the
height of the overlap region is ∆, then the height of the new cell is
hrotated = h+ ∆. (5.13)
To obtain ∆, let us consider the rotation of the point at the center of fig. 5.11 in
between the two periodic cells. After a rotation of angle θ, the point would have















Since ∆ is just the change in the y-axis, it is simply
∆ = h(1− cos(θ)). (5.15)
therefore the height of the rotated nanoribbon is
hrotated = h(2− cos(θ)). (5.16)
In the case where θ is given by eq. (5.12), the height of a grain boundary nanoribbon

























Figure 5.10: Top view of a grain boundary constructed by a periodic arrangement




2 a and the height of a unit cell is
√
3a. h is the height of the individual








Figure 5.11: Schematic of two cells of height h rotated by angle θ about their
cell center with an overlap region where the height of this region is ∆.
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(a) (b)
Figure 5.12: Nanoribbons for calculating the dislocation energy, where (a) is a
perfect rotated nanoribbon and (b) is a nanoribbon with a grain boundary in the
middle containing a 5|7 dislocation.
n = 5 was chosen to create our nanoribbon, which gives us the misorientation
angle θ = 6◦. This value of n was chosen so that the dislocation core distance is
relatively large to remove any spurious interactions between them. Because of the
misorientation angle, our perfect nanoribbon is also rotated to cancel out any edge
effects. The perfect nanoribbon and the grain boundary constructed are shown in
fig. 5.12. To prevent their periodic images from interacting, 10Å vacuum spacing is
used in the left and right direction, and the out-of-plane direction.
We have applied the same approach as ref. [116] to calculate the critical
thickness, namely that we compare the total energy of a purely strained film without
a dislocation with the total energy of a film that contains a 5|7 dislocation core,
embedded at different depths in the film. With the strain energy per formula unit
and the dislocation core energy for both MoS2 and MoSe2, we can construct such
a hypothetical system so that we have different film thickness with a dislocation
embedded. Our film will contain strained cells before the dislocation and perfect
cells beyond the dislocation, thus the energy can be written as
Efilm = nEperfect(tfilm − ddisloc) + nEstrainddisloc + Edisloc . (5.18)
Eperfect is the energy per formula unit of a perfect cell; Estrain is the energy cost
of adding strain to the system (see eq. (5.8)); Edisloc is the additional energy cost
associated with creating a dislocation (see eq. (5.9)); tfilm and ddisloc are the film
thickness in number of unit cells and dislocation distance away from the interface
in number of unit cells; n the expected average misfit dislocation spacing in the
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interfacial directions.
To calculate n, we consider that the inclusion of a dislocation removes one
armchair chain of atoms in the film, while the substrate is intact, thus we can find
the dislocation spacing by solving
asubstraten = afilm(n− 1), (5.19)
where asubstrate and afilm is the lattice constant of the substrate and the film, and n
is the number of unit cells in the interfacial direction which needs to be found. The
lattice constants 3.169Å [108] and 3.288Å [121] were used for MoS2 and MoSe2,
respectively, giving n = 27 unit cells or interfacial length ∼ 85.6Å. Linear-scaling
DFT calculations using such a high value of unit cells would be too computationally
expensive, which motivates the development of this approximation.
The results of the embedded dislocation core analysis are shown in fig. 5.13.
In fig. 5.13a, we consider a 5|7 dislocation core, embedded at depth ddisloc in a
MoS2 film on a thick MoSe2 substrate. In fig. 5.13c, we consider a 5|7 dislocation
core in a MoSe2 film on a thick MoS2 substrate. It is not surprising to see that
it is energetically favourable for the dislocation to be at the interface, because the
additional strained part of film does not exist, thus no extra strain energy is added to
the system. The negative values of figs. 5.13a and 5.13c show when it is energetically
more favourable for a dislocation to form than an equivalent sized purely strained
supercell to form. The zero crossings for these curves therefore show the maximum
embedded core distance at which the dislocation can still provide energy reduction.
The results for these zero crossings are shown in figs. 5.13b and 5.13d, and the critical
thickness is just the zero crossing of these. The critical thickness for a MoS2 film
on an infinite MoSe2 substrate is 20.97Å, while the critical thickness for a MoSe2
film on an infinite MoS2 substrate is 6.61Å. This large difference is attributed to
the fact that straining MoSe2 requires more energy than straining MoS2.
Although we have opted for this embedded dislocation core analysis to demon-
strate the behaviour of a dislocation moving away from an interface and computing
the critical thickness from that, it is useful to note that using the energies from
eq. (5.18), one can obtain the critical thickness by solving Efilm − Estrain = 0 for








This equation gives the same critical thickness as fig. 5.13.
Our approach is a simple approximation, nevertheless it seems to fall in the
same ballpark as [116] for h-BN|graphene LHS. Since MoSe2 and MoS2 have a
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Figure 5.13: Embedded dislocation core analysis of (a) MoS2 film with a 5|7
dislocation on a thick MoSe2 substrate and (c) MoSe2 film with a 5|7 dislocation
on a thick MoS2 substrate. ∆E/F.U is the energy difference between a film with
a dislocation and a purely strained film. The lines in (a) and (c) show this en-
ergy difference as the dislocation move away from the interface for different film
thicknesses. (b) and (d) shows the maximum embedded core distance for energy
reduction which are obtained from the zero crossings of (a) and (c). (b) shows
the thermodynamic critical thickness for a MoS2 film on a thick MoSe2 substrate
is interpolated as 20.97Å. (d) shows the thermodynamic critical thickness for a
MoSe2 film on a thick MoS2 substrate is interpolated as 6.61Å.
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larger lattice mismatch than h-BN and graphene, it is expected that our critical
thickness values will be smaller than the critical thickness of h-BN|graphene. This
approximation does have two major drawbacks: it fails to describe the energy of
a dislocation core correctly, and it completely neglects the strain at the interface.
We shall see in the next section that a dislocation in a LHS does not create a
grain boundary, it appears that our choice of using a grain boundary to extract
the energy of the dislocation greatly reduces the real local strain field caused by the
dislocation and hence the energy associated with it. In addition, the strain field goes
across both the film and the substrate, an effect which is neglected completely. The
next section will discuss the construction of a LHS for first-principle calculations
and hence visualise the sort of strain neglected in our simple approximation in this
section.
5.5 Constructing realistic lateral heterostructure for first-
principle calculations
To construct a LHS with periodic boundary condition, such that it seamlessly con-
nects with its in-plane periodic images, one cannot use just one dislocation core,
because after the insertion of the dislocation core in the film has removed one col-
umn of atoms, there would not be enough columns of atoms to bond with the
columns of atoms in the periodic image of the substrate. This behaviour is illus-
trated in fig. 5.12, the number of chalcogen pairs at the top of the nanoribbon in
is 12, whereas at the bottom is 11. If the substrate is first placed at the top of
the nanoribbon, there will be 12 pairs of covalent bonds between the metal atoms
and the chalcogen atoms, whereas the bottom has only 11, so it will be missing
one more pair of chalcogen in order to covalently bond with every metal atom of
the substrate periodic image. It could be confusing that fig. 5.12 shows only 11
metal atoms at the top, but that is because it is not periodic in the left and right
direction. An additional metal atom at the top is required to create a model with
full 2D periodicity.
We must use two dislocation cores of opposite polarity (i.e., both ⊥ and >
from fig. 5.9), one on each end of the film. Figure 5.14 illustrates a 5|7 ⊥ dislocation
at the top of the film and a 5|7 > dislocation at the bottom of the film. By placing
a > dislocation at the bottom, an extra column is reinserted before it reconnects
back with the substrate. While one could simply use a perfect cell and add the ⊥
and > dislocations accordingly, then perform a geometry optimisation to obtain the
optimal structure, this would be unwise as the starting structure would be too far
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from optimal. Since a LHS often contains large number of atoms, ab-initio geometry
optimisation would be too computationally expensive.
In order to put the initial structure closer to the optimal structure, one can
utilise the rotation angle created by the dislocation from eq. (5.12). We choose the
height of the film similar to that of the design of the grain boundary nanoribbon,
then find an angle associated with it. Rather than inserting a grain boundary
nanoribbon as the film, we slowly rotate the columns back to 0◦ when it reaches the
edge of the cell. This process is highlighted on fig. 5.14 as blue lines. The change of
the angle on each column is just θ/ncol, where ncol is the number of columns.
From fig. 5.14, it is clear that the simple approximation from the last section
has ignored several important strain effects from the LHS. The slow rotation pro-
cedure described above would mean that the strain field around the dislocation is
much larger than that of a grain boundary. In addition, it can be see that the inter-
face between the two materials is not ‘straight’, thus there is also strain associated
with the interface, which is completely neglected in the simple approximation. One
could use a model of the full LHS to compute the critical thickness, but as we will
show, this is restrictively computationally expensive. The LHS in fig. 5.14 contains
903 atoms, but it has only 11 columns (or n = 11 in eq. (5.19)) and the height of
film is double the grain boundary nanoribbon from last section. The ideal number
of columns is 27, which means that the ideal structure would be close to 3000 atoms.
Running a geometry optimisation on such a large system is very expensive even in
linear-scaling DFT. However, it would be necessary to do so to capture the strain
correctly. Extrapolating the total energy to the ideal structure from several smaller
structures is also not possible since eq. (5.19) only has integer solutions, so the strain
is not a smooth function of the number of columns. These are the shortcomings we
have faced for this section of this project. The design procedure outlined in this
section, however, can certainly be used for smaller LHSs, ones that have very large
lattice mismatch.
5.6 Conclusions
We have discussed techniques developed using linear-scaling DFT to analyse defects
in LHSs. We firstly explored theWS2|MoS2 LHS, a LHS with small lattice mismatch.
We have computed the DOS and slabwise LDOS. The DOS shows a band gap of
1.8 eV. While the LDOS shows the band alignment is a type II heterojunction,
the shift is minimal at the interface. Because of the small difference in the band
alignment, we believe that strong PL response could be due to the separation of
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Figure 5.14: Schematic of a geometry optimised periodic LHS containing 903
atoms, where we denote the top and bottom regions as substrate and the middle
region is the film. The film contains a 5|7 ⊥ dislocation at the top and a 5|7 >
dislocation at the bottom.
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defects. We subsequently went on to study how sulphur vacancies are distributed
across the LHS.
The vacancy formation energy as a function of position across the LHS was
calculated. It was found that sulphur vacancies are more likely to form in the MoS2
region and with a slight tendency for the vacancies to form at the W-Mo interface.
This asymmetry was found to occur only in the zigzag interface. Correspondingly
the average potential across the LHS was found to be asymmetric for LHSs with
zigzag interfaces, but symmetric for LHSs with armchair interfaces. We hypothesise
that the enhanced PL observed experimentally could be due to the trapping of
vacancies near one of the interfaces.
We then explored the MoS2|MoSe2 LHS, a LHS with large lattice mismatch.
Because of the dissimilar lattice constants between the two material, dislocations are
formed above the critical thickness to relieve the strain. Hence, we have developed
a simple approximation to compute the critical thickness of a thin film on a thick
substrate, based on DFT calculations. In our model, we used a grain boundary
nanoribbon that includes a 5|7 dislocation and a rotated nanoribbon to extract
the energy associated with adding a dislocation. Then we obtained the energy per
formula unit for a perfect film and a one-directional strained film. Using all the
energies calculated, we can construct hypothetical systems that have different film
thickness with a dislocation embedded. We obtained the critical thickness of a thin
MoS2 film on a thick MoSe2 substrate as 20.97Å. As for a thin MoSe2 film on a thick
MoS2 substrate, the critical thickness is 6.61Å. Despite the crude approximations,
the critical thicknesses is in the expected range.
Finally, we have presented how one may design a full periodic LHS to be
simulated using DFT. As further work, it would be interesting to use a full periodic
LHS to compute the critical thickness. This would be easiest for a LHS with a






Materials Using the GW
Approximation
This chapter describes DFT and GW analysis work we have done in collaboration
with the University of Washington and the microscopy group at University of War-
wick. All of the experimental work presented in this chapter was performed by the
experimentalists led by Xiaodong Xu and David H. Cobden, from the University of
Washington, and Neil R. Wilson, from the University of Warwick. This work was
published in Nature in 2019:
P. V. Nguyen, N. C. Teutsch, N. P. Wilson, J. Kahn, X. Xia, A. J. Graham,
V. Kandyba, A. Giampietri, A. Barinov, G. C. Constantinescu, N. Yeung, N. D. M.
Hine, X. Xu, D. H. Cobden, and N. R. Wilson, “Visualizing electrostatic gating
effects in two-dimensional heterostructures”, Nature 572, 220–223 (2019)
6.1 Introduction
Two-dimensional (2D) van der Waals heterostructures have attracted intense study
due to their remarkable electronic properties and applicability in nanoscale de-
vices [4, 15]. If one could directly monitor the states of electrons of these het-
erostructures as a gate voltage is applied, it could transform our understanding
of the physics and the electronic properties of these material, and hence would
aid the discovery of new electronic devices. Here we demonstrate this ability by
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using micrometre-scale, angle-resolved photoemission spectroscopy [122–124] (mi-
croARPES) to measure band structure as a gate voltage is applied. Initially DFT
was used to predict the experimental measurements, but given the high energy res-
olution of the experiments, it proved to be inadequate to fully explain features of
the bandstructure. Therefore state of the art GW approximation, in which the the-
oretical considerations are detailed in chapter 4, was used instead to produce high
quality band structure that is comparable with the experimental results.
The experimental procedures and results are briefly discussed at the start
of this chapter, concentrating on the WSe2 monolayer, bilayer and trilayer band
structure measurements. We refer the reader to the original paper [1] for the full
experimental results and discussion. After the experimental results section, the
final DFT and GW results are presented and compared with the experimental mea-
surements. In what follows an in-depth discussion of the methods used to produce
the final GW band structures is presented. Finally, the chapter will end with ap-
plications to WS2 and alloying with the virtual crystal approximation (VCA) for
Mo1–xWxS2.
6.2 Experimental Measurements of WSe2
ARPES is a direct experimental technique to observe the distribution of the energy
and momentum of electrons photoemitted from a solid that is illuminated by a
beam of ultraviolet or X-ray light. ARPES uses a large electrostatic hemispherical
electron energy analyzer that is placed on top of and parallel to the sample, along
with a charge-coupled device camera, to obtain both the energy and the angle of
the photoemitted electrons simultaneously [125]. Using these two information can
give the energy and momentum of valence electrons in the solid sample, and hence
the band structure and Fermi level. ARPES is well suited to probing 2D materials,
because the electrons emitted from the excitation is only from very near the surface
of the sample. Excitation spot size is typically measured in millimetres, but progress
have been made in the past decade [123] to reduce the spot size with a focused beam.
Micrometre-scale spot sizes, hence the term microARPES, have been achieved in at
least four commissioned synchrotron beamlines by using various techniques [122–
124, 126]. MicroARPES has shown promising results in studying exfoliated flakes of
2D materials that are usually tens of micrometres or fewer in size [127], and even for
vertical heterostructures [128], made by stacking different 2D materials [129, 130],
showing band offsets and interlayer hybridisation [131–133].
One major limitation of ARPES is that it can only probe valence electrons. In
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(a) (b) (c) (d)
Figure 6.1: (a) Diagram of a device incorporating a WSe2 flake, with an overlap-
ping ground graphene top contact and gate voltage applied to the graphite back
gate. (b) and (c) shows the optical and SPEM images of WSe2 device 1 (BN thick-
ness (dBN) = 7.4± 0.5 nm), with monolayer (1L), bilayer (2L) and trilayer (3L)
regions identified. Scale bars is 5 µm. The SPEM image (b) colour corresponds to
the integrated photoelectron intensity around Γ, over the full detector range of ap-
proximately 15◦, corresponding to roughly 0.6Å−1 at 20 eV and 1.1Å−1 at 70 eV,
and a binding-energy range of 0–3.5 eV at that point on the sample. (d) shows the
Brillouin zone of MX2 (left) and diagram of the bands along Γ–K (right), showing
definitions of the energy parameters discussed in the text.
Figure 6.2: A 3D render of the ARPES experiments with 3 layers of WSe2 stacked
analogous to figs. 6.1a and 6.1c. The top grey atoms are a graphene layer overlaying
on top of the MX2. The two gold coloured plates and rods are Pt electrodes. The
green block represents the BN layer. The red balls are electrons ejected from the
WSe2. Created as a part of this project using Blender [134].
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order to measure a signal from the conduction states from a semiconductor sample,
electron doping is necessary and it is usually achieved by depositing electropositive
atoms such as alkali metals on the surface [129, 135–137]. This process cannot be
controlled accurately and can only be reversed by high-temperature annealing; more-
over, it chemically perturbs the electronic structure and introduces disorder through
the random distribution of dopants. These disadvantages were removed by the use
of pure electrostatic doping and thereby obtain momentum-resolved electronic spec-
tra and direct visualisation of Fermi level shifts and band structure changes induced
by applying a gate voltage. This technique was applied to 2D TMDC (MX2) semi-
conductors.
It is widely believed that all monolayer MX2 semiconductors have a direct
band gap at the point K of the hexagonal Brillouin zone, but this is not known with
certainty, because previous experimental measurements were unable to determine
the location of the conduction-band edge (CBE) precisely. This is illustrated by
the wide range of reported band gap values for monolayer WSe2, from 1.4 eV to 2.2
eV [127, 138–142]. Furthermore, it is also uncertain when the local conduction-band
minimum at the lower-symmetry point Q comes into play [138, 143].
To study gate doping of 2D semiconductors, a MX2 flake, fabricated using
standard exfoliation and polycarbonate-film-based dry transfer [144] techniques, was
incorporated into the stack on top of the BN and partially overlapped by graphene,
which acts as a contact to the MX2. A gate voltage is applied to the bottom
graphite layer and the top graphene layer is connected to the ground, see fig. 6.1a (a
3D rendition of this set up is shown in fig. 6.2). Figures 6.1b and 6.1c shows optical
and SPEM images of a device with a WSe2 flake that has monolayer (1L), bilayer
(2L) and trilayer (3L) regions.
Due to the band gap of the MX2, there are two cases we must consider: a
small gate voltage, so that the MX2 is insulating; and a large gate voltage, so that
the MX2 is conducting. When the gate voltage is small, the MX2 flake is insulting
enough that the BN photoconductivity brings the potential close to that of the gate.
Note that although the BN is a dielectric, current can still flow through it during
photoemission, due to the photoexcited carriers in the BN. The potential drop, and
hence the out-of-plane electric field, across the BN will be small. In this case, there
will be minimal electrons accumulating in the MX2 flake, thus the bands will not be
renormalised. For a large gate voltage, where the MX2 is conducting, the potential
drop across the BN will be close to the gate voltage, and electrons will accumulate
at the CBE of the MX2 flake as they flow in laterally from the graphene contact,
and the CBE is pinned close to the graphene Fermi level.
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where ε0 is the relative permittivity of free space, εBN = 4.0 ± 0.2 is the out-
of-plane dielectric constant for BN, and dBN is the thickness of the BN. During
photoemission, the electrochemical potential at the emission spot will differ from
ground, by an amount ∆V , associated with current flow both to the contact and to
the gate which is at voltage VG, thus reducing the effective gate voltage determining
the local carrier density to VG−∆V . ∆V will not exceed the product of the effective
electrical resistance, R, between the spot and ground electrode and the maximum
current, which is no more than about 2 nA. Because MX2 materials have a band gap,
for small VG values the in-plane resistance can be large, thus ∆V can be substantial
and tracks closely to VG, that is, ∆V ≈ VG, rendering the effective gate voltage close
to zero. In this case, the doping concentration nG is very small and the bands will
not be renormalised. By contrast, R is small enough for large values of VG that the
electrochemical potential in the MX2 approaches that in the ground electrode and
∆V stops changing, with the Fermi energy is effectively pinned at the CBE owing
to the large density of states. Because of this, a relatively large VG = 3.35 V was
chosen for the WSe2 measurements of the CBE. Furthermore, in this regime we can








where ∆EΓ is the photoelectron kinetic energy measured relative to the Γ maximum
at VG = 0 and e is the electron charge, with VG −∆EΓ/e being the static potential
drop across the BN. For VG = 3.35 V, nG is approximately equal to 1013 cm−2. This
high doping means that there is a large density of states in the flake, thus quan-
tum capacitance [145] is negligible. Furthermore, it has been shown that quantum
capacitance is not relevant in TMDCs as soon as the Fermi energy is within the
conduction or valence band [146], which in our case the Fermi energy is within the
conduction band. Hence, we have ignored quantum capacitance in our discussion.
The ARPES measurements were made at the Spectromicroscopy beamline
of the Elettra light source [122]. Schwarzschild objective was used to focus a linear
polarized light to a roughly 0.6-µm-diameter spot and it is aimed at 45◦ to the
sample. The photon energy was 27 eV. The analyser permitted a resolution of
approximately 50 meV in energy and 0.03Å−1 in momentum. Figure 6.3 shows
momentum slices obtained with the beam spot on each of these regions and along
Γ–K in the WSe2 Brillouin zone at a temperature of 100 K (fig. 6.1d, inset). As
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∆SOC (eV) EK (eV) EKΓ (eV) m∗K/me Eg(eV)
1L 0.485± 0.010 0.80± 0.01 0.62± 0.01 0.42± 0.05 1.79± 0.03
2L 0.501± 0.010 0.75± 0.01 0.14± 0.01 0.41± 0.05 1.51± 0.03 *
3L 0.504± 0.010 0.74± 0.01 0.00± 0.01 0.40± 0.05 1.46± 0.03 *
Table 6.1: Measured band structure parameters of WSe2 1L, 2L and 3L. The
∆SOC is the spin-orbit splitting of the valence band at K; EK is the VBE at
VG = 0; EKΓ = EK − EΓ is the difference the between the VBEs at K and Γ at
VG = 0; m∗K is the effective mass of the VBE at K in units of the free electron
mass me; and Eg is the band gap measured at gate-induced electron density nG =
1.0± 0.2× 1012 cm−2.
*Indirect measurement, with CBE at Q.
∆DFTSOC (eV) ∆GWSOC (eV) EDFTKΓ (eV) EGWKΓ (eV) EDFTg (eV) EGWg (eV)
1L 0.464 0.478 0.50 0.56 1.27 2.31
2L 0.474 0.465 0.11 0.08 1.19 2.27 *
3L 0.489 0.481 0.02 -0.02 1.11 1.48 *
Table 6.2: DFT and GW band structure parameters of WSe2 1L, 2L and 3L.
The ∆SOC is the spin-orbit splitting of the valence band at K; EKΓ = EK − EΓ
is the difference the between the VBEs at K and Γ; and Eg is the band gap. The
superscript denotes that the value is from either DFT or GW.
*Indirect gap with CBE at Q.
expected, at VG = 0 (left column) only the valence bands can be seen. Their
evolution with layer number is consistent with the literature [147]. At VG = 3.35 V
(right column), an additional spot appears near EF. The size of this conduction-
band feature is determined solely by the resolution of the measurement. In 1L WSe2
the spot is located at K, whereas in 2L and 3L it is at Q (see fig. 6.1d for the location
of this point Q). This is consistent with evidence from photoluminescence [143] that
the gap is direct at K in the monolayer, but indirect for two or more layers. Table 6.1
displays the band parameters for 1L–3L WSe2. It shows the measured band gap,
Eg = EC − EK, where EC is the energy of the CBE and EK is the energy of the
valance-band edge (VBE). It also lists the determined hole effective mass m∗K, the
spin–orbit splitting ∆SOC, and the difference the between the VBEs at K and Γ at
VG = 0 (EK−EΓ) EKΓ (the latter three being defined in fig. 6.1d)—all measured for
the first time on a hexagonal BN substrate with no cap and with greater precision
than in previous reports. We refer the reader to the original paper [1] for other
TMDCs (MoS2, MoSe2 and WS2) band structure parameters.
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(a) 1L VG = 0.00 V














(b) 1L VG = 3.35 V













(c) 2L VG = 0.00 V














(d) 2L VG = 3.35 V













(e) 3L VG = 0.00 V














(f) 3L VG = 3.35 V
Figure 6.3: WSe2 ARPES measurements along Γ-K for 1L (top row), 2L (middle
row) and 3L (bottom row) regions. The left panels are at VG = 0 and the right
panels are at VG = 3.35 V. The intensity in the dashed box is multiplied by 20.
The red dashed lines overlay are DFT calculated band structures. The conduction
bands have been shifted to match the CBE of the ARPES.
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(a) 1L VG = 0.00 V














(b) 1L VG = 3.35 V













(c) 2L VG = 0.00 V














(d) 2L VG = 3.35 V













(e) 3L VG = 0.00 V














(f) 3L VG = 3.35 V
Figure 6.4: WSe2 ARPES measurements along Γ-K for 1L (top row), 2L (middle
row) and 3L (bottom row) regions. The left panels are at VG = 0 and the right
panels are at VG = 3.35 V. The red dashed lines overlay are GW calculated band
structures. The intensity in the dashed box is multiplied by 20. The conduction
bands have been shifted to match the CBE of the ARPES.
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6.3 Comparisons with the DFT and GW band struc-
tures of WSe2
Turning our attention to the theoretical results, the DFT calculations were made
using the Quantum Espresso package [44]. The optimised norm-conserving fully rel-
ativistic pseudopotentials [148] with the PBE functional [33] from PseudoDojo [149]
were used. All the structures were first optimised using cell relaxation until forces
were smaller than 10−4 Ry Bohr−1. This results in a lattice constant of 3.32Å for
all three structures. Geometry optimisations and the self-consistent calculations
were performed with an 18× 18 in-plane k-point grid. To avoid interaction between
periodic images, the vacuum spacing was 25Å. The geometry optimisations for the
2L and 3L were performed using the optB88-vdW functional [38] to accurately de-
scribe the interlayer distance, but due to Yambo not supporting the optB88-vdW
functional, the self-consistent calculations were then performed using PBE.
The red dashed lines overlay on fig. 6.3 are the results of the DFT calcula-
tions. Qualitatively, the bands have the right shapes, and it shows the 1L having
a direct gap at K, while the 2L and 3L have an indirect gap where the CBE is at
Q, which matches the ARPES measurements well. However, two notable problems
can be seen: from the second valence bands from the VBE onwards are all shifted
upwards from the ARPES, in other words, their energies are overestimated; and it
is almost unclear that for 1L the band gap is in fact direct, due to the energy of the
band at Q being very close to the Fermi level. We will see in the following sections
that these problems are remedied by the use of the GW approximation.
Without going into the details of the parameters now, the GW calculations
were made using the Yambo code [94], which used the DFT calculations as a starting
point. The ARPES results with GW band structure overlaid on top are shown in
fig. 6.4. Note that the conduction bands are also shifted to match the CBE of the
ARPES here, as we are not expecting the GW band gap to match the experiment
(more details on this later) and that we are more interested in a more direct compar-
ison on where the CBE is. In all three structures (1L, 2L and 3L), the GW results
show drastic improvements over DFT. Most notably the bands are all shifted cor-
rectly and are quantitatively comparable to experiment. The 1L conduction bands
at Q also moved away from the Fermi level, thus the direct band gap nature of 1L
WSe2 is shown with certainty. Although while the 1L WSe2 band structure maps
onto the ARPES almost exactly, the 2L and 3L band structures does not match
quite as well. This is attributed to the increase in the number of atoms in the
system, which necessitates much tighter convergence.
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Table 6.2 shows the band parameters for 1L–3L WSe2 derived from the band
structure calculations. It lists the band gap Eg, the spin–orbit splitting ∆SOC,
and the difference the between the VBEs at K and Γ (EK − EΓ) EKΓ. The 1L
GW results show an overall improvement over DFT. The GW spin-orbit splitting
widened from the DFT and pushed the VBE at Γ down, which brought them closer
to the experimental values. The band gap on the other hand is still far from the
experimental value, but this is not surprising as the experimental setup has two main
differences: there is band gap renormalization due to the static doping as a result
of free-carrier screening [150]; and the WSe2 is placed on a substrate which can also
cause band gap renormalization [151], whereas our simulation is in a vacuum.
On the contrary, the 2L and 3L results show no improvements over DFT, but
this is again could be attributed to the lack of convergence. However, it can be seen
that GW seems to affect the lower energy valence bands more, leaving the highest
occupied molecular orbital (HOMO) band almost unchanged, hence the minimal
differences between the DFT and GW parameters. Interestingly, the 3L band gap
is in excellent agreement with the experiment. This is believed to be due to the
3L stacking has removed any substrate interaction as the ARPES beam is aimed at
the top of the system, thus our simulation of the system in a vacuum is now more
similar to the experiment.
To bring the theoretical band gap closer to the experimental results, some
interesting calculations that one can explore are the DFT and GW calculations with
electron doping. We will briefly discuss some theoretical aspects of such calculations,
but bare in mind that results with electron doping were not obtained for this thesis.
For DFT, electron doping for the TMDCs family has been already been studied [146].
As the electron doping concentration increases, electrons will start to fill the CBE,
which pushes the LUMO band down, leaving the valence bands unchanged. Hence,
decreasing the band gap. However, from ref. [146], for doping concentration of
1013 cm−2, it will only renormalise the band gap by a small amount (< 0.05 eV).
GW on the other hand, band gap renormalisation can be large due of the
inclusion of screening in the exchange self-energy. As electrons increase the effects
of screening also increases, which in turn affect not only the conduction bands, but
also the valence bands. In GW, the valence band maximum increases with electron
doping concentration, and the conduction band minimum, similar to that of DFT,
decreases with electron doping concentration [150]. For monolayer MoS2 with a
doping concentration of 1013 cm−2, it has been shown to reduce the band gap by
0.4 eV compared to without doping [150]. For monolayer WSe2, we are likely to see
the same ballpark reduction of the band gap due to its similarity with MoS2, which
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will bring the band gap much closer to the experimental results.
In this section, we have shown that GW provides quantitatively comparable
band structure to the ARPES measurements, although better convergence, espe-
cially for the 2L and 3L WSe2, is believed to be able to further improve the agree-
ment between the GW and experimental band structure parameters. The upcoming
sections will detail the procedures in producing the GW results.
6.4 Semi-Core States Within the GW Approximation
Pseudopotentials are typically used to the calculation to include only the outer-
most shell of an atom, which reduces the computational cost and removes problems
associated with the rapid oscillatory behaviour that core electrons, as discussed in
section 2.7. For DFT, reducing the number of valence electrons will generally reduce
the accuracy. For GW, however, it is more complicated than just the accuracy. As
it has been shown that semi-core states in certain semiconductors [152–154] and
metals [155, 156] have strong influence on GW calculations, because of the strong
spatial wavefunction overlap between valence and semi-core states [157]. Since ex-
change interactions are due to wavefunctions overlap if the exact nonlocal exchange
potential is used, the exchange self-energy is therefore very sensitive to the inclusion
of semi-core states. We will demonstrate in this section that the inclusion of certain
semi-core states in the pseudopotential is extremely important in a GW calculation.
We have chosen to use the optimised norm-conserving fully relativistic pseu-
dopotentials [148] from PseudoDojo [149] for all of our GW calculations, as it is well
tested with the ∆-Gauge tests [149, 158]. PseudoDojo provides two sets of pseu-
dopotentials: standard and stringent, where some elements retain more electrons as
valence electrons in the stringent set. For W, there are no differences between the
two sets and both contain the 5s2, 5p6, 5d4 and 6s2 states as valence electrons. For
Se, both contain the 3d10, 4s2 and 4p4 states, with the stringent set also retaining
the semi-core states 3s2 and 3p6 as valence electrons.
Figure 6.5a shows the band structures calculated using the standard set. As
can be seen, although the DFT band structure does not show any notable problems,
the GW band structure displays ‘bumpy’ numerical artefacts between the high sym-
metry BZ points, along with an indirect band gap that is not predicted by DFT. By
contrast, the inclusion of the semi-core states 3s and 3p in the stringent set for Se
shows none of these problems, as illustrated in fig. 6.5b. Both calculations used the
same DFT and GW parameters, which are discussed in the next two sections, thus
showing the impact that the semi-core states have in the GW calculation. Inclusion
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Figure 6.5: 1L WSe2 band structures along Γ-M-K-Γ, where (a) compares the
DFT and GW calculations using the PseudoDojo standard pseudopotentials and
(b) compares the PseudoDojo standard pseudopotentials with their stringent pseu-
dopotentials which includes the 3s and 3p semi-core states for Se.
of the 3s and 3p states is therefore concluded to be necessary to accurately compute
the self-energy, and hence the stringent pseudopotentials were used to calculate all
the WSe2 GW band structures in this chapter.
6.5 The Random Integration Method
This section details the methodological concept underpinning Yambo [94] and how
Yambo solves a fundamental problem of GW, the divergence of the Coulomb poten-
tial, using a novel numerical method.
The self-energy Σ from the GW approximation is often split into separate
exchange (x) and a correlation (c) terms:
Σnk(ω) = Σxnk + Σcnk(ω). (6.3)
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which is just the Fock term of the Hartree-Fock (HF) self-energy [20], where G are
the reciprocal lattice vectors, ρnm(k,q,G) = 〈nk|ei(q+G)·r|mk− q〉, v(q + G) ≡
4π/|q + G|2, and fm(k−q) being the occupation factor. Note that the summation is














dω′G0mk−q(ω − ω′)ε−1GG′(q, ω
′),
(6.5)
where, in contrast with the exchange term, the summation over bands extends over
all bands, including the unoccupied ones. G0 and ε−1GG′ are the non-interacting
Green’s function and the inverse dielectric matrix as discussed in chapter 4.
The integral over the BZ in practice is replaced by a finite discretised grid of










v(q + G)|ρnm(k,q,G)|2fm(k−q), (6.6)
where ΩBZ is the phase space volume of the BZ. The key assumption introduced
here is that the integrand of eq. (6.4) is a smooth function of q, which is generally
true for the oscillators ρ, but which is not true for the Coulomb potential, which
diverges for q → 0 and G → 0. This divergence behaviour, however, does not
affect three-dimensional systems because the phase space volume associated with
the Γ point reduces to |q|2 as q → 0, therefore the divergence is removed. In low-
dimensional systems such as slabs and nanowires, we must still use the same 3D
Coulomb potential since the systems are still three-dimensional, thus the divergence
cannot be ignored, as opposed to, for example, using a 2D Coulomb potential 2π/q,
where it is integrable in 2D. One can still remove this divergence behaviour by the
use of a three-dimensional q-point grid, but this is clearly inconvenient as it makes
the calculations more costly.
To avoid the divergence problem for low-dimensional systems, Yambo has
opted to use the so-called random integration method (RIM) [94]. Instead of evalu-
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ating the Coulomb potential at each q point, the potential term is replaced by an
integral over a new region, which we will call a small Brillouin zone (sBZ), around














v(q + q′ + G). (6.7)
A sBZ is first constructed around the Γ point and is translated to the q position
at each q point, which is represented as sBZ(q) in the above equation. The sBZ
are chosen such that they cover the whole BZ. Since the integral diverges also only
when G → 0, therefore one only need to evaluate the Coulomb integral using the
RIM up to some number of G vectors. Hence, in the RIM, Yambo calculates the







|q + q′ + G||q + q′ + G′| . (6.8)
In practice, the integral is computed using a three-dimensional Monte Carlo
technique, where an iterative procedure which generates N random points in the







|q + qi + G||q + qi + G′|
(6.9)
Since this is just a simple summation, a large number of random points of the order
of 106 is recommended. To converge the number of random points and G vectors
used to evaluate the integral, one need to make sure that the RIM Coulomb integral
is approximately the same as the bare Coulomb integral at the edge of the BZ.
It was found that 3× 106 random points and 100 G vectors is sufficient for our
calculations.
To demonstrate the importance of the RIM, the HF energy gap at k-point
K with and without RIM for a 1L WSe2 for various k-grid sizes were calculated.
The results are shown in fig. 6.6. Notice that with RIM the HF gap stays fairly
constant (within 0.02 eV for k-grid above 12× 12), while without RIM the HF gap
diverges for large BZ sampling sizes. These instabilities grow as a function of the
BZ sampling size because the q points approach the singularity.
We have also compared the GW band structure with and without RIM, as
shown in fig. 6.7. The ‘without RIM’ valence bands are almost exactly the same as
valence bands with RIM, so it displays no differences except for the band gap. The
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Without RIM With RIM
Figure 6.6: HF energy gap at k-point K of a 1L WSe2 as a function of the number
of k-points used to sample the BZ, with and without the RIM. The equivalent k
grid sizes used here are 6× 6, 12× 12, 18× 18, 36× 36 and 45× 45.



















Figure 6.7: 1L WSe2 band structures comparing with and without the RIM. The
without RIM valence bands in green dotted dashed lines are directly on top of the
with RIM valence bands in solid red lines.
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band gap without RIM is in fact closer to the nominal experimental value, but due
to the numerical instabilities shown in fig. 6.6, this can be regarded as a coincidence.
The RIM is used for all further GW calculations in this chapter.
6.6 Convergence
We will begin with the convergence of the exchange term eq. (6.4). The main
parameter that one can change is the number of the reciprocal lattice vectors G it
sums over. Although the G vectors are from inherited the DFT calculation, Yambo
imposes an upper limit on the number of G vectors one can use. As we shall see
from our convergence tests, using the full set of G vectors from DFT is in fact not
needed, as many-body calculations in general are less sensitive to the G vectors
than DFT ones. For our 1L WSe2, the maximum that we can use is 16 705 vectors,
or equivalently one can use an energy cutoff (see section 2.6), which in this case is
72 Ry. Since this parameter does not affect Σc, there is no need to compute the full
GW self-energy to test for convergence. The HF energy gap at k-point K was used
as the convergence test and the result is shown in fig. 6.8. As can be seen that 60 Ry
is very close to convergence, within 0.01 eV difference. We have simply chosen to
use the maximum G vectors allowed for all our calculations, because from eq. (6.4),
one can see that this calculation is computationally cheap, thus using the maximum
number imposed by Yambo will have minimal computational performance impact.
The only downside to this is the increase in memory usage, which was not a concern
for us.
The convergence of the correlation term requires two main parameters: the
G vectors used in the screening, which determines the size of the dielectric matrix
ε−1GG′ and the number of bands,m, it sums over. For both parameters, the QP energy
gap at k-point K were calculated. 300 bands was used for the convergence of the
dielectric matrix size. For the number of bands, fig. 6.9b shows that the convergence
is rather slow and many bands are needed to get converged results. Nevertheless,
the band gap is in agreement with the reported range of 2.02–2.37 eV [99, 140, 159,
160]. Since this term is the main bottleneck of a GW calculation and we are not
seeking for absolute convergence, 300 bands were used for all the 1L calculations.
300 bands were also used for the convergence of the dielectric function. Figure 6.9a
shows the QP gap as we increase the cutoff energy, and it can be seen that at 5 Ry
the QP gap is sufficiently converged. It should be borne in mind that if one wishes
to achieve full convergence, these two parameters must be converged simultaneously
(i.e., one should converge the QP gap for different dielectric plane wave energy cutoff
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Figure 6.8: 1L WSe2 HF energy gap at k-point K convergence test with the
number of reciprocal lattice vector for the exchange term in the self-energy.
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Figure 6.9: 1L WSe2 GP energy gap at k-point K convergence test for the
dielectric matrix size and the number of bands.
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(a) VG = 0.00 V














(b) VG = 3.35 V
Figure 6.10: ARPES measurements along Γ-K for 2L WSe2. The intensity in
the dashed box is multiplied by 20. The red dashed lines overlay are GW band
structures without EET. The conduction bands have been shifted to match the
CBE of the ARPES.
while also varying the number of bands), as it has been shown [161, 162] that these
two parameters are not totally independent. This concludes all the methodologies
used for the 1L WSe2 GW band structure calculation.
6.7 The Effective Energy Technique
The 2L WSe2 used the same parameters as the 1L, with the number of bands
increased to 500 and 181 101 G vectors were used for the exchange self-energy.
The band structure is compared with the ARPES results in fig. 6.10. It already
shows considerable improvement over DFT, but it was concerning to see the rapid
band movement near Γ for the third and fourth band from the Fermi level, and
that the fourth band almost hybridises with the fifth band. Of course, we can
increase the number of bands to achieve better convergence, but it comes at a much
higher computational cost. In this section, we explore the so-called effective energy
technique (EET) [84] that allows better convergence without the need to include
more bands.
Firstly, the integral over BZ in the correlation term in eq. (6.5) can be re-
placed with a summation over q points. Then as we are interested in reducing the
number of bands, we will separate out the terms that are summations over (q,G,G′)
and the terms that are summations over bands m. With the frequency integral also
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F (q,G,G′, ωg) is just all the terms collected up that are not dependent on m, for
example the bare coulomb potential and the inverse dielectric matrix. As these
are not important to this derivation, they will be left as they are. Sng (q,G,G′, ω)







ω − ωg − εm + iδ
. (6.11)
The summation over m can be split into a summation over occupied states
v and a summation over unoccupied states c. Because we wish to eliminate the
summation over unoccupied states, we will only consider the summation over the
in principle infinite unoccupied states. By introducing a function ∆ng(q,G,G′, ω),





ω − ωg − εn −∆ng(q,G,G′, ω) + iδ
. (6.12)
Such a function, ∆ng(q,G,G′, ω), can always be found because it has the same
degrees of freedom as the left-hand side of this equation. By introducing such a
function, the closure relation, ∑c |c〉〈c| = 1 −∑v |v〉〈v|, can be employed, thus an
expression for Sgnk which contains only a summation over occupied states is obtained.











ω − ωg − εn −∆ng(q,G,G′, ω) + iδ
,
(6.13)
where Nv is the number of occupied states. This allows the approximation of ∆ng
to be smaller as the number of unoccupied states we include, M , increases, so that
we do not need to rely solely on the approximation and better convergence can still
be achieved with increasing number of states. This method is parameter free and
the original literature [84] supplies several approximation schemes for ∆ng.
Figure 6.11 shows the comparison between calculations with and without
EET band structure. The EET improved the ∆SOC at K from 0.450 eV to 0.465 eV
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Figure 6.11: 2L WSe2 band structures along Γ-M-K-Γ comparing (a) with and
without the EET and (b) DFT and GW with the EET.


















Figure 6.12: 3L WSe2 band structure along Γ-M-K-Γ comparing DFT and GW.
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and the band gap from 2.29 eV to 2.27 eV, which are both closer to the experimental
measurements. Furthermore, it improved the aforementioned problems with the
bands near Γ. The EET was also employed to calculate the 3L WSe2 band structure.
Figure 6.12 shows the 3L WSe2 band structure comparison with DFT using 138 349
G vectors and 700 bands. It can be seen that the VBE at Γ has been shifted up
above the VBE at K, causing the band gap to be between Γ and Q. Although this
technique have shown promising results without the need to include more bands
into the calculation, better convergence is still needed for the 2L and 3L WSe2.
This concludes all the parameters methodologies used to produce the final
results for the 1L, 2L and 3L WSe2 aheadly shown in fig. 6.4.
6.8 Application to WS2
The methodologies described in all the previous sections in this chapter were also
applied to WS2. The optimised norm-conserving fully relativistic pseudopoten-
tials [148] with the PBE functional [33] from PseudoDojo [149] were used, where W
contains the 5s2, 5p6, 5d4 and 6s2 valence states, S contains the 3s2 and 3p4 va-
lence states. All the structures were first optimised using cell relaxation until forces
were smaller than 10−4 Ry Bohr−1. The optB88-vdW functional [38] was used for
the 2L and 3L. This results in a lattice constant of 3.19Å for all three structures.
An 18 × 18 in-plane k-point grid was used for all the DFT calculations. We used
300 bands, 500 bands and 700 bands for the monolayer, bilayer and trilayer WS2,
respectively, for the self-energy and dynamical dielectric screening. The RIM with
3× 106 random q-points was used, along the EET for all three structures.
The ARPES measurements were performed similarly to section 6.2, but with-
out any static doping so the CBE is not visible. The experimental results are the
work of Natalie Teutsch from the University of Warwick. Figure 6.13 shows the
ARPES results along with theoretical band structure overlaid on top. Unfortu-
nately, only a small energy range was measured hence the small number of bands.
In both DFT and GW the HOMO bands at Γ have slightly too high energy, similar
to the WSe2 results, with GW providing only limited improvement. In all three
structures, GW has caused minimal changes to the shape of the highest energy
valence bands, similarly to WSe2. Nevertheless, the GW calculations show clear
improvements over DFT.
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Figure 6.13: WS2 ARPES measurements along Γ-K for 1L (top row), 2L (middle
row) and 3L (bottom row) regions. The red dashed lines overlay are the DFT (left
panels) and GW (right panels) calculated band structures..
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6.9 Application to Mo1–xWxS2
Band gap engineering is essential to the optimisation of electronics and optoelectron-
ics. One method to tune the band gap is alloying, where different metal elements
are mixed into a single material. For TMDCs, substituting various transition metal
(Mo, W, Ti, etc) and chalcogen (S, Se, Te) atoms into the TMDC lattice while
maintaining the original stoichiometry would allow the modulation of certain elec-
tronic properties. Monolayer Mo1–xWxS2, in which the Mo are mixed with W, have
been shown to produce different band gaps ranging from ∼1.89 eV to ∼2.03 eV with
increasing W concentration [163, 164]. In this section, we will compare DFT and
GW band gaps of MoS2, Mo0.5W0.5S2 and WS2.
The calculations are prepared in the same way as the last section. For
Mo0.5W0.5S2, the virtual crystal approximation (VCA) [165] was used to produce
the pseudopotentials. In the VCA, the effect of the different potentials is included
in an average potential weighted by their concentration. For example, for elements
Mo and W with x being the concentration of W, the VCA potential is given by
VVCA(r) = (1− x)VMo(r) + xVW(r). Note that although VCA has been recognised
as an acceptable approximation for alloys, the results may not be accurate in some
cases, as the mixing is only in the potentials and not also, for example, the Coulomb
nuclear potential.
The geometry optimised lattice constants for MoS2, Mo0.5W0.5S2 and WS2
are 3.185 , 3.184 and 3.186 The DFT and GW band structures are illustrated in
fig. 6.14. The Mo0.5W0.5S2 band structure shows promising results where the band
gap and spin-orbit splitting ∆SOC is in between MoS2 and WS2. Figure 6.15 high-
lights the ∆SOC at K and the band gap. DFT predicts that the band gap decreases as
W concentration increases, which is not what has been found from experiments [163,
164]. GW shows a clear improvement over DFT, where the band gap increases with
W concentration. However, the literature results also note that the band gaps
exhibit the so-called ‘bowing effect’, where it initially decreases, then gradually in-
creases, so at 0.5 concentration the band gap increase is expected to be very small
from 0 concentration (∼0.01 eV), whereas our GW gap has a more significant jump
of 0.04 eV. It can also be seen that our gaps range from 2.69 eV to 2.75 eV, which is
smaller than the reported range.
It has been shown that the bowing effect is attributed to the difference in the
major contribution of metal elements in the LUMO between MoS2 and WS2 [166].
The dz2 orbital is the major contribution of metal in MoS2, whereas the dxy, dx2−y2
and dz2 orbitals are the major contribution in WS2. Since the metal elements
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contribution to the HOMO is the same for MoS2 and WS2, where both are dxy
and dx2−y2 orbitals, increasing W concentration would lead to a linear shift in the
HOMO energy level, thus it does not contribute to the bowing effect. In contrast,
due to the difference in the orbital composition in the LUMO and the higher LUMO
energy of WS2, W atoms contribute less to the LUMO, so the shift caused by W is
non-linear. That is, when the W concentration is low, the LUMO energy level shift
caused by W is minimal, and only when the W concentration is sufficiently high
that the W contribution to the LUMO is significant, creating a parabolic shift in
the LUMO energy level as W concentration increases. Hence, the bowing effect.
The ∆SOC values show almost no difference to DFT, with WS2 ∆SOC de-
creasing from 0.427 eV to 0.417 eV, which puts it further from the experimental
value of 0.45± 0.03 eV [1]. A wider range of calculations on different concentration,
more rigorous convergence tests and careful analysis of the accuracy of VCA would
be needed before it could be used with confidence.
6.10 Conclusions
We have presented the comparison of DFT and GW band structures with experi-
mental ARPES measurements. In both WSe2 and WS2 1L, 2L and 3L, the GW band
structures are in excellent agreement with ARPES, while DFT is only qualitatively
comparable. Several shortcomings of GW were discovered and addressed. From our
investigation, the lack of certain semi-core states in GW could cause bumpy numer-
ical artefacts in the band structure. It was found that it is necessary to include the
3s and 3p states in Se, which are not always included, to accurately capture the self
energy. We have also demonstrated that the HF gap of 2D materials diverges for
large k-point sampling size if the divergence of the Coulomb term is not properly
dealt with. Yambo addresses this problem by the random integration method, where
random points are sampled around the singularity to produce an approximate, but
accurate, integral of the bare Coulomb term.
It was also observed that GW calculations converges very slowly with the
number of bands. Therefore, we have tested the effective energy technique and have
shown to improve convergence even without adding additional bands. Even with
the refinement in the convergence, we noted that the bilayer and the trilayer results
are not converged and they can certainly be improved to better match with the
experimental results.
Finally, as a side project, we explored the use of the VCA to simulate the
Mo1–xWxS2 alloy. Initial findings have shown promising results. We have found
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Figure 6.14: 1L band structure along Γ-M-K-Γ comparing DFT and GW for
(a) MoS2, (b) Mo0.5W0.5S and (c) WS2, showing band structure changes as W




























Figure 6.15: The measured band parameters for DFT and GW for Mo1–xWxS2
alloy, where (a) shows the spin-orbit splitting at K and (b) shows the band gap at
K.
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that DFT was unable to predict the band gap increase as W concentrate increases.
Conversely, GW results show that the band gap increases as W, which is expected.
However, it was found that GW was ineffective at correcting the spin-orbit splitting.
This work could be continued in the future, running more concentrations and make
sure the calculations are converged.
This chapter has provided a recipe for running GW calculations. In summary,
below are our recommendations when running GW calculations:
• If one observe ‘bumpy’ numerical artefacts in the band structure, one should
check whether the pseudopotentials used include enough semi-core states.
• For low-dimensional materials, one could use the random integration method
to deal with the divergence problem of the Coulomb potential.
• Since the calculation for the exchange self-energy is not expensive, one can
simply use the maximum number of G vectors allowed (i.e., the same energy
cutoff as the plane wave energy cutoff from the DFT starting point calcula-
tion).
• For the convergence of the correlation self-energy, the dielectric plane wave
energy cutoff and the number of bands needs to be converged simultaneously,
as they are not totally independent parameters.
• The effective energy technique could be used to reduce the number of bands
needed to achieve convergence.
A list of all the important parameters used in this chapter is shown in Table 6.3.
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Parameter Value
Quantum Espresso
Plane-wave cutoff energy 140 Ry
XC functional PBE
XC functional for 2L & 3L geometry optimisation optB88-vdW
Force tolerance for geometry optimisation 10−4 Ry Bohr−1
Convergence threshold for estimated energy error 10−8 Ry
Number of bands for 1L 300
Number of bands for 2L 500
Number of bands for 3L 700
Yambo
Number of q-points for RIM 3× 106
G vectors for RIM 100
G vectors for exchange self-energy Maximum available
G vectors for dielectric matrix 5 Ry
Terminator to accelerate convergence BRS (Use the EET)
Pseudopotentials Valence states
Mo 4s 4p 4d 5s
W 5s 5p 5d 6s
S 3s 3p
Se 3s 3p 3d 4s 4p
Table 6.3: A table showing several of the most important parameters used in
Quantum Espresso and Yambo, and a list of pseudopotentials used which would







Vertical heterostructures (VHSs) consists of stacking of different layered materials,
held together by van der Waals (vdW) forces. Because of the weak vdW interlayer
interactions, construction of VHSs with desired properties is permitted by simply se-
lecting the composition. VHSs have attracted much attention in both the theoretical
and experimental community. They have shown to have untapped potential in elec-
tronics and optoelectronics such as field-effect transistor [167, 168] and photovoltaic
solar technology [169–171].
The previous chapter have demonstrated the power of the GW approxima-
tion. GW calculations, however, are very computationally demanding, making it
infeasible for calculations with more than a few atoms. On the other hand, DFT
exhibits the well-known band gap problem, where DFT calculations significantly un-
derestimate the fundamental band gap, and can lead to incorrect predictions of the
band alignment of semiconductors, which is crucial for VHSs. Figure 7.1a illustrates
a set of band alignments of transition metal disulfide (MS2) predicted by DFT and
GW. As can be seen, there are pairs of MS2 that shows a type III band alignment
(broken gap) from DFT, but GW shows a type II band alignment (staggered gap).
For example, HfS2/WS2 and TiS2/MoS2.
The answer to whether one can use GW to study VHSs is, it depends. For
materials with similar lattice constant, one can certainly use GW with a small
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Figure 7.1: (a) Small set of 2H transition metal disulfide band alignments pre-
dicted by DFT (orange) and GW (red). (b) is the band alignment of TiS2 and
MoS2 with DFT showing a broken gap but GW showing staggered band gap of
size 0.68 eV. The DFT and GW data are obtained from S. Haastrup et al [159].
simulation cell with minimal strain containing only a few atoms. For materials
with dissimilar lattice constant, which often produces more interesting electronic
properties [131], they produce Moiré patterns [172, 173] that can only be simulated
through very large supercells, thus GW would be impracticable.
This chapter explore the possibility of correcting the band alignment of VHSs
using a novel scissor operator approach. We will first describe the scissor operator
and its implementation to ONETEP, then the application to the TiS2/MoS2 VHS.
7.2 Species Dependent Scissor Operator and NGWF
Gradient
The traditional scissor operator can be used to open band gap by a rigid shift of
the conduction band upwards with respect to the valence band, and hence allevi-
ates the band gap problem. Due to theoretical spectroscopy requiring quasiparticle
energies which DFT lacks, the scissor operator can be used to aid DFT theoretical
spectroscopy calculations, and it has shown to be useful in the calculations of optical
absorption spectra [174].
Instead of just applying the shift to the conduction band, our novel scissor
operator allows one to apply species-dependent and subspace-dependent energy-level
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shifts to the hamiltonian, which has the effect of shifting eigenvalues associated with
specific layers of the material. One can separately shift the valence and conduction
subspaces associated with each layer. This also affects the total energy, so it must
be applied with great care if you are using the total energy for any purpose. The
idea is that a band alignment correction can be applied to the individual layers
of non-covalently-bonded layered materials, though there may well be many other
applications as well. It would seem ‘unwise’ at best to apply this approach to
different regions of the same molecule or solid which are strongly bonded: results
would be unpredictable and likely unphysical. One ideal use would be to correct
the alignment of the band-edges of a layered material heterobilayer so that the
appropriate heterostructure type was realised, for example straddled-gap rather than
broken-gap, using shifts chosen by reference to beyond-DFT accuracy calculations
of the individual materials, or from experimental techniques such as ARPES.
The traditional scissor operator within KS DFT can be written as an extra







σc |ψi〉〈ψi| . (7.1)
The σv and σc are the shifts for valence and conduction states, respectively. We can
use the descriptions given in chapter 3 to transform this to the NGWF formalism,
which gives
Ĥscissor = σv |φη〉Kηδ 〈φδ|+ σc |φη〉 (Sηδ −Kηδ) 〈φδ| . (7.2)
Sηδ is the inverse overlap matrix, so that Sηδ −Kηδ is what we can call the conduc-
tion density kernel. Note that in the above equations and in what follows, unless
otherwise stated, the Einstein notation is adopted, in which implicit summation over
repeated Greek indices is assumed.
As we are interested in applying the shifts to different atoms in the system,
we defined our scissor shifts to be dependent on the atom:
Ĥscissor = |φη〉Kηδshifted 〈φδ| , (7.3)
where Kshifted is the sum of the species-dependent shifted valence and conduction
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The σv and σc are the shifts for valence and conduction states of layer L. Although
in general the sum is over all atoms, so that different shifts can in fact be applied to
different atoms, we use L here to reinforce the importance that this operator should
only be used on layered materials where the interaction between the layers is weak.




Kαβ 〈φβ|Ĥo + Ĥscissor|φα〉+ Edc. (7.5)
The n
KκλSλκ
is a scaling factor to ensure that at all times the constraint of constant
number of electrons n is considered, because before the density kernel converges,
tr[KS] 6= n. The Hamiltonian has been separated into two parts to illustrate what
has been added: the original Hamiltonian without the scissor operator Ĥo and
the scissor operator Ĥscissor from eq. (7.3). The last term, Edc, is the ‘double-
counting’ [54, 61] correction which contains the XC energy and terms compensating
the double counting of the Coulomb electronic repulsion and the XC potential.
Because of the additional scissor operator in the energy term, the NGWF
optimisation which optimises the expansion coefficients ci,α of eq. (3.22) will also
need to be modified. The expansion coefficients are found by minimising the energy
gradient, ∂E∂φ∗α(r) [61, 73]. Here, each term of the energy gradient will be derived and
discussed to see what needs to be added explicitly for our scissor operator.
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To differentiate ∂Kαβ∂φ∗α(r) , we need to write out K
αβ in terms of the auxiliary matrix
L and the overlap matrix S using the purification transformation (eq. (3.17)) such
that Kαβ = (3LSL− 2LSLSL)αβ. We will also simplify the equation by defining
H ′ = H − µS. The first term in the bracket of eq. (7.6) now reads
∂Kαβ
∂φ∗α(r)


















We note that the terms that are not Kαβ, in this case H ′, are just ‘swapped’ with
S. This is permitted because of the use of the tensor indices. This property of the
derivative is quite important and will be exploited again later.












(3LH ′L− 2LSLH ′L− 2LH ′LSL− µK)αβ. (7.11)
The H ′ and µ terms inside Q already contain the scissor Hamiltonian when the
operator is added, so the scissor Hamiltonian related to those terms are already
dealt with implicitly. The second term of eq. (7.10), however, will need to be dealt
explicitly for the scissor Hamiltonian. We will once again separate the Hamiltonian
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The first term here can simply be added to the first term of eq. (7.10). The second
term is more complicated, as the derivative of Kηδshifted contains the derivative of
an inverse overlap matrix. We can get around this by writing out Kηδshifted in full













































(σLv − σLc )K
ηδ



















Using the purification transformation and property of the derivative from eq. (7.9),

















































because of the PAW transformation described in section 3.5.
In summary, the species dependent scissor operator in eq. (7.3) has been
added, and the KshiftedSKn term in eq. (7.15) has been implemented to the NGWF
gradient calculation in ONETEP. The results section of this chapter will test several
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different options for how the scissor operator can be used.
7.3 Strain Analysis of MoS2 and TiS2
As discussed earlier, fig. 7.1a shows several pairs of MS2 materials where DFT and
GW predicts different types of band alignment. For this project, we have chosen to
study MoS2 and TiS2. This choice is motivated by a need to test the validity of our
method on an exemplar system, and monolayer MoS2 has already been well explored.
From fig. 7.1b, we can see that for MoS2 and TiS2, DFT predicts a broken band
gap, but GW predicts a staggered band gap with a band gap of 0.68 eV. Before we
simulate a large supercell of MoS2/TiS2 VHS, we first demonstrate why one cannot
simply strain both materials to the same lattice constant so that a supercell is not
necessary.
The DFT calculations in this section were made using the Quantum Espresso
package [44]. We employ the PAW formalism [71] with the scalar relativistic pseu-
dopotentials with the PBE functional [33] from the JTH PAW atomic datasets [175].
SOC was not included because we just wanted to see how the bands move as a func-
tion of strain, so the spin-orbit splitting is not important in this test. For the S,
Ti and Mo atoms, the outermost 6, 12 and 14 electrons were retained as valence.
80 Ry was used for the plane-wave cutoff energy.
The MoS2 and TiS2 structures were first optimised using geometry optimisa-
tion with cell relaxation until forces were smaller than 10−4 Ry Bohr−1. This results
in a lattice constant of 3.19Å and 3.34Å for MoS2 and TiS2, respectively. Geometry
optimisations and the self-consistent calculations were performed with an 18 × 18
in-plane k-point grid. To avoid interaction between the out-of-plane periodic images
(i.e., the unphysical interaction between the repeated monolayers from the periodic
boundary condition), the vacuum spacing was 25Å.
Four band structures were calculated for MoS2 and TiS2, with lattice pa-
rameters ranging from the optimal lattice constant to the average lattice constant
3.26Å. The band structures are shown in fig. 7.2 as a gradient from red to yellow.
As can be seen, the effect of strain on both material is clearly not negligible. The
MoS2 transitions from a direct band gap to an indirect band gap. In addition, the
band gap shrinks as strain increases. The TiS2 on the other hand maintains the
band gap, but with both the VBE and the CBE shifted up, which in fact changes
their band alignment to a staggered gap. Therefore, applying the strain to both
material would change their properties drastically. Running a GW calculation on
a small unit cell of TiS2/MoS2 VHS with lattice constant 3.26Å would hence yield
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Figure 7.2: DFT band structures of (a) MoS2 with increasing lattice constant
from the optimal lattice constant 3.19Å to 3.26Å and (b) TiS2 with decreasing
lattice constant from the optimal lattice constant 3.34Å to 3.26Å. The four band
structure calculations are displayed as a gradient from red to yellow.
results that are not useful in understanding electronic properties.
7.4 Construction of Supercell
It has been established that we need to use a large supercell in order to capture the
correct properties of an unstrained MoS2/TiS2 VHS. This section will discuss the
construction of our supercell, as it is not intuitive. If we consider a VHS consisting
of a substrate that is the bottom layer and an overlayer on top of the substrate, one
can calculate the number of unit cells required to minimise the strain of the two
layers by solving
asubstraten = aoverlayerm, (7.17)
where asubstrate and aoverlayer are the lattice constant of the substrate and the over-
layer, while n and m are to be determined integers which gives the number of unit
cells required for the substrate and the overlayer. For the lattice constants of 3.19Å
and 3.34Å for MoS2 and TiS2, n and m would be unreasonably high (e.g., n = 319
and m = 334) and is infeasible for a DFT calculation. Thus, for our purposes we
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Figure 7.3: Examples of non-trivial hexagonal surface supercells. O denotes the
origin of the grid. The red cell is a primitive cell with lattice vectors a1 and a2




3) cell rotated by 30◦ with lattice
vectors b1 and b2. The thin red arrows illustrate the path needed to construct the
blue supercell from the primitive cell.
have adopted a searching algorithm that searches different substrate supercells then
find a matching overlayer supercell. We allow small amount of strain on the over-
layer, and a small rotation is also included to help relax the strain and reduce the
supercell size.
We search the substrate supercell by using a linear transformation on a prim-















where n, m, k and l are integers. As an example on how this works, fig. 7.3 illus-
trates a set of primitive cell lattice vectors a1 and a2 mapped to b1 and b2 after a
transformation. In this example, we can see that to get from O to b1, we can go
two steps a1 and one step a2. Meanwhile to get from O to b2, we can go one step




















Using this formulation, we can obtain the number of atoms in the new supercell by
the determinant of M multiplied by the number of atoms in the primitive cell.
As one can imagine that many configurations of supercell can be searched
through by using a transformation matrix. We simply generate many combinations
of integers for n, m, k and l for the substrate, then we find the corresponding
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B is the rotated primitive lattice vectors matrix of the overlayer, in which b1 and
b2 are rotated by angle θ via a rotation matrix such that
b1 =
(
cos θ − sin θ
sin θ cos θ
)
bold1 and b2 =
(
cos θ − sin θ
sin θ cos θ
)
bold2 ; (7.21)
the matrix P is similar to M, where it transforms a set of primitive lattice vectors
to a create new supercell, thus the matrix elements p, q, r, s are integers, and S is a
strain and shear transformation. We can obtain these two matrices by multiplying
both side by the inverse of B, giving
PS = MAB−1. (7.22)
As P is an integer matrix, we simply round the MAB−1 matrix to get P. That is,
P = bMAB−1e. (7.23)
S is then simply
S = P−1MAB−1. (7.24)
As one can see here that S is close to the identity matrix as it is just a small
error introduced by the rounding procedure. After we obtain all the aforementioned
matrices, we select as the best configuration the one with the lowest amount of
strain and shear, while having a minimum number of atoms per layer of 200 and
a maximum number of atoms per layer of 600. The minimum number of atoms is
set so that a supercell size will be large enough to hold the NGWFs in ONETEP
and allow for a large enough cell to sample higher number of k-points, as ONETEP
samples only the Γ-point.
In summary, we search through a set of angles θ for the overlayer, which for
our MoS2/TiS2 VHS, we searched through 2–6◦ at an interval of 0.1◦. For each θ,
we then generate all combinations of n, m, k and l, which we used the range of
integers 0 to 12, so that the largest supercell we can make is a 12 × 12 supercell.
The relaxed lattice constants from last section were used, where MoS2 is 3.19Å and
TiS2 is 3.34Å. Afterward, we compute P using eq. (7.22) and S using eq. (7.24).
We then rank each supercell configuration by the sum of the absolute value of the
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elements in (S− I), where I is the identity matrix, and the lowest value of the sum













0.999 97 0.000 13
−0.000 13 0.999 83
)
.
Our MoS2/TiS2 VHS therefore contain 762 atoms with the substrate (MoS2) con-
taining 399 atoms and the overlayer (TiS2) containing 363 atoms. As we can see
that the strain and shear is negligible and the rotation angle is very small, so this is
a very good approximation to the unstrained VHS. The resulting supercell is shown
in fig. 7.4. A 2×2 version of the supercell is shown in fig. 7.5, which clearly displays
Moiré patterns with aligned and non-aligned regions.
7.5 Validation Tests With MoS2
In this section, MoS2 monolayer calculations using the scissor operator will be pre-
sented. The calculations were performed using the supercell discussed in the last
section, but include only the MoS2. The calculations therefore serve a threefold pur-
pose: test whether the supercell created in the last section is indeed periodic and
produces correct band structure, the function of the scissor operator, and finally
the total energy can be used for the interlayer distance optimisation, which will be
described in the next section.
The total energy calculations were performed using ONETEP [61]. The
optB88-vdW XC functional was used for all our calculations, as it has shown to
be the best option for a similar VHS [173]. It was also used for the monolayers to
keep the XC functional consistent across all of our calculations. 1200 eV plane wave
kinetic energy cutoff was chosen and we employed the PAW formalism [71, 73]. The
NGWF radius was 13 Bohr for all the atoms. The same scalar relativistic pseudopo-
tentials from the JTH PAW atomic datasets [175] were used as section 7.3. To avoid
interaction between periodic images, the cell size in the non-periodic direction was
29.4Å. A smearing of 0.1 eV was used for the DOS calculations.
We obtain the shifts needed to reproduce the GW band gap from [159], which
is in a previously shown fig. 7.1b. For MoS2, the valence band shift is −0.0733 eV
and the conduction band shift is 0.8792 eV. The scissor operator is setup according
to the shifts. The DOS and spectral function of the MoS2 monolayer, with and
without the scissor operator applied, are shown in fig. 7.6 and fig. 7.7. The band
gap without the scissor operator is 1.66 eV, which is somewhat higher than the
reported DFT values of 1.58 eV [159, 176]. However, this can be seen to be due to
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Figure 7.4: A MoS2/TiS2 VHS supercell, where the bottom layer is MoS2 and
the top layer is TiS2. The red atoms are Mo, the grey atoms are Ti and the yellow
atoms are S. The interlayer distance d is defined by the distance between the metal
atoms of each layer.
Figure 7.5: 2 × 2 MoS2/TiS2 VHS showing Moiré patterns containing aligned
and non-aligned regions
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Figure 7.6: MoS2 monolayer DOS comparing with and without scissor operator.
The Fermi level is pinned at the middle the band gap. The with scissor LDOS
shows a simple opening of the band gap with all the features of the without scissor
LDOS left intact.
the lack of SOC. If we include the DFT spin-orbit splitting of 0.15 eV at K from
section 6.9, hence decreasing the band gap by 0.075 eV, we obtain a band gap of
∼1.58 eV in accordance with literature results.
Unsurprisingly, both the DOS and spectral function with the scissor operator
display a simple energy shift from the without-scissor operator results. The band
gap increased to 2.61 with the scissor operator applied, an increase of 0.95 eV, which
is expected from the shifts applied. Hence, we have demonstrated that the scissor
operator has been implemented correctly when applied globally. In the next two
sections, we will finally investigate the validity of using the scissor operator on the
MoS2/TiS2 VHS.
7.6 Interlayer Distance and the Effects of the Scissor
Operator
We have discussed the construction of our supercell previously but have left out a
very important part of the design of our VHS, the interlayer distance. The interlayer
distance d is the separation distance between the two layers, as illustrated in fig. 7.4.
The optimal interlayer distance can be found by minimising the binding energy as
a function of d. We compute the binding energy using
Eb = EMoS2/TiS2 − (EMoS2 + ETiS2), (7.25)
where EMoS2/TiS2 is the total energy of the MoS2/TiS2 VHS, EMoS2 and ETiS2 are
the total energy of the isolated MoS2 monolayer and TiS2 monolayer that makes up
the VHS.
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Figure 7.7: MoS2 monolayer spectral function (a) without scissor operator and
(b) with scissor operator. The with scissor spectral function shows a simple opening
of the band gap with all the features of the without scissor bands left intact.
The ONETEP calculations set up is same as the last section with the addition
of the EDFT functionality within ONETEP [177], because of the predicted broken
band gap, thus the metallic nature of the MoS2/TiS2 VHS. See table 7.1 for a
summary of all the parameters used. Geometry optimisation was not performed due
to the large computational cost associated with such a large system, so that both
layers are just kept flat. Because of this, it is important to note that our system is
only an approximation, as twisted bilayers tend to buckle, where the aligned regions
tend to buckle away from each other and the non-aligned regions tend to buckle
towards each other.
Since no known studies have been found for MoS2/TiS2 VHS, we had no ref-
erence points for the interlayer distance. However, we can deduce that the interlayer
distance is between 6.2Å and 6.6Å, because of the reported interlayer distances of
6.21Å and 6.65Å for MoS2/WS2 [178] and MoS2/MoSe2 [173], respectively. We ex-
pect the interlayer distance to be higher than that of MoS2/WS2, because TiS2 has
a higher lattice constant than WS2. Meanwhile, we expect the interlayer distance to
be lower than that of MoS2/MoSe2, because of the inclusion of Se tends to increase
the thickness of the monolayer. We therefore calculated the binding energy from
6.20Å to 6.40Å interlayer distances at an interval of 0.05Å.
The variation of binding energy with interlayer distance d is shown in fig. 7.8a.
The optimal value was found to be 6.30Å, which is in the aforementioned expected
range. Note that one could perform a finer-grain search at a smaller d interval to
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Parameter Value
Plane-wave cutoff energy 1200 eV




DOS smearing 0.1 eV
MoS2 Valence band shift −0.0733 eV
MoS2 Conduction band shift 0.8792 eV
TiS2 Valence band shift −0.7217 eV
TiS2 Conduction band shift 0.7516 eV
Table 7.1: A table showing several of the most important parameters used in
ONETEP, which would be necessary to reproduce the calculations performed.
























Figure 7.8: Interlayer distance d optimization, with the lowest binding energy
taken as energy reference, where (a) is without the scissor operator and (b) is with
the scissor operator applied.
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obtain a more accurate result, but for our purposes of validating the scissor operator
functionality, this accuracy is enough. The scissor operator was not applied to obtain
the above interlayer distance, but it was particularly interesting to see what would
happen if we do apply the scissor operator.
We obtain the shifts needed to reproduce the GW band alignment from [159],
results from when were previously shown as fig. 7.1b. For MoS2, the valence band
shift is −0.0733 eV and conduction band shift is 0.8792 eV, as previously. For TiS2,
the valence band shift is −0.7217 eV and conduction band shift is 0.7516 eV. The
scissor operator is setup according to the shifts, and the resulting binding energy
as a function of interlayer distance is shown in fig. 7.8b. It shows that the binding
energy continue to decrease even for much higher d than the optimal value predicted
by calculations without the scissor operator. This is likely to be attributed to
unphysical effects introduced by the scissor operator.
One can interpret the scissor operator as applying an external electric field
to the system, similar to that of applying an electrostatic gate voltage, which causes
the band gap renormalisation. However in this case, there would be two separate
non-interacting electric fields acting on the individual layers with no self-consistent
polarisation response, which needless to say is unphysical and causes the two lay-
ers to separate. Therefore it is recommended to not use the scissor operator for
interlayer distance optimisation.
7.7 Effects of the Scissor Operator on LDOS and Spec-
tral Function
7.7.1 LDOS Analysis
Finally, with the interlayer distance determined, the construction of the MoS2/TiS2
supercell is complete, and we can begin some properties calculations related to the
scissor operator. We first investigated the LDOS of the individual MoS2 layer and
TiS2 layer comparing results without and with the scissor operator. These are shown
in fig. 7.9a and fig. 7.9b.
It can be seen that the band gap opened for both MoS2 and TiS2. The
MoS2 local band gap without and with scissor is 1.46 eV and 2.42 eV, respectively.
Therefore, the scissor operator increased the gap by 0.96 eV, which differs by 0.01 eV
from the expected 0.95 eV. The expected band gap increased is simply from the
magnitude of the shifts applied. Interestingly, the local band gap of TiS2 without
scissor is a mere 0.30 eV, much lower than the reported 0.73 eV [159] and our own
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Figure 7.9: MoS2/TiS2 VHS LDOS comparing different ways to use the scissor
operator.
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calculation without SOC 0.80 eV. Moreover, the band gap of the VHS opened to
0.77 eV, which is above the predicted 0.68 eV from fig. 7.1b. Upon closer inspection,
we can see that even without the scissor operator, the VHS has a band gap of 0.30 eV
which seems to comes from just the TiS2. The scissor operator has therefore only
opened the band gap by 0.47 eV.
We first thought that these ‘strange’ behaviours were caused by the use of
the scissor operator for the full SCF calculation, as we saw that the scissor operator
can produce incorrect results for the interlayer distance optimisation. Hence, we
examined whether one can run the scissor operator after a self-consistent calculation
without the scissor operator. This process of first running without scissor then with
scissor will be denoted as ‘without→with scissor’ from now on. Furthermore, to see
how running full SCF with scissor can affect the results, we have also tested running
first with scissor, then without (this will henceforth be denoted as ‘with→without
scissor’) to see whether we will retrieve the original without scissor DOS.
The LDOS for the without→with scissor is illustrated in fig. 7.9c. It shows
that, once again, the band gap for both MoS2 and TiS2 have increased. However,
for MoS2, it only increased to 2.14 eV, which is far from the expected value. Unfor-
tunately, the band gap of TiS2 is hard to measure, as we shall see why later from
their spectral functions. The band gap of the VHS is the same as with scissor. This
is caused by the TiS2 conduction states being shifted to a higher energy relative to
the with scissor case. By also looking at the with→without scissor LDOS shown
in fig. 7.9d, we can see running full SCF calculations with scissor indeed greatly
affects the electronic structures as one cannot reproduce a without scissor results
afterward, while re-using the density and NGWFs.
Within ONETEP, a full SCF calculation optimises two nested loops the
density kernel and the NGWFs. One can run a full SCF calculation without scissor
to optimise the NGWFs and density kernel, then optimise only the density kernel
with the scissor operator. On the contrary, one cannot optimise solely the NGWFs
with the scissor operator, because the optimisation of NGWFs requires convergence
of the density kernel. We have investigated whether it is possible to only optimise
the density kernel after a full SCF without scissor to produce the same result as
the full SCF with scissor. The LDOS of such case shown in fig. 7.10. The LDOS is
very similar to with scissor (fig. 7.9b). The band gap, however, is 0.75 eV, smaller
than with scissor 0.77 eV. All these initial findings indicate that running a full SCF
with scissor is perhaps necessary if one wishes to use the scissor operator, but just
a density kernel optimisation with scissor after a full SCF without scissor seems
possible.
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Figure 7.10: MoS2/TiS2 VHS LDOS for a full SCF without scissor operator









Figure 7.11: Schematic of overlapping monolayer Brillouin zone, with the TiS2
layer (in red) rotated by 4.3◦ relative to the MoS2 layer (in blue).
7.7.2 Spectral Function Analysis
To explain all the aforementioned behaviours, we turn to the spectral functions.
We calculate the spectral function by unfolding the single-particle supercell spectral
function to the monolayer of interest [173]. With this method, we can analyse
the spectral function of the MoS2 layer and the TiS2 layer separately, similar to the
LDOS. Since the two layers have two different BZ, with TiS2 rotated by 4.3◦ relative
to MoS2, the high symmetry points are also different, see fig. 7.11. We therefore
colour code the high symmetry points with blue for when the spectral function is
sampled in the MoS2 BZ, and red for when the spectral function is sampled in the
TiS2 BZ. In order the provide a reference to how the bands of each layer changed,
the spectral functions for the MoS2 and TiS2 monolayer are shown in fig. 7.12. Only
the path K-Γ-M is computed, because we expect the VBE to be between Γ to K
and the CBE to be between Γ to M (from our strain analysis, fig. 7.2).
The spectral functions for without scissor, with scissor and without→with
scissor are shown in fig. 7.13, fig. 7.14 and fig. 7.15. The first problem we faced was
the small band gap of TiS2 when calculated without scissor. Figure 7.13 shows the
hybridisation of the HOMO band (i.e., the MoS2 HOMO band appearing in the TiS2
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spectral function), thus reducing the band gap to be between the MoS2 VBE to the
TiS2 CBE. In fact, most of the high spectral weight bands near Γ in TiS2 are from
the MoS2 bands. These hybridisations seem unlikely to be physical, and the scissor
operator appears to be able to correct these. Figure 7.14 shows the reduction of the
spectral weight of the MoS2 bands in TiS2. However, experimental measurements
are needed to confirm whether the hybridisations are real physical phenomena.
The second problem observed was that the existence of the band gap even
without scissor. As can be seen that the band gap of MoS2 is indirect. However, this
is expected, as the bilayer MoS2 also possesses an indirect band gap [176], where the
bands at K get shifted down, thus causing the VBE to be at Γ. This explains why
the band gap exists, because the predicted overlap between the TiS2 LUMO band
and the MoS2 HOMO band is only 0.14 eV. The lack of SOC would have already
reduced the overlap, so when the VBE transitions from K to Γ, it would create a
small gap in the VHS. In addition, it explains the decrease in the MoS2 local band
gap in our VHS.
The third problem noted was that the scissor operator was only able to open
the band gap of the VHS by 0.47 eV. We can see by comparing fig. 7.13 and fig. 7.14,
that the LUMO band of TiS2 appears not to have been shifted up by the intended
amount of 0.75 eV. Unfortunately due the hybridisation, it is too difficult to identify
the without scissor band gap associated with TiS2, but examining the with scissor
band gap of 2.34 eV, the scissor operator has certainly corrected the gap to some
extent. Hence, the problem lies in the incorrect band alignment, as both MoS2 and
TiS2 seems to show the correct band gap opening by the scissor operator. There is
one shortcoming in our implementation that perhaps explains this. The operator
only shifts the selected layers, the ‘cross-terms’ are left untouched. For example,
the terms in the density kernel that relates the Mo and Ti NGWFs are not shifted.
Finally, we discussed whether one can perform a without→with scissor cal-
culation. It can be seen from fig. 7.15, the shape of the MoS2 HOMO band has
changed drastically. This would suggest that the scissor operator decreased the ef-
fective mass at Γ, which, needless to say, is erroneous. Not to mention the wrong
band gap opening that was established in the LDOS discussion. Hence, it is not
recommended to only apply the scissor operator non-self-consistently after a full
SCF calculation without scissor.
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Figure 7.12: Spectral functions of (a) MoS2 monolayer and (b) TiS2 monolayer.
It shows hybridisation of the HOMO band, where the MoS2 HOMO band appearing



























Figure 7.13: Spectral function without scissor. It shows hybridisation of the
HOMO band, and high spectral weight bands near Γ from the MoS2 bands in the
TiS2.
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Figure 7.14: Spectral function with scissor. It shows a reduction of the spectral
weight intrusion from the MoS2 bands in the TiS2 spectral function compared to































Figure 7.15: Spectral function without→with scissor showing a large change in
the shape of the HOMO band.
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7.8 Conclusions
In conclusions, we have implemented a novel species-dependent scissor operator
into the ONETEP code. The scissor operator method works by adding an extra
potential term to the Hamiltonian that shifts the eigenvalues depending on the
species. Because of the addition of the new Hamiltonian term, the NGWF gradient
calculation was updated to reflect this change. When this species-dependent scissor
operator is applied with a single shift to open up the band gap for the whole system,
it becomes the traditional scissor operator, thus it can be used across any material
with a band gap. However, for materials that require different shifts for different
species, it is only recommended to be used between non-covalently-bonded layered
materials, otherwise it would produce unphysical results. For example, one can use
this method for VHSs but should not be used for LHSs or alloys.
Initial validation tests on MoS2 monolayer proved that the functionality has
been implemented correctly and can be used to increase the band gap of a material.
The MoS2/TiS2 VHS was then investigated to demonstrate how the scissor operator
can be used to correct the band alignment. MoS2 and TiS2 was chosen because of the
predicted broken gap by DFT but GW predicts a type II band alignment. We have
found that the scissor operator should not be used to perform interlayer distance
optimisation for VHSs, as is causes the total energy to continue to decrease at high
interlayer distance.
The MoS2/TiS2 VHS was found within plain DFT to have a small band
gap of 0.3 eV, without the use of the scissor operator. This was attributed to the
MoS2 band gap becoming indirect when there are multiple vdW layers, and our lack
of SOC in the calculation. It has been shown that one should not use the scissor
operator after a full SCF calculation without it, otherwise it would produce incorrect
band structure. The scissor operator has shown, not only to improve the band gap,
but also correct the hybridisation of bands, though experimental work is needed
to confirm this. Continued collaboration between this research group and that of
Dr Neil Wilson is expected to lead to future ARPES experiments could be used to
rigorously test this method. However, we have faced the problem that the band
gap after the application of the scissor operator is not almost as large as expected,
thus more tests are necessary before any real world use. Nevertheless, the species
dependent scissor operator has shown promising results and have the potential for




In this thesis, we have focused on linear-scaling DFT for calculations on lateral
and vertical heterostructures of TMDCs. We have developed approximations using
DFT results to compute the critical thickness of LHSs and a framework for creating
LHSs with periodic boundary condition for DFT calculations. A new algorithm
was also developed and implemented into the linear-scaling DFT package ONETEP
to better predict bandstructures for VHSs. Another area that was looked at was
comparing GW and DFT bandstructures to experimental ARPES results. For the
first time, direct measurement of the conduction band for several TMDCs monolayer,
bilayer and trilayer using ARPES were obtained, and we were able to use GW
approximation to compute quantitatively comparable bandstructures.
In chapter 5, we firstly explored the WS2|MoS2 LHS, we began by analysing
the DOS and slabwise LDOS. The band gap was found to be 1.8 eV, while the LDOS
shows the band alignment is a type II heterojunction, with the transition from bulk-
like DOS of WS2 to bulk-like DOS of MoS2 takes place over just 1–2 slab widths.
This small transition in the band alignment lead us to believe that the strong PL
response at the interface shown from experiments could be due to the separation of
defects. From our vacancy formation energy calculations as a function of position
across the LHS, it was found that sulphur vacancies have a slight tendency to form
at the W-Mo interface. Hence, we hypothesise that the enhanced PL observed
experimentally could be due to the trapping of vacancies near one of the interfaces.
Before we end the study of WS2|MoS2, we looked at the slight asymmetry in the
vacancy formation energy and it was found to occur only in the zigzag interface due
to the difference between the W-Mo interface and Mo-W interface.
We then explored the critical thickness of MoS2|MoSe2 LHS and have devel-
oped a simple approximation to compute the critical thickness of a thin film on a
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thick substrate based on DFT calculations. In our model, we used a grain bound-
ary nanoribbon that includes a dislocation and a rotated nanoribbon to extract the
energy associated with adding a dislocation. By computing the energy per formula
unit for a perfect film and a one-directional strained film, we can construct hypo-
thetical systems that have different film thickness with a dislocation embedded and
hence, calculate the critical thickness. We obtained the critical thickness of a thin
MoS2 film on a thick MoSe2 substrate as 20.97Å and 6.61Å for a thin MoSe2 film on
a thick MoS2 substrate. Despite the crude approximations, the critical thicknesses
is in the expected range. As it would be interesting to use a full periodic LHS to
compute the critical thickness, we ended the chapter with how one may design a full
periodic LHS to be simulated using DFT.
In chapter 6, we compared bandstructures from DFT and GW with exper-
imental ARPES measurements, and provided several suggestions on converging a
GW calculation. We looked at WSe2 and WS2 1L, 2L and 3L and have shown that
the GW band structures are in excellent agreement with ARPES, while DFT is only
qualitatively comparable. The first problem we faced with the GW calculations was
the bumpy numerical artefacts in the band structure and it was found that it is
necessary to include the 3s and 3p states in Se. We therefore recommend one to
check that certain semi-core states are included if faced with a similar problem. We
have also demonstrated that the HF gap of 2D materials diverges for large k-point
sampling size if the divergence of the Coulomb term is not properly dealt with, and
recommend the use of the random integration method to deal with this divergence
problem. We then looked at the problem that GW calculations tend to converge
very slowly with the number of bands, and subsequently tested the effective energy
technique (EET) and have shown better convergence even without increasing the
number of bands, so for users with limited computing power, the EET can be used.
Looking into the future of large-scale DFT calculations on vertical het-
erostructures and the possible problem of incorrect band alignments predicted by
DFT, we have presented, in chapter 7, a novel species-dependent scissor operator
to solve such problem. The idea is to use band alignments from other more accu-
rate methodologies such as GW approximation and apply those alignments to DFT.
This new functionality has been implemented to ONETEP. The scissor operator
method works by adding an extra potential term to the Hamiltonian that shifts the
eigenvalues depending on the species, which in turns allow the band gap each layer
in a VHS to be corrected individually. This method is only recommended to be
used between non-covalently-bonded layered materials, otherwise it would produce
unphysical results. In addition, a shortcoming of our scissor operator is that should
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not be used to perform interlayer distance optimisation for VHSs, as is causes the
total energy to continue to decrease at high interlayer distance.
We have applied the new scissor operator to the MoS2/TiS2 VHS, because
of the predicted broken gap by DFT but GW predicts a type II band alignment, so
this is a good demonstration of the problem it can solve. We have demonstrated
that the scissor operator can not only to improve the band gap, but also correct the
hybridisation of bands, though experimental work is needed to confirm this. One
caveat is that the scissor operator cannot be applied after a full SCF calculation
without it, otherwise it would produce incorrect band structure. More tests, includ-
ing experimental work, are certainly needed to verify the accuracy of our method
but it has shown some initial promising results and we believe that it can be very
useful for multilayered VHSs with more complicated band alignments.
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