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"frame" Íde reconhecimento do FIP, para transmissão da 
requisição (RP_MSG_ACK) ou do reconhecimento (RP_ACK) - 
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Analisador Simulador de Redes de Petri 
Controlador Lógico Programável 
Comando Numérico Computadorizado 
Cyclic Redundance Checking 
Cyclic Request Data with Reply - Leitura periódica 
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Cyclic Send and Request Data with Reply - Intercâmbio 
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Data Link Layer - Camada Enlace 
Eficiência da transferência de informação 
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Factory Instrumentation Protocol/Flux Information 
Processus 
Frequency Shift Keying - Modulação por variação de 
frequência 
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Highest Station Address - endereco mais alto (no anél 
lógico do PROFIBUS) 
"frame" identificador do FIP 
Institute of Electrical Electronics Engineers 
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OSI - Open Systems Interconnection 
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PROFIBUS 
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PDU - Protocol Data Unit 
P4 - perdas finais na interface da camada enlace 
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periódico do PROFIBUS 
P, ~ perdas fisicas .introduzidas na camada enlace por 
imperfeicöes na camada fisica 
PROFIBUS - PRUCESS Flèid Bus 
PS - Past Station - estacão anterior (à TS) no anel .lógico 
do PROFIBUS 
Oi - vazão máxima de ocupacão da camada enlace
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capacidade de transmissão da camada enlace 
RDR - Request Data with Reply - Leitura remota de informacão 
RDRL/RDRH - "frame" do servico RDR de baixa (L)/alta (H) 
prioridade do PROFIBUS 
RdPTE - Redes de Petri Temporizadas Extendidas 
RdP - Redes de Petri 






fase de transferência da lista de variáveis do servico 
aperiódico do FIP 
u ^" "frame de recepcao 
"frame" resposta do FIP, para transmissão de 
requisições (RP_DAT_RQi4 RP_DAT_MSG), e valores 
(RP_DAT, RP_MSG, RP_R0i) ' 
"frame" do servico aperiódico do FIP, para 
transmissão da requisição (RP_DAT_R0i), do 
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aperiódicas (RP_ROi) 
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PROFIBUS 
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prioridade do PROFIBUS 
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reconhecimento 
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prioridade do PROFIBUS
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tempo de acesso ao barramento do servico aperiódico de 
baixa prioridade ó 
tempo de ativacão do servico periódico 
atraso de propagacão do sinal no meio fisico entre 
árbitro e produtor do FIP 
servico transferência de "buffer" do FIP 
intervalo de tempo indicativo da duracão da janela 
aperiódica 
atraso de propagacão do sinal no meio fisico entre 
árbitro e consumidor do FIP 
tempo de transmissão de um caracter de 11 bit no 
PROFIBUS 





"confirm" ("indication") do servico Periódico do 
PROFIBUS i 
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tempo entre duas transações consecutivas de um dado 
servico 
"frame" de transmissão - 
tempo ocioso na estação iniciadora entre o final de um 
"frame" (recebido ou emitido) e o inicio do seguinte 
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atraso de propagação do sinal no meio físico entre 
produtor e consumidor do FIP 
tempo de processamento da primitiva "confirm" 
tempo de processamento da primitiva "request" 
tempo de processamento da primitiva "indication" 
tempo de execução das np transações do serviço 
periódico 
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` 
tempo de reação da estação respondedora do PROFIBUS, a 
um "frame" recebido 
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PROFIBUS ' 
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solicitados e enfileirados nos "buffers" de 
transmissão 
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serviço periódico › 
tempo de transmissão do campo de sincronização (SYN) 
do "frame" iniciador do PROFIBUS 
atraso de propagação do sinal no meio íísico 
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RESUMO 
O presente trabalho situa-se no contexto dos esforços 
de criação de um padrão para interligação dv dispositivos al 
nivel do "field-bus". e objetiva avaliar o desempenho da camada 
enlace de dados do FIP e do PROFIBUS, duas entre as principais 
propostas candidatas à padronização internacional. 
Partindo-se de uma introdução geral do contexto em que o 
"field~bus" se insere e focalizando o estudo sobre as suas 
restrições de caráter temporal, é de{inido um modelo genérico 
para a camada enlace e os critérios 
4 
de análise, que 
caracterizam a metodologia estabelecida para a avaliação de 
desempenho. 
Esta metodologia é aplicada às propostas, com o intuito 
de estabelecer modelos em Redes de Petri para os seus serviços. 
Os modelos são então simulados e é desenvolvida uma análise 
comparativa sobre os resultados obtidos. 
Como principal contribuição, discute-se os resultados 
obtidos, enfatizando as vantagens e restrições do 'PROFIBUS e 
FIP, e gerando uma proposta de alternativas para a camada 
enlace. Como subproduto é estabelecida uma metodologia de 
análise de desempenho, aplicável a outras especificações de 
camada enlace de "field~bus".
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ABSTRACT 
This work is situated within the efforts to create a 
standard for interconnection in the field-bus level, and it 
intents to evaluate the Data Link Layer (DLL) performance of 
FIP and PROFIBUS, two amoung the main contender proposals to 
the field-bus standard. 
From a general introduction to the field-bus context. and 
focalizing the performance study on field-bus' temporal 
restrictions, it is defined a general DLL model and the 
criteries that characterize the Performance evaluation 
methodology. i 
This methodology is applied to the proposals. to 
establish Petri net models for their DLL services. The models 
are simulated and a comparative analysis is developed on the 
results. 
As the main contribution, the performance results and the 
main advantages and restrictions of the proposals are 
discussed, and data link layer alternatives are generated. As 
other result, it is established a Performance analysis 
methodology to be applied to other DLL services proposals.
1. INTRODUÇÃO 
Dos esforços de criação de padrões internacionais para 
interligação de computadores e equipamentos de produção, 
controle e monitoração, nos diversos niveis de automação na 
área fabril, resultaram notadamente os projetos MAP/TUP EMAPB7] 
em que convergiram os trabalhos do DSI/ISO EDAYBBJ. IEC 
(Proway) EIECEBÓI, IEEE (Projeto 802). Neste contexto, os 
protocolos de interligação do tipo "field-bus" têm sido foco 
de interesse dos atuais esforços de padronização, sendo 
conduzidos pela IEC, ISA e IEEE, dentre outros, em torno da 
análise e revisão de um conjunto de sistemas propostos para a 
padronização internacional (FIP. PROFIBUS, Rosemount, Philips, 
ERA/MIL-STD~1553B. Foxboro, etc ). ' 
O presente trabalho descreverá o estudo de desempenho. 
desenvolvido no contexto do "field-bus", em torno das propostas 
PROFIBUS e FIP. 
O Capitulo 2 [AGUI589] apresentará o contexto do estudo, 
procurando caracterizar o "field-bus", quanto: ~ 
- ao seu âmbito de aplicações no ambiente de automação 
industrial integrada, destacando os parâmetros 
relacionados com: volume e fluxo de informação, tempo 
de resposta, dispositivos atendidos, etc.; 
- aos requisitos estabelecidos pelos órgãos de 
Iv normalizaçao internacional. atuantes na área; 
A- às propostas candidatas ao padrão "field-bus", com uma 
breve análise comparativa; 
vv - às tendências do processo de padronizaçao em cada 
camada.
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Desta análise geral se delineará o foco do estudo de 
desempenho a ser desenvolvido, em termos de resultados 
pretendidos. 
No Capitulo 3 será definido o escopo de abrangência da 
análise de desempenho e a metodologia para o seu 
desenvolvimento. Com base nestâ metodologia serão apresentadas 
as principais informações levantadas e deduzidas a respeito 
dos elementos, servicos e tempos da camada enlace do FIP e 
PROFIBUS, relacionadas com a análise de desempenho. 
Com base nestas informações, no Capitulo 4 serão 
desenvolvidos modelos em Redes de Petri Temporizadas 
Extendidas, cuja simulação permitirá a análise do desempenho 
das propostas PROFIBUS e FIP. A análise de desempenho enfocará, 
particularmente, os aspectos de eficiência temporal, 
confiabilidade e integridade da camada enlace e tempos de 
execução de serviços periódicos e aperiódicos, como medidas 
indiretas da periodicidade e do tempo de acesso ao barramento. 
Como conclusão do trabalho, pretende~se obter indicações 
sobre as vantagens e restrições de cada proposta e alternativas 
a serem propostas frente as restrições de desempenho 
observadas. Adicionalmente, é executada uma avaliação da 
metodologia de análise de desempenho utilizada. 
A titulo de orientação geral, para uma consulta 
interessada somente nos principais aspectos da análise de 
desempenho, sem se ocupar das caracteristicas das propostas, 
recomenda-se a leitura seletiva dos itens 3.1, 3.8, 3.5, 4.1, 
4.8, 4.3 e 4.5. Informações mais detalhadas são apresentadas 
nos itens 4.4 (resultados de desempenho), nos itens 3.3 e 3.4 
(descrição das propostas) e nos Anexo 7.1 (análise temporal dos 
serviços) e 7.2 (modelos em Redes de Petri dos serviços).
2. CONTEXTO DO ESTUDO 
2.1 INTRODUÇÃO 
. f ~ . A estrutura funcional dos Sistemas de Producao Industrial 
segue geralmente uma organização hierárquica em niveis. 
Iv associados a funções especificas do processo de produçao, com 
requisitos distintos de comunicação, tais como: volume e 
tamanho da informação e tempo de resposta (fig. 2.1), na 
na integraçao dos elementos dos diversos níveis. 
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FIGURA 2.1 ~ Estrutura íuncional do sistema de produção 
industrial - requisitos de comunicação
A4 
associação destes requisitos de comunicação às soluções 
de redes locais correspondentes é geralmente representada por 
uma estrutura em 3 niveis, conforme indicada na figura 2. 
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FIGURA 2.2 ~ Hierarquia de comunicação fabril 
caracterizando o seguinte âmbito de atuaçao: 
nivel 2: redes para interligação de computadores das 
áreas de engenharia e planejamento com as unidades de 
supervisão/monitoração de plantas/células, na área de 
na produçao; 
nivel 1: redes para interligação dos equipamentos 
controladores (CLP, CNC, controladores' em malha 
fechada, etc.) com as suas unidades de supervisão/ 
monitoração, no âmbito de uma célula ou planta; 
nivel Oz redes a nível de campo, "field~bus" (ou 
barramento de campo), para _interligação dos 
equipamentos controladores com os seus dispositivos de 
entrada e saida (sensores/atuadores>, que interagem 
diretamente com o processo sob controle/monitoração.
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Na figura 2.3 é apresentado um exemplo de um sistema 
hierarquizado de redes locais de comunicação, com a utilização 
de "field-bus", respeitando este âmbito de atuação. 























FIGURA 2.3 ~ Exemplo de aplicação do "fieldflbus" CIEC306] 
Pretende~se neste Capitulo detalhar alguns dos requisitos 
de comunicação e descrever os esforços de padronização no nível 
O, o "{ield~bus". Serão descritos o seu escopo de aplicações e 
parâmetros de caracterização, implicações, requisitos dos 
órgãos avaliadores e propostas candidatas à padronização, com 
o intuito de se delinear o foco de interesse dos trabalhos de 




Na deíinição da ISA ("lnstrument Society of America“) 
[ISA1B7], o "field~bus" é uma linha de comunicação serial, 
digital, bidirecional (de acesso compartilhado), para 
interligação dos dispositivos primários de automação 
(transmissores/sensores, atuadores/elementos de controle final 
e outros pequenos dispositivos inteligentes, com capacidade de 
processamento local), instalados na área de campo e os 
dispositivos de controle/automação de nivel imediatamente 
superior (controladores), instalados na “sala de controle". A 
definição da IEEE (“Institute of Electrical Electronics 
Engineers") [IEEE87J, apresenta~o como um barramento para 
interligação generalizada de pequenos dispositivos, usados em 
instrumentação, controle de processos e automação da 
manufatura, controle de edificios, etc. 
O "{ield~bus" visa, desta forma, a substituição das 
ligações tradicionais, ponto~a~ponto, e dos módulos de entrada 
e saida (E/S) dos controladores (controladores programáveis - 
CLP, controladores dedicados, etc ), na interligação destes 
controladores com os dispositivos de campo (figura 2.4). 
2.8.8 Histórico 
A primeira idéia de "field~bus" emergiu nas áreas nuclear 
e militar (CAMAC/NIL~STD~1553B) EDECD87]. O interesse primeiro 
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FIGURA 2.4 ~ Funcão do "fie1d~bus" 
ligacöes analógicas (4~E0 mA) e digitais (O-24 V), impulsionada 
pela incorporação de capacidade de processamento em pequenos 
dispositivos a baixo custo. 
Diante deste contexto, e pela importância de se inserir 
interoperabilidade e intercambiabilidade entre implementações 
de "field~bus" em dispositivos de diferentes fabricantes, 
através de uma iniciativa da IEC ("International 
Eletrotechnical Comission“), definiu-se os requisitos gerais a 
serem atendidos pelo padrão "field~bus" [IEC38ó]. Diversos 
grupos de trabalho foram criados em torno desta problemática, 
tendo se ocupado de definir e revisar os requisitos do "field~ 
bus" e analisar possiveis soluções, propostas por fabricantes 
ou órgãos de normalização, para a padronizacão internacional. 
Atualmente, os principais grupos que estão contribuindo 
ativamente para os trabalhos de padronizacäo, como avaliadores 
ou proponentes, são os seguintes: 
a. Avaliadores: IEC TC65/SC65/WGÓ (internacional), ISA SPSO 
(norte americano), EUREHA Field~bus (projeto europeu),
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NEMA ("Nationa1 Electrical Manufacturing Association" - 
norte americano), que especificaram requisitos gerais e 
funcionais para o "field-bus" [IEC386J [lSA187] [EURE87] 
[NEMAEBB] e estao promovendo avaliações sobre propostas 
candidatas à padronizaçãor) 
b. Proponentesz PROFIBUS, FIP, ERA. Foxboro, Rosemount. 
Philips, que geraram especificações abrangentes de 
sistemas candidatos à padronização [SIENB8] ETHDM1B7] 
[BURT88] [FOXBBBJ [ZIELB7J [SCHUB7]. 
Adicionalmente, o grupo do P11iB da IEEE EIEEE87] está 
trabalhando sobre um barramento de propósito geral para 
microcontroladores, baseado no Bitbus EAMRHBBJ, que possui 
algumas caracteristicas convergentes com o "field~bus". 
âlgumas definições e tendências têm emergido dos 
trabalhos dos diversos órgãos avaliadores sendo que, 
atualmente, o principal forum de discussão em torno da 
definição do padrão "field-bus" é a ISA, pelo peso 
mercadológico que representa. 
8.2.3 Caracteristicas 
Os três principais aspectos considerados na 
caracterização do "fie1d~bus" foram: os requisitos fisicos e 
temporais das suas aplicações básicas, os dispositivos que 
interliga e as caracteristicas do seu fluxo de informação.
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2.2.3.1 Requisitos das aplicações 
" ev 0 "divisor d'aguas clássico das aplicações em automaçao 
industrial é a classificação das mesmas em aplicações de 
Controle de Processos e Automação da Manufatura, tendo como 
ø 'là fatores basicos de diferenciaçao os seus requisitos de tempo 
(em termos de ordem de grandeza, constância e periodicidade). 
Os requisitos gerais típicos, impostos ao "field~bus“ por 
80 % das aplicações em Controle de Processos (controle 
amostrado de variáveis de um processo continuo, supervisão de 
pequenos controladores, etc.) e Automação da Manufatura 
(controle "batch", comando e acionamento de máquinas e motores, 
fins de curso, alarmes, etc.) são apresentados na tabela da 
figura 2.5 EWUUDEBBJ. 
___-_____---__-:z--¡;=_-_-_c_;;-:z= zz-z z=-zsscz! fs_z:szzz!--:z-______-z¬s! 
! Característica! 
! I tempo dispersao lalinentacao! controlador e I 
lâutomacäo ! geográfica I via ! multiplexador ! 
!Industrial ! . ! barra I no campo ! 
¡~zflz-¬:__¬_-__-::: __zzz_;c_z:z;__ :=__-_-__-_..!___________!--___.._.___-__ 
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I I I I III I I I I II I 
nt 
Controle de 00 os a 10 s 50 a 1500 m sim não 
Processos (planta) 
5a25m 
Automação da 5 a 500 as (máquina) . não sin 
Manufatura 80 a 200 m 
(célula) 
FIGURA 2.5 - Tabela de requisitos Automação da Manufatura/ 
Controle de Processos
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Entretanto, pode haver também a coexistência de 
aplicações em Controle de Processos e Automação da Manufatura, 
bem como existir outros tipos de aplicações (automação dos 
transportes, edifícios, etc.) com requisitos similares. 
Em consequência, a definição do padrão deve considerar a 
necessidade de uma solução única de "field-bus", válida tanto 
para Controle de Processos como Automação da Manufatura, e com 
possibilidade de adoção em outras áreas de aplicação. 
2.2.3.2 Dispositivos interligados 
A tabela da figura 2.6 apresenta algumas das 
características médias dos dispositivos de campo, geralmente 
atendidos EDECDB7] pelo “field-bus" (dispositivos primários de 
automação). Nesta tabela é importante observar que os 
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FIGURA 2.6 ~ Tabela de caracteristicas gerais de dispositivos 
EDECDB7J
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uv dispositivos sao de baixo custo, geram informações de pequeno 
tamanho, a uma elevada taxa (baixo tempo de resposta), 
implicando num alto volume de informação, sendo que, em 
ou comparaçao com os niveis 1 e E, o comportamento é conforme 
indicado na figura 2.1. 
8.8.3.3 Fluxo de informação 
Adotou-se para o fluxo de informações a nivel do 
"field-bus", uma classificação segundo 3 categorias: 
- periódico: relacionado com a medição e atualização 
periódica de controles ou com outras funções a nível de 
sistema ("time-stamp"); 
- aperiódicoz relacionado com o intercâmbio não 
deterministico (eventual) de variáveis, 
_ 
útil na 
garantia de consistência de cópias de variáveis 
periódicas ou em funções de alarme, "set-up" de 
valores, medições e atualizações assincronas e na 
sincronização de eventos; 
- mensagens: relacionadas com as informações 
complementares relativas ao processo. ao dispositivo ou 
ao "field-bus", tais como; "dados de placa" do 
fabricante, versão de implementação do "field-bus", 
mensagens para o operador. 
Os dados associados aos fluxos periódico e aperiódico são 
de tamanho limitado (em torno de 8 bytes), enquanto as 
mensagens apresentam tamanho maior (em torno de 856 bytes).
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uv No nivel O os fluxos Periódico e aperiódico sao0 
sensivelmente mais expressivos que nos niveis 1 e E, POUEHUD 
ocupar quase a totalidade da banda útil do "fie1d~bus". Em 
contra-partida, o fluxo de mensagem é bastante NEHDS 
vv expressivo. A medida que se sobe na hierarquia de comunicacaoV 
(niveis 1 e E), o Processo se inverte. ` 
8.3 IMPLICACÕES DO "FIELD~BUS" 
As principais vantagens e beneficios da utilização do 
"field~bus", em relação às conexões convencionais,são a nivel: 
a. Econômico, devido a redução: 
- de cablagem, na utilização de um meio fisico 
compartilhado; 
- dos canais de comunicação com o processo, permitindo 
que todo o sistema de E/S do controlador seja feito 
através da interface "field-bus" (fig. 2.4); 
~ do tempo e complexidade do projeto de uma instalação, 
na ótica de leiaute, proteção contra ruido e 
interferência, terminações, etc. 
b. Técnico-operacional, devido a maior: 
- facilidade de instalação e manutenção, pela 
manipulação de um menor número de cabos e conexões; 
~ facilidade de deteção, localização e identificação de 
falhas, através de funções de monitoração automática¡
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- modularidade no projeto e instalação, aumentando a 
flexibilidade de expansão de funções. 
c. Sistêmico, devido: 
:¬ - ao aumento da consistencia e da confiabilidade da 
informação, através da sua digitalização e pré- 
processamento e da capacidade de correção de erros de 
transmissão; 
- à possibilidade de sincronização dos instantes de 
amostragem de E/S. melhorando o controle de processos 
amostrados; 
- à melhoria do desempenho global da aplicação, através 
da utilizaçao paralela de diversos elementos com 
capacidade de processamento; 
na - à otimização da utilizaçao de controle "batch" com 
controle realimentado e vice~versa, através do 
intertravamento de funções e da integração dos seus 
componentes via "field-bus"; 
- à compatibilidade entre as comunicações do nivel O com 
os niveis 1 e E. 
d. Mercadológico, pela possibilidade de: 
- redução dos custos de sistemas, através da aquisição 
seletiva de dispositivos compativeis de múltiplos 
fornecedores; 
'- desacoplamento do "software" de supervisão da 
dependência de um fornecedor especifico, normalmente o 
fabricante do "hardware".
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uv As desvantagens de caráter sistêmico na utilizaçao do 
"field-bus" residem nas restrições de tempo e confiabilidade, 
resultantes da utilização de um meio fisico compartilhado para 
os fluxos de informação de diversos dispositivos independentes. 
Entretanto, a confiabilidade e disponibilidade do 
barramento podem ser melhoradas, através da introdução de 
redundãncias de meio fisico e-estações. 
As restrições de tempo envolvem a conjugação de fatores, 
tais como: 
- os requisitos de tempo do processo; 
~ os tempos de resposta dos dispositivos interligados; 
- algumas das caracteristicas internas do “field~bus", 
tais como: o mecanismo de acesso ao meio físico 
(centralizado ou distribuído); a_capacidade 4 de 
suportar configurações multi-controlador; a taxa de 
transmissão; a facilidade de configuração; os tempos 
de reação e outros tempos internos dependentes da 
implementação. 
8.4 CONTEXTO DOS TRABALHOS DE PADRONIZACÃO 
As indicações apresentadas neste item estão referenciadas 
aos documentos de especificação de cada avaliador e/ou 
proponente, refletindo a visão dos mesmos na época em que foram 
gerados.
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2.4.1 Requisitos para avaliação das propostas 
Ds principais requisitos funcionais, que norteam os 
trabalhos de avaliação sao: 
na uv minimizaçao de custos por conexao e aproveitamento do 
‹)' investimento em cablagem instalada; 
simplicidade de implementação; 
otimização do balanço entre alcance, taxa de 
transmissão, número de dispositivo, bitola de cabo, 
alimentação via barramento, seguranca intriseca, 
custos, etc. 
adoção do modelo DSI/ISO reduzido a 3 camadas (fig. 
8.7): camada aplicação, camada enlace, camada fisica, 
gestão de rede e gestão de estação; 
compatibilidade com MAP. 
usnz APPuc›mor‹ "ETWURK 
MANAGEMENT 
nem aus APPLICATIUN 
Messaging 












9 = Servico Access Point 
H 4"* = Function Access Point 
FIGURA 8.7 - Modelo de referência [IBA187J
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- Na tabela da figura 2.8 são sintetizadas as principais 
indicações de requisitos e recomendações da IEC, ISA, IEEE, 
NEMA e EUREKA. 
Em linhas gerais, estes requisitos são convergentes, 
apresentando algumas diferençasg em termos dez categorias de 
"+ield~bus", alcances, número de elementos, previsão ou não de 
alimentação via barramento, seguranca intrínseca, topologia e 
elementos físicos associados (repetidores, caixas de junção, 
etc.). 
Adicionalmente, os requisitos refletem também a ênfase 
dada por cada comissão. A IEC EIEC386] definiu requisitos 
gerais para caracterizar o escopo dos trabalhos. A ISA [ISA1B7J 
e a NEMA ENEMAE88] apresentam conjuntos de requisitos, 
refletindo os interesses dos usuários especificos: 
instrumentação/controle de processos e automacão da manufatura, 
respectivamente. Contudo, a NEMA vem desenvolvendo um trabalho 
conjunto com a ISA, tendo adotado muitos dos seus requisitos. O 
IEEE [IEEE87], com objetivos ligeiramente di+erentes dos 
demais, define mais as caracteristicas gerais de uma rede de 
microcontroladores. 
Os requisitos ISA, pela sua abrangência e detalhamento, 
vem sendo adotados como referência para caracterizacão das 
propostas, e os requisitos de desempenho mais restritivos são 
dados pela NEMA e EUREKA. Em termos de valores de requisitos de 
desempenho, tem-se: 




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































~ HB: 1600 msg(64 bit)/s, equivalente a 108,4 
kbit(L_sdu)/s; 
~ NEMAz 38 msg(64 bit)/8 ms, equivalente a 4000 
msg(Ó4 bit)/s e 856 kbit(L_sdu)/s; 
~ EUREKA:~ Energia: 500 bytes 100 vezes/s, equivalente 
a 400 kbit(L_sdu)/s; 
- Manufatura: 125 bytes 100 vezes/s, 
equivalente a 100 kbit(L_sdu)/s; 
~ Controle de Processos: 100 bytes 10 vezes/s, 
equivalente a 8 kbit(L_sdu)/s. 
2.4.8 Propostas candidatas à padronização e tendências 
A luz dos requisitos do item 2.4.1, as principais 
caracteristicas das propostas abrangentes de sistemas 
candidatos à padronização, atualmente em discussão nas 
comissões avaliadoras, são apresentadas na figura 8.9. Deste 
conjunto de opções, cabe destacar como tendências do processo 
de padronização: 
a. Arquitetura: 







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































vu b. Camada aplicaçao: 
Há uma tendência de se basear a camada aplicação no MMS 
(R8~511), a nível dos servicos de mensagem, e PMS (ISA 78.02), 
com simplificações. A nível¡ dos servicos periódicos e 
aperiódicos de manipulação de variáveis, existe a possibilidade 
de se adotar outras implementações mais otimizadas, a exemplo 
do FIP CNEMA18BJ. 
c. Camada enlace: 
A camada enlace é subdividida em duas subcamadas, LLC 
("Logical Link Control") e MAC ("Medium Access Control). As 
ru definições em cada subcamada sao as seguintes: 
c.1 LLC; 
Na subcamada LLC, três servicos básicos são adotados: 
~ SDA (envio de informação com confirmação de 
recebimento); 
- RDR (leitura remota de informaçao); 
~ SDN (envio de informação sem reconhecimento). 
Um quarto serviço (SRD ~ intercâmbio de informação) está 
também em discussão CIEC4B8]. A Foxboro proPöe ainda a 
inclusão de serviços com conexão (NRM-HDLC) IFDXBBBBJ.
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Esses servicos permitem implementar os fluxos periódico, 
aperiódico e de mensagem. No caso do fluxo periódico, as 
funções de controle de varredura das variáveis periódicas podem 
fazer parte ou não dos servicos da camada enlace. Nas propostas 
da Philips, Foxboro e Rosemount, distintamente do FIP, 
1 _ 
PROFIBUS, e ERA/MIL~STD~1553B, estas funções não integram a 
camada enlace. 
Adicionalmente, o controle de varredura das variáveis 
periódicas pode alcançar a definição dos instantes e intervalos 
de tempo especificos para execução de cada tipo de fluxo de 
informação, a exemplo do FIP e do MIL~STD~i553B, ou restringir~ 
se à contínua varredura de uma lista de variáveis, a exemplo do 
PROFIBUS. 
C.8 NAC: 
Na sub~camada MAC encontram-se as mais fortes 
divergências, em relação à adoção de uma solução centralizada 
ou distribuída. 
D flfiQ__cgQtza1igagQ (FIP, ERA, FDXBOR0) facilita o 
controle de varredura do servico periódico, sendo mais 
apropriado para configurações onde há um único controlador 
(elemento centralizador do controle do fluxo de informação), o 
que corresponde à maioria das aplicações convencionais. 
Contudo, mostra~se problemático do ponto de vista de 
coníiabilidade e em arquiteturas multi~controlador (com exceção 
do FIP em que o controle de fluxo é independente do número de 
controladores).
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0 MQÇ __d1§tLipuiQg, baseado no "token-passing" 
(PROFIBUS, Digital Hart e Philips). mostra-se mais disponivel, 
por não possuir elementos centrais dos quais dependa a 
operação do barramento. Permite configurações multi- 
controladores, onde cada controlador gerencia o seu próprio, 
fluxo de informacao, atendendo a configurações complexas. 
Contudo, o MAC distribuido apresenta restrições sensíveis ao 
adequado controle da periodicidade das transações que cada 
controlador executa (normalmente associadas ao serviço 
periódico), em suas interações com o processo sob controle, 
pois dificulta a sincronização dos periodos de interação ~ 
fig. 2.10 ("control sampler", "sensor sampler") com o período 
de chaveamento do "network sampler". 
control loop . 
sampler I holder 
.'. CONTROL 6 FUNCTION 
network nzlwmk 
sampler sampler
» Ô Pnocess Q x 
S¢flS0f conuol vflvc 
sampler sampler 




. A Foxboro propõe uma soluçao conciliatória de MAC, 
agrupando em um "extended data link layer" MAC's centralizados 
e distribuidos. com classes de serviços selecionáveis em função 
da configuração desejada [FOXB89]. Contudo, esta proposta não 
apresenta uma solução para as restrições impostas pelo MAC 
./` 
distribuido, discutidas acima, e à aplicação do MAC 
centralizado em configurações multi-controlador. 
Adicionalmente, são aspectos relacionados com a definição 
da camada enlace: 
-'o mecanismo e a capacidade de endereçamento: físico, 
lógico, de segmento, "multicast/broadcast", 
ou hierarquizado ou nao; 
- o controle de erros: CRC, paridade (distãncia de 
Hamming), número de retransmissões e as taxas de erro 
decorrentes (fig. 8.9); 
- o controle de fluxo; 
- as caracteristicas dos "frames" (PDU's)z campos, 
capacidade, padronização, etc., estreitamente 
relacionadas com a eficiência da camada enlace; 
- o número de niveis de prioridade para cada tipo de 
serviço; 
- a estratégia de implementação dos serviços e, em 
decorrência, a implicação sobre o desempenho e a 
eficiência da camada. 
Quanto ao desempenho e a eficiência (da codificação e 
transferência de informação) da camada enlace, as propostas 
(fig. 8.9) caracterizam E grupos de valores: implementações de 
mais alto desempenho (ERA/MIL-STD-15538, FIP) e implementações
29 
de menor desempenho (PROFIBUS, Digital-Hart e Foxboro), sendo 
que algumas dentre as últimas não atendem aos requisitos 
estabelecidos pelos órgãos avaliadores `(fig. 8.8), 
principalmente às indicações de mais alto desempenho.
) 
d. Camada física: 
Há consenso na adocão de duas classes de camada fisica, 
respeitando os requisitos ISA Hi e HB, estando em discussão a 
abragência dessas classes e a definição de caracteristicas 
especificas, tais como: taxas de transmissão, alcances, número 
de dispositivos, topologias e componentes associados 
(topologia básica sendo barramento): tronco, estrela, "home 
run". árvore, etc. 
Existe uma tendência em se adotar par trancado e se 
utilizar a cablagem instalada de instrumentação para meio 
fisico de Hi e somente se definir a interface exposta para os 
meios fisicos de mais alto desempenho (HE ~ par trancado, cabo 
coaxial, fibra-óptica) [NEMAi88J. Outras tendências são: 
utilização de delimitadores fisicos nos "frames", para garantir 
a distância de Hamming (4)¡ codificação Manchester, modulação 
FSK (HE), e fixação de 3 taxas de transmissão [IEC488]. 
Adicionalmente, existem propostas de adoção de uma 
combinação de PROFIBUS e Digital Hart para camada fisica 
[NEMA188J e de soluções para combinar eficientemente: segurança 
intrínseca, alimentação via barramento e transmissão do 
padrão 4-EO mA no mesmo meio fisico do sinal CNODDEBBJ.
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2.5 CONCLUSÃO 
A.: O presente capítulo apresentou uma visao geral do 
contexto do estudo do "fie1d~bus". dando ênfase à sua 
caracterização, e a uma descrição do estado atual dos trabalhos 
vv em seus principais focos de discussão, na definiçao de cada 
camada. 
Neste contexto, é de interesse se analisar, mais 
particularmente, os aspectos associados às restrições 
temporais e de confiabilidade do "field~bus" (item 8.3). Estes 
aspectos estão estreitamente relacionados com a definição da 
camada enlace, na qual destacam~se as seguintes questões: 
~ a adoção de MAC centralizado ou MAC distribuido; 
~ a inclusão ou não do controle de varredura do servico 
periódico nas funções da camada enlace; 
~ a estratégia de implementação dos fluxos periódico, 
aperiódico e de mensagem, no que concerne a estratégia 
de divisão da banda útil entre os fluxos e a sua 
relação com os requisitos de processo; 
- a eficiência na implementação dos serviços da camada 
enlace; 
- a confiabilidade incorporada aos serviços da camada 
fisica pela camada enlace, através dos mecanismos de 
controle de erros. 
A combinação desses fatores em uma implementação é 
entendida como um elemento para avaliar o desempenho da camada 
enlace.
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O estudo que è desenvolvido nos capitulos seguintes se 
ocupa de avaliar o desempenho das implementações dos servicos 
no da camada enlace de duas propostas candidatas à padronizacao, 
PROFIBUS (PROcess Fleld BUS) e FIP (Factory Instrumentation 
Protocol/Flux Iníormation Processus).
3. CRITÉRIOS E METODOLOGIA 
3.1 INTRODUÇÃO
/ 
O objetivo do estudo de desempenho do PROFIBUS e do FIP é 
avaliar a melhor implementaçao de camada enlace sob diversos 
pontos de vista. 
O presente capítulo definirá o foco de interesse do 
estudo de desempenho e os critérios e a metodologia para o seu 
desenvolvimento. À luz desta definição, serão descritas as 
camadas enlace do PROFIBUS e do FIP, nos aspectos que concorrem 
para o seu desempenho. Esta descrição abordará os seus 
elementos constituintes, servicos e temporizações 
caracteristicas. 
3.2 O ESTUDO DE DESEMPENHO 
Entende~se como "Desempenho" de uma camada no modelo de 
referência DSI EDAY83J, a medida da eficiência com que a mesma 
provê os serviços para a sua camada usuária. Esta de{inição é 
de caráter essencialmente genérico e a sua especificidade é 
decorrente dos seguintes fatores: 
~ a caracterização do objeto de avaliação nos servicos 
fornecidos à camada usuária; 
7 os critérios e os parâmetros de medição da eficiência, 
adotados na avaliação dos serviços.
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3.8.1 Dbjeto da avaliação 
0 estudo de desempenho a ser desenvolvido se concentrará 
na avaliacao da QâmšQâ_§fllã£§_fl§_DáQQã› Por: 
- agregar as caracteristicas e funções mais determinantes 
das restrições temporais de utilização do "field-bus", 
tais como: método de acesso ao barramento, controle de 
erros, prioridades, controle de temporizações, etc., 
- ser uma das camadas melhor definida atualmente, nas 
propostas de "field-bus", em termos de funções, 
serviços, temporizações e detalhes de implementação. 
Neste estudo avaliar-se-á o comportamento individual de 
duas implementações de camada enlace, o PROFIBUS e o FIP, e 
desenvolver-se-á uma comparação entre os resultados obtidos. 
O estudo restringir~se-á ao PROFIBUS e ao FIP, devido az 
~ representarem dois tipos de implementações de MAC 
diametralmente opostas (centralizada/distribuída)¡ 
- incorporarem na camada enlace os controles de erros e 
de varredura do serviço periódico; 
- suportarem aplicações complexas, através de 
implementações sensivelmente diferentes, tais como 
configurações multi~controlador; 
- estarem entre as propostas mais fortemente 
representadas nos órgãos avaliadores. 
3.2.2 Estratégia de medição de desempenho 
Na análise de desempenho procurou-se avaliar a 
eficiência com que a camada enlace executa as funções
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necessárias ao fornecimento dos seus serviços, através da 
medição de um conjunto de elementos observáveis pelos seus 
usuários. A definição destes elementos consistiu em se 
representar condições que pudessem ser medidas em 
implementações reais, na interface da camada enlace, e que 
permitissem uma comparação entre propostas sensivelmente 
distintas. 
Para este fim, em função das diferenças de concepção 
entre o PROFIBUS e o FIP e, em decorrência, da dificuldade de 
uma comparaçao entre eles, adotou-se o modelo genérico de 
representação da camada enlace, apresentado na figura 3.1. 
3.2.2.1 Modelo 
D modelo da figura 3.1 caracteriza a forma com que a 
camada será avaliada, enfatizando a sua descrição à partir de 
uma configuração que interliga "n" controladores (usuários 
ativos) e "m" dispositivos de campo (usuários passivos). A 
informação que flui na camada enlace caracteriza 3 classes de 
fluxo de informação: periódico, aperiódico e de mensagem. A 
ocupação total da camada enlace (por estes 3 fluxos) 
caracteriza uma vazão máxima (Oi), utilizada no fornecimento de 
uma capacidade de transmisssão (Qu) para os seus usuários. Os 
usuários da camada enlace são ativos ou passivos, em função da 
sua capacidade de ativar ou não os fluxos de informação. 
A transferência de informação é feita a uma eficiência 
determinada (Ou/Qi) e está sujeita a perdas introduzidas por 
imperfeições no meio fisico (Pa).
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FIGURA 3.1 - Modelo de desempenho da camada enlace
36 
na vv Os 3 fluxos de informacao sao construídos à partir dos 
servicos elementares da camada, tais como: SDA, RDR, SDN, etc.. 
também denominados no presente estudo de servicos individuais. 
Estes 3 fluxos concorrem entre si pela ocupacão do tempo útil 
da camada, caracterizando os seguintes servicos: 
/" 
a. Servico periódico: 
Este servico é caracterizado pela atualizacão 
(leitura/escrita) automática de uma lista de variáveis, pela 
camada enlace. 
A sua ativacão (t-z) pode ocorrer uma vez na configuracão 
do "field~bus", ou uma vez a cada ciclo do sistema, podendo 
ainda ser única (para todo o "field~bus") ou múltipla, com um 
controle de ativacäo em cada controlador, dependendo das 
caracteristicas operacionais do "field-bus". 
Em decorrência, o fluxo periódico pode ser sistêmico 
(planejado para todo o "field-bus") ou individualizado por 
controlador. No caso de individualizacäo, haverão múltiplos 
fluxos periódicos no "field~bus", sendo um por controlador 
(fis. 3.1). 
b. Servicos aperiódico e de mensagem: 
Os fluxos aperiódico e de mensagem serão representados 
por uma mesma categoria, por diferirem basicamente no tamanho e 
frequência de ocorrência da informacão. transferida nos seus 
servicos elementares.
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Estes servicos são caracterizados pela ocorrência 
assincrona (sem tempo determinado), sendo solicitados pelo 
usuário a uma taxa 1/tu, onde tu é o tempo entre duas 
solicitaçöoes sucessivas . A solicitaçao é individualizada e 
independente em cada controlador. 
/Í 
Neste contexto, as caracteristicas e funções sob 
responsabilidade da camada enlace, a serem utilizadas no 
fornecimento dos servicos para o seu usuário, são: 
3.2.8.2 
Us 
distribuição do tempo útil do barramento entre as 3 
classes de serviços, relacionadas com os fluxos de 
informação periódico, aperiódico e de mensagem, através 
de mecanismos de alocação fixa do barramento e/ou 
prioridades¡ 
controle de acesso ao barramento independente do seu 
usuário; 
transferência da informação do usuário (L_sdu), através 
de um mecanismo eficiente de codificação (Ou/Oi); 
controle de erros na transferência de informação. 
através dos procedimentos de checagem e retransmissão; 
controle da varredura e da periodicidade das variáveis, 
na execução do servico periódico. 
Elementos da avaliação de desempenho 
elementos que serão utilizados na avaliação da 
eiiciência de implementação destas funções são os seguintes: 
- Capacidade de transmissão (Ou), como uma medida da
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vazão da camada enlace em "mensagens(de tamanho 
determinado)/s" (msg/5); 
- Controle de perdas finais (Pf). COMO Umfi mëfiídë da 
eficiência em reduzir o efeito das perdas físicas (Pp) 
sobre a informação; / 
- Eficiência da codificação e transferência de informação 
(E%); 
~ Qualidade dos servicos periódico, aperiódico e de 
mensagem, em função do que se espera do seu 
comportamento. 
A análise combinada desses elementos caracteriza os 
critérios de avaliação de desempenho. utilizados no estudo da 
camada enlace. 
Um "field-bus" que dispusesse de uma camada enlace ideal, 
forneceria para o seu usuário os serviços nas seguintes 
condições: 
a. Capacidade de transmissão (Ou) infinita. o que significa 
que o serviço é executado instantaneamente, pois o 
barramento pode transmitir infinitas mensagens/s. 
b. Perdas finais (Pç) nulas, independentemente das perdas 
fisicas (Pa).
39 
c. Eficiência da transierëncia de in{ormação de 100 % (Gu/Oi 
= 1). Isto é, o usuário local do serviço transmite a 
informação para o usuário remoto sem qualquer "overhead" 
agregado à transferência de informação. 
/“ 
d. Servico periódico com garantia de periodicidade na 
na execucao das transações. 
e. Servicos aperiódico e de mensagem executados 
imediatamente após serem solicitados, sem qualquer 
atraso. 
Taisv condições para os elementos de desempenho não são 
alcançáveis na realidade, mas servirão como condições ideais em 
relação às quais avaliar~se-á o desempenho do PROFIBUS e do 
FIP. 
3.8.3 Metodologia 
O que determina o desempenho em cada proposta é a sua 
forma de implementação dos serviços. Desta forma, para o estudo 
de desempenho do PROFIBUS e do FIP, é necessário levantar-se a 
forma com que os mesmos implementam seus serviços. Concorrem na 
definição dos elementos de desempenho E conjuntos de 
caracteristicas: 
- operacionais: que definem a {orma de implementação dosl
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servicos de cada proposta, à partir das suas operações 
internas; 
- temporais: que definem os tempos e grandezas 
relacionadas com as interações entre as entidades, na 
implementação dos serviços. 
A metodologia a ser adotada na obtenção dos elementos de 
desempenho, à partir das especificações de cada proposta, 
basear-se~á no estabelecimento de critérios para as análises 
operacional (enfocando o comportamento) e temporal (enfocando 
os tempos associados ao comportamento). 
3 8.3.1 Critérios para a análise operacional 
O conjunto de características operacionais importantes 
para a implementação interna dos servicos da camada é o 
seguinte: 
- arquitetura: consistindo na sua organização geral, no 
controle de acesso ao meio fisico e no mecanismo de 
endereçamento; 
- servicos: consistindo nas funções e na forma de 
implementação dos serviços, suas entidades e 
prioridades envolvidas, suas primitivas e PDU's - 
Protocol Data Units (ou "frames") associados; 
- controle de erros. 
Deste conjunto de caracteristicas, destaca~se em 
particular a descrição dos serviços da camada enlace, para a 
qual será utilizado o modelo da {igura 3.2, onde;
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PRIMITIVAS DE INTERAÇÃO COM 0 USUÁRIO 
INTERFÂCE DÁ CAMADA 
request conirm indícatíon 
_. _entídades de nivel 2 i ,. (camada enlace) 
z2(×) 'FRAMEs" E2(Y) 
ii 
FIGURA 3.2 - Modelo de descrição dos servicos 
- Ew(X/Y) identifica a entidade da camada enlace; 
- as primitivas de servico são a interface lógica da 
camada com o seu usuário: 
"request"z para solicitação do servico pelo usuário 
local; 
"confirm": para confirmação da execução do servico e 
transferência do resultado da execução do mesmo para 
o usuário local; 
"indication"z para indicação do resultado da execução 
do serviço para o usuário remoto. 
- os "frames" (PDU's): são os elementos dos 
procedimentos de comunicação entre as entidades. 
Esta descrição evidencia as operações e estados internos 
de cada entidade e as suas interações com as suas camadas 
usuária e provedora.
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3.8.3.2 Critérios para a análise temporal 
Adicionalmente à descrição operacional, serão 
desenvolvidas representações dos serviços, através das 
interações entre as entidades envolvidas. 
- /* nv 1 ~ A representaçao graiica do serviço, para explicitaçao 
dos tempos associados, utilizará o diagrama de barras, 
conforme descrito nas figuras 3.3. e 3.4, para o PROFIBUS e o 
FIP. respectivamente. Estes diagramas consistem em 
representações dos serviços elementares (fig. 3.1) do PROFIBUS 
e do FIP, que evidenciam as interações externas entre as 
entidades envolvidas na sua execução, bem como os tempos 
associados a essas interações. 
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Com estes modelos é possível relacionar os tempos 
observáveis pelo usuário da camada enlace (indicados 
externamente às barras: tma, twz, "tmn", tzxz EÍC.) COM 05 
tempos internos de implementação de cada entidade (tami. taw, 
taz, etc.) e com os tempos sistëmicos (entre entidades da 
camada enlace - tf×, tn×, etc.), através de relações 
matemáticas entre os mesmos. À partir dos tempos observáveis 
pelo usuário da camada enlace, ou através de combinações desses 
tempos, pode-se obter os indicadores relacionados com os 
elementos de desempenho já citados. 
No caso do PROFIBUS, o modelo da figura 3.3 apresenta 
casos de solicitação e execução de um serviço: 
- sem reconhecimento (tam): (a)¡ 
- com reconhecimento (tai): (a) e (b). 
O segmento (c) representa outras transações adicionais de um 
serviço periódico e o seu relacionamento com a transação 
precedente ("a“ e "b"), através de tac. 
No caso do FIP, o modelo da figura 3.4 apresenta a 
execução de 3 modalidades de serviço: 
. . . . . uv 1 serviço cuja iniciaçao e comandada pelo árbitro (a); 
- serviço cuja iniciação é comandada pelo produtor (ou 
consumidor) (a) e (b); 
- servico com reconhecimento pelo consumidor (a), (b) e 
(c). 
No segmento (a) está representada a execução de uma transação 
individual do serviço periódico. Nos segmentos (a) e (b) a 
rv requisiçao de um outro serviço (aperiódico ou de mensagem) é 
transferida do produtor para o árbitro (a) e executada no tempo
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apropriado (tfif após) pelo árbitro (b). Adicionalmente, a 
transmissão pode ser confirmada ou não pelo consumidor (c). 
O interesse fundamental desses modelos é a possibilidade 
de representaçao do conjunto de variáveis da análise temporal 
(tempos do usuário e tempos internos/sistêmicos), a serem 
definidas a seguir. Cabe observar que a terminologia adotada na 
designação dos tempos, quando definida, é derivada das 
especificações das propostas. A maioria dos tempos é 
representada segundo a designação do PROFIBUS, por ser a 
proposta que melhor define seus tempos internos e sistêmicas. 
a. Tempos do usuário: 
- tempo (tmn) entre a ocorrência das primitivas 
"request" e "confirm", que indica ao usuário o tempo 
do servico na estação local. Em alguns casos. ao invés 
de tam, se adotará tm (tempo de execução de um 
serviço), que caracteriza o tempo de serviço para o 
"field-bus" como um todo (com tn» = 0) e não somente do 
ponto de vista da estação local; 
~ tempo (tmz) entre a ocorrência de uma primitiva 
"request" (na estação local) e a primitiva "indication" 
correspondente (na estação remota), que indica o tempo 
de transmissão da informação entre usuários finais. 
- tempo de acesso ao barramento (tam), medido entre a 
recepção de uma primitiva "request" (pela camada
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ou enlace) e o instante de inicio da execucao do servico 
correspondente, que é uma medida do tempo de resposta 
da camada (atraso ou inércia). tn” varia com o instante 
em que a primitiva "request" é ativada, em relacäo aos 
estados sistêmicos (p.e§. ocupacão do barramento por 
outras estacões) e com os estados da Ea local (p.e×. 
número de servicos precedentes). 
tempo entre duas transferências de informacão do 
servico periódico, que é uma medida da periodicidade na 
execucão do mesmo nos usuários local e remoto. As 
transferências podem ser duas transacões sucessivas 
relativas a uma dada variável (tz,/tem) ou podem ser a 
primeira e a última transacão do servico periódico (ta 
- tempo de» execucão das np transacões do servico 
periódico). 
tempo de reacão do sistema (tam), não indicado nos 
modelos das figuras 3.3 e 3.4, é o o tempo de execução 
de um ciclo de servicos do sistema. Em configuracões 
munidas de fluxo periódico, consiste no tempo entre 
duas execucões sucessivas do servico periódico ou de 
:v uma determinada transacao do mesmo. 
Estes tempos dependem de parâmetros internos e 
sistemicos.
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b. Tempos internos e sistêmicos: 
- tempos de transmissão do "frame" iniciador (tT×) e do 
"irame" resposta (tm×): estes tempos decorrem do atraso 
de propagação do sinal na linha fisica entre duas (ou 
1. 
¡u mais) estações (tmn) e dos "frames" de transmissao 
(tfe) e recepção (tap): 
tva = tre + tvm E 
tax = tmn + tTn¡ 
_ tvs: varia de O a tTnm.×, que é definido pela 
fu relaçao: 
t'1“Dm:n›‹ = _!-_ :
C 
Onde: 
. K é a constante do meio fisico; 
. 1 é o comprimento do meio fisico¡ 
_ c é a velocidade da luz no vácuo (3.10“ km/s). 
, tvs e tas: tempos de transmissão dos "frames" gerados 
pelo iniciador e respondedor, respectivamente, para o 
PROFIBUS. No FIP, a identificação será ainda do tipo 
tpnu. onde PDU é a sigla do "frame" em questão.
48 
- tapi: tempo de reação da entidade "i", medido entre a 
recepção do último bit do “frame” anterior e o inicio 
da reação correspondente. onde "i" pode indicar as 
seguintes entidades: 
~ i = (I)niciadora/(R)espondedora, no PROFIBUS; 
- i = (A)rbitro/(P)rodutor/(C)onsumidor, no FIP. 
Por exemplo, twnn: tempo de reação da entidade 
na respondedora do PROFIBUS; taum: tEmPO de Feãüãü da 
entidade produtora do FIP. 
- "time-outs" (to, ti e tw. no FIP/twh, no PROFIBUS) de 
espera local pela ocorrência de uma reaçao numa estaçao 
remota. 
- tempos de processamento internos, dependentes da 
implementação: 
_ twwz tempo de processamento de uma primitiva 
"request"; 
_ twz (twz)z tempo de processamento de uma 
primitiva "confirm" ("indication"), medido entre 
identificação de conclusão do serviço e a sua 
indicação ao usuário local (remoto). . 
- tgfz tempo entre duas transações ou fases de um 
serviço. No PROFIBUS, é o tempo entre duas transações 
periódicas. No FIP, é o tempo entre duas fases dos 
serviços aperiódico e de mensagem.
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vw Outros fatores que também interferem na determinaçao 
destes tempos de usuário são os seguintes; 
- taxa de transmissão; 
- taxa de geração de informações: nos serviços aperiódico 
e de mensagem, é a taxa de solicitação de execução dos 
mesmos (msg/s), medida através do tempo entre 
solicitações: tuuw, para o serviço aperiódico e tum, 
para o servico de mensagem; 
- taxa de perdas fisicas: percentual de perdas médias de 
PDU's devido à não idealidade do meio fisico; 
- prioridade da informação de interesse (alta - H, ou 
baixa - L) em relação as informações concorrentes, para 
transmissão pela entidade local; 
- número de transações periódicas, aperiódicas e de 
mensagem consideradas; 
- dimensão das filas de transmissão e recepção nas 
entidades (aperiódicas - nUP ou de mensagem - nM); 
- outros parâmetros internos de configuração de cada 
"field-bus", tais como: distância de Hamming, formato 
do "frame" adotado, tipo de implementação, etc. 
No PROFIBUS depende-se, adicionalmente, do número de estações 
presentes no barramento, agregadas a controladores (mestres) 
e a dispositivos (escravas). 
l\l
I 3.2.3.3 Relaçao com os elementos de desempenho 
A definição dos elementos de desempenho e a sua obtenção 
à partir das temporizações acima, é descrita a seguir:
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a. Capacidade de transmissão (Qu):
I 
Ou é uma medida da vazão do "field-bus" e do seu 
desempenho médio na execução dos serviços individuais. Ds 
vv resultados de Ou serao parametrizados com as indicações de 
desempenho da ISA e NEMA (tabela da figura 2.8), que 
caracterizam os "field-bus" Hi e HE. 
Especificamente, os resultados de interesse são o inverso 
dos tac (quando tem = tw) no PROFIBUS e tm no FIP, em função do 
percentual de perdas fisicas e das opções de configuração de 
cada "field-bus", para implementações Hi e HE. 
As restrições ao comportamento ideal ~ item 3.8.8 (Ou 
tendendo para infinito) são decorrentes da limitação da taxa de 
transmissão (f) e do "dead~time" EISAi87] intrínseco a camada 
enlace. ` 
b. Controle de perdas: 
O controle de perdas é uma medida da capacidade da camada 
enlace de corrigir e controlar as perdas introduzidas na 
no informaçao pela camada fisica. Especificamente, os resultados 
de interesse são os valores percentuais das perdas finais (Pç), 
observáveis pelo usuários da camada enlace, em função do 
percentual de perdas fisicas (Pp) e do número de retransmissöes 
vv da transaçao (nf), quando houver. 
,As restrições ao comportamento ideal (P4 = O para 
qualquer Pp) são decorrentes de nr ser íinito.
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c. Eficiência da transferência de informação (E%) 
E% é uma medida da "overhead" em PCI ("Protocol Control 
Information“) e tempos de reação, introduzidos pela camada 
enlace na transferência de uma informação do seu usuário 
uv 
(L_sdu). Especificamente, os resultados de interesse sao a 
fração percentual L_sdu/tw (tempo liquido do L_sdu, em bits de 
informaçao transformados em unidades de tempo, dividido pelo 
tempo do serviço para a sua transferência), em função da 
dimensão do L_sdu, para as distintas opções de serviços e 
configuração. 
As restrições ao comportamento ideal (E% = 100%) são 
decorrentes das características do protocolo de comunicação 
(que agrega um PCI ao SDU a ser transferido): codificação do 
"frame", protocolo de controle de erros e tempos de reação das 
entidades. 
d. Qualidade do servico periódico: 
Além do desempenho temporal, decorrente dos resultados 
anteriores, o servico periódico é qualificado pela uniformidade 
e periodicidade com que é executado (fig. 3.5). 
iv Por uniformidade entende-se a concentraçao (proximidade 
mútua) com que as na transações do serviço periódico. 
na correspondentes a uma determinada interaçao (I) com o processo 
(fig. 3.5.a), são executadas. A uniformidade está relacionada 
com tp e, idealmente, tw deveria ser nulo, o que significa que 
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FIGURA 3.5 - Tempos do servico periódico 
processo é executado em um mesmo instante. As restrições ao 
comportamento ideal (se não para tw nulo, pelo menos as nn 
transações consecutivas) são decorrentes das perturbações 
devido aos serviços aperiódico e de mensagem concorrentes e à 
não disponibilidade Permanente do barramento. ` 
Por periodicidade entende-se a repetibilidade e a 
identidade dos tempo Ti, associadas aos ciclos de processo. 
Idealmente, T¿ = T2 = T3 = .... = Ti = tam. As restrições ao 
comportamento ideal são as mesmas de ta. 
,As medições de desempenho sobre tp e tam são as 
seguintes: 






Í S § V'
53 
d.1 Tempo de execucão do servico periódico (tp): 
:v Ds resultados de interesse sao o tempo médio e o desvio 
na execucão de nw transacões periódicas, em funcãoz do número 
de controladores do "field-busf (n) e do instante de ativacão 
do servico periódico (t,t). 
ou d.E Tempo de reacao do sistema (tam): 
Os resultados de interesse são o tempo médio e o desvio: 
entre duas execucões sucessivas do servico periódico. 
fidicionalmente, tp e ta" são medidos em funcão da taxa de 
requisicäo paralela, pelo usuário da camada enlace, da execucão 
dos servicos aperiódicos e de mensagem (taow e tum), para as 
distintas opcões de servicos e configuracao (mono/multi 
controlador). 
e. Qualidade do servico aperiódico (e de mensagem): 
Similarmente ao servico periódico, além do desempenho 
decorrente de "a", "b" e "c", o servico aperiódico (e em menor 
nivel, o de mensagem) é qualificado pelo atraso entre a 
solicitacão de execucão do servico pelo usuário local e a sua 
efetiva execucão. Este atraso caracteriza a "inércia" da camada 
enlace, refletida no tempo de acesso ao barramento (tan - tempo 
entre a solicitacão de um servico e o inicio da sua execucão).
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Contudo, em termos de grandezas mensuráveis na interface 
da camada enlace, tan é indiretamente caracterizado por tmn (no 
PROFIBUS) e ta (no FIP - assumido como tempo de usuário nos 
servicos em que a iniciação é comandada pelo árbitro), obtidos 
em configurações onde há interferência mútua entre os serviços. 
tem e tw são obtidos das medições do tempo de execução 
de um certo número de serviços aperiódicos (nUP) ou de mensagem 
(nM), sobre o qual se faz uma média, em diversas condições e 
combinações dos serviços, que caracterizem a problemática de 
concorrência e de disponibilidade do barramento. 
Idealmente, o atraso da camada enlace deveria ser nulo. 
Isto é, o serviço é executado imediatamente após ser 
solicitado. As restrições ao comportamento ideal são 
decorrentes dos mesmos fatores que restringem tw. 
Os três primeiros elementos de desempenho ("a", "b" e 
"c") qualificam os serviços elementares (fig. 3.1) do "field- 
bus" (serviços individuais). Ds dois últimos ("d" e "e"), 
construídos à Partir de combinações dos serviços individuais, 
além de considerarem o desempenho dos serviços elementares, 
medem a qualidade da implementação das 3 classes de serviços. 
É importante notar que os resultados a serem obtidos 
caracterizarão o comportamento médio dos tempos do usuário. N95 
resultados dos 't " " H H ‹ - . 1 ens a , b e "c" a media envolvera as 
VãF18Coes nas temporizações internas e 5i5tëmiCa5_ NDS 
resultados "d" e "E" a 
decorrentes dãã COfldiÇões dinâmicas do "field-bus". 
média incluirá ainda as variações
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A seguir serão apresentados os resultados da aplicação 
desta metodologia ao PROFIBUS e ao FIP, através das análises 
operacional e temporal, visando a caracterização dos elementos 
de desempenho em cada proposta. 
3.3 PROFIBUS 
As descrições que seguem são um resumo das análises 
operacional e temporal, desenvolvidas para o PROFIBUS [AGUI189] 
[AGUI4B9]. 
3.3.1 Análise Operacional 
A camada enlace do PROFIBUS está baseada nas normas: 
IEEE 808.4 - "token bus", Proway/IEEE 808.2 (SDA/SDN) EIECE861; 
ISO 8022 - Asynchronous Data Communication; DIN 19844 [DlN87J e 
ISA S72.01 EISABSI. com adaptações para operar a taxas de 
transmissão entre 9,6 e 500 kbps. Adicionalmente, os "frames" 
av sao definidos conforme IEC TC57 EIECEBSJ £IEC385]. 
3.3.1.1 Arquitetura 
A camada enlace está, em termos de funções, dividida em E 
subcamadas, LLC e MAC, sem uma interface formal entre as duas. 
a. Controle de acesso ao meio fisico (MAC): 
O MAC do PROFIBUS é híbrido. com a transferência de 
informação através de mestre~escravo, baseado no IEC-TC 57 
[IECE85] e ISO~1177, e a transferência do mestre através de
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"token~passing", baseado no IEEE 802.4. U mestre é sempre o 
iniciador do serviço. quando de posse do "token", e o escravo 
só transmite quando requisitado pelo mestre, não havendo 
ou possibilidade de comunicaçao cruzada entre estações escravas. 
O protocolo para transferência do "token" permite o 
direito de acesso ao barramento a "n" estações mestre, por um 
tempo determinado (two - máximo tempo permitido para que uma 
estação mestre retenha o "token"), à partir do qual a estação 
vv deve passar o "token" para a estaçao seguinte. A sucessiva 
passagem do "token" entre as estações configura um anel 
(lógico) - fig. 3.6, cujo tempo de "rotação" (duas recepções 
sucessivas por uma dada estação) tmn. ODEGECE 85 ESPECifiCëÇÕES 
de projeto, definidas na fase de configuração do PROFIBUS 
(tva)- 
ANEL LÓGICO DE ESTAÇÕES MESTRES COM A DIREÇÃO DE 
PASSAGEM DO "TOKEN" 
- Ps rs Ns
A 
` 
- MESTRES "S PS TS E E 
ESCRAVAS 
LeeENoAz 
Ts = esrAçÃo ATUAL 
Ns = esrAçÃo sEsu1NrE 
Ps = ESTAÇÃO ANrER1oR 
FIGURQ 3.6 - PROFIBUS - Anel lógico
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A introdução e retirada de estações do anel lógico é 
feita através de um mecanismo especifico de construção e 
manutenção do mesmo, baseado em uma lista (LMS) de estações 
ativas. A LMS é construida e mantida em cada estação mestre, 
a partir da escuta da linha, o que a permite conhecer o seu 
antecessor (PS), o seu sucessor (NS) e o seu próprio endereço 
(TS). O "token" é passado através de um "frame" especifico 
(sem reconhecimento) de um mestre para o seu sucessor. em 
ascenção numérica de endereços (das estações mestre presentes 
na LMS), até o endereço mais alto (HSA), que transmite para o 
endereço mais baixo. De posse do "token", uma estação pode 
transmitir/requisitar dados ou procurar na sua GAP_list 
(endereços compreendidos entre TS e NS da LMS) por outras 
estações que quiserem entrar no anel lógico, dentro do seu 
limite de tempo para retenção do "token". Esta estratégia de 
construção e manutenção do anel lógico só é viável para as 
taxas de transmissão suportadas pelo PROFIBUS. 
b. Mecanismos de endereçamento: 
O PROFIBUS utiliza endereçamento hierarquizado: físico, 
de segmento e lógico (LSAP), com 63 endereços lógicos por 
estaçao, associados aos seus LSAPs, e 186 endereços {ísicos em 
um segmento de rede. A utilização de endereçamento lógico 
(LSAP) e a expansão da capacidade de endereçamento fisico 
(individual ou simultaneamente) são opcionais
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O PROFIBUS suporta enderecamEflt0 P0fltD“ã*PDfltO. 
"broadcast", mas não suporta endereçamento "multicast" e todas 
na as comunicações sao sem conexão. 
3.3.1.8 Servicos 
a. Entidades: 
A camada enlace possui duas classificações de entidades: 
- segundo a direção do fluxo de informacão: produtoras 
(P) e/ou consumidoras (C): Ew(C), E@(P), Em(P/C), 
EQ(C/P); 
- segundo a estação em que residem (a nivel MAC); 
iniciadoras ou respondedoras. 
b. Descrição detalhada dos servicos: 
Os servicos da camada enlace do PROFIBUS são os 
seguintes, classificados conforme o fluxo de informação: 
- Servico aperiódico e de mensagem: 
_ Envio de informação com reconhecimento (SDA - 
Send Data with Acknowledge); 
. Leitura remota de informação (RDR - Request 
Data with Reply); 
. Intercâmbio de informação (SRD - Send and 
Request Data with Reply); 
. Envio de informação sem reconhecimento (SDN 
- Send Data with No acknowledge).
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- Serviço periódico 
. Leitura periódica remota de informação (CRDR ~ 
Cyclic Request Data with Reply); 
. Intercâmbio periódico de informação (CSRD - 
Cyclic Send and Request Data with Reply). 
Está sendo analisada ESIEMBBJ a criação de um servico 
periódico universal (UCS), para uma generalização do CRDR e do 
CSRD. 
Uma descrição das funções e operações associadas a cada 
serviço é apresentada a seguir. 
b.1 Envio de informação com reconhecimento (SDA): 
Permite ao usuário local (na estação iniciadora) enviar 
informações (L_sdu) para um (único) usuário remoto, com 
confirmação de recebimento pelo usuário remoto. 
A sequência de interações associadas à execução do 
serviço é apresentada na figura 3.7.a, onde Ez(P) QETB Um 
"frame" SDAL ou SDAH, segundo a prioridade requerida pelo 
usuário. Se EQ(P) não recebe uma resposta de EQ(C), retransmite 
somente uma vez. No período compreendido entre uma transmissão 
e a espera pelo reconhecimento ("slot-time"), nenhuma outra 
transmissão pode ocorrer. 
b.E Envio de informação sem reconhecimento (SDN)z 
vv Permite ao usuário local (na estaçao iniciadora) enviar 
informações (L_sdu) para um usuário remoto ou difundir
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L DA1A_ACK.req. L_ÚATA_ACK.conf. L_DAÍA ACK.ind., 
L DAÍA.re . l DATA.conf. L DA\A.ind. L DAIA.ind. 
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f - Servico CSRD 
FIGURA 3.7 - PROFIBUS ~ Servicos da camada enlace
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informações para todos os usuários remotos simultaneamente, sem 
receber confirmação de recebimento do(s) mesmošs). 
A sequência de interações associadas à execução do 
servico é apresentada na figura 3.7.b, onde Ea(P) transmite o 
"frame" SDNL/SDNH para EQ(C),_ segundo sua prioridade, sem 
esperar reconhecimento. 
b.3 Leitura remota de informação (RDR)z 
Permite ao usuário local ler remotamente uma informação 
(L_sdu), que foi previamente colocada a disposição pelo usuário 
na estação remota. O usuário local recebe a informação ou uma 
vv ru indicaçao de que a mesma nao está disponível. 
A sequência de interações associadas à execução do 
serviço é apresentada na figura 3.7.c. A submissão da 
informação (fig. 3.7.c.1) é uma operação local e consiste em 
uma escrita num "buffer". A busca de informação (fig. 3.7.c.E) 
inicia com a transmissão do "frame" RDRL/RDRH por Ea(C), 
segundo a sua prioridade. E@(P) responde com a informação 
solicitada ou com NR/NRH, caso a informação não esteja 
disponível. 
ru b.4 Intercâmbio de informaçao (SRD): 
Permite ao usuário local enviar e ler informações para/de 
um usuário remoto, simultaneamente. Este serviço é uma 
combinação dos serviços SDA e RDR.
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A sequência de interações associadas à execução do 
serviço é apresentada nas figuras 3.7.c.1, para a fase de 
submissão da informação e 3.7.d para a fase de transmissão e 
busca da informação. 
Na transmissão e busca de informações (fig. 3.7.d), 
Em(C/P) inicia a transação com um SRDL/SRDH e EQ(C/P) responde 
com um NR/NRH ou SC, no caso da informação não estar 
disponivel, ou com a informação solicitada. 
lv b.5 Leitura periódica remota de informaçao (CRDR): 
Permite ao usuário local ler periodicamente informações 
uv (L_sdu), colocadas a disposiçao por um ou mais usuários 
remotos. O usuário local recebe, para cada RDR executado, a 
informação ou uma indicação de que a mesma não está disponível. 
na A sequência de interações associadas à execucao do 
serviço é apresentada nas figuras 3.7.c.1, para submissão da 
vv fu lv uv informaçao e 3.7.e, para ativaçao. execucao e desativaçao. A 
ativação (fig. 3.7.e.1) é iniciada pelo usuário local, que 
repassa para Ea(C) a lista de usuários remotos para varredura 
(Poll_list). A execução (fig. 3.7.e.E) inicia imediatamente 
após Em(C) concluir a presente transaçao ou tomar posse do 
"token“ (fig. 3.7.e.1 e 3.7.e.8), e consiste na continua 
leitura remota de cada usuário indicado na Poll_list. O serviço 
pode ser interrompido temporariamente para execução de serviços 
aperiódicos (prioridade maior) ou pela expiração de tTH. A 
desativação (fig. 3.7.e.3) é iniciada pelo usuário local e
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e×eçutada por Ew(C), imediatamente após completar a Poll_list 
na no ciclo em execucao. 
b.6 Intercâmbio periódico de iniormação (CSRD)z 
Permite ao usuário local intercambiar periodicamente 
informações (L_sdu) com um ou mais usuários remotos, 
similarmente ao CRDR. 
A sequência de interações associadas a execução do 
serviço é apresentada nas figuras 3.7.c.1, para submissão da 
informação, 3.7.f.1 para ativação, 3.7.4.8 para execução e 
3.7.e.3 para desativação do serviço, similarmente ao serviço de 
leitura periódica. 
c. Prioridades: 
0 PROFIBUS .define dois níveis de prioridade na 
organização das filas de transmissão da camada enlace; alta ou 
urgente (alarmes, sincronização, coordenação, etc.); baixa ou 
menos urgente (diagnóstico do processo, carga de programas. 
etc.). 
Em termos das prioridades relativas entre serviços, ao 
receber o "token" a estação mestre executa as transações em 
suas filas na seguinte sequência: 
- se possui tempo disponivel para reter o "token“ (tfH)z 
. as transações aperiódicas/de mensagem de alta 
prioridade; 
. as transações periódicas de alta e baixa prioridade;
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. as transações aperiódicas/de mensagem de baixa 
prioridade. 
- não dispondo de tTH: uma transação aperiódica/de 
mensagem de alta prioridade. 
d. "Frames" (PDU's): 
No PROFIBUS os "frames" são do tipo FT 1.1 e FT 1.2 
EIECEB5] EIECBBSJ, caracterizados por duas distâncias de 
Hamming (B e 4, respectivamente) e diversas opções de formatos 
de "frames", compostos de um número variável de caracteres. 
Cada caracter é composto de 11 bits (8 de informação e 3 de 
controle). Os formatos genéricos dos tipos de "frames", em seus 
diversos campos componentes, são apresentados na figura 3.8. Na 
figura 3.9 é apresentada uma lista dos "frames" do PROFIBUS, 
referida ao campo de controle FC dos "frames" e onde: a coluna 
"sigla" é um identificador utilizado no item "b", a coluna 
"formato" é o número de sequência associado aos formatos da 
figura 3.8. 
O PROFIBUS possui 5 categorias de "frames": 
- passagem do "token"¡ 
- manutenção do GAP_1ist; 
- transferência de informação aperiódica/de mensagem 
confirmada;
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FIGURA 3.8 - PROFIBUS - Formato dos "frames 
transferência de informação periódica confirmada;
_ 
transferência de informação aperiódica/de mensagem não 
confirmada. 
Controle de Erros 
deteçäo de erros pelo receptor é feita a nivel de bit 
bits de start/stop); caracter (paridade/8 bit); "frame" 
de CRC/"frame") e entre "frames" (bits FCB/FCV, para 
erros de duplicação dos "frames" de ação do iniciador).
Q deteçäo de erro pelo transmissor é feita através da 
temporizaçäo de espera pela resposta (tac) e retransmissão da 
mëflããgem Uma ÚDÍCB VEZ.
ú
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lfleservado IEC TC-57 
I'Frames“ 'Send' e/ou 'Request' - estação primária 
|'Frame" 'flcknouiedgement/Response* - estação primária 
!Funçäo bit alternado; - FCB inválido 
I - FCB válido ×=0 ou x=i 
I 
- inicialização do FCB 
IFunç3o bits de estado: - estação passiva 
I - estação ativa não pronta 
I - estação ativa pronta p/'anel'
I 
0 Ifleservado p/IEC. TC57. p.5-2 - cód. 0 e 2 
I Ikeservado p/IEC. IC57. p.5~2 - cód. 0 e E I 
0 !Reservado p/IEC. TC57. p.5-2 - cód. 0 e 2 I 
i IEnvio informação com reconhecimento - (Io-pri) (enIaceI|3.5.9 
0 lEnvio de informação seu reconhecimento - (io-pri) (enIaceII3.5.9 
i !Envio de informação com reconhecimento - (hi-pri) (enIaceI!3.5.9 
0 !Envio de informacäo sem reconhecimento ~ (hi~pri) (enlace)I3.5.9 
i IReservado plrequisicäo de dados de dioanostico (gest¡o)I - 
0 Ifleservado p/IEC TC57. p. 5-8 - cod. 8 - I - - 
i ILeitura do estado da entidade remota (9estäo)|i.7 
0 lteitura remota de inšormacäo - (hi-pri) (enIaceI!i.3.5.7.9I RDRH I 
i Iteitura remota de informação - (Io-pri) (enIaceIIi,3.5.7.9! RDRL I 
0 Iintercambio de informação - (Io-pri) (eniace)I3.5.9 I SRDL I 
i Iintercambio de iniormaçao - (hi-pri) (enlaceII3.5.9 I SRDH I 
0 !Leitura de identificação (qestäo)!l.7 I RIR 0 x x I ILeitura do estado do LSAP da entidade remota (9estão)Ii.3.5.7.9I` RSR 
0 Ifleconhecimento positivo IE.8/12 I Ut 
0 lkeconhecimento negativozerro interiace c/usuário remoto I2.9 UE 
0 Ifleconhecinento ne9ativo:recurso n diseonivel/entid.remota I2.8 RR 
O lkeconhecimento negativozserviço n ativado no LBAP remoto 18.8 RS 
F9 É
I
T Ii i: I i E II Ex : I I I :I 5 I I Í- EI 
l_____-------_- 
1 Ifleconhecinento nositivozentid. remota esperando um RDR - (hi-pri) !2.B IM 
O |Reconhecimento negativo(RRI:entid. remota esperando RDR - (hi-pri) |E.ü RRH 




i Ilniormação (L_sda/gestão) I4,6.i0 DAT 
0 IReconhecimento negativo: iniormacäo não disponivel IE.8 NR 
I Ilnformaçäo a entidade remota esperando un RDR - (hi-rrii 94.5.10 DRH 




0 Ifleservado - 
I 
~ - 
1 Ifleservado - 
FIGURA 3.9 - PROFIBUS - Identificação dos "frames" 
3.3.8 Análise temporal 
Neste item serão caracterizados os tempos associados aos 
servicos do PROFIBUS. seus valores e a sua aplicacão em cada 
servico, segundo o modelo da figura 3.3. Especificamente, 
serão definidos os tempos de usuário e a sua relação com os 
principais tempos internos e sistêmicos.
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3.3.2.1 Tempos do usuário (fig. 3.3) 
a. Tempo entre as primitivas "request" e "confirm" (tac): 
inc = tmn + tm 
tng = tâg + tzn + tv× + taum * tax + tec 
b. Tempo entre as primitivas "request" e "indication" (tnz): 
se assumirá que: 
tm: = tac 
c. Tempo de execução do servico periódico (tp): 
tp = tam * tcmnn + tec 
Hp np 




- tflvaiz é o tempo de um servico RDR individual; 
- tETi z definido no item 3.2, tem um comportamento 
equivalente a tam. 
d. Tempo entre execuções do servico periódico (tmn): 
comporta-se equivalentemente a tp. no PROFIBUS. 
e. Tempo de acesso ao baramento (t^n): 
Definida no item 3.2 ‹+ig.3.a›, tas é constituido de 3 




lt An = t vn + Í-ZA1' "' tzrzw-› Ê 
| --------------------- -_| 
onde: 
- tap. consiste do tempo de execução dos serviços precedentes 
de prioridade maior ou igual, presentes na fila de espera da
camada enlace, quando a estação tem a posse do "token". tap 
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é somente limitado pelas dimensões das filas de espera para 
lv transmissao da camada enlace. 
- tfifz é o tempo de aquisição do “token", por uma estação, 
medido após tea.
X 
tørr = Í'-mui z X É N* 
i=O 
No caso onde se considera tmfii constante: 
!tfiT = teem + ×.t¢w !, sendo tmna =( tva (rotação 
! 
----------------- --! em curso) 
Se tap > tTH, temos que × ) O. Considerou~se twfl = twfl, o 
que não ocorre efetivamente, podendo tmn divergir de tTWz 
tmn: tempo eíetivo de rotação do "token", é o tempo 
entre sucessivas recepções do "token" por uma estação 
mestre, em E ciclos distintos; 
tvs: tempo nominal de rotação do "token", é o tempo 
projetado, entre sucessivas recepções do "token" por 
uma estação mestre. tv» é definido segundo uma relação 
que estabelece condições médias de projeto ESIEMBBJ.
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A titulo de ilustração, para uma capacidade de 
enfileiramento de mensagens de m.tfH (m E N*) os valores máximo 
e mínimo de ta» são: 
Êtnamsn = tem Ê: 
| ------------- --1 
para: 
- posse do "token" ou monomestre; 
- sem serviços precedentes. 
!tAam.× = tem * ÊTH * m-tva !› 
1 ------------------------- --s 
para: 
- "request" emitido quando a estação acaba de liberar o 
"token"; 
- máxima ocupação das suas filas com servicos de prioridade 
igual ou superior. 
Assim, (t«zm-× - tfizmlfi) representa uma faixa bastante larga de 
variação para tan, principalmente para serviços de baixa 
prioridade em uma alta taxa de utilização do barramento. 
3.3.8.8 Tempos internos - fig. 3.3 (determinantes dos tempos 
do usuário) 
no a. Definiçao: 




É o tempo ocioso que uma estação mestre (iniciadora) 
precisa esperar antes do final de um "frame" (transmitido ou 
recebido) e o inicio do seguinte, para garantir a distância de 
uv Hamming e a sincronizacao dos circuitos dos receptores; 
tmn = max (twvN + tmn. twnz) Emsl, 
sendo: 
- twv~: período correspondente a 33 bit, compondo o campo 
SYN dos "frames" iniciadores (fig. 3.8). Consiste de um 
período de linha ociosa necessário à sincronização dos 
circuitos codificador/decodificadores do transmissor e 
receptores; 
- tam. margem de seguranca para trn em relação a twY~, 
considerando atrasos nos circuitos de codificação/ 
vv decodificacao, tempos de estabilização dos circuitos de 
linha e tempos de "so{tware". 
a.3 "Time-slot" (twL): 
Consiste no máximo tempo que uma estacão iniciadora 
espera entre o término da transmissão de um "frame" e o inicio 
de uma resposta à referida transmissão, conforme indicado na 
figura 3.10. onde é importante observar que: 
-~ a implementação do NAC do PROFIBUS é baseada em UART 
("Universa1 Asynchronous Receiver Transmiter - 
contro11er"), que recebe um "írame" caracter-a-
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caracter. Assim, o receptor só reconhece que está 
recebendo, quando o primeiro caracter for completamente 
recebido e armazenado na UART, levando tmn Para PBFBF D 
temporizador que mede tac na estacão iniciadora (fig. 
3.10); 
- considera-se que o transmissor tem capacidade de 
reconhecer o instante em que o último bit do "frame" 
que está transmitindo está presente na camada fisica, 
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FIGURA 3.10 - PROFIBUS - Time-slot (tmc) 
Estes fatores interferem em tmc. da forma indicada na 
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FIGURA 3.11 - PROFIBUS - Exemplos de aplicação de tac 
no de aplicacao em diagramas de transferência de dados e do 
"token". Nestas condicöes, a equação resultante, a ser aplicada 
em tQL é a seguinte: 
I ----------------------------------- -- I 
! tac = E-tvu * tmnRm-× * 11 + tan 9 [bÍt]› 
I ----------------------------------- --u 
onde o fator "11" é o tempo de transmissão de um caracter 
completo do "frame" (item 3.3.1.8.d). Consiste no caracter 
marcado com "X" na figura 3.10 (tgnn). 
b. Valores: 
'D PROFIBUS apresenta uma grande multiplicidade de opções 
de configuração, para a definicão dos valores os tempos
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internos, que os modificam diretamente, resultantes do seguinte 
conjunto de condições (n” de opções): 
- tipo de implementação da estação (El; 
- distância de Hamming adotada (E); 
- configurações mono/multi-controlador (E); 
- taxas de transmissão (5); 
- tipos de "frame" resposta (E). 
Alia-se a isto as condições de desempenho a serem 
submetidas:
õ 
~ diversidade de tipos de implementações para as 
distintas aplicações: H1 e HE (E); 
~ variação no número de estações: E a 30; 
- variação no número de estações mestres 1 a 30; 
que dentre outras, implicam um grande número de condições de 
configuração. . 
Desta forma, definiu~se um conjunto de condições médias 
de operação. que considera esta diversidade de opções. Os 
valores resultantes foram obtidos de indicações de desempenho, 
à partir das informações contidas nas especificações CDIN87] 
[SIEMB7] ESIEMBBJ. Definiu-se faixas de variação possiveis para 
os tempos em função do agrupamento das diferentes condições de 
configuração em E classes; 
b.1 Implementação tipo "C" [SIEMB7](f = 9,6 kbps e 90 kbps): 
A implementação tipo "C" é típica de baixas velocidades e 
caracterizada pela utilização de um único processador, 
compartilhado entre os protocolos de comunicação e o "software"
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de aplicação. Ds intervalos dos tempos de especificação das 
implementações tipo "C", neste contexto, são os seguintes: 
tmn» = E 0,4 ; 0,5 ] [ms] 
t¡D = [ 3,4 ¡ 3,8 ] [ms] a 9,6 kbps 
= E 0,4 ; 0,6 J [ms] a 90 kbps 
tfp, tap dependem da dimensão do L_sdu transmitido, tipo 
de .servico e da distância de Hamming adotada (fig. 
3.8). 
b.E Implementação tipo "B" [SIEM87] (f = 90 e 500 kbps): 
A implementação tipo "B" é tipica de altas velocidades e 
caracterizada pela utilização de E processadores, um dedicado 
aos protocolos de comunicação e o outro ao "software" de 
aplicação. Os intervalos dos tempos de especificação das 
implementações tipo "B", neste contexto, são os seguintes: 
feno = É 0,13 ¡ 0,15 J [ms]
¬ 
tzp = E 0,15 ¡ 0,25 J [ms] a 500 kbps 
= [ 0,4 ¡ 0,6 J [ms] a 90 kbps 
tre. tee: similares à implementação tipo "C". 
A criação dessas E categorias com os dados de 
especificação implicou em se assumir as seguintes 
simplificações: 
- a implementação tipo "C" é concebida para as aplicações 
do "field-bus" H1, cujas taxas limites de transmissão 
são 9,6 kbps e 90 kbps;
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i plementaçäo tiPD "B" É C°“Cebida para as aplicacões ._ a m 
do "f¿e1d_buS" He, cujas t¿×¿5 limites de transmissão 
são 90 kbps e 500 kbps; 
, - . - ' t' em um - as distancias de Hamming E e 4 Ppdëm C09×15 lr 
mesmo "field-bus", o que implica numa variaçãü U0 ÍEWPU 
tapa na implementação tiP0 "B"¡ 
- as diferenças entre os valores obtidos para uma dada 
implementação, em uma dada taxa de transmissão, nas 
configurações monomestre e multimestre é pouco 
significativa; 
- as diferenças em termos de tempo de processamento, para 
diferentes quantidades de estações escravas são 
despreziveis. 
b.3 Determinação de tmcf 
tac é dependente do tipo de implementação; 
. Implementação tipo "C"; 
tac = 81 bit (E.19 ms), para f = 9,6 kbps 
ta; = 74 bit (O,8E ms), para f = 90 kbps 
. Implementação tipo "B"z 
tec = 105 bit (O.E1 ms). Para f = 500 kbps 
3.3.8.3 Análise dos serviços 
As relações temporais Qenéricas. definidas acima. foram 
aplicadas a cada um dos serviços do PROFIBUS, à- partir da 
representação dos mesmos segundo o modelo da-figura 3.3 Esta 
análise, apresentada em detalhes no Anexo 7.1. permitiu a
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obtencão das equacões que relacionam os tempos de usuário em 
cada servico. com os tempos internos e sistemicos. em diversas 
condicöes de erro e retransmissão. 
3.3.8.4 Controle de ocupacão do barramento 
fu No PROFIBUS, o controle da execucao dos seus diversos 
servicos é distribuido entre as estacöes mestre. Os servicos 
vão sendo executados na medida em que são solicitados, segundo 
a sua prioridade e conforme a disponibilidade do barramento. A 
implementacão dos fluxos de informacão dos servicos periódico, 
aperiódico e de mensagem se dá da seguinte iormaz 
a. Servico periódico: 
O controle de periodicidade está diretamente relacionado 
com os servicos CRDR/CSRD, executados em cada estacão mestre. 
Nestes servicos há somente o controle da varredura das 
variáveis, não havendo controle dos instantes de ativação e 
desativação do servico. 
Os instantes de execucão das transacões do servico 
periódico, como qualquer servico do PROFIBUS, não são 
determinados, sendo definidos em funcão do instante em que são 
solicitados pelo usuário e da sua prioridade relativa aos 
demais servicos da camada enlace. Esta flexibilidade na 
multiplexacão temporal do meio fisico, traz restricöes
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importantes para a periodicidade das atualizBções.do serviço 
periódico, que Passam a depender dos seguintes fatores: 
- o volume, a regularidade e a prioridade dos servicos 
aperiódicos e de mensagem precedentes (em configurações 
mono e multi-controlador); 
~ o tempo necessário para a execução das transações da 
"Poll_1ist", em relação ao tempo tfm disponível (multi- 
controlador); 
- o instante em que o servico é ativado, relativamente ao 
instante de recepção do "token". A ativação do serviço 
em determinados instantes pode fragmentar a execução da 
"Poll_list". 
Assim, em configurações mono-controlador, o serviço 
periódico é perturbado por serviços paralelos de maior 
prioridade ou com precedência. Em configurações multi- 
controlador, alia-se a esta perturbação a possivel existência 
de rotações do "token" durante a execução da ”Poll_list", 
devido a limitações em tTH. 
b. Serviços aperiódico e de mensagem: 
No PROFIBUS, os' fluxos de informação aperiódico e de 
mensagem são implementados através dos mesmos serviços 
individuais (SDA, SDN, RDR e SRD). Não há a alocação de um 
intervalo de tempo específico para a sua execução, que ocorre 




As descricöes que seguem são um resumo das análises 
operacional e temporal desenvolvidas para o FIP CAGUI889] 
[AGUI489]. ' 
3.4.1 Análise operacional 
A camada enlace do FIP está baseada nas normas ISO 8808 e 
ISA-SPSO EISA187], mas suas caracteristicas básicas são 
derivadas de sua concepcão original [GALA84], principalmente em 
suas transacöes dos servicos periódico e aperiódico. 
3.4.1.1 Arquitetura 
No FIP as subcamadas MAC e LLC não são formalmente 
definidas, sendo que algumas de suas funcões são coincidentes 
(LSAPS e MSAPS, nos servicos periódico e aperiódico. por 
exemplo). 
a. Controle de acesso ao meio fisico: 
O método de controle de acesso ao meio do FIP é 
centralizado e baseado na comunicacão cruzada entre estações 
secundárias. 
A entidade árbitro (item 3.4.1.8) é a responsável pela 
lv geracao ordenada do direito de acesso e por indicar para as 





mecanismo de acesso ao barramento pode ser dividido em 
o árbitro difunde um identificador pelo barramento 
(fig. 3 18.a)¡ 
as entidades produtora e consumidora(s) reconhecem o 
identificador (fig. 3.12.b); 
a entidade produtora difunde a informação, associada ao 
identificador (figura 3.18.c); 
a(s) entidade(s) consumidora(s) capta(m) a informacao 




Aä ä à 
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*_ í› (dihfl 
FIGURA 3.18 - Mecanismo de acesso ao meio
Q
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A geração do direito de acesso é baseada na varredura de 
uma lista base de identificadores residente no árbitro, e 
complementada à partir de requisições dos produtores/ 
consumidores, para os servicos aperiódico e de mensagem, 
segundo a descrição do item 3.4.E.1.b (fig. 3.1.3.b). 
b. Mecanismos de endereçamento: 
Os endereços no FIP identificam objetos no barramento, 
independentemente de sua posição fisica, e sem identificar as 
estações em que residem (com exceção do serviço de mensagem), 
através dos identificadores. 
D identificador é um endereço associado a "buffers" (dois 
ou mais), aos quais podem estar associadas variáveis ou 
mensagens, no seu produtor e no(s) seu(s) consumidor(es). Um 
identificador caracteriza um endereço único para todo o FIP e 
corresponde a um LSAP. A cada identificador pode estar 
associada uma variável periodica, mas também mensagens e 
variáveis aperiódicas. A capacidade de endereçamento do FIP é 
para B*“ identificadores, independentemente do número de 
estações. 
No FIP todas as transmissões são por difusão (com exceção 
do serviço de mensagem com reconhecimento), e as comunicações 
entre as estações são ponto~a-ponto ou multiponto ("broadcast" 
ou "multicast"), dependendo da relação das estações com o 
identificador em transmissão. Todas as 'comunicações são sem 




O FIP possui dois tipos de entidades: o árbitro e o 
produtor/consumidor (fig. 3.13). O árbitro opera como estação 
primária (iniciadora) e controla o acesso ao meio pelas 
entidades produtoras de informação. 
O produtor/consumidor opera como estação secundária 
(respondedor) e consiste nas estações associadas aos 
dispositivos de campo ou aos controladores (entidades usuárias 
da camada enlace). 
b. Descrição detalhada dos serviços: 
Os serviços elementares da camada enlace sao os 
seguintes, classificados conforme o fluxo de informação que 
atende: 
- Serviço periódico: 
. escrita/leitura de buffer (local) e transferência de 
"buffer" (TB). 
- Serviço aperiódico: 
. requisição explicita de transferência de "buffer" 
(UP). 
- Serviço de mensagem: 
. requisição de transferência de mensagem sem 
reconhecimento (SDN)¡ 
ru 
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vv Na implantacao dos 3 fluxos de informacao com esses 
servicos, o árbitro controla a ordem de partilhamento do meio 
fisico entre os mesmos, através do atendimento das solicitacöes 
de execucão dos servicos aperiódico e de mensagem, em 
intervalos de tempo determinados (janelas), e através da 
fixacão de uma janela para execucão automática do servico 
periódico. ' 
A varredura das variáveis periódicas é implementada a 
partir de uma lista inicializada no árbitro na fase de 
configuracao, que só é alterada em uma reconfiguracäo. 
A ordem de partilhamento do meio fisicoi é baseada no 
encadeamento de sequências elementares de "frames" no tempo, à 
partir do mecanismo da figura 3.18. segundo o tipo de servico a 
que se referem e respeitando o agrupamento das sequências 
elementares em janelas. As sequências possiveis säo: 
~ Si; ID_DAT + RP_DAT ou RP_DAT_R0i ou RP_DAT_MSG; 
- S2; ID_ROi + RP_R0i; 
- S3: ID_MSB + RP_MSG_NUACK; 
- S4: ID_MSG + RP_MSG_ACK + RP_ACK. 
As janelas consistem em intervalos do tempo alocados para 
os servicos periódico, aperiódico e de mensagem, cuja 
lv composicao caracteriza um ciclo elementar (fig. 3.14), que 
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FIGURA 3.14 - FIP 
Um ciclo elementar é composto de 6 etapas, iniciadas pela 
acão do árbitro (fig.3.1E). construídas utilizando-se as 
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elementar [THDM87J 
: varredura de identificadores relacionados com o 
servico periódico, utilizando a sequência S1; 
- PE: reex " ecucao da varredura de determinados 
identificadores do servico periódico (retransmissöes) 
utilizando as sequências S2 e S1, sucessivamente;
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- P3: varredura dos identificadores relacionados com o 
servico de mensagens (MN do servico SDN e MA do servico 
SDA), transferidos do produtor para o árbitro no ciclo 
P1, através de um RP_DAT_MSG (S1), e executados 
utilizando as sequências S3 ou S4; 
- P4: transferência das listas dos identificadores 
relacionados com o servico aperiódico do 
produtor/consumidor Para o árbitro . Para que o árbitro 
execute a sua transferência na etapa P5. A solicitacão 
de execucão desta etapa ao árbitro é feita na etapa 
P1, através de um RP_DAT_RQi (Si), e executada 
utilizando a sequência SE, conforme a prioridade (i); 
~ P5: varredura dos identificadores da lista de variáveis 
do servico aperiódico (de P4), utilizando S1; 
- P6: espera pelo sinal de sincronismo, relacionado com o 
tempo limite de um ciclo elementar. 
Um determinado encadeamento dos ciclos elementares, que 
se repete periodicamente, compõe um macro-ciclo, que 
corresponde à menor taxa de interacão com o processo. Um macro- 
ciclo pode ser com ou sem sincronização, em funcäo da duracäo 
dos ciclos elementares ser fixa ou variável (fig. 3.15), 
respectivamente. 
É importante notar que: 
- somente a etapa P1 é mandatória no FIP, sendo todas as 
demais opcionais; 
_- nos servicos aperiódico e de mensagem a etapa Pi está 
sempre presente, na transferência das solicitacöes do 
produtor/consumidor para o árbitro;
_.. 
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Transferencia periódica de variaveis 
Transferënria de mensagens 
Transferência aperiodica de variáveisí 
Ciclo t t 
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15
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Í to tim fd 
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(c) Ciclo elementar 






m MAcRo c1cLo 
(b) Sem sincronizaçao 
FIGURA 3.15 - FIP - Macro~cic1o 
- as etapas Pi e PE conjugadas (P), caracterizam as 
operações da janela periódica; 
- as etapas P4 e P5 conjugadas (RETB), caracterizam as 
operações da Janela aperiódica; 
- o número de transferências aperiódicas/de mensagens por 
transferência periódica é definido na {ase de 
configuracão. 
No macro~ciclo sincronizado, o intervalo de tempo de 
duração de um ciclo elementar, é definido por: 
tma = tee + tmn * tem + tcm› 
onde: 
_- tee: é o intervalo de tempo da janela periódica; 
~ tua: é o intervalo de tempo da janela aperiódica; 
- tam: é o intervalo de tempo da janela de mensagem;
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. . . iv tag. é o intervalo de tempo do ciclo de sincronizaçao, 
presente somente no macro-ciclo sincronizado 
(etapa P6). 
Uma descrição das funções e operações associadas a cada 
serviço é apresentada a seguir. 
b.1 Escrita/Leitura de "buffer" (figura 3.16.a)z 
Os servicos de Escrita/Leitura permitem ao usuário 
escrever/ler na camada enlace o conteúdo de um "buffer" local, 
associado a uma variável identificada. 
b.E Transferência de "Buffer" (TB): 
Permite a transferência de uma variável identificada. 
por iniciativa do árbitro, sem necessidade de uma solicitação 
de um usuário. O serviço TB é um serviço elementar da janela 
periódica. 
Ds usuários produtor e consumidor são somente informados 
da conclusão da transferência, através das primitivas de 
serviço, podendo ler/atualizar essas variáveis com os 
serviços descritos no item anterior. A sequência de interações 










































































































































b.3 Requisição explicita de transferência de "buffer" 
(serviço aperiódico - UP): 
Permite ao usuário solicitar à entidade árbitro a 
execução dos servicos TB. para uma lista de variáveis 
determinada. A nivel da camada enlace, a solicitação de 
transmissão da lista de variáveis è transferida do produtor/ 
consumidor para o árbitro na janela periódica e é executada 
durante a janela aperiódica, de acordo com dois niveis de 
prioridade (urgente ou normal). 
A sequência de interações associada à execução do serviço 
como um todo (UP) consiste na sua solicitação ao árbitro em um 
serviço TB (fig. 3.1b.b.1) e na sua efetiva execução (RETB) em 
E etapas: transferência da lista de identificadores (IDRO ~ 
fig.3.1ó.b.B) e efetiva transferência dos identificadores (TB ~ 
fi9.3.i6.a). 
b.4 Requisição de transferência de mensagens sem 
reconhecimento (SDN)z 
Permite ao usuário (entidade produtora) solicitar a 
execução de uma operação de transferência de mensagem, sem 
uu indicaçao de recebimento pela entidade consumidora. A nivel da 
camada enlace, a solicitação é feita durante a janela 
periódica e atendida na janela de mensagem, similarmente ao 
serviço UP. ` 
A sequência de interações associada à execução do serviço 
completo (SDN) é indicada na figura 3.1ó.c, nas suas fases de
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transferência da requisição do produtor para o árbitro (TB - 
vu fig. 3.1b.c.1) e de efetiva execucao (MN fig. 3.16.c.8). 
b.5 Requisição de transferência de mensagem com 
reconhecimento (SDA): 
Permite ao usuário (entidade produtora) solicitar a 
execução de uma operação de transferência de mensagem, com 
indicação de recebimento pela entidade consumidora. A nivel da 
camada enlace, a solicitação é feita na janela periódica e 
atendida na janela de mensagens, similarmente ao serviço 
UP. 
A sequência de interações, associada à execução do 
serviço completo (SDN), é apresentada nas figuras 3.16.c e 
3.16.d, nas suas fases de transferência da requisição do 
produtor para o árbitro (TB - fig. 3.16.c.1) e de efetiva 
vv execucao (MA fig. 3.16.d). 
c. Prioridades: 
Existem dois níveis de prioridade, associados somente ao 
serviço aperiódico: urgente ou normal. Não existem prioridades 
relativas entre os diferentes tipos de serviços. 
d. "Frames" (PDU's)z 
O formato de um "frame" completo no FIP é apresentado na 
figura 3.17, cuja unidade elementar de informação é a palavra
91 
I. F35 DFS .is PES _: 
PRE 'FSD IEB coN'1¬RoLE 
l 
DADos ms Êš ä EB 
Bits 8 5 1 6 ou 16 no n 3 16 bits 16 1 5 1 






LI; ~' ~4íJ _ 
I I PRE 'EB' FED EB 
(a) ( b) 
FIGURA 3.17 - FIP - Formato do "frame" 
de 16 bit, sem bits de controle. Os tipos de "frames" do FIP 
são apresentados na figura 3.18, com as siglas dos "frames" 
referidas às sequências elementares do item "b". 
3.4.1.3 Controle de erros 
O controle de erros no FIP é feito a nível de "frame" (16 
bit de CRC) e alcanca uma distância de Hamming de 4. 
No árbitro e no produtor o controle de perda de um 
"frame" é *eita através dos "time-outs", mas sem a 
retransmissão de "frames" incorretos (com excessão do servico 
SDA).
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ID: irane identificador 
Wzhaenwwh 
BAT: variavel identificada 
&B:nmnu ` 
Rfli: requisição explicita de transferencia variavel identificada 
MK: con reconhecinento 
Nflzsunmflmdnmo 
FIGURA 3.18 - FIP - Tipos de "frames" 
Erros detetados pelo transmissor são tratados em funcao 
do tipo de servico, como segue: 
- servico periódico: é atualizado no ciclo seguinte ou 
tratado a nivel da camada aplicacäo, com eventual 
retransmissão no servico aperiódico. 
- servico aperiódico e de mensagem (SDN): é tratado a 
nivel da camada aplicacäo. 
- servico de mensagem (SDA): informado através de 
"indication" à camada aplicacão. após expirado o número 
máximo de retransmissöes. 
Os erros de duplicacão não têm significado no servico 
periódico; são detetados a nível da camada aplicacão no servico 
aperiódico; e evitados através da numeracão par/impar e da 
restricäo de controle de fluxo no servico de mensagem.
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3.4.2 Análise temporal 
Similarmente ao PROFIBUS, neste item serão caracterizados 
e definidos os tempos internos e sistêmicos associados aos 
servicos do FIP, em seus valores e na sua aplicacão em cada 
servico, na obtencão dos tempos de usuário, segundo o modelo da 
figura 3.4. 
3.4.8.1 Tempos do usuário 
a. Tempo do servico (tz): 
Como o controle do início da execução dos servicos no FIP 
se dá à partir do árbitro (fig. 3.18), não é possivel obter~se 
Ou à partir de tw¢. pois sempre haverá uma defasagem entre a 
ocorrência de uma primitiva "request" e o inicio da execucão do 
servico. 
Adicionalmente, a primitiva "confirm" no servico 
aperiódico não indica a conclusão da transferência das 
informacöes aperiódicas, mas somente a transferência da lista 
dos seus identificadores do produtor/consumidor para o árbitro. 
Neste contexto, tw será considerado como tempo de usuário na 
obtenção de Ou.” 
Um servico no FIP pode envolver transmissões por parte do 
árbitro, do produtor e, em alguns casos, do consumidor ("frame" 
tracejado ~ fig. 3.4), que determinam o valor final de ta. 
- árbitro e produtor: 
tai = tannw + tvx * tan» + tax; 
M árbitro. produtor e consumidor: 
tea = tmnnv * tvx + tone + taxi + taum + taxa
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- servico em duas fases (aperiódico e de mensagem): 
tas = tem + tmf + tee 
sendo: 
tT× = tv? * ÊTD = t:n_mAT + tmn 
tnxx = ÊTF1 + trai = ÊHWWDAT * tww 
taxa = tvea + twbe = tnvancm * tem 
b. Tempo entre as primitivas "request" e "confirml 
indication" (tam E tax): 
tem e tm; variam em função do servico, não possuindo uma 
representação por relações diretas, só existindo para os 
servicos aperiódico e de mensagem. Seus valores dependem do 
instante da geracão da primitiva "request", relativamente ao 
estágio de execução do ciclo elementar pelo árbitro 
(defasagem). 






onde tvgi é o tempo de um servico elementar TB 
d. Tempo entre execucöes do servico periódico (taR)z 
tem = tem 
e. Tempo de acesso ao barramento (tam): 
Em face às considerações tecidas anteriormente em relaçäo 
a ta, tan não apresenta uma equação única para a sua
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caracterização, variando com o servico e a condicäo de 
interesse. A seguir serão definidos valores máximos e minimos 
para tan Para cada servico, sobre condições determinadas. 
e.1 servico periódico de transferência de "buffer"z 
tas pode variar de 
s 
------------- --1 
É tnnmàn = tem 9 
! 
_____________ _._!' 
que indica que a escrita no "buffer" a ser transferido deve 
'V u ocorrer pelo menos tag antes de concluída a_recepcao do frame" 
ID_DAT associado, até o valor máximo de: 
!_.-._›-__.. _ _ _ _ _ -__. _ _ _ _ _ -_! 
Ê tnnm¢× = tem + tem 9 
1 
------------------- --1 
e.2 servico aperiódico: 
tan Pode variar dez 
!____________ ______ ________| 
Êtnaman `-"' tw-n + teu. "' tem É 
I ------------------------ --v, - › 
ou onde a solicitacao do produtor/consumidor éz 
~ gerada e em seguida é transferida para o árbitro 
vv (RP_DAT_RQi), na última transacao TB da janela 
periódica; 
- a primeira a ser executa na janela aperiódica; 
até o valor máximo de: 
| _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ ___ . ` _______________________ -“I 
9 --------------------------------------- -- 1
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considerando que a solicitacão esperaí 
- ten + r.tms Para ser transferida para o árbitro; 
- m.t¢z + tem + twâ (tmf da figura 3.4) para ser 
executada, sendo ainda, a última a ser executada na 
janela aperiódica. 
onde "r" e "m" ( É N*) dependem do nível de ocupacão das filas 
de transmissão e do estado do árbitro, relativamente ao 
instante da solicitacão. ~ 
c.3 servico de mensagem: 
tan Pode variar de: 
1 --------------- --1 
!tAnm1n=twn + tea 9 
1 --------------- --u 
até o valor máximo de: 
e --------------------------------- --s 
!tnmm«× = tmn + f‹twa + m-tua + tem Ê 
| --------------------------------- -_| 
sendo análogas as consideracões tecidas para o servico 
aperiódico. 
3.4.8.8 Tempos internos (determinantes dos tempos do 
usuário) 
a. Definição: 
a.1 tapar, tabs, twna. t1×. tw×1 e tm×Q estão definidos no 
item 3.2. 
a~a tmn: t|=›c::: tesazi 
As siglas ap, pc e ca são uma notacão adotada 
especificamente para o FIP, para o atraso de propagacão do
97 
sinal (TD) entre duas estações comunicantes (tva). decorrentes 
da sua caracteristica básica, que é o envolvimento de 3 
entidades na execução de um servico. Conforme indicado na 
figura 3.19, estas entidades podem assumir 3 configurações, em 
termos de suas posições relativas ao longo do comprimento total 
do barramento, com os seus valores tma, tac e tem variando de O 

























FI' mz; = tan» + tem 
(a) Configuração PAC
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._ tczm = tar» + tl-'-*CI s~- -- -- -- -~ -- 
(b) Configuração APC 
1Í~\F> 1F:'ÍÍ: 












































































._ tap = tpu: = tem P“" '“_ ”"' "_ __' __ 
(c) Configuração PCA 
l-¡C! - 1 FÀCÊ 
tfn “›1› 1mc=1câ› 1wc=1mw› 1nw=lwA 
FIGURA 3.19 - FIP - Distribuição das entidades no meio fisico 
a.3 "Time~outs" (to. ti, ta): 
Os "time-outs" to e ti são as temporizaçöes de máxima 
ESPETG HCH 
árbitro (ta). PDF Um "frame" resposta, após 
transmitir um "frame" identificador;
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- Cgngumidur (t1), por um "frame" resposta, após receber 
um "frame" identificador para o qual é consumidor; 
- produtor (t¿), por um "frame" RP_ACH. após transmitir 
um "frame" resposta. 
A temporizacao ta mede o máximo tempo ,de ociosidade do 
barramento, à partir do qual assume-se que há uma falha no 
á b t o d t ti t t d ' b t "b k- r i r . sen o au oma camen e a iva o o ar i ro ac up". 
Na definição das temporizacões ta e t¿(fig. 3.20). 
(0 _ to .M 1 5° mil Í t 
F 
P ^'” ” ^ “P 
" um ^ C '" ‹ *”° 1 _ 
_
. 
C 1 ki ° -1 “P 1 P `^°*°P 1 
(â)1~vL (b) Mc (L) Am 
(z) /wc (h) PAL (‹,) /\‹'.¡¬
I 
I > ll zt Il ›t 21 vt O AP SDP ÀP SDP AP SDP 
L > t 2! of 7! ot 
I SDP ÀP SDP PC SUP
m 
FIGURA 3.80 - FIP - "Time-outs" ta E ti 
considerou~sez 
- o inicio de um "frame" resposta, para efeito de desarme 
do "time-out". no início da transmissão do campo PRE do 
› mE5mO¡ 
- as configurações indicadas na figura 3 19.
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Nas configurações da figura 3.20, para um cabo de 
comprimento máximo "l", produzindo um atraso total de 
prgpagaçäg tw”, o pior caso na tabela (fig. 3.20.d) ocorre 
ao quando as estações terminais estao na extremidade do cabo. Para 
que os tempos sejam definidos independentemente da posição 
relativa entre as estações A, P e C. as seguintes inequações 
devem ser observadas [AGUI489J: 
to ) E - tva 'Í' tmn» 
ts. › E - tva '°' teams» 
C1 ‹ to 
Além desses "time-outs", são especificados três outros a 
nivel da entidade solicitante_nos servicos aperiódico e de 
mensagem [THOM287J, definidos como tm. t4» E ts. QUE medem O 
tempo máximo entre o término da transferência de uma 
solicitação de execução dos servicos aperiódico e de mensagem 
sem e com reconhecimento, respectivamente, até o início da sua 
execução nas janelas aperiódica e de mensagem. Estes "time~ 
outs" não serão estudados no presente trabalho, sendo somente 
representados no Anexo 7.1, por estar sendo discutida a sua 
retirada das especificações do FIP ETELE~~] e por não 
contribuirem para o estudo de desempenho. 
a.4 tmfr 
ter mede o tempo entre duas fases de um serviço do FIP. 
Usualmente, entre as fases de transferência da solicitação do
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ä. produtor/consumidor Para o árbitro e a efetiva execucao do 
servico. É dependente de condições dinâmicas, tendo sido 
considerado na descrição de tan, para condições limites. 
b. Valores: 
Quanto a definição dos valores desses tempos, somente tva 
e tap são especificados no FIP, que não estabelece distintas 
implementações de estações para H1 e HE e não fornece os tempos 
dependentes das implementações das estações (twnn, tabs, tuna 
e. em decorrência: to e ti). como no PROFIBUS. 
As únicas informações obtidas das especificações [TELE--1 
no [THDM187J [FlP89J sao indicações de desempenho. Tomando-se como 
referência estas indicações, obtem-se os seguintes valores para 
os tempos do FIP: 
tg = 35 us [THDN187J 
Assumindo-se 10 % como a diferença máxima entre os "time-outs" 
nas inequações que os relacionam (item "a.3"), para prever 
erros de contagem em estações distintas, tem-se: 
to = O,9.tm = 31,5 us 
tl. = o¡9.tQ = us 
Para uma margem de segurança também de 10 % para t,, em 
relação aos tempos internos, dependentes da implementação das 
entidades, teremos: 
O,9.t1 = 2.tTD + tanAm-× => tavam." = 15,5 us 
para o máximo alcance de 1 km a f = 1 Mbps 
Como estas indicações de desempenho foram obtidas em 
condições máximas de alcance e, considerando as diferenças de
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resultados observadas nas indicações de distintas 
especificações, pode-se assumir que: 
tsa|›p-min = 1813 U5 
Assim, o intervalo possivel de variação para twnp será: 
tan» = EiE,3, 15,5] us a f = 1 Mbps, para o produtor. 
Assumindo~se que esses tempos de reação são idênticos para 
diferentes entidades, teremos: 
tmnfiv = EiE,3; 15,5] us, para o árbitro, 
tgnm = E1E,3; 15,5] us. para o consumidor, 
que são valores intermediários de tempo de reação, entre os 
esPECifiCados no PROFIBUS E O 15533 EBURTBBJ. 
3.4.2.3 Análise dos serviços 
Similarmente ao PROFIBUS, aplicou-se o modelo da figura 
3.4, a cada serviço da camada enlace e, em decorrência, obteve- 
se uma descrição matemática dos tempos do usuário, conforme o 
vv equacionamento do item 3.4.2.1. A descriçao detalhada destes 
resultados é apresentada no Anexo 7.1. i 
3.4.2.4 Controle de ocupação do barramento 
O controle de ocupação do barramento na execução dos 
serviços periódico, aperiódico e de mensagem é baseado nos 




3.5 ANÁLISE PRELIMINAR 
A aplicação da metodologia descrita no item 3.2 sobre as 
especificações de camada enlace do FIP e PROFIBUS permitiu o 
levantamento: dos elementos e operações internas, envolvidos na 
implementação dos seus servicos; dos tempos observáveis pelos 
seus usuários e as suas relações com os tempos internos e 
sistëmicos. 
Como resultado desta aplicação, foi possivel parametrizar 
as caracteristicas e elementos operacionais e temporais, 
envolvidos no desempenho da camada enlace, e levantar a forma 
de implementação desses elementos, adotada por cada proposta. 
Este levantamento, decorrente da análise operacional e 
temporal, consistiu numa revisão das especificações de cada 
proposta [AGUI189J [AGUI289J õAGUI489J e na identificação das 
informações necessárias para o desenvolvimento dos modelos em 
Redes de Petri Predicado-Ação e Temporizadas. 
Adicionalmente, um conjunto de indefinições nas 
especificações das propostas foi identificado, sendo 
apresentado a seguir. 
3.5.1 Restrições e Indefinições 
As descrições do PROFIBUS e do FIP, bem como as 
informações de desempenho utilizadas no Capitulo 4, estão 
baseadas nas referências indicadas no Capitulo b. A despeito de 
constituírem especificações detalhadas, algumas informações 
necessárias para o estudo de desempenho não são definidas.
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A seguir são apresentadas as considerações em torno das 
principais indefinições (opções adotadas e hipóteses 







A: Nos servicos SRD e CSRD, assumiu-se que os LSAP's, sao 
"buffers full-duplex". bidirecionais com tamanho E em 
na cada direcao, para proteger a informação contra sobre- 
escrita e para manutenção do valor anterior, na 
implantação do protocolo de controle de erro de 
duplicação (ver item "c"). 
Na execução de determinada transação do serviço CSRD, 
caso não tenha havido atualização no SSAP local 
(L_UPDATE.request), assumiu-se que é transmitido o valor 
anteriormente armazenado no SSAP, para que o serviço não 
seja atrasado nem suspenso. 
No atendimento das requisições dos serviços pelos 
usuários da camada enlace e nas operações simultâneas com 
LSAP's distintos, assumiu-se que o número de requisições 
simultâneas não é limitado e que o paralelismo entre as 
operações é pleno. 
No que concerne ao número de tentativas de retransmissões 
para a transferência do "token", assumiu-se que todas as 
estações da LMS são tratadas identicamente pela estação 
local (mesmo número de retransmissões - nr). mesmo
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quando a transferência para a NS (fig. 3.6) é mal 
sucedida. 
ou Na definiçao das temporizaçöes internas do PROFIBUS, os 
fatores que compõem o tempo taa. tais como tam. foram 
estimados e as demais temporizações foram agrupadas em 
duas categorias, conforme as considerações do item 
3.3.8.8 CAGUI489]. 
Após a transmissão do "frame" de transferência do 
"token". a estação TS espera (tmc) a ocorrência de uma 
iv ação da NS. A espera pode terminar com a recepçao de um 
"frame" íntegro ESIEMBBJ ou com o desarme de tee 
(recepção do primeiro caracter ~ tuga). Para manter 
coerência com as definições de temporizaçöes (item 
3.3.8.2), será considerado o desarme de tah, à partir da 
iniciativa de transmissão da estação NS, como condição 
suficiente para o sucesso da transferência, mesmo que a 
estação TS não receba um "frame" integro. Caso não se 
adotasse esta opção ESIEMBBJ, a estação TS poderia 
interferir indevidamente nas transações em execução pela 
uu estacao NS. 
Numa configuração multi-mestre/multi-controlador, 
assumiu-se que haverá uma divisão equalitária do uso do 
barramento entre os mestres (tvw iguais). ao invés de uma 







Nos serviços CRDR e CSRD, a politica de execução da 
¡ vv uu nz Po11_list apos uma interrupçao da execucao por expiraçao 
de two, pode implicar em: continuar a varredura da 
no Po11_1ist de onde parou ou reiniciar a execucao do topo 
da lista. Para eieito do estudo de desempenho, adotou-se 
ou a primeira condiçao. 
2 FIP 
Na definição dos valores assumidos pelos seguintes 
tempos internos e sistëmicos: 
vv tempos de reaçao (máximo e minimo) do árbitro (tapar). 
produtor (tava) e consumidor (t$v¢); 
- “time-outs" para o "idle-time", árbitro e produtor/ 
consumidor (te. to e t¿%; 
utilizou-se as indicações de desempenho, obtidas das 
especificações [TELE~-J ETHDM1B7] [FIP89], conforme a 
vv descricao do item 3.4.2.2.b. 
Assumiu-se que os "time-outs" de máxima espera pela 
recepção de um "confirm", após geração de um "request" 
nos servicos aperiódico e de mensagem, não fazem parte 
das especificações do FIP [TELE-~3. 
Assumiu-se que os "time-outs" de espera por um "frame" 
A.: resposta (to e ti) sao desarmados no inicio da 
transmissão do campo PRE e, em decorrência. o tempo de 
transmissão do campo de sincronização PRE (teme) de um 
"frame" não está incluido no tempo de reação da entidade
106 
que o transmite (no PROFIBUS tav~ = tema E tz» iflC1Ui 
tavN)- 
ru Quanto à forma de gerenciamento da execucao dos serviços 
aperiódico e de mensagem pelo árbitro, assumiu~se que os 
serviços cuja execução foi mal-sucedida serão re~ 
executados e que os serviços que não puderam ser 
executados em um dado ciclo elementar serão mantidos nas 
filas, até a sua execução nos ciclos elementares 
seguintes. 
Em função da não existência de uma primitiva "confirm" 
lv para 0 serviço SDN, nao é assegurado (nem mesmo) o 
sucesso local do serviço. Desde que há uma fila de 
mensagem única, uma requisição SDN pode destruir uma 
requisição SDA anterior, caso não haja espaço na fila de 
mensagem. Em função desta limitação, assumiu~se que as 
filas de transmissão para mensagens são todas separadas e 
lv que sao executados primeiramente os serviços SDA, na 
janela de mensagem. 
Assumiu-se que, em um macro-ciclo sem sincronização, não 
há limitação do tamanho das janelas aperiódica e de 
mensagem e no macro-ciclo sincronizado a limitação é 
feita por uma temporização interna ao árbitro e não pelo 
número máximo de serviços na janela [THUMEB7J (que não 
asseguraria limitação temporal).
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Nas caracteristicas de interesse indefinidas no servico 
SDA, assumiu-se as seguintes condições: 
- máximo uma retransmissão (nr=1), para efeito de 
comparação com o PROFIBUS. Adicionalmente. um estudo 
de valores possivel para np será desenvolvido; 
- não haverá o truncamento da execução de sucessivas 
retransmissões do servico, caso a sua execução 
ultrapasse o tempo limite estabelecido para a janela de 
mensagem; 
- as considerações do Anexo 7.1, quanto à problemática de 
inconsistência entre o produtor e o árbitro nos 
resultados do serviço, devido à perda do RP_ACK. 
Caso a temporização que-limita o tamanho máximo de uma 
janela aperiódica expire em meio à execução do serviço 
aperiódico, assumiu-se que a mesma não é interrompida. 
Com isso, podem ocorrer variações grandes na dimensão da 
janela aperiódicá, em função do tamanho da lista de 
variáveis (nIDa). 
Assumiu-se que a prioridade no serviço aperiódico define 
. ou 1 ru a organizaçao das filas no arbitro, mas nao interfere na 
ordem de transferência da solicitação do serviço do 
produtor/consumidor para o árbitro.
108 
3.5.2 Focalização do estudo de desempenho 
3.5.8.1 Análise dos resultados 
Na análise operacional, definiu-se todas as 
características e operacões internas da camada enlace de cada 
proposta. D resultado da análise operacional consiste na 
descrição das caracteristicas e do comportamento interno a cada 
entidade e da camada enlace como um todo, na E×ECUCã0 ÓOS 
servicos que a camada fornece. 
Na análise temporal, estabeleceu-se os tempos internos e 
sistëmicos associados á análise operacional, bem como a sua 
forma de interferência no desempenho de cada proposta, 
observável através dos tempos de usuário. O resultado da 
análise temporal é uma tentativa de se estabelecer relações 
matemáticas que determinem todos os tempos de usuário em função 
dos tempos internos, para cada serviço individual. 
Assim, se estes resultados forem aplicados diretamente, 
ter~se-á uma análise inicial do desempenho de cada proposta. 
Contudo, na definição dos valores das variáveis dessas 
equações, por exemplo, a sua grande maioria teria que ser 
estimada ou atribuida "a priori". Além disso, o valor 
resultante da aplicação destas relações caracterizaria apenas 
uma "fotografia" da mesma para uma determinada condição, pois 
mesmo os tempos internos (tais como: tmwi, tTn, tzn) variam 
dentro de um determinado intervalo. Adicionalmente, as 
relações matemáticas para tflm, tas e tp evidenciam ainda mais 
esta problemática, pelo fato de dependerem de condições 
dinâmicas e, algumas vezes aleatórias do comportamento do
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"field-bus" (concorrência com outros servicos - tm» e tmf, 
rotação do "token" tam. etc.). Com isso, a análise resultante 
caracteriza uma avaliação estática da camada enlace. 
3.5.8 E Análise dinâmica de desempenho 
Na fixação das condições de análise de desempenho. para 
uma avaliação dinâmica da camada enlace, será necessário 
ou combinar a descrição operacional com .a descriçao temporal, 
considerando o comportamento dinâmico de ambas. Definiu-se para 
esta avaliação dinâmica duas categorias de modelos: individuais 
e combinados. 
Ds modelos individuais consistem em representações dos 
serviços elementares (fig. 3.1), tais como SDA, RDR e SRD no 
PROFIBUS e TB, RETB/UP e MA/SDA no FIP, nos quais se avaliará: 
~ tm (ou tem com tan = O ~ PROFIBUS) para obtenção de Qu, 
e de E%; 
- o número de execuções dos serviços mal~sucedidos em 
tv relaçao ao total, para obtenção das perdas finais (P4) 
em função ds perdas físicas (Pp) e do número de 
retransmissões do serviço (nf). . 
Os modelos combinados são combinações dos modelos 
individuais dos serviços CRDR, CSRD, SDA, RDR e SRD e da 
transferência do "token" no PROFIBUS; e dos serviços TB, 
UP/RETB, SDA/MA, SDN/MN no FIP, utilizados na avaliação dos 
tempos tn”, tan e tp, dentre outros, determinantes da qualidade 
dos serviços periódico, aperiódico e de mensagem.
a 
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3.5.2.3 Análise de implicações sobre o modelo de desempenho 
A aplicação do modelo da figura 3.1, do qual decorrem as 
análises operacional e temporal, permitiu um levantamento 
abrangente da estratégia de implementação do referido modelo,
\ 
adotada por cada proposta. 
Neste contexto, o\estudo desenvolvido, além de analisar o 
desempenho dessas implementações, permitirá o estabelecimento 
de um paralelo entre duas filosofias de implementação de camada 
enlace, para caracteristicas tais como: 
- a forma de definição dos fluxos de informação; 
sistêmica (FIP) ou individualizada por controlador 
(PROFIBUS)¡ 
- a estratégia de distribuição da ocupação da camada 
enlace; fixa, com intervalos alocados para cada serviço 
(janelas - FIP), ou livre, definida pela diferença de 
prioridade entre classes de serviços (PRDFI-BUS); 
- a estratégia de definição (configuração das variáveis e 
ativação) do serviço periódico: sistêmica e uma única 
vez (FIP), individualizada por controlador ei com 
possibilidade de redefinição a cada execução do 
serviço; H 
Iv - o mecanismo de resoluçao de prioridade, quanto: 
. a sua abrangência: sistêmica, para todo o "field-bus" 
(FIP) ou a nivel de cada controlador (PRDFIBUS); 
. ao seu âmbito de ação: em uma dada classe de serviços 
(FIP) ou também entre serviços (PROFIBUS).
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~ a associação dos serviços elementares com as classes de 
serviços: fixa (FIP) ou livre, com opções de servicos 
elementares para cada classe de serviço (com ou sem 






Neste Capítulo se estabeleceu os critérios e a 
metodologia a ser adotada na análise de desempenho; a relação 
dos critérios de desempenho com os tempos mensuráveis pelo 
usuário da camada enlace e a dependência desses tempos em 
relação as características operacionais e temporais, internas à 
camada, e a forma de obtenção dos elementos de desempenho, à 
partir da definição de modelos individuais e combinados para os 
servicos. 
A A aplicação da metodologia adotada permitiu, partindo-se 
das especificações das propostas FIP e PROFIBUS (ítens 6.1.2.2 
e 6.1.2.1, respectivamente), desenvolver-se uma descrição geral 
dos elementos e servicos das suas camadas enlace, até o nivel 
dos seus detalhes temporais e operacionais de implementação.
` 
Este estudo foi útil no entendimento abrangente de todas 
as implicações e restrições das implementações dos serviços de 
cada proposta, que tornou possível: 
- traçar um paralelo entre as caracteristicas de 
, interesse para o estudo de desempenho do FIP e do 
PROFIBUS, com o intuito de balizar a execução da 
modelagem dos serviços de forma estruturada;
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- entender em profundidade os compromissos e restrições 
operacionais e temporais da camada enlace; 
- desenvolver um levantamento sistemático dos detalhes de 
implementação nas especificações das propostas; 
- focalizar o estudo de desempenho a ser desenvolvido. 
`\ 
Este resultado servirá_ de base para o desenvolvimento de 
*À 
modelos combinados e individuais dos serviços da camada enlace, 
vv à partir da descriçao do comportamento do serviço (análise 
operacional) e dos tempos associados (análise temporal). 
Uma descrição da forma de desenvolvimento dos modelos, à 
partir dessas informações e das condições de execução. dos 
mesmos, na avaliação dos diversos elementos de desempenho, será 
apresentada no Capitulo 4. 
D resultado fundamental do desenvolvimento deste Capitulo 
consiste no estabelecimento de uma metodologia de abordagem de 
camada enlace, a partir de parâmetros genéricos de análise 
(elementos de desempenho). Os resultados obtidos com a 
aplicação desta metodologia ao PROFIBUS e ao FIP demonstraram a 
efetividade desta abordagem, devido ao grande volume de 
informações que permitem levantar.
4. ANÁLISE CONPARATIVA DE DESEMPENHO 
4.1 INTRODUÇÃO 
O Capitulo 3, além de estabelecer os critérios e a 
metodologia do estudo a ser desenvolvido, permitiu obter 
informações sobre o desempenho das propostas FIP e PROFIBUS, 
para condições estáticas e especificas de operação. 
Entretanto, para uma análise mais geral do seu 
comportamento. é necessário utilizar um modelo que combine a 
representação da evolução dos estados do "field-bus", com as 
temporizações associadas a esta evolução, em condições 
dinamicas de operação. 
Para este fim. adotou-se como ferramenta de modelagem as 
Redes de Petri (RdP) Temporizadas, que permitem descrever o 
comportamento dos serviços da camada enlace, associando 
intervalos de tempo à evolução das suas operações internas e 
sistêmicas. Qdicionalmente, para obtenção dos valores médibs 
dos tempos determinantes do desempenho, utilizou-se uma 
extensão das RdP Temporizadas, que associa funções densidade de 
probabilidade aos intervalos de tempo citados anteriormente, na 
forma de Redes de Petri Temporizadas Extendidas (RdPTE). No 
Anexo 7.2 é apresentada uma descrição geral das RdP e das suas 
extensões, utilizadas no Presente estudo. 
O presente capitulo apresentará uma análise comparativa 
de desempenho das ¬propostas PROFIBUS e FIP, segundo a
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seguinte sistemática: 
modelagem dos serviços da camada enlace em RdPTE; 
simulação dos modelos obtidos e obtenção dos resultados 
de interesse para a avaliação do desempenho, em um 
Analisador/Simulador de Redes de Petri (ARP ~ Anexo 7.3 
[LCMI89]); 
análise comparativa dos resultados obtidos e avaliação 
final quanto ao desempenho de cada proposta, suas 
vantagens e restrições; 
análise de alternativas para a camada enlace, à partir 
dos resultados anteriores. 
Conforme definido no Capítulo 3, a nível da comparaçao 
entre o PROFIBUS e o FIP, dois conjuntos básicos de condições 
vv de execuçao dos modelos foram desenvolvidos: 
av simulaçao dos modelos dos serviços individuais, sem 
concorrência com outros serviços e em configurações 
mono-controlador; 
simulação de modelos resultantes da combinação dos 
modelos dos serviços individuais (modelos combinados), 
utilizados na avaliação da qualidade dos serviços, em 
condições determinadas de operação, tais como: 
concorrência entre os diversos serviços no âmbito da 
estação ou a nível do barramento, configurações mono e 
multi~controlador, taxas variáveis de requisição dos 
serviços e de serviços concorrentes, perdas físicas 
variáveis, dentre outras. definidas em detalhe 
posteriormente.
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Cabe destacar que o modelo de camada enlace utilizado na 
avaliação de desempenho (fig. 3.1) é caracterizado por 3 fluxos 
de informação, constituídos à partir dos serviços elementares 
(individuais), ativados por tnz E tu, E que DCUPãm B Cãmãdã 
enlace até a sua máxima capacidade (Qi), no fornecimento de uma 
capacidade de transmissao aos usuários Ou, com um nivel de 
perdas (P4), a uma eficiência (E% = Ou/Oi) 
4.8 MODELAGEM 
O objetivo da modelagem dos serviços em RdPTE consiste em 
estabelecer representações que permitam a obtenção dos 
resultados esperados com a focalização do estudo de desempenho, 
definidos no Capitulo 3. 
4.8.1 Metodologia de Modelagem 
4.2.1.1 Técnica de geração dos modelos 
Os modelos em RdPTE de cada serviço foram construídos à 
partir das informações apresentadas nas análises operacional e 
temporal (Capítulo 3). 
0 PFOCGSSO de _9@Yaçã0 dos modelos obedeceu a seguinte 
ordem. esquematizada na figura 4.1; 
- representação em RdP Predicado-Ação das entidades da 
envolvidas em cada serviço (fig. 4.i.c, d e e),
‹ 
identificando, principalmente, os pontos de interação 




um ÔE f2‹fl› 
§¿) MonELo aãslco 
pidle pcheio 
pidleR 





















l 1 E5 
TEMPORAL 
E2(R) 
(b) lursnâções Isnvonâls 






E2 - ENTIDADES COHUNTCRNTES 
DA CAHÀDA ENLACE 
M2 - HEIO VIRTUÀL 
T - TRANSMISSOR 
R - RECEPTOR 
pidle 
trequest[tA8] 
píx 0 pcheio ° 














MODELOS EM REDES DE PETRI TEMPORIZADAS E EXTENDIDAS (RdPTE) 
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117 
cada uma delas, à partir do modelo de cada servico 
(fig. 4.1.a)¡ 
- construção do modelo global do serviço, à partir da 
fusão das transições nos modelos de entidades e do meio 
virtual, nas quais o predicado em um modelo corresponde 
a uma ação no outro, e associação das informações de 
tempo (da análise temporal) relativas às interações 
entre as entidades, resultando numa representação em 
RdP Temporizadas (fig. 4.1.f); 
- associação de uma função densidade de probabilidade aos 
intervalos de tempo de cada transição representativa 
dos tempos internos e sistêmicos. resultando numa 
representação do serviço em RdPTE (fig. 4 1.f e g). 
4.8.1.2 Estratégia de incorporação do erro de transmissão 
Para representação de uma camada fisica real. incorporou- 
se no modelo em RdPTE do meio fisico o conceito de "porcentagem 
de perdas introduzidas pela camada física" (fig. 4.1.d). 
No modelo de meio fisico (fig. 4.1.f), o disparo de tTx 
introduz uma mensagem no mesmo (pcheio = 1), que pode seguir 
dois caminhos para seu "esvaziamento": consumo pela outra 
entidade (tR×) ou perda (tperda). Em tperda estão concentradas 
todas as condições possiveis de incorporação de erros na 
informação em trânsito: deterioração, perda de caracteres, etc. 
Como tperda e tR× estão em conflito, introduziu~se o 
conceito de probabilidade relativa de' disparo de tperda em 
relação a tRx. Com isso, pode-se representar meios fisicos com
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"eficiência" determinada (diferente de 100%), correspondente ao 
percentual de "frames" transmitidos com sucesso. 
Para çse introduzir a probabilidade relativa de disparo 
entre duas transições em conflito, à partir das funções 
densidade probabilidade intrínsecas (que não consideram os 
conflitos entre transições), definiu~se funções densidade de 
probabilidade extrinsecas (que levam em conta os conflitos 
entre transições). Esta definição consistiu em se calcular um 
novo intervalo de disparo para uma das transições, através da 
extensão do intervalo original, de forma a se garantir um certo 
número de disparos de uma transição em relação a outra 
[AGUIb89]. 
4.8.8 Modelagem dos serviços 
A metodologia de modelagem foi aplicada a cada um dos 
serviços descritos do FIP e do PROFIBUS, na consecução dos 
modelos dos serviços individuais. Adicionalmente. através de 
combinações dos modelos individuais. se' construiu os modelos 
combinados. 
A seguir é apresentado um exemplo ilustrativo dos 
resultados obtidos com o trabalho de modelagem, segundo 'a 
metodologia descrita anteriormente. O exemplo enfocará a 
modelagem do serviço SDA do PROFIBUS, por ser uma das RdPTE 
mais simples que se obteve. Este modelo está indicado na 
figura 4.8 (e 4.E.a do ponto de vista do usuário - modelo 
equivalente reduzido), onde:
1 
~ o serviço inicia com treq e é concluido: na_ estação 

























































































































comunicação) ou tTU (com "time-out“); e na estação 
remota com: tind; 
pi, pë, p3, p4, pY, pZ, representam o meio fisico; 
tprdT e tprdR representam a perda ou erro nos "frames", 
durante a iniciação e recepção, respectivamente; 
tprdT. tprdR, tTDi, tcheg e tRX concentram os 
intervalos de disparo representativos dos atrasos de 
propagação da informação no meio fisico;
4 
tCAR consiste na transmissão do primeiro caracter de um 
"frame", à partir do qual tcheg é excitado, o que 
indica o inicio da recepção de uma resposta pela 
estação local; 
o estado inicial deste modelo consiste em: M(pE) = 
M(p4) '= M(pz) = 1 (meio fisico vazio), M(pOp) = M(pOC) 
= M(pgate) = 1 e par = nr (entidades em "idle state"); 
as demais transições são equivalentes aos tempos 
descritos no Capitulo 8. ' . 
Algumas considerações importantes em torno deste modelo 
SãO :
ó 
a transmissão do primeiro caracter da resposta (tCAR) 
não está sujeita a erros devido ao meio fisico 
(inexistência de transição' de perda entre py e pz). 
Mesmo que este caracter não seja íntegro, a sua 
recepçao pára a contagem de tac. que é o objetivo da 
representação; 
vv nao representa explicitamente as diferentes respostas 
possiveis do respondedor (UE, RR. OK, etc.);
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- não representa o mecanismo de controle de duplicação de 
"frames", Por ser irrelevante do Ponto de vista 
temporal. 
O Grafo de Classe de Estado da RdPTE do serviço SDA é 
apresentado na figura 4.3, tendo sido gerado para verificação 
do modelo. 
Esta mesma sistemática de representação foi utilizada nos 
demais servicos e em combinações dos mesmos, resultando no 
conjunto de modelos descritos no Anexo 7.4. Estes modelos 
consistem, basicamente, na representação dos seguintes serviços 
e condições. 
4.8.8.1 PROFIBUS 
_Ds modelos em RdPTE para representação dos serviços 
individuais (elementares) e dos serviços combinados do PROFIBUS 
foram os seguintes: 
a. Serviços individuais: 
- Serviços RDR/SRD: representação similar à do serviço 
SDA. 
- Serviço SDN; 
- Transferência do "token" (TOK) de uma estação (TS) para 
a estação seguinte (NS). 
b. Serviços combinados: 
r Serviços CRDR e CSRD (P)z representação da Pol1_1ist 
(np) e dos mecanismos de controle, para utilização dos 
modelos dos serviços ‹individuais (RDR e SRD) e do
f ' tind 
tn0K 
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FIGURA 4.3 - Grafo de classe de estado do serviço SDA 
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mecanismo de controle de prioridade, para representação 
da concorrência com outros serviços; 
Rotação do "token" por "n" estações mestre (TRR); 
Utilização do "token": representação da rotação do 
"token" Por "n" estações mestre, do ponto de vista de 
uma das estações (TTH), permitindo a combinação deste 
lv modelo com os modelos de transferência de informaçao, 
na representação de uma configuração multi-controlador; 
Serviços aperiódico e de mensagem de alta e baixa 
prioridades, com e . sem reconhecimento (UP/M): 
sv representaçao Vdas transições que definem a taxa de 
solicitação destes serviços pelos usuários da camada
I 
enlace (tu). as filas de transmissão de tamanho 
limitado e o mecanismo de resolução de prioridade, para 
permitir o estabelecimento da concorrência com outros 
serviços; 
Serviço periódico em configuração multi-controlador, 
perturbado pela rotação do "token"; 
Serviços aperiódico e de mensagem em configuração 
multi-controlador, perturbados pela rotação do "token"; 
Serviços aperiódicos e de mensagem concorrendo entre si 
‹MuP/mz
_ 
Serviços periódico. aperiódico e de mensagem 
concorrendo entre si (SR): representação de uma 
configuração mono-controlador mais geral possivel; 
Serviços periódico. aperiódico e de mensagem 
concorrendo entre si, e perturbados pela rotação do
124 
"token": representação de uma coniiguracão multi- 
controlador mais geral possível. 
Na tabela da figura 4.4 são apresentados os diversos 
modelos descritos acima, através de suas siglas; das 
combinaçoes que os compõem, se forem modelos combinados; e dos 
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Similarmente ao PROFIBUS, os modelos em RdPTE, 
desenvolvidos para representação dos serviços individuais e 
dos serviços combinados do FIP, foram os seguintes: 
a. Servicos individuais: 
Serviço TB/MN: representação do serviço TB e da fase MN 
do servico SDN; 
Servico IDRQ (UP): representação da fase de 
transferência da lista de variáveis aperiódicas do 
produtor/consumidor para o árbitro (IDRO); 
Serviço MA (SDA)z representação da fase de efetiva 
execução da transferência (MA), na janela de mensagem 
do serviço SDA. 
b. Serviços combinados: 
Serviço periódico (P): representação de uma janela 
periódica de um ciclo elementar, para a execução de np 
serviços TB; 
Serviço aperiódico (UP): representação de uma janela 
aperiódica de um ciclo elementar, para a execução dos 
serviços aperiódicos de alta e baixa prioridades, 
solicitados na janela periódica, até a máxima dimensão 
das filas de transmissão (nUPH e nUPL), dentro do 
limite de tempo da janela;
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- Servico de mensagem (M): representação de uma janela de 
mensagem de um ciclo elementar, para a execução dos 
servicos de mensagem 'com' e sem reconhecimento, 
na solicitados na janela periódica, até a máxima dimensao 
das filas de transmissão (HMQ e nMN)¡ 
- Ciclo elementar (SR): representação de um ciclo 
elementar completo, em suas janelas periódica, 
aperiódica e de mensagem, ou de ciclos elementares 
reduzidos (p ex. janelas periódica e aperiódica), com 
opções para macro~cic1o sincronizado ou sem 
sincronização, na avaliacão combinada de todos os 
servicos do FIP. 
Na tabela da figura 4.5 são apresentados os diversos 
modelos descritos acima, através de suas siglas; das 
combinações que os compõem, se forem modelos combinados; e dos 
resultados a serem obtidos da sua simulacão. 
.- .- 
._ 
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FIGURA 4.5 - FIP ~ Tabela dos modelos em RdPTE dos servicos
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4.3 CRITÉRIOS E METODOLOGIA DE SIMULACÃO 
Em cada um dos diferentes modelos obtidos no item 
anterior, realizou-se as seguintes operações, utilizando as 
ierramentas do ARP (Anexo 7.3 [LCMI89]): 
- geração do grafo de classe de estado do modelo (p. ex.: 
figura 4.3 para o serviço SDA); 
- validação dos modelos quanto à sua correção 
(verificação através das propriedades da RdPTE e do 
grafo de classe de estado); 
~ execução de repetidas simulações nos modelos e medição 
do tempo médio e desvio padrão para evoluir de uma (ou 
mais) marcação inicial 4(um dos estados do grafo da 
figura 4.3) a uma ou mais marcações destino; e do 
percentual de alcance de cada uma destas marcações, até 
se atingir variações inferiores a 1% nos resultados 
(medida elementar). 
A seguir serão definidas as condições utilizadas para a 
simulação dos modelos, no que se refere às situações que se 
pretende simular e, em decorrência, os dados de entrada para as 
RdPTE, na obtenção de cada um dos elementos de desempenho. 
Adicionalmente, serão representadas algumas limitações do 
estudo, decorrentes dos processos de modelagem e simulação. 
4.3.1 Condições de simulação 
Conforme apresentado no Capítulo 3, os resultados de 
interesse para o estudo de desempenho, são os seguintes:
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a. Serviços elementares (modelos individuais); 
~ Capacidade de transmissão (0u); 
- Eficiência do controle de erros (P‹)¡ 
~ Eficiência da tranferëncia de informação (E%). 
b. Servico periódico (modelos combinados): 
~ Uniformidade, através do tempo de execução de "np" 
transações do servico periódico (tp)¡ 
- Periodicidade, através tempo de reação do sistema 
‹tmR). obtido da medição do tempo entre duas execuções 
sucessivas do serviço periódico. 
tp e tmn são avaliados em diversas condições de concorrência e 
configurações dos modelos envolvidos. 
c. Serviços aperiódico e de mensagem (modelos combinados): 
- Tempo de execução de nUP transações aperiódicas e de 
mensagem, como uma medida indireta de tmn. Em ÚÍVBFSBS 
condições de concorrência e configurações dos modelos 
envolvidos. 
Na definição das condições de obtenção das medidas 
elementares; estabeleceu-se os dados de entrada dos modelos 
individuais, com base nos tempos internos e sistãmicos 
combinou-se os modelos individuais (fig. 4.4 e 4.5) de forma a
5 
criar as condições características para os modelos combinados. 
Contudo. a diversidade de possibilidades de configurações 
e a multiplicidade de combinações de dados de entrada tornam 
dificil um estudo completo. Com isso, fez~se necessário limitar
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ru o escopo de abrangência do estudo, através da definicao de 
valores determinados para os dados de entrada dos modelos. 
apresentados a seguir, obedecendo a classificação das condições 
em modelos individuais e combinados. Estas condições serão 
aplicadas ao PROFIBUS e o FIP, para permitir uma comparaçao em 
situações equivalentes. 
4.3.1.1 Modelos individuais 
Na obtenção dos resultados relativos aos serviços 
individuais, se utilizou como referência os dados e condições 
estabelecidos em [ISA187] ENEMAEBBJ, em termos dez dimensão do 
L“sdu, taxas de transmissão e tipos de implementação, para os 
seguintes niveis de desempenho:
H 
- Hi; 10 mensagens/s (msg/s)(ISA), equivalente a um tempo 
de serviço de 100 ms; 
- HE: 1600 msg/s (ISA), 4000 msg/s (NEMA), equivalentes a 
um tempo de serviço (ts) de 625 us e 250 us, 
respectivamente. 
Ds valores assumidos pelos tempos internos e sistêmicos e 
eu as condições de avaliaçao dos modelos individuais foram os 
seguintes; 
a. Capacidade de transmissão (Ou): 
a.1 PROFIBUS: 
Os tempos especificados no Capitulo 3, foram aplicados 
aos modelos, para O % e 1 % de perdas físicas e implementações 
tipo "C" e tipo "B", correspondente aos "field-bus" H1 e HE 
EISA187], respectivamente.
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Adicionalmente a esses tempos, se adotou; 
nv = 1 
tfe/tap: definidos em função dos "frames" envolvidos em 
cada servico (fig. 3.8), varia com a distância 
de Hamming e com a dimensão do L_sdu. Os valores 
de L_sdu aplicados aos diversos tipos de 
"frame", foram 32 bit para Hi e 64 bit para HE, 
para as seguintes configurações de "frame" 
resposta: resposta longa, para o servico SDA, e 
RF = DAT/DRH, para os servicos RDR e SRD; 
tfumnu = 1 bit, para manter constante a proporção; tTu " 
l.f, para H1 e HE. 
a.Ê FIP: 
O modelo para simulações verdadeiramente individuais do 
FIP é o servico TB. Resultados "individuais" equivalentes para 
os servicos aperiódicos e de mensagem com e sem reconhecimento 
podem ser obtidos somente à partir de modelos combinados (fig. 
4.5). 
Similarmente ao PROFIBUS, esses modelos serão executados 
para O % e 1 % de perdas fisicas. Entretanto. o FIP apresenta 
apenas um único conjunto de tempos de implementacão, válido 
para qualquer taxa de transmissão, conforme descrito no 
Capítulo 3. Adicionalmente, adotou-se: 
tva/tap: identificados pela sigla do "frame" em questão 
(twnu ~ PDU's da figura 3.18), definidos 
conforme o servico a ser simulado e o L_sdu 
utilizado, similarmente ao PROFIBUS. 
tTüm,× = 1 bit, similar ao PROFIBUS.
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b. Controle de Perdas: 
no Foram adotadas as mesmas definiçoes de Ou, mas restritas 
~ __ à implementaçao HE, HD - 4 (PROFIBUS) e para perdas fisicas e 
"nv" variáveis. 
nz c. Eficiência da transferência de iníormaçao (E%): 
Foram adotadas as mesmas condições de Ou, mas restritas à 
nz implementaçao HE, O % de perdas fisicas e para L_sdu variável. 
4.3.1.2 Modelos combinados 
D objetivo do estudo da qualidade dos servico periódico. 
aperiódico e de mensagens, relacionado com os modelos 
combinados, é se avaliar a eficiência com que a camada enlace 
(fig. 3.1) implementa estes três servicos, considerando os seus 
mecanismos internos de operação e a interação mútua entre os 
servicos 
As características a serem estabelecidas, para aplicação 
uv nos modelos combinados, sao as seguintes;
› 
as classes de serviços que serão modeladas e os 
serviços elementares utilizados em cada classe; 
o número total de transações periódicas (nw) executadas 
por ciclo de processo; 
a capacidade total de enfileiramento de solicitações 
aperiódicas (nUP) e de mensagem (nM);
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uv - a taxa total de geraçao de informações (aperiódicas e 
de mensagem), dada pela soma das taxas de cada 
controlador (1/ta); 
- a dimensão do Lflsdu presente em cada transferência de 
informação. 
vv Para fixaçao dessas condições é necessário, inicialmente, 
se caracterizar a forma de implementação dos fluxos de 
uv informaçao nos mesmos: 
- Serviço periódico; 
No FIP, o fluxo periódico é sistêmico e Planejado para 
todos os controladores, independentemente do número de 
controladores. No PROFIBUS o íluxo periódico é individualizado 
por controlador, portanto, dependente do número de 
controladores. 
~ Serviço aperiódico e de mensagem: 
No FIP a solicitação destes serviços é ativada em cada 
controlador e a execução dos mesmos e enfileirada no árbitro, 
em uma ordem de prioridade única para todo o FIP. No PROFIBUS a 
solicitação e enfileiramento são operações locais aos 
controladores. 
Neste contexto, estabelecimento das condição de 
simulaçao, ter-se-á que obedecer as seguintes relações: 
"w‹eRoFzeue› = nw‹wxP›/H 
flUP‹wRmwznu9› = flUP‹prP› X flIDã/fl 
flM‹wmow:Bue› = flM‹w1w›/H 
tu‹wemw1nua› = N × nIDa × tU‹w¡w›
133 
onde: 
rv ' 1-\ ~ as caracteristicas no FIP sao sistemicas (para todo o 
"field-bus") e no PROFIBUS, são por controlador 
(mestre); 
- considera~se que os fluxos e operações dos "n" 
controladores do PROFIBUS são idênticos; 
- na definição da dimensão das filas de transmissão do 
FIP, utiliza~se nUP.nIDa, devido à possibilidade de se 
associar a transmissão de mais de uma variável a uma 
solicitação. 
Quando se mencionar posteriormente estas caracteristicas, sem 
se especificar a proposta¿ estará se reierindo às 
caracteristicas sistêmicas. 
À partir destas considerações, as condições aplicadas aos 
modelos combinados são as seguintes: 
a. Serviços de interesse: 
Na configuração da figura 3.1 tem-se múltiplas 
possibilidades de combinações dos serviços periódico, 
aperiódico e de mensagem: um único tipo de serviço (3 
combinações); dois tipos de serviço (combinação E a E num total 
de 6 combinações); os três tipos simultaneamente, sem 
considerar, ainda, subdivisões em serviços de alta e baixa 
prioridades. com e sem reconhecimento. Assim, optou~se por se
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estudar os servicos periódico e aperiódico de alta e baixa 
prioridades e combinacöes deles, devido: 
~ a ocorrência do servico de mensagem ser 
significativamente menor que a dos servicos periódico e 
aperiódico; 
- aos fluxos de informacão dos servicos periódico e 
aperiódico constituirem a maior parte do volume de 
informacão do “field-bus", 
- à menor criticidade em termos de tempos de resposta no 
servico de mensagem; 
- a possibilidade do estudo da iníluência da prioridade 
na execucäo dos servicos (presentes somente nos 
servicos aperiódicos do FIP). 
No caso do FIP, estes servicos correspondem às janelas 
periódica e aperiódica. 
O PROFIBUS não fixa janelas e servicos elementares para 
cada tipo de servico. Neste contexto, adotar~se~á o servico RDR 
na representacão de cada transacão periódica e aperiódica 
individual (modelo individual), por ser: 
~ equivalente ao servico SDA em termos de tm; 
- mais usual que o SRD e SDN. 
b. Ciclo de sistema (T): 
O valor do ciclo de sistema está estreitamente 
relacionado com: os tempos de processo, o tempo de execucão do 
servico periódico (tw) e com a definicão de tam no FIP e de tem 
no PROFIBUS. Adotou-se T = 8 ms como referência, por ser um
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valor usual das indicações de desempenho [NEMA888] [FIP89J, 
como ciclo tipico de processo, equivalente a aproximadamente a 
metade de um ciclo de rede elétrica de 60 Hz. 
Em configurações em que o ciclo do sistema está presente, 
nos modelos a serem simulados, o seu valor será "T" ou um 
múltiplo inteiro de "T". 
vv c. Dimensao do L_sduz 
O número de bits do L_sdu, pode assumir qualquer valor 
dentro do limite de tamanho do "frame", mas existem dimensões 
usuais nas indicações de desempenho: 32 e 64 bit. Assim adotou- 
se L_sdu = 32 bit, por ser compativel com os valores de ciclo 
de processo e nm (por exemplo, permitindo a execução de 50 
transações periódicas (TB), no FIP). 
d. Número de transações periódicas Por ciclo de sistema: 
Sendo T = 8 ms, para uma ocupação de pelo menos 50 % do 
tempo util do barramento em um 'ciclo (T) com o serviço 
periódico, e adotando~se o FIP como referência, tem~sez 
25 ( n»<ez», ( 50 
Para comparação com PROFIBUS: 
nw‹aR0¢¡HUw, = np‹wzw,/n, para E ( n ( 30 
Para se ter valores inteiros para "n" e "np" ez 
fl»‹wRwwzmum› )= 3 (lista com no minimo 3 elementos)
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Adotou~sez 
np<F,w, = 30, independente de "n" 
flp‹wmow:nuw› = 30: Para n = 1 ÕU 
flw‹wmuFxmum› = Ô» PBTB n = 5 OU 
flp‹enmwxnuQ› = 1O› Para n = 3 
Estes valores permitem a representação de configurações 
mu1ti~controlador em condições equivalentes para o FIP e o 
PROFIBUS. Adicionalmente, apesar de na ser definido em função 
›¬ de "T", estes valores serão adotados como referencia mesmo em 
situações onde "T" não está presente. 
e. Dimensão das filas aperiódicas nUPH/nUPL (e nIDa no FIP): 
Para a definição de nUPH e nUPL, que seja compativel com 
np. adotou-se nUPH = nUPL = 15. por; 
~ corresponderem à metade de na, para cada nível de 
prioridade; 
~ respeitarem a relaçäo nUP‹»aQezmuQ, = nUP<e¡»,.nIDA, e 
permitirem uma comparação direta dos resultados. As 
combinações possiveis. neste caso, para que os valores 
de nUP<wzp, e nIDA resultem inteiros são nUP,WRQp¡HUm, 
= 15 = nUP<¢¡»,.nIDA = 1 x 15, 3 x 15, 5 x 3, 15 x 1_ 
f. Taxa de requisição do serviço aperiódico (tuna):
z 
A taxa de requisição (em mensagens/s ou 1/tuup) com que 
os usuários requisitam a execução dos serviços aperiódicos da
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camada enlace é uma das variáveis livres (independentes) dos 
modelos. 
A Variação de tuuw corresponderá distintas condições em 
termos de nivel de concorrência entre os servicos periódico e 
aperiódico. 
g. Tempos internos e sistêmicos: 
Adotou~se as mesmas definições de Ou (modelos 
individuais), mas restritas à implementação HB e HD = 4 
(PROFIBUS), para L_sdu = 32 bit. 
Além deste conjunto de definições genéricas, foram 
definidas condições especificas, para cada elemento de 
desempenho, apresentadas no item 4.4. 
4.3.8 Limites do estudo 
4.3.2.1 Modelagem 
a. Função densidade de probabilidade: 
Por uma limitação da atual versão do ARP (Anexo 7.3 
ELCMI89J), as funções densidade de probabilidade estabelecidas 
para todas as transições do modelo devem ser idênticas. Adotou- 
se, então, uma função densidade de probabilidade uniforme. 
na
V 
b.,Representação de erros de transmissao; 
As restrições impostas a estratégia de incorporação de 
erros de transmissão (item 4.8.1.8). inerentes a ferramenta
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utilizada no ARP, consiste na limitação dos intervalos de 
disparo estáticos das transições a valores inteiros, limitando 
a resolução dos percentuais de erros resultantes ao intervalo 
EO, 320001. 
Adicionalmente, só foi viável calcular a probabilidade 
relativa de disparo entre duas transições em conflito, através 
da estratégia adotada, pelo fato das funções densidade de 
probabilidade serem uniformes. 
c. Tempo e número de modelos: 
b partir das especificações das propostas, foram 
desenvolvidos 4 versões de modelos em RdPTE, num total de 50 
redes, até se obter os 14 modelos apresentados no Anexo 7.4. 
d. Modelos combinados: 
Devido ao limite de capacidade do ARP e à complexidade 
nas representações envolvidas, os modelos combinados foram 
concebidos para representarem o comportamento do "field-bus", 
do ponto de vista do árbitro do barramento, no FIP e de uma das 
estações controladoras, no PROFIBUS. 
Esta restrição considera que o comportamento das demais 
estações controladoras do PROFIBUS será equivalente ao da 
estação representada, no seu tempo disponivel para a retenção 
do "token".
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e. Generalidade dos modelos: 
A modelagem em RdPTE se propõe avaliar o desempenho 
frente a condições dinâmicas de operação. Contudo, mesmo nestes 
modelos fez-se necessário fixar certas caracteristicas, algumas 
das quais foram apresentadas no item 4.3.1, com o intuito de 
simp1ificá~los.
H 
Dentre elas, cabe destacar: 
~ a utilização de um servico elementar único nos serviços 
periódico e aperiódico do Profi-bus (RDR), a dada 
implementação e distância de Hamming; 
- a fixação do L_sdu nos modelos combinados; 
- a não utilização das distintas opções do PROFIBUS: 
tipos de "frames", tipos de resposta (curta e longa) 
campos de endereçamento de segmento/LSAP's, etc., para 
limitar o número de combinações; 
- a fixação do tamanho da lista de identificadores do 
serviço aperiódico do FIP (nIDa = 1 ou 3); 
- a não representação das operações de escrita/leitura 
local dos serviços periódicos, 
- a representação do "field-bus" em regime permanente, 
sem considerar condições de falha, configuração e 
reconfiguração; 
- as considerações em torno de indefinições nas 
especificações das propostas, com destaque para o 
estabelecimento dos intervalos dos tempos internos e 




A principal limitação do ARP na modelagem, refere-se à 
não disponibilidade da representação da prioridade relativa de 
disparo de 2 (ou mais) transições em conflito, para facilitar 
a: incorporação da porcentagem de erros de transmissão no meio 
fisico; construção de modelos temporais equivalentes reduzidos 
das RdPTE, baseados na redução dos caminhos paralelos nos 
grafos de classe de estado (fig. 4.3) à uma transição e um 
lugar. 
9. Aderência às especificações: 
Os modelos em RdPTE foram criados com base nas 
especificações das propostas disponiveis na ocasião do seu 
desenvolvimento (principalmente CSlEM87J e ETHUMBBJ). Algumas 
destas especificações evoluíram no decorrer do trabalho. mas os 
modelos não puderam ser atualizados para o presente estudo 
(p.e×.: serviço periódico do PROFIBUS ESIEMBBJ). 
4.3.2.8 Simulação 
a. Modelos combinados: 
As RdPTE dos modelos combinados consistem em 
representações obtidas à partir das combinações dos modelos 
individuais, como se fossem sub-redes dos primeiros. Contudo. 
devido às limitações do ARP, não há possibilidade de se 
promover a fusão de redes (à partir de sub-redes) ou se
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estabelecer modelos temporais reduzidos, à partir dos quais se 
possa estabelecer redes mais complexas. Os modelos combinados 
em RdPTE são criados e executados no ARP como redes 
individuais. Com isso, o tempo de entrada dos dados para 
simulação (item "b") aumenta sensivelmente com a complexidade 
do modelo, obrigando a sua simplificação. 
b. Tempo e número de simulações: 
As simulações foram feitas em micro~computadores 
compativeis com IBM PC-XT. U número de simulações e o tempo de 
processamento correspondente, para execução de cada modelo, 
variou em função do seu tamanho, da sua topologia e da 
ao existência ou nao de conflitos e paralelismo de eventos no 
mesmo. Por exemplo, para o serviço SDA foram executadas em 
torno de 700 simulações, que caracterizam um resultado, com 
duração aproximada de E minutos. 
Foram ,executadas cerca de 700 medições com esta média de 
simulações, totalizando EOO horas de simulação. Considerando 
ainda os tempos de entrada/saida de dados e operação do ARP, 
foram consumidos 1000 homens x hora. Estes valores só foram 
possiveis com as simplificações introduzidas na modelagem e 
na simulaçao. 
c. ARP: 
A principal limitação do ARP na simulação, refere-se à 
impossibilidade de fixação de marcações origem e destino,
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independentemente da marcação inicial, na simulação 'de uma 
RdPTE reinicializável. Com esta possibilidade, em uma 'RdPTE 
colocada para evoluir livremente, quando determinada marcação 
coincidisse com uma marcação origem, seria iniciada a contagem 
do tempo e quando uma marcação coincidisse com uma marcação 
destino, seria concluída a contagem do tempo sem reinicializar 
a rede (uma simulação), tornando a simulação mais livre, 
dinâmica e sujeita a condições aleatórias ou decorrentes de 
estados anteriores. 
A versão atual, a cada simulação, reinicializa a marcação 
origem (igual à marcação inicial), após alcançar a marcação 
destino.
A 
4.4 QNÁLISE DETALHADA DOS RESULTADOS 
A seguir serão apresentados os resultados das simulações 
e serão tecidos comentários comparativos entre o PROFIBUS e o 
FIP, segundo as condições descritas no item 4.3.1, aliadas à 
aplicação dos dados de entrada e condições especiiicas de 
simulação descritas a seguir. 
Nos resultados em forma de gráfico, é importante notar 
que: 
- nas funções com duas variáveis independentes, tipo y = 
f(×,z), a primeira variável é representada no eixo das 
abscissas e a segunda através de uma curva especifica 
do gráfico, para cada um dos seus valores,
1 - nas funções com variáveis discretas (p.e×.z nIDa, na, 
etc.), as curvas foram representadas como se fossem 
contínuas, para permitir a visualização das tendências.
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ev 4.4.1 Capacidade de Transmissao 
Os resultados medidos nos modelos foram ta e dta e à 
partir destes resultados foram calculados os valores Ou (1/ta). 
que serão analisados individual e comparativamente, 
parametrizados pelas indicações de capacidade de transmissao 
(em msg/s), estabelecidas pelos órgãos avaliadores (fig. 2.8). 
4.4 1 1 PROFIBUS 
a. Resultados das simulações dos servicos individuais: 
Para o PROFIBUS foram obtidos 6 conjuntos de resultados 
de Ou, em 3 taxas de transmissão (duas para Hi e uma para HE), 
duas distâncias de Hamming (HD) e O e 1 % de perdas físicas. 
para cada um dos servicos individuais (SDA. RDR. SRD e SDN), 
conforme a tabela da figura 4.6. 
H1 (L_5du = 31.' MU IIE (Lsdu = M bit) 
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FIGURA 4.6 - PROFIBUS - Tabela de capacidade de transmissão 
(Qu)
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b. Análise individual: 
Analisando-se estes resultados (fig. 4.6) observa~se que 
as diferenças de capacidade de transmissão (Ou), decorrentes da 
utilizaçao de duas distâncias de Hamming, são mais 
significativas Para Hi que para HE. Isto significa que a 
melhoria na eficiência da codificação do "frame" com HD = E é 
menos determinante de Qu que os tempos internos, na medida em 
que a taxa de transmissão aumenta. O que indica que o ganho em 
desempenho, com HD=8, não compensa a perda em integridade, 
inutilizando a sua aplicação. 
O servico de maior capacidade de transmissão é o SRD, 
seguido do SDN (10 % menor) e do SDA/RDR (40 % menor). 
Observa-se, em linhas gerais, que o PROFIBUS H1 é 72 % a 
97 % mais lento que HE, dependendo› de HD e da taxa de 
transmissão. A desproporção entre as diferenças de Ou, 
comparadas com as diferenças das respectivas taxas de 
transmissão, demonstram o desnível de desempenho das 
implementações "C" e "B" do PROFIBUS. 
Comparativamente aos requisitos dos orgãos avaliadores 
(fig. 8.8), somente os serviços SDA e RDR do PROFIBUS não 
atendem os requisitos HE (ISA). Quanto aos requisitos NEMA. 
nenhum serviço do PROFIBUS os alcança. 
4.4.1 E FIP 
a. Dados e Resultados: 
Para o FIP foram obtidos E conjuntos de resultados de Ou, 




kbps e 1 Mbps). Para os serviços de mensagem e aperiódico sao 
apresentadas duas condições distintas: fase de efetiva execução 
da transferência de informação (üumâ. OUMN e Ounava) E O 
5eFVi€D CDmP1EtD (QuanA› Qüanw E QUuw)› Para O 9 1 % de Perdas 
fisicas, sendo que a fase de transferência da requisição do 
serviço do produtor para o árbitro se dá com L_sdu = O. 
Ds resultados e suas condições de obtençao sao 
apresentados na figura 4.7, para os serviços TB. SDQ, UP e SDN.
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FIGURA 4.7 - FIP - Tabela de capacidade de transmissão (Qu)
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b. Análise individual: 
O servico de maior capacidade de transmissão é o TB. 
seguido dos demais na seguinte ordem: MN, MA, RETB, SDN, UP. 
SDA. Contudo, a capacidade de transmissão do servico UP/RETB é 
variável segundo nIDa, aproximando~se de Qufm, na medida que 
nIDa aumenta. 
A queda na capacidade de transmissão com a inclusão da 
fase de transferência da solicitacão do produtor/consumidor 
para o árbitro nos servicos SDA, SDN e UP é de 30 a 40%. 
A diferenca de capacidade de transmissão decorrente da 
variacão da taxa de transmissão è proporcional, o que é 
previsível, em funcão da adocão de uma única implementacão para 
Hi E HE. 
Comparativamente aos requisitos dos órgãos avaliadores, 
todos os servicos atendem aos requisitos ISA Hi e HE, com 
razoável margem, mas somemte o servico TB alcanca os requisitos 
NEMA. O servico UP/RETB alcanca marginalmente os requisitos 
NEMA, para nIDa maior que 3. 
4.4.1.3 Análise comparativa 
Comparando-se os servicos de maior capacidade de 
transmissão do FIP (TB) e do PROFIBUS (SRD), observa~se que a 
máxima capacidade de transmissão do PROFIBUS equivale a cerca 
de 44 % da máxima capacidade de transmissão do FIP. Quanto aos 
demais servicos, a relacão entre eles é a seguintez TB, MN, MA, 
RETB, SDN-FIP, UP, SDA-FIP, SRD, SDN-PROFIBUS, SDA/RDR, onde 
observa~se que: em um extremo, a capacidade de transmissão de
147 
determinados servicos do FIP é equivalente a do PROFIBUS; no 
outro, a diferenca gira em torno de 4 vezes em favor do FIP. 
Esta diferenca é mais acentuada nos servicos TB, MN, MA, RETB. 
sendo de menor expressão nos servicos SDN, SDA, UP. O servico 
SDA do FIP tem uma capacidade de transmissão equivalente à do 
servico SRD do PROFIBUS. 
A diferenca 'de capacidade de transmissão entre os 
na servicos no PROFIBUS (até 38 %), nao é tão acentuada quanto no 
FIP (até 56 %), o que mostra que Qu no PROFIBUS é mais 
homogêneo que no FIP. 
A nível das possibilidades e restricões: 
- o ~PROFIBUS apresenta uma taxa de transmissão máxima de 
500 kbps, enquanto o FIP opera a 1 Mbps. Para que um 
acréscimo de taxa de transmissão de 100 % no PROFIBUS. 
gere uma capacidade de transmissão equivalente à do 
FIP, este aumento deve ser acompanhado de uma sensível 
melhoria nos tempos internos da sua implementacão HE; 
- a capacidade de transmissão do FIP é prejudicada pela 
necessidade de transferências das requisicões do 
produtor para o árbitro, nos servicos UP, SDN e SDA; 
- a capacidade de transmissão do PROFIBUS é prejudicada 
pela ordem de grandeza dos seus tempos internos, 
tornando o seu "dead-time" [ISA187] expressivo frente 
às suas taxas de transmissão. 
4.4.E,Perdas finais 
As perdas finais (Pw) caracterizam o conjunto de 
condicões descritivas do insucesso na execucão do servico na
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camada enlace, e se expressam em função do percentual das 
perdas fígicas (Pp) e do número de repetições das transações 
dg serviço (nv). Os valores de Pe foram estipulados visando 
ou limitar o máximo número de simulações e o tempo de simulaçao 
(item 4.3.8f2.b), sem procurar retratar condições reais de meio 
fisico. 
P; analisa a eficiência do controle de perdas pela 
estação iniciadora (árbitro no FIP e mestre no PROFIBUS), dado 
que no receptor os mecanismos de controle de perdas e 
integridade são equivalentes (HD = 4). 
A função P‹=f(Pp) .descreve a capacidade da camada enlace 
reduzir a transmissão das perdas físicas (percentual de 
"frames" que se perdem, no tráfego pela camada fisica) para as 
perdas finais (percentual de "serviços" que são concluídos sem 
sucesso). Se as curvas de P4 = f(Pp) fürëm MBHOFES QUE P4 = Pp. 
os mecanismos de retransmissão estão reduzindo as perdas 
físicas. Caso contrário não está ocorrendo redução do efeito 
das perdas fisicas e, em alguns casos, P4 pode ser maior que 
Pp, devido ao número elevado de interações sem retransmissão, 
num barramento com eficiência determinada. 
4.4.2.1 PROFIBUS 
No PROFIBUS, as perdas finais são aquelas observadas 
pelo usuário local, na interface da camada enlace.
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a. Dados e resultados: 
Foram utilizados no estudo de perdas finais os modelos 
dos serviços de transferência de informação (SDA, RDR e SRD) e 
de transferência do "token". Não foi estudado o serviço SDN, 
pela impossibilidade de P; ser percebida pelo usuário local. 
Nas figuras 4.8 e 4.9 são apresentados os gráficos de 
perdas finais, para os serviços de transferência de informação 
(SDA, RDR e SRD) e transferência do "token", respectivamente. 
Neste gráfico e nos gráficos do FIP o ponto (0,0) foi 
estabelecido teoricamente. 
b. Análise individual: 
Constata-se nos gráficos um decréscimo médio de BO a 90 % 
nas perdas finais, com a inclusão de uma retransmissão, o que 
caracteriza uma redução considerável em Pe. 
As perdas finais para a transferência do "token" são mais 
de 50 % menores que as perdas finais para as transferências de 
informação. Contudo, as especificações do PROFIBUS [SIEMBBJ 
indicam a necessidade de até duas retransmissöes para a 
transferência do "token" e apenas uma retransmissão para a 
transferência de informação. A estratégia inversa à 
recomendação das especificações mostra-se mais razoável, para 
niveis de confiabilidade equivalentes (figura 4.8 para nr = E 
e 4¡9 para' nr = 1). Isto é, E retransmissöes para a 
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.9 - PROFIBUS - Gráficos de Perdas finais da 
transferência do "token“
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Cgmg Pa ( Pp, o PROFIBUS reduz a transmissão das perdas 
fisicas. 
4.4.8.2 FIP 
No FIP , as perdas finais são aquelas observadas pelo 
árbitro ou pelas entidades ativamente envolvidas na transacäo 
(TD). ' 
a. Dados e resultados: 
As figuras 4.10 a 4.13 apresentam as curvas de perdas 
finais dos servicos SDA, TB, SDN e aperiódico, nas distintas 
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FIGURA 4.11 - FIP - Gráficos de perdas finais do servico 
SDA e da sua fase MA. 
Na obtenção das perdas finais para os servicos completos 
(SDA, SDN, UP) das figuras 4.l1 a 4.13. multiplicou-se os 
valores de perdas finais das fases de requisição do servico 
(transação TB - curva PA da figura 4.10), pelos valores de 
perdas finais da fase de efetiva execucão do servico (MA, MN e 
RETB). 
b. Análise individual: 
No caso do servico SDA (fig. 4.11), há um decréscimo 
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camada enlace, com a inclusão de uma retransmissão, na fase de 
efetiva transferência de mensagem (MA). Este decréscimo se 
reduz Para cerca de 10 a 20 %, com a inclusão da fase de 
requisicão do servico do produtor para o árbitro. À partir 
desta condicão, o aumento do número de retransmissões contribui 
muito pouco para a diminuicão das perdas finais, o que 
demonstra uma certa ineficiência do controle de perdas do 
servico SDA e, de certa forma, a inutilidade das 
retransmissões. 
Comparando~se as perdas finais dos diversos servicos do 
FIP, observa~se que o servico SDA é o servico de maior 
confiabilidade, mas somente com um número muito elevado de 
retransmissões. Em alguns casos. sua confiabilidade é menor que 
a de outros servicos sem retransmissão. O servico de pior 
confiabilidade é o aperiódico, devido ao seu maior número de 
interacões (3) via barramento sem retransmissöes. Como em todas 
as curvas P, ) PW, o FIP não reduz a transmissão das perdas 
fisicas. Ao contrário, amplifica-as. 
4 4.2.3 Análise comparativa 
C0mParando-se FIP e PROFIBUS, observa~se que o PROFIBUS é 
sensivelmente mais eficiente que o FIP. no controle das perdas 
finais (5 a 10 vezes em média). Por exemplo, são necessárias 5 
retransmissöes no servico SDA do FIP. se considerada somente a 
f ' ~ - ase de efetiva execucao do servico (MA), para se obter O 
mesmo nivel de confiabilidade do servico SDA do PROFIBUS, com 
uma única retransmissão, a 10 % de perdas físicas para O 
SEFVÍCO SDA completo, a equivalência só é obtida para mais de
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10 retransmissões (simulado mas não plotado no gráfico) no FIP, 
e nenhuma retransmissão no PROFIBUS. 
A principal deficiência no controle de perdas do FIP 
reside na fase de transferência das solicitações do 
produtor/consumidor para o árbitro (fig. 4.10), decorrente dos 
controles de acesso ao barramento e do fluxo de informação 
residirem em entidades distintas, o que gera uma quantidade 
elevada de interações sem retransmissão, na execução de um 
serviço. 
4.4.3 Eficiência da transferência de informação 
A eficiência da camada* enlace consiste numa medida 
percentual do "overhead" (tempo total) necessário para 
















































































!Eficiência (%) = tgmggiL_âdgL x 100 
I tm 
onde os valores de tm foram obtidos similarmente ao item 4.4.1. 
Os resultados de eficiência, estäo estreitamente 
relacionados com a capacidade de transmissão, sendo que algumas 
indicações do item 4.4.1 serão corroboradas neste item. 
4.4.3.1 PROFIBUS
› 
As curvas descritivas da eficiência dos serviços SDA/RDR, 
SRD e SDN do PROFIBUS são apresentadas na figura 4.14.
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FIGURA 4.14 - PROFIBUS - Gráficos de eficiência dos servicos 
4.4.3.8 FIP 
a. Dados e resultados: 
As figuras 4.15 e 4.16 apresentam a eficiência dos 
servicos TB, SDA, SDN (fig. 4.15) e aperiódico (fig. 4.16). As 
curvas da figura 4.15 (MN/SDN e MA/SDA) apresentam a 
eficiência dos servicos de mensagem, considerando: 
- somente a fase de efetiva execucão do servico; 
,~ o servico completo, com uma fase de transferência da 
requisicão, através de um servico TB, com L_sdu = O.
xrnanznox-‹z› 
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As curvas da figura 4.16 apresentam a eficiência do 
servico aperiódico, para nIDa variável. na fase de efetiva 
execução da transferência de informação e no serviço completo. 
b. Análise individual: 
Na figura 4.16, a eficiência para nIDa ) 5 apro×ima~se 
eficiência do servico TB. Contudo, a eficiência tende 
da
a 
estabilizar-se com o acréscimo de nIDa (fig.4.16.b), para 
L_sdu's de pequena dimensão. Isto ocorre devido à cada 
informação adicional a ser transferida implicar num 




































































































































no "overhead" e no dado útil, para L_sdu's pequenos (próximos a 
16), não implicando ganho em eficiência. 
O FIP impõe um decréscimo médio da eficiência (fig. 4 15) 
de 10 a 40 % (dependendo do servico) nos servicos aperiódicos e 
de mensagem, à partir da incorporação da fase de transferência 
da solicitação dos servicos de produtor/consumidor para o 
árbitro. 
4.4.3.3 Análise comparativa 
Comparando-se os resultados do FIP e do PROFIBUS, 
observa-se que os valores de eficiência são praticamente 
equivalentes, tendo: = 
- o FIP os valores máximos e mínimos (TB e SDA, 
respectivamente); 
- o PROFIBUS os valores intermediários; 
- a eficiência do FIP fortemente prejudicada pela fase de 
transferência das solicitações do produtor para o 
árbitro¡ 
- a eficiência do PROFIBUS limitada pelos tempos internos 
de reação. 
Em termos dos seus servicos mais usuais (TB e RDR/SDA), a 
eficiência média do FIP é melhor que a do PROFIBUS.
4.4.4 Servico periódico 
4 4.4.1 Tempo de execução do servico periódico (tp) 
a. PROFIBUS: 
a.1 Dados e resultados: 
O servico periódico foi analisado para du 




A figura 4.17, apresenta as curvas descritivas de tw. 
considerando a execucão paralela de 
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Em configurações multi-controlador. a rotação do "token" 
interfere no serviço periódico, gerando um "overhead" (0tmm)› 
proporcional ao número de mestres envolvidos, conforme a {igura 
4.18. Neste gráfico não estão incluidos: 
- a retirada de estações da Live_1ist, caso haja 
insucesso na transferência do "token" para determinada 
estação; 
~ a varredura da GAP_list; 
~ os procedimentos de recuperação de erros. tais como 
perda e duplicação do "token"¡ 
- o tratamento diferenciado, no que tange ao número de 
tentativas de transierëncias do "token" (nf = O). Para 
as estações com as quais as tentativas de transferência 
anteriores íoram mal-sucedidas. 
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FIGURA 4.18 - PROFIBUS - Gráficos do "overhead" de rotação 




Quanto à aplicação de Otma sobre tw, a fi9UFã 4-19 
apresenta curvas descritivas do tempo de execução serviço 
~ na periódico (nm/n) em uma dada estaçao mestre, em funçao do 
instante de sua ativação na referida estação, relativamente ao 
instante de recepção do "token" (t,@). Isto é, o tempo que a 
estação dispende em uma varredura da Poll_list, considerando 
no lv " sua restriçao de tempo para retencao do token". 
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t =32 :T 
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tp = 21 ms (para np = 30) = 11 ms para 0tRR 
5 = 0tRR = h,38 ms = tTH = 5,52 ms 
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FIGURA 4.19 - PROFIBUS - Gráficos do serviço periódico em 
função da rotação do "token" - t”= f(t«z,n) 
A medida que t-z aumenta, no tTM disponivel para execução do 
serviço periódico se reduz, até o ponto em que não é possivel 
concluir uma varredura completa na Poll_list na presente posse 
do "token". A_ varredura da Pol1_1ist é, então, suspensa e 
concluída na posse seguinte, após uma rotação completa do 
"token".
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Os resultados de tp se referem a um dado controlador 
pois, no PROFIBUS, os fluxos são independentes por controlador. 
dificultando a representacão do fluxo periódico em todo o 
PROFIBUS. 
a.E Análise individual: 
- mono-controlador; 
No PROFIBUS, com o servico periódico, concorrendo com o 
servico aperiódico de baixa prioridade (fig. 4.17), tp é 
constante e independente de tampo. Concorrendo com o servico 
aperiódico de alta prioridade, tp cresce na proporcão inversa 
da taxa de requisicäo do servico aperiódico, tendendo para 
infinito, quando tuuwfl = ta (continua solicitacão de requisicão 
do servico aperiódico pelo usuário). 
- rotacão do "token": 
O "overhead" (Otan) cresce linearmente (derivada 
constante) com o aumento do número de estacões (n) ~ figura 
4.18, para O % de perdas físicas. Com a inclusão das perdas 
físicas a derivada da curva aumenta com "n", e este aumento 
tende a acentuar-se com a inclusão das operacões de manutencäo, 
inicializacäo e reinicializacão do anél lógico. 
- multi-controlador: 
Na execucão do servico periódico em configuracões multi- 
controlador (fig. 4.19), tp passa a depender de t-z e a
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vv varredura na Poll_list pode incorporar uma rotaçao completa do 
"token" pelo anel lógico. 
No caso onde os serviços periódico e aperiódico de alta 
prioridade estão em concorrência, numa configuração multi- 
controlador, o intervalo de valores de tua Em que 8 €×ECUCäD dO 
servico 'periódico é imediata tende a diminuir e os valores de 
tp tendem a aumentar, na medida que tuna diminui, como pode ser 
I 
Rd observado pela combinacao dos resultados das figuras 4.17 e 
4.19. Na figura 4.19, a perturbação sobre tw pode alcançar 1260 
% (para n = 10) e 512 % (para n = S). Estes resultados 
demonstram a problemática de sincronização do servico periódico 
em coniigurações com MAC distribuido, como a do PROFIBUS. 
Conforme mencionado anteriormente, os resultados obtidos 
se referem ao comportamento do fluxo periódico de um único 
controlador. Contudo, à partir destes resultados, pode-se 
intuir o comportamento médio do tempo total de execução das na 
transações do servico periódico no PROFIBUS, desconsiderando~se 
as restrições de sincronização dos tempos t,fl nos distintos 
controladores e, em decorrência, a falta de consistência na 
ordem de execução das np/n transações periódicas de cada 
controlador. 
Assim, o tempo médio de execução de na transações 
quaisquer (não necessariamente as np/n transações de cada 
controlador em sequência), em uma configuração multi- 
controlador, é dado por: 
Êrnm = t›=›.1_ (1 + Otras:/tmn " Útnw)
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onde: 
- tp, é descrito no gráfico da figura 4.17 (t»¿ = f(tuUwH. 
t -..u.1r-|.. ) ¡ 
~ Otwk é descrito no gráfico da figura 4.18 (Otnm = f(n)). 
b. FIP: 
A figura 4.20 apresenta o comportamento de tw em função 
do número de controladores e da taxa de requisição do servico 
aperiódico. Na obtenção dessas curvas foi utilizado o modelo 
do ciclo elementar completo do FIP e nm = 30. tw é constante e 
independente do n, t.¢, tou» ou qualquer outra variável. com 
ou exceçao de np.
s 
A O/. do perdas 
() lx de perdas 
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FIGURQ 4.20 - FIP ~ Gráficos do serviço periódico ~ tw = 
'F (H 1 tah 0 t|..|\..II=¬' )
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c. Análise comparativa: 
Comparando-se os resultados obtidos para o FIP e 
PROFIBUS, as consideráveis variações do valor tp no PROFIBUS, 
devido à concorrência com o serviço aperiódico e à rotação do 
nf "token", dificultam a sua aplicacao em configurações cujas 
tolerãncias, em termos da uniformidade das "np" de interações 
com o processo, extrapolam as restrições indicadas nas figuras 
4.17 e 4.19. 
A diferença no tempo de execução do serviço periódico (30 
transações) do FIP (4,B9 ms) e do PROFIBUS (E1 ms) é maior que 
a diferença média de capacidade de transmissão, em favor do 
PIP. = 
4.4.4.2 Tempo de reação do sistema (tam) 
a. PROFIBUS: 
No PROFIBUS, em configurações mono-controlador, tmn é 
equivalente a tp (fig. 4.17). 
Em configurações multi-controlador, tmn está relacionado 
com tag. Contudo, para efeito de comparação com o FIP. tan não 
permite associar-se informações de usuário, tais como: np. 
tuua, nUP, etc., restringindo as possibilidades de 
caracterização dos fluxos periódico e aperiódico sistêmicos. 
Desta forma, as configurações relacionadas com tmn não foram 
estudadas.
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Contudo, à partir dos resultados em uma configuracäo 
mono~controlador, pode~se ter uma avaliacão do comportamento em 
uma configuracão multi~controlador (ver item 4.4.3.1 - a.2). 
No caso mono~contro1ador (twfl = tw). COfl5tat8*S€ (fi9- 




.- No FIP, tmn - tua, consistindo no tempo total de execucao 
dos servicos periódico e aperiódicos. 
As figuras 4.21 e 4.22 apresentam curvas descritivas de 
ou ou tan em funcao da taxa de requisicao do servico aperiódico 
(tuna), em diversas condicöes de operacão (nn, nIDa e macro- 
ciclo com e sem sincronizacão). 
Nestes resultados é importante observar que: 
- tan é equivalente para os servicos aperiódicos de alta 
e baixa prioridade; 
- os valores de tmn Para nIDa = 1 são cerca de 1 ms 
maiores (em média) que para nIDa = 3, no ciclo 
lv elementar sem sincronizacao (fig. 4.21), e 
aproximadamente iguais, no ciclo elementar sincronizado 
(fig. 4.22); 
~ tmn ultrapassa o limite de 8 ms na configuracão com 
macro-ciclo sincronizado (fig. 4.22), no mesmo 
› intervalo de tao» em que dtww é acentuado, devido ao 
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OBSERVAÇAO: VER FIGURA 4.21 
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sistema - tmn = f(touw. flIDã) PBFB H» = 
30 e macro-ciclo sincronizado
169 
restringidas pelo tempo tam = 8 ms , caracterizando 
demanda reprimida. 
c. Análise comparativa: 
Comparando-se os resultados descritos acima, observa-se 
que a sensibilidade de tas a tuup no FIP é bastante menos 
acentuada que no PROFIBUS. No FIP, o máximo valor de tan é 188 
% de tp e no PROFIBUS é infinito. Adicionalmente, o FIP admite 
a continua solicitacão dos servicos aperiódicos a tuus = O e no 
PROFIBUS os valores admitidos são tuas ) 0,69 ms.. 
No PROFIBUS, a sensibilidade de taa a tuupw é muito alta 
e a tuuwc é nula. No FIP: a sensibilidade não difere 
grandemente. quando os servicos de alta' e baixa prioridade 
concorrem individualmente com o servico periódico (inexistência 
de prioridade relativa ao servico periódico). 
O PROFIBUS mostra¬se seriamente restrito, para aplicação 
num sistema de controle a instantes regulares de amostragem (T, 
equivalente a tmn). Para se moderar a influência dessas 
restricöes, é necessário que ele seja aplicado: 
- em configurações mono-controlador, com tUUpH elevado e 
controlávelz 
- onde o controle de periodicidade seja facilmente 
executado pelo usuário da camada enlace ou 
- em configurações multi~controlador, onde um atraso tmn 
au nao seja significativo para os tempos de processo (Otan 
pode variar de 1,77 a 25,45 ms ~ fig. 4.18).
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Em contrapartida, o servico periódico no FIP atende sem 
restricöes aos requisitos de periodicidade mencionados. 
4.4.5 Servico aperiódico 
A qualidade do servico aperiódico será medida através do 
tempo de acesso ao barramento (tam). COMO 8 mëdida quãfltitãtivã 
de tan depende de um conjunto de condicões dinâmicas, estudou- 
se tan indiretamente. Nediu-se o tempo total de execucão de 
nUP servicos aperiódicos (top), em funcão das taxas de 
requisicão dos servicos com os quais concorre, e da sua própria 
taxa de requisicäo (tuup). À partir de tua. obteve-se o valor 
médio de tas entre as nUP, transacões aperiódicas, pela 
aplicacäo da equacão: 
tan = tu»/HUF ” tou» ' to 
Genericamente. neste item são estudados dois conjuntos de 
resultados: ' 
ou a. tag em funcao da taxa com que o servico é solicitado: 
A condicão ideal é tam = O. Ou seja, os servicos são 
executados na medida em que são solicitados (sem atrasos). Esta 
condicão ideal, adotada como assintota dos demais resultados, é 
restringida pela não execucão instantânea dos servicos. Assim, 
mesmo sem concorrência com outros servicos, o tempo de execucão 
dos servicos precedentes na entidade local impõe uma “inércia 
natural" à camada. A esta "inércia natural" são somados os
à 
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atrasos decorrentes da concorrência com outros serviços, 
proporcionais à taxa com que os mesmos são solicitados. 
b. tan em função da taxa de solicitação dos servicos 
concorrentes: 
Este estudo é uma medida do desnível das prioridades de 
execução dos diferentes servicos na camada enlace, e das 
perturbações mútuas entre os mesmos. 
A condição ideal, do ponto de vista do serviço em 
execução, é tas constante, independentemente de tum» dos 
serviços concorrentes. Esta condição é "ideal" do ponto de
‹ 
vista do serviço em questão, entretanto impossibilita a 
no execucao do servico concorrente, caracterizando o monopólio do 
barramento. 
4.4.5.1 PROFIBUS 
a. Dados e resultados: 
No estudo do serviço periódico do PROFIBUS, 8 condições 
foram analisadas: 
a.1 Serviços aperiódicos de alta e baixa prioridades 
concorrendo entre si: figura 4.83.a (servico de baixa 
prioridade) e 4.83.b (serviço de alta prioridade), 






a.3 Servico aperiódico perturbado pela rotação do "token". 
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FIGURA 4.23 - PROFIBUS ~ Gráficos do tempo de acesso 
barramefltfl tAH|H = `f‹tL,¡\__1|=-api) E t¡h¡:¡‹|___ = 'f(t¡__¡q_||=^-|._,) 
Para a condição a.3. as curvas da figura 4.24 descrevem o 
comportamento de the em função de tuupm, para distintas 
condições de t-t (tempo de inicio da ativação da execução das 
nUP transações aperiódicas) e de tTH, em relaçäo à quantidade 
total de serviços aperiódicos considerados. Este gráfico foi 
traçado em condições determinadas de operação (tee, tTH), que 
não são efetivamente controláveis pelo usuário da camada 
enlace.
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A ht = I ns 
U tai = HIM 
5 














FIGURA 4.24 - PRDFl$US - Gráficos do tempo de acesso 
ao barramento perturbado pela rotacäo do “token" 
Pode-se intuir os resultados para modelos mais complexos 
(concorrência com outros servicos aperiódicos e periódico), 
considerando-se as curvas da figura 4.84 como assintotas 
inferiores para esses resultados. Assim, para condicöes onde. 
além da rotação do "token", há a concorrência com outros 
servicos, as curvas de tan resultantes são dadas pela soma das 
curvas das figuras 4.83.a e 4.84. 
b. Análise individual: 
b.1 Servicos aperiódicos concorrendo entre sii 
Nos gráficos da figura 4.83 (configuração mono- 
controlador) observa-se o aumento de tânc (fig. 4.83 a),
Q 
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Contrariamente a tAnH (fig. 4.E3.b), na medida que a taxa de 
requisicão do servico concorrente (1/tome) 8UmEflfiB~ Em 
contrapartida, nas regiões das curvas para pequena taxa de 
requisição, tan é praticamente nulo e os efeitos da 
ru no concorrência entre os servicos nao sao perceptíveis. 
b.E Servico aperiódico e periódico concorrentes: 
O comportamento de tamo não se altera com a concorrência 
com o servico periódico . taat. ao contrário. tende Para O 
infinito. 
b.3 Servico aperiódico e a rotacäo do "token": 
Para se ter uma idéia do nivel de perturbacão da rotacão 
do “token", o comportamento da curva para tas = tv» (fig. 4 24) 
ou é equivalente ao gráfico taac numa cendicao de elevada 
concorrência entre os servicos, representada na figura 4.E3.a. 
4.4.5.2 FIP 
a. Dados e resultados: 
As figuras 4.25 a 4.32 apresentam tan em funcão de tuueu, 
tuuea. np, nIDa e tmz, nas distintas condicöes de simulacão. Na 




'U estudo do primeiro conjunto de resultados (item 
4.4.5.a) envolveu a análise de E condicõesz
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a.1 o comportamento do serviço aperiódico sem concorrência 
com outros servicos para três condições de na (fig. 4.25 
a 4.28); 
a.2 o comportamento dos servicos aperiódicos de alta e baixa 
prioridades, concorrendo entre si (fig. 4.89 a 4.32). 
b. Análise individual: 
b.1 Servico aperiódico sem concorrência (condição a.1)z 
Constata-se, para as mesmas condições de fluxo de 
ou :v 4 informacao (nIDa.nUP), que o atraso na execucao dos servicos e 
menor para nIDa = 3, que para nIDa = 1. por permitir a 
transferência de um volume maior de informação, Para um mesmo 
número de interações via barramento. 
A medida que na aumenta (fig. 4.88), há um acréscimo em 
tag. Este acréscimo é mais acentuado para valores pequenos de 
toue. Para valores grandes. a influência de np sobre as 
variacões em tân decresce sensivelmente, tornando-se 
praticamente nula. 
O comportamento de tan retrata a concorrência comi os 
servicos aperiódicos, precedentementes solicitados, e com os 
intervalos de execução do servico periódico. 
0 comportamento de tas na região não nula pode 
modificar-se largamente, em funcão de condicöes aleatórias de 
operacão, tal como a diferenca de fase entre os instante das 
requisições do servico aperiódico e o inicio da execução do 
serviço periódico, que é tão mais significativa quanto menor 
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FIGURA 4.25 - FIP - Gráficos do tempo de acesso ao barramento 
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FIP ~ Gráficos do tempo de acesso ao barramento 
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sobre tan Pode ser observada nas oscilações das curvas (fig. 
:u 4.25 a 4.27). que retratam uma determinada condicao de 
diferenca de fase. 
b.E Servicos aperiódicos concorrentes: 
Comparando-se os gráficos das figuras 4.29/31 e 4.86, 
observa-se que a concorrência incrementa o atraso na execução 
dos serviços aperiódicos de alta e baixa prioridades, sendo o 
incremento ligeiramente mais acentuado no servico de baixa 
lv prioridade, para o macro~ciclo sem sincronizacao. Contudo, para 
o macro-ciclo sincronizado, os resultados sem (fig. 4.27) e com 
concorrência (fig. 4.30 e 4.38), diferem mais acentuadamente: 
no servico de alta prioridade (fig. 4.30), a concorrência 
elimina as variações drásticas na curva; no servico de baixa 
prioridade, os atrasos crescem de um fator 10 (fig. 4.38). 
A perturbação mútua entre os servicos de alta e baixa 
prioridades é equivalente, para o macro-ciclo sem sincronização 
(fig. 4.29 e 4.31). o que indica que a concorrência entre os 
serviços é pouco acentuada. Para o macro-ciclo sincronizado 
(fig. 4.30 e 4.32), tazc é fortemente dependente de tuupH e 
tag" é insensível a tuupg, o que indica que a concorrência é 
muito acentuada, provocando atrasos consideráveis nos tempos de 
execução dos serviços de baixa prioridade. 
Adicionalmente. os resultados são similares para 
configurações mono-controladores e multi-controladores, e são 
independentes do instante de inicio da ativação do serviço 
aperiódico.
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FIGURA 4.29 - FIP - Gráficos do tempo de acesso ao barramento 
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4.4.5.3 Análise comparativa 
Comparando-se os resultados do FIP e do PROFIBUS, para 
ou uma situacao de não concorrência entre os servicos aperiódicos, 
observa-se que os resultados do PROFIBUS (fig. 4.23 b) e do FIP 
(fig. 4.26) se aproximam, principalmente para o macro-ciclo sem 
vu Iv sincronizacao. A capacidade de transmissao dos servicos do FIP 
é compensada pelo "overhead" da janela periódica, fazendo com 
que os resultados do PROFIBUS que mais se aproximam do 
comportamento ideal tornem~se equivalentes aos resultados do 
FIP. 
No caso da incorporacão da concorrência, a interferência 
mútua entre os servicos é mais acentuada no PROFIBUS que no 
FIP (principalmente no macro~ciclo sem sincronizacão), como 
pode ser observado comparando-se a figura 4.83.a com as figuras 
4.29 a 4.30. 
Esta diferenca, de nivel de atuacão de interferência 
relativa entre os servicos ocorre em funcäo da definicão da 
prioridade no FIP ser sistêmica (centralizada no árbitro do 
barramento) e no PROFIBUS ser local, em cada controlador. Como 
a transferência das solicitacöes (do produtor/consumidor) 
ocorre somente na janela periódica, a organizacão das filas de 
prioridades no árbitro é feita uma vez a cada ciclo elementar. 
Este atraso entre a ocorrência de uma solicitacão no 
produtor/consumidor e o seu enfileiramento e prioritizacão no 
árbitro é o que permite que uma transacão de baixa prioridade 
possa ser executada antes de uma transação de alta prioridade,
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que tem sido solicitada no produtor/consumidor. Esta cond1¢ao e 
moderada pela limitação no macro-ciclo sincronizado. 
No PROFIBUS, dado que a requisição e a organização das 
filas é local, não existe o atraso entre essas ações e a 
diferença de prioridade é bastante mais acentuada (mono- 
controlador). 
Este comportamento no FIP é similar para a condição de 
inclusão do servico periódico. 
No PROFIBUS, em contra-partida, a contínua execução do 
serviço periódico inviabiliza e execução do serviço aperiódico 
de baixa prioridade e é fortemente perturbada pela execução do 
serviço aperiódico de alta prioridade. 
4.5 ANÁLISE CUNPQRATIVA GERAL 
4.5.1 Síntese dos resultados de desempenho 
Como uma compilação das informações levantadas da análise 
do item 4.4, os principais resultados para cada elemento de 
desempenho são os seguintes. 
4.5.1.1 Capacidade de transmissão (Qu) 
A capacidade de transmissão do FIP (fig. 4.7) é 1,5 a 4 
vezes maior que a do PROFIBUS (fig. 4.6), dependendo de serviço 
e das suas condições de execução (fases consideradas, nIDa em 
UP, etc.). Esta diferença é mais acentuada nas transações do 
serviço periódico, diminuindo nos serviços aperiódicos e de
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mensagem. Comparando~se os melhores resultados de cada 
proposta, o FIP é E vezes mais rápido que o PROFIBUS. 
A diferenca de capacidade de transmissão entre os 
servicos periódico, aperiódico e de mensagem é mais acentuada 
no FIP que no PROFIBUS. que apresenta capacidades de 
transmissão mais homogêneas. 
O PROFIBUS não atende a todos os requisitos de desempenho 
dos órgãos avaliadores (fig. 2.8). O FIP atende a todos os 
requisitos, inclusive os de mais alto desempenho, das 
aplicações em Automação da Manufatura (NEMA. serviço TB). 
O que restringe Qu no PROFIBUS, comparativamente ao FIP é 
a sua taxa de transmissão (fz metade da do FIP) e os seus 
tempos internos (muito altos). Q segunda restrição é visivel na 
inutilidade da perda de integridade com a adoção de HD = E para 
HE (fig. 4.6), com o intuito de se melhorar Ou. Para que o 
PROFIBUS e o FIP tenham Qu equivalentes, é necessário, além de 
duplicar "f" no PROFIBUS, otimizar sensivelmente a sua 
implementação da camada enlace, através de uma arquitetura mais 
eficiente que a tipo "B". É possivel que isto só seja viável 
através da integração das funções atualmente implementadas em 
"software", em um circuito VLSI. 
O que limita Ou nos serviços aperiódicos e de mensagem do 
FIP são as interações prévias à efetiva transferência da 
informação, entre árbitro e produtor/consumidor, expressas 
pelas diferenças nos resultados (fig. 4.7) entre; RETB e UP, MA 
e SDA, NM e SDN.
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4.5.1.2 Perdas finais ‹Pf) 
A capacidade do PROFIBUS de reduzir o efeito das Perdas 
fisicas (fig. 4.8 e 4.9), observáveis através das perdas finais 
da camada enlace, é maior que a do FIP (fig. 4.10 a 4.13), 
mesmo Para o seu servico SDA. No servico SDA, o FIP (fig. 4.11) 
necessita de um número de retransmissões 5 a 10 vezes maior que 
o PROFIBUS (fig. 4.8) para alcancar um mesmo valor de perdas 
finais, para uma dada condicão de perdas físicas. 
Esta ineficiência do servico SDA do FIP, torna 
questionável a sua utilidade, mesmo havendo servicos que 
apresentem confiabilidade ainda pior (servico aperiódico - fig. 
4.13). 
De maneira geral, o FIP não dispõe de mecanismos que 
reduzam o percentual de perdas fisicas, refletido em P‹. Ao 
contrário, Pp é amplificado em Rf. 
No PROFIBUS a reducão de P» em Pf é considerável. 
Contudo, as especificacões ESIEMBB] apresentam uma certa 
disparidade na indicacão do número de retransmissöes (nr) 
necessárias para os servicos de transferência de informacão 
(np = 1) e transferência do “token" (nr = E). Os valores 
invertidos mostram-se mais adequados, para níveis de P‹ 
equivalentes (fig. 4.8 e 4.9). 
4.5.1.3 Eficiência da transferência de informacäo (E%) 
As eficiências da transferência de informacäo no FIP 
(fig. 4.15 e 4.16) e no PROFIBUS (fig. 4.14) são equivalentes, 
Pfiflflipalmente para os servicos aperiódico e de mensagem, a despeito das diferencas em termos de capacidade de transmissão.
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Esta equivalência é devido à queda de eficiência dos servicos 
aperiódico e de mensagem (10 a 40 %) do FIP. quando se 
considera a fase de transferência da solicitacão do produtor 
para o árbitro. Em contra-partida, a limitacão na eficiência do 
PROFIBUS deve-se aos seus tempos internos. 
Adicionalmente. E% do servico aperiódico do FIP é 
variável com nlDa, mas seu crescimento é limitado, para L_sdu's 
pequenos. 
No PROFIBUS, os servicos de menor eficiência (SDA e RDR) 
são em geral os mais utilizados; contrariamente ao FIP (TB), o 
que torna o FIP, em média. mais eficiente que o PROFIBUS. 
4.5.1.4 Servico periódico 
tw e tan no PROFIBUS (fig. 4.17 e 4.19) variam 
grandemente com "n", tnu, tuna e com a configuracão em questão, 
apresentando dificuldade de caracterizacäo para configuracões 
multi~controlador (sincronizacão dos controladores). 
tw no FIP é constante (fig. 4.20). tw» é independente de 
"n" e varia moderadamente (100 %) com nIDa e tuww. Pêra O 
macro-ciclo sem sincronizacão (fig. 4.21), sendo constante no 
macro-ciclo sincronizado (fig. 4.22). 
O mecanismo de execucão do servico periódico do FIP é 
sensivelmente mais eficiente que o do PROFIBUS, tanto no que se 
refere à uniformidade do tempo de execucão (tw), quanto à 
periodicidade com que o servico é executado (tmm). 
As principais restricöes no PROFIBUS, devem-se: à sua 
camada enlace não incorporar o controle da distribuição do 
tempo útil para a utilizacão do barramento entre os servicos
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periódico, aperiódico e de mensagem, como no FIP, e ao 
"overhead" de rotação do "token". 
Esses resultados mostram o compromisso característico 
entre o MAC distribuido e centralizado. A centralização do 
controle do árbitro, no caso do FIP, permite se garantir não 
somente o valor tp. mas sua periodicidade de ocorrência (tan), 
o que não é possivel no PROFIBUS. Contudo. a centralização do 
controle, gera o "overhead" de tranferëncia das requisições 
entre produtor e árbitro, com repercussões sobre as perdas 
finais e sobre a eficiência da camada enlace, discutidos nos 
itens anteriores. 
Este compromisso é o ponto nevrálgico de decisão entre 
MAC distribuido e centralizado. 
4 5.1 5 Serviço aperiódico 
Para se comparar os tempos de acesso ao barramento (tan) 
é necessário individualizá~1os por suas prioridades: alta 
(tnaH) e baixa (tA»L).
, 
No PROFIBUS, tâna varia grandemente com nw. "n", e com 
nivel de concorrência entre os servicos aperiódicos e 
periódico. taum. em contra-partida, so{re somente a pertubação 
da rotação do "token". As variações em tâac Podem ser infinitas 
e em taaw (em função de "n") podem ser equivalentes a task nos 
casos de elevada concorrência com outros serviços, mas são 
mínimas, quando em função de tuupk. 
No FIP, ta” varia moderadamente com nIDa e nm; depende da 
sincronização com os instantes de execução da janela periódica 
e é insensível a "n".
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Em termos de valores nominais, tamo no FIP é praticamente 
equivalente a tan” no PROFIBUS, diferenciando-se somente no seu 
comportamento oscilante, em funcão da sincronizacão com a 
vv janela periódica, no macro ciclo sem sincronizacao. No macro- 
ciclo sincronizado a similaridade é completa. Relativamente a 
Ou, tan no PROFIBUS é melhor que no FIP. 
Em termos da perturbacão mútua entre os servicos, para um 
baixo nível de concorrência entre os servicos aperiódicos, tnflu 
é menor no PROFIBUS que no FIP, devido à execucão intercalada 
com a janela periódica. Para um alto nivel de concorrência 
entre os servicos aperiódicos, em contrapartida, tnwc não varia 
grandemente em relacão à condicão anterior no FIP e tende para 
o infinito no PROFIBUS. 
Por não existir concorrência entre os servicos aperiódico 
e periódico no FIP, o efeito de servico periódico sobre tas só 
é percebido para altas taxas de solicitacão dos servicos 
aperiódicos. No PROFIBUS, contrariamente, a concorrência situa 
o servico periódico em um nivel de prioridade intermediário 
entre os servicos de alta e baixa prioridades, gerando uma 
forte interacão entre eles para qualquer tuup. ' 
Considerando o nivel de atuacão das prioridades entre os 
servicos aperiódicos do PROFIBUS e do FIP, em termos de 
desempenho comparativo (tag), o usuário dos servicos 
aPeriódicos de alta prioridade do FIP ou do PROFIBUS (em 
configuracão mono-controlador), utilizaria um servico quase 
ideal, tendo~o como de alta qualidade. Se utilizasse o servico 
de baixa prioridade do PROFIBUS, tê-lo-ia como de baixa 
qualidade. O mesmo usuário no FIP, situaria o servico de baixa
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prioridade em uma condição intermediária. Em uma configuração 
multi~controlador, tas no FIP se aproxima mais da condição 
ideal. 
O nivel de interferência entre solicitações dos serviços 
aperiódicos de alta e baixa prioridades é bastante acentuado no 
PROFIBUS, contudo, é confinado ao controlador. Isto é, inexiste 
uma resolução de prioridade sistêmica para todo o PROFIBUS. 
No FIP, contrariamente, o nivel de interferência entre as 
solicitações é menos acentuado, devido ao atraso entre a sua 
ocorrência e a sua resolução de prioridade. Assim, o que se 
perde em termos de nivel de prioridade por este atraso, ganha- 
se com a sua resolução sistêmica. 
Este é mais um compromisso, decorrente das distintas 
filosofias de implementação adotadas no FIP e no PROFIBUS. 
nu 4.5.1.6 Comparaçao geral 
Dessas considerações resumidas e das indicações dos itens 
anteriores, observa-se que nem PROFIBUS nem FIP apresentam uma 
solução ótima para todos os aspectos analisados. Ambas as 
propostas apresentam pontos positivos e restrições. Se no FIP 
os pontos positivos são a capacidade de transmissão e o serviço 
periódico, no PROFIBUS são as perdas finais e o serviço 
aperiódico (relativamente a Qu). A média das eficiências dos 
serviços são praticamente equivalentes. 
Quanto ao serviço aperiódico, a efetiva superioridade de 
uma proposta em relação a outra depende da organização adotada 
para os fluxos de informação (fig. 3.1).
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4.5 E Relação com o modelo de desempenho 
Ana1isando~se as restrições observadas no PROFIBUS e no 
FIP sob um enfoque genérico, a luz :do modelo da figura 3.1, 
na observa-se que existe uma relacao estreita com as 
caracteristicas adotadas na implementação de cada proposta, no 
que tange à estratégia de (item 3.5.2.3): 
- definição dos fluxos de informação: sistêmico ou por 
controlador; 
- distribuição da ocupação da camada enlace pelos 
serviços: fixa ou por prioridades; 
- resolução de prioridades¡ 
- definição do serviço periódico; 
- associação das classes de serviços aos serviços 
elementares. 
. nv vv a. Definiçao do fluxo de informaçao: 
O fluxo de informação sistêmico, como no FIP, só é viável 
em configurações onde um elemento central (árbitro) tem o 
av controle de execuçao de todos os serviços. O fluxo sistêmico é 
bastante apropriado em aplicações onde as tarefas de cada 
controlador são estreitamente interrelacionadas. 
Contudo, para os fluxos aperiódico e de mensagem, cujo 
controle de solicitação (mas não de execução) se dá nos 
controladores, há necessidade de interações via barramento para 
a transferência das solicitações ("overhead"), para o árbitro 
executá-las. Esta condição é tão mais expressiva quanto maior
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for a individualização e independência dos fluxos em cada 
controlador. 
No' fluxo por controlador, como no PROFIBUS, o controle de 
execução dos serviços é distribuido entre os controladores. Com 
isso, não há o "overhead" característico do fluxo sistêmico, 
para a transferência das solicitações dos controladores, mas há 
um enfraquecimento do acoplamento entre os controladores. 
b. Distribuição da ocupação da camada enlace: 
A distribuição fixa. através da divisão da banda 
ou disponivel em intervalos determinados (janelas) para execuçao 
de cada tipo de serviço, adotada pelo FIP, permite o projeto 
temporal detalhado das interações com o processo. Esta 
distribuição permite a separação dos serviços, garantindo tp 
(fig. 4.80) no serviço periódico, mas extendendo tam (fig. 4.86 
e 4.87). 
A distribuição livre, por prioridades, adotada pelo 
PROFIBUS, flexibiliza a configuração do barramento, em função 
de variações no comportamento dos fluxos de informação. 
Contudo, o que se ganha em flexibilidade e tempo de resposta 
(tas - fig. 4.83.b), perde-se em periodicidade e uniformidade, 
nas interações do serviço periódico (tw ~ fig. 4.17 e 4 19). 
c. Resolução de prioridade: 
Em termos da sua abrangência, a resolução de prioridade 
está estreitamente relacionada com a definição do fluxo de
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informação (item "a"), podendo ser sistêmica, atuando sobre as 
solicitações de todos os controladores, como no FIP, ou a nivel 
de cada controlador, atuando somente sobre as solicitações 
locais, como no PROFIBUS. 
No caso sistêmico é possivel priorizar a execução de 
todos os servicos. Contudo. isto reduz a prioridade local e 
impõe o "overhead" característico do íluxo sistêmico, 
extendendo tan (fig. 4.26 8 4.27). ' 
No caso por controlador, a prioridade local é preservada 
(tag-- reduzidos - fig. 4.B3.b), em prejuizo da ordenação 
sistêmica na execução dos servicos. 
no Em aplicações onde os serviços de alta prioridade sao 
no usados em situações de emergência, a segunda opçao é mais 
desejável. Em aplicações integradas, onde a prioridade é um 
elemento utilizado na interação entre processos comunicantes, a 
primeira opção é mais desejável. 
Em termos de ação da prioridade: no FIP, se restringe aos 
serviços elementares de uma classe de serviços (no caso. 
somente aperiódicos); no PROFIBUS, a prioridade atua entre 
serviços elementares e entre classes de serviços, o que está 
relacionado com a distribuição da ocupação da camada enlace. 
d. Definição do serviço periódico: 
No que concerne ao PROFIBUS, o mecanismo de alteração da 
lista de variáveis do serviço periódico, é uma operação local, 
em cada controlador, imediata. exequivel em qualquer instante, 
podendo ainda ser parcial. No FIP, é uma operação sistêmica, de
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na gestão de estaçao, exequivel somente a nivel do árbitro 
ao final de um macro-ciclo. 
A estratégia do PROFIBUS iacilita a reconfiguração 
dinâmica do serviço periódico, permitindo ainda sua 
reconfiguração parcial, por controlador. 
No que concerne ao controle de execução do servico 
periódico. no PROFIBUS como o fluxo é por controlador (item 
"a"), a distribuição de ocupação do barramento é livre (item 
"b") e baseada em prioridade (item "c"), há somente o controle 
da varredura da Poll_list (na), cuja inicialização é ativada 
pelo controlador, podendo ser uma única vez ou uma vez a cada 
varredura. 
No FIP, o controle de execução inclui, além da varredura, 
o controle de periodicidade (ciclo elementar). 
Adicionalmente a essas considerações gerais de 
desempenho, é importante acrescentar alguns aspectos, que 
caracterizam vantagens e restrições destas propostas: 
- o tipo de serviço elementar associado ao serviço 
periódico: no PROFIBUS, é fixo, em torno dos serviços 
RDR ou SRD, de leitura e intercâmbio de variáveis de um 
controlador com outra estação, não permitindo 
combinações dos mesmos ou comunicação cruzada; no FIP, 
é baseado no serviço TB, para transferência genérica de 
variáveis entre quaisquer estações, controladores ou 
dispositivos; 
- as restrições de confiabilidade das estações: no FIP 
reside na figura centralizadora do árbitro, do qual
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depende a funcionalidade do barramento, cujo único 
recurso de redundância é o árbitro “back-up", em 
"stand-by", ativado por tm; no PROFIBUS, ocorre somente 
em configurações mono-controlador, sendo proposta a 
duplicidade do árbitro para minorá~1a; 
as opções de configuração de parâmetros da camada 
enlace: no PROFIBUS. são bastante numerosas envolvendo 
tipos de implementação, "frames", distâncias de 
Hamming, etc., no FIP, se restringe aos requisitos Hi 
e HE EISA187J. A diversidade de opções cria um 
compromisso entre a flexibilidade de configuração e a 
vv complexidade 'de implementaçao, consideravelmente 
expressivo no PROFIBUS; 
o balisamento na padronização: a camada enlace do 
PROFIBUS è praticamente um “sub-set" do Proway C 
[IECE863 EISABSJ, com simplificações, tais como: número 
de niveis de prioridade, capacidade/hierarquização de 
endereçamento, interface LLC/MAC, tipos de "frames" (FT 
1.1 e 1.8), "token-passing", distâncias de Hamming, 
inclusão do serviço periódico, etc., 
a estratégia de implementação dos protocolos no FIP é 
baseada em circuitos VLSI especificos, agrupando as 
funções de nivel mais baixo da camada enlace, no 
PROFIBUS, é baseada em circuitos UART convencionais, 
que implementam somente o protocolo orientado a 
caracter (IEC TC57), sendo as demais funções 
implementadas em "software". Estas duas soluções 
caracterizam um compromisso entre o menor custo, maior
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flexibilidade de atualização e maior difusão das 
UART's, frente à maior otimização da implementação 
VLSI, em relação à implementação do "software" agregado 
à UART, observável nas indicações de desempenho das 
propostas. Os focos de maior complexidade na 
implementação são o árbitro no FIP e as estações mestre 
(agregadas a controladores) no PROFIBUS. 
4.5.3 Implicações sobre aplicações 
A seguir são apresentadas algumas considerações em torno 
do projeto de uma con+iguração para o FIP e para o PROFIBUS, em 
distintas aplicações. 
4.5.3.1 FIP 
Decorre das restrições e caracteristicas do FIP, uma 
maior facilidade de configuração para se adequar a aplicações 
com as seguintes caracteristicas; 
fluxo de informação mais sistêmico e menos 
individualizado por controlador. caracterizando uma 
atualização periódica e aperiódica de bases de dados 5 
tráfego periódico sempre presente, com uma importância 
central, em fução da aplicação ser caracterizada por 
constantes de tempo e periodos de amostragem; 
requisitos de capacidade de transmissão exigentes 
ENEMAEBBJ; 
nivel de controle de perdas fisicas compativel com os 
requisitos da aplicação¡
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tornando aceitável o "overhead" característico do fluxo 
sistêmico; 
- possibilidade de centralização do controle de acesso ao 
barramento em uma estação árbitro, com sua implicação 
em termos de confiabilidade. 
A titulo de ilustração, configuração dos principais 
tempos do FIP consiste em se definir os ciclos elementares, o 
macro~cic1o e o tamanho das janelas (periódica, aperiódica e de 
mensagem). 
vv Em uma aplicaçao eminentemente periódica, a sequência de 
configuração é a seguinte: 
- obtenção das constantes de tempo do processo e 
decorrentes periodos de interação com o mesmo, em 
termos de valores, instantes de amostragem e 
intercalação dos periodos de amostragem (np's 
executados por tag); 
- associação de um ou múltiplos ciclos elementares (tem) 
a cada periodo de interação, até o maior periodo, 
correspondente ao macro-ciclo; 
- utilização de macro-ciclo com ou sem sincronização, em 
`F 
uu . :v . . . vv unçao das restriçoes de periodicidade da aplicacao; 
- definição do tamanho das janelas aperiódica e de 
mensagem e de nlDa e nUP por controlador, à partir do 
volume de informação previsto por macro~cic1o, 
utilizando o espaço não ocupado pelo serviço periódico; 
- obtenção de tam em função das condições acima (fig. 
4.25 a 4.32) e reexecução da definição anterior, se não 
atender aos requisitos do processo.
.
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rw Em uma aplicacao eminentemente aperiódica, a sequência de 
configuração é a seguinte: 
Al 'V - definicao do volume de informaçao e do tn» exigido 
pelos fluxos aperiódico e de mensagem de cada 
controlador; 
- definição de tea, np, e da dimensão das janelas, 
objetivando uma solução de compromisso, que passa pelo: 
- projeto de uma janela periódica fictícia, construída 
somente para dar vazão às solicitações aperiódicas e 
de mensagem de cada controlador (np), 
suficientemente grande para atender à demanda de "n" 
controladores, mas pequena o bastante para limitar 
tag. A janela periódica é caracterizada, neste caso, 
Pela associação de um ou mais identificadores 
~ periódicos por controlador, para caracterizar o 
"polling" nos controladores pelo árbitro, a cada tgz 
(fl¢.)¡ 
- cálculo de tmz considerando o compromisso acima e 
para macro-ciclo com ou sem sincronização, em função 
do grau esperado de atuação das prioridades, (fig. 
4.29/31 ou 4.30/32). 
Este compromisso na configuração de uma aplicação 
aperiódica é decorrente da estreita dependência que os serviços 
aperiódicos apresentam em relação ao serviço periódico. 
As principais restrições do FIP são decorrentes da 
sistemização do fluxo periódico, discutida acima e da
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ou 1 vv centralizaçao do controle acesso ao meio no arbitro (restriçao 
de confiabilidade). 
No caso da confiabilidade, é possível melhorá-la através 
da adoção de um árbitro redundante, em "hot stand-by", que 
assume o controle do barramento alternadamente com o árbitro 
principal, para se evitar falhas por latência. 
Os mecanismos de implementação desta função podem ser: 
- a passagem voluntária da função de árbitro, através de 
uma transação de gestão, como no MIL-STD~1553B 
[BURT88J¡ 
- a comutação proposital e monitorizada pelo árbitro 
principal, através de ta¡ 
- a comutação fixa, a cada final de macro-ciclo. 
4.5.3.2 PROFIBUS 
No PROFIBUS, as suas restrições e caracteristicas 
facilitam a configuração para adequação a aplicações com as 
seguintes características: 
- controle de acesso ao meio e distribuição do fluxo de 
informação no tempo, distribuidos entre as estações 
controladoras, por restrições de confiabilidade; 
- tráfego de informações basicamente aperiódico, com 
requisitos severos de tempo de acesso ao barramento, 
relativamente a capacidade de transmissão, 
- o tráfego periódico, se houver, sem requisitos rígidos 
de periodicidade, caracterizando apenas um mecanismo de 
varredura de estações;
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~ capacidade de transmissão compativel com os requisitos 
da aplicacao (em msg/s) [ISAl87]¡ 
- nível de controle de perdas fisicas, baseado nas perdas 
finais, como um requisito relevante; 
- configuração mono-controlador ou multi-controlador, mas 
com o "overhead" de rotação do "token" aceitável para 
a aplicação. 
O ponto mais restritivo no PROFIBUS é o serviço 
periódico. Na utilização do PROFIBUS em aplicações periódicas, 
as constantes de tempo e decorrentes periodos de interação 
devem ser suficientemente grandes (10 vezes ten. Por exemplo) 
ou tolerantes. para suportarem as variações decorrentes da 
concorrência com outros serviços (fig. 4.17) e da rotação do 
“token" (fig. 4.19). Outra alternativa é o controle de 
periodicidade (ativação/desativação do serviço e minoração da 
concorrência), ser assumido pela camada aplicação. Isto implica 
no estabelecimento de um conjunto de funções situadas entre a 
interface da camada enlace com a camada aplicação (camada 
intermediária). que, em uma configuração mono-controlador se 
encarregaria de: u 
- controlar (medir) todas as temporizações dos períodos 
de interação com o processo; 
~ ativar o serviço periódico para execução de uma única 
varredura da Poll_list; 
- não requisitar outros seviços. enquanto o serviço 
periódico estiver em execução.
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Em uma configuração multi controlador, as operaçoes sao 
mais complexas, pois é necessário: 
sincronizar a ativação do servico com a rotação do 
ou "token" (incluido recentemente em ESIEMBBJ alteraçao 
das condições estudadas); 
prevenir outras condições em que o tw» disponivel é 
insuficiente para execução de toda a Poll_list. 
Neste contexto, uma alternativa é:
É 
definir os tempos de interação com o processo como 
múltiplos inteiros de tmn; 
ativar o serviço periódico, através das seguintes 
operações: ~ 
V RI 
. ler continuamente LLC-status (serviço de gestao que 
permite ao usuário conhecer o estado da estação 
local); 
_ ativar o serviço periódico somente quando a estação 
não estiver de posse do "token", para que a Poll_list 
comece a ser executada imediatamente após o "token" 
.ser recebido e seja executada completamente uma única 
vez. 
importante notar que, mesmo esta alternativa: 
demanda que o tempo de execução da Poll_list seja menor 
QUE' tw":-‹|i 
não resolve o problema do atraso na rotação do "token", 
que restringe twH (tmn divergindo de tT«); 
é sensível a defasagem entre as temporizações da camada 
intermediária e tan;
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- utiliza uma função de gestão de estação, que configura 
um "by-passing" permanente das funções da camada 
enlace, fugindo ao conceito de camada EVISSBÓJ; 
- está baseada em uma "camada intermediária", assim 
denominada pois, em principio, as entidades de 
aplicação (QE) têm liberdade de utilização dos servicos 
da camada enlace, paralelamente. Contudo, a "camada 
intermediária" restringe a solicitação dos serviços 
aperiódicos pelas AE, quando o servico periódico está 
na em execucao, caracterizando um elemento de interface 
entre as camadas enlace e aplicação; 
- impõe um "overhead" considerável à camada aplicação (ou 
"camada intermediária"). 
Este conjunto de considerações, que fecham a análise 
desenvolvida sobre o servico periódico do PROFIBUS, impõem 
restrições importantes as aplicações periódicas. 
A titulo de ilustração, uma configuração dos tempos do 
PROFIBUS é bastante simplificada, consistindo em se definir, 
basicamente, tmn (e tTH) - multi-controlador. tTm é a única 
temporização periódica do PROFIBUS. 
Para uma aplicação eminentemente periódica, multi- 
controlador, tv» Pode ser ou não utilizado como referência de 
tempo, segundo as considerações descritas anteriormente. De 
qualquer forma, tva é. no máximo, o menor tempo entre interação 
com o processo. 
Em uma configuração mono-controlador, à partir da 
^' u definicao de uma. "camada intermediária . é necessário que o 
serviço periódico seja sempre de maior prioridade.
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Em uma aplicação aperiódica. multi-controlador, tva É 
ou definido para condições médias de fluxo de informaçao [SIEM87J. 
Estes resultados demonstram a maior facilidade de 
configuração do PROFIBUS em aplicações aperiódicas e do FIP em 
aplicações periódicas. 
4.5.4 Alternativa para camada enlace 
A luz das vantagens e restrições de cada proposta, a 
seguir é apresentado o perfil de uma proposta alternativa de 
camada enlace, que procura combinar os aspectos mais positivos 
do PROFIBUS e FIP, e minimizar os efeitos das suas restrições. 
As principais caracteristicas desta combinação consistem 
Em: 
- fluxo de informação individualizado por controlador, 
similarmente ao PROFIBUS, sendo que a transferência do 
controle do barramento entre os controladores é feita 
com o “token passing"; 
ou vv - distribuiçao fixa da ocupaçao da camada enlace pelos 
serviços, baseada em janelas. como no FIP, mas 
implementados em cada um dos controladores, que passam 
a operar como o árbitro do FIP, na execução de um ciclo 
elementar, que ocupe o .seu tempo para retenção do 
"token" (tfw = t¢a - fig. 3.15 c). Ou seja, cada 
controlador mede tae (= tfw) e, após sua expiração, 
transfere o "token“ para o controlador seguinte (multi-
t
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controlador) ou reinicia outro ciclo elementar (mono- 
controlador); 
resolução de prioridades abrangendo a classe de 
servicos e não entre serviços, como no FIP, e atuando 
localmente sobre as solicitações no âmbito do 
controlador, como no PROFIBUS. Ds serviços, assim 
ou solicitados, sao executados em cada controlador nas 
suas janelas aperiódica e de mensagem; 
servico periódico individualizado por controlador, 
permitindo configuração e reconfiguração flexível, como 
no PROFIBUS, mas implementado através da execução 
obrigatória, uma única vez, na janela periódica do 
ciclo elementar (tag/tap) de cada controlador, como no 
FIP. mesmo que tv» seja nulo (distinção em relação ao 
PROFIBUS). Os ciclos de interação com o processo têm 
como base tmn (menor taxa de interação com o processo, 
do ponto de vista de um dos controladores) e a camada 
enlace controla a execução da Poll_list segundo a taxa 
de interação requerida por cada variável. Isto pode ser 
implementado sem necessidade de contagem adicional de 
tempo na camada enlace, através da associação de dois 
parâmetros a cada variável da Poll_list, em cada 
controlador: 
. taxa de execução da varredura, como um múltiplo 
inteiro de tmn, indicando o número de rotações do 
"token" por varredura; 
_ fase de varredura da interação de uma variável em 
relação a outra, contada à partir da primeira posse
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do "token", subsequente à ativação do servico 
periódico. permitindo agrupar as varreduras das 
variáveis em diversas combinações, alcançando a 
definição de uma lista de variáveis periódicas 
particular, para cada recepção do "token". 
D fluxo periódico, neste contexto. é individualizado 
por controlador, mas é possível a con{iguração de um 
ou fluxo periódico sistêmico à partir da introduçao de 
procedimentos de sincronização dos controladores, 
através, por exemplo, de mensagens indicativas (SDN) do 
instante inicial de um "macro-ciclo", emitidas pela 
última estação (HSA) do anél lógico. O macro-ciclo. 
assim definido, é composto pela combinação dos ciclos 
elementares de cada controlador e equivalente a tam. 
utilização dos serviços elementares e da associacão com 
as classes de serviços adotada pelo PROFIBUS, mas com a 
Possibilidade adicional de se associar diferentes 
serviços elementares (SDA, SDN, RDR ou SRD) ao serviço 
periódico, multiplicando as combinações para o fluxo de 
informação. 
Esta alternativa permite: 
3 Elímiflãüão da figura do árbitro como elemento 
centralizador do acesso ao ~meio, distribuindo suas 
funções pelos controladores e melhorando a 
confiabilidade do barramento; 
a flexibilização da configuração e reconfiguração 
global dos diversos fluxos, no âmbito dos usuárias
»
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controladores, possibilitando diversas combinações de 
aplicações (periódicas e/ou aperiódicas); 
- a eliminação do "overhead" característico do fluxo 
sistêmico em função das solicitações dos serviços 
aperiódicos e de mensagem serem locais a cada 
controlador, melhorando tam e E% (condições dO 
PRoF1Bus›z l 
- a eliminação da inconsistência espacial, intrínseca ao 
fluxo sistêmico do FIP; 
- a garantia de uniformidade e periodicidade do serviço 
periódico, equivalentemente ao FIP (fig. 4.80 e 4.22). 
Contudo, como controle de periodicidade e uniformidade 
é individualizado por controlador, em configurações 
multi-controladores a periodicidade do FIP é mais 
garantida. 
Em relação a Qu, é desejável se preservar os valores 
obtidos no FIP. Para isso, como a proposta está baseada no 
PROFIBUS, em termos de serviços elementares e MAC, é 
recomendável: 
~ manter a relação com a especificação PRONAY C e IEC 
TC57, restrita a FT 1.8 (HD=4); 
- reduzir a multiplicidade de opções de configuração do 
PROFIBUS, a uma única opção, em termos de: 
_ tipos de frames; 
. endereçamento; 
. implementação, procurando otimizar a implementação 
tipo "B", para alcançar, principalmente, os valores
»
ÊÔ5 
- limitar as variações em Dtmw (fiQ- 4-13): ÚEVÍÚD 3 
av condições transitórias de falha e/ou reconfiguraçao no 
anel lógico. 
Esta proposta materializa o resultado da análise 
comparativa de desempenho e indica a alternativa adotada para 
as considerações em torno do modelo, discutidas no item 4.5.2 
(fig. 3.1). Ou seja: 
- fluxo por controlador, com possibilidade de algum 
acoplamento sistêmico no serviço periódico; 
- distribuição fixa da ocupação da camada enlace; 
- resolução de prioridades no âmbito de um servico e por 
controlador; 
- serviço periódico com controle de periodicidade 
incorporado na camada enlace. 
Neste último aspecto, cabe observar que a proposta 
alternativa é uma forma estruturada de se incorporar as funções 
da "camada intermediária" na camada enlace do PROFIBUS, 
minimizando o "overhead" sobre o seu usuário. 
4.6 CUNCLUSÃU 
O presente capitulo desenvolveu a análise comparativa de 
desempenho das camadas enlace do FIP e do PROFIBUS. partindo 
das informações parametrizadas no Capitulo 3. 
As etapas de desenvolvimento consistiram: na modelagem 
dos serviços individuais e combinados. segundo uma metodologia 
Que estabelece a geração dos modelos em fases; na simulação dos
à
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modelos do ARP; na análise individual e comparativa dos 
resultados, baseada no modelo de camada enlace estabelecido no 
Capitulo 3. 
À partir deste modelo e dos resultados da análise de 
desempenho, ioi desenvolvida uma comparação abrangente do 
PROFIBUS e do FIP, resultando em uma análise de vantagens e 
restrições de cada proposta, à luz de distintas aplicações. 
Procurando combinar as vantagens e minorar as restrições de 
cada proposta. estabeleceu-se uma proposta alternativa de 
camada enlace, que materializa o resultado da análise 
comparativa. 
O desenvolvimento deste capitulo permitiu o alcance dos 
objetivos fixados no Capitulo 3, no que concerne ao 
estabelecimento de um paralelo entre o PROFIBUS e o FIP, 
encarados como duas filosofias de implementação de camada 
enlace. 
A comparação destas propostas, mais que indicar a melhor 
implementação de camada enlace, viabilizou a parametrização 
quantitativa dos principais elementos que concorrem no seu 
desempenho e, com isso, o entendimento abrangente das 
vantagens e restrições de cada uma. 
FIP e PROFIBUS são boas propostas, dependendo do prisma 
de análise. Entender os compromissos de desempenho mostrou-se 
mais importante que selecionar uma delas, em detrimento da 
outra.
5. CONCLUSÃO 
Este trabalho apresentou um estudo de desempenho da 
camada enlace de dados de "field-bus", focalizando a análise de 
duas entre as principais propostas candidatas à padronizaçao. 
Partindo-se de um estudo abrangente dos conceitos 
envolvidos no contexto em que está inserido, identificou-se as 
duas principais restrições sistêmicas à adoção de "field-bus" 
(restrições de tempo e confiabilidade). A luz das restrições 
de tempo, e à partir da definição de um modelo para a camada 
enlace. estabeleceu-se os critérios e a metodologia para um 
estudo de desempenho do FIP e do PROFIBUS. A aplicação desta 
metodologia resultou num levantamento detalhado das 
especificações de camada. enlace, que permitiu a modelagem dos 
seus serviços em Redes de Petri Temporizadas Extendidas. Com a 
simulação destes modelos. obteve-se os resultados de 
desempenho, que permitiram uma análise detalhada das vantagens 
e restrições de cada proposta, para os diversos elementos de 
desempenho estabelecidos. 
Ds resultados da análise do desempenho das duas propostas 
demonstraram: a superioridade da capacidade de transmissão e do 
serviço periódico do FIP; a superioridade do controle de perdas 
e da qualidade do serviço aperiódico do PROFIBUS, 
proporcionalmente à sua capacidade de transmissão; a 
equivalência dos resultados de eficiência, com certa 
superioridade para o FIP. O serviço aperiódico. em particular, 
evidenciou o compromisso entre as filosofias de implementação 
do FIP e do PROFIBUS.
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Frente a esses resultados, foram estabelecidas sugestões 
relativas a uma proposta alternativa de camada enlace que. 
procurando combinar as vantagens e minorar a restrições de cada 
proposta, materializou o resultado da análise comparativa de 
desempenho. 
Em termos dos resultados obtidos com o desenvolvimento do 
trabalho, além da análise de desempenho propriamente dita, o 
trabalho contribuiu para o estabelecimento de um modelo 
genérico de camada enlace de "field-bus" e de uma metodologia 
para a sua avaliação, que permite caracterizar filosofias de 
implementação, ao invés de detalhes construtivos. Com isso, ela 
é aplicável na análise: das outras propostas não analisadas; e 
de opções de configuração, para análise de adequação aos 
requisitos de determinada aplicação. Além disso, a aplicação 
desta metodologia sobre a camada enlace do PROFIBUS e do FIP, 
resultou no entendimento abrangente do seu comportamento e na 
formalização deste entendimento em modelos utilizáveis 
[ÁGUI689] para avaliações de desempenho individuais ou 
comparativas, em outras condições ou com outras finalidades. 
Adicionalmente, com o trabalho de modelagem e simulação 
foi possivel corroborar com resultados quantitativos 
comportamentos que, intuitivamente, se previa, bem como estudar 
profundamente as especificações das proposta e suas 
implicações. 
Em função de possibilitar uma visão abrangente das 
propostas e esforços no âmbito do "field-bus", as perspectivas 
para a continuidade deste trabalho são muito promissoras.
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No ãmbito dos trabalhos de modelagem, seria interessante 
repetir o estudo para: 
- outras propostas candidatas à padronização ou versões 
mais atualizadas do FIP e PROFIBUS, utilizando uma nova 
versão do ARP, desenvolvida à partir das restrições 
apontadas no Capitulo 4; 
- configurações e condições de avaliação mais gerais que 
as estabelecidas no Capitulo 4 e, em decorrência. 
envolvendo modelos em Redes de Petri mais complexos; 
~ modelos que incluam a camada aplicação. 
Uma possibilidade interessante de um trabalho mais a 
nivel de implementação, consiste no desenvolvimento das camadas 
fisica, enlace e aplicação de uma das propostas de "field-bus", 
na consecução de uma configuração que possibilite a posterior 
vv execucao de testes de desempenho, similares aos aplicados aos 
modelos. Este desenvolvimento teria possibilidades de 
aproveitamento até mesmo a nivel de posterior industrialização 
CAGUIBB9] ECERTEBVJ, além de estar inserido no contexto dos 
atuais esforços de desenvolvimento da UFSC, a nível de CIM 
("Computer Integrated Manufacturing"). 
Em termos das perspectivas de padronização, acredita-se 
haver ainda um caminho considerável a se percorrer, até a 
consecução de um padrão estável para "field-bus". Um caminho 
ou que passa nao somente õpor considerações técnicas e de 
desempenho, como as tratadas no presente trabalho. Certamente, 
as caracteristicas técnicas e tecnológicas serão fatores 
determinantes do padrão, mas aliadas a fatoresê outros tais 
como; custo, volume de implementações operacionalizadas e poder 
politico e mercadológico dos proponentes.
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Contudo, mesmo considerando entes aspectos, é de 
importãncia fundamental a consecução de um padrão 
internacional para o "field-bus", pelos seus relevantes 
na beneficios intrínsecos; bem como a ampla adoçao do conceito de 
"field-bus" pelos fabricantes de dispositivos de campo em 
automação e instrumentação, através da integração dos seus 
protocolos aos respectivos dispositivos, condição essencial à 
na ` estabilidade do padrao.
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7.1 ANÁLISE TEMPORAL DOS SERVICOS DO PROFIBUS E DO FIP 
Este item apresentará a aplicação do modelo da figura 3.3 
e 3.4 e uma descrição matemática dos tempos de usuário 
associados, para cada servico da camada enlace. 
Serão definidos primeiramente, os tempos de serviço (tm), 
onde "S" identificará a sigla do serviço, para facilitar a 
representação das equações. 
7.1.1 PROFIBUS 
7.1.1.1 Envio de informação com reconhecimento (SDA) 
A figura 7.1 apresenta as transações do serviço SDA para
š 
quatro condições distintas do serviço: 
~ bem sucedido. com a transferência efetivada (a)¡ 
ru - sem erros, mas sem a efetivaçao da transferência (erro 
na entidade remota) (b); 
- mal sucedido (c); 
- bem sucedido, mas com uma retransmissão e eventual 
erro por duplicação. a nivel do usuário da camada 
enlace (d). 
Na última condição é importante notar que, a nivel da 
camada enlace, o mecanismo bit alternado é suficiente para 
evitar erros de duplicação. Contudo, o número limitado de 
tentativas de retransmissão permite a ocorrência da duplicação.
Â 
USUÁRIO LOCAL ENLACE USUÁRIO REMOTO 
L_oArA _AcK.rzq 
L_oArA_AcK,z0nf :]:LPR 
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Este erro pode ser evitado pelo usuário local se. após a 
ou ocorrência de uma transmissao mal sucedida e antes de enviar 
uma nova in4ormacão útil, o usuário local enviar um "frame" de 
informacao vazio, para sincronizar os contadores FCB/FCV (fig. 
3.8). 
a. tm: 
- servico SDA bem sucedido: 
I ~--- ----------------------------------- ----I 
Êtxgggpfi = tz;-) + t-rw + t¡=z|==' + tgzxra-¡^› 'Ô' !,5€fl1 f`€tf'aflSmÍ.SSõeS; 
| ...........-.. ...............-........ ......×.....-......... ...c........e............i.......«................ Ê 
Êtsabn = 8- (tim + t1'r›‹°' "` t'rxt›) + tr=:F=' "` tfl›|.›|=2 + tam. Ê›CU"\ Uma 
É 
““““““““““““““““““““““““““““““““““““““““““““ --! 
rw " vv øv 4 retransmissao devido o ?frame de transmissao nao integroz 
!t|=;u.›/s = 2. (two '*' tfrf + tr='‹r==' 'Õ' tcz›r‹'<l'› 4' E-ÍTD) Ê ›C0m Uma 
9 
---------------------------------------- --4 
no retransmissão devido o "frame" de recepcao não integro¡ 
- servico SDA mal-sucedido: 
!tmpfi = 8.(tzD + twe + tmb) !.com duas tentativas por 
1 ------------------------ ...-_._.| 
"frames" de transmissão não integro; 
1 ---------------------------------------- ._...| 
Ytfiâann = E›(txL'› '°` Í-"fr-T + ts=ar~¬' + t›¿=:r2r› + 2-t~1"1;›)9›C0fl`i Cfl-135 
I ---------------------------------------- __..¡ 
tentativas por "frame" de recepção não integro;
A-5
! 
gtsmü = 2_(tI,, + t1-F, + t1-D) + trúw- + teu:›rz *' term! ›C0m uma 
tentativa por "frame" de transmissão e outra por "frame" de 
recepção não integros¡ 
b . t. pqçzz Í
C 
onde; 
Q -------------------- --s 
Ftrac: = tmn *' tabs» + tw-ca! 
| ________________________ -‹-Q 
tm,z (significado restrito aos serviços bem 
sucedidos): 
Êta: = tor: + t£am›n' + te-:M 
| --------------------- -‹-1 
twn«'= twvazfl quando a transação é bem sucedida na 
primeira tentativa, do Ponto de vista do 
"respondedor", e na segunda tentativa, do ponto de 
vista do "iniciador". 
= twnfi, na ausência de erros. 
7.1.1.8 Envio de informaçao sem reconhecimento (SDN) 
A figura 7.2 apresenta as transações do serviço SDN para 
duas condições distintas: 
- com transferência efetiva de informação (a); 
- sem transferência efetiva de informação (b).
















FIGURA 7.2 - PROFIBUS ~ Diagrama de barras do seryjco SDN 
6. tcaí 
¡ __________________________ ..._ | 
!twnN = tan + tfw + ÍTU 5 
| --------------------- --l 
independentemente de erros de comunicação. 
D. trwci 
I ----------------------- --| 
! tr-rc: = trâxú + tnnu + tw-cz: 9 
1 
----------------------- --s 
C . t|=f'‹¡I 
1 --------------------- --| 
štnz = tn» + tQn~ + tp; Q. se SDN é bem sucedido 
9 ---------------------- ~-1
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d. Tempo entre as primitivas "indication" de duas 
estações receptoras em uma transação SDN de 
difusão (tz¡): 
tz: = ta'zu;›N.1 tesnus-_:-a '* tv-1-c:.1. tr*-c:e.e 
ti: = tvni ~ tram * trai “ teem = 5-íomw-Í (dl) * twcimtwne 
onde dl é a distância entre as estações receptores. 
O valor máximo para tzz. fica: 
n ------------------------------------------ --g 
9 tx1m«× = 5-10mm-f-dl * (twm4m«× » twcemân) Ê 
! 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ '“'“! 
7.1.1.3 Leitura remota de informação (RDR) 
A figura 7.3 apresenta as transações do serviço RDR para 
quatro condições distintas: 
lv - bem sucedido, com efetiva transferência de informaçao 
(ã); 
- sem erros, mas sem efetiva transferência de informação 
(b); 
- mal sucedido (c)¡ 
- bem sucedido, com retransmissão (dl. 
Na última condição, o sucesso do serviço é reconhecido em 
transações distintas pelos usuários local e remoto, devido a 
retransmissão por perda da resposta. 
Contudo, mesmo que ocorra uma atualização da variável na 
~ ~ ~ ~ estaçao remota entre uma transmissao e uma retransmissao. nao 
haverá a ocorrência de E "indication“ para somente 1
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"request", pois ocorre rejeição por duplicação, pela ação dos 
vv bits FCB/FCV. Este mecanismo exige que a informaçao seja 
mantida na estação remota, até a próxima operação com o usuário 
uv local em questao. . 
As equações e condições do serviço RDR são idfinticas às 
dos serviço SDA, diferindo somente na aplicação dos valores de 
t'rf-" E traff- 
no 7 1.1.4 Intercâmbio de informaçao (SRD) 
A figura 7.4 apresenta as transações do serviço SRD. para 
as condições similares às descritas no serviço RDR, 
diferenciando-se na simetria das operações (escrita local) e em 
relação à transferência de informação nos usuário local e 
usuário remoto. É importante notar que o mecanismo de controle 
de duplicação opera do usuário local para o usuário remoto, 
mas não no sentido inverso. 
uv As equações e condições dos tempos do serviço SRD sao 
idênticas às do serviço RDR, diíerindo somente na aplicação dos 
valores de tvw- 
7 1.1.5 Leitura periódica remota de informação e intercâmbio 
periódico de informação (CRDR e CSRD): 
A figura 7.5 apresenta as transações do serviço CRDR, à 
Partir da utilização Periódica do serviço RDR, sendo que as 
mesmas condiçoes de um serviço RDR em particular são aplicáveis 
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O servico periódico executa as transações RDR _da 
Pol1_list indefinidamente, até a sua desativação, após a 
conclusão da varredura Poll_1ist que estiver em execução. 5 
a. Tempo de um servico CRDR completo: 
na np 
tchan '= E tr=znnÍ- 'I' Ê t¡f.;:'rÍ 
i=1 i=1 
onde; tnnni. tzfi e np estão definidos no item 3.8. sendo que: 
~ tnnni é obtido dos resultados do servico RDR. 
“ tzri = tmn = tem + tar * tap 
b. Tempo entre a primitiva "request" de ativação do 

































































































Itmuà = tan + E tnnni I E tsfí + tem: 
! i=1 i=1 




























































tmn; = tan + tuna: + two;
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c. Tempo entre as primitivas "request" de ativação do 
...-.‹-.-.-.-.Q 
d. 
servico e a j~ésima primitiva “indicatíon" (da 
transação RDRJ)z ` 
›._.________.-_..--______...-..__..-___.--_.-_._.._.-._._ 
tnxâ. = tan + E tmnni 
'* 
E 




Tempo entre primitivas "confirm" consecutivas (onde "j" 
indica a transação relativa à primeira primitiva 
confirm"): 
tema = tnnn * ta* * tem ” two; A 4 4-1 A :_ ( ) ( )! 
.~-._-_.-.-_._-._.__.~__...-__.--.‹-__..--_____-z-_.__.~-_-._._ 
e. Tempo entre as primitivas "request" de ativação e 




Itncn = tan * É taanni + two; + teca 
! i= 
|...___-_._.-._._.._.-...›-.....-._.__._-_-_-.___-.__.__. 
onde "m" indica o número de vezes que a Pol1_list foi varrida.
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f. Tempo entre duas primitivas "confirm" consecutivas 
relativas a uma dada variável da "Pol1_list": 





trar›r‹Í 'I' É teâ:'rÍ | A 
L.. 
9... I... s 1= = 
| ________________________________ .__ 
9. Tempo entre duas primitivas "indication" consecutivas, 
relativas a uma dada variável da "Poll_list" (se ambas 








































































Dessas equações observa-se que as restrições de 
uniformidade (tm) e periodicidade (tam) do servico periódico 
dizem respeito a teme e tz¡e, que estão diretamente 
relacionados com tcnnn e dependem de tmv. tmw. PDF Sua VEZ. 
depende de tmn e da estratégia de varredura da Poll_list. Com 
isso, interferem na regularidade dos valores de tema E tzzm: 
~ o instante de ativação do serviço periódico; 
- o volume de servicos precedentes de mais alta 
prioridade em relação ao tv» disponivel; 
- a dimensão da Pol1_list em relação ao tTH disponivel; 
- eventuais rotações do "token" entre os serviços RDR 
individuais (tmT incluindo tRn's).
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Uma estratégia recomendada [SIEMBBJ para utilização do 
serviço periódico é_ ativá-lo e imediatamente em seguida 
desativá~lo, para que a Poll_list só seja executada uma vez e E 
ativação seguinte fique a critério do usuário. 
Contudo, este controle não resolve o problema da 
concorrência do serviço com a rotação do "token", nem restringe 
as variações decorrentes da concorrência com outros serviços, 
ativados por distintas entidades de aplicação. Adicionalmente, 
este controle transcende o escopo da camada enlace. estando em 
um nivel intermediário entre os usuários da camada enlace 
(entidades de aplicação) e a reíerida camada. 
As mesmas considerações quanto ao serviço CRDR são 
válidas para o serviço CSRD (figura 7.6), ressalvadas as 
diferenças entre os serviços SRD e RDR. 
7.1.1.6 Transferência do "token" (TOK) 
A figura 7.7 representa as transações a nivel MAC para a 
transferência do "token", para algumas condições de operação: 
- bem sucedida (a)¡ 
Z ,- 'dl - mal sucedida e procura pela estação seguiniw à (b); 
- varredura da BAP_list para manutenção Hu anel lógico 
(d). 
Não foram representados; 
- perda do "token" e decorrente "token time-out"z 
- varredura da LMS, até a TS concluir que é a única 
estação no anel lógico; 
- duplicação do "token".
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a. Tempo de uma transíerëncia de "token" bem sucedida: 
vtfau = tz» + E.tTD + tww + team !.sem retransmissõesâ 
| ____________________________________ ...| 
!t'“|'CII|-< = + flw) .(t11;) + t'1°'|:.:') 'Í' fly .tfi;¡__ + t"r¡,› + t;3¡e›¡p~¢ !¡COm até 
nr retransmissões; 
onde nf é o número máximo de tentativas de transíerir o "token" 
b. Tempo de uma transferência de "token" mal-sucedida: 
| ------------------------------ -~| 
ÊÊTUH = nv-(tim + ÍTW + tmn) É 
¡ _______________________________ _.| 
7.1.2 FIP 
Neste item serão. a exemplo do PROFIBUS, definidos 
inicialmente os tempos tm de cada servico, onde "S" indimará a 
sigla do servico em questão ou a sua fase. Adicionalmente. será 
adotada a notação twwu para indicar 0 tempo de transmissão dos 
"frames", onde "PDU" é a sigla do "frame" (fig. 3.18). 
7.1.2.1 Leitura, Escrita e Transferência de "Buffer" (TB) 
A Figura 7.8 apresenta as transacöes do servico para E 
condicões distintas: 
~ sem erro (a);
usuÁR1o P P ENLACE A c usuÃR1o c A,_1g 
L_PUT.request L_GET-request 
L_Pu1.¢0nfírm Itpn *Pat ._ L eET.z@nf1fm ~ 
1D_o~ __ 1D_DAI 







f¡B tpR L_REcE1vED.inúi¢zti0n 
tsoâr 





_ _ _ 









1o_oA1 _ 1D_oAT 
4J_} RP DAI 
L_sENr.1ndization 
* 
í "”^ -~;;]~ 4¬~ ÊÊ.ÊÊÍ 





P” ƒ_' ' 
. ID_DA¡ 1o_oAI 
(d)
Q
P H-..z_ R -DAT _ RP DAI 




ID DAI 4¬f~ ID °^T 
(8) .¿~ 
L_SENT.índícatíon 
F RP-DAT á tl -¬_-_ -_ 7» 





FIGURA 7.8 - FIP - Diagrama de barras do servico TB
~ com erro, nos "frames"z 
. ID_DAT entre 
. ID_DAT entre 
. RP“DAT entre 
. RP_DAT entre 
e C (b); 
e P (c); 
e A (d); 
e C (e). 
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É importante notar que essas condições de erro produzem a 
inconsistê i ' 1 " nc a espacia , decorrente da percepçao de distintos 
resultados da execução dos serviços em estações distintas. 
a. T d '" empo e uma transaçan de escrita/leitura: 
o ------------- -~| 
D. liga: 
ÍÍ 1'-*ur / c-:u_=:r = tr-r‹ 
lt-rx-:‹ = tcn.›r›\›-~ '* tsêuu›r=‹ "' tz¡;›_Mr.›‹=\'r 4” tf=er~'»_..l:›n-r' + E-t'rx.›! z Sem ETTOS 
Q ______________________________________ ___
| 
Ê “““““““““““““““““““““““““““““““ "'“"'! 
!t1^z7; = tgzzzyfiv- + t¡;.¡¡_)|v¬- 'Í' t 3; ¡;)___D¡¡'f' + tg! , Com E|"|"D HO U “Frame”
I * _ « _ * ~ * ~ _ _ @ ¢ _ _ _ ~ t _ _ _ g @ _ _ _ * á _ ¿ _ ~ * ._....! 
Para a condição de. erro no “frame” RP_DAT, tv” apresenta 







d. tmn e tW¡: não têm significado, pois o serviço TB não é 
ativado pelo usuário da camada enlace.
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7.1.8.2 Requisição Explícita de Transferência de "Buffer" 
(Serviço aPeriódico - UP/RETB): 
A figura 7.9 apresenta as transações do servico UP nas 
suas diversas fases. As fases executadas em janelas distintas 
ocorrem sem uma relação rígida de tempo entre elas (tmf flã 
figura 3.4), que culmina com a transferência de cada variável 
em transações TB. 
a. Tempo de uma transação UP: 
Uma transação completa UP compreende 4 íasesz 
- solicitação do serviço pelo usuário e transferência da 
solicitação do produtor/consumidor para o árbitro no 
serviço periódico (a); 
- repasse da lista ao árbitro no serviço de transferência 
de lista de variáveis (b); 
- efetiva atualização das variáveis por serviços TB (c). 
As fases (a) e (c) são serviços TB e os seus tempos 
individuais são calculados conforme o item anterior. 
A fase (d) é calculada como segue (IDRO): 
itzuzzno = tmzlaml- + tsnznz- + t¡i'›,_,mo + tr›'e|=»_._.Rc› + E.t~1~~|:› 5 
! --------------------------------------------- ~--1 
sendo twwmma = 43 + 16.nIDa Ebitl, onde nIDa é o número de 
identificadores a serem transferidos, presentes na lista. 
0 tempo total efetiva execução do serviço tmmwn. considerando 
as fases (b) e (c)
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P A C 
L_UPDATE.request W




RP_pAT_Ro1 RP DAT Roi 
L SENT.índícation “ * _ _ _ 
: ______L_RECEIVED.índicatíon 
t 
1D_Roi . W 
(b) ÍZRC IÚ_RQÍ A 
|tsDP RP_Roí(z,b,...n) IDRQ 
.L uPnArE.z0‹.firm '__ “ t _ ..M..«» _ . RETB 












N RP DAI 
. . . 
f F \ RP DAT 
L SENT.1nd1cat1on _ _?____ `** «aa 1 Í;
' 
__w“J_L_RECEIVED.índícatíon 
L UPDATE.request _`-_ _ _ ID_DAT ID DAT 
RP DAT RQÍ . 
L_SENT.indícatíon 




t Ízts Rc I 
L_UPDATE.confirm _ _” _ 
vz 






presenca de erros 
as fases seguintes 
b. tam!
_ 
















relacões são válidas somente se não houver 
Na presenca de erros em quaisquer das fases, 
não são executadas. 
1 ---------------- --1 
lino = tnn + txnna É 
1 ---------------- --1 
c. Tempo total entre a primitiva "request" e a execucão 
da última transacäo TB associada (toe): 
!_.--..--_..-_-__-_...._.-_.--! 
!tuw = tan * tenra Ê 
1 ---------------- --¡ 
tus pode variar grandemente devido a t^n. 
d. taxi 
tn; inexiste para o servico como um tudu, pois as 
primitivas "indication" existentes são aquelas relacionadas com 
os servicos TB de transferência da lista de variáveis. Para a 










7.1.2.3 Requisição de transferência de mensagem sem 
reconhecimento (SDN) 
A figura 7.10 apresenta as transações do serviço SDN nas 
suas diversas fases. Nesta figura a primitiva L_MES8AGE.confirm 
no av nao faz parte de especificaçao FIP, tendo uidu incluida para 
ou uv obtençao de tnc (tempo de execucao local do serviço). 
a. Tempo de uma transação SDN: 
Uma transação completa SDN compreende 3 fasesz 
vv - solicitaçao do serviço pelo usuário local e 
transferência da solicitação do produtor para o árbitro 
na janela periódica (a); 







A ` fase (a) corresponde ao serviço TB, descrito 
anteriormente. A fase (b) é calculada como segue (MN): 
|______________________________________________________| 
!tMN = toner * tanw * txD_Mse * tRP_mQa_NoAc× * e.tTD ! 
1 -------- -¬ ------ -¬ ---------------------------------- --«_ 




Í tsun = tan + ÊHN ! 1----~ ------------ _-. 
bz tnnl 
!_¬-___;____-! 
ftnc = tabu 9 
! Q ¢ @ @ _ _ _ z Ç _ __!
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L_MESSAGE.request ;A ",_ 
I0_DAT 4. ID DAT 
D4; *“ 
......ÍP-DAT-MSG RP_pAr_Mss L_SENT.indícation _,-iu _. ›¿. 




D _» ID Msg 
(3) ÍZRC ID mf *L 




ID DAT ID DAT 
b t ( ) RC RP_DAT_MSG RP DAT MSG 
L__SENT.índícation “_ 




L_MESSAGE.request ___ ID_DAT ID_DA¡ 
RP_DAT_MSG RP DAT MSG 
L_SENT.indícation 
: ____"*_L_RECEIVED.índícatíon 
t4 1o_Mse ' 
L MESSAGE.conFírm _ 
to 
FIGURA 7.10 ~ FIP ~ Diagrama de barras do serviço SDN
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C . tffvzzi 
1 --------- --| 
!tr‹: = taum 9 
1 --------- --I 
7.1.2.4 Requisição de transferência de mensagem com 
reconhecimento (SDA) 
A figura 7.11 apresenta as transações do serviço SDA nas 
suas 3 fases (indicadas no item 7.1.2.3), para 3 condições 
distintas: 
- sem erro (a); 
- com erro no RP_ACK entre C e P (b); 
- sucessivos erros no RPMACK entre o consumidor e o 
árbitro (c). 
As mesmas considerações tecidas em 7.1.2.1 são cabíveis 
para as segunda e terceira condições, quanto à inconsistência 
dos resultados das transações em distintas estações, sendo que 
no serviço SDA esta inconsistência é mais critica. 
Na última transação, a recepção de um RP_MSG_ACK com erro 
pelo árbitro não interfere no resultado final da transação, se 
um RP_ACK è recebido com sucesso. Se um RP_ACK for recebido 
corretamente pelo produtor, mas não o for pelo árbitro, o 
serviço é reexecutado. Se ocorrer o inverso, o árbitro assume 
que o serviço foi bem sucedido.
_ 
Esta problemática está relacionada com a não coincidência 
da entidade de controle de acesso ao meio Físico (árbitro) com 
a entidade produtora. Árbitro e produtor, residindo em estações 
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RP Atx 
FIGURA 7 11 - FIP - Diagrama de barras do servico SDA
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Como a garantia de efetiva transferência é de interesse 
primeiro do produtor e ao árbitro interessa somente reconhecer 
o sucesso do serviço, sem necessariamente receber a informação 
sem erros, a seguinte alteração [FIP89] foi introduzida nas 
especificações do FIP [THOMi87] ETHUMBBJ. 
Nesta proposta o árbitro opera da seguinte forma: 
- difunde um ID_MSG; 
- espera durante to Pelo inicio 
RP_MSG_ACK do produtor; 
- espera durante to pelo inicio 
RP_ACK do consumidor; 
- espera durante tu Pelo início 
RP_FIN (“frame" introduzido 
produtor para o árbitro, para 
serviço). 
na da transmissao de um 
da transmissão de um 
da transmissão de um 
para ser gerado pelo 
indicar o sucesso do 
Em todas as transações posteriores ao ID_MSG o árbitro 
avalia somente a ocupação do meio fisico pelo 
produtor/consumidor antes de decorrer t°, sem se ocupar da 
integridade dos "frames". 
Uma segunda alternativa para a problemática de 
inconsistência, consiste em se deixar ao encargo do produtor o 
controle de repetição do servico, 
solicitação RP DAT MSG 
através de uma nova 
- - 5° áfbítfflz flã janela periódica seguinte 
caso. decorrido tw. não tenha recebido um RP_ACK.
A s equações matemáticas das temporizações para o serviço 




- Tempo de uma transação SDA (iase de efetiva transferência 
da mensagem - MA): 
O sucesso do servico SDA está estreitamente relacionado 
com a não expiração do número máximo de retransmissões pelo 
árbitro. Como as especificações FIP não definem o número máximo 
de retransmissões (nr) do serviço, se adotará nf = 1, para 
manter uma equivalência com o PROFIBUS. Assim, uma transação 
SDA bem sucedida implica na ocorrência de. no máximo, uma 
Pv retransmissao. 
As seguintes condições de erros implicam no disparo de ta 
e decorrente retransmissão: 
(a) erro no "frame" ID_NSG entre A e P; 
(b) erro no "frame" ID_MSG entre A e C; 
(c) erro no "frame" RP_MSG_ACK entre P e C; 
(d) erro no "frame" RP_ACK entre C e P; 
Como há possibilidade de uma única retransmissão, as 
condições de sucesso ou insucesso do serviço são seguintes: 
. Transação NA bem sucedida: 
| -------------------------------------------------------------- --g 
!tMâ=tszr‹'*t 1 1:›__Msma+tsxn|=›*'tr‹w›_,Msa0s_.Ac':|-‹'*'tr‹r=f__mc::›‹*'tsn:›r›~+trzr›__r= xN"'teu›Ar~*'4Í`-'rr›9 1 
| ______________________________________________________________ --1 
sem retransmissões (twR); 
1 
------------------------- --1 
!tMA = tan + t¡v_MQ@ + to !,com uma retransmissão por (a)¡ 
s 
--------- -~- -------------------- --1
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!tM« = tmn + tznmmwa + to !,com uma retransmissao por (b) 
ou (c); 
gtM^ = tmn + txnmmag + tmnw + twwmnmomncu + to + E-ÊTHQI com 
| ______ _._.._..__._._..... _.. _______ ...___ ______ _..__..._...._..__..___..__...|
m uma retransmissao Por (d) 
. Transacão MA mal sucedida: 
!tM« = 2.(tzumM9@ + t0) = E.t,» !,com duas retransmissöes 
1 - - - - - - - - - - - - - - - - - ~ - - - - - - --1 
por (a); 
! 
~ » _ _ * _ Ç _ _ _ _ _ _ . --_ _____________________________________ --g 
! tmn: Ê. (Í :I:l:›_.ÇMm‹:a + ten-›r›~ * tmr='...Me¬ao:a.._mr.:›‹ *' to 4' Ê - t"rx;›) = Ê . tr-me! 
1 ---------------------------------------------------- *-' 
com duas retransmissöes Por (b) ou (c); 
|_...._._..._.__...._...._._.._. _._.....______............_....____.._.___._._.........._._........._._.____........_....| 
!tmn=Ê ‹ t 1 r›..4.|~›\s:›‹.'-:~›+tsúr.›r-'°'tww*._.Ms.n.a_,nr;+‹+ts=:›c:+to¬‹F›...nc:›‹+to*'3 
- tva) = Ê - tmn! !_~~_____~________«__ 
com duas retransmissões por (d); 
Êtmn = tân + tem 
ÊÊMA = tan + tan 
Êtmn = Êem * tan 







uma retransmissão por (a) e outra 
b); 
uma retransmissão por (a) e outra 
Ó); 
uma retransmissão por (b) e outra
d)
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Hifiann = tem "' tmn 9 
|...._.._...._.....__._....._...._._..__.| 
. . 
b . ti-"‹€ÍšÍ 
!to=ac:x = te¡:›n-\ 5 
| --------- --I 
C. t|='‹:I 
| --------- --1 
Ita-1 = tzm:›n Ê 
| --------- --| 
7.1.2.5 Ciclo elementar 
A figura 7.12 apresenta um exemplo de um ciclo elementar, 
1 
1 ‹ uu :u em suas jane as: periodica (transmissao e retransmissao), 
mensagem e aperiódica. 
a. Serviço Periódico: 
O serviço periódico è implementado através das 
na transações TB, que: sao as únicas transações do FIP cujo tempo 
de acesso é garantido, não concorrem com outros servicos e não 
dependem do volume de informações em transferência. 
b. Serviço aperiódicoz 
0 serviço aperiódico é solicitado ao árbitro na janela 
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de prioridade, organizadas no árbitro: urgente e normal, sendo 
que as primeiras têm precedência sobre as segundas. 
c. Servico de mensagem: 
Os servicos de mensagem com e sem reconhecimento não 
possuem resolução de prioridades, mas nas demais 
características são similares ao servico periódico.
A-34 
7.2 REDES DE PETRI (RdP) 
A seguir são apresentados conceitos gerais introdutórios 
das RdP (fig. 7.13) Predicado-Ação, Temporizadas e Temporizadas 
Extendidas. 
7.8.1 RdP Predicado - Ação 
As RdP Predicado-Ação são RdP que têm associadas a cada 
transição uma expressao do tipo (figura 7.13.b)z 
"quando Pa(×), faça A¢(×)" 
Onde: 
- P@(×) é o predicado associado a "t" que age sobre "×"; 
- At(×) é a ação associada a "t" que é executada sobre "×". 
Para uma transição "t" ser disparada é preciso que "t" 
esteja habilitada e que Pt(x) seja verdadeiro. No disparo de 
"t" a ação At(×) é executada, de forma indivisivel. 
No âmbito dos protocolos de comunicação, a representação 
do tipo RdP Predicado-Ação associada a transmissão de mensagem 
é de particular interesse. Uma notação especifica foi 
introduzida para indicar ações de transmissão de uma mensagem M 
(IM) e predicados de recepção de uma mensagem M (?M). As RdP 
Predicado-Ação foram utilizadas no desenvolvimento dos modelos 
em RdP das entidades comunicantes em cada serviço e do meio 







lugar(p) arco transição(t) t Hhenph) 0° 
X' Ê 




(c) RdP Temporizada (d) Rd? Temporizada Extendida 
5"* iu [×-X] t[a.b] 
FIGURA 7.13 - Redes de Petri ‹RúP› 
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7.8.8 RdP Temporizada e com temporização 
A RdP temporizada é uma extensão da RdP, que permite 
associar o tempo ao comportamento do sistema representado pela 
RdP. Dentre os modelos de RdP temporizadas [MENAB7], as Time 
Petri Net (TPN), são as mais gerais ({ig.7.13.c), tendo sido 
propostas por Merlin em 1974. As TPN associam a cada transição 
um intervalo de tempo Ea, b] (0 ( a ( b, b não limitado) dentro 
do qual a transição deverá ser disparada, medido do instante em 
que foi habilitada. 
~ ( P, T, I , O, 6 ) 
- 6 = Eai, bi] a cada ti T, U (ai(bi, bi [U,0° J 
intervalo estático de disparo de fi 
ai (EFT estático): tempo estático minimo de disparo 
bi (LFT estático): tempo estático máximo de disparo 
LFT ~ EFT: intervalo estático de disparo da transição 
estados: S(M, J) 
J: intervalo de tempo dinâmico de disparo da 
transição = bi ~ ai 
O disparo de uma transição t em um tempo 9 de um estado S 
= (M, J), ocorrerá se: 
- t é habilitado por M; 
- 6 está compreendido entre EFT e LFT 
Ao ser disparada; o estado passa a S' =(M', J') onde: 
M'= N (P) - I (t, P) + O (t, P)
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J': - vazio, para as transições não habilitadas por N' 
- para todas as transições k habilitadas por M e não 
em conflito com t (deslocamento para a origem e 
truncamento de valores negativos: 
J'k = max (0, EFTk - 6) 
EFTn, LFTfl são os limites de JR 
- todas as demais transições tem seu intervalo de 
disparo igual ao intervalo estático (habilitadas 
por M'e em conflito com t ou nao habilitadas por 
M). 
7.8.3 RdP Temporizadas Extendidas (RdPTE) 
As RdPTE são uma extensão das TPN, na qual uma função 
densidade de probabilidade é associada ao intervalo Eai, bi] de 
disparo das transições da TPN (fig. 7.13.d). 
A RdPTE é o par: 
RdPTE = (TPN, FO) 
onde: 
FO: Tr -) F* 
tj -) tj(x) = O se × Eaj. bj] 
) O se x Eaj, bj] 
bj 
VJ, 1 ( J ( n e fj(×).d× = 1
aí
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F0 é a função densidade de probabilidade de disparo inicial (F* 
nv é o conjunto das funções nao negativas). 
Os estados em RdPTE são triplas S = (M, I, F), 
consistindo de: 
- função marcação M que satisfaz (Vp P, M(p) ) O); 
- função intervalo de disparo I, que associa a cada 
transição da rede um intervalo de tempo dentro do qual 
a transição é habilitada para disparo (Vt T, (I(t) = 
O se t não é habilitada); 
~ função densidade de probabilidade F, que adiciona a 
cada transição com intervalo de disparo não-vazio uma 
distribuição no tempo (F), que caracteriza a sua 
probabilidade de disparo ao longo de I. 
Assim, o disparo da transição t, no máximo no tempo 0, do 
estado S (M, I, F), ocorre se: 
- a transição t é disparável na RdPT básica; 
- a probabilidade de disparo da transiçao antes ou no 
tempo O não é zero. 
O próximo estado S'= (M', I', F') alcançado à partir de S 
com o disparo de t, é processado com o algoritmo: 
- as marcações e os intervalos de tempo sao ajustados 
segundo as regras referentes às TPN.
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av a nova funcao densidade de probabilidade F' é computada 
Para cada transicão habilitada por M', como segue: 
. Para toda transicão tw habilitada por M e não em 
-na conflito com t, entao: 
t'§‹()() = Para EFT';‹ ‹ X ‹ LFT'|.< 
1 -/.. ‹e› 
= D, em caso contrário 
onde /9« (6) e probabilidade acumulada de fu (x) no 
intervalo [0,9] 
O -) instante de disparo dentro do intervalo 
estático de t. 
. para todas as transições recém habilitadas (ou seja, 
habilitadas por N'mas não habilitadas por M-I (t,~>), 
a função densidade de probabilidade está amarrada a 
seus valores iniciais.
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7.3 DESCRIÇÃO SUCINTA DO ARP 
O Analisador/Simulador de Redes Petri Temporizadas 
Extendidas (ARP) é uma ferramenta computacional dedicada à 
análise e simulação de RdPlE, desenvolvida pelo Laboratório de 
Controle e Microinformática (LCMl) do Departamento de 
Engenharia Elétrica da UFSC. O manual do usuário da atual 
versão é apresentado em [LCMIB9]. Um diagrama funcional geral 
do ARP é apresentado na figura 7 14. 
Especificacao em RdP 
Ordinaria 








_ Vfiflflfiâdflf Analisador-Simulador RdP Desempenho 
Gralo de Estados 
Prova de Tempo Medio. 
Equivaiencia Estatisticas Propriedades 
FIGURA 7.14 ~ Diagrama de blocos de ARP [|“'1êZI89]
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a. Funções: 
As funções implementadas no ARP são: 
- análise direta de máquinas de estados, grafos de 
eventos, invariantes de lugar, invariantes de 
no transição, enumeraçao de marcações e projeção; 
- análise indireta de enumeração de marcações, máquinas 
de estados e grafos de eventos; 
‹ Iv ru simulaçao nao temporizada, através das sub-funções 
" . . . - M u " . › . . »v " inibir transiçoes e iniciar simulaçao ; 
- análise temporizada, com enumeração de classes de 
estado, simulação e avaliação de desempenho; 
~ redução da RdP, através das sub-funções redução passo- 
uv ou a passo. inibiçao de regras, inibiçao de transições, 
inibição lugares e inicio da redução. 
b. Caracteristicas gerais: 
O ARP permite a análise de uma RdPTE com no máximo 150 
lugares e 150 transições, com intervalos de disparo estáticos 
variando entre E0, 38000] e número máximo de fichasaigual QU999 
para cada lugar. Na análise de desempenho é permitida a 
definição pelo usuário de até 10 marcações destino e uma 
marcação origem.
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7.4 MODELOS EM RdPTE 
7.4.1 PROFIBUS 
Adicionalmente ao modelo do servico SDA (fig. 4.8), os 








1 Servicos RDR/SRD (SDA/RDR/SRD) 
Modelo: idem SDA (fig.4.8); 
Considerações; o aspecto que diferencia estes serviços 
do SDA é a temporizaçäo relativa aos "frames" de 
na iniciaçao e resposta (tva e taa); 
Restrições: 
- não representadas as transações de escrita remota e 
local; 
- não representadas as distintas condições e respostas. 
E Serviço SDN 
Modelo: figura 7.15; 
Considerações: 
- tconf (interface com o usuário local) indica, 
localmente,a execução bem sucedida do serviço;
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FIGURA 7.15 - PROFIBUS - Modelo em RdPTE do serviço SUN 
[PROFISDN] 
4.1.3 Servicos CRDR e CSRD (P) 
a. Modelo: iigura 7.16 (fig. 7.1Ó.a para equivalente 
reduzido) 
b. Considerações: 
- o serviço inicia com tcreq e é concluido na estação 
local em tDK (com sucesso), terr (com erro de 
comunicação) e tTO (com "time~out“); 
~ o desativação do serviço é iniciada com tdreq e 
concluída com tdconí, após M (pfeito) = na (treq, tOK, 
terr, tTD e tdreq são a interface com o usuário local 
da camada enlace;
tcreq[tat] 



































FIGURA 7.16 ~ PROFIBUS - Modelo em RdPTE do servico periódico 
EPROFIP] 
tnext é o tempo entre duas ativacöes sucessivas do 
servico periódico; 
pfazer acumula as transações pendentes da "Po11_1ist" e 
pfeito as transações já executadas; 






~ näg degçreve tfin, considerado através de pE e tativa. 
quando concorrendo com outros servicos; 
- representa o servico periódico de uma única estação 
fu mestre. Nao representa as demais estações, podendo-se 
assumir que tenham um comportamento similar. 
4.1.4 Transferência do "token" (TOK) 
a. Modelo: figura 7.17 (figura 7 17.a para equivalente 
reduzido); 
b. Considerações: 
~ a transferência inicia com tTT e é concluída com t0K 
(com sucesso e/ou uma ou mais retransmissões) ou com 
tnDK (com "time~out"); 
~ o estado inicial indica: "iminência da transferência do 
"token". 
c. Restrições 
~ a conclusão da transferência se dá com a recepção pela 
estação local do primeiro caracter do "frame", 
independentemente da conclusão da transmissão do 
"frame" pela NS; 

















































































7.4.1.5 Rotação e utilização do "token" 
a. Modelo; figuras 7.18 para rotação e 7.19 para utilização 
(figuras 7.18.a e 7.19.a para equivalentes reduzidos). 
b. Considerações: 
- tTH8 representa a retenção do "token" em cada estação; 
- tTH1 representa a retenção do token na presente 
estação; 
~ pnO e pn1 são as estações anteriores e posteriores à 
recepção "token", respectivamente; 
- o estado inicial do modelo [PRUFITTH] consiste em M(pE) 
= M(pk) = 1 e indica: "aquisição do token pela TS". 
c. Restrições: não prevêem a eliminação de uma estação da 
Live_list, caso a passagem do "token" para a mesma seja 
mal-sucedida. 
À partir de combinações dos modelos anteriores pode~se 
representar condições de concorrência entre os serviços e mais 
uv de uma estaçao mestre no barramento. 
7.4.1.6 Multiplicidade de transações aperiódicas e de mensagem 
(MUP/N) 
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FIGURA 7.80 - PROFIBUS - Modelo em RdPTE do servico de mensagem 
e aperiódico EPROFIUP/M] 
b. Considerações; 
representa os servicos precedentes. gerados a uma taxa 
tu, até o esgotamento da capacidade do "buffer" (na), e 
enfileirados em vw para execucão segundo a 
disponibilidade do (pE), considerando a prioridade 
relativa do servico na estacão (tx); 
representa todos os servicos aperiódicos e de mensagem 
do PROFIBUS. coníorme a tabela da figura 7.20.a; 
tx representa a prioridade relativa dos servicos, 
concorrendo com tativa (fig. 7.16) e tout (fig. 7 19), 
na saida do lugar pE.
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Se se gerar um modelo da figura 7.20 para cada uma das 
condicões descritas na tabela da figura 7.EO.a (num total de 6 
modelos) e combinar-se esses modelos entre si, pela fusão dos 
seus lugares pE (servicos aperiódicos de alta e baixa 
prioridades, de mensagem com e sem reconhecimento e de alta e 
baixa prioridades) o modelo resultante representa genericamente 
todas as combinaçñvu dos servicos aperiódico e de mensagem. 
Adicionalmente, se se combinar este resultado com o 
modelo da figura 7.19 o modelo resultante representa uma 
configuracão mono~controlador completa do PROFIBUS. 
7.4.1.7 Servico periódico combinado (P + TTH) 
a. Modelo: combinacão dos modelos das figuras 7.tó e 7.19 
pela fusão dos seus lugares pE. 
b. Consideracäo: representa a perturbacão provocada por uma 
configuracão multimestre na execucão do servico 
Periódico. 
7.4.1.8 Servicos periodico, aperiódico e de mensagem 
combinados 
a. Modelo; combinacäo dos modelos das figuras 7.16, 7.19 e 
7.80, através da fusão dos lugares pE, conforme a figura 
7.21 (SR + TTH).
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FIGURA 7.81 - PROFIBUS - Modelo em RdPTE mais completo 
EPROFISR] 
Considerações: 
CPRUFIUPLJ e LPROFIUPHJ são os modelos da figura 
7.80.b, configurado para representação dos serviços 
aperiódicos de baixa e alta prioridade, 
respectivamente; 
[PROFINAJ e EPROFINNJ são os modelos da figura 7.20.b, 
configurado para representação dos servicos de mensagem 
com e sem reconhecimento, alta e baixa prioridades, 
respectivamente; 
o modelo resultante é a representação mais completa que 




7 4.2.1 Servico de transferência de "Buffer" (TB) 
a. Modelo: figura 7.88 (figura 7.EÊ.ã Pãfã @qUÍVa1e"t9 
reduzido. 
b. Consideracöes: 
o servico inicia com tgate e é concluido em tOK (com 
sucesso), em tnDK (com erro de comunicação no "frame" 
de recepção) ou em t0 -(com erro de comunicação no 
u 'V "frame de transmissao). No produtor e no consumidor, a 
conclusão do servico ocorre em tSENT e tRECEIVED 
(interface com os usuários produtores e consumidores de 
:u in+ormacao, respectivamente); 
tativar é o instante em que o produtor acessa o meio 
fisico (instante de inicio da transmissão do campo, 
PNE) e parada do contadores t0 no árbitro e t1 no 
consumidor, descontado o tumpu de propagacão do sinal 
no meio $isico; 
as combinações de pi, pã, p3 e p4 definem n zvzultado 
do servico no consumidor; 
tDPA, tDPC é' o atraso no reconhecimento do inicio do 
"frame" resposta no árbitro e consumidor, 
respectivamente; 
PQPC/pAPC', PAPV/pAPV', PPAC, pPAV¡ PACC/pACC', 
DACV/DACV' e pPCC, pPCV são os segmentos de meio 
fisico entre árbitro e produtor, árbitro e consumidor, 
















































































































_ . . ' 
: N( APV) = o estado inicial deste modelo consiste em P 
M( APV') ~ M(pACV) = M(pACV') = 1 (meio físico vazio e P _ 
_ . V|I'dl M(POP) = M(pOA) = M(pOC) - 1 (entidades em 1 e 
state"). 
¿¢ demais transicões são correspondentes àfi 
temporizacões do servico, descritas no Capitulo 3- 
` 
. . . d o consumidor somente Qëfã 3 Prlmltlva tRECEIVED qua" O 
ambos os "¡rame5«, TF E RF, foram recebidos inte9ros¡ 
_ na Ocorrência do "time_out~ to, o tempo de reacao tanâw 
esta considerado em tn; 
Restricõesz
E 
lv nao representa as distintas respostas possíveis do 
produtor (RP_DAT, RD~DAT_ROi, RP_DAT_MSG), em funcão 
das solicitações dos servicos aperiódico e de mensagem; 
não representa os servicos de escrita (L_PUT) e leitura 
(L_GET) locais e sua interacão (partilhamento do 
"buffer") com o servico TB; 
supõe que os eventuais erros que possam ocorrer em um 
determinado segmento do meio fisico são independentes 
dos demais segmentos; 
Servico requisicão explicita de transferência de "buffer" (IDRO) 
Modelo; figura 7.28 (fig. 7.E3.a para equivalente 
reduzido), da fase de transferência da lista de 
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FIGURA 7.23 - FIP - Modelo em RdPTE do servico UP 
EFIPIDRO] 
b. Considerações: 
tconfUP (interface com o usuário produtor de 
informação) não assegura a transferência bem sucedida 
da lista de variáveis; 
tOH e tnUK indicam o resultado da execucão da transação 
IDRO, para o árbitro;
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7.4.2.3 Servico SDN (MN) 
a. Modelo: figura 7.28 (fig.7.E2.a para equivalente 
reduzido), da fase de transferência de mensagem da janela 
de mensagem (MN). 
7.4.8.4 Servico SDA (MA) 
a. Modelo: figura 7.24 (fig. 7.E4.a para equivalente 
reduzido), da fase de transferência de mensagem (MA). 
b. Considerações: 
- o servico inicia com tgateâ e é 'concluido com terro 
(expiracäo do número máximo de retransmissöes) ou tSDAr 
(execucão bem sucedida); 
~ a conclusão bem sucedida do servico no produtor e no 
consumidor é indicada nas transicões tconfMA e tindMA, 
respectivamente; ` 
- a reinicializacão de par/pr pode se dar diretamente 
através do disparo de terro ou através de sucessivos 
disparos de top, na conclusão bem sucedida do servico. 
c. Restricõesz a transacäo final (tFIN) não esta definida 
nas especificações formais do FIP, tendo sido adotada à 
partir dos resultados do Capitulo 3, baseada em EFIPB9J. 
Dos modelos anteriores somente TB representa 
completamente o servico. Os modelos completos para os servicos 
aperiódico e de mensagem são resultantes de combinacões dos 
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FIGURQ 7.24 - FIP ~ Modelo em RdPTE do servico SDA [FIPMAJ 
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as janelas periódica, aperiódica e de mensagem, bem como 
combinações das mesmas. 
7.4.2.5 Servico periódico (P) 
a. Modelo: íigura 7.25 (fig.7.85.a para equivalente 
reduzido). 






I O “fa vvfllø jp- " 0 
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tsent [FIPTB] >treceive 
pk pl 
FIGURA 7.85 - FIP - Modelo em RdPTE do servico periódico 
[FIPP] 
b. Considerações; pinp e poutp são os lugares de entrada e 
saida da janela periódica. 
c. Restrições: não representa os ciclos de retransmissão de 
variáveis, presentes na janela periódica.
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ensagem (SDA/SDN) - M) 7.4.2.6 Servico de m 
para equivalente a. Mode lo: figur 
reduzido). 
p1nHN 
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de mensagem - FIP - Modelo em RdPTE da janela 
[FIPN] 
öes~ 
OMA são os lug 
b. Considerac . 
` filaMA e poutMA, p p411aMN, P 
em; 
- PinMN, 
` la de mensag de entrada e saida da Jane 
ãI`ES
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pfilaMA/pfilaMN e POMN/POMA são as filas de mensagem 
(SDN e SDA, respectivamente) no produtor e no árbitro, 
respectivamente. 
pgateMN e pgateMA são os lugares de ativação das 
transações de mensagem; 
toutMN é a transição de interface entre os servicos SDN 
e SDA. ativado quando pfilaMN = O; 
tw" é o tempo máximo alocado para o início da 
desativação da janela de mensagem. 
c. Restrições: 
7.4.2.7 
todas as requisições para transações do serviço SDN tem 
Precedência sobre o SDA (estabelecimento de 
prioridade); 
o tempo de execução da janela é limitado pelo menor 
entre o número máximo de transações solicitadas e o 
Iv vv tempo tmn mais o tempo da transaçao em execuçao. 
Serviço aperiódico (UP) 
a. Modelo: figura 7.27 (fig. 7.27.a para equivalente 
reduzido). 
b. Considerações: 
pinUPH/pfilaUPL/pfilaUPH e poutUPL/pOUPL/pOUPL/ POUPH 
são os lugares de entrada e saida da janela, 
respectivamente; i 
pfi1aUPH/pfilaUPL e pOUPH/pOUPL são as filas de espera 



































































































no caso de insucesso de uma transação RETB ela será 
repetida posteriormente (pfi1aUP); 
pgateUPH e pgateUPL são os lugares de ativação das 
transações aperiódicas; 
toutUPH é a transição de inter{ace entre os serviços de 
alta e baixa prioridades, ativada quanto pfila UPH=0; 
tm» é o tempo máximo alocado para o inicio da 




o tempo de execução da janela periódica é limitado pelo 
menor entre o número máximo de transações solicitadas e 
o tempo, tag mais o tempo da transação UP (e 
transferências tTB associadas), em execução; 
a temporização tmn não interrompe a execução de uma 
lista nIDa em curso. 
Ciclo Elementar (SR) 
ac Modelo; figura 7.28. 
b. Considerações: 
tu's são os "request" dos usuários da camada enlace; 
pk e pl são lugares de interface para representação das 
solicitações do usuário no serviço TB (fig. 7.28); 
nMN, nMA, nUPH e nUPL são as dimensões máximas das 
filas de mensagem e aperiódica¡ 
tSYN representa o ciclo de sincronização para espera do 
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FIGURA 7.88 - FIP - Modelo em RdPTE do ciclo elementar 
completo [FIPCE] 
. Restrições: 
fazendo-se tas = O tem-se a representação do ciclo 
elementar de um macro-ciclo sem sincronização; 
a utilização de pk e -pl, para representação das 
diferentes respostas em uma transação TB. é uma forma 
simplificada de se evitar uma representação de grande 
dimensão, sendo possivel somente devido às transicöes
_ 
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de saida de pk e pl serem temporizadas com o limite 
'
/ iníerior do intervalo diferente de zero. Esta 
representação não considera a perda da transferência de 
uma solicitacäo ao árbitro no servico TB; 
o modelo apresentado é o mais completo que se pode 
na obter com a combinacao dos modelos anteriores, podendo 
ser simplificado, segundo combinações especificas, tal 
como apresentada na figura 7.8B.a, Para um ciclo com 
somenle as janelas periódica e aperiódica.
\
