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Desingularization of binomial varieties in arbitrary
characteristic.
Part I. A new resolution function and their properties.
Roc´ıo Blanco
∗
Abstract
This paper is devoted to give all the technical constructions and definitions that will lead to
the construction of an algorithm of resolution of singularities for binomial ideals.
We construct a resolution function that will provide a resolution of singularities for binomial
ideals, over a field of arbitrary characteristic. For us, a binomial ideal means an ideal generated
by binomial equations without any restriction, including monomials and p-th powers, where p
is the characteristic of the base field.
This resolution function is based in a modified order function, called E-order. The E-order
of a binomial ideal is the order of the ideal along a normal crossing divisor E.
The resolution function allows us to construct an algorithm of E-resolution of binomial basic
objects, that will be a subroutine of the main resolution algorithm.
Keywords: Resolution of Singularities, Binomial ideals.
Mathematics Subject Classification 2000: 14E15.
Introduction
In this paper we consider binomial ideals without any kind of restriction, and we construct a reso-
lution function t based in a modified order function, called E-order.
The order function and its weighted variants are classically used as useful ingredients to construct
resolution functions in the general case, over a field of characteristic zero. See for example Encinas-
Villamayor [7] or Encinas-Hauser [6].
Bierstone and Milman use in [1] the Hilbert Samuel function as resolution function. They con-
struct an algorithm of resolution of singularities, free of characteristic, for reduced binomial ideals
with no nilpotent elements. In particular, their algorithm applies to toric ideals.
The new resolution function t given in this paper provides combinatorial centers of blowing-up.
This type of centers preserve the binomial structure of the ideal after blowing-up, what let us ensure
the existence of a hypersurface of maximal contact which to make induction on the dimension of the
ambient space at every step of the resolution process.
This paper is followed by Desingularization of binomial varieties in arbitrary characteristic.
Part II. Combinatorial desingularization algorithm where we construct an algorithm of resolution of
singularities based in this resolution function. The construction of the algorithm, that is the aim of
∗Partially supported by MMT2007-64704.
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1 NOTATION AND FIRST DEFINITIONS 2
this two articles, needs some technical tools of resolution of singularities. For an easier reading, we
present these results in two parts. This first part is the most technical one and it is not essential to
obtain an idea of the running of the algorithm, which is given in Part II.
In section 1 we define the E-order function, and we prove its main properties in section 2. The
resolution function t is defined in section 3. A subroutine of the main algorithm constructed in Part
II is given in section 4.
I thank Santiago Encinas for numerous useful suggestions to improve the presentation of this
paper. I am also grateful to Antonio Campillo for his help during all this time.
1 Notation and first definitions
Thereafter,K denotes an algebraically closed field (in particular, we will useK is perfect) of arbitrary
characteristic, W will be the regular ambient space.
Remark 1.1. At any stage of the resolution process, W = ∪iUi, where Ui ∼= AnK . In what follows
we work locally, inside any affine chart Ui, we consider an open set W .
Let E = {V1, . . . , Vr} be a simple normal crossing divisor in W . E defines a stratification of W
in the following way: we consider the regular closed sets
EΛ =
⋂
λ∈Λ
Vλ where Λ ⊆ {1, . . . , r},
by definition E∅ := W , then each E
0
Λ = EΛ \ ((∪j 6∈ΛVj) ∩ EΛ) is locally closed, regular and
W =
⊔
Λ
E0Λ.
Therefore, for every ξ ∈W there exists a unique Λ(ξ) ⊆ {1, . . . , r} such that ξ ∈ E0Λ(ξ).
Remark 1.2. At the beginning of the resolution process W = Spec(K[x1, . . . , xn]), dim(W ) = n.
Fix the normal crossing divisor E = {V1, . . . , Vn}, where Vi = V (xi) for each 1 ≤ i ≤ n, to define a
stratification of W .
1.3. Let J ⊂ K[x] = K[x1, . . . , xn] be a binomial ideal (generated by monomial and binomial
equations). Fixed a monomial ordering in K[x], compute a Gro¨bner basis of J . It is known that
the reduced Gro¨bner basis of a binomial ideal is binomial, see [5]. The analogous result for standard
basis is tested for reduced binomial ideals with no nilpotents in [1].
Therefore, we start with a binomial ideal J =< f1(x), . . . , fm(x) >⊂ K[x] such that the set of
generators {f1(x), . . . , fm(x)} is the reduced Gro¨bner basis of J .
After a blowing up W ′ →W , binomial equations of the type
1− µxδ, with µ ∈ K, δ ∈ Nn
appear naturally in the transform ideal of J . The points ξ′ ∈ W ′ outside the exceptional divisor
where 1 − µxδ vanishes, satisfy xδ(ξ′) 6= 0. We denote as yi each variable xi that do not vanish
anywhere over V (J) ∩ V (1 − µxδ). And, in what follows, we work in localized rings of the type
K[x, y]y.
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Remark 1.4. At any stage of the resolution process, W = ∪iUi, where Ui ∼= AnK , is the regular
ambient space over K. Inside any chart Ui we consider the open set
W = Spec(K[x, y]y) = Spec(K[x1, . . . , xs, y1, . . . , yn−s]y) ⊂ A
n
K .
Definition 1.5. Let J ⊂ K[x, y]y be an ideal. We will say J is a binomial ideal if it is generated
by binomial equations of the type
J=<f1(x, y), . . . , fm(x, y)> with fi(x, y)=x
λi (1− µiy
δi) or fj(x, y)=x
νj (yγjxαj − bjx
βj ), (1)
with αj , βj ∈ Nn, δi, γj ∈ Zn, λi, νj ∈ Nn and µi, bj ∈ K for every 1 ≤ i, j ≤ m. And where, for
each j, every equation of the type yγjxαj − bjxβj has no common factors.
Denote |αj | =
∑s
k=1 αj,k and |βj | =
∑s
k=1 βj,k. Assume 0 < |αj | ≤ |βj |.
Remark 1.6. Note that the variables yi, 1 ≤ i ≤ n− s, with δi 6= 0 are invertible in the local ring
OW,ξ, where
ξ ∈ V (1− µyδ) ⊂
⋂
{i| δi 6=0}
{yi 6= 0}.
Definition 1.7. We say {α, β, γ} ∈ Zn, are disjoint when they satisfy
αl 6= 0⇒ βl = γl = 0, βm 6= 0⇒ αm = γm = 0, and γt 6= 0⇒ αt = βt = 0
for every 1 ≤ l,m, t ≤ n.
That is, in the definition 1.5, {αj , βj, γj} are disjoint. And, {αj , βj , δi} are also disjoint.
Definition 1.8. Let J ⊂ OW be a binomial ideal as in 1.5. The binomial equations of J of the
form 1− µyδ, with µ ∈ K, δ ∈ Zn, are said to be hyperbolic equations of J .
Notation 1.9. A unique non hyperbolic binomial equation without common factors, will be denoted
f(x, y) = yγxα − bxβ where α, β ∈ Nn, γ ∈ Zn, b ∈ K and 0 < |α| ≤ |β| (2)
α = (α1, . . . , αk, 0, . . . , 0), β = (0, . . . , 0, βk+1, . . . , βk+(s−k), 0, . . . , 0) and γ = (0, . . . , 0, γ1, . . . , γn−s)
for some 1 ≤ k ≤ s.
We are going to define a modified order function, the E-order, as an order along a normal crossing
divisor E. This definition works for any ideal, although we will apply it only to binomial ideals.
Definition 1.10. LetW = Spec(K[x, y]y) be the regular ambient space. Let J ⊂ OW be a binomial
ideal as in 1.5. Let E = {V1, . . . , Vn} be a normal crossing divisor in AnK . Let ξ ∈ W be a closed
point and let Λ(ξ) be a subset of {1, . . . , n} such that ξ ∈ E0Λ(ξ). We call E-order of Jξ in OW,ξ to
the order of the ideal with respect to the I(E0Λ(ξ))ξ-adic topology
E-ordOW,ξ(Jξ) = max
{
m ∈ N/ Jξ ⊂ (I(E
0
Λ(ξ))ξ)
m
}
.
Definition 1.11. Let J ⊂ OW be a binomial ideal as in 1.5. Let ξ ∈ W be a point. The E-order
function (associated to J) is defined as follows,
E-ordJ : W → N
ξ → E-ordJ (ξ) = E-ordξ(J) := E-ordOW,ξ(Jξ)
The E-order of J at ξ will be denoted E-ordξ(J). The E-order of any binomial equation f ∈ J at
ξ, is defined as the E-order of the ideal < f > at the point ξ.
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Remark 1.12. Note that E-ordJ computes the order of the ideal J alongE∩W = {V (x1), . . . , V (xs)}.
Remark 1.13. Observe that the E-order of f is constant along the points in E0Λ(ξ). Since to
compute the E-order are only relevant the coordinates of the point ξ that are contained in some
hypersurface Vj ∈ E, j = 1, . . . , n.
Remark 1.14. Since E0∅ = W \ (∪
n
i=1Vi ∩W ) then I(E
0
∅) = I(W \ (∪
n
i=1Vi ∩W )) = < 0 >. Then
for every binomial ideal J ⊂ OW , J 6=< 0 >, and for each point ξ ∈ W \ (∪ni=1Vi ∩W ) it holds
E-ordξ(J) = 0.
Definition 1.15. An affine binomial basic object along E (BBOE) is a tuple B = (W, (J, c), H,E)
where
• W = Spec(K[x, y]y) = Spec(K[x1, . . . , xs, y1, . . . , yn−s]y) ⊂ AnK .
• E is the set of normal crossing regular hypersurfaces in AnK , such that
E = {V (x1), . . . , V (xs), V (y1), . . . , V (yn−s)}.
In the open set Spec(K[x, y]y) we have E ∩ Spec(K[x, y]y) = {V (x1), . . . , V (xs)}.
• J is a binomial ideal as in (1.5), and c is a positive integer number.
• H ⊂ E is a set of normal crossing regular hypersurfaces in W .
Definition 1.16. A non affine binomial basic object along E is a tuple B = (W, (J , c), H,E) which
is covered by affine BBOE. Where
• W is the regular ambient space over a field K of arbitrary characteristic.
• E is a set of normal crossing regular hypersurfaces in W.
• (J , c) is a binomial pair, that is, J ⊂ OW is a coherent sheaf of binomial ideals with respect
to E, as defined in 1.5, satisfying Jξ 6= 0 for each ξ ∈W, and c is a positive integer number.
• H ⊂ E is a set of normal crossing regular hypersurfaces in W.
Remark 1.17. In most cases, we work locally with affine BBOE (W, (J, c), H,E) with the notation
introduced in 1.15, without specify that this BBOE is an affine BBOE.
The definition of E-singular locus along a normal crossing divisor E is analogous to the usual
definition of singular locus.
Definition 1.18. Let J ⊂ OW be an ideal, c a positive integer. We call E-singular locus of J with
respect to c to the set,
E-Sing(J, c) = {ξ ∈ W/ E-ordξ(J) ≥ c}.
Remark 1.19. Hironaka introduces the notion of equivalence of pairs and using this notion, the
definition of idealistic exponent or idealistic pair as an equivalence class of such pairs. See Hironaka
[12] for more details.
Definition 1.20. Let W be a regular scheme. Let J1,J2 be coherent ideal sheafs in W and let
c1, c2 be positive integers. The pair (J1, c1) is said to be equivalent to the pair (J2, c2) if for every
morphism h : Spec(A)→W where (A, ν) is a valuation ring,
ν(J1A)
c1
=
ν(J2A)
c2
where JiA is the ideal in A generated by Ji by means of h.
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Therefore, the E-order is well defined in the class of idealistic exponents, with the previous
definition of equivalence of pairs.
Remark 1.21. We always consider pairs (J, c) or binomial basic objects (W, (J, c), H,E) along E.
This is because of the following result for the order function.
If the tuples B = (W, (J, c), E) and B0 = (W, (J0, c0), E) define the same basic object, then for every
point ξ ∈ Sing(J, c) = Sing(J0, c0),
ordξ(J)
c
=
ordξ(J0)
c0
.
See [12] or [7] for details.
As a consequence, for every point ξ ∈ E-Sing(J, c), the quotient E-ordξ(J)c can be defined in terms of
the binomial basic object along E, modulo the equivalence relation between idealistic exponents.
Definition 1.22. Let (W, (J, c), H,E) be a BBOE, where W = Spec(K[x1, . . . , xs, y1, . . . , yn−s]y)
and E = {V (x1), . . . , V (xs), V (y1), . . . , V (yn−s)} = {V1, . . . , Vn}. Let H = {H1, . . . , Hr} be a
normal crossing divisor, Hi = V (xj) with 1 ≤ j ≤ s for each i.
We define a transformation of the binomial basic object
(W, (J, c), H,E)← (W ′, (J ′, c), H ′, E′)
by means of the blowing up W
pi
← W ′, along a combinatorial center Z ⊂ E-Sing(J, c), where W ′ is
the strict transform of W . With
• H ′ = {Hg1 , . . . , H
g
r , Y
′} where Hgi is the strict transform of Hi and Y
′ is the exceptional
divisor in W ′.
• E′ = {V g1 , . . . , V
g
n , Y
′} where V gi is the strict transform of Vi and Y
′ is the exceptional divisor
in W ′.
• J ′ = J ! = I(Y ′)θ−c · Jg is the controlled transform of J , where θ = max E-ord(J) and Jg is
the weak transform of J .
Remark 1.23. A combinatorial center is given by the intersection of coordinate hypersurfaces
defined by variables xi.
Definition 1.24. A sequence of transformations of binomial basic objects along E (E(0) = E)
(W (0), (J(0), c), H(0), E(0))← (W (1), (J(1), c),H(1), E(1))←· · · ← (W (N), (J(N), c),H(N), E(N)) (3)
is a E-resolution of (W (0), (J (0), c), H(0), E(0)) if E-Sing(J (N), c) = ∅.
2 Properties of the E-order function
Definition 2.1. A function g : X → (A,≤), where X is a topological noetherian space and A is a
totally ordered set, is said to be upper semi-continuous if
- Im(g) = {a1, . . . , as} is a finite subset of A.
- The sets Fai = {ξ ∈ X/ g(ξ) ≥ ai} are closed for all 1 ≤ i ≤ s.
Remark 2.2. It is very well known that the order function is upper semi-continuous. See for
example [7].
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Proposition 2.3. Properties of the E-order function for binomial equations.
1) Let f(x, y) = yγxα − bxβ be a binomial equation without common factors, α, β ∈ Nn, γ ∈ Zn,
b ∈ K and 0 < |α| ≤ |β|. Let ξ ∈W be a point where yγ(ξ) 6= 0, then E-ordξ(f) ≤ ordξ(f).
2) Let f(y) = 1 − µyδ be a hyperbolic equation, δ ∈ Zn, µ ∈ K. Let ξ ∈ W be a point where
yδ(ξ) 6= 0, then E-ordξ(f) = 0 ≤ ordξ(f).
Proof. It is enough to observe that
E-ordξ(f) = ordE0
Λ(ξ)
(f) ≤ ordξ(f)
by the upper semi-continuity of the order function. Where ordE0
Λ(ξ)
(f) means the order of f at the
generic point of the stratum E0Λ(ξ).
Note that in case (1), if ξi = 0 for any 1 ≤ i ≤ n with αi > 0 or βi > 0, then the equality holds
E-ordξ(f) = ordξ(f).
Remark 2.4. The above proposition still holds for binomial equations with common factors. Since
E-ordξ(x
ν(yγxα − bxβ)) = E-ordξ(x
ν) + E-ordξ(y
γxα − bxβ)
and
E-ordξ(x
λ(1− µyδ)) = E-ordξ(x
λ) + E-ordξ(1− µy
δ) = E-ordξ(x
λ)
with ν, λ ∈ Nn. Note that E-ordξ(xν) = ordξ(xν) for any monomial xν , with ν ∈ Nn, ∀ ξ ∈W .
Corollary 2.5. Let J ⊂ OW be a binomial ideal as in definition 1.5. Then
E-ordξ(J) ≤ ordξ(J)
for every ξ ∈W .
Proof. Let < f1, . . . , fr > be a system of generators of J . By the previous proposition E-ordξ(fi) ≤
ordξ(fi) for each 1 ≤ i ≤ r. Then E-ordξ(J) ≤ ordξ(J).
Proposition 2.6. Let J ⊂ OW be a binomial ideal as in definition 1.5, ξ ∈W . Then
E-ordJ : W → (Z,≤)
ξ → E-ordJ (ξ) := E-ordξ(J)
is an upper semi-continuous function.
Proof. The subset Im(ordJ ) = {n1 < . . . < nl} is a finite subset of Z, since ordJ : W → (Z,≤)
where ordJ(ξ) = ordξ(J), is an upper semi-continuous function. Moreover, E-ordξ(J) ≤ ordξ(J) for
all ξ ∈ W because of J is a binomial ideal. Then Im(E-ordJ) = {m1 < . . . < ms} where ms ≤ nl,
m1 ≥ 0.
Let J =< f1, . . . , fr > be a system of generators of J . The set
Fm(J) = {ξ ∈ W/ E-ordJ(ξ) ≥ m} = Fm(f1) ∩ · · · ∩ Fm(fr).
It is enough to check each Fm(fi) is a closed set for all 1 ≤ i ≤ r:
Assume fi has no common factors. Remind that E-ordξ(fi) = ordξ(fi), for all ξ ∈ W , when
fi(x) = x
α, with α ∈ Nn.
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1.a) If fi(x, y) = y
γxα − bxβ is a binomial equation as in equation (2), then E-ordξ(fi) = ordξ(fi)
for every point ξ ∈ W satisfying yγ(ξ) 6= 0 and ξj = 0 for any 1 ≤ j ≤ n with αj > 0 or βj > 0.
In this case, if m > 0,
Fm(fi) = {ξ ∈W/ E-ordξ(fi) ≥ m} = {ξ ∈W/ ordξ(fi) ≥ m} ∩ (∪iVi)
where E = {V1, . . . , Vn}. Therefore Fm(fi) is a closed set since ordJ is an upper semi-
continuous function.
1.b) If fi(x, y) = y
γxα − bxβ is a binomial equation as in equation (2), then E-ordξ(fi) = 0 for
every point ξ ∈W satisfying yγ(ξ) 6= 0 and ξj 6= 0 for all 1 ≤ j ≤ n with αj > 0 or βj > 0.
2) If fi(y) = 1−µyδ is a hyperbolic equation, δ ∈ Zn, µ ∈ K, then E-ordξ(fi) = 0 for every point
ξ ∈ W where yδ(ξ) 6= 0.
Observe that the points ξ ∈W where E-ordξ(fi) = 0 are only included inside the set
F0(fi) = {ξ ∈W/ E-ordξ(fi) ≥ 0}
which is a closed set since F0(fi) =W .
Therefore, Fmj(J) is a closed set for all 1 ≤ j ≤ s.
Corollary 2.7. Let J ⊂ OW be a binomial ideal as in definition 1.5. Let c be a positive integer
number. Then E-Sing(J, c) is a closed set.
Definition 2.8. Let t be an upper semi-continuous function in W . The top locus of t is the reduced
closed sub-scheme ofW where t reaches its maximum value, that is, top(t) = {ξ ∈W | t(ξ) = max t}.
Definition 2.9. Let J be a coherent ideal sheaf in W .
- The set E-top(J ) = top(E-ord(J )) is said to be the E-top locus of J .
- Let c be a positive integer number, E-top(J , c) = {ξ ∈W | E-ordξ(J ) ≥ c}.
In addition, the E-order function is invariant by the torus action.
Remark 2.10. Let ϕ be the homomorphism of tori
ϕ : T d → T n
t → (ta1 , . . . , tan)
where {a1 . . . , an} ∈ Z
d.
We work with binomial ideals non necessarily toric ideals. Consider the torus action T d on AnK
given by
T d × AnK → A
n
K
(t, ξ) → (ta1ξ1, . . . , tanξn)
(4)
extending the homomorphism ϕ.
Note that the torus action (4) on AnK induces a torus action on the open subset Spec(K[x, y]y) ⊂
AnK given by
T d × Spec(K[x, y]y) → Spec(K[x, y]y)
(t, ξ) → (ta1ξ1, . . . , t
anξn)
(5)
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Proposition 2.11. Let J ⊂ OW be a binomial ideal as in (1.5). Let X be the binomial variety
corresponding to the ideal J , where dim(X) = d. Then
E-ordξ(J) = E-ordT d(ξ)(J)
for all ξ ∈ W , where T d is the torus action (5).
Proof. By hypothesis J is given by equations of the form f(x, y) = yγxα − bxβ or g(y) = (1− µyδ).
Fix ξ ∈W such that E-ordξ(f) = |α|. Since ξ ∈W then T d(ξ) = (ta1ξ1, . . . , tanξn) ∈W therefore
f(T d(x, y)) = t
∑
i aiγiyγt
∑
i aiαixα − bt
∑
i aiβixβ
so E-ordT d(ξ)(f) = |α|. The E-order remains constant whereas ti 6= 0 for all i = 1, . . . , d.
Observe that E-ordT d(ξ)(g) = 0 = E-ordξ(g).
This prove the assertion for any generator of J , and therefore for any equation belonging to J .
Remark 2.12. In what follows, an invariant function by the torus action will be called an equivariant
function.
The E-order is a suitable function to deal with the problem of the existence of hypersurfaces of
maximal contact over fields of positive characteristic. In the particular case of binomial ideals, this
modified order function ensures the existence of such hypersurfaces.
Definition 2.13. Let J ⊂ OW be a binomial ideal as in definition 1.5. Let ξ ∈ W be a point such
that E-ordξ(J) = max E-ord(J) = θ, V is said to be a hypersurface of maximal contact along E for
J at ξ (denoted by hypersurface of E-maximal contact) if
- V is a regular hypersurface, ξ ∈ V ,
- E-Sing(J, θ) ⊆ V and their transforms under blowing up along a center Z ⊂ V also satisfy
E-Sing(J ′, θ) ⊆ V ′, where J ′ is the controlled transform of J and V ′ is the strict transform of
V .
Remark 2.14. As a consequence, if V is a hypersurface of E-maximal contact for J and we have
a sequence of blow ups
(W,J)
pi1←− (W (1), J (1))
pi2←− · · ·
piN←− (W (N), J (N))
Z ⊂ V Z(1) ⊂ V (1) Z(N) ⊂ V (N)
with centers Z(i) ⊂ V (i), where V (i) is the strict transform of V (i−1), satisfying
E-ordξ(J)=max E-ord(J), E-ordξ(1)(J
(1))=max E-ord(J (1)), . . . , E-ordξ(N)(J
(N))=max E-ord(J (N))
pi1(ξ
(1)) = ξ pi2(ξ
(2)) = ξ(1) piN (ξ
(N)) = ξ(N−1)
and
max E-ord(J) = max E-ord(J (1)) = · · · = max E-ord(J (N)) = θ
then
E-Sing(J (1), θ) ⊆ V (1), . . . ,E-Sing(J (N), θ) ⊆ V (N).
The strict transforms of V preserve this property while the maximum E-order remains constant.
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Definition 2.15. Let f be a binomial equation in OW . Let a ∈ W be a point. The equimultiple
locus of a along E for f is the set of points where f has the same E-order as at the point a
Sf,E(a) = {ξ ∈W | E-ordξ(f) = E-orda(f)}.
Theorem 2.16. Let f(x, y) = yγxα− bxβ ∈ K[x, y]y be a binomial equation as in equation (2). Let
a ∈ Spec(K[x, y]y) be a point satisfying ai = 0 for all i with αi > 0, yγ(a) 6= 0 and E-orda(f) = |α|.
If |α| > 0 then
Sf,E(a) ⊂
⋂
{i| αi>0}
{xi = 0}.
Proof. Let ξ ∈ Sf,E(a) be a point verifying yγ(ξ) 6= 0, E-ordξ(f) = |α|. Suppose αi > 0 for every
1 ≤ i ≤ k. If ξ /∈ {x1 = . . . = xk = 0} then ξi 6= 0 for some 1 ≤ i ≤ k.
Let assume ξ verifies ξk 6= 0, ξ1 = . . . = ξk−1 = 0.
The E-order can be computed in terms of the exponents, E-ordξ(f) = min{|α|ξ, |β|ξ} where
|α|ξ=
∑
{i| ξi=0,αi>0}
αi and |β|ξ=
∑
{i| ξi=0,βi>0}
βi.
If ξk 6= 0 then E-ordξ(f) ≤ α1 + . . .+ αk−1 < |α|, that is, by definition of E-order,
< f >ξ⊂ (I(E
0
Λ(ξ))ξ)
|α|−αk =< x1, . . . , xk−1, xk+i1 , . . . , xk+is >
|α|−αk
but
< f >ξ 6⊂< x1, . . . , xk−1, xk+i1 , . . . , xk+is >
|α|
for ij such that βij > 0 and ξij = 0 for each 1 ≤ j ≤ s, and
∑s
j=1 βij ≥ |α|, contradiction.
In the same way, if ξ1 = . . . = ξl = 0 and ξj 6= 0 for all l + 1 ≤ j ≤ k then E-ordξ(f) =
|α| −
∑k
j=l+1 αj , contradiction.
If ξj 6= 0 for all 1 ≤ j ≤ k, then E-ordξ(f) = 0 contradiction.
Corollary 2.17. Let J ⊂ K[x, y]y be a binomial ideal as in definition 1.5. Let ξ ∈ Spec(K[x, y]y)
be a point where E-ordξ(J) = θ > 0 is maximal. Let f ∈ J be a binomial equation such that
E-ordξ(f) = θ and f satisfies the hypothesis of the Theorem 2.16. Then in a neighborhood of ξ,
E-Sing(J, θ) ⊆ {xi = 0} for some 1 ≤ i ≤ k.
Proof. It is enough to observe that E-Sing(J, θ) ⊆ Sf,E(ξ).
Remark 2.18. As a consequence, the hypersurfaces of E-maximal contact will always be given by
coordinate equations. The existence of these hypersurfaces will be proved in lemma 3.31. Hence the
centers of blowing up will always be combinatorial.
3 E-resolution function
3.1 Induction on the dimension
In this section we rewrite mobiles language in order to use this language with the E-order function,
and to make induction on the dimension of the ambient space. See [6] for more details.
Given (W, (J, c), H,E) a binomial basic object along E, by induction on the dimension of W ,
construct ideals Ji defined in local flags W = Wn ⊇ Wn−1 ⊇ · · · ⊇ Wi ⊇ · · · ⊇ W1, and then
binomial basic objects (Wi, (Ji, ci+1), Hi, Ei) in dimension i, where each Ei = Wi ∩ E.
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Remark 3.1. If E-Sing(Ji, ci+1) 6= ∅ then factorize the ideal Ji = Mi · Ii, where each ideal Mi is
defined by a normal crossings divisor Di supported by the current exceptional locus.
In what follows we will define the ideals Ji−1, n ≥ i > 1. We need the auxiliary definition of the
companion ideals Pi.
Definition 3.2. Let Ji =Mi · Ii be an ideal in Wi at ξ ∈Wi. Set θi = E-ordξ(Ii). The companion
ideal of Ji at ξ, with respect to the critical value ci+1 satisfying E-ordξ(Ji) ≥ ci+1, is the ideal
Pi =
{
Ii if θi ≥ ci+1
Ii +M
θi
ci+1−θi
i if 0 < θi < ci+1
Remark 3.3. If θi = 0 but ordξ(Ii) 6= 0 then there exists some hyperbolic equation belonging to
the ideal Ii. In this case, the ideal Ii 6= 1 but it will be treated as Ii ≡ 1, since Ji behaves like a
monomial ideal with respect to the E-order. So, in this situation, Ji ≡Mi.
Remark 3.4. On one hand, the weight assigned to the ideal Mi ensures that E-ord(Pi) = E-ord(Ii)
along the points of maximal E-order, where E-top(Pi) ⊂ E-top(Ii). So Pi = 1 if and only if Ii = 1
or Ii ≡ 1. On the other hand,
E-top(Pi) = E-top(Ii) ∩ E-top(Mi, ci+1 − θi) ⊂ E-top(Ji, ci+1)
what ensures E-Sing(Pi, θi) ⊂ E-Sing(Ji, ci+1) when 0 < θi < ci+1.
Remark 3.5. In addition, this weight guarantees the weak transform of Pi by a blow up pi satisfies
Pgi = (Ii +M
θi
ci+1−θi
i )
g = Igi + (M
′
i)
θ′i
c′
i+1
−θ′
i
when θ′i = θi and c
′
i+1 = ci+1, where θ
′
i = E-ordξ′(I
′
i) in a neighborhood of the point ξ
′ such that
pi(ξ′) = ξ.
Definition 3.6. Let Ji be an ideal in Wi at ξ ∈ Wi. Let Pi be the companion ideal of Ji in a
neighborhood of the point ξ with respect to the critical value ci+1.
The critical value ci corresponding to dimension i− 1 is ci = E-ordξ(Pi).
Definition 3.7. Let P be an ideal in W , let V ⊂ W be a regular hypersurface, and let ξ ∈ V be
a point. Let {z, w} be a regular system of parameters of OW,ξ and let {w} be a regular system of
parameters of OV,ξ such that {z = 0} defines V in W .
For all f ∈ P , let f =
∑
α af,αz
α be its Taylor expansion with respect to the equation defining
V , so that af,α ∈ OV,ξ and this equality holds after passage to the completion.
The coefficient ideal of P along E at ξ with respect to V is the ideal
E-CoeffV (P ) =< E-CoeffV (f), f ∈ P >=
∑
f∈P,|α|<c
(af,α)
c
c-|α|
where c is the suitable critical value.
Remark 3.8. To avoid rational exponents take c!c-|α| instead of
c
c-|α| in the previous definition.
The pair (E-CoeffV (P ), c!) whose exponents are integer numbers is equivalent to the pair
(E-CoeffV (P ), c) with rational exponents.
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Proposition 3.9. Let P be an ideal in W , let V ⊂W be a regular hypersurface. Then
E-ordξ(E-CoeffV (P )) ≥ E-ordξ(P ) (6)
for all point ξ ∈ V .
Proof. Let ξ ∈ V be a point. Set c = E-ordξ(P ). This means E-ordξ(f) ≥ c for all f ∈ P , so that
E-ordξ(af,α) ≥ c− |α| for all f ∈ P .
Then
E-ordξ
(
(af,α)
c
c−|α|
)
≥ (c− |α|) ·
(
c
c− |α|
)
for all f ∈ P,
therefore
E-ordξ(E-CoeffV (P )) = min
∀f∈P

E-ordξ

∑
|α|<c
(af,α)
c
c−|α|



 ≥ c.
Remark 3.10. Let P be a binomial ideal in W . Every hypersurface of E-maximal contact for P
at any point a ∈W is achieved by Theorem 2.16.
Under these conditions, if {x1 = 0} is a hypersurface of E-maximal contact for P at a, then
there exists a binomial equation f(x, y) = yγxα− bxβ ∈ P with α1 > 0 such that E-orda(f) = |α| =
E-orda(P ), and therefore {x1 = 0} is a hypersurface of E-maximal contact for f .
Lemma 3.11. Let P be a binomial ideal in W . If {x1 = 0}, {x2 = 0} are hypersurfaces of E-
maximal contact for P in a neighborhood of a ∈W , then,
a) The hypersurface {x2 = 0} is a hypersurface of E-maximal contact for E-Coeff{x1=0}(P ).
Analogously, {x1 = 0} is a hypersurface of E-maximal contact for E-Coeff{x2=0}(P ).
b) E-Coeff{x2=0}
(
E-Coeff{x1=0}(P )
)
= E-Coeff{x1=0}
(
E-Coeff{x2=0}(P )
)
.
Proof.
a) Fix c = max E-ord(P ). Let a ∈W be a point where E-orda(P ) = c. Let f ∈ P be a binomial
equation, without common factors, such that E-orda(f) = c and {x1 = 0} is a hypersurface of
E-maximal contact for f at a.
• If {x2 = 0} is also a hypersurface of E-maximal contact for f at a then there are two cases:
- If f is of the form f(x, y) = yγxα11 x
α2
2 x
α∗ − bxβ , with α1 > 0, α2 > 0, α∗ = α −
(α1, α2, 0 . . . , 0) and c = |α| ≥ α1 + α2. The coefficient ideal of < f > along E is,
E-Coeff{x1=0}(< f >) =< (y
γxα22 x
α∗)
c
c-α1 , bxβ > .
Since |β| ≥ |α| = c, E-orda(E-Coeff{x1=0}(< f >)) = |α| = c and therefore
E-orda(E-Coeff{x1=0}(P )) = |α| = c.
So that {x2 = 0} is a hypersurface of E-maximal contact for E-Coeff{x1=0}(P ) at a.
3 E-RESOLUTION FUNCTION 12
- If f is of the form f(x, y) = yγxα11 x
α∗ − bxβ22 x
β∗, with α∗ = α − (α1, 0 . . . , 0), β∗ =
β − (0, β2, 0 . . . , 0), α1 > 0, β2 > 0 and c = |α| = |β|. The coefficient ideal of < f > along
E is,
E-Coeff{x1=0}(< f >) =
{
< (yγxα∗)
c
c-α1 , bxβ22 x
β∗ > if α1 < c
< bxβ22 x
β∗ > if α1 = c
Again E-orda(E-Coeff{x1=0}(< f >)) = |α| = c so that {x2 = 0} is a hypersurface of
E-maximal contact for E-Coeff{x1=0}(P ) at a.
• If {x2 = 0} is not a hypersurface of E-maximal contact for f at a, then there exists a binomial
equation g ∈ P such that E-orda(g) = c and {x2 = 0} is a hypersurface of E-maximal contact
for g at a. This equation g is of the form g(x, y) = yδxη22 x
η∗ − bxµ, without common factors,
where η∗ = η − (0, η2, 0 . . . , 0), η1 + η2 ≤ |η| and c = |η| ≤ |µ|. The coefficient ideal of < g >
along E is,
E-Coeff{x1=0}(< g >) =


< g > if η1 = µ1 = 0
< (yδxη22 x
η∗∗)
c
c-η1 , bxµ > if η1 > 0
< yδxη22 x
η∗, (bxµ∗)
c
c-µ1 > if 0 < µ1 < c
< yδxη22 x
η∗ > if µ1 ≥ c
where η∗∗ = η∗ − (η1, 0 . . . , 0), µ∗ = µ− (µ1, 0, . . . , 0).
So that E-orda(E-Coeff{x1=0}(< g >)) = |η| = c and therefore {x2 = 0} is a hypersurface of
E-maximal contact for E-Coeff{x1=0}(P ) at a.
• To check the assumption when f has common factors is an easy exercise.
b) It is enough to check
E-Coeff{x2=0}
(
E-Coeff{x1=0}(<f>)
)
=E-Coeff{x1=0}
(
E-Coeff{x2=0}(<f>)
)
∀ f ∈ P.
In (a) it is proved that the equality in equation (6) holds if there exist at least two hypersurfaces
of E-maximal contact for P at a ∈ W .
Let f(x, y) = yγxα − bxβ be a binomial equation, f ∈ P , with |β| ≥ |α|, where |α| ≥ c.
• Assume α1 < c. The coefficient ideal of < f > along E is given by,
J1f =E-Coeff{x1=0}(< f >)=


< f > if α1=β1=0
< (yγxα
∗
− bxβ
∗
)
c
c-α1 > if α1=β1 6=0
< (yγxα
∗
)
c
c-α1 , (bxβ
∗
)
c
c-β1 > if 0<β1<c, β1 6=α1
< (yγxα
∗
)
c
c-α1 > if β1≥c
where α∗ = α− (α1, 0, . . . , 0), β∗ = β − (β1, 0, . . . , 0).
Note that max E-ord(J1f ) ≥ c, but max E-ord(E-Coeff{x1=0}(P )) = c because of (a).
Notice that α1 < c and α2 ·
c
c−α1
< c are equivalent to α1 + α2 < c.
Since cc−α1 ·
c
c−(
α2·c
c−α1
)
= cc−(α1+α2) and
c
c−β1
· c
c−(
β2·c
c−β1
)
= cc−(β1+β2) ,
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E-Coeff{x2=0}(J
1
f ) =


< f > if α1=β1=α2=β2=0
< (yγxα
′
− bxβ
′
)
c
c−α2 > if α1=β1=0,α2=β2 6=0
< (yγxα
∗∗
− bxβ
∗∗
)
c
c−(α1+α2) > if α1=β1 6=0,α2=β2 6=0
< (yγxα
∗
− bxβ
∗
)
c
c−α1 > if α1=β1 6=0,α2=β2=0
< (yγxα
∗∗
)
c
c−(α1+α2) , (bxβ
∗∗
)
c
c−(β1+β2) > if
0<β1+β2<c,
β1 6=α1 or β2 6=α2
< (yγxα
∗∗
)
c
c−(α1+α2) > if β1≥c or β2≥c
where α∗∗ = α − (α1, α2, 0, . . . , 0), β∗∗ = β − (β1, β2, 0, . . . , 0), α
′
= α − (0, α2, 0, . . . , 0) and
β
′
= β − (0, β2, 0, . . . , 0).
Replacing x1 by x2, α1 by α2 and β1 by β2 in the expression of J
1
f obtain
J2f = E-Coeff{x2=0}(< f >).
It follows that E-Coeff{x1=0}(J
2
f ) = E-Coeff{x2=0}(J
1
f ).
• If α1 ≥ c,
J1f = E-Coeff{x1=0}(< f >) =
{
< (bxβ
∗
)
c
c−β1 > if β1 < c
0 if β1 ≥ c
where β∗ = β − (β1, 0, . . . , 0). The exponent of x2, β2 ·
c
c−β1
< c if and only if β1 + β2 < c.
As above
E-Coeff{x2=0}(J
1
f ) =
{
< (bxβ
∗∗
)
c
c−(β1+β2) > if β1 < c, β1 + β2 < c
0 otherwise
with β∗∗ = β − (β1, β2, 0, . . . , 0). And
E-Coeff{x1=0}(J
2
f ) =
{
< (bxβ
∗∗
)
c
c−(β1+β2) > if β2 < c, β1 + β2 < c
0 otherwise
so that E-Coeff{x1=0}(J
2
f ) = E-Coeff{x2=0}(J
1
f ).
• Following the previous argument, compute E-Coeff{x2=0}(J
1
f ) when α1 + α2 ≥ c. In this case
α2 ·
c
c−α1
≥ c and the coefficient ideals are the same as in the case α1 ≥ c.
Proposition 3.12. Let P be an ideal in W . Let V = {z = 0} ⊂W be a hypersurface of E-maximal
contact for P at ξ ∈ V . Fix c = E-ordξ(P ) = max E-ord(P ). Then,
E-top(P ) = E-top(E-CoeffV (P ), c).
Proof. By proposition 3.9 E-top(P ) ⊂ E-top(E-CoeffV (P ), c).
Let η ∈ V such that η ∈ E-top(E-CoeffV (P ), c). By definition,
E-CoeffV (P ) =< {(af,α)
c
c−|α| / f ∈ P, |α| < c} >
where V = {z = 0} and f =
∑
α af,αz
α, ∀ f ∈ P .
E-ordη(E-CoeffV (P )) ≥ c ⇔ E-ordη((af,α)
c
c−|α| ) ≥ c, ∀ f ∈ P and ∀ |α| < c⇔
⇔ E-ordη(af,α) ≥ c− |α|, ∀ f ∈ P and ∀ |α| < c⇔
⇔ E-ordη(f) ≥ c, ∀ f ∈ P
because of E-Sing(f, c) ⊂ V .
Since c is maximum, E-ordη(f) = c for all f ∈ P and then η ∈ E-top(P ).
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Proposition 3.13. Let P be an ideal in W . Let V ⊂ W be a hypersurface of E-maximal contact
for P at ξ ∈ V . The coefficient ideal of P along E satisfies
(E-CoeffV (P ))
! = E-CoeffV g(P
g)
after a blow up pi along Z ⊂ E-top(P ), at those points where
c′ = E-ordξ′(P
g) = E-ordξ(P ) = c,
with pi(ξ′) = ξ, Pg is the weak transform of P and the superscript ! means controlled transform.
Proof. The proof is word by word the same as in [6] rewritten for the E-order.
Definition 3.14. Let P 6= 0 be an ideal in a hypersurface V = {x1 = 0} ⊂W = Spec(K[x, y]y). The
ideal P is said to be bold regular along E or E-bold regular if P is of the form P =< yγ(1−µyδ)xα11 >
where µ ∈ K, γ, δ ∈ Zn, α1 ∈ N, α1 > 0.
Remark 3.15. The factor yγ(1− µyδ) satisfies
E-ordξ(y
γ(1− µyδ)) = 0 for all ξ ∈ V ∩ {η ∈W | yγ(η) 6= 0, yδ(η) 6= 0}.
Proposition 3.16. Let P 6= 0 be an ideal in W . Let V ⊂ W be a hypersurface of E-maximal
contact for P in a neighborhood of ξ ∈ V , with E-ordξ(P ) = c.
Then E-CoeffV (P ) = 0 if and only if P is bold regular or 1.
Proof.
• If the ideal P is bold regular, P =< yγ(1 − µyδ)xα11 >. Then E-top(P ) = V = {x1 = 0} and
E-CoeffV (P ) = 0. If P = 1 then there no exists any hypersurface V of maximal contact for
P , E-CoeffV (P ) = 0 by definition.
• If V = {x1 = 0}, E-CoeffV (P ) = 0 and P 6= 1 then the coefficients af,α = 0 for all f ∈ P
where f =
∑
{α/|α|<c} af,αx
α
1 . So P ⊂< x
c
1 >.
Since E-ordξ(P ) = c at ξ ∈ V , then P =< U · xc1 > where E-ordξ(U) = 0. Therefore U is of
the form U = yγ(1− µyδ) with yγ(ξ) 6= 0, yδ(ξ) 6= 0, µ ∈ K, γ, δ ∈ Zn.
Definition 3.17. Let Pi be an ideal in Wi. Let V ⊂ Wi be a hypersurface of E-maximal contact
for Pi at ξ ∈ V . Denote E-ordξ(Pi) = ci. The junior ideal of Pi in V is the ideal
Ji−1 =
{
E-CoeffV (Pi) if E-CoeffV (Pi) 6= 0
1 if E-CoeffV (Pi) = 0
where E-CoeffV (Pi) is the coefficient ideal of Pi along E in V .
Remark 3.18. Let P be a binomial ideal inW . Let ξ ∈W be a point. Let V ⊂W be a hypersurface
of E-maximal contact for P at ξ ∈ V . By construction, the junior ideal of P in V can be expressed
in terms of binomials. This means it is locally generated by binomials or their powers.
Remark 3.19. Let Z be the next center to be blown up, defined by this inductive procedure: choice
in Wi of a hypersurface of E-maximal contact for Pi by means of theorem 2.16 and computation of
the junior ideal Ji−1 inside this hypersurface. Then, set
Z = ∩i∈I{xi = 0} with I ⊆ {1, . . . , n}.
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3.2 Definition and properties of the E-resolution function
Definition 3.20. Let (W, (J, c), H,E) be a binomial basic object along E. For all point ξ ∈
E-Sing(J, c) the E-resolution function t will have n components with lexicographical order, and it
will be of one of the following types:
(a) t(ξ)=(tn(ξ), tn−1(ξ), . . . , tn−r(ξ), ∞, ∞, . . . ,∞)
(b) t(ξ)=(tn(ξ), tn−1(ξ), . . . , tn−r(ξ),Γ(ξ),∞, . . . ,∞)
(c) t(ξ)=(tn(ξ), tn−1(ξ), . . . , tn−r(ξ), . . . . . . . . . , t1(ξ))
with ti(ξ)=
θi
ci+1
if θi>0
where θi = E-ordξ(Ii) and ci+1 = max E-ord(Pi+1) is the critical value in dimension i.
In the case Ji = 1, define ti(ξ) = ∞ and complete the E-resolution function t with so many ∞
components as needed in order to have always the same number of components, that is, (ti−1(ξ), . . . , t1(ξ)) =
(∞, . . . ,∞).
If θi = 0 then ti(ξ) = Γ(ξ), where Γ is the resolution function corresponding to the monomial
case, see [7]. And complete the E-resolution function (ti−1(ξ), . . . , t1(ξ)) = (∞ . . . ,∞).
Remark 3.21. To compute the maximal value of the E-resolution function t, it is enough to look
at the points of maximal E-order, at each dimension i, where E-top(Pi) ⊂ E-top(Ii).
Note that in this case ci+1 = θi+1.
Remark 3.22. Let (W, (J, c), H,E) be a binomial basic object along E. By construction, the value
of the function t at a point ξ of the E-singular locus E-Sing(J, c) only depends on the point ξ.
Notice that the value of the function t at any point does not depend on the Gro¨bner basis of the
ideal J fixed at the beginning of the E-resolution process. This is because the E-order of an ideal
Ii is independent of the selected set of generators of Ii.
Remark 3.23. Let vi be the number of invertible variables in dimension i at the point ξ. Note that
vi provides a lower bound
∑n
i=1 vi for the dimension of the next center of blowing up.
Lemma 3.24. Let J ⊂ OW be a binomial ideal as in definition 1.5. Let ξ ∈W be a point. Let I be
a totally ordered set with the lexicographical order. The function
t : W → (I,≤)
ξ → t(ξ)
is upper semi-continuous.
Proof.
- Since the function Γ is upper semi-continuous (see [7]), its extension to the E-singular locus
of the pair (J, c)
Γ(J) : E-Sing(J, c) → (Z×Q× Zn,≤)
ξ → Γ(J)(ξ) := (−Γ1(ξ),Γ2(ξ),Γ3(ξ))
is also an upper semi-continuous function. Note that if the ideal J is a monomial ideal, then
E-ordξ(J) = ordξ(J) for all ξ ∈W and therefore E-Sing(J, c) = Sing(J, c).
By proposition 2.6 the E-order is an upper semi-continuous function, therefore each ti
ti : W → (Q,≤)
ξ → ti(ξ)
is an upper semi-continuous function for all 1 ≤ i ≤ n.
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- By induction, each tuple (tn), (tn, tn−1), (tn, tn−1, tn−2), . . . , (tn, . . . , tj) is an upper semi-continuous
function, since every component ti it is. Hence t = (tn, . . . , t1) is an upper semi-continuous
function.
Corollary 3.25. As a consequence,
E-Max(t) = {ξ ∈ E-Sing(J, c)| t(ξ) = max t}
is a closed set. In fact, it is the next center to be blown up.
Remark 3.26. Moreover, by construction E-Max(t) = Z = ∩i∈I{xi = 0} with I ⊆ {1, . . . , n}.
3.3 Hypersurfaces of E-maximal contact
Notation 3.27. We denote as i-th chart the chart where we divide by xi. For example, if the center
of the next blow up is the point ξ = (0, . . . , 0, 1, . . . , 1) where ξk = 0 for k = 1, . . . , s and ξl = 1 for
l = s+ 1, . . . , n, this transformation is expressed:
K[x1, . . . , xs, y1, . . . , yn−s]y → k[x1, . . . , xs, y1, . . . , yn−s,
x1
xi
, . . . , xi−1xi ,
xi+1
xi
, . . . , xsxi ]y
xi → xi
xj →
xj
xi
for j 6= i, j = 1, . . . , s
yj → yj for j 6= i, j = 1, . . . , n− s
For simplicity, we will denote each
xj
xi
as x′j .
Proposition 3.28. Let P ⊂ OW be a binomial ideal as in definition 1.5. Let ξ ∈ W be a point
where E-ordξ(P ) = θ > 0 is maximal. Let Z = ∩i∈I{xi = 0} ⊂ E-top(P ) be the next center to
be blown up, with I ⊆ {1, . . . , n}. Let W
pi
← W ′ be the blow up along Z, where W ′ is the strict
transform of W .
The total transform of P in W ′ satisfies POW ′ = I(Y ′)θ · Pg where Pg is the weak transform
of P , and Y ′ is the exceptional divisor. Then
E-ordξ(P ) ≥ E-ordξ′(P
g)
for all ξ′ ∈W ′ with pi(ξ′) = ξ.
Proof. By construction P is generated by binomials of the form yγxα − bxβ with |α| > 0 as in
equation (2). Let f(x, y) = yγxα− bxβ ∈ P be an equation in P such that E-ordξ(f) = θ = |α|. Let
assume f has no common factors. After the blow up along Z:
- At some j-th chart where αj > 0, the E-order of f
g drops respect to the E-order of f
f∗(x′, y) = xj
′
∑
i∈I αi · fg(x′, y) = xj
′
∑
i∈I αi · (yγx′
α∗
− bx′
β
xj
′
∑
i∈I(βi−αi))
where α∗ = α − (0, . . . , 0, αj, 0, . . . , 0), |α∗| = |α| − αj , and
∑
i∈I αi = θ since E-ordξ(f) = θ
and Z ⊂ E-top(P ).
The center Z satisfies Z ⊂ E-top(P ) then
∑
i∈I(βi − αi) ≥ 0, so
|β|+
∑
i∈I
(βi − αi) ≥ |β| ≥ |α| > |α
∗|
and therefore E-ordξ′(f
g) = |α∗| < |α|.
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- At some (k + j)-th chart where 1 ≤ j ≤ l, βk+j > 0,
fg(x′, y) = yγx′
α
− bx′
β∗
xk+j
′
∑
i∈I(βi−αi)
with β∗ = β − (0, . . . , 0, βk+j , 0, . . . , 0) ∈ N
n. Then E-ordξ′(f
g) ≤ |α|.
This provides E-ordξ′(P
g) ≤ E-ordξ(P ).
Remark 3.29. Note that Z ⊂ E-top(P ) does not imply Z ⊂ top(P ). In the previous proof, it is
not allowed to use E-ordξ(P ) ≤ ordξ(P ) and that the property to be proved holds for the order
function, because these facts can not ensure Z ⊂ top(P ).
Corollary 3.30. As a consequence of proposition 3.28, max E-ord(P ) ≥ max E-ord(Pg).
Lemma 3.31. Existence of hypersurfaces of E-maximal contact
Let Pl ⊂ OWl be a binomial ideal (1.5) in dimension l, n ≥ l ≥ 1. Suppose l = n.
There exists a hypersurface of E-maximal contact for Pn of type {xi=0}.
Proof. By construction Pn is generated by binomial equations y
γxα − bxβ with |α| > 0 as in (2), or
their p-th powers. Set θn = max E-ord(Pn). Let f(x, y) = y
γxα − bxβ ∈ Pn be a binomial equation
such that E-ordξ(f) = θn = |α| at some point ξ ∈W . Assume f has no common factors.
By corollary (2.17), E-Sing(Pn, θn) ⊆ {xi = 0} for some i ∈ {1, . . . , k}, αi > 0. Blow up along
some combinatorial center Z = ∩j∈I{xj = 0} ⊂ E-top(Pn) ⊂ {xi = 0}, with I ⊆ {1, . . . , n}. For
some point ξ′ ∈ W ′ such that pi(ξ′) = ξ, if the E-order remains constant E-ordξ′(Pgn ) = θn then
E-Sing(Pgn , θn) ⊆ {x
′
i = 0}.
Proceed as in proof of proposition (3.28). At some j-th chart with αj > 0 the E-order of f
g
strictly decreases respect to the E-order of f . Then look at some (k + j)-th chart with 1 ≤ j ≤ l,
βk+j > 0. At this chart E-ordξ′(f
g) ≤ |α|.
Since E-ordξ′(P
g
n ) = |α| = θn then E-ordξ′(f
g) = |α|. Moreover αi > 0, then fg satisfies the
hypothesis of theorem (2.16). Therefore,
E-Sing(Pgn , |α|) ⊆ Sfg,E(ξ
′) ⊆ {x′i = 0}.
Lemma 3.32. Stability under blowing-up
Let V be a hypersurface of E-maximal contact for a binomial ideal P . Let Z ⊂ E-top(P ) be the next
combinatorial center to be blown up. Let V ′ = {x′i = 0} be the strict transform of V by the blow up
along Z.
If the E-order remains constant after the blow up, then V ′ is a hypersurface of E-maximal contact
for Pg.
Proof. With the notation of the previous lemma, note that fg ∈ Pg is of the form fg(x′, y) =
yγx′
α′ − bx′β
′
where α′i > 0. It satisfies the conditions of proof of lemma (3.31).
Remark 3.33. In the proof of lemma (3.31) it is necessary to use E-ordξ(Pi) ≥ E-ordξ′(Pgi ) for
a binomial ideal Pi in dimension i, whereas the E-resolution function remains constant at higher
dimension (t′n(ξ
′), . . . , t′i+1(ξ
′)) = (tn(ξ), . . . , ti+1(ξ)). This fact is consequence of lemma (3.45).
3.34. It is necessary to consider H as part of a BBOE in order to take into account the exceptional
divisors coming from the previous blow ups and their transforms (which, in fact, belong to E).
When the higher coordinates of the E-resolution function remain constant under the blow up,
the strict transforms of the hypersurfaces of E-maximal contact coming from the previous step are
again hypersurfaces of E-maximal contact. In this situation, it is indispensable to consider these
strict transforms at the same position as their ancestors in the previous step.
This means to determine the set of permissible hypersurfaces.
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3.35. Let H
(k)
i 6= ∅ be the exceptional divisor in dimension i, at the k-th stage of the E-resolution
process.
Let ξ(k0) ∈ W (k0), ξ(k−1) ∈ W (k−1) and ξ(k) ∈ W (k) be points where the E-resolution function
attains its maximal value and satisfy pik(ξ
(k)) = ξ(k−1), . . . , pik0+1(ξ
(k0+1)) = ξ(k0), k0 ≤ k.
If max t
(k)
i > 0, let k0 be the smaller superscript such that
max t
(k0−1)
i > max t
(k0)
i = . . . = max t
(k)
i
when the higher coordinates of the E-resolution function remain constant under the blow up,
(t
(k)
n (ξ
(k)), t
(k)
n−1(ξ
(k)), . . . , t
(k)
i (ξ
(k))) = (t
(k−1)
n (ξ
(k−1)), t
(k−1)
n−1 (ξ
(k−1)), . . . , t
(k−1)
i (ξ
(k−1)))
= . . . = (t
(k0)
n (ξ
(k0)), t
(k0)
n−1(ξ
(k0)), . . . , t
(k0)
i (ξ
(k0))).
Definition 3.36. Let H
(k)−
i be the set of hypersurfaces of H
(k)
i which are strict transforms of
hypersurfaces in H
(k0)
i , following the notation of paragraph 3.35. Then, set H
(k)
i as the disjoint
union H
(k)
i = H
(k)+
i ⊔H
(k)−
i .
The hypersurfaces in H
(k)−
i are called permissible hypersurfaces, in the sense that they are the
only hypersurfaces of E-maximal contact that can be considered in practice to make induction on
the dimension at this step of the E-resolution process.
Remark 3.37. If H = ∅ then any hypersurface of E-maximal contact is permissible.
3.4 Stability of binomial basic objects along E
In this section we prove the stability of the structure of a BBOE, following the same point of view
as in [6] page 837.
After a blow up pi, when the coordinates of the E-resolution function from dimension n up to
dimension i+ 1 remain constant, we construct the corresponding BBOE in dimension i.
At some stage of the E-resolution process, the ideals (Jn, . . . , Ji+1) are defined in Wn, . . . ,Wi+1
in a neighborhood of the point ξ. After a blow upWn
pi
←W ′n, it is possible to construct (J
′
n, . . . , J
′
i+1)
in W ′n, . . . ,W
′
i+1 in a neighborhood of the point ξ
′, with pi(ξ′) = ξ.
Notation 3.38. For some j + 1 with n ≥ j ≥ i+ 1, following the notation of [6], denote by
O′j+1={ξ
′ ∈W ′j+1| (t
′
n(ξ
′), . . . , t′j+2(ξ
′))=(tn(ξ), . . . , tj+2(ξ)), θ
′
j+1=θj+1}
the set of points in W ′j+1 where the E-resolution function remains constant up to dimension j + 2
and θ′j+1 = θj+1.
The set T ′j+1 is the set of points in W
′
j+1 where the E-resolution function remains constant up
to dimension j + 1,
T ′j+1 = {ξ
′ ∈W ′j+1 | (t
′
n(ξ
′), . . . , t′j+1(ξ
′)) = (tn(ξ), . . . , tj+1(ξ))}.
Proposition 3.39. At any stage j + 1 of the E-resolution process T ′j+1 = O
′
j+1.
Proof. Since ck = E-ord(Pk) = E-ord(Ik) = θk for all n ≥ k ≥ 1 at the points of maximal E-order,
the E-resolution function satisfies
(tn(ξ), . . . , tj+1(ξ))=
(
θn
cn+1
,
θn−1
cn
, . . . ,
θj+2
cj+3
,
θj+1
cj+2
)
=
(
θn
c
,
θn−1
θn
, . . . ,
θj+2
θj+3
,
θj+1
θj+2
)
.
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It is obvious that T ′j+1 ⊂ O
′
j+1. If ξ
′ ∈ O′j+1 then(
θ′n
c
,
θ′n−1
θ′n
, . . . ,
θ′j+2
θ′j+3
)
=
(
θn
c
,
θn−1
θn
, . . . ,
θj+2
θj+3
)
what implies θ′j+2 = θj+2. On the other hand θ
′
j+1 = θj+1 so t
′
j+1(ξ
′) = tj+1(ξ). Therefore
ξ′ ∈ T ′j+1.
3.40. After the blowing up Wn
pi
← W ′n, the new setup constructed in W
′
n, . . . ,W
′
i+1 satisfy, for all
n ≥ j ≥ i+ 1 :
• W ′j =W
g
j for all point in T
′
j+1, where W
g
j is the strict transform of Wj .
• J ′j = J
!
j and I
′
j = I
g
j in T
′
j+1. To construct the ideals M
′
j (remark 3.1) the divisors D
′
j are
defined as in [6]
D′j =
{
D∗j + (θj − cj+1) · Y
′ if (t′n(ξ
′), . . . , t′j+1(ξ
′)) = (tn(ξ), . . . , tj+1(ξ))
∅ otherwise
(7)
in the neighborhood of a point ξ ∈Wj . Where D∗j is the pullback of Dj by the blow up pi, Y
′
is the exceptional divisor, the point ξ′ ∈ W ′j satisfies pi(ξ
′) = ξ, θj = E-ordξ(Ij) and cj+1 is
the corresponding critical value.
• P ′j = P
g
j in T
′
j. The exceptional divisor H
′
j is defined as in [6]
H ′j =
{
Hgj if ξ
′ ∈ T ′j
(Y ′ + (H1 ∪ . . . ∪Hn)
g)− (H ′n + · · ·+H
′
j+1) otherwise
(8)
in the neighborhood of a point ξ ∈ Wj . Where Hgj is the strict transform of Hj by the blow
up pi, Y ′ is the exceptional divisor, the point ξ′ ∈W ′j satisfies pi(ξ
′) = ξ, θ′j = E-ordξ′(I
′
j) and
θj = E-ordξ(Ij).
• E′j = E
′ ∩W ′j .
Assume each Wj is of E-maximal contact for Pj+1 in a neighborhood of ξ, for n − 1 ≥ j ≥ i.
Analogously assumeW ′j is of E-maximal contact for P
′
j+1 in a neighborhood of ξ
′, for n−1 ≥ j ≥ i+1.
The key point is find a regular hypersurface W ′i in a neighborhood of ξ
′ ∈W ′i+1 such that W
′
i is
of E-maximal contact for P ′i+1 and the previous commutativity relations (3.40) are also fulfilled for
j = i.
3.41. Constructions in dimension i.
By hypothesis Wi is a hypersurface of E-maximal contact for Pi+1. And by construction
P ′i+1 = P
g
i+1 in T
′
i+1 where θ
′
i+1 = θi+1. Then W
g
i is a hypersurface of E-maximal contact for
P ′i+1.
So, we define W ′i = W
g
i in T
′
i+1. Note that the E-order has not remained constant along
the points of W ′i+1 outside T
′
i+1. At those points, by lemma (3.31) there exists a hypersurface of
E-maximal contact for P ′i+1 in a neighborhood of ξ
′, for all ξ′ ∈ E-top(P ′i+1).
Let J ′i be the junior ideal of P
′
i+1 in W
′
i .
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• Assume Pi+1 and P ′i+1 are not bold regular or 1. In T
′
i+1 it holds θ
′
i+1 = θi+1 then
c′i+1 = E-ord(P
′
i+1) = θ
′
i+1 = θi+1 = E-ord(Pi+1) = ci+1
at the points of maximal E-order. By proposition (3.13)
(E-CoeffWi(Pi+1))
! = E-CoeffW ′i (P
g
i+1) (9)
therefore, the controlled transform of Ji satisfies
(Ji)
! = (E-CoeffWi(Pi+1))
! = E-CoeffW ′
i
(P ′i+1) = J
′
i
since P ′i+1 = P
g
i+1.
• If P ′i+1 is bold regular or 1, the previous equality (9) gives (E-CoeffWi(Pi+1))
! = 0. Then, by
proposition 3.16, Pi+1 is bold regular or 1 and J
′
i = J
!
i = 1.
• If Pi+1 = 1 then P ′i+1 = P
g
i+1 = 1 in T
′
i+1 and J
′
i = J
!
i = 1.
• If Pi+1 6= 1 and it is bold regular, then Pi+1 =< yγ(1 − µyδ)x
α1
1 > where µ ∈ K, γ, δ ∈ Z
n,
α1 ∈ N, α1 = max E-ord(Pi+1) > 0. The hypersurface {x1 = 0} is a hypersurface of E-
maximal contact for Pi+1. A blow up along a combinatorial center Z ⊂ {x1 = 0} provides
P ′i+1 = P
g
i+1 =< y
γ(1−µyδ) >. So E-ordξ′(P
′
i+1) = 0 for all ξ
′ ∈W ′i and then θ
′
i+1 = 0 < θi+1
therefore ξ′ 6∈ T ′i+1.
Hence J ′i = J
!
i in T
′
i+1.
The ideal M ′i = IW ′i (D
′
i ∩ W
′
i ) has support in the divisor D
′
i, defined as in equation (7). If
Ji = Mi · Ii the controlled transform J !i = IW ′i (Y
′ ∩ W ′i )
−ci+1 · J∗i in W
′
i . In addition if M
′
i =
IW ′
i
(Y ′ ∩W ′i )
θi−ci+1 ·M∗i in T
′
i+1 with θi = E-ordξ(Ii) and I
g
i = IW ′i (Y
′ ∩W ′i )
−θi · I∗i , then
J ′i = IW ′i (Y
′ ∩W ′i )
−ci+1 · J∗i = IW ′i (Y
′ ∩W ′i )
−ci+1 · (Mi · Ii)
∗
= IW ′i (Y
′ ∩W ′i )
−ci+1 ·M∗i · I
∗
i
= IW ′i (Y
′ ∩W ′i )
−ci+1 · IW ′i (Y
′ ∩W ′i )
ci+1−θi ·M ′i · IW ′i (Y
′ ∩W ′i )
θi · Igi =M
′
i · I
g
i
so J ′i = M
′
i · I
′
i where I
′
i = I
g
i in T
′
i+1. Note that J
′
i = I
′
i outside T
′
i+1, since in this case D
′
i = ∅.
Let ξ′ ∈ T ′i+1 be a point such that pi(ξ
′) = ξ. We have I ′i = I
g
i in T
′
i+1. If θ
′
i = E-ordξ′(I
′
i) =
E-ordξ(Ii) = θi in a neighborhood of ξ
′ then ξ′ ∈ T ′i .
Construct now the companion ideal P ′i in T
′
i . We haveM
′
i = M
∗
i ·IW ′i (Y
′∩W ′i )
θi−ci+1 , c′i+1 = ci+1
and θ′i = θi, then
Pgi = (Ii +M
θi
ci+1−θi
i )
g = Igi + (M
θi
ci+1−θi
i )
′ = Igi + (M
′
i)
θi
ci+1−θi =
= I ′i + (M
′
i)
θ′i
c′
i+1
−θ′
i = P ′i
because of Igi = I
′
i . The case Pi = Ii is obvious. Therefore P
′
i = P
g
i in T
′
i .
Finally, the exceptional divisor H ′i is defined as in equation (8), and E
′
i = E ∩W
′
i .
Remark 3.42. As a consequence, all the results of section (3.3) hold replacing Pg by P ′.
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3.5 Commutativity
The computation of the coefficient ideal along E commutes with the blowing up.
Corollary 3.43. Let P be an ideal in W . Let ξ ∈W be a point where c = E-ordξ(P ). Let pi be the
blow up along Z ⊂ E-top(P ), where pi(ξ′) = ξ and c′ = E-ordξ′(P ′). If c′ = c then the coefficient
ideal of P along E with respect to V satisfies
E-CoeffV ′(P
′) = (E-CoeffV (P ))
′
where P ′ = Pg and V ′ is the strict transform of V .
Proof. By proposition 3.13
E-CoeffV ′(P
′) = E-CoeffV g(P
g) = (E-CoeffV (P ))
! = (E-CoeffV (P ))
′.
The inductive step from dimension i to dimension i− 1 commutes with the blowing up.
Corollary 3.44. Let (W, (J, c), H,E) be a binomial basic object along E. By induction on the
dimension, construct the binomial basic objects
(W, (J, c), H,E) = (Wn, (Jn, cn+1), Hn, En), . . . , (Wi, (Ji, ci+1), Hi, Ei).
Let
(W ′n, (J
′
n, cn+1), H
′
n, E
′
n), . . . , (W
′
i , (J
′
i , c
′
i+1), H
′
i , E
′
i)
be their transforms by the blow up pi along a permissible center Z. Let ξ ∈ Z be a point. In the
neighborhood of a point ξ′ ∈ W ′i such that pi(ξ
′) = ξ, if the E-resolution function remains constant
(t′n(ξ
′), t′n−1(ξ
′), . . . , t′i(ξ
′)) = (tn(ξ), tn−1(ξ), . . . , ti(ξ)) then
J ′i−1 = (Ji−1)
′.
Proof. Let V = {xj = 0} be a hypersurface of E-maximal contact for Pi in a neighborhood of ξ.
If (t′n(ξ
′), t′n−1(ξ
′), . . . , t′i(ξ
′)) = (tn(ξ), tn−1(ξ), . . . , ti(ξ)) then c
′
i = ci and E-Sing(P
′
i , c
′
i) ⊆ V
′. By
definition Ji−1 = E-CoeffV (Pi). By corollary 3.43 E-CoeffV ′(P
′
i ) = (E-CoeffV (Pi))
′, then
J ′i−1 = E-CoeffV ′(P
′
i ) = (E-CoeffV (Pi))
′ = (Ji−1)
′.
3.6 Decrease of the E-resolution function
In this section we prove that the E-resolution function drops lexicographically after blowing up.
Lemma 3.45. Let (W, (J, c), H,E) be a binomial basic object along E, where J 6= 1. Let W
pi
←W ′
be the blow up along Z = E-Max(t). Then
t(ξ) > t′(ξ′)
for all ξ ∈ Z, ξ′ ∈ Y ′ = pi−1(Z), pi(ξ′) = ξ, where t is the E-resolution function corresponding to
(W, (J, c), H,E) and t′ corresponds to (W ′, (J ′, c), H ′, E′), its transform by the blow up pi.
Proof.
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Step 1 : The E-resolution function satisfies t(ξ) ≥ t′(ξ′).
Let Z = ∩i∈I{xi = 0} be the next center of blowing up, with I ⊆ {1, . . . , n}.
By definition of the E-resolution function tn(ξ) =
E-ordξ(In)
c and t
′
n(ξ
′) =
E-ordξ′(I
′
n)
c .
Proposition 3.28 and remark 3.42 imply E-ordξ(In) ≥ E-ordξ′(I ′n) therefore tn(ξ) ≥ t
′
n(ξ
′).
– If tn(ξ) > t
′
n(ξ
′) then t(ξ) ≥ t′(ξ′), in fact t(ξ) > t′(ξ′).
– If tn(ξ) = t
′
n(ξ
′) then I ′n−1 = I
g
n−1. So tn−1(ξ) ≥ t
′
n−1(ξ
′) by proposition 3.28.
Hence (tn(ξ), tn−1(ξ)) ≥ (t′n(ξ
′), t′n−1(ξ
′)). By induction on the dimension, if
(tn(ξ), tn−1(ξ), . . . , tj+1(ξ)) = (t
′
n(ξ
′), t′n−1(ξ
′), . . . , t′j+1(ξ
′))
then tj(ξ) ≥ t′j(ξ
′) so t(ξ) ≥ t′(ξ′).
– Non monomial case: By construction the E-resolution function satisfies
(tn(ξ), tn−1(ξ), . . . , ti(ξ)) =
(
θn
cn+1
,
θn−1
cn
,
θn−2
cn−1
, . . . ,
θi
ci+1
)
where cj = θj, for n ≥ j ≥ i + 1.
If (t′n(ξ
′), t′n−1(ξ
′), . . . , t′i(ξ
′)) = (tn(ξ), tn−1(ξ), . . . , ti(ξ)) then ci = θi = θ
′
i = c
′
i whereas
θi 6= 0. So it is enough to show θi−1 ≥ θ′i−1 to obtain ti−1(ξ) ≥ t
′
i−1(ξ
′).
– Monomial case: If (t′n(ξ
′), t′n−1(ξ
′), . . . , t′i(ξ
′)) = (tn(ξ), tn−1(ξ), . . . , ti(ξ)) and θi−1 = 0
then ti−1(ξ) = Γ(ξ). Therefore ti−1(ξ) ≥ t′i−1(ξ
′) by well known properties of Γ function.
Step 2 : Induction on the dimension of the ambient space W .
Assume n = 1. Let J = I =< xθ1(1− x
α−θ
1 ) > be a binomial ideal in one variable.
– If ξ1 = 0 then in a neighborhood of ξ, E-ordξ(I) = θ. The controlled transform of J by
pi is J ′ =< (xθ−c1 ) · (1− x
α−θ
1 ) > therefore E-ordξ′(I
′) = 0 < θ.
– If ξ1 6= 0 then in a neighborhood of ξ, E-ordξ(I) = 0 so we use Γ function.
This case can not come from an ideal in higher dimension. If J = E-Coeff{x2=0}(P2) then
P2 =< x
θ2
2 x
θ
1(1 − x
α−θ
1 ), f2, . . . , fr > where the variable x2 appears in fi, for 2 ≤ i ≤ r,
with an exponent bigger than or equal to E-ordξ(P2). Since ξ1 6= 0 we have E-ordξ(P2) =
E-ordξ(x
θ2
2 ) = θ2, but in this case E-Coeff{x2=0}(P2) = 0, contradiction.
If J =< xθ1 > it is enough to note J ′ =< (xθ1−c) >= M ′ with I ′ = 1. So E-ordξ(I) = θ1 >
E-ordξ′(I
′) = 0.
Study the case n > 1. If (t′n(ξ
′), t′n−1(ξ
′), . . . , t′j+1(ξ
′)) = (tn(ξ), tn−1(ξ), . . . , tj+1(ξ)) then
tj(ξ) ≥ t′j(ξ
′) by step 1. Therefore
– either θj > θ
′
j
– or θj = θ
′
j . Observe that this is not possible when j = 1, hence t(ξ) > t
′(ξ′).
4 Algorithm of E-resolution of BBOE
In this section we construct an algorithm of E-resolution of binomial basic objects along E.
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4.1 E-resolution of BBOE: Inductive step
A E-resolution of binomial basic objects along E in dimension n − 1 provides a E-resolution of
binomial basic objects along E in dimension n.
Proposition 4.1. Let (W (0), (J (0), c), H(0), E(0)) be a binomial basic object along E(0) of dimension
n. Let
(W (0), (J (0), c), H(0), E(0))
pi1←− . . .
pir←− (W (r), (J (r), c), H(r), E(r))
pir+1
←− . . .
be an equivariant sequence of transformations of binomial basic objects along combinatorial centers
Z(k) ⊂ E-Sing(J (k), c) for k ≥ 0.
Let In be a totally ordered set. Let t(k) : E-Sing(J (k), c)→ In be an equivariant function defined
as in 3.20 such that Z(k) = E-Max t(k), for k ≥ 0.
Let r0 < r be the last superscript where tn has dropped. This means there exists a sequence of
transformations
. . .
pir0←− (W (r0)n , (J
(r0)
n , c), H
(r0)
n , E
(r0)
n )
pir0+1←− . . .
pir←− (W (r)n , (J
(r)
n , c), H
(r)
n , E
(r)
n ) (10)
such that E-Max t
(k)
n = E-Sing(J
(k)
n−1, c
(k)
n ) for r0 ≤ k ≤ r, satisfying
max t(r0−1)n > max t
(r0)
n = max t
(r0+1)
n = . . . = max t
(r)
n .
They are equivalent:
1. max t
(r)
n > max t
(r+1)
n .
2. E-Sing((J
(r)
n−1)
′, c
(r0)
n ) = ∅.
Proof. By induction on the dimension the sequence (10) of transformations of BBOE in dimension
n induces a sequence of transformations of BBOE in dimension n− 1
(W
(r0)
n−1, (J
(r0)
n−1, c
(r0)
n ), H
(r0)
n−1, E
(r0)
n−1)
pir0+1←− . . .
pir←− (W
(r)
n−1, (J
(r)
n−1, c
(r)
n ), H
(r)
n−1, E
(r)
n−1)
Since max t
(r0)
n = max t
(r0+1)
n = . . . = max t
(r)
n we have c
(r0)
n = c
(r0+1)
n = . . . = c
(r)
n . By corollary
3.44 we obtain J
(r0+1)
n−1 = (J
(r0)
n−1)
′, . . . , J
(r)
n−1 = (J
(r−1)
n−1 )
′.
On the other hand, lemma 3.45 implies
max (t
(r0)
n−1, . . . , t
(r0)
1 ) > max (t
(r0+1)
n−1 , . . . , t
(r0+1)
1 ) > . . . > max (t
(r)
n−1, . . . , t
(r)
1 ).
• Assume max t
(r)
n > max t
(r+1)
n then c
(r0)
n = c
(r)
n > c
(r+1)
n , where
c(r+1)n = max E-ord(P
(r+1)
n ) = max E-ord(I
(r+1)
n ).
Hence J
(r+1)
n−1 = E-CoeffW (r+1)n−1
(P
(r+1)
n ) 6= (J
(r)
n−1)
′. Therefore
E-Sing((J
(r)
n−1)
′, c(r0)n ) = {ξ ∈ E-Sing((J
(r+1)
n−1 ), c
(r+1)
n )| E-ordξ((J
(r)
n−1)
′) ≥ c(r0)n }
= {ξ ∈ E-Sing((J
(r+1)
n−1 ), c
(r+1)
n )| c
(r+1)
n ≥ c
(r0)
n } = ∅.
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• Conversely, supposemax t
(r)
n = max t
(r+1)
n then c
(r0)
n = c
(r)
n = c
(r+1)
n and corollary 3.44 implies
J
(r+1)
n−1 = (J
(r)
n−1)
′.
By construction, if P
(r+1)
n = I
(r+1)
n + (M
(r+1)
n )
c
(r+1)
n
c
(r+1)
n+1
−c
(r+1)
n with c
(r+1)
n+1 = c, then
E-Sing(P (r+1)n , c
(r+1)
n ) = E-Sing(I
(r+1)
n , c
(r+1)
n ) ∩ E-Sing(M
(r+1)
n , c
(r+1)
n+1 − c
(r+1)
n ) (11)
where c
(r+1)
n = max E-ord(P
(r+1)
n ) = max E-ord(I
(r+1)
n ).
In fact
E-Sing(P (r+1)n , c
(r+1)
n ) = E-Sing(I
(r+1)
n , c
(r+1)
n ) ∩ E-Sing(J
(r+1)
n , c
(r+1)
n+1 ). (12)
One direction is obvious by equality (11). For the other direction, let ξ ∈ W (r+1) be a
point such that E-ordξ(J
(r+1)
n ) ≥ c
(r+1)
n+1 and E-ordξ(I
(r+1)
n ) = c
(r+1)
n then
E-ordξ(M
(r+1)
n ) = E-ordξ(J
(r+1)
n )− E-ordξ(I
(r+1)
n ) ≥ c
(r+1)
n+1 − c
(r+1)
n .
So ξ ∈ E-Sing(P
(r+1)
n , c
(r+1)
n ) because of (11).
As a consequence of (12) it holds
E-Max t
(r+1)
n = {ξ ∈ E-Sing(J
(r+1)
n , c
(r+1)
n+1 )| t
(r+1)
n (ξ)=max t
(r+1)
n }
= {ξ ∈ E-Sing(J
(r+1)
n , c
(r+1)
n+1 )| E-ordξ(I
(r+1)
n )=max E-ord(I
(r+1)
n )}
= E-Sing(P
(r+1)
n , c
(r+1)
n ).
By proposition 3.12
E-top(P (r+1)n ) = E-top(E-CoeffW (r+1)n−1
(P (r+1)n ), c
(r+1)
n ) = E-top(J
(r+1)
n−1 , c
(r+1)
n )
then
E-Max t(r+1)n = E-top(P
(r+1)
n ) = E-Sing(J
(r+1)
n−1 , c
(r+1)
n ) = E-Sing((J
(r)
n−1)
′, c(r+1)n )
contradiction with E-Sing((J
(r)
n−1)
′, c
(r0)
n ) = ∅.
4.2 E-resolution of BBOE: Algorithm
Definition 4.2. Let (W, (P, c), H,E) be a binomial basic object along E. Denote
E-Max(P ) = {ξ ∈W | E-ordξ(P ) = max E-ord(P )}
the set of points where the ideal P attains its maximal E-order.
Remark 4.3. Note that E-Max(P ) = SP,E(ξ) for ξ ∈ W a point of maximal E-order.
The special treatment of hyperbolic equations forces us to specify how to make induction on the
dimension on the ambient space to construct the E-resolution function t.
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Algorithm 4.4. Induction on the dimension.
Let (W, (J, c), H,E) be a binomial basic object alongE,W = Wn, dim(Wn) = n. If E-Sing(J, c) 6=
∅, assume (tn, . . . , ti+1) and ideals Jn, . . . , Ji+1, Ji are already given and construct ti and Ji−1.
From i = n to i = 1:
1. Factorize Ji = Mi · Ii where Mi has support in Di.
2. Compute max E-ord(Ii). Let ξ ∈ E-top(Ii) be a point
• If E-ordξ(Ii) > 0, ti(ξ) =
E-ordξ(Ii)
E-ordξ(Pi+1)
. Compute the companion ideal Pi and go to step 3.
• If E-ordξ(Ii) = 0 for all ξ ∈ Wi then apply Γ function to Mi, (ti(ξ), ti−1(ξ), . . . , t1(ξ)) =
(Γ(ξ),∞, . . . ,∞). Stop.
3. Fix ci = max E-ord(Pi). Let f ∈ Pi be a binomial such that E-ordξ(f) = ci, ξ ∈Wi. Corollary
2.17 provides a hypersurface V of E-maximal contact for Pi in a neighborhood of ξ. In fact,
V = {xj = 0} for some 1 ≤ j ≤ n.
4. Compute E-Coeff(Pi) respect to V ∈ H
−
i , to construct Ji−1 inWi−1 where dim(Wi−1) = i−1.
• If E-CoeffV (Pi) = 0 then Pi is bold regular, Ji−1 = 1, (ti−1(ξ), . . . , t1(ξ)) = (∞, . . . ,∞).
Stop.
• If E-CoeffV (Pi) 6= 0 then Ji−1 = E-CoeffV (Pi) and go to step 1.
Remark 4.5. If E-ordξ(I) = 0 for all ξ ∈ W but there exists at least a point a ∈W with orda(I) 6= 0
then there are hyperbolic equations in I.
• Note that in dimension < n, this kind of ideals I are considered I = 1. In step (2) of the
algorithm, Γ function is applied since E-ordξ(J) = E-ordξ(M). With respect to the E-order,
J behaves as a monomial ideal.
• In dimension n, apply Γ function to Jn. Stop when E-Sing(Jn, c) = ∅.
Theorem 4.6. E-resolution of binomial basic objects along E.
An algorithm of E-resolution of binomial basic objects of dimension n along a normal crossing
divisor E consist of:
A) A totally ordered set (In,≤).
B) For each BBOE (W (0), (J (0), c), H(0), E(0)) where dim(W (0)) = n, J (0) = M (0) · I(0) and the
ideal I(0) does not contain hyperbolic equations:
1. Define an equivariant function t(0) : E-Sing(J (0), c)→ In such that
E-Max t(0) ⊂ E-Sing(J (0), c)
is a permissible center for (W (0), (J (0), c), H(0), E(0)).
2. By induction, assume there exists an equivariant sequence of transformations of BBOE
(W (0), (J (0), c), H(0), E(0))
pi1←− . . .
. . .
pir−1
←− (W (r−1), (J (r−1), c), H(r−1), E(r−1))
pir←− (W (r), (J (r), c), H(r), E(r)) (13)
4 ALGORITHM OF E-RESOLUTION OF BBOE 26
along centers Z(k) ⊂ E-Sing(J (k), c) for 0 ≤ k ≤ r − 1; and equivariant functions
t(k) : E-Sing(J (k), c)→ In
for 0 ≤ k ≤ r − 1, such that Z(k) = E-Max t(k).
If E-Sing(J (r), c) 6= ∅ this sequence of transformations can be extended. This means at
the r-th stage of the E-resolution process an equivariant function can be defined
t(r) : E-Sing(J (r), c)→ In
such that Z(r) = E-Max t(r) is a permissible center for (W (r), (J (r), c), H(r), E(r)).
C) For some r, the previous sequence of transformations (13) is a E-resolution of the original
BBOE (W (0), (J (0), c), H(0), E(0)), that is, E-Sing(J (r), c) = ∅.
Remark 4.7. The proof follows the same structure as the proof of the existence of an algorithm of
resolution of basic objects (over fields of characteristic zero) given in [7], page 206.
Proof. By induction on n.
• If n = 1, fix I1 = Q ⊔ (Z×Q× ZN) ⊔ {∞}. Given the BBOE (W (0), (J (0), c), H(0), E(0)) with
dim(W (0)) = 1 and E(0) = {V (x1)} define
t(0) : E-Sing(J (0), c) → I1
ξ → E-ordξ(I
(0))
c
as in 3.20. The ideal J (0) is a binomial ideal in one variable, then it is generated by binomial
equations of the type xα1 − bx
β
1 = x
α
1 · (1− bx
β−α
1 ) where α, β ∈ N with α ≤ β, and eventually,
by monomials xη1 , η ∈ N.
By corollary 2.17, E-Sing(J (0), c) ⊆ {x1 = 0}, since I(0) does not contain hyperbolic equations.
But {x1 = 0} is a hypersurface in a space of dimension 1, so it is a closed point. Then
– either E-Sing(J (0), c) = ∅, the E-resolution process stops,
– or E-Sing(J (0), c) = {x1 = 0} = E-Max t(0) is the next center to be blown up.
In this case, construct the following transformation of BBOE
(W (0), (J (0), c), H(0), E(0))
pi1←− (W (1), (J (1), c), H(1), E(1))
where J (1) = xθ−c1 · I
(1), θ = E-ordξ(I
(0)) > 0, for ξ ∈ {x1 = 0}.
By lemma 3.45, t(0)(ξ) > t(1)(ξ(1)) for ξ ∈ E-Max t(0), pi1(ξ(1)) = ξ. Hencemax t(0)>max t(1).
If fact, since J (0) is a binomial ideal in one variable, E-ordξ(1)(I
(1)) = 0 and in a neighborhood
of ξ(1), it holds (I(1))ξ(1) = 1.
By induction, assume it has been defined a sequence of transformations at permissible centers,
which is a sequence of blow ups along a point,
(W (0), (J (0), c), H(0), E(0))
pi1←− . . .
pir←− (W (r), (J (r), c), H(r), E(r)). (14)
Each center is E-Max(t(i)), 0 ≤ i ≤ r− 1, and the E-resolution function t(i) defined after each
blow up pii is
t(i)(ξ(i)) =


E-ord
ξ(i)
(I(i))
c if E-ordξ(i)(I
(i)) > 0
Γ(i)(ξ(i)) if E-ordξ(i)(I
(i)) = 0
(15)
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for 0 ≤ i ≤ r − 1. If E-Sing(J (r), c) 6= ∅ define t(r) as above (15).
In this case E-ordξ(i)(I
(i)) = 0 for all ξ(i) ∈ W (i), i ≥ 1. Hence apply Γ function to the ideals
I(i). Lemma 3.45 implies
max t(0) > max t(1) > . . . > max t(r).
Because of the upper semi-continuity of each t(i), there exists an index N such that the sequence
(14) is a E-resolution of (W (0), (J (0), c), H(0), E(0)).
Considering that the E-order is an equivariant function (2.12), each t(i) is an equivariant
function.
• Fix n > 1. By induction hypothesis there exists a totally ordered set (In−1,≤). In dimension
n, consider
(In,≤) = ((Q ⊔ (Z×Q× Z
N) ⊔ {∞})× In−1,≤)
with lexicographical order. Let B(0) = (W (0), (J (0), c), H(0), E(0)) be a BBOE of dimension n
where J (0)=J
(0)
n and E(0)={V (x1), . . . , V (xn)}. Define the following function
g(0) : E-Sing(J
(0)
n , c) → (Q ⊔ (Z×Q× ZN) ⊔ {∞})
ξ → g(0)(ξ) = t
(0)
n (ξ)
where t
(0)
n is defined as in 3.20, that is,
t(0)n (ξ) =


∞ if J
(0)
n = 1
E-ordξ(I
(0)
n )
c if E-ordξ(I
(0)
n ) > 0
Γ(ξ) if E-ordξ(I
(0)
n ) = 0
In the case E-ordξ(I
(0)
n ) > 0, by induction on the dimension, from the BBOE B(0) we can
construct a BBOE in dimension n− 1, (W
(0)
n−1, (J
(0)
n−1, c
(0)
n ), H
(0)
n−1, E
(0)
n−1), where
– W
(0)
n−1 is a hypersurface of E-maximal contact for P
(0)
n . This hypersurface is given by
lemma 3.31. The ideal P
(0)
n is the companion ideal of J (0) = J
(0)
n .
– J
(0)
n−1 is the junior ideal of P
(0)
n in W
(0)
n−1.
– c
(0)
n = max E-ord(P
(0)
n ).
– H
(0)
n−1 = H
(0) ∩W
(0)
n−1.
– E
(0)
n−1 = E
(0) ∩W
(0)
n−1.
Define
h(0) : E-Max g(0) → In−1
ξ → h(0)(ξ) = (t
(0)
n−1(ξ), . . . , t
(0)
1 (ξ))
where each function t
(0)
i , for i = n− 1, . . . , 1, is defined by induction hypothesis for the BBOE
of dimension i, (W
(0)
i , (J
(0)
i , c
(0)
i+1), H
(0)
i , E
(0)
i ) according to 3.20.
Extend h(0) to all the points of E-Sing(J (0), c):
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For each point ξ = (ξ1, . . . , ξn) ∈ W = Spec(K[x, y]y) define the open subset Uξ =
Spec(K[x, y]y,{xj/ ξj 6=0}) ⊂W .
Let a ∈ E-Sing(J (0), c) be a point such that E-orda(I
(0)
n ) > 0 and a /∈ E-Max g(0). Fix
a ∈ Ua. Assume xj(a) = 0 for all j, then a ∈ E-Max g(0)
∣∣∣
Ua
.
Thus
t(0) : E-Sing(J (0), c) → In
ξ → t(0)(ξ) = (g(0)(ξ), h(0)(ξ))
By construction,
E-Max t(0) = {ξ ∈ E-Sing(J (0), c)| g(0)(ξ) = max g(0), h(0)(ξ) = max h(0)}
= {ξ ∈ E-Max g(0)| h(0)(ξ) = max h(0)} = E-Maxh(0)
and it is a permissible center, since by induction hypothesis the result holds for BBOE of
dimension n− 1.
Now assume that by induction on the number of transformations we have defined a sequence
of transformations at permissible centers
(W (0), (J (0), c), H(0), E(0))
pi1←− . . .
pir←− (W (r), (J (r), c), H(r), E(r)) (16)
and a sequence of functions t(1) = (g(1), h(1)), . . . , t(r−1) = (g(r−1), h(r−1)) satisfying the con-
ditions of B.2.
To conclude, it is enough to show that if E-Sing(J (r), c) 6= ∅ then the sequence (16) extends to
a E-resolution of (W (0), (J (0), c), H(0), E(0)).
Define the function
g(r) : E-Sing(J (r), c) → (Q ⊔ (Z×Q× ZN) ⊔ {∞})
ξ → g(r)(ξ) =
{
Γ(ξ) if E-ordξ(I
(r)) = 0
t
(r)
n (ξ) if E-ordξ(I
(r)) > 0
and the function
h(r) : E-Max g(r) → In−1
ξ → h(r)(ξ) = (t
(r)
n−1(ξ), . . . , t
(r)
1 (ξ))
where each t
(r)
i is defined (according to 3.20) by induction hypothesis for the BBOE of dimen-
sion i, (W
(r)
i , (J
(r)
i , c
(r)
i+1), H
(r)
i , E
(r)
i ), with i = n− 1, . . . , 1.
As above, extend the function h(r) to all points of E-Sing(J (r), c) and set t(r) = (g(r), h(r)).
Analogously,
E-Max t(r) = E-Max g(r) ∩ E-Maxh(r) = E-Maxh(r)
and by induction on the dimension E-Maxh(r) is a permissible center.
Consider the sequence of transformations in dimension n,
. . .
pir0←− (W (r0)n , (J
(r0)
n , c), H
(r0)
n , E
(r0)
n )
pir0+1←− . . .
pir←− (W (r)n , (J
(r)
n , c), H
(r)
n , E
(r)
n ) (17)
satisfying
max t(r0−1)n > max t
(r0)
n = max t
(r0+1)
n = . . . = max t
(r)
n .
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And the sequence of transformations in dimension n− 1 induced by (17),
(W
(r0)
n−1, (J
(r0)
n−1, c
(r0)
n ), H
(r0)
n−1, E
(r0)
n−1)
pir0+1←− . . .
pir←−(W
(r)
n−1, (J
(r)
n−1, c
(r)
n ), H
(r)
n−1, E
(r)
n−1). (18)
Hence c
(r0)
n = c
(r0+1)
n = . . . = c
(r)
n where c
(i)
n = max E-ord(P
(i)
n ) = max E-ord(I
(i)
n ) with
i = r0, . . . , r. Then the sequence (18) in dimension n− 1 is of the form
(W
(r0)
n−1, (J
(r0)
n−1, c
(r0)
n ), H
(r0)
n−1, E
(r0)
n−1)
pir0+1←− . . .
pir←−(W
(r)
n−1, (J
(r)
n−1, c
(r0)
n ), H
(r)
n−1, E
(r)
n−1).
By induction hypothesis we can extend the sequence (18) in dimension n− 1 to a E-resolution
of the corresponding BBOE in dimension n−1. Suppose this happens after r transformations,
that is E-Sing(J
(r)
n−1, c
(r)
n ) = ∅.
By proposition 4.1, after the next transformation, the first component of the E-resolution
function drops max g(r) > max g(r+1). Note that max g(i) can not decrease indefinitely many
times because it takes values in 1cN. Then there exists an index N such that the previous
sequence (17) in dimension n is a E-resolution, that is, E-Sing(J
(N)
n , c) = ∅.
Since the E-order is an equivariant function (2.11), each t(i) is an equivariant function. Hence
the E-resolution achieved in this way is invariant by the torus action.
Remark 4.8. Note that this algorithm 4.6 of E-resolution of a BBOE (W, (J, c), H,E) is indepen-
dent of the choice of coordinates and of the choice of the generator system of the ideal J .
Proposition 4.9. Properties of the algorithm given by Theorem 4.6.
Fix a BBOE (W, (J, c), H,E) and a E-resolution of this BBOE given by theorem 4.6. This means
E-Sing(J (r), c) = ∅ for some r ∈ N, r > 0.
1. If ξ ∈ E-Sing(J (k), c) for 0 ≤ k ≤ r − 1, and ξ /∈ Z(k) then t(k)(ξ) = t(k+1)(ξ′) where
pik+1(ξ
′) = ξ.
That is, it is possible to identify the points in the E-singular loci
E-Sing(J (0), c), . . . ,E-Sing(J (k), c)
and outside the centers Z(0), . . . , Z(k), with their corresponding transforms in the E-singular
locus E-Sing(J (k+1), c).
2. The E-resolution is achieved by means of transformations along centers E-Max t(k) for 0 ≤
k ≤ r − 1. The E-resolution function t drops after each one of these transformations
max t(0) > max t(1) > . . . > max t(r−1).
3. For all 0 ≤ k ≤ r − 1, the closed set E-Max t(k) is equidimensional and regular and its
dimension is determined by the value max t(k).
Proof. These properties come from the previous results.
Remark 4.10. Running this algorithm 4.6 of E-resolution of a BBOE we only modify the singular
points included in the E-singular locus.
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