Two modifications of the family of Chebyshev-Halley methods are given. The first is to improve the rate of convergence to a multiple zero of an analytic function. The second is to find simultaneously all distinct zeros of a polynomial.
Introduction
Most well known one-point cubically convergent iteration methods for finding a simple zero of an analytic function f (z) belong to either the Laguerre family [17] (see [19] )
, (1.1) or the family of Chebyshev-Halley methods [30] 
where α, β are real parameters with β = 0, 1 and sign() is the sign function.
The Laguerre family includes, as special cases, the classical Laguerre method [17] (β = deg f (z), if f (z) is a polynomial), Halley's irrational method [9] (β = 2)(or Euler) and, as limiting cases, the Halley [9] (β → 0) and Ostrowski [21] (β → ∞) methods.
The one parameter family of Chebyshev-Halley methods has been rediscovered by several authors [14] (in R) and [2] (in Banach space). This family includes, as special cases, the Euler-Chebyshev method of order three(α = 0) (see [29, p.81] ), the Halley method [9] (α = 1 2 ), and the super-Halley method (α = 1). The super-Halley method was obtained by [13] (in R) and [4] (in Banach space) independently.
The purpose of this paper is to present two modifications of the ChebyshevHalley methods. The first is to improve the rate of convergence to a multiple zero of an analytic function. The second is to find simultaneously all distinct zeros of a polynomial.
In Section 2 we modify Chebyshev-Halley methods to find a multiple zero of an analytic function. Then we prove that the modified Chebyshev-Halley methods locally cubically converge to a zero of known multiplicity.
In Section 3 we analyze the global behavior of modified Chebyshev-Halley methods for polynomials and propose the optimum parameter. We show that the modified Chebyshev-Halley method with the optimum parameter has some similar properties to the classical Laguerre method for finding a multiple zero.
In Section 4 we demonstrate the global behavior and the local convergence of the modified Chebyshev-Halley methods for polynomials using numerical examples.
In Section 5 we derive a one parameter family of simultaneous methods for finding all distinct zeros of a polynomial. This family includes, as special cases, the Halley-like method [24] and the Euler-Chebyshev-like method and, as a limiting case, the Schröder-like method [6, 7] . We give the theorem that under certain conditions all the methods of this family, except the Schröder-like method, locally cubically converge to all distinct zeros of a polynomial. In Section 6 we illustrate the convergence behavior of the simultaneous methods on polynomials and transcendental entire functions.
Let f (z) be an analytic function. In Section 2-4, we use the following notation:
Let w = re iθ (r > 0, −π < θ π) be a nonzero complex number. We define the square root of w by √ w = √ re iθ/2 (see [15, 7.3.8.3] ).
Modification to multiple zeros

derivation
Let f (z) be an analytic function and let α be a real constant. The ChebyshevHalley iteration functions are
The iteration functions (2.1) converge cubically to a simple zero and linearly to a multiple zero. In this section we modify Chebyshev-Halley iterations to converge cubically to a multiple zero with known multiplicity.
Let ζ be a multiple zero of f (z) of multiplicity m.
Applying (2.1) to h(z), we have
We note that φ α,1 (z) = φ α (z). We call the family of the iterations z (ν+1) = φ α,m (z (ν) ) the modified Chebyshev-Halley methods. 
which was proposed by the author [18] . Letting α → ±∞, (2.2) becomes the Schröder method [27] .
Local convergence of modified Chebyshev-Halley methods
Let f (z) be an analytic function and let ζ be a zero of f (z) of known multiplicity m (m ≥ 1), that is, there exists an analytic function g(z) such that
In this subsection, we abbreviate g(ζ), g (ζ), and g (ζ) as g, g , and g , respectively. In the asymptotic formulas we omit the qualifying phrase "as z → ζ". 
PROOF. By using
PROOF. It follows immediately from Theorem 2.1. 2
Remark 2.2
The asymptotic error constant of the super-Halley method for a simple zero ζ is C = −g (ζ)/2g(ζ). Therefore when f (z) is a quadratic polynomial with different zeros, C = 0, i.e. the order of convergence is at least four (see [2, 8] ). However, the order of convergence of the super-Halley method is three in general.
3 Global behavior for a polynomial
The decreasing ratio
Let φ(z) be a one-point iteration function. If there is a constant D such that
then D is called the decreasing ratio at infinity of φ(x) (see [20] ).
Let f (z) be a polynomial of degree n and let m be an integer with n > m > 0. Let φ α,m (z) be the modified Chebyshev-Halley iteration (2.2). 
Proposition 3.1 The decreasing ratio of
Solving inequalities (3.2) and (3.3) for α, we obtain
(2)-(9) The proof is easy or similar to (1). 2
Corollary 3.3 If
and the absolute value of an initial approximation z (0) is sufficiently large, then the iteration
PROOF. It follows from Proposition 3.2. 2
Global behavior of φ α,m (z) for a polynomial
Let f (z) = a 0 z n + a 1 z n−1 + · · · + a n−1 z + a n with a 0 = 0 be a complex polynomial. In the asymptotic formulas in this section we omit the qualifying phrase "as z → ∞".
where
PROOF.
(1) By using
we have
and
(2) Similarly we have
The optimum parameter
Let f (z) = a 0 z n + a 1 z n−1 + · · · + a n−1 z + a n with a 0 = 0.
, we obtain D α,n,m = 0 and
Therefore it follows from Theorem 3.4. 2
Now we define
Corollary 3.5 shows that when the absolute value of an initial approximation z (0) is sufficiently large, the next approximation
) is close to the center of gravity of all the zeros of f (z). If −a 1 /(na 0 ) is close to a zero of multiplicity m, it is expected that
for z ∈ C with !f (x)| is sufficiently large. We say that the parameter α
For comparison, we consider the family of Laguerre iterations for finding a multiple zero of multiplicity m [3, 19] :
where β( = 0, m) is a real parameter. When β = n, (3.5) is the Laguerre iteration for a multiple zero.
By the similar way to the proof of Theorem 3.4, we have
(3.6) In the case of m = 1 and a 0 > 0, see [11, p.413] . By (3.6) the decreasing ratio of the Laguerre iteration for a multiple zero is zero. Moreover, it is easy to see that
It is known (see [19, 22] ) that (3.5) is algebraically equivalent to the Hansen and Patrick iteration for a multiple zero of multiplicity m [10] 
,
Similar property holds for the modified Chebyshev-Halley iteration with the optimum parameter. 
PROOF. It follows from
ψ (1−2α)m/(2(1−α)),m (z) = φ α,m (z). 2
Numerical examples for polynomials
We demonstrate the global behavior and the local convergence of the modified Chebyshev-Halley methods for polynomials.
Our computations are carried out using gcc 4.1.2 (GNU Compiler Collection [28] ) with long double complex, about 19 significant digits. A subscripted digit in a number indicates the number of repetitions of this digit, e.g., 0.9 5 78 ≡ 0.9999978. Recurring decimals are written by writing out the repeating pattern once and putting a dot over the first and last digit of it, e.g., 26/9 ≡ 2.8, 704/999 ≡ 0.704. Italic type digits indicate the incorrect digits. The denotation M (e) means M × 10 e . The value NaN is "not a number"(ANSI/IEEE Std 754-1985).
For an m-fold zero of a polynomial of degree n we test φ α,m (z) with 13 parameters
Let D k be the decreasing ratio of φ α,m (z) with the parameter α = α k for k = 1, . . . , 13. By Proposition 3.2,
For comparison , we take up the Laguerre iteration for a multiple zero (3.5).
Example 4.1 [23] Let us consider the polynomial
All zeros are simple and exact zeros are −3, ±1, ±2i, 2 ± i, −2 ± i. The initial approximations were z (0) = 1000. Numerical results were listed in Table 1 .
Let (z (ν) ) be the iteration generated by φ 1.0625 (z)(= ψ 9,1 (z)) with the optimum parameter α 8 = 1.0625. Since
this sequence locally cubically converged to −1, which is the nearest zero to −a 1 /9a 0 = −0.3. The convergence of (z (ν) ) was better than that of the Laguerre iteration, which converged to 2 + i. The first 5 terms of the iteration generated by φ α k (z) with α 9 = 1, α 10 = 0.75, α 11 = 0.5, α 12 = 0, α 13 
It is known [12, p.457 ] that all zeros of a polynomial f (z) = a 0 z n + a 1 z n−1 + · · · + a n lie in the open disk with center 0 and radius
Example 4.2 [5, 6] Let us consider the polynomial Table 2 . The smallest number ν such that |f (z (ν) )| < 10 −14 , z (ν) , and |f (z (ν) )| were also added in Table 2 . The method φ α,3 (z)(= ψ 10,3 (z)) with α = α 8 converged to 2 which equals to −a 1 /10a 0 . When α = α 1 = 2.83, the iteration function φ α,4 (z) had a periodic point 0.4803207512023842610 of period 21.
Derivation of simultaneous methods
Let f (z) be a polynomial of degree n. Let ζ 1 , . . . , ζ l be l(> 1) distinct zeros of f (z) with known multiplicities m 1 , . . . , m l ( l j=1 m j = n), respectively. Let z 1 , . . . , z l be approximations to the zeros ζ 1 , . . . , ζ l , respectively.
Following the derivation of simultaneous methods found in Petković, Sakurai and Rančić [23] , let 
By the logarithmic derivative, we have Table 2 f (z) = (z − 1) 4 
Since ζ j is a zero of V j (z) with multiplicity m j , we apply (2.2) to V j (z). Then we have
where α= (α 1 , . . . , α l ) is a parameter in R l and m = (m 1 , . . . , m l ).
Now we obtain simultaneous methods for finding all distinct zeros of a polynomial: z , . . . , 1 2 ), (5.4) is the Halley-like method for multiple zeros [24] . When α= (0, . . . , 0), (5.4) is the Euler-Chebyshev-like method for finding multiple zeros. Letting α j → ±∞(j = 1, . . . , l), (5.4) becomes the Schröder-like method [6, 7] . 
Using (5.5) and (5.6), we have 
The polynomial case
In this subsection we apply Chebyshev-Halley-like methods to polynomials. Let f (z) = n i=0 a i z n−i (a 0 = 0) be a polynomial of degree n with l(1 < l ≤ n) distinct zeros ζ 1 , . . . , ζ l with known multiplicities m 1 , . . . , m l , respectively. For comparison we took up the Laguerre-like method [11] (see [23] ):
We started from Aberth's initial approximations: Table 3 . All iterations converged to ζ = (ζ 1 , . . . , ζ 9 ) where
The Chebyshev-Halley-like method with the optimum parameter α = 1.0625 is the best of all tested methods. Example 6.3 [25] We applied Chebyshev-Halley-like methods to the complex polynomial
The initial approximations were (6. 
The transcendental entire function case
In this subsection we apply Chebyshev-Halley-like methods (5.4) to finding some of zeros of transcendental entire functions. For comparison we took up the Ostrowski-like method (n → ∞ in (6.1))
and the Halley's irrational-like method (n = 2m j in (6.1)), which is often called the Euler-like method,
For the Ostrowski-like and Halley's irrational-like methods, see [23] .
Example 6.4 [16, 23] We applied Chebyshev-Halley-like methods to the transcendental entire function f (z) = e 3z + 2z cos z − 1, (6.4) whose zeros in {z : |z| < 2} are
All zeros are simple. The initial approximations were
Numerical results were shown in Table 6 . The Chebyshev-Halley-like methods with α = 1.5 and 1.0 did not converge. Some z (ν) j (j = 1, 2) converged to one of whose exact zeros are (2k + 1)π (multiplicity 2) and log 2 + 2kπi (multiplicity 3), for k ∈ Z. The distinct zeros in {z : |z| < 10} are log 2, ±π, log 2 ± 2πi, and ±3π. The initial approximations were Numerical results were shown in Table 7 . 
