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Abstract
D ata assimilation (DA) methods combine a prior forecast (background state) with the 
latest observations of the atmosphere, to estimate the initial conditions for a weather 
forecast. Accurate and early forecasts of extreme weather events allow time for actions 
to be taken to protect populations from injury and death, and for the preservation of 
infrastructure as far as possible. Climate change is expected to increase the severi­
ty/frequency of some extreme weather events over the coming Century. Advances in 
DA should improve the forecasts of these events.
Five DA methods are compared on a simple model:
4D V ar: Four-dimensional variational DA using linear and adjoint models and either 
a (perfect) 3D climatological background-error covariance m atrix (B) or a 3D 
ensemble background-error covariance m atrix (P^).
ED A : An ensemble of 4DEnVars, which is a variational DA method using a 4D ensem­
ble covariance m atrix (P^), using either a deterministic or stochastic formulation;
E n K F : An ensemble Kalman filter (also using P^).
It is found tha t the ensemble DA methods generally perform better than 4DVar with B , 
due to the im portant influence of flow-dependent background-error covariance matrices. 
The time correlations of P^ are degraded by the 4D localization, since the localization 
does not move with the flow. Therefore, 4DVar with P^ performs significantly better 
than the other ensemble DA methods when severe localization is required.
Using single observations in Hurricane Sandy and a midlatitude je t stream, two DA 
methods are compared on the UK Met Office global model:
H y b rid  4D V ar: 4DVar with a linear combination of B and P^;
H y b rid  4D E nV ar: 4DEnVar with a linear combination of P^ and a time-invariant 
B.
For these examples, the most significant advantage of Hybrid 4DVar over hybrid 4DEn- 
Var is its ability to implicitly propagate B  using the linear and adjoint models, which 
provides some flow-dependence.
Executive summary
Introduction
Weather forecasts have been improving by about one day of predictive skill per decade 
over the last 40 years. Much of this improvement in weather forecast accuracy can be 
linked to improvements in data assimilation (DA) methods. DA is the process of using 
all the available information to estimate the current atmospheric conditions. The best 
estimate of the state of the atmosphere is called the “analysis” . The analysis is used 
as the starting point for a weather forecast.
There are huge gaps in weather observation coverage, particularly over the oceans 
and less developed countries. DA methods therefore require a forecast from the past 
(the background state) to supplement the observations. The observations are used 
to correct the background over the assimilation window, which is typically six hours 
long. This process is called a cycle. The background for the next cycle is generated 
from the analysis of the previous cycle. The background-error covariance weights the 
background state and spreads information between variables.
Operational Numerical Weather Prediction (NWP) centres are currently facing a 
transition point from using four-dimensional variational data assimilation (4DVar) to 
using ensemble DA methods. These DA methods primarily differ in how they estimate 
the background-error covariance matrix. The 4DVar method works by minimizing 
a quadratic function called a “cost function” , which measures the fit of any model 
trajectory to the background and the observations in an assimilation window. The 
“4D” acronym applies to the three space dimensions and the time dimension in the 
assimilation window. The 4DVar method uses a 3D climatological background-error 
covariance (B). The 4DVar method generates the 4D climatological background-error 
covariance by implicitly propagating B  using the Tangent linear (TL) and adjoint 
models. This provides some flow-dependence, although this is limited by the length of 
the assimilation window. It is also limited by the accuracy of the linear assumptions 
made by using the TL and adjoint models.
Ensemble DA methods use an ensemble of model trajectories to estimate the en­
semble background-error covariance. This provides an estimate of the “errors of the 
day” , which is a significant advantage over 4DVar. The 4D ensemble background-error 
covariance (P^) has explicit flow-dependence, which is generated from the ensemble 
forecasts at each timestep in the assimilation window^. This avoids the need for the 
expensive linear and adjoint models. However, the ensemble background-error covari­
ance suffers from sampling error. Sampling error means that this covariance is not full 
rank because there are insufficient ensemble members (of the order 10 — 10^) to sample 
the huge number of degrees of freedom of the model (of the order 10®). Sampling error 
is partly alleviated by localization. But localization introduces other problems, some 
of which are investigated by this research.
The heart of the research in this thesis is the investigation of how well ensemble 
DA methods and 4DVar can estimate the background-error covariance. There are two 
aspects to this research:
1. On a broad time-scale, from cycle to cycle, DA methods are filters. One focus is 
on the improvement ensemble DA methods bring to the filtered covariance from 
the “errors of the day” .
2. The second focus is a test of the flow-dependence generated by the DA methods 
in the assimilation window, either implicitly (as in 4DVar), or explicitly (as in 
the ensemble DA methods).
Research impacts
One of the goals of the EngD is to demonstrate how the research has a positive impact 
on sustainable development (SD).
A sustainable world is one tha t can sustain human life and natural ecosystems. Sus­
tainability is the reconciliation of eco-centric, socio-centric and techno-centric concerns. 
Eco-centric concerns refer to the preservation of the natural environment, socio-centric 
concerns are about improving the quality of life of current and future generations, and 
techno-centric concerns are the constraints imposed by technology and the economic 
system within which the technology is deployed. SD is the process of moving towards 
sustainability.
Evidence suggests tha t global warming is already happening, mainly as a result of 
anthropogenic greenhouse gas (GHG) emissions and rainforest clearance. By the end 
of the Gentury, most climate models predict a warming of at least 2°C  (since pre­
industrial times). Human induced climate change is unsustainable, as it is changing 
ecosystems worldwide and is a threat to the security and welfare of human society.
^The underline defines the time-dimension in the assimilation window, as in Lorenc (2003).
particularly in the developing world. It is also likely to lead to significant species 
extinctions.
Climate models predict tha t the frequency of some extreme weather events, such as 
exceptionally heavy rainfall in midlatitudes, and intense tropical cyclones, will increase 
over the coming Century. Extreme weather is generally defined as weather tha t is 
statistically rare, including severe or unseasonable weather. In the context of this thesis 
it implies severe weather. Three case studies are used to demonstrate how early and 
accurate forecasts of extreme weather can help with disaster prevention and disaster 
relief.
The use of ensemble DA has contributed towards the improvements in weather 
forecasts over the last decade. The ensemble background-error covariance can cap­
ture the current weather conditions, including extreme weather, but the climatological 
background-error covariance cannot. All the experiments in this thesis compare the 
way DA methods estimate these covariances. The single observation experiments es­
tim ate the errors in the time correlations of the background-error covariances for two 
drivers of extreme weather.
The research should lead to improvements in global DA methods and the weather 
forecasts tha t depend on these DA methods for the initial conditions. Climate change 
adaptation will be necessary to a greater or lesser extent, depending on how effective 
climate change mitigation efforts eventually prove to be. Having more accurate weather 
predictions from advances in DA methods should at least enable people to be better 
prepared for extreme weather events and to adapt to living with a less certain climate. 
In this way, the research contributes towards sustainable development.
Toy m odel experim ents
Firstly, five DA methods are compared on a simple numerical model (toy model):
4 D V ar/4 D V ar-B en  - F ou r-d im en sio n a l v a ria tio n a l d a ta  ass im ila tion . 4DVar 
uses a (perfect) 3D B and 4DVar-Ben uses a 3D localized coming from the 
EDA-D. The 4D covariances are calculated by implictly propagating the 3D co- 
variances using TL and adjoint models;
E D A -D /E D A -S  - E nsem ble  o f d a ta  a ss im ila tio n s  tha t generates its own localized 
4D P^. This covariance matrix is used and localized in a 4DEnVar variational 
analysis of each member, without the need for TL or adjoint models. The spread 
is either maintained using a deterministic (EDA-D) or stochastic (EDA-S) for­
mulation;
D E n K F  - E nsem ble  K a lm a n  filte r  using a localized 4D and a deterministic 
analysis update step^.
The five DA methods are summarised in Table 1.
M ethod Type Background 
Cov type
Background 
Cov source
Cov propa­
gation
M aintaining
ensemble
spread
4DVar Variational Climatological Perfect
Bootstrapping
method
Tangent lin­
ear/adjoint 
model
N /A
4DVar-
Ben
Variational 3D-localized,
flow-
dependent
EDA-D ensem­
ble
Tangent lin­
ear/adjoint 
model
N/A
EDA-S Ensemble 
of 4DEn- 
Vars
4D-localized,
flow-
dependent
Ensemble Ensemble
forecasts
Perturbed
observations
EDA-D Ensemble 
of 4DEn- 
Vars
4D-localized,
flow-
dependent
Ensemble Ensemble
forecasts
Deterministic
DEnKF Sequential 4D-localized,
flow-
dependent
Ensemble Ensemble
forecasts
Deterministic 
(same as 
EDA-D)
Table 1: The DA methods used for the toy model experiments. Cov stands for error covariance 
matrix.
The toy model experiments are partly motivated by the quasi-operational experi­
ments by Buehner et al. (2010b), who compared similar methods on the Environment 
Canada global model. Three of the effects investigated by Buehner et al. (2010b) are 
explored:
1. The 4D background-error covariance m atrix construction;
2. The different ways the ensemble DA methods perform localization over the as­
similation window;
3. Differences in the observation densities between the Southern and Northern ex- 
tratropics.
The ability to generate results quickly with the toy model means th a t it is possible to 
investigate a wider range of parameters than Buehner et al. (2010b), such as various 
temporal and spatial observation densities, ensemble sizes, tuned covariance localization 
and inflation. In order to investigate the effects of model error on their performance.
^Note that this differs to the Double EnKF (DEnKF) of Houtekamer and Mitchell (1998), which 
uses perturbed observations with two sub-ensembles in order to reduce the effects of imbreeding.
the DA methods are compared with both a perfect model and an imperfect model. The 
results from the toy model experiments are published in Fairbairn et al. (2013) except 
for the outer loop experiments. The three main contributions to knowledge from the 
toy model experiments are as follows:
1. The 4DVar-Ben method performs significantly better than the other ensemble DA 
methods when severe localization is required. The 4D localization of the other 
ensemble DA methods degrades the time correlations of P^, since the localization 
does not move with the flow. The 4DVar-Ben method avoids this problem, since 
it only localizes the initial 3D P^, which it then implicitly propagates using the 
TL and adjoint models to generate the 4D covariance;
2 . Additive inflation, even when generated from the true model-error covariance, 
does not fully account for model error in the ensemble background-error covari­
ance. Localization and fixed multiplicative inflation are still needed to alleviate 
the effects of model error;
3. The 4DEnVar method can be implemented with an outer loop, but it does not 
improve the analysis in this model regime.
It is demonstrated tha t an ensemble of 4DEnVars (EDA) is equivalent to an EnKF, 
provided the observations are situated on model gridpoints. This agrees with the the­
oretical equivalence explained by Wang et al. (2007a).
Future work could investigate the impact of an outer loop on 4DVar and 4DEnVar 
for various toy models, including highly nonlinear regimes.
Single observation experim ents
Single observation experiments are performed on two drivers of extreme weather: 1. 
Hurricane Sandy (25/10/12), 2. A strong midlatitude je t stream (01/11/11). They are 
used to investigate two DA methods on the UKMO global DA system:
H y b rid  4D V ar - F ou r-d im ensional v a ria tio n a l d a ta  ass im ila tion . The 3D hy­
brid covariance m atrix is a linear combination of a 3D P^ (from an EnKF method) 
and a 3D B. The 4D covariances are calculated by implictly propagating the 3D 
covariances using TL and adjoint models;
H y b rid  4D E nV ar - F ou r-d im ensional ensem b le  v a ria tio n a l d a ta  ass im ila tio n .
The hybrid covariance matrix is a linear combination of a 4D P^ (from an EnKF 
method) and a time-invariant 4D B.
Table 2 gives a summary of the DA methods used in the single observation experiments. 
The hybrid DA methods combine the ensemble background-error covariance with the 
climatological background-error covariance, in order to improve the analysis. Note 
tha t the UKMO implements hybrid 4DVar with the perturbation forecast (PF) model, 
which is an approximation of the exact TL model. The hybrid 4DEnVar method uses a 
persistance forecast of B  at each timestep in the assimilation window, in the same way 
as three-dimensional variational data assimilation with the first guess at the appropriate 
time (3DVar EG AT).
M ethod Type Background 
Cov type
Background 
Cov source
Cov prop­
agation
M aintaining
ensemble
spread
Hybrid
4DVar
Variational Combined [3D 
Climatologi- 
cüï\ “F [3D- 
localized, 
flow-
dependent]
[UKMO ap­
proximations] 
-f [Ensemble 
forecasts]
Both use 
PF/adjoint 
model
N /A
Hybrid
4DEnVar
Variational Combined \4D 
Climatologi­
cal] -t- [4D- 
localized, 
flow-
dependent]
[UKMO ap­
proximations] 
+  [Ensemble 
forecasts]
[time-
invariant]
T
[Ensemble
forecasts]
N /A
Table 2: The DA methods used for the single observation experiments. Cov stands for error- 
covariance matrix. Text in italics applies only to the climatological covariance matrix and text 
in bold applies only to the ensemble covariance matrix.
The UKMO is planning in the future to switch their global deterministic DA method 
from hybrid 4DVar to hybrid 4DEnVar. This is mainly related to the computationally 
expensive 4DVar PF  and adjoint models, which are avoided by 4DEnVar. The UKMO 
recently performed a trial, which compared hybrid 4DVar with hybrid 4DEnVar on the 
global model (Neill Bowler, personal communication). The hybrid covariance m atrix 
consists of 80% of the climatological background-error covariance plus 50% of the en­
semble background-error covariance. Hybrid 4DVar performed significantly better than 
hybrid 4DEnVar, with the largest difference in performance in the Southern hemisphere. 
The main motivation for the single observation experiments is to explain the results 
from this trial and to link these results to the toy model experiments.
Single observation experiments provide a test of the background-error covariance to 
spread information from a single observation. The single observation experiments are 
used to estimate the errors in the assumption tha t the analysis increment is strongly 
constrained by the nonlinear model. In hybrid 4DVar, this is equivalent to testing the
TL hypothesis. In hybrid 4DEnVar, this is a new way of estimating three sources of 
errors:
•  The errors from the linear assumption i.e. the linear combination of ensemble 
members;
• The errors introduced from the lack of flow-dependence in B;
• The errors introduced because the 4D localization of does not move with the 
flow.
In order to determine the relative benefit of the climatological and ensemble background- 
error covariance to hybrid 4DEnVar and hybrid 4DVar, it is necessary to also compare 
the methods with a pure climatological background-error covariance (4DVar vs 3DVar 
FGAT) and a pure ensemble background-error covariance (4DVar-Ben vs 4DEnVar). 
The results from the experiments are summarised as follows:
1. In the je t stream example, hybrid 4DVar produces smaller strong-constraint errors 
than hybrid 4DEnVar. The reason is tha t hybrid 4DVar implicitly propagates B 
using the PF  and adjoint models, which provides some flow-dependence, unlike 
hybrid 4DEnVar which uses a time-invariant B  (equivalent to 3DVar FGAT);
2. In the Hurricane Sandy example, hybrid 4DEnVar has smaller strong-constraint 
errors than hybrid 4DVar. The inferior performance of hybrid 4DVar may be re­
lated to the PF  and adjoint models struggling to represent the complex nonlinear 
physics inside a hurricane.
In both examples, the time correlations of the hybrid 4DEnVar are not significantly 
degraded by the localization not moving with the flow. This is suprising, as this was 
considered to have been a significant issue with other quasi-operational systems (e.g. 
Buehner et al. (2010b); Zhang and Zhang (2012)).
Previous UKMO trials have shown tha t on average, 4DVar has smaller analysis 
errors than 3DVar FGAT (Lorenc and Rawlins, 2006), which suggests tha t the flow- 
dependence generated by propagating B  using the 4DVar linear and adjoint models is 
beneficial. Therefore, in order for hybrid 4DEnVar to become competitive, the UKMO 
needs to reduce the dependence of hybrid 4DEnVar on B. This can be done by im­
proving the representation of P^ (e.g. by increasing the ensemble size).
Useful future work would be to run a trial of the UKMO global DA system, com­
paring 4DVar-Ben with 4DEnVar. This would determine the average performance of 
the DA methods and may help the UKMO to understand how best to improve the 
representation of P^.
Finally, it should be recognised tha t the potential of hybrid 4DEnVar is signif­
icantly greater than these experiments suggest. Hybrid 4DEnVar does not require 
the expensive TL and adjoint models, which are needed by hybrid 4DVar. For the 
same computational cost, it should therefore be possible to run larger ensembles with 
hybrid 4DEnVar compared to  hybrid 4DVar, therefore compensating for the lack of 
flow-dependence in B. However, hybrid 4DVar using a small ensemble may be more 
accurate in practice than hybrid 4DEnVar using a much larger ensemble, so it is not 
clear which method has the greatest potential.
Case studies
Three case studies are used to demonstrate how forecasts of extreme weather can benefit 
disaster prevention and disaster relief: A heavy rainfall event and a heavy snowfall event 
in the UK, and Hurricane Sandy.
W ith the case of predicting Hurricane Sandy in October 2012, some NWP centres 
forecasted a small probability tha t a tropical cyclone would hit the East coast of the 
US, nine days in advance of impact. Then five days in advance of impact, most NWP 
centres forecasted a significant probability (> 30% chance) tha t the hurricane would 
land within 120km of Atlantic City, New Jersey, where it actually did land. A num­
ber of emergency preparation measures were implemented based on these probability 
forecasts. For example. New Yorkers were urged by the Red Cross to take simple steps 
to be prepared, five days in advance of impact. One of these steps was to download 
a mobile phone App, which gave access to the latest forecasts and weather warnings 
related to Hurricane Sandy.
The deterministic forecasts of Hurricane Sandy were generally accurate (with track 
errors less than 250km) by about four days in advance of impact. By combining both the 
ensemble probability forecasts with the high resolution deterministic forecasts, weather 
forecasters were able to give confident and accurate predictions of Hurricane Sandy by 
about four days in advance of impact. This information was passed onto the disaster 
managers, who were able to make highly beneficial decisions. For example, two days 
before Hurricane Sandy arrived in New Jersey, many low-lying areas of New York City 
were evacuated, including parts of lower M anhattan.
New York City was one of the worst affected areas. The 4.38 metre high storm 
surge flooded the subway system and various suburban areas. In New York state alone 
53 people lost their lives, and one estimate of the cost of the hurricane is $42 billion. 
However, it is likely tha t the loss of life and damage to infrastructure was greatly 
reduced by the effective disaster prevention and disaster relief.
The research in this thesis is more relevant to short range high resolution deter­
ministic forecasts, rather than long-range ensemble forecasts. The differences between 
the DA methods (including the linear assumptions) are more im portant for higher res­
olution models, and more observations are needed to resolve the dynamics. Ensemble 
forecasts are less dependent than deterministic forecasts on DA methods anyway, as 
they combine DA methods with singular vectors and other methods to improve the 
ensemble spread.
In the developing world, disaster managers often do not have access to the most 
accurate weather forecasts available. This is related to economic and political reasons, 
rather than NWP reasons. By having access to more accurate forecasts of extreme 
weather in these regions, emergency managers would have more confidence to imple­
ment early warning systems. Future work could assess the impact of the severe weather 
forecast demonstration project (SWFDP), which aims to improve access to weather 
forecasts in these regions.
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Chapter 1
Introduction
1.1 Numerical W eather Prediction
Over the last 40 years, Numerical Weather Prediction (NWP) systems have been im­
proving by approximately one day of predictive skill per decade. Kalnay (2003) explains 
tha t this has been largely due to
• Improvements in the representation of small-scale physical processes (such as 
turbulent heat transfer and convection);
• Increases in the power of supercomputers, which has enabled better DA methods, 
more ensemble members, higher resolution models and more satellite observations;
• Improvements in data assimilation (DA) methods;
• The increased availability and quality of data.
The third point above is highlighted because it is the area where this research can 
contribute.
1.2 W hat is data assimilation?
In NWP, DA is the process of using all the available information to estimate the current 
state of the atmosphere. This approximation of the current atmospheric conditions is
used as the starting point for a weather forecast. Lorenz (1963) demonstrated the
importance of having an accurate representation of the initial conditions for a weather 
forecast, since two forecasts using identical forecast models, but with small differences 
in the initial conditions, will eventually exhibit completely different behaviour. This 
phenomenon is known as the “Butterfly effect” .
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Unfortunately, weather observations alone cannot provide an accurate picture of 
the atmosphere. Some regions of the world are relatively well observed, such as de­
veloped countries in Europe and North America. However, many regions have sparse 
observations, especially the oceans and less developed countries. Also, most observa­
tions do not fall on the model gridpoints and require some form of interpolation. The 
observations are then used to  represent the area the size of the grid box. But the point 
observations are likely to be different to the grid box average. This representation of 
the observations introduces errors, which are referred to as “representivity errors” . The 
representivity errors together with the errors in the observing instruments themselves 
make the observations less useful. In the early days of NWP, Bergthorsson and Doos 
(1955) realised tha t another source of information would be required to supplement 
the observations, which is called the “background state” . The background state is 
an approximation of the atmosphere at all the gridpoints of the forecast model prior 
to the use of observations. The background is generated from a past weather forecast 
and therefore carries information forwards from the past. DA combines the background 
state with the observations to produce the best estimate of the state of the atmosphere, 
which is called the “analysis state” . The analysis is used as the initial conditions for 
a weather forecast. The assimilation of observations over a time window (assimilation 
window) is called a cycle. The background for the next cycle is generated from the 
analysis of the previous cycle.
Conventional observations are direct observations from radiosondes, ships, aircraft 
and surface observations. These observations have existed for hundreds of years and 
play a valuable role in DA. Remote sensing observations include satellites, radar and 
lidar. These observations have significantly improved the global observation coverage 
since the late 1970s. These sources observe from a distance and do not directly ob­
serve the useful variable. For example, satellites cannot measure tem perature directly, 
rather they measure radiation and an estimation of temperature is retrieved from these 
radiation observations.
1.3 Research aims
Operational centres such as the UK Met Office (UKMO) are currently at a transition 
point from using four-dimensional variational data assimilation (4DVar, Le-Dimet and 
Talagrand (1986)) to ensemble DA methods. 4DVar was the preferred method at most 
operational centres until the late 2000s. More recently, ensemble DA methods have 
become increasingly widespread.
The 4DVar climatological background-error covariance (B) is not flow-dependent, 
since it makes the assumption tha t the background errors are constant over time,
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which is incorrect, since the weather is always changing. In order to generate a flow- 
dependent background-error covariance, the 4DVar method assimilates observations 
over an assimilation window, which is typically six hours long. The 3D covariance B 
is implicitly propagated using the tangent linear (TL) model (M ) and adjoint model 
(M ^) over the assimilation window, which generates a 4D background-error covariance 
(M B M ^). The underline of the TL and adjoint models represents a 4D propagation 
of B through the assimilation window. This 4D background-error covariance has some 
flow-dependence, which is limited by the length of the assimilation window. Also, it is 
dependent on the accuracy of the linear assumptions made by using the TL and adjoint 
models. W ith a perfect linear model, the longer the assimilation window the less reliant 
4DVar is on an accurate background-error covariance and the more flow-dependence is 
generated by M B M ^  (Fisher et al,  2005).
In reality, model errors are significant in NWP, and the longer the assimilation 
window the larger the model error contribution to the analysis. Most NWP centres 
make the assumption th a t the model is perfect, which means tha t the 4DVar analysis 
is constrained to fit a model trajectory. For this reason, the assimilation window is 
restricted to about six hours, over which time the model error is negligible. Note tha t 
a 12 hour assimilation window is used at the European Centre for Medium Range 
Weather Forecasts (ECMWF) (Bonavita et ai,  2012), which is unusual. It is possible 
to account for model error in 4DVar, doing so allows the length of the assimilation 
window to be increased. This formulation is called weak-constraint 4DVar because the 
analysis is no longer constrained to fit a model trajectory. But model error is poorly 
understood in NWP and is computationally expensive to account for (Trémolet, 2006). 
Therefore, most NWP centres have decided not to implement weak-constraint 4DVar.
Ensemble DA methods generate the background-error covariance from an ensemble 
of background states. The ensemble forecasts are used to generate a 4D ensemble 
background-error covariance P^ in the assimilation window. Ensemble DA methods are 
explicitly flow-dependent i.e. they measure the “errors of the day” directly from the 
ensemble forecasts. The ability of ensemble DA methods to measure the “errors of the 
day” gives them a significant advantage over 4DVar in NWP (Kalnay et al,  2007). The 
increasing parallélisation of supercomputers and use of ensemble forecasting systems 
lend themselves better to ensemble DA methods than 4DVar. Moreover, ensemble DA 
methods do not require the TL and adjoint models, which are expensive both in terms 
of staff and computing costs (Kalnay et al,  2007). However, there is evidence to be 
more optimistic about the future of 4DVar. For example, research is ongoing to make 
the 4DVar method more parallelisable. The saddlepoint formulation may provide a 
long term  future for 4DVar (Fisher, 2011).
Ensemble DA methods also have disadvantages. The most significant problem is the
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computational cost of running a large ensemble. Only 10 — 10^ ensemble members are 
currently affordable and this is clearly insufficient to sample the huge number of model 
variables (of the order 10®). Localization is required to increase the number of degrees 
of freedom of P^, but this has negative side-effects, some of which are investigated by 
this research.
Operational centres are generally seeking ways to combine the advantages of 4DVar 
with ensemble DA methods. The DA methods compared in this thesis demonstrate 
various ways of doing this. These methods predominantly differ in how they estimate 
the 4D background-error covariance. The heart of the research in this thesis is the 
investigation of how accurately these methods can estimate the 4D background-error 
covariance. There are two key aspects to  this research:
1. On a broad time-scale, from cycle to cycle, DA methods are filters. One focus is 
on the improvement ensemble DA methods bring to the filtered covariance from 
the “errors of the day” .
2. W ithin the assimilation window, the algorithms consider all the observations to­
gether, allowing for their times, i.e. the DA methods are smoothers. These need 
a 4D background-error covariance. The second focus is a test of the ability of 
the DA methods to generate flow-dependence in the assimilation window, either 
implicitly as in 4DVar, or explicitly as in the ensemble DA methods.
1.4 Research impacts
This research has implications for the improvement of operational DA methods, which 
should lead to improvements in the weather forecasts tha t rely on these DA methods for 
the initial conditions. Weather forecasts benefit society in a variety of ways. For exam­
ple, businesses often use weather forecasts for everyday operations. The UK National 
Grid uses weather forecasts to help balance energy supply and demand (Nationalgrid, 
2012). Airlines around the world use forecasts of upper level winds to help improve 
aircraft fuel efficiency (Altus, 2009).
One of the goals of the EngD is to demonstrate how the research has a positive 
impact on sustainable development. Sustainable Development (SD) was defined by the 
Brundtland report (UN, 1987) as “Development tha t meets the needs of the present, 
without compromising the ability of future generations to meet their own needs.” The 
concept of SD has become increasingly im portant because the carrying capacity of 
planet Earth is being stretched to its limit by human activity. Some people are using 
resources faster than the planet can replenish them, yet many of the world’s poorest 
peoples’ basic needs are not being met (RAENG, 2005).
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Clift (2007) showed tha t there are three concerns tha t constrain sustainability: 
Eco-centric concerns, Techno-centric concerns and Socio-centric concerns. These are 
illustrated in the Venn diagram (Figure 1.1).
SUSTAINABILITY
techn(m :entric M --------  socio-centric
CONCERNS I CONCERNS
Techno-economic \ I Human captial
systems \  j  and social
\  /  expectations
Figure 1.1: Venn diagram of the three dimensions of sustainable development. Diagram by 
RAENG (2005) but based on the original idea by Clift (2007).
Eco-centric concerns refer to the preservation of the natural environment, resource 
depletion and the planet’s ability to accommodate human pollution. Technocentric 
concerns represent the constraints imposed by technology and the economic system 
within which the technology is deployed. Socio-centric concerns include the expecta­
tions and the aspirations of people. This involves improving the quality of life of the 
current generation and future generations, and not just for a favoured few.
Sustainability represents the unity of these three concerns, which implies tha t one 
cannot be traded for another. Sustainability is an idealistic concept, but people can 
work towards a more sustainable world by avoiding certain unsustainable practices, 
such as rainforest deforestation and overfishing. Sustainable development represents 
the process of moving towards sustainability.
Observations indicate that the average global surface temperature of the Earth 
increased by about 0.74°C between 1906 and 2005 (IPCC, 2007a). Most climate models 
predict that by the end of the 2F^ century, the average global surface tem perature 
will increase by at least 2°C since pre-industrial times. This is mainly caused by 
anthropogenic greenhouse gas (CHC) emissions. Global warming is an eco-centric 
concern because it is projected to modify eco-systems worldwide and may lead to 
significant extinctions of plants and animal species (IPCC, 2007b). Global warming is 
a socio-centric concern because it will affect the quality of life of the human population,
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especially those living in the regions which may be most badly affected. Some of the 
people living in these regions will find it very difficult to adapt because they lack the 
required resources. It will test the abilities of people and their technology to 1. Mitigate 
Climate Change; and 2. Adapt to  climate change. An SD path will address these three 
concerns (in Figure 1.1 above). The use of DA can help to address some aspects of 
these concerns.
Global warming is expected to increase the intensity and the frequency of some 
extreme weather events. The UKMO describe extreme weather as “weather phenomena 
tha t are at the extremes of the historical distribution, especially severe or unseasonable 
weather” . They define extreme weather quantitavely as a the value tha t is exceeded 
only 1 in 100 days i.e. the 1^ * percentile (UKMO, 2012c). Extreme weather can apply 
to any weather tha t is unusual, including the warmest day in winter, and does not 
necessarily imply tha t the weather is dangerous to human society. Extreme weather 
events in the context of this thesis are referring to severe weather events, such as heavy 
rainfall or tropical cyclones. Severe weather means tha t the weather has the potential to 
cause damage, social disruption or loss of human life. Severe weather varies depending 
on the location.
Global warming is predicted to lead to more intense rainfall events in the future, 
since a warmer atmosphere can hold more water vapour (Min et al,  2011). Climate 
models generally agree tha t the frequency of intense tropical cyclones will increase 
(Holland and Bruyère, 2013). This research will help to provide more accurate forecasts 
of these extreme weather events.
The improvements in weather forecasts in recent years can partly be attributed 
to ensemble DA. The ensemble background-error covariance can capture the latest 
weather conditions, including extreme weather events, such as fronts and tropical cy­
clones. The importance of a flow-dependent background-error covariance m atrix can be 
demonstrated using a single-observation experiment. Clayton et al. (2012) compared 
the impact of B and on the 3DVar analysis. They looked at an example with a 
single wind observation u  near a front and measured the change in u {m/s)  when as­
similating the observation. This is given in Figure 1.2. It is evident tha t 3DVar with B 
cannot capture the change in windspeed along the front, but 3DVar with can. There 
have also been numerous experiments in NWP tha t have demonstrated the importance 
of ensemble DA for capturing other extreme weather types, such as tropical cyclones 
(e.g. Aksoy et al. (2012); Jung et al. (2012)). Trials on the UKMO global model have 
revealed tha t ensemble background-error covariances improve the average performance 
of DA methods. For example, hybrid 4DVar, which uses P^ and B , performs better on 
average than 4DVar, which only uses B  (Clayton et al,  2012).
The experiments in this thesis explore the advantages of ensemble and climatological
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Figure 1.2: Top: Change in windspeed u when assimilating one observation with standard 
3DVar, which uses B. Bottom: Change in windspeed u when assimilating one observation with 
3DVar using instead of B. The front is captured in the bottom plot, but not in the top plot.
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background-error covariances. The single observation experiments on the UKMO global 
DA system are particularly relevant to the prediction of extreme weather, since they 
test the accuracy of the 4D background-error covariance on a tropical cyclone and part 
of the midlatitude je t stream.
A number of recent high profile extreme weather events have been remarkably well 
forecast, which has meant th a t the scale of destruction and the loss of human life has 
been significantly reduced. Hurricane Sandy is a good example. In this thesis, three 
case studies demonstrate how early and accurate predictions of extreme weather can 
significantly help with disaster prevention and disaster relief.
People are all going to have to live with the effects of climate change to a greater or 
lesser extent, depending on how effective climate change mitigation eventually proves to 
be. Therefore, having more accurate weather predictions from advances in DA methods 
should at least enable people to be better prepared for extreme weather events and to 
adapt to living with a less certain climate. In this way, the research contributes towards 
sustainable development.
1.5 Reader’s guide
The reader’s guide to the thesis is given in Table 1.1. This briefly describes the content 
of the Chapters. The thesis is followed by the published paper (Fairbairn et al,  2013). 
A CD is attached which contains the six progress reports and the 2"^ year dissertation, 
which were produced over the course of the EngD.
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N C hapter title Content
2
3
4DVar
Ensemble DA methods
The DA m ethods: These Chapters describe the DA al­
gorithms that are used in the experiments. The methods 
primarily differ in how they represent the 4D background- 
error covariance. The similarities and differences between 
these DA methods are made clear, which should make it 
easier to understand the results from the experiments.
4
5
6
The experimental setup 
Perfect model experiments 
Imperfect model experi­
ments
Toy model experim ents: The toy model experiments 
test the DA methods for their ability to produce the 
best deterministic analysis. They are partly motivated by 
quasi-operational experiments of Buehner et al. (2010b), 
where similar DA methods were compared. These Chap­
ters link the toy model experiments to their quasi- 
operational results and demonstrate some important dif­
ferences and similarities between the DA methods. The 
advantages and limitations of the toy model experiments 
are also described. The results are published in Fairbairn 
et al (2013), except for the outer loop experiments.
7 Single observation experi­
ments
Single observation experim ents: Recent trials have 
shown that hybrid 4DVar performs better than hybrid 
4DEnVar on the UKMO global model. The aim of this 
Chapter is to use single observation experiments to help ex­
plain this result. The assimilation of single observations in 
a midlatitude jet stream and Hurricane Sandy demonstrate 
important differences between the performance of the DA 
methods. This will have implications for the UKMO, who 
are considering replacing hybrid 4DVar with hybrid 4DEn- 
Var. Some recommendations for future work are given.
8 Extreme weather predic­
tion
Extrem e w eather prediction The various forecast mod­
els at the UKMO are described, including which DA meth­
ods provide the initial conditions. It is expected that this 
research can improve weather forecasts more generally, but 
the prediction of extreme weather events is particularly 
relevant to sustainable development. Three case studies 
demonstrate how accurate and early predictions of extreme 
weather can benefit disaster prevention and disaster relief.
9 Summary and Discussion Sum m ary and Discussion: A summary and discussion 
of the experimental results and the impacts of the research. 
Recommendations are given for future work.
Table 1.1: A reader’s guide to the thesis. The abbreviation N stands for Chapter number.
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4DVar
2.1 Introduction
4DVar uses the background state and the latest observations to estimate the current 
atmospheric conditions. The following description of 4DVar comes from the UKMO 
(UKMO, 2011c). 4DVar calculates a forecast trajectory which fits the available observa­
tions to within the observational error over a period of time. It is very computationally 
demanding to fit a forecast model to observations. The problem is made affordable by 
using an accurate forecast prior to assimilating observations (the background state), 
and by adding small increments to it. This is done in practice by minimizing a cost 
function, which measures the departures of the corrected forecast trajectory from the 
background and the observations, each weighted by their expected errors.
The period of time used by 4DVar (the assimilation window) is typically six hours 
long, which is short enough tha t model error is negligible. The cost function is mini­
mized iteratively using a descent algorithm and at each iteration a small increment is 
added to the latest corrected forecast. The model state tha t produces the minimum is 
called the “analysis” and is used as the starting point for a weather forecast. A diagram 
of 4DVar is shown in Figure 2.1, which shows tha t the previous forecast is corrected by 
the observations in an assimilation window.
4DVar (with a pure climatological background-error covariance) was widely used 
by operational centres until the late 2000s, but at the time of writing operational cen­
tres commonly use hybrid 4DVar, which makes use of the ensemble and climatological 
background-error covariances. The mathematical derivation of the continuous equa­
tions for 4DVar can be found in Griffith (1997), which makes use of the calculus of 
variations. The discrete formulation of 4DVar is used in NWP and is described here. 
All of the aspects of 4DVar described in this Chapter, including the incremental for­
mulation and the control variable transforms, are also used by hybrid 4DVar. For
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Time
Figure 2.1: An illustration of 4DVar. The analysis (corrected forecast) is varied to fit both 
the background (x^) and the observations y°.
this reason, it is useful to understand the advantages and disadvantages of the 4DVar 
method.
Before understanding any DA methods it is necessary first to understand the back­
ground state and its propagation over time, which is given in Section 2 .2 . The observa­
tions are discussed in Section 2.3. One of the major difficulties with all DA methods is 
how to quantify the weight to be given to the background state and the observations. 
Important differences often exist in the way different DA methods quantify the errors in 
the background state. Four-Dimensional Variational DA (4DVar, Le-Dimet and Tala­
grand (1986)) uses a 3D climatological background-error covariance matrix (B) and the 
structure of this matrix is discussed in Section 2.4. The observation-error covariance 
matrix is similar for most DA methods and this is discussed in Section 2.5. In NWP, 
4DVar methods are generally strongly constrained by the model (i.e. model error is 
neglected). Information about the model-error covariance can be found in Section 2.6. 
All the DA methods compared in this thesis can be derived from Bayes’ theorem, which 
is given in Section 2.7.
Before explaining 4DVar, it is necessary to understand three-dimensional variational 
data assimilation (3DVar, Lorenc (1986)). 3DVar is described in Section 2.8. It is less 
computationally expensive than 4DVar and was the method of choice on the global 
model at the UKMO between 1999 and 2004. Full 4DVar is an extension of 3DVar to 
assimilate the observations at their correct times (Section 2.9). Incremental 4DVar is 
an approximation of 4DVar tha t uses a less accurate linear model (Section 2.10). The 
computational efficiency of incremental 4DVar means tliat operational centres prefer it
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to full 4DVar. In order to improve the efficiency further, operational centres such as 
the UKMO have implemented incremental 4DVar using the control variable transform 
(Section 2.11). A summary is given in Section 2.12.
2.2 The background state
The model state (x) is a vector of dimension n, where n  is the number of degrees of 
freedom of the model (i.e. the number of variables times number of gridpoints). In 
DA, the forecast model is required to  propagate the background state, which is then 
updated using the observations. The background state is the best estimate of the 
state of the atmosphere prior to the assimilation of observations (Kalnay, 2003). This 
generally comes from a good quality forecast from the past. The background state (x^) 
is propagated through time using the forecast model:
x^(U) =  M (x^(U_i)), (2.1)
where (M  : -4- %") is the forecast model, which is nonlinear in NWP. The DA
methods used in NWP generally assimilate observations in a time window, called an 
“assimilation window” , which is typically six hours long. The assimilation window has 
N  timesteps. The background is propagated from the start of the window (to) to the 
end of the window (tjv). A four-dimensional representation of the background state (x^)
includes the three space dimensions and all the timesteps in the assimilation window.
The background at the start of the window (x^(to)) is propagated through the entire 
window by the four-dimensional model state (M):
x ' ' = M i x ’(to)). (2.2)
A linearized version of M  is often used in DA. This is denoted by the TL model M  
and is equal to the Jacobian of the nonlinear model M:
M = ®d x
d M i ( x i ) d Mi ( x 2 ) dMi{Xn)
dM2^xi)
d x i dx2 dXn
dMn{x\) dMn{x2) dMn{Xn)
(2.3)
\  d x i  d x 2 ' ■ ■ dXn /
In operational practice, the cost saving comes from using a simplified, lower resolution 
linear model, which is only approximately equal to the Jacobian. Most DA methods 
used in NWP assume tha t the model is perfect because model error is currently poorly 
understood and computationally expensive to simulate (Tremolet, 2007).
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2.3 The observations
The observations do not generally fall on the model gridpoints. For this reason an 
observation operator is required tha t converts the model gridpoints to the observation 
locations. Let the observation vector at the time U be represented by y°  with p  ob­
servations. The state vector x  is mapped to the observations y°  by the observation 
operator H  (such tha t H  : ^  The linearized observation operator is denoted
by H , which is equivalent to the Jacobian of the m atrix H:
^  dH{x)  ^  %  
a x  ax
/  dyj  ^ ^  \
' d x i  d x 2 ' ' ' dxn  '
dv2 dv2 dv2
d x \  d x 2 ’ ' ' dxn
. dyp_ 9% I
\  d x \  d x 2 ’ ’ ■ dxn  /
(2.4)
The linearized observation operator is often used in 4DVar and other DA methods. The 
vector of the model prediction of observed values (of dimension p) is given by
y% =  ^(x(^%)). (2.5)
2.4 M odelling B
DA methods require estimates of the background and the observation errors. Infor­
mation with smaller errors is more useful and is given more weight. Background and
observation errors are estimated by covariance matrices. Covariance matrices are a 
measure of the magnitude of the errors and the correlations between the errors. The 
background error is defined as;
(7^  =  x^ — x^. (2.6)
The 4DVar method uses a climatological background-error covariance m atrix (B, of 
dimension n x n). Like all background-error covariance matrices, B is designed to 
estimate the true background-error covariance matrix:
B =  /(<T''-/o-'’W - / c r b ) L ,  (2.7)
where () represents the expected value. The covariance m atrix B  is designed such tha t 
the background errors do not change over time i.e. they represent the climatology. The 
climatological background errors are generally assumed to have a Gaussian probability 
distribution function (pdf) with zero mean and covariance m atrix B:
o-'’ 6JV (0,B ), (2.8)
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where N  denotes a Gaussian distribution, with the first and second arguments repre­
senting the mean and covariance m atrix respectively. The error correlation between 
two variables can be measured by the covariance. For example, the covariance between 
variable x \  and X2  is
B (l, 2) =  ^(ctJ -  ^cri^)(o"2 “  ( ^ 2) ) )  , (2-9)
where B (l,2 )  is the covariance with the first and second indices representing the row
and column number of the m atrix B. Given tha t the errors are expected to average to 
zero, then =  0 and equation (2.9) can be simplified to
B (l,2 )  =  ( ( r X ) .  (2.10)
The m atrix can then be written as
( ( d ) ' )
B  =  = ((0-2)^) -
- /
(2 .11)
An approximation of the climatological background errors can be made using a variety 
of different methods. Bannister (2009) discusses how three such methods are commonly 
used by operational centres:
• NMC method (Parrish and Berber, 1992) - Differences between different length 
forecasts valid for the same time;
• Hollingsworth and Lonnberg (1986) method - Assume tha t the observation er­
rors are spatially uncorrelated. Therefore, the spatially correlated errors are the 
background errors;
• Analysis-Ensemble method (Fisher, 2003): Use randomly-perturbed observations. 
Differences between background fields for various ensemble trajectories are a sur­
rogate for background error.
Operational centres used to rely mainly on the NMG method, but more recently op­
erational centres have used ensemble methods to estimate B. On top of these ap­
proximations, the background errors are generally assumed to be homogeneous and 
isotropic. Homogeneity implies tha t the background error correlations are uniform i.e. 
a function of distance. Isotropy implies tha t the same uniformity in the background 
error correlations applies to all directions. These approximations mean th a t B  is nei­
ther flow-dependent (i.e. it cannot measure the “errors of the day”) nor correct. The
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lack of flow-dependence is a crucial disadvantage of using B. However, the efficient 
implementation of B  in 4DVar is a significant advantage.
The 4DVar B  used in the toy model experiments is formulated using the true 
climatological background errors because the true trajectory is known. The 4DVar 
B used in the single observation experiments relies on the UKMO approximations 
(Ingleby, 2001).
2.5 The observation-error covariance matrix
The observation-error covariance matrix is given by R  (of dimension p x  p) and in 
NWP it is also assumed to be Gaussian (cr° G 7V(0, R )). There are two sources of error 
tha t need to be captured by R . Instrument error is introduced into the observations 
themselves. The other source of error comes from the observation operator, which can 
introduce errors when converting from model space to observation space. This type of 
error is referred to as “representivity error” . In operational practice R  is often assumed 
to be diagonal, which assumes tha t the observation errors are not correlated with each 
other. This assumption can be problematic in NWP, where some observation errors 
are correlated. However, in the toy model experiments none of the observation errors 
are correlated and R  is correctly modelled as a diagonal matrix.
2.6 The model-error covariance m atrix
Model error is a significant problem in NWP. The true model state is moved forwards 
from time U_i to  time U by a nonlinear model in the form
x \ t i )  = M(x*(U_i)) +  e(U_i), (2.12)
where e is the model error vector (of dimension n). As discussed earlier, model error 
is largely ignored in NWP because it is poorly understood and expensive to account 
for (Tremolet, 2007). The analysis solutions are constrained to fit a model trajectory, 
even if the model trajectory is incorrect. In some cases the model error is captured 
by the background-error covariance. Including the model error in B  does not fully 
account for model error, as the analysis trajectory is still constrained to fit a model 
trajectory, but instead the observations are given more weight to compensate for the 
model error in the background state. In Kalman filter theory, model error is assumed 
to be unbiased and based on a Gaussian distribution with zero mean and covariance 
matrix Q (e G A'(0, Q)). This assumption also applies to the toy model experiments.
43
CH APTER 2. 4DVAR
2.7 Bayes’ theorem
In order to derive the variational and ensemble DA methods it is im portant to un­
derstand the definition of conditional probability and Bayes’ theorem. The following 
descriptions come from Jazwinski (1970). The probability of an event A  given th a t B  
has occurred (the conditional probability) is given by
P(.A\B) (2.13)
where P{A, B)  is the probability of A  and B  occurring, or the joint probability. The 
relation between P(A\B)  and P(B\A)  is given by Bayes’ theorem:
P(B\A)  = P ( A \ B ) Ç ^ .  (2.14)
2.8 SDVar
3DVar was the method of choice on the global model at the UKMO between 1999 and 
2004 (Lorenc et al,  2000) and is still used for some small-scale models (where 4DVar 
is prohibitively expensive). SDVar is essentially 4DVar without the time dimension, 
which means tha t all the observations are assumed to occur at the same time in the 
assimilation window, even if they do not. The SDVar method minimizes a cost function. 
The minimum of this cost function represents a fit to both the background and the 
observations. The cost function is derived from Bayes’ theorem. It is assumed th a t the 
background and observation errors have Gaussian and unbiased pdfs. Following the 
conditional probability theorem, the posterior pdf of the state x  given the observations 
y°  is
-Pa(x|y°) =  Po(y°|x)P6(x). (2.15)
Here Po(y°|x) is the pdf of the observations, given the model state, and Pb(x) is the 
prior pdf of the model state i.e. the pdf tha t best fits the background state. Both Pq
and Pb are assumed to be Gaussian and unbiased. They are defined as:
P„(y»|x) =  (2.16)
and
a ( x )  =  (2.17)
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where ki and k2  are constants. The model prediction of the observations (y) was 
defined by (2.5). Therefore the posterior pdf is defined as
p„(x|y°) =  (2.18)
Taking the natural logarithm of equation (2.18) defines the following cost function J:
J (x ) =  i ( x  -  x^)^B “ ^(x -  x^) +  i ( y  -  y ° )^ R “ \ y  -  y"") +  C, (2.19)
where C is a constant tha t is equal to zero. Note th a t the time dimension is not included 
in (2.19) because the observations are assumed to  occur at the same time, which is 
often taken to be the middle of the assimilation window in operational practice. The 
analysis is the model state tha t minimizes the cost function. The minimization of the 
cost function requires a descent algorithm. The conjugate gradient method (Golub and 
Van-Loan, 1996) is popular in operational practice and is also used in the toy model 
experiments in this thesis. The conjugate gradient method is efficient because it chooses 
conjugate search directions at each iteration of the cost function, which means th a t it 
does not step in the same search direction twice. The cost function minimum occurs 
where the gradient is equal to zero, so the conjugate gradient minimization algorithm 
requires both the calculation of the cost function and gradient. The gradient can be 
expressed as:
V* J(x ) =  B - I  (x -  x*-) +  (y -  y°). (2.20)
In practice the minimization of (2.19) is poorly conditioned and a control variable 
transform is needed to pre-condition the cost function. This is similar to the control 
variable transform of 4DVar, which is described in Section 2.11. The minimization 
algorithm can take of the order 10 — 10^ iterations before the cost function minimum 
is found. The model state x  tha t minimizes (2.19) is equal to the analysis (x“).
SDVar with the first guess at the appropriate time (SDVar FGAT) is an extension 
of SDVar to calculate the first guess at the correct time in the assimilation window 
(Weaver et al,  2005). The innovations (y — y°) are at the correct time. However, the 
increment is always updated at the same time (typically the middle of the assimilation 
window) and is not dynamically consistent with the time of the first guess. SDVar 
FGAT has a similar formulation to incremental 4DVar (described in Section 2.10), 
except tha t incremental 4DVar goes one step further than SDVar FGAT and takes into 
account the time of the increment as well as the time of the innovations.
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2.9 Full 4DVar
The 4DVar method (Le-Dimet and Talagrand, 1986) is an extension of SDVar to as­
similate observations at their correct time. The incremental formulation of 4DVar is 
used in operational practice, which is described in the next Section, but it is useful to 
understand full 4DVar first. The following cost function J  is minimized:
j(x(to)) =  i(x(to) -x^(to))^B"^(x(to) -x^(to)) +  ^ ( y - y ° ) ^ E " ^ ( y - y ° ) ,  (2.21)
where is the four-dimensional representation of the observations over the assimilation 
window. The cost function is minimized to give the analysis x “(to). The analysis tha t 
minimizes (2.21) gives a simultaneous fit to all the observations over the N  timesteps 
in the window (Lorenc, 2003). Strong-constraint 4DVar is an initial value problem and 
at each iteration of the cost function the latest guess is propagated using the nonlinear 
model from the beginning to the end of the window:
x  =  M(x(^o)), (2.22)
The minimization of J  requires both the calculation of J  and its gradient (with respect 
to the initial model state) Vx(fo) J  at each iteration (Stanton et al,  2004). The analysis 
exists where the gradient is equal to zero:
— ^x(to)^(x(to)) +  Vx(to)'^o(x(to)) — 0. (2.23)
Differentiating (2.21) yields
J(x(to)) =  B -i(x (to ) -  x \ t o ) )  +  M W R - I ( y  _  yO ). (2.24)
The derivation of the observation term  in the cost function gradient (2.24) can be found 
in Stanton et al  (2004) using variational calculus. Here is the four-dimensional 
representation of the adjoint model. The adjoint model is the backwards integration 
of the Tangent linear (TL) model from the end of the window to the beginning of the 
window. In practice this expression is evaluated using the following steps, where x  (of 
dimension n) is the adjoint variable.
1. Initialize adjoint value at final time to zero:
x((Ar) =  0 (2.25)
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2. For each step backwards in time
x(ij_ i) =  M ^ ( x ( t i )  +  HfR,r^(yj -  y?)), (2.26)
where — y f)  contains the information from the observations at time
t i .
3. At the end of the recurrence the adjoint variable at the first time-step gives
Vx(io)'^o(x(to)) =  x(to). (2.27)
The 4DVar cost function is only strictly quadratic for a linear model. The left hand 
side of Figure 2.2 illustrates tha t for a linear model the 4DVar cost function is simply 
a quadratic curve with one unique minimum. However, NWP models are nonlinear 
and therefore the cost function is non-quadratic and may have multiple minima, as 
illustrated by the right hand side of Figure 2.2. This problem is overcome by using
J
X
Global mini
J
X
mmum Local minimmum
Figure 2.2: Left: The 4DVar cost function for a linear model consists of a quadratic curve 
with a global minimum. Right: The 4DVar cost function for a nonlinear model is no longer 
quadratic and may have multiple minima, but there is only one global minimum. With a short 
assimilation window the curve in the vicinity of an accurate guess is approximately quadratic 
and the minimum can be found.
a short assimilation window length of about six hours. The large scale behaviour of 
the atmosphere is quasi-linear over this time period. Therefore, in the vicinity of an 
accurate first guess, the 4DVar cost function is approximately quadratic and the global 
minimum of the 4DVar cost function can be found.
4DVar is expensive for the convective scale models (<  10A:m). Thus operational 
centres tend to use SDVar for the convective scale. The following Section looks at a
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cheaper and more practical alternative to full 4DVar, which makes use of the TL model 
as well as the adjoint model.
2.10 Incremental 4DVar algorithm
Incremental 4DVar (Courtier et al,  1994) uses a simplified, low-resolution approxi­
mation of the TL model (2.3) to represent the analysis increment for each update of 
the cost function. Operational centres use incremental 4DVar rather than full 4DVar 
because it is significantly more efficient (Rabier et al,  2000). The incremental 4DVar 
evolves the increments to the background state by the approximate linear model. This 
makes it possible to minimize the cost function as a function of the initial increments. 
The nonlinearity comes from the background state, which is an accurate nonlinear 
forecast prior to the assimilation of the observations. Incremental 4DVar (using a 
pure climatological background-error covariance) was used at the UKMO on the global 
model between 2004 and 2011, before the introduction of hybrid 4DVar (using a com­
bination of climatological/ ensemble covariances), although hybrid 4DVar also uses an 
incremental formulation.
Incremental 4DVar is commonly implemented in NWP with an outer loop. The 
incremental 4DVar method is a Gauss-Newton method; in each iteration of the outer 
loop the nonlinear model is re-linearized about the latest guess trajectory (x^). The 
outer loop allows for nonlinear, high resolution processes. The inner loop is the min­
imization of the cost function and gradient. The computational cost is reduced by 
propagating the increment at a lower resolution than the nonlinear model trajectory. 
The description of incremental 4DVar here includes the outer loop, but the resolutions 
of the inner loop and the outer loop are assumed to be the same:
• Set x^(to) =  x^(to)
Start Outer loop
• Propagate the latest guess:
x" =  M { x ? ( t o ) )  (2.28)
•  Calculate the innovation vector:
d =  y ° - g ( x » ) .  (2.29)
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• Calculate the background increment:
Sx^{to) =  x^(to) -  x^(io). (2.30)
• Set Sx{to) =  0
Start inner loop
• Propagate 6x(to) using the TL model:
(5x =  M (^x(to)). (2.31)
• Calculate the cost function and gradient:
J{5x(to)) = ^(5x(to) +  ôx^{to))'^B~^{ôx{to) +  6x^{to))
+ i ( H 5 x - d ) ^ R - i ( H < 5 x - d ) .  (2.32)
Vix(to)‘^ (^x(to}) =B-i(<5x(to) +  5x‘’(to))+M ^H ^E “H H f e -d ) .  (2.33)
End inner loop
•  x^(to) f -  x^(to) +  5x{to)
End Outer loop
• x “(to) =  x^(to)
The inner loop converges when the change in the increment is less than a required 
tolerance, or the maximum number of iterations is reached. In operational practice, 
only a few iterations of the outer loop are affordable. Also, there is no guarantee tha t 
an outer loop using an approximate linear model will converge (G ratton et al,  2007).
The UKMO replace (H^x — d) in (2.32) with +  ôx) — y°). This allows for
a nonlinear observation operator when converting the increment to observation space. 
The UKMO have not implemented an outer loop for technical reasons (Andrew Lorenc, 
personal communication). In most of the toy model experiments and all the single 
observation experiments, incremental 4DVar is used without an outer loop.
The use of the TL model in 4DVar assumes tha t the behaviour of the trajectory is 
linear over the course of the assimilation window. This additional linear assumption 
means tha t incremental 4DVar should be less accurate than full 4DVar. The TL hy­
pothesis comes from a Taylor expansion of the nonlinear trajectory about an increment
ÔX.
HM(x(tn) + Sx(to)) = EM(x(to))  +  HM^x(to) +  0(âx^).  (2.34)
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The TL hypothesis assumes tha t the terms of the order 6x? or higher can be neglected:
H M (x(tn) + Sx{to)) = H M (x(tn)) +  H M ^x(tn). (2.35)
The minimization of the incremental 4DVar cost function is dependent on the accuracy 
of the TL hypothesis. The validity of the TL model approximation can be measured 
using the TL hypothesis (2.35).
Smaller scales tend to exhibit more nonlinear behaviour and the appropriate assim­
ilation window length can sometimes be shorter than 6 hours. The TL hypothesis can 
always be used to check the validity of the linear assumptions in incremental 4DVar. 
Note tha t the TL hypothesis will become less accurate with longer assimilation win­
dows, a more nonlinear model or a less accurate first guess. The TL hypothesis can be 
used as a guide for the appropriate window length.
An exact TL model, at full resolution, is approximately twice as expensive as the 
nonlinear model. At the UKMO, the incremental approach is preferred for two reasons:
1. It is possible to use a simplified low-resolution approximate TL model, called the 
perturbation forecast (PF) model (Lawless et al,  2005). This vastly reduces the 
computational cost relative to using the nonlinear model at full resolution;
2. It gives a quadratic J , avoiding multiple minima.
Note tha t the incremental approach can also be applied to 3DVar. This enables 
the first guess at the time of the observations to be used (3DVar FGAT) - only the 
increment is assumed to be constant in time.
2.11 Control variable transform
In operational practice a control variable transform is applied to reduce further the cost 
of incremental 4DVar (Lorenc, 2003). The control variable transform described here is 
similar to tha t used by the UKMO (Rawlins et al,  2007). It is designed to make the 
cost function (2.32) better conditioned, which means fewer iterations are required to 
find its minimum. The control variable transform presented here is also used in the toy 
model experiments.
The number of control variables in NWP is of the order 10®. The size of B  is 
therefore of the order 10® x 10®. Calculating and storing such a m atrix would be 
impractical. The computational storage of B can be significantly reduced by assuming 
tha t B is homogeneous and isotropic. These assumptions mean th a t B  is a function 
of distance. The power spectrum is the Fourier transform of this covariance function. 
In NWP it is necessary to fit a homogeneous model to covariance data which are not 
exactly homogeneous, so the power spectrum of all the rows is averaged (Ingleby, 2001).
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The power spectrum can be stored as a vector, which is much less expensive to store 
than B itself. In a periodic system such as the global circulation it is only necessary to 
store a vector of (n/2) + 1  variables, rather than n  variables. Note th a t these (n/2) + 1  
variables are complex, so the number of degrees of freedom of the model is still n  (since 
the first and last indices are both real and do not have an imaginary part). Assuming 
tha t B  is homogeneous and isotropic, the power spectrum is given by s (of dimension 
(n/2) +  1) and represents the Fourier transform (F) of the first row of B:
n—l
Sk =  f — )  k=0 and (n/2)
\  /  3= 0
Sk = f — j  y ~ !B (j,l)e  k = l,...,(n /2 )-l, (2.36)
V " /  ,=0
where I represents an imaginary unit. Note tha t the periodic condition requires tha t 
Sk is multiplied by a factor of 2 for all the gridpoints between k = 1 and k = (n/2) — 1, 
as in (2.36). The increment is defined in terms of the spectral control variable v (of 
dimension (n/2) + 1 ):
6x{to) = Uv, (2.37)
where U is a transformation designed such th a t UU^ =  B. In operational practice, 
U is defined as a series of operators, rather than a matrix. Each operator represents a 
type of correlation in the full B; between variables, in the vertical and in the horizontal. 
Much effort has been invested in improving these transforms (e.g. Berber and Bouttier 
(1999); Ingleby (2001)). Although these transformations are described here in the 
context of incremental 4DVar, similar transformations are used in practice for 3DVar 
and 3DVar FGAT. In the toy model experiments and in the following equations, U is 
a simple one-dimensional transform:
5x(«o) =  Uv =  F - i  (s°i v), (2.38)
where is the Hadamard (element by element) square root of s. The transformation 
in (2.38) represents the inverse Fourier transform of s°2 v, which is calculated as follows:
(» /2) ,
Sxj{to) = ^  s l v k e ~ ^  j= 0,...,n-l. (2.39)
The background increment in (2.30) is transformed in the same way:
x^(to) -  x^(to) =  Uv^, (2.40)
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where has dimension (n/2) + 1 . Now the background cost function can be expressed 
in terms of the control variable v:
Jb(v) =  ^ (U (v  + v ^ ))^ B “ ^(U(v + v^))
=  i ( U ( v  +  v '))^ (U U ^ )"H U (v  +  v^))
=  i ( v  + v ^ )^ (v  + v^). (2.41)
So the full cost function is:
j(v ) =  ^(v +  v'’y ( v  +  v'’)
+  i ( H 5 x - d ) ^ R - i ( m x - d ) .  (2.42)
Note tha t the observation part of the cost function need not be converted into spectral 
space because it is a scalar and ôx  and d  are already stored.
Both the background and the observation cost function gradients must be calcu­
lated in control variable space. The background cost function gradient is relatively 
straightforward to calculate:
VvJt(v) =  (v +  v*'). (2.43)
The observation cost function gradient can be calculated using the chain rule:
V v J o ( v )  a ( ^ x )  d v
=  U^M ^H ^S“^(HÆx-d). (2.44)
In practice the control variable transform is only required to calculate the increment 
(2.37) and in the cost function gradient (2.44). The spectral control variable v  and 
the cost function gradient V y J  contain both real and imaginary numbers. The descent 
algorithm tha t mimimizes the cost function can only process real numbers so the con­
trol variable and gradient must be input into the descent algorithm as real vectors (of 
dimension n) i.e. the real and imaginary parts concatenated into a real vector. At each
iteration the descent algorithm output is then converted back to the spectral control
variable v. The rest of the algorithm follows the steps in Section 2.10. The incremental 
4DVar algorithm with the control variable transform is written as follows:
•  Set =  0
• Set x^(to) =  x^(to)
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Start Outer loop
• Propagate the latest guess:
=  M(x^( tn ))  (2.45)
• Calculate the innovation vector:
d =  y “ - £ ( x « ) .  (2.46)
• Set V =  0
Start inner loop
• ôx(to) = Uv
• Propagate 6x{to) using the TL model:
ÔX = .  (2.47)
• Calculate the cost function and gradient:
= ^(v + v*’)^(v + v'’)
+  i ( H 5 x - d ) ^ R - i ( H 5 x - d ) .  (2.48)
Vv J(v) = (v + v**) + (H6x -  d). (2.49)
End inner loop
•  4— +  V
•  X^(to) 4 - x^(to) +  ^x(to)
End Outer loop
• x “(to) =  x^(to)
The incremental 4DVar algorithm above implicitly propagates B  using the TL and 
adjoint models (M B M ^). This provides some flow-dependence, which is limited by 
the length of the assimilation window and the linear assumptions made by using the
TL and adjoint models. In operational practice, an assimilation window length of six
hours is typically used, which is a compromise between the flow-dependence generated
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from M B M ^ and the build up of model errors over time. By allowing for model 
error, it is possible to extend the assimilation window much further than six hours. 
This formulation of 4DVar is defined as “weak-constraint 4DVar” . However, most 
operational centres have not implemented weak-constraint 4DVar, since model error is 
poorly understood and expensive to account for (Trémolet, 2006). Many operational 
centres are using ensemble DA methods to generate greater fiow-dependence in the 
background-error covariance, and these methods are discussed next.
2.12 Summary
The background state represents an estimate of the state of the atmosphere prior to 
assimilating observations, and is usually generated as a forecast of the previous anal­
ysis. The latest observations are then assimilated to produce the best estimate of the 
state of the atmosphere (the analysis). The observation operator converts the model 
variables to observation space, so tha t the observations can be compared directly with 
the background state. The background and the observations are weighted by the back­
ground and observation error-covariance matrices, which are are a measure of their 
expected errors i.e. information with larger expected errors is given less weight. The 
background-error covariance also spreads information between variables.
Four-dimensional variational data assimilation (4DVar) can be derived from Bayes 
theorem. Unlike three-dimensional variational data assimilation (3DVar), which as­
sumes tha t observations occur all at the same time in the assimilation window, 4DVar 
assimilates observations at their correct time in an assimilation window. The 4DVar 
method determines the least squares best fit of a model trajectory to the background 
state and the observations in an assimilation window. Like most operational DA meth­
ods, it assumes th a t the background and observation errors can be modelled by a 
Gaussian and unbiased pdf. The 4DVar cost function is only strictly quadratic when 
the model is linear. In NWP the model is nonlinear, so for a long assimilation win­
dow the cost function could have multiple minima. The model is imperfect, so it is 
inappropriate to impose it as a stong constraint over a long assimilation window. This 
restricts the assimilation window length to about six hours in NWP, over which time 
the behaviour of the synoptic scales (of the order 1000km) in the atmosphere are ap­
proximately linear. The short assimilation window and an accurate first guess enable 
the 4DVar cost function to be minimized using a descent algorithm.
Incremental 4DVar is used in operational practice, since it is much cheaper to imple­
ment on operational systems than full 4DVar. Incremental 4DVar makes an additional 
linear assumption by using the TL model to propagate the increment forwards in time. 
A control variable transform is also used in operational practice to pre-condition the
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cost function and to make the 4DVar algorithm more efficient. The accuracy of the lin­
ear approximations made in incremental 4DVar (i.e. the TL hypothesis) can be tested 
in a TL test.
A climatological background-error covariance matrix (B) is used by 4DVar. This 
covariance m atrix uses an approximation of the true climatological background errors. 
It can be efficiently implemented using the control variable transform, but it is not flow- 
dependent i.e. it cannot capture recent atmospheric instabilities, such as fronts. These 
errors are generally referred to as the “errors of the day” . However, the incremental 
4DVar algorithm generates some flow-dependence by implicitly propagating B  using 
the TL and adjoint models (M B M ^). This is limited by the length of the assimilation 
window (typically only six hours) and the linear assumptions made by using the TL 
and adjoint models.
The 4DVar method (using a pure climatological background-error covariance) used 
to be the method of choice at most operational centres. Currently most operational 
centres make use of ensemble DA methods, which can capture the “errors of the day” . 
Therefore the hybrid 4DVar method is commonly used, since it makes use of the en­
semble background-error covariance in addition to the climatological background-error 
covariance.
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Ensemble DA m ethods
3.1 Introduction
In recent years, operational centres have been moving towards DA methods th a t make 
use of an ensemble of forecasts from the past, rather than just one single forecast from 
the past. Figure 3.1 illustrates a commonly used ensemble DA method - the Ensemble 
Kalman filter (EnKF). The term  “EnKF” is defined here both as the traditional EnKF 
method tha t perturbs the observations (Burgers et al,  1998) and more generally as 
the family of different EnKF formulations. It is possible to see from Figure 3.1 tha t 
the uncertainty in the ensemble is given by the size of the circles and is a measure of 
the ensemble spread. The ensemble of forecasts (called the background) spreads out 
over the yellow circle. Each ensemble member is then corrected using the observations 
to form the analysis (green circle), which has a much smaller uncertainty than the 
background. The uncertainty in the background varies with different timesteps, since 
the uncertainty in the background does vary from day to day. This is intuitive when 
you think tha t the weather is always changing and some days it is settled and relatively 
predictable, while other days it exhibits instabilities such as fronts and is relatively 
unpredictable. At locations when the uncertainty in the background is larger (the 
ensemble spread is larger), the EnKF will rely more heavily on the observations. The 
ability of ensemble DA methods to measure the “errors of the day” is a key advantage 
compared with 4DVar.
Figure 3.1 assumes tha t the errors in the background and the observations are cor­
rectly specified, in which case useful information can be extracted from both of them. 
Of course this is the aim of DA, but in practice these covariance matrices are not 
correctly specified, so it is possible to give too much (or too little) weight to the obser­
vations or the background, so the analysis ensemble spread does not correctly specify 
the analysis errors. Although it is widely acknowledged tha t ensemble background-error
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covariances provide useful flow-dependent uncertainty information, they are still imper­
fect and there is much improvement that can be made! This is one of the motivations 
for the experiments in this thesis.
Forecast Analysis
_ _ A _ ■V
Forecast
 A_
Q  Background (x?’) 
□  Analysis (xf)
t = ti
Figure 3.1: The Ensemble Kalman filter. The ensemble of background states are corrected by 
the observations to produce the analysis ensemble. The deterministic analysis is calculated by 
the analysis ensemble mean.
The experiments in this thesis are mainly focused on the 4DEnVar methods, rather 
than the EnKF methods. The EnKF methods are much better established than the 
4DEnVar methods, which is why they are described first.
The EnKF is a Monte-Carlo approximation of the Kalman filter (KF). Firstly, the 
KF is described in Section 3.2. A background to EnKF methods is given in Section 3.3.1. 
EnKF formulations differ only in the analysis update step. Many of the formulations 
are compared in Bowler et al. (2012). The traditional EnKF (Section 3.3.2) and the 
EnSRF (Section 3.3.3) are two such formulations. The DEnKF (Section 3.3.4) is a 
linear approximation of the EnSRF. In the experiments, it is necessary to extend the 
DEnKF to four dimensions, in order to compare this method with 4DVar. The 4D 
DEnKF implementation is discussed in Section 3.3.5.
In operational practice, insufficient ensemble members are affordable to sample the 
huge number of model variables. It is therefore necessary to localize the 4D and 
this is discussed in Section 3.4. Some of these localization issues are relevant to the 
experiments in this thesis.
The 4DEnVar method minimizes a cost function, which represents the fit of an 
ensemble of model trajectories to the observations. This is explained in Section 3.5.1. 
There are two ways that 4DEnVar can be used. One way is to produce an ensemble of
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4DEnVars (EDA)^, which is theoretically equivalent to the EnKF. This DA method 
can function independently as it produces its own from the ensemble. The other way 
involves only the minimization of one 4DEnVar cost function. However, an ensemble 
is still required to provide P^ and this comes from a separate DA method, which is 
typically some form of EnKF running alongside the 4DEnVar algorithm. The single 
4DEnVar method without localization is given in Section 3.5.2 and the form with 
localization is given in Section 3.5.3. The incremental formulation of 4DEnVar with an 
outer loop is given in Section 3.5.4. The EDA method is discussed in Section 3.5.5.
The 4DVar-Ben method uses the 4DVar algorithm, but uses the initial P^ from an 
ensemble DA method. This is discussed in Section 3.6. The hybrid 4DVar (Section 3.7) 
and hybrid 4DEnVar (Section 3.8) methods combine the ensemble and climatological 
background-error covariances in order to improve the analysis accuracy.
A summary of this Chapter is given in Section 3.9.
3.2 KF
The KF equations provide the optimal weight to give to the observations and to the 
background state for a linear system (Kalman, 1960) . The KF is derived using the same 
Bayesian formulation as 3DVar and 4DVar (2.15). The KF equations are equivalent to 
minimizing the following cost function:
J(x) =  i ( x  -  x^ 'f (B ^ ^ )-I (x  -  x ’’) +  ^(HX -  y » f  R - i ( H x  -  y°), (3.1)
where (of dimension n x n) is the KF background-error covariance matrix. The 
KF method does not minimize (3.1) directly. The KF is instead a sequential algorithm 
tha t steps through time and assimilates the available observations at each timestep. 
The Kalman gain m atrix weights the observations and the background state according 
to their respective accuracies and correlations. This is theoretically equivalent to min­
imizing (3.1) at each timestep. The background state is propagated forwards from 
time ti to time L+i:
(3.2)
where M  is the linear model. The KF background-error covariance m atrix B ^ ^  is 
defined by propagating the analysis-error covariance matrix (of dimension n x n )  
from the previous timestep:
B g.^ =  M A P M ^ - f Q „  (3.3)
^Note that the EDA acronym is used here to mean an ensemble of 4DEnVars. This differs to the 
ECMWF definition, where EDA stands for an ensemble of 4DVars (Bonavita e t al., 2012).
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where (of dimension n x n) is the model-error covariance m atrix at time U. The 
analysis step occurs with all the variables defined at the same time. The Kalman gain 
m atrix (of dimension n x p) is defined as:
=  (B ^ ^ )^ H ^ (H B ^ ^ H ^  +  R ) - ^  (3.4)
The analysis is then calculated by
x “ -  +  K ^ ^ (y °  -  Hx^). (3.5)
The analysis-error covariance matrix is defined by:
=  ((x'' -  X*)) ((x"" -  x*):^) . (3.6)
Then substituting in (3.5) into (3.6) and adding K ^^(H x ^  — y^) (where y* are the true 
values at the observation locations) then gives
=  ( ( x ' ' - x ‘ +  K ^ '" { y ° - y ‘ - H x ' '  +  H x ‘'
(x* -  x ‘ +  K ^ ^ (y °  -  y ‘ -  H x '' +  H x*))^'
=  (I -  K ^ ^ H ) ((x*’ -  x ‘)(x '’ -  x ‘) ^ )  (I -
+  K ^ ^ ( ( y ‘’ - y ‘) ( y ° - y ‘f > ( K ^ T
=  (I -  K ^ ^ H )B ^ ^ ( I  -  +  K * '^ R (K '^ ^ g . (3.7)
Note th a t the cross-product terms ((y° — y*)(x^ — x^)) are assumed to be equal to  
zero, which is generally a good assumption. The KF provides the optimal solution for 
a linear model. A diagram illustrating the KF is given in Figure 3.2.
The KF equations are only optimal for a linear model, although the method can be 
extended to use a nonlinear model in (3.2) and its TL model in (3.3). This formulation 
is called the “extended Kalman filter” (Jazwinski, 1970). The extended Kalman filter 
is not applicable to global DA because the propagation and storage of the covariance 
matrices would be impractical, where the background-error covariance m atrix is of the 
order 10® x 10®. The next Sections discuss various formulations of the EnKF and all 
these methods are applicable to NWP.
3.3 EnKF m ethods
This Section gives various formulations of the EnKF, which differ only in terms of their 
analysis update step. The DEnKF (Section 3.3.4) is used in the experiments and the
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A ssim ilation w indow
Model
s ta te
ta ts
Tim estep
Background *  A ssim ilated observations
Analysis correction *  Future observations not yet 
assim ilated
Figure 3.2; The Kalman filter: The graph shows an assimilation window of length 5 timesteps. 
The analysis is a correction of the background at each timestep in the assimilation window, 
using the available observations at that timestep. No future observations are assimilated. The 
latest analysis correction is at the third timestep (3.
implementation is described in Section 3.3.5.
3 .3 .1  B a c k g ro u n d  to  E n K F  m e th o d s
The Ensemble Kalman filter (EnKF) is a Monte Carlo estimation of the KF. Unlike the 
KF, the EnKF is affordable for a large model state dimension and can be applied to 
a nonlinear model, which makes it possible to use in NWP. The background ensemble 
members at the current timestep are calculated by propagating the analysis ensemble 
members from the previous timestep:
1, ..,m , (3.8)
where m  is the number of ensemble members. The mean trajectory is defined by x^. 
The time dimension will not be included in the following equations, since the obser­
vations are assimilated at a single time. The modification of the EnKF to assimilate 
observations at different times in an assimilation window will be explained in Section 
3.3.5.
All the various flavours of the EnKF originate from the traditional EnKF of Evensen
60
C H A P TE R S. ENSEM BLE DA M ETHODS
(1994). The deterministic analysis comes from the ensemble mean:
5c“ =  +  K (y‘’ -  ff(x'>)). (3.9)
The Kalman gain matrix K  (of dimension n  x p) is given by
K  =  (P ^)^H ^(H P^H ^ +  R ) - ^  (3.10)
The ensemble background-error covariance (P^) is calculated from the spread of the 
background ensemble members. The notation is simplified by defining a rectangular
n X m  background perturbation m atrix from m  column vectors Sxji
X^ =
where m  is the number of ensemble members and are the perturbations of each 
ensemble member:
d x j ^ x j  —x^. (3.12)
If the ensemble members are randomly sampled from a Gaussian distribution with 
background-error covariance m atrix P^, then a noisy unbiased estimate of the covari­
ance matrix is:
P^ =  X ^ ( X Y -  (3.13)
The P^ m atrix provides an explicitly flow-dependent estimation of the background 
errors, which is generated from the ensemble forecasts. This flow-dependent approach 
means tha t P^ can capture recent instabilities such as fronts, which are commonly 
referred to as the “errors of the day” . This is a significant advantage of ensemble DA 
over 4DVar. However, the matrix P^ is never calculated or stored explicitly. Instead the 
matrices are calculated and P^ is implicitly calculated from (3.13). In operational 
practice, there are of the order 10  ^ model variables but only of the order 10 — 10  ^
ensemble members. Therefore X^ is much cheaper to store than P^ and is the main 
reason why the EnKF is practical in NWP.
There is one major problem with P^, which is defined as “sampling error” . There 
are only of the order 10 — 10  ^ ensemble members to sample of the order 10® model 
variables. The small ensemble means tha t P^ is a low rank and noisy approximation 
of the true background-error covariance. This results in spurious correlations between 
distant observations and causes the ensemble to be underspread (Burgers et al., 1998). 
Sampling error can partly be allieviated by localizing P^, and this is discussed in Section 
3.4.
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3.3.2 EnKF analysis update
W ithout modification, the EnKF analysis ensemble members are updated as follows:
x ? = x 5  +  K (y O -ff(x 5 )) . (3.14)
The unmodified analysis perturbation matrix X “ is formulated using (3.14) and (3.11) 
and is therefore updated as follows:
X “ =  (I -  K H )X '' (3.15)
The main difference in the various flavours of the EnKF occur in the way they approx­
imate the KF analysis-error covariance matrix (3.7), which is defined here in terms of 
the ensemble covariance matrices:
P “ =  (I -  K H )P '’(I -  K H )^  +  K R K ^
=  P '’ -  K H P '’ -  P ‘H ’’K ^  +  K (H P '’H ^  +  R )K ^
=  P '’ -  KHP*’ -  P ^H ^K ^  +  H ^ (P ‘)^ (H P ''H ^  +  R )“ ^(H P ''H ^  +  R )K ^
=  (I -  K H ) P \  (3.16)
The unmodified EnKF algorithm is a poor approximation of the right hand side of
(3.16);
P “ =  X “(X“)^ =  (I -  K H )P '’(I -  K H )^ . (3.17)
The EnKF of Burgers et al. (1998) uses perturbed observations in order to approximate
(3.16). This type of filter is called a “stochastic filter” as it uses random vectors to 
provide a statistical estimation of P “. The analysis ensemble members are defined by:
^ j +  y'j ~  (3.18)
where (y'- G Af(0, R )) are the random perturbations added to the observations for 
ensemble member j .  An observation perturbation m atrix D  (of dimension n  x  p) has 
a structure tha t is analogous to (3.11) and is defined such tha t
D D ^  =  R . (3.19)
Therefore, (3.14) implies tha t
X “ =  (I -  K H )X ^ +  K D . (3.20)
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Hence with perturbed observations
P “ =  (I -  K H )P ''( I  -  K H )^  +  K R K ^  +  2K D (X '’)^ (I -  K H )^ . (3.21)
As long as the observation perturbations and the model state perturbations are un­
correlated then as the ensemble size tends to  infinity then D (X^)^ tends to zero and 
therefore the third term  on the right hand side of (3.21) tends to  zero. After sub­
stituting for K  and simplifying, then for a large ensemble size the EnKF provides a 
good approximation of (3.16). However, sampling error is a significant problem for the 
ensemble size used in NWP (Whitaker and Hamill, 2002). An alternative approach 
to  perturbing the observations is to use a deterministic analysis update step, which is 
discussed next.
3.3.3 EnSRF analysis update
The Ensemble Square Root Filter (EnSRF, W hitaker and Hamill (2002)) uses a deter­
ministic analysis update step in order to  estimate (3.16). The name for this filter comes 
from the fact tha t the analysis perturbations are updated using a matrix square root, 
rather than perturbed observations in the EnKF. Firstly it is useful to define some new 
notation. Let the background observation perturbation m atrix (of dimension m x p )  
be defined as
= . . .  g ( x L ) - R M ] -  (3-22)
Let the positive-definite m atrix S (of dimension p x  p) he defined as
S =  Y ''(Y '’)^  +  R . (3.23)
The Kalman gain can then be defined as:
K  =  (P '’)^ H ^ (H P '’H ^  +  R ) - i
=  X ‘y '’S - ^  (3.24)
The analysis-error covariance matrix (P “) can be expressed as:
P “ =  X “(X“)^
=  ( I - K H ) P ^
=  (I -  X ^(Y ^)^S-^H )X ^X ^)^
=  X^(I -  X^((Y^)^S"^Y^))(X^)^. (3.25)
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The m atrix T  (of dimension n x n) is the matrix square root of I  — X^((Y^)^S ^Y^),
i.e.
T T ^  =  I  -  X \(Y ^)^S~^Y ^). (3.26)
Thus the analysis perturbations can be updated using T:
X« _  x ^ T . (3.27)
Experiments have shown tha t the EnSRF performs better than the EnKF because it 
does not suffer from the sampling error tha t is introduced by perturbed observations 
(Whitaker and Hamill, 2002). It is also more efficient than the EnKF. In practice the 
EnSRF described above cannot be implemented with the traditional Schur product
localization th a t is described in Section 3.4. A serial formulation (i.e. assimilating
observations one at a time) is required and this is explained by W hitaker and Hamill 
(2002). The serial update of observations is not equivalent to the non-serial update 
when observation error is correlated or when the Schur product localization is required 
(Ehrendorfer, 2007), although it is unclear if the serial update of observations signifi­
cantly degrades the analysis in NWP.
3.3.4 D EnK F analysis update
The Deterministic Ensemble Kalman Filter (DEnKF, Sakov and Oke (2008)) is a linear 
approximation of the EnSRF, which is accurate when the analysis correction is small. It 
is one of the DA methods used in the toy model experiments. The DEnKF approximates
(3.16) by halving the value of the Kalman gain m atrix in the analysis perturbation 
update step:
5x?(ij) =  S x ^ t i )  -  iKjHi<5x5(ij), (3.28)
The ensemble mean remains equivalent to (3.9). The validity of this approximation 
can be seen by expanding the EnKF P “ without perturbed observations (3.17):
pa  ^ p b _  2K H P^ -F K H P ^ H ^ K ^  (3.29)
Notice tha t if K H  is small, then the quadratic term  K H P ^ H ^ K ^  is much smaller than 
the linear term  2K H P^. For K H  to be small then the background errors should be 
much smaller than the observation errors, i.e.
||R -5 H P ‘H ^ R -? ||2  «  1. (3.30)
However, the method seems to work well even when this approximation is poor. The
matrix-2 norm ||||2 is defined as the leading eigenvalue of the m atrix (see Appendix A,
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page 191, for details). Provided the DEnKF approximation (3.30) is accurate then
p a  ^  -  K H P^ +  iK H P ^ H ^ K ^
4
% (I-K H )P '’. (3.31)
In the toy model experiments of Sakov and Oke (2008) the performance of the DEnKF 
was almost as good as an EnSRF, but significantly better than the EnKF. In their 
experiments the approximation given by (3.30) was sometimes poor, yet this did not 
seem to significantly degrade the performance of the DEnKF relative to the EnSRF. 
At the time of writing, no published experiments have tested the DEnKF in NWP. 
The DEnKF with Schur product localization is more robust than the EnSRF as it does 
not require the serial assimilation of observations. The primary purpose of using the 
DEnKF in the toy model experiments is to show the equivalence between this method 
and the EDA-D method, which is discussed in Section 3.5.5.
3.3.5 4D DEnK F
All EnKF methods were originally approximations of the Kalman filter, which means 
they assimilate observations at each timestep without the knowledge of future ob­
servations. The Kalman filter was illustrated by Figure 3.2. However, variational DA 
methods in NWP, such as 4DVar, are designed to assimilate all the observations at their 
correct time in an assimilation window. This means tha t both past and future obser­
vations need to be assimilated. Evensen and van Leeuwen (2000) derived the Kalman 
smoother equations from Bayes’ theorem. They demonstrated a practical way of imple­
menting an ensemble Kalman smoother, which assimilates the observations from each 
timestep sequentially. Using experiments on the Lorenz 63 Model they demonstrated 
tha t the ensemble Kalman smoother produces a more accurate analysis than the EnKF 
at the start of the window, since it assimilates future observations. However, the two 
methods are equivalent at the end of the assimilation window, so there is no point of 
implementing the smoother in this case as it is more computationally expensive than  
the filter, van Leeuwen (2001) also demonstrated the practical benefit of an ensemble 
Kalman smoother using more realistic experiments on a quasigeostrophic ocean model.
In the toy model experiments in this thesis the analyses are sometimes taken near 
the middle of the assimilation window, at the most dense temporal distribution of 
observations, so the smoother should be more accurate than the filter. In order to 
enable a fair comparison between the DEnKF and 4DVar methods in the experiments 
it is also necessary to extend the DEnKF equations to  four dimensions. This is done 
by simply extending all the vectors and matrices to include the time dimension in the 
assimilation window as described by Hunt et al. (2004). Therefore the 3D becomes
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a 4D and similarly for the other variables.
The 4D DEnKF defines a 4D analysis over the assimilation window, but the fore­
cast model used to calculate the background for the next assimilation window needs 
a single 3D initial condition. In the toy model experiments, the background ensemble 
at the timestep with the most dense temporal coverage of observations is updated to 
produce the analysis ensemble at tha t time. This analysis ensemble is then propagated 
forwards and used as the background ensemble for the next assimilation window. This 
makes the EnKF method an approximation of a hxed-lag Kalman smoother (Ravela 
and McLaughlin, 2007). A diagram illustrating the hxed-lag Kalman smoother is given 
by Figure 3.3.
A ssim ilation w indow
M o d e l
T im e s te p
B a ck g ro u n d  
A n a ly s is  c o r r e c t io n
*  A s s im ila te d  o b s e r v a t io n s
*  F u tu re  o b s e r v a t io n s  n o t  y e t  
a s s im ila te d
'  A n a ly s is  tr a je c to r y
Figure 3.3; The hxed-lag Kalman smoother: The analysis is a correction of the background 
over the assimilation window, using all past observations and future observations over the rest of 
the assimilation window. The analysis correction can be taken at any point in the assimilation 
window and this case is taken at point tg. This analysis correction is used to produce an 
analysis trajectory through the rest of the assimilation window. This analysis trajectory will 
then extend into the following assimilation window where it will be used as the background 
(not shown).
3.4 Localizing
Localization is usually done by replacing by o C, where o represents an element- 
by-element (Schur) product and C (of dimension n x n) is a correlation matrix. The 
Schur product localization is designed to reduce spurious correlations and to increase 
the rank of P^. The matrix C is chosen to be near zero in regions where the elements 
of P^ are small, since it is these regions where the noise in P^ is harmful. The ma­
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trix C is chosen to be near one in regions where the elements of are large, since 
noise is less significant in these regions. Usually these regions are distinguished by the 
distance between the points to which the covariance element refers - this is the origin 
of the name “localization” . In operational systems, the Gaspari-Cohn (GO) function 
is commonly used to  generate the correlation m atrix (Gaspari and Cohn, 1999). This 
form of localization is also used in the experiments.
Localization does have negative side-effects. For example, many physical relation­
ships in the atmosphere are assumed to  be balanced (such as geostrophic balance) and 
localization can affect balance by altering the structure of the correlations (Greybush 
et al., 2011).
The localization of P^ in the Kalman gain m atrix is done in observation space 
because the matrix P^ (of dimension n x n) is too big to store explicitly. The matrix 
H P^H ^ (of dimension p x p )  is much smaller since n  is of the order 10® and p  is of the 
order 10®. Also, the localization in observation space has a significantly lower operation 
count than the localization in model space (Campbell et al, 2010). Localization in 
observation space and model space are not equivalent because the observation operator 
does not commute. W ith a linear observation operator this can be written as:
H C H ^  o H P^H ^ ^  H (C  o P^)H ^. (3.32)
This is a problem for EnKF methods, since the localization in observation space is 
not theoretically correct and can introduce errors into the analysis, particularly with 
remotely sensed observations such as satellite observations. Campbell et al  (2010) 
define two principal problems for localizing satellite radiance observations. Firstly, 
radiance observations are integrated measurements, for which distance and location 
are not well defined i.e. it is not clear how to localize. Secondly, satellite channels tend 
to have broad, overlapping weighting functions, so localization can incorrectly eliminate 
true correlations.
Another side-effect of localization is related to the time dimension of P^ in the 
assimilation window. In most applications in NWP, the 4D C is time-invariant i.e. it 
is only dependent on the spatial separation of points, not their times. This is written 
as:
Ç  =  IC I^ , (3.33)
where I  is the identity matrix and IC I  is the persistance forecast of the m atrix C
at each timestep in the assimilation window i.e. the same C is used at each timestep. 
The time correlations of P^ can be degraded by the 4D localization since the forecast 
model and the localization matrix do not commute i.e. the localization does not move
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with the flow. If the model were linear, this could be written as:
C  o M P ^M ^ ^  M (C  o P^)M ^. (3.34)
There is evidence to suggest tha t this is problematic for operational systems (Zhang 
and Zhang, 2012; Buehner et al, 2010b). Others have tried to remove the problem 
by directly tackling the localization function (Bishop and Hodyss, 2007; Buehner and 
Charron, 2007), although more experiments are required to produce statistically sig- 
niflcant results in NWP.
In operational practice, it is necessary to tune the localization length scale in or­
der to find the optimum balance between the positive aspects of localization and the 
negative aspects discussed above. The localization length scale is tuned in the toy 
model experiments. These experiments also demonstrate how localization issues may 
influence the best choice of DA for NWP.
3.5 4DEnVar
This Section describes the 4DEnVar methods, which are similar to the EnKF methods. 
An ensemble of 4DEnVars (EDA) is used in the toy model experiments and the single 
deterministic 4DEnVar method is used in the single observation experiments.
3.5.1 Background to  4DEnVar m ethods
The Ensemble of data assimilations (EDA) method used in the toy model experiments 
is an ensemble of 4DEnVars. The EDA method is theoretically equivalent to  a (4D) 
EnKF. Just like the EnKF, it uses an ensemble of model trajectories to estimate the 
4D background-error covariance matrix (P^). Where the EDA and EnKF differ is 
the approach used to assimilate the observations i.e. the analysis update. EnKF 
methods use the Kalman gain to weight the observations and the background ensemble 
members according to their expected accuracies. The EDA methods instead minimize 
a cost function for each ensemble member. Each cost function minimization is called 
Four-Dimensional Ensemble Variational data assimilation (4DEnVar). The 4DEnVar 
method uses the “alpha control variable” of Lorenc (2003). Figure 3.4 illustrates the 
two approaches used by the EnKF and the EDA. In theory these two methods should 
produce an identical analysis (Wang et al, 2007a), but in operational practice they differ 
in the way they localize P^. In this thesis, the toy model experiments will demonstrate 
tha t these methods are approximately equivalent in practice provided the observations 
are situated on model gridpoints. This is used as a safeguard to check th a t the two 
methods have been coded correctly.
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M odel
s ta te
T jm e s te ^
Ensemble of 
4DEnVars
A ssim ilation  w in d o w
EnKF
methods
★  O b serv a tio n s
XÎ = 
X2 = 
X.
^ \ + K ( y , - r )
 x -2 + K(y^ -  y") 
=  +  K ( y  -  y" )
=  x^ +  K (v - y ' ')
Figure 3.4; An outline of the different approaches used by the EnKF and EDA to get the 
same analysis ensemble. The four trajectories correspond to the four background ensemble 
members (x^, ...,x^). The EDA methods minimize an ensemble of 4DEnVar cost functions 
(using the “alpha control variable”). The EnKF instead uses the Kalman gain matrix. Both 
methods are theoretically equivalent but an important difference exists in operational practice: 
The 4DEnVar methods correctly localize the ensemble background-error covariance in model 
space but the EnKF methods localize the ensemble background-error covariance in observation 
space.
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The design of 4DEnVar adopts as much as possible from (incremental) 4DVar. The 
main difference is th a t 4DVar uses a 3D B, which is implicitly propagated using the 
TL and adjoint models to produce a 4D covariance MBM^. This produces some 
flow-dependence, which is limited by the length of the assimilation window. 4DEnVar 
instead uses the 4D P^, which is generated from the ensemble forecasts. This matrix 
is explicitly flow-dependent and avoids the need for TL and adjoint models.
3.5.2 4DEnVar w ithout localization
Four-Dimensional Ensemble Variational data assimilation (4DEnVar, Liu et al., 2008, 
2009; Buehner et al, 2010a) represents the least squares fit between an ensemble of 
model trajectories and the observations in an assimilation window. This DA method 
has also been referred to as En-4D-Var by Buehner et al (2010a) and En4DVar by Liu 
et a l  (2008). It is called 4DEnVar here because the 4D part comes from the ensemble 
rather than the variational algorithm. The ensemble comes from a separate DA method, 
which is typically an EnKF. This ensemble is only used to calculate perturbations and 
to provide P^. The actual background state ((2.1), page 40), used in (2.29) and to 
which the analysed increments are added, comes from a forecast from the previous 
analysis.
Much like the control variable transform in incremental 4DVar (Section 2.11), P^ in 
4DEnVar is never calculated explicitly. Instead the “alpha control variable” transform 
is applied (Lorenc, 2003). The alpha control variable with no localization is defined here 
as to distinguish it from the form with localization (a). The control variable cx^ 
has dimension m x 1, where m is the number of ensemble members. The background 
perturbations for each ensemble member 5 ^  are given a scalar weighting (a^ ) according 
to how well they fit the observations. Instead of using the TL model in (2.31), the 
increment is calculated at each timestep from a weighted combination of the ensemble 
perturbations:
m ^
Æx =  V  , .... ...S x ^ a f  = X^’a " .  (3.35)
-  ^  -  -  
The background cost function is expressed in terms of the control variable (of 
dimension m):
Jh{oT) = i(X V )^ (P *’) - H x V )
=  i ( x V ) ^ ( x ' ’( x * ') ^ ) - ' ( x V )
= (3.36)
Note tha t the ol^  described here is independent of time, as in most other implemen-
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tations of 4DEnVar. Therefore can be expressed as the persistance forecast of 
through the assimilation window:
a ^  = I a ^ ,  (3.37)
so the same is applied to each timestep in (3.35). The observation cost function 
takes the same form as 4DVar (2.42), so the cost function is expressed as:
/ ( a ” ) =
+  ^ (H 5 x -d )’’R -'(H <5x-d). (3.38)
The background cost function gradient is then simply expressed as:
J6(o:"') =  a"". (3.39)
The observation cost function in 4DVar ((2.44), page 52) requires the adjoint model 
M ^. Liu et al. (2008) demonstrate how this can be elegantly avoided, by transforming 
the ensemble perturbations into observation space, as in equation (3.22), page 63. The 
matrix can be extended to include the time dimension in the assimilation window, 
as follows:
-  =  (to))) -  W m N N T )  ■ • • Æ (M (xL(to))) -  h Jm N M )  ■
(3.40)
Therefore, (Y^)^ in 4DEnVar replaces the adjoint model in 4DVar. The observation 
cost function gradient also comes from the chain rule:
=  (Y '')% -'(W x -d ) . (3.41)
One of the key advantages of 4DEnVar over 4DVar is tha t no TL and adjoint models 
are required. The maintenance costs of these models are significant, both in terms of 
computational and staff costs (Buehner et al., 2010a).
3.5.3 4DEnVar w ith localization
As was discussed in Section 3.3.1, there are not enough ensemble members in NWP to 
sample the range of possible model trajectories. Therefore localization is necessary and 
Lorenc (2003) describes how to implement 4DEnVar with localization. W ith localiza­
tion the control variable a  is no longer a vector, but is instead a m atrix of dimension
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n x m .  The m  columns represent the weights to give to the ensemble members and the 
n rows represent the field tha t is modified by the localization m atrix C (of dimension 
n x n ) .  The localization matrix is typically based on the GC function and must be 
positive semi-definite. The 4DEnVar method with localization is used in the single 
observation experiments.
The alpha fields o l j  are each multiplied by the ensemble perturbations Jx j using a 
Schur (element by element) product:
m ^
=  ° - j  ^  ^° (3.42)r - f  v m  -  1
3=1
where 1 is an m x 1 vector with all the elements equal to one. W ithout localization each 
field cxj contains n  identical weights and (3.42) is equivalent to (3.35). There are only 
m — 1 degrees of freedom to fit the observations (one is lost because the perturbations 
sum to zero by construction). The smoothly varying a j  means this is still the case in 
local regions, but new values of OLj with new degrees of freedom can be selected some 
distance away. The smoothness of is controlled by adding a penalty term  equivalent 
to the background term  in 4DVar:
J 6 ( a i , . . . , a ^ )  =  % ^(P ^ )"^ %
=  ^((X^o a ) l )  ^  { £ '')-!  ((X» o a ) l)
= I ((X*- o ((X'’(X'’)^) o c ) ((X'' o a ) l )
=  C - i( a l) .  (3.43)
Equation (3.43) can also be expressed as the sum of cxj fields:
m  ^
Jb ( « 1 , . . . ,  a ^ )  =  2 - J (3. 44)
3 =1
The rest of the algorithm, including the observation cost function, is the same as 4DVar.
As in (2.37) a control variable transform is used to condition J q,:
Œj =  for j  =  1 , . . . ,  m, (3.45)
where
U«(U«)T ^  Q (3.46)
In the toy model and single observation experiments, as in most other implementations 
of 4DEnVar, o l j  is constant in time, which means there is no explicit localization of the
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correlations in time. This removes the time dimension from v “ . The vector v “  consists
of ^ +  1 complex numbers. Note tha t the first and last indices are both real, so
has n degrees of freedom. Like B  in 4DVar, C is both homogeneous and isotropic and 
can therefore be implemented in spectral space. The same spectral transformations in 
(2.36) are applied to C:
«“  =  ( — )  E  k= 0  and (n /2 )
V ” /  j=o
=  f — ) £ c ( j , l ) e ^  k = l,...,(n /2 )-l. (3.47)
V ” /  j=o
Thus (3.45) can be written as
%  =  I F - i ( ( s “ )°W ?) j= l,...,m . (3.48)
Combining (3.45) and (3.42) gives:
3
m  - m  ..
=  2 :  ÿ g r ï  W  ° =  E  ° (3.49)
.7=1 .7=1
The sequence of control vectors v “ is concatenated to make the variational control 
vector (of dimension ?n(^ +  1)). A new operator is used to represent the 
transformation in (3.49):
(5x =  U “ "v“ A (3.50)
The cost function is therefore expressed as:
1
+  I  (H5x -  d)R -i (H5x -  d). (3.51)
The adjoint transform appears in the equation for the gradient:
dJ = v“ ’ +  [HiSx -  d]. (3.52)
Note tha t the UKMO generates the spectral covariance matrix in a different way to 
(3.47), but with the same results. Lorenc (2003) showed th a t the localization in 4DEn- 
Var using (3.45) is theoretically equivalent to the Schur product localization (P^ o Ç ). 
However, EnKF methods generally localize in observation space for technical reasons. 
This localization in observation space can introduce errors and is one incentive for using
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4DEnVar.
3.5.4 4DEnVar w ith  an outer loop
4DEnVar can be implemented with an outer loop in a similar way to 4DVar (Sections 
2.10 and 2.11). The outer loop benefits 4DVar in two ways:
1. It makes the guess (from the nonlinear model) more accurate and hence the 
increments (from the linear model) smaller. Less use of the linear model makes 
the total more accurate;
2. It provides a better linearisation state, making the linear model more accurate.
The 4DEnVar method should get the first benefit, but the 4DEnVar “linear model” is 
a linear combination of ensemble trajectories, so the second benefit is not possible with 
the single deterministic 4DEnVar. The only way to get the second benefit is to rerun 
the outer loop for each member of the ensemble of 4DEnVars, thereby changing the 
linearisation state. However, the expense and complication of rerunning the ensemble 
may outweigh the benefits from the outer loop in NWP, so only the single deterministic 
4DEnVar is considered in the toy model experiments. At the time of writing, the outer 
loop is an idea th a t is yet to be explored at the UKMO and other operational centres. 
The outer loop is expressed here in terms of the single deterministic 4DEnVar with the 
control variable transform and localization.
The background increment is transformed in the same way as (3.50), except only 
the initial value (at the first timestep) is calculated:
6x^{to) = x^(to) -  x^(to) =  Uq (3.53)
where has dimension m (^  +  l). The cost functions and gradients are then expressed 
in a similar way to  the 4DVar equivalents ((2.41) to (2.44)). The incremental 4DEnVar 
algorithm is then expressed as follows:
•  Set =  0
• Set x^(to) =  x^(to)
Start Outer loop
•  Propagate the latest guess:
=  M (x^(to)) (3.54)
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• Calculate the innovation vector:
d  =  y ° - S ( x « ) .  (3.55)
• Set =  0
Start inner loop
•  =
• Calculate the cost function and gradient:
+ h H (5 x -d )’’R -H H (5x-d). (3.56)
Vv«» J(v“®) = (v«3 + v*>*) +  (U“')^M^H^E“ (^H<5x -  d). (3.57)
End inner loop
• Set 4—
• Set x^(to) <— x^(to) +  Sx{to)
End Outer loop
• x “(to) =  x^(to)
3.5.5 EDA
The EDA methods tha t are used in the toy model experiments are an ensemble of 
4DEnVars. The analysis is calculated from the ensemble mean. The ensemble per­
turbations are used to generate and the same ensemble perturbations are used to 
calculate the analysis of each ensemble member i.e. the same 5xj are used in (3.42) for 
each cost function. But each analysis ensemble member has its own innovations, from 
(2.29) applied to tha t member’s forecast.
The spread of the EDA will collapse without modification. The same problem was 
discovered for the EnKF (Burgers et al, 1998) but it can be alleviated by randomly 
perturbing the observations. The pseudo-random observation perturbations are con­
structed such tha t they sum to zero over the ensemble. Sakov and Oke (2008); Bowler 
et al. (2012) demonstrated an alternative to this stochastic formulation, which involves
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a deterministic analysis update step. This deterministic analysis update step is also 
used by the DEnKF algorithm (Section 3.3.4). The analysis perturbations are halved:
+  g(Xj — 2G°)' (3.58)
Both the perturbed observations and the deterministic versions of the EDA are com­
pared in the toy model experiments. In these experiments, they are referred to as the 
EDA-S and EDA-D respectively. Note tha t EDA-D is theoretically equivalent to the 
4D DEnKF. The only difference in the practical implementation is tha t the DEnKF 
localizes in observation space and the EDA-D localizes in model space. The toy model 
experimental setup is designed such tha t both algorithms are exactly equivalent, even 
with localization. This is used as a safeguard to check tha t the two methods have been 
coded correctly.
3.6 4DVar-Ben
The 4DVar-Ben method is an implementation of 4DVar with P^, rather than B. The 
4DVar-Ben method used in the toy model experiments takes the 3D P^ at the initial 
timestep from EDA-D. The 4DVar-Ben used in the single observation experiments takes 
the 3D P^ at the initial timestep from the Ensemble Transform Kalman filter (ETKF). 
The ETKF was introduced by Bishop et al. (2001), but the implementation used by 
the UKMO is described by Bowler et al. (2008, 2009). Note tha t the ensemble DA 
method used to generate P^ and the 4DVar-Ben method itself are independent of each 
other. The advantage of 4DVar-Ben over 4DVar is th a t it can use the “errors of the 
day” from P^.
The 4DVar-Ben increment at the beginning of the window has the same equation 
as the 4DEnVar increment ((3.42), page 72):
m ^
5x(to) =  W  (?Xj(to)°Oj. (3.59)
P i  V m  -  1 ■’
The control variable transform for 4DVar-Ben is also the same as the control variable 
transform for 4DEnVar ((3.50), page 73):
6x(to) = Uq (3.60)
Localization is only applied at to and the increment in (3.59) is propagated forwards 
in time using the TL model (2.3). The rest of the algorithm is equivalent to the
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incremental 4DVar algorithm (Section 2.10).
Theoretically, the 4DVar-Ben method and the 4DEnVar method are equivalent if 
all the observations are at the same time as the analysis increment, provided they use 
the same background-error covariance matrix. However, the methods differ when the 
observations are situated at different times in the assimilation window. The 4DVar- 
Ben method relies on the TL model and adjoint models to implicitly propagate the 
background-error covariance matrix through the assimilation window M P^M ^. On 
the other hand, the 4DEnVar method uses the ensemble forecasts to generate P^. The 
case of observations at the start and observations at different times is illustrated by 
Figure 3.5. In the toy model experiments, the EDA-D method is used to generate 
the background-error covariance for 4DVar-Ben. These methods are approximately 
equivalent when the observations are at the same time as the analysis increment, with 
the only difference being tha t EDA-D calculates the deterministic analysis from the 
analysis ensemble mean, while 4DVar-Ben calculates a single deterministic analysis.
Suppose the observations are distributed at different times in the assimilation win­
dow, which is a realistic scenario in NWP. W ith a nonlinear model and no localization 
the EDA-D should be more accurate than 4DVar-Ben because 4DVar-Ben relies on the 
less accurate TL model. But localization introduces errors into P^ because the localiza­
tion function does not move with the flow. Therefore, with severe localization and an 
accurate TL model, 4DVar-Ben should be more accurate than EDA-D. The toy model 
experiments in this thesis clearly demonstrate this.
3.7 Hybrid 4DVar
Hybrid 4DVar uses a linear combination of B and P^ to produce a “hybrid” background- 
error covariance m atrix (B^). This is implicitly propagated to produce the 4D hybrid 
covariance (M B ^M ^). It is formulated by combining the v  control variable of 4DVar 
((2.37), page 51) with the of 4DVar-Ben ((3.60), page 76):
ôx{to) = \ / i^ U v  +  (3.61)
where Pc is the weight to give to B  and /3g is the weight to give to P^. The hybrid 
covariance matrix (B^) is equivalent to a linear combination of B and P^ (Wang et ai, 
2007a):
B^ =  PcB +  PcBK  (3.62)
The cost function is expressed as:
J(v, v “ =) =  +  Jo, (3.63)
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Observations at the start of the window
Model
state
Assimilation window
*4 tsti
Timestep
4DEnVar = 4DVar-Ben
Observations
7U
S x{tO  =  V  - — = = S x ’‘(to )o  Q j.
^  s /  m .  -  1  ^j=i
Observations at different times
Model
state
Assimilation window
ti *4 ts
Timestep
4DVar-Bai: 4DEnVar:
Ax = T  __ Ax_,OQ[).
Figure 3.5: Top: Observations all at the start of the window. In this case both 4DVar-Ben 
and 4DEnVar methods are equivalent since they use exactly the same increment. Bottom: 
Observations distributed at different times. In this case 4DVar-Ben and 4DEnVar are different. 
4DVar-Ben propagates the initial increment using the TL model but 4DEnVar calculates the 
increment at each timestep from the 4D background perturbations.
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where Jo is the observation cost function (formulated as in 4DVar and 4DVar-Ben).
The cost function gradient is calculated by concatenating the climatological [ |^ ]  
and ensemble parts.
Experiments using toy models (e.g. Wang et al. (2007b)) and operational models 
(e.g. Clayton et al. (2012)) have demonstrated tha t the use of a hybrid background- 
error covariance matrix is more accurate than a pure B or P^. Wang et al. (2007b) 
demonstrated how the hybrid covariance m atrix suffers less from sampling error than 
P^. It also has some advantages at representing model error, as B is designed to 
capture model error directly, while P^ cannot. The hybrid covariance matrix has less 
flow-dependence than P^, but significantly more flow-dependence than B.
The hybrid 4DVar algorithm is currently the method of choice at operational cen­
tres, such as the UKMO (Clayton et al, 2012) and ECMWF (Bonavita et al, 2012). 
Note tha t the performance of hybrid 4DVar is strongly related to the performance of 
4DVar and 4DVar-Ben, since hybrid 4DVar uses the covariance m atrix from both these 
methods. This is demonstrated in the single observation experiments.
3.8 Hybrid 4DEnVar
Like hybrid 4DVar, hybrid 4DEnVar also uses a “hybrid” background-error covariance. 
The 4D B^ is a linear combination of P^ (as in 4DEnVar) and a time-invariant B  (as 
in 3DVar FGAT). It is formulated by combining a 3D climatological control variable v  
with the of 4DEnVar ((3.50), page 73):
%  =  v ^ v  +  (3.64)
The hybrid 4DVar and hybrid 4DEnVar algorithms are identical at the start of the 
assimilation window. There are two differences tha t are a result of the time dimension
in the assimilation window. One difference is related to the 4D ensemble background-
error covariance and was described in Section 3.6. The hybrid 4DVar method relies 
on the TL and adjoint models to implicitly propagate the initial P^ to the time of 
the observations. On the other hand, the hybrid 4DEnVar method uses the 4D P^ 
generated from the ensemble forecasts. Another major difference relates to the rep­
resentation of the climatological background-error covariance through the assimilation 
window. In hybrid 4DEnVar, the same climatological term  is used throughout
the assimilation window, and U  is represented in the same way as SDVar FGAT:
U U ^ =  B  =  IB I^ , (3.65)
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which implies tha t B  is the same at each timestep. On the other hand, the 4DVar B 
is implicitly propagated using the TL and adjoint models (M B M ^) and therefore has 
some flow-dependence, which is limited by the length of the assimilation window.
The hybrid 4DEnVar cost function is expressed in the same way as the hybrid 4DVar 
cost function:
j ( v ,v “ =) =  i v ’’v + l ( v “ = f v “ = +  J„. (3.66)
The cost function gradient is calculated by concatenating the climatological [ |^ ] and 
ensemble parts.
Note tha t the performance of hybrid 4DEnVar is strongly related to the performance 
of 4DEnVar and SDVar FGAT, since hybrid 4DEnVar uses the covariance matrix from 
both these methods. One of the main areas of uncertainty at the UKMO is if and when it 
would be best to switch from hybrid 4DVar methods to hybrid 4DEnVar methods. Some 
of the strengths and weaknesses of these methods are demonstrated in the experiments. 
The problems with hybrid 4DVar in NWP are predominantly the computational and 
maintenance costs of using the TL and adjoint methods. Preliminary experiments show 
tha t the hybrid 4DEnVar system is a factor 3-6 cheaper computationally than hybrid- 
4DVar, even though the latter has been optimized much more than the former (Neill 
Bowler, personal communication). These extra savings could potentially be recycled 
into extra resolution and more ensemble members. Several man years have already 
been spent developing the PF  and adjoint models at the UKMO. In the future the 
time tha t would have been spent on these models could be spent optimizing the hybrid 
4DEnVar algorithm by improving aspects such as pre-conditioning of the cost function 
(Andrew Lorenc, personal communication).
3.9 Summary
The KF is derived using Bayes’ theorem and is effectively minimizing the same cost 
function as 3DVar. Instead of minimizing the cost function directly, the KF consists of a 
sequential algorithm tha t steps through time and updates the forecast at each timestep 
using the available observations. The Kalman gain m atrix provides the weight to give 
to the background state and the observations. The KF is only optimal for a linear 
model. It is also impractical for a large model state dimension due to the storage and 
inversion of large matrices.
The EnKF is a Monte Carlo approximation of the KF. The EnKF is practical in 
NWP because it can use a nonlinear model and is affordable for a large model state 
dimension. The EnKF makes use of an ensemble of model trajectories, which is used 
to estimate the ensemble background-error covariance m atrix (P^). This ensemble of 
model trajectories is flow-dependent, which means tha t can measure the “errors
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of the day” . Each ensemble member is updated using the available observations and 
the analysis comes from the ensemble mean. The ability of ensemble DA methods to 
capture the “errors of the day” is a significant advantage over 4DVar, which uses a 
climatological background-error covariance (B).
One major drawback of ensemble DA methods in NWP is tha t the ensemble size 
is much smaller than the model state dimension, which causes sampling error. The 
sampling error can be alleviated by localization of P^, which effectively increases the 
rank of P^ and reduces the spurious correlations. Multiplicative inflation can also be 
used to increase the ensemble spread. In operational practice, both localization and 
inflation are required. However, localization has negative side-effects, some of which 
are investigated by the research in this thesis.
Formulations of the EnKF differ in the way they approximate the KF analysis-error 
covariance matrix. W ithout modification the ensemble spread of the EnKF will collapse 
as the ensemble analysis-error covariance matrix (P “) is significantly underestimated. 
The traditional EnKF uses perturbed observations to estimate P “. However, the per­
turbed observations introduce sampling error. Deterministic EnKF methods avoid the 
use of perturbed observations. The ensemble square root filter (EnSRF) is one such 
method. The DEnKF is a linear approximation of the EnSRF th a t is accurate when 
the analysis correction is small. It is more robust than the EnSRF as it enables the 
Schur product localization without the need to serially assimilate the observations. The 
DEnKF is used in the toy model experiments because the same analysis update can 
effectively be applied to the EDA methods.
In the toy model experiments, the DEnKF method is implemented as a fixed-lag 
Kalman smoother, which means tha t both past and future observations are assimilated 
in the analysis update. This is formulated by simply extending the variables in the 
equations to include the time dimension in the assimilation window. The 3D ensemble 
covariance P^ is transformed to 4D (P^). This means tha t the DEnKF analysis can be 
effectively compared against the 4DVar analysis.
The 4DEnVar method minimizes a cost function, which measures the fit between 
an ensemble of model trajectories and the observations in an assimilation window. 
It is constructed using the alpha control variable. The ensemble used in the single 
implementation of 4DEnVar comes from a separate DA method and is used to construct 
P^. 4DEnVar has the advantage over 4DVar th a t it does not require the expensive TL 
and adjoint models.
The localization in 4DEnVar is theoretically equivalent to the Schur product local­
ization of P^ in the EnKF. However, the technical implementation in NWP is different, 
since EnKF methods are generally localized in observation space rather than model 
space. This could be a significant advantage for 4DEnVar in NWP, although it is
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irrelevant in the toy model experiments.
An ensemble of 4DEnVars (EDA) differs to the single implementation of 4DEnVar 
in tha t it generates its own ensemble and is therefore not reliant on a separate DA 
method. The EDA method is theoretically equivalent to the EnKF. The same ensemble 
perturbations are used in each cost function, but the cost functions differ in tha t they 
each use the innovations for th a t ensemble member. The analysis ensemble is generated 
by calculating the analysis for each cost function. The deterministic analysis then comes 
from the ensemble mean. Like all ensemble DA methods, the EDA ensemble spread 
must be maintained. There are two different methods tha t are compared in the toy 
model experiments. One uses a deterministic update step (equivalent to the DEnKF 
method), which is called EDA-D and the other uses perturbed observations (equivalent 
to the traditional EnKF method), which is called EDA-S.
The 4DVar-Ben method is an implementation of 4DVar with P^, rather than B. In 
the toy model experiments, 4DVar-Ben takes the 3D P^ at the initial timestep from 
EDA-D. The 4DVar-Ben method implicitly propagates P^ using the TL and adjoint 
models, to produce a 4D covariance (M P^M ^).
The hybrid DA methods use a linear combination of the climatological and ensem­
ble background-error covariances, in order to improve the accuracy of the analysis. The 
hybrid 4DVar method implicitly propagates B  and P^ using the TL and adjoint meth­
ods to produce the 4D hybrid covariance (M B ^M ^). The hybrid 4DEnVar method 
implements the climatological background-error covariance in the same way as SDVar 
FGAT, the 4D B  has no flow-dependence. The hybrid 4DEnVar method implements 
P^ in the same way as 4DEnVar. This produces a 4D hybrid covariance (B^).
The experiments in this thesis test the DA methods above in terms of how they 
represent the background-error covariance. This is a test of both the explicit flow- 
dependence generated from the “errors of the day” in the ensemble DA methods, and 
the implicit flow-dependence generated by the 4DVar TL and adjoint models. The 
experimental setup for the toy model experiments is discussed next.
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The experim ental setup
4.1 Introduction
In this Chapter, the toy model experimental setup is described. The experiments are 
designed to compare five DA methods in terms of their ability to produce the best 
deterministic analysis. Table 1 (page 5) is a useful reminder of the attributes of the 
five DA methods.
The experimental setup includes all the descriptions given by Section 3 of Fairbairn 
et al. (2013), where the research is published. More detailed descriptions are given 
where appropriate.
Firstly, the motivation for the toy model experiments is given in Section 4.2. it 
is necessary to explain in Section 4.3.1 why toy model experiments are useful in the 
first place, particularly for this research. The toy model requirements are then given 
in Section 4.3.2. The toy model is introduced in Section 4.3.3. The limitations of the 
toy model are described in Section 4.3.4 and Section 4.3.5 gives the toy model setup 
for the experiments.
Section 4.4 introduces the experimental parameters. Section 4.5 describes the “boot­
strapping method” , which is used to tune B. Section 4.6 discusses how the localization 
length scales were tuned for the ensemble DA methods. Section 4.7 explains the tuned 
multiplicative covariance inflation and Section 4.8 explains the tuned additive covari­
ance inflation.
A number of tests exist to check tha t a DA method is coded correctly or can work 
properly for a particular model regime. Section 4.9 demonstrates the results for three 
tests in the toy model experiments: The TL test (Section 4.9.1), the gradient test 
(Section 4.9.2) and the adjoint test (Section 4.9.3).
A decription of the code structure for the DA algorithms is given in Section 4.10. 
Finally, a summary is given in Section 4.11
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4.2 M otivation
One of the motivations for the toy model experiments comes from the quasi-operational 
experiments by Buehner et al. (2010b), who compared similar methods on the Environ­
ment Canada global model. They showed tha t 4DVar with the 3D ensemble covariance 
matrix (4DVar-Ben) performed significantly better than 4DVar with the 3D cli­
matological covariance m atrix B (4DVar) in the Southern extratropics. However, in 
the Northern extratropics, the two methods performed similarly. The 4DEnVar method 
used by Buehner et al. (2010b) gave a comparable performance to an Ensemble Kalman 
filter (EnKF, Evensen (1994)). But 4DEnVar did not perform as well as 4DVar-Ben.
Buehner et al. (2010b) compared their methods in different regions of the globe, 
which have different observation densities. The Southern extratropics has relatively 
sparse conventional observations, but the Northern extratropics has more dense con­
ventional observations, since the Northern Hemisphere has more land mass. Three of 
the effects investigated by Buehner et al. (2010b) are explored in these experiments. 
The first two are differences in the DA methods themselves and the third are the dif­
ferences in the observation density:
1. The 4D background-error covariance m atrix construction;
2. The different ways the ensemble DA methods perform localization over the as­
similation window;
3. Differences in the observation densities between the Southern and Northern ex- 
tratropics.
4.3 The toy model
This Section discusses how the toy model was selected for the experiments, and discusses 
the limitations of this toy model.
4.3.1 W hy use toy models?
The toy model experiments in this thesis compare DA methods tha t are relevant to 
Numerical Weather Prediction (NWP). Such methods could be compared directly us­
ing operational systems. Indeed, Buehner et al. (2010b) made a comparison between 
4DVar and ensemble DA methods using the Environment Canada operational system, 
while Zhang and Zhang (2012) made some comparisons in the US using the National 
Centre for Environmental Prediction (NCEP) system. Their operational results are 
useful because they are directly relevant to NWP. However, it is sometimes difficult
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to interpret operational results because operational systems are complicated and com­
putationally expensive to run. Typically, it takes about six month’s worth of trials 
to gain statistically significant results for one DA method. In practice, due to  time 
and computing constraints, many trials are only run over about a month. A period 
of one month badly samples variability and can give misleading results. The range of 
experiments th a t can be carried out is limited by this time-constraint. Therefore, it is 
difficult to test a range of different parameters, such as different observation densities, 
different model resolutions and different ensemble sizes. Also, there is never an exact 
knowledge of the tru th . The tru th  is generally assumed to match observations of the 
atmosphere, but these observations have errors. It is therefore not always easy to un­
derstand operational results. For example, Buehner et al. (2010b) showed th a t 4DVar 
with (4DVar-Ben) performed significantly better than 4DVar with B  (4DVar) in 
the Southern hemisphere, but the two methods performed similarly in the Northern 
hemisphere. The exact reason was not clear. Although some possible explanations 
were discussed, the complexity of the operational system made it too difficult to  give 
an exact explanation.
Toy models, also referred to as idealized models, are simple dynamical systems 
tha t are computationally cheap and straightforward to implement, but do not neces­
sarily have any physical resemblance to the atmosphere. They should have im portant 
properties tha t are present in operational systems, which will depend on the type of 
experiments tha t are to be performed.
Unlike operational models, toy models can be designed such th a t their true be­
haviour is known exactly. Since they are cheap to implement, they can be used to test 
the accuracy of various DA methods and to explore a range of different parameters tha t 
are relevant to NWP. The results can be understood exactly, since they are statistically 
significant and the system is simple to understand. There is never an exact knowledge 
of the tru th  in NWP and statistically significant results can take up to six months worth 
of trials (although a bit less in real time), over which time the DA methods may have 
been developed significantly! Therefore, toy models can compare the average analysis 
errors of the DA methods over a short period of time, which is not possible using NW P 
models. The caviat to toy models is tha t the results are generally too simplistic to 
link directly with operational systems. The results can instead lead to more focussed 
operational experiments, which build on the understanding gained from the toy model 
experiments. For example, the first Ensemble Kalman filter (EnKF) was developed on 
a toy model (Evensen, 1994). Building on these ideas, the first operational EnKF was 
implemented in 2005 (Houtekamer and Mitchell, 2005). Now all the leading operational 
centres use ensemble DA methods, which have built on the understanding of the EnKF. 
Another example is the use of additive covariance inflation to account for model error.
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which was first tested on a toy model system (Hamill and Whitaker, 2005) and was 
then extended to operational systems (e.g. Whitaker et al. (2008)).
4.3.2 Toy m odel requirem ents
The toy model must have the following attributes to be appropriate for the DA method 
comparisons.
Firstly, it is essential tha t the toy model is chaotic because the atmosphere is chaotic. 
Chaos means tha t two model trajectories with infinitessimal differences in the starting 
point will eventually exhibit completely different behaviour. This was first demon­
strated by Lorenz (1963) and is a key property of the atmosphere. A chaotic model 
implies tha t the model is also nonlinear. Modern global-scale NW P models have error 
doubling times of about 1.5-2 days, which is similar to  atmospheric synoptic scales (of 
the order 1000km) (Kalnay, 2003). Therefore, it is preferable for the toy model to have 
an error doubling time similar to this magnitude.
In NWP, there are always some scales tha t are not captured by the model. For 
example, the UKMO global model has a resolution of 2bkm, so will struggle to capture 
weather events occurring at the convective scales (of the order 10km). The unresolved 
scales contribute to model error. This form of model error is desirable in the toy model 
experiments because it also affects operational systems. In order to  implement this form 
of model error in the toy model, it is essential tha t the toy model has smooth spatial 
correlations. The “tru th” can be generated from a model run at a high resolution. 
Model error can be introduced by running the forecast model at a lower resolution 
to the truth. Provided the spatial correlations are smooth, the forecast model will 
capture well the larger scales of the tru th , but less well the smaller scales. Other forms 
of model error do exist in operational systems too, such as physical parameterizations, 
misspecification of parameters, model truncations and so on, but it would be impossible 
to simulate all of them using a toy model. For simplicity, only resolution error is 
considered essential in these toy model experiments.
Finally, it is essential tha t the toy model has a large number of degrees of freedom. 
The toy model should contain at least 100 degrees of freedom. Firstly, this is im portant 
for smooth spatial correlations between gridpoints. Secondly, the model can then be 
used effectively to test ensemble DA methods. In operational systems, ensemble DA 
methods have insufficient ensemble members (10 — 10^) to sample all the degrees of 
freedom of the model (of the order 10®). This causes sampling error, which is a major 
problem. Sampling error can be alleviated by localization of the background-error 
covariance using a Schur product (Hamill et al, 2001). This form of localization is 
commonly used by operational centres. Sampling error issues are also a major feature 
of this research. In order to  explore a range of ensemble sizes, which correspond to
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different levels of sampling error, it is essential tha t the number of degrees of freedom 
of the model is large.
4.3.3 The Lorenz M odel II
The Lorenz Model II (Lorenz, 2005) was chosen for the experiments because it fulfills 
all the requirements in Section 4.3.2 and it is simple to implement. The Lorenz Model 
II is a ID cyclic system, which is governed by the ordinary differential equation:
= [Z, Z]k ,j -  Zj p F ,  (4.1)
where j  = 1, ...,n  are the gridpoint indices and n  is the dimension. The dimension n 
can be anything, but should be greater than 30 for the equations to be of interest. The 
equations can be implemented using finite differences.
The following descriptions come from Lorenz (2005). The variables can be thought 
of as an atmospheric quantity being advected on a latitude circle. The system is 
cyclic i.e. for a 40-dimensional model Zq = Z40, %_i =  Z39, Z41 =  Zi.  The physics 
of the system is represented by external forcing (F) and internal dissipation (linear 
Zj terms). The quadratic terms {[Z ,Z]kj)  simulate advection and are conserved by 
the total energy {Z^ -1- .. .  -|- Z^)/2. Different values of F  correspond to very different 
solutions. Small values of F  mean tha t the variables decay to the constant values 
Zi = Z 2  = — Zn = F. For slightly larger values of F , the solution is periodic. For
even larger values, the solution is chaotic. The quadratic term is given by:
w w
^   ^ ^   ^ { ~ X j —2 K —p X j —K —w  T  ^ j —K + w —p X n + K + w ) / ^  ; (4.2)
W——W  p ——W
where W  =  K /2  if K  is even and W  = {K — l ) /2  if K  is odd.
Lorenz (2005) showed tha t Model II can produce waves (profiles of Z) with smooth 
spatial correlations. The wavelength is largely determined by the ratio n / K  and the 
forcing F . Increasing the value of K  or decreasing the value of n  will increase the average 
wavelength, which increases the spatial correlation length scale. Provided th a t n / K  
remains the same, then the dimension can be changed whilst retaining approximately 
the same wavelength. This means tha t the forecast model can have a smaller dimension 
than the tru th . The forecast model will then capture well the large scales of the tru th , 
but will be unable to capture the smaller scales as well.
W ith the introduction of large-scale waves, some intermediate-scale waves are also 
introduced. Increasing the forcing F  causes the system to be more chaotic and this 
introduces more intermediate-scale waves. As the number of intermediate-scale waves is 
increased, then the large-scale spatial correlations become less smooth. A compromise
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has to be made between a long error doubling time (smaller F)  or too many intermediate 
waves (larger F). Lorenz (2005) shows tha t a good compromise is to set F  =  15 and 
n / K  = 30. This combination produces an error doubling time of about two days, whilst 
retaining predominantly large-scale waves, with some intermediate-scale waves. Note 
tha t the model does not support small-scale waves.
4.3.4 Lim itations of the Lorenz M odel II
There are some characteristics tha t are present in NWP models, which are not essential 
for the toy model experiments in this thesis, but would make the experiments more 
realistic (i.e. closer to NWP).
For example, the Lorenz Model II does not produce waves with very small spa­
tial/tim e scales. The atmosphere produces waves on a range of different time-scales, 
spanning seconds to millenia (Lynch, 2003). In NWP, “gravity waves” represent the 
unbalanced dynamics of the atmosphere. These are commonly generated by flow over 
topography, convection and je t imbalance. Most NWP models span scales smaller than 
the motions of direct concern, including high frequency gravity waves. However, most 
NWP models can only resolve properly the large-scale atmospheric behaviour, which is 
close to hydrostatic and geostrophic balance. Therefore, it is preferable to  dampen or 
remove gravity waves, as they can degrade the accuracy of the analysis. Initialization is 
a process tha t is designed to dampen or remove gravity waves from the forecast model 
(Lynch, 2003). Initialization is widely implemented in operational models, such as the 
UKMO (Clayton et al, 2012), and is an ongoing area of research.
To study the concept of “balance” requires a toy model which supports at least 
two sorts of wave, with different frequencies. The Lorenz Model II does not have 
these, so this study cannot compare the balance achieved by different DA methods. 
The Lorenz Model HI (Lorenz, 2005) and the 2D Shallow W ater model (Daley, 1991) 
support small-scale waves and large-scale waves.
4.3.5 Toy m odel setup
The Lorenz Model II is a ID cyclic system th a t represents the propagation of waves, 
of some unspecified atmospheric quantity, across a latitude circle. The ratio n / K  
controls the wave-length and the correlation between grid points. In these toy model 
experiments the setup suggested by Lorenz (2005) is used, with the ratio n / K  = 30. 
This produces smooth spatial correlations, while producing an error doubling time of 
about two days, which is similar to the synoptic-scales of the atmosphere. For the 
perfect model experiments:
• The number of gridpoints of the tru th  and the forecast model are equal to 180
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{j^truth — '^forecast — 180);
• The parameter K  is set equal to 6 {Ktmth = Kforecast = 6).
Model error is introduced through the tru th  being at a higher resolution than the 
forecast model. For the imperfect model experiments:
• The number of gridpoints ntruth =  240 and nforecast = 180;
• The parameter K  has values Ktmth = 8 and Kforecast = 6 .
For both the perfect and imperfect model experiments, the ratio
'hl'truth/ ^truth ~  forecast/Kforecasts (4-3)
SO the wavelengths of the tru th  and the forecast model stay approximately equivalent 
(see Lorenz (2005) for details). Both the tru th  and the forecast model are integrated 
using a fourth-order Runge-Kutta method.
4.4 Experim ental parameters
All the DA methods use an assimilation window length of 0.5 time units, which is 
equivalent to about 6 hours in the real atmosphere. The integration timestep length is
0.1 time units. The initial value is denoted as timestep 1 and the final value as timestep 
6 . A 6 hour window is commonly used by operational centres for 4DVar, which is a 
good length when model error is unaccounted for.
In all the experiments the observations are randomly drawn from the tru th , although 
the observation locations are chosen to fall on the forecast model gridpoints. The 
reason for locating the observations in this way is tha t 4DEnVar localizes in model 
space, but the DEnKF localizes in observation space. In general the observation 
operator does not commute (equation (3.32), page 67). In these experiments, one 
of the objectives is to demonstrate the equivalence between the EDA (Ensemble of 
4DEnVars) and the EnKF, which is only true when the observations fall on forecast 
model gridpoints. Although the theoretical equivalence between these algorithms has 
already been demonstrated by Wang et al. (2007a), it is useful to demonstrate their 
practical equivalence in order to check tha t the methods have been coded correctly.
This is straightforward for the perfect model since the number of gridpoints of the 
forecast model and the tru th  are equal {ntmtk = 'nforecast)- It is therefore possible to 
select random observations from the truth. It is more difficult for the imperfect model, 
where ntmtk > nforecast- In this case, the observation values are selected to  land on 
forecast model gridpoints, and are then interpolated to the tru th  gridpoints using cubic 
interpolation.
89
C H A P T E R S  THE EXPERIM ENTAL SETUP
The same pseudo-random observation errors are generated for each method. The 
observation error is uncorrelated and drawn from a Gaussian distribution with stan­
dard deviation 0.1 (R  =  O.OII). There are two forms of observation errors in NWP: 
Instrument errors and errors of representivity. In these experiments only instrument 
error is simulated. In the perfect model case there is no representivity error because the 
observations fall on the forecast model gridpoints. In the imperfect model case there is 
a small representivity error introduced from the cubic interpolation. This is calculated 
to be much smaller than the instrument error and is therefore neglected.
The five DA methods are tested by varying the observation density through the 
assimilation window. The total number of observations is defined as riobs^  with riobs & 
value within the set
nobs E {25,50,75,100,125,150}.
The purpose of changing the observation density is to simulate differences in observation 
densities th a t exist in NWP. In particular, the Southern hemisphere has much sparser 
conventional observations than the Northern hemisphere. The temporal distribution of 
these observations are then tested using two scenarios:
• Observations only at the beginning of the window (timestep 1);
•  Observations evenly distributed over timesteps 2,3,4,5,6 in the assimilation win­
dow.
In the first scenario, the time dimension of the background-error covariance matrix is 
irrelevant, all th a t matters is the 3D background-error covariance m atrix at the time 
of the observations. The second scenario is a test of the full 4D background-error 
covariance matrix.
The ensemble DA methods are all tested for ensemble sizes
riens E (3,4,5,9,13,17,25,50,75,100,125,150}.
The reason for this large variation in ensemble size is to measure a range of different 
levels of sampling error, with the smaller ensembles suffering more significantly from 
sampling error. Localization and fixed multiplicative covariance infiation are used to 
alleviate sampling error. Additive infiation is used to alleviate model error. The en­
semble methods are tuned for each ensemble size and whenever the spatial or temporal 
distribution of the observations is changed. The tuned parameters for the DEnKF are 
used for EDA-D, since the two methods are theoretically identical.
The analysis errors are measured against the tru th , after the tru th  had been spec­
trally interpolated to the forecast model resolution. The analysis errors are spun up for 
1000 windows and then averaged over a 3000 window run. The analysis errors are taken
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at the timestep with the greatest observation density. In the case of all observations at 
the start of the window, this equates to timestep 1. W ith observations spread evenly 
through timesteps 2 to 6 , this equates to timestep 4. The analysed increment of all the 
methods is taken at the same time as the analysis errors are measured.
4.5 Tuning B
Since the tru th  is available, it is possible to calculate B  using the true background errors. 
However, since the accuracy of the background forecasts depends on the B  used, the 
calculation of B  has to be bootstrapped. Bootstrapping is an iterative process. The 
initial B  is calculated by time-averaging the EDA-D forecast errors and homogeneity 
is enforced by averaging the covariances. The 4DVar method is then run for 4000 
windows and a new B  is calculated from the last 3000 windows. The process is then 
repeated until the background errors converge. This way a different B  is calculated 
whenever the spatial or temporal distribution of the observations is changed. B  is not 
exactly homogeneous when calculated from the errors over the 3000 window run, due to 
sampling error. Therefore, the Fourier transform of all the rows is averaged in order to 
enforce homogeneity. This enables the control variable transform (described in Section 
2 .11) to be implemented.
4.6 Localization
As discussed in Section 3.4, localization is required to alleviate sampling error. As in 
most applications in NWP, localization is implemented in these experiments as a Schur 
product with (Hamill et a l, 2001). The Gaspari-Cohn (GG) localization function 
(C) is used, which sets the covariances of to zero beyond a certain distance (Gaspari 
and Gohn, 1999, Eq (4.10)). The GC half-width is quoted as the length-scale and is 
defined as half this distance.
The localization m atrix C is required to be positive semi-definite in order tha t 
4DEnVar can use the control variable transform ((3.45), page 72). The GC function 
using large gridpoint distances may not be positive semi-definite. The method of Bowler 
et a l (2012) is adopted, which gets round this problem. The Lorenz model is placed 
on a circle and the GG function is calculated using the Euclidean distance d between 
gridpoints:
d = - s i n { - { i - j ) } ,  (4.4)
7T n
where i and j  are the gridpoints and n  is the dimension.
The 4D localization is equivalent to applying the Schur product at each timestep 
in the assimilation window (C o P^). The GG half-width is tuned using the range of
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values: 0.5,1.0,...,10 (in steps of 0.5), 10, 15,...,120 (in steps of 5). W ith the largest 
ensemble size and the perfect model, no localization is required. The smallest GC half­
width used is equal to 6 , and the largest value is equal to 115. Figure 4.1 demonstrates 
the effect of the GC localization function on the 4DVar B with a perfect model and 
150 observations at the start of the window. Figure 4.1(a) is with a half-width of 6 
and only near the origin does the localized background-error covariance matrix (B o C) 
look like B. Contrastingly, Figure 4.1(b) is with a half-width of 115 and (B o C) looks 
similar to B everywhere.
1.01.0
0.6
CoB 0.40.4
0.20.2
0.00.0
- 0 .2,- 0 .2, 80 100 120 140 160 180
Gridpoint
80 100 120 140 160 180
Gridpoint
20 40 6040 60
Figure 4.1: 90th gridpoint correlations of C, C o B  and B for (a) GC halfwidth of 6. Here 
C o B is only similar to B near the origin. Elsewhere is it similar to C; (b) GC halfwidth of 
115. Here C o B is similar to B everywhere. A range of GC half widths between these values 
are used in the experiments.
4.7 M ultiplicative inflation
Sampling error causes the ensemble to be underspread. The ensemble spread is defined 
as the root mean squared deviation of the perturbations:
Spread \ m
m
(4.5)
i= i
According to Kalman filter theory, the spread and the magnitude of the background 
errors should be the same size (Evensen, 1994). However, in practice the EnKF only 
approximates a true Kalman filter and sampling error means tha t the spread is likely to 
be smaller than the size of the background errors (Anderson and Anderson, 1999). Fixed 
multiplicative inflation is designed to increase the prior variance estimate to counter 
spurious variance deficiency. This effectively gives more weight to the observation but
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it does not alleviate sampling errors, since it does not increase the number of degrees 
of freedom of the ensemble. Note th a t fixed multiplicative inflation does not take into 
account the various modes of the background errors, since some modes may require more 
or less inflation than others. Serious problems also arise when a single value of inflation 
is not appropriate for all state variables. It is common in NWP to alleviate these 
problems by using adaptive coviariance inflation, where the inflation varies spatially 
and temporally (Anderson, 2008). In these toy model experiments it is possible to tune 
a fixed multiplicative inflation to improve the analysis, even if some of the background 
error modes are not correctly inflated. A fixed muitipiicative covariance inflation factor 
can be applied by linearly inflating the analysis ensemble perturbations by a factor 7  
(Anderson and Anderson, 1999):
6xj =  7 (x° -  x “). (4.6)
All the ensemble methods use tuned flxed-covariance inflation to artificially increase 
the ensemble spread. The factor 7  is selected from the range of values: 1.01,...,1.2 (in 
steps of 0 .01), with the value chosen equating to the smallest analysis errors.
4.8 Additive inflation
When model error is present then multiplicative inflation is generally inadequate. Al­
though multiplicative inflation increases the ensemble spread, it does nothing to capture 
the structure of the model-error covariance matrix Q. Mitchell et al. (2002) found tha t 
additive inflation can be used to add new directions to the ensemble perturbations. 
This consists of adding noise r]j to  the analysis ensemble member perturbations 5x“ at 
the end of the window, before the update of the next cycle:
ôxj 4- Sxj -f T]j. (4.7)
The noise should be sampled from the true model errors. In operational systems, the 
model errors are unknown but rjj can be approximated (Mitchell et a l, 2002). In the
model error experiments in this project, the noise rjj is randomly sampled from the
true Q (77 6  (0, Q)). Note tha t the additive inflation also suffers from sampling error.
The matrix Q comes from the climatological model errors, which are a result of 
the forecast model being at a smaller dimension (180 gridpoints) than  the tru th  (240 
gridpoints). The model error is computed from the difference between the tru th  tra ­
jectory, spectrally interpolated to forecast model resolution, and 6 hour forecasts using 
the forecast model. Q is generated from the time-averaged covariance of differences 
over the 3000 window run. As with B, homogeneity is enforced.
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4.9 Tests
The following three tests were coded by David Fairbairn and Stephen Pring for the toy 
model experiments, and form part of the code described in Section 4.10. The tests are 
established methods and are widely operational at NWP centres, including the UKMO. 
Not only do the tests check tha t the DA methods have been coded correctly, but they 
also check tha t the DA methods are appropriately setup for the regime. The regime 
refers to external factors, such as the observation density and the model nonlinearity, 
which influence the performance of the DA methods.
4 .9 .1  T L  t e s t
The idea behind the TL test is to check if the TL hypothesis is accurate. All DA meth­
ods in operational practice make use of either a linear model M  or a linear observation 
operator H  and therefore rely on the validity of the TL hypothesis. The TL hypothesis 
is less accurate if the model is more nonlinear, the assimilation window is longer or the 
first guess is less accurate. The nonlinear forecast M (x) and the nonlinear observation 
operator applied to x  (i7(x)) can be expressed as a Taylor series ((2.34), page 49). The 
TL hypothesis assumes tha t the terms of order ôx? or higher can be neglected ((2.35), 
page 50).
In these toy model experiments, the linear observation operator is correct and the 
TL hypothesis is not an issue. However, the forecast model is nonlinear, so the validity 
of the TL hypothesis is im portant for 4DVar, which makes use of the TL model and its 
adjoint (M ^). Although (2.35) measures the errors in the TL hypothesis, it does not 
measure the errors in relation to the size of the increment. The relative error divides 
(2.35) by the analysis increment, in order to measure the significance of the errors in 
the TL hypothesis. If the size of the errors in the TL hypothesis are large compared 
with the size of the analysis increment, then it is likely tha t these errors are significantly 
degrading the analysis. The relative errors in the TL hypothesis ( R E t l ) are defined 
by
r?p inn -- l|Vo-+6(x'’(io) + i5x“(to)) -  Mo-^6{^\to)) -  «Sx-Cfe)!! ,
||Mo-,6(xH«o) + fe»(«o))-Mo.^6(x'’(io))|| ’ ^
where |||| is the Euclidean norm, which is defined in Appendix A (page 191). The 
relative errors are multiplied by 100 in order to express them as a percentage.
The relative errors for a range of increments with different sizes are plotted in 
Figure 4.2. At one end of the scale, the relative error is significant when the increment 
is smaller than machine precision, which is due to computational round-off error rather 
than the linear assumptions. On the other end of the scale, the TL hypothesis is
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inaccurate when the increment is large. Large increments do introduce errors in NWP, 
although the TL hypothesis is generally accurate with 4DVar for large-scale models and 
six hour assimilation windows. In the experiments, the increment is never larger than
0.14 and the relative error is always less than 2% of the size of the analysis increment.
120
100
80
20
-1 0 - 5- 1 5
Figure 4.2: TL test relative errors (4.8) for increments with a range of different sizes (averaged 
over a 3000 window run).
4.9.2 Gradient test
The gradient test is applicable to variational DA methods. The gradient test is another 
way of testing the TL hypothesis, but it has the additional benefit of checking tha t 
the penalty and gradient have been coded correctly. In variational DA methods, a 
cost function (J) is minimized by a descent algorithm, which finds the cost function 
minimum where the gradient (V J ) is equal to zero. The cost functions of the variational 
algorithms are minimized using the conjugate gradient method (Golub and Van-Loan, 
1996). The code for the conjugate gradient method was written by Vanderplaats (1973) 
and is freely available online. Convergence is reached when the norm of the cost function 
gradient is less than a specified tolerance of 10“ .^
As described in Section 2.9, the variational methods assume tha t the cost function 
is quadratic, which it is for a linear model. Thus the incremental 4DVar cost function, 
which uses the TL model, should have one global minimum. However, this global 
minimum may not produce an accurate analysis, since it depends on the TL hypothesis. 
W ith a nonlinear model, it is possible for the cost function to have a number of local
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minimums as well as the global minimum, so it is possible for the descent algorithm to 
find the wrong solution. A Taylor expansion of the cost function is given by:
J(x(to) +  Sx(to)) = J(x(to)) +  (<5x)^VJ(x(to)) +  O(ôx^). (4.9)
In theory, if J  is quadratic then terms of order 6x^ or higher should be equal to zero. 
This would be the case for a linear model and is analogous to removing the terms of 
order ôx^ or higher in equation (2.34), page 50. Of course, the model is nonlinear in 
operational systems, but the cost function is approximately quadratic in the vicinity 
of an accurate first guess, as was explained in Section 2.9. If the first guess is accurate 
then:
^  ^  0.5(<5x)î’(V J(x(to)) +  V J(x(to) +  fe(to)))  ^ ^
In practice, it is acceptable for the the LHS and RHS of (4.10) to agree to a specified 
level of accuracy, which should be the same as the level of accuracy of the TL hypothesis. 
This test is also used by the UKMO.
The gradient test is applied to 4DVar in the experiments, whenever the penalty and 
gradient are calculated. This is a safeguard to check tha t the penalty and gradient have 
been coded correctly, and also to test the TL hypothesis. A plot of 4>(<5x) for various 
increment sizes is given in Figure 4.3. Evidently, the values where 4>(dx) is close to 
1 coincide with the values where the relative error in Figure 4.2 is close to 0. In the 
experiments, (4.10) is always accurate to 10“  ^ or better. Therefore, the incremental 
4DVar analysis is not significantly degraded by using the TL and adjoint models.
4 .9 .3  A d jo in t t e s t
The adjoint test is used to check th a t all the operators and their adjoints have been 
coded correctly. The relationship between the TL model M  and its adjoint can be 
written as:
<  M(5x, M(5x > = <  <5x, M ^M dx > , (4.11)
where < >  is the inner product. The adjoint test is applied to both the TL model M  
and the observation operator H . In the experiments, the adjoint test is accurate to 
machine precision.
4.10 Code development
Most of the code for the toy model experiments was written by David Fairbairn and 
Stephen Pring a t the Met Office, during the course of the EngD. The design was partly 
inspired by the Object Oriented Prediction System (OOPS), which has been developed
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Figure 4.3: Gradient test results (4.10) for increments with a range of different sizes.
at ECMWF and Météo France, and is also used for DA experiments on simple models. 
Trémolet and Fisher (2012) describe the reason for developing the OOPS system. In 
summary, it allows the DA algorithms to be built around the data, rather than the 
other way round.
The code for the toy model experiments took approximately one year to write and 
was designed to enable the flexible use of parameters (e.g. ensemble size, observation 
density), while being straight forward to understand and to run. The basic structure of 
the code is shown in Figure 4.4. The design consists of an outer shell written in Python 
2.7 (green box) and an inner shell written in Fortran 90 (blue boxes). Note tha t there are 
many subroutines tha t are not included in Figure 4.4, such as the covariance inflation 
used for the ensemble methods, and the creation of the climatological background- 
error covariance for 4DVar. There is also a subroutine that uses a random number 
generator to create the observations and the observation error. Many of the subroutines 
were grouped into modules, such as the ensemble DA methods and the variational DA 
methods. Python is an interpreted language, therefore it is not as fast as compiled 
languages such as C/C-(—H or Fortran 90. However, Python is very compact and it 
is easy to read and understand. Hence why Python was used for the outer shell and 
Fortran 90 was used for the inner shell.
The Python outer shell allows the user to select the parameters they want to use, 
including the DA methods, number of outer loops, ensemble size and observation den­
sity. A namelist file is created by the Python script, which contains the param eter
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values. The Python script then calls the Fortran 90 executable. The Fortran 90 code 
consists of a Main program file, which allocates the variables according to the namelist 
file. The Main program then runs the DA algorithm(s). The results, including the 
analysis trajectories and the analysis errors, are stored in data files. After the Fortran 
90 executable is finished the Python script accesses these data files in order to calcu­
late useful information, including the average analysis errors. A loop was setup in the 
Python script which called the Fortran 90 executable for a range of different parame­
ters, without having to manually run the code over and over again. The Python code 
is shown in Appendix B (page 192).
It was only necessary to recompile the Fortran 90 code when changes were made to 
the structure of the code i.e. changes to the DA methods. The Fortran 90 code was 
compiled using a “makefile” , which means tha t when changes were made to the code, 
only the Fortran 90 subroutines tha t depended on those changes were recompiled. The 
Fortran 90 code was written in a modular formation and a global data module was used 
to pass through fixed paramaters such as observation density and window length, into 
the various modules and subroutines. All the other arguments were passed through the 
various modules and subroutines as inputs and outputs.
The only code tha t was not written by David Fairbairn and Stephen Pring was the 
conjugate gradient method used to minimize the cost functions of the variational DA 
methods. This came from the Constrained Minimization (Conmin) algorithm written 
by Vanderplaats (1973), and is freely available on the internet.
The DA methods were run for each of the parameters discussed in Section 4.4. 
On average each run took about half an hour. However, depending on the parameters 
used, the run time was significantly increased/decreased. For example, with 3 ensemble 
members and 25 observations the 4DEnVar method was run over 4000 windows in 
approximately 2 minutes. W ith 150 ensemble members and 150 observations the run 
time was increased to about 12 hours. This is expected, since more observations and 
ensemble members implies much larger vector/m atrix calculations. To put this in 
perspective, modern NWP computers need to be powerful enough to process of the 
order 10® model variables and of the order 10® observations!
The numerical model code was validated by comparing the finite difference solution 
with the analytic solution. These solutions should be close for a small number of 
timesteps. The DA methods themselves were validated using the various tests th a t 
were discussed in Section 4.9.
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M ain_python.py
Select p a ra m e te rs  fo r 
DA
DEnKF.f90
EDA.f90
V ariational DA.f90Ensem ble DA.f90
FourDEnVar.f90
FourDVar.f90 FourDVar Ben.f90
M ain.f90 
Run DA m eth o d s
Figure 4.4: Flow diagram of the basic code structure for the toy model experiments. The 
green box is the Python outer shell, which is shown in the Appendix B. The blue boxes are 
included in the Fortran 90 inner shell.
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4.11 Summary
The experimental setup for the toy model experiments is described in this Chapter. Toy 
models are useful because they are simple and computationally cheap to run. They can 
be used to investigate a wide range of parameters over a relatively short time period, 
which is a distinct advantage compared with the complicated and expensive operational 
models. The caviat to toy models is tha t they are too simple to compare directly with 
operational models. Instead, the results can be used to help direct experiments on the 
more complex operational systems.
For the experiments in this thesis, it is essential tha t the toy model has the following 
attributes:
1. Chaotic, with error doubling time of about 2 days;
2. Smooth spatial correlations;
3. > 100  degrees of freedom.
The Lorenz Model II fulfills these requirements. Note tha t the Lorenz Model II does 
not contain some more realistic attributes, which are present in other toy models, such 
as gravity waves. This study cannot compare the balance achieved by different DA 
methods.
The Lorenz Model II is implemented such th a t the forecast model and tru th  reso­
lutions are equivalent for the perfect model experiments. Model error is introduced by 
implementing the tru th  at a higher resolution than the forecast model.
A range of observation densities are used to test the accuracy of the DA methods 
and to  simulate differences in observation densities th a t exist in NWP. This is also 
designed to test the ability of the background-error covariance m atrix to propagate 
information over the assimilation window.
The classic “bootstrapping” method is used to find the 4DVar B. This consists of 
generating the covariance matrix over a series of iterations, until the covariance m atrix 
converges.
A range of ensemble sizes are used to test the effect of sampling error on the ensemble 
DA methods. Tuned localization and fixed-multiplicative infiation are implemented in 
order to alleviate sampling error. Additive infiation is implemented in order to  capture 
model error in the ensemble background-error covariance.
Three different tests are used to check th a t the DA methods are coded correctly 
and tha t the DA methods are appropriately setup for the toy model regime.
The TL test checks the validity of the TL hypothesis, which is a measure of how 
well the TL trajectory can approximate the full nonlinear trajectory in the assimilation
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window. The TL hypothesis is always accurate in the experiments, the relative errors 
compared with the size of the expected analysis increment are always less than 2%.
The gradient test is applied to 4DVar in the experiments. This not only tests the TL 
hypothesis, but checks tha t the cost function and gradient have been coded correctly. In 
the experiments the 4DVar penalty and gradient are tested using the gradient test and 
the test results show tha t the TL hypothesis is accurate and the penalty and gradient 
have been coded correctly.
The adjoint test is used to check the adjoint code of both the observation operator 
and the TL model. The adjoint test is used in the experiments and is accurate to 
machine precision.
The code for the experiments is written with a Python outer shell, where the pa­
rameters are selected, and a Fortran 90 inner shell, where the DA algorithms are run 
for the various parameters. This is a user friendly way to run the code for various 
parameters without having to recompile the code for the DA algorithms.
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Perfect m odel experim ents
5.1 Introduction
In this Chapter, the perfect model results are presented and explained. The structure of 
this Chapter is similar to Section 4 of Fairbairn et al. (2013), except for the outer loop 
experiments. Firstly, the effect of ensemble size and observation density is investigated 
in Section 5.2 for the EDA-D method. Next EDA-D is compared with 4DVar in Section 
5.3. Then EDA-D is compared with 4DVar-Ben in Section 5.4. The deterministic and 
stochastic ensemble DA methods are compared in Section 5.5. Finally, an outer loop 
is tested on 4DVar and 4DEnVar in Section 5.6. A summary is given in Section 5.7
5.2 The effect of ensemble size and observation density
It is useful to test the ensemble DA methods for a range of different ensemble sizes, 
in order to explore the effect of sampling error (i.e. insufficient ensemble size) on the 
analysis. It is then possible to show the effectiveness of covariance localization for al­
leviating sampling error and inflation for increasing the ensemble spread. W ith just 3 
ensemble members, sampling error should be a significant issue, since the number of 
degrees of freedom of the model is 180. W ith over 100 ensemble members, sampling 
error should be relatively small, since the number of ensemble members is close the 
model dimension. Table 5.1 shows the EDA-D analysis errors, ensemble spread, covari­
ance localization and infiation coefficients for a range of different ensemble sizes. It is 
evident tha t the smaller ensembles suffer significantly from sampling error and benefit 
from severe covariance localization and large fixed covariance inflation. This effect is 
reduced when the ensemble size is increased from 3 to  25. There appears to be no 
benefit from going above an ensemble size of 25.
Table 5.2 shows the EDA-D analysis errors for a range of different observation
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densities. Increasing the observation density has the expected effect of reducing the 
analysis errors and the ensemble spread. W ith only 25 observations, the system is 
very sparsely observed (only an observation every 6 gridpoints on average). W ith 150 
observations the system is very well observed, with an observation every gridpoint on 
average. The benefit of increasing the observation density above 150 is relatively small, 
which is why 150 observations was chosen as the maximum number of observations. 
Note tha t the optimal covariance localization and fixed covariance infiation appear to 
be largely independent of the observation density. Also note tha t in both Tables 5.1 
and 5.2, the analysis errors are similar but not identical to the ensemble spread - with 
a perfect ensemble Kalman filter and linear model they should be identical.
Ensemble
size
GC
half
width
Covariance
Infiation
RMS
error
RMS
spread
3 7 1.08 0.0813 0.0730
4 20 1.10 0.0522 0.0524
5 30 1.06 0.0418 0.0371
9 75 1.08 0.0281 0.0354
13 105 1.02 0.0213 0.0248
17 115 1.01 0.0197 0.0224
25 oo 1.01 0.0179 0.0222
150 00 1.00 0.0181 0.0194
Table 5.1; A table showing the tuned localizations and fixed inflations for EDA-D and various 
ensemble sizes. The total number of observations used is 25 with 5 observations (at random 
locations) at the 5 timesteps 2,3,.. .,6. Tuning is performed to produce the lowest analysis error 
and the oo symbol for the GC half width denotes no localization.
Obs
density
GC
half
width
Covariance
Infiation
RMS
error
RMS
spread
25 30 1.06 0.0418 0.0371
50 30 1.07 0.0294 0.0264
75 30 1.07 0.0272 0.0213
100 30 1.07 0.0222 0.0183
125 30 1.06 0.0174 0.0154
150 30 1.08 0.0166 0.0156
Table 5.2: Tuned localizations and fixed inflations for a range of observation densities. An 
observation density of 150 represents 30 observations taken at random spatial locations at 5 
different timesteps. The EDA-D method is used with a relatively small ensemble size of 5.
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5.3 Comparing EDA-D with 4DVar
Figure 5.1 compares EDA-D with 4DVar for a range of different observation densities. 
Figure 5.1(a) is the case with observations at the start of the window and Figure 5.1(b) 
is the case with observations evenly distributed in time. Notice in Figure 5.1(a) tha t 
with just 4 ensemble members, EDA-D performs better than 4DVar. In this case both 
methods use the 3D background-error covariance m atrix a t the time of the observations. 
It was expected tha t EDA-D would perform better than 4DVar for a large enough 
ensemble because the EDA-D captures the “errors of the day” . The 4DVar method 
uses a climatological background-error covariance m atrix (B), which does not capture 
the “errors of the day” .
By comparing Figure 5.1(a) with 5.1(b), it is evident tha t the 4DVar analysis er­
rors are smaller when the observations are evenly distributed in time compared with 
observations only at the start of the window. On the other hand, the EDA-D analysis 
errors are not significantly affected by the temporal distribution of the observations.
W ith observations evenly distributed in time, both methods use a 4D background- 
error covariance. The EDA-D 4D is significantly degraded by the localization not 
moving with the fiow. This problem is particularly problematic for such a small en­
semble size, since severe localization is required. Beyond an ensemble size of about 25, 
sampling error is no longer a significant issue, so the localization length scale is very 
large. The 4DVar method implicitly propagates B using the TL and adjoint models to 
produce a 4D background-error covariance (M B M ^). The TL hypothesis is accurate 
for this regime, as was demonstrated in Section 4.9.1. Therefore the 4DVar method 
can exploit the improved temporal coverage of the observations better than the EDA-D 
method. However, even with this localization issue, the EDA-D method only needs 5 
ensemble members (not shown) to perform better than 4DVar.
In Chapter 6 , where model error is important, the 4DVar method is significantly 
more competitive.
5.4 Comparing EDA-D w ith 4DVar-Ben
Figure 5.2 compares EDA-D with 4DVar-Ben for a range of ensemble sizes. When 
all the observations are at the start of the window, then 4DVar-Ben and EDA-D are 
approximately the same (Figures 5.2(a) and 5.2(c)).
W ith observations distributed evenly in time (Figures 5.2(b) and 5.2(d)), 4DVar- 
Ben implicitly propagates the 3D using the TL and adjoint models to produce a 
4D covariance (M P^M ^). The EDA-D method calculates the 4D P^ directly from the 
ensemble forecasts. For this regime, the TL hypothesis is accurate. Therefore, EDA-D 
and 4DVar-Ben perform similarly when localization issues do not arise i.e. with a large
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Figure 5.1: (a) has all observations at the start of the window whilst (b) has observations at 
the 5 timesteps 2,3,.. . ,6 . The perfect model is used and it can be seen in these Figures that 
the 4DVar analysis errors are significantly reduced when observations are changed from being 
all at the start to being distributed in time. On the other hand, EDA-D makes very little use 
of the time distributed observations. This is due to the severe localization used in the EDA-D 
method at all timesteps during the assimilation window.
Severe localization is required with a small ensemble size. The EDA-D analysis 
is then significantly degraded because the localization does not move with the flow. 
The 4DVar-Ben method avoids this problem because it only localizes the initial 3D 
P^, which it then implicitly propagates using the TL and adjoint models (M P^M ^). 
Therefore, with a small ensemble size, 4DVar-Ben performs significantly better than 
EDA-D.
A separate experiment is performed in order to demonstrate tha t the difference in 
performance between 4DVar-Ben and EDA-D is primarily caused by the localization 
not moving with the flow. Table 5.3 compares the 50 member EDA-D and 4DVar-Ben 
with and without severe localization. It is evident tha t when localization is not present 
then the two methods are almost identical. When severe localization is applied, then 
4DVar-Ben performs significantly better than EDA-D. This is clear evidence tha t the 
4D localization is degrading the time correlations of the EDA-D P^.
5.5 Comparing the determ inistic and stochastic ensem ble 
methods
The deterministic ensemble methods are the EDA-D method and the DEnKF. The 
stochastic ensemble method is the EDA-S method. The deterministic methods are the­
oretically equivalent. EDA-S instead uses perturbed observations in order to maintain
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Figure 5.2: (a)/(c) has 25/150 observations at the start of the window whilst (b)/(d) has 
25/150 observations distributed evenly over the 5 timesteps 2,3,.. . , 6 . The perfect model is used 
and it can be seen that EDA-D and 4DVar-Ben are equivalent with observations all at the start, 
since they both use the same 3D ensemble covariance matrix. 4DVar-Ben and 4DVar improve 
significantly when observations are changed from being all at the start to being distributed in 
time. On the other hand, EDA-D is unable to exploit the improved temporal coverage of the 
observations when severe localization is applied (i.e. for a small ensemble).
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Obs
density
GC
half
width
EDA-D
RMS
error
4DVar-
Ben
RMS
error
DEnKF
RMS
error
25 5 0.0770 0.0657 0.0776
25 oo 0.0179 0.0180 0.0179
150 5 0.0315 0.0242 0.0315
150 oo 0.00682 0.00683 0.00682
Table 5.3: RMS analysis errors for 25 and 150 observations distributed evenly over the 5 
timesteps 2,3,.. .,6 for the perfect model. Severe localization is applied by using a GC halfwidth 
of 5. This is compared with the unlocalized case. It is evident that EDA-D and 4DVar-Ben are 
similar when no localization is applied, but that 4DVar-Ben performs best when localization is 
applied.
the ensemble spread.
Figure 5.3 compares the three methods for a range of ensemble sizes. As expected, 
the EDA-D and the DEnKF methods are almost identical most of the time. Further 
experiments have shown tha t the differences for a small ensemble size can be attributed 
to chaos and with a long enough run these differences would eventually disappear^.
0 .0 9
X—K EDA-D 
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Figure 5.3: These perfect model results show comparisons beteen EDA-D, EDA-S, the DEnKF 
and 4DVar for 5 observations at the 5 timesteps 2,3,.. . , 6 . As expected, EDA-D and the DEnKF 
are nearly always equivalent. These deterministic methods perform better than EDA-S due to 
the sampling error introduced from perturbed observations.
^The difference between the DEnKF and EDA-D for the small ensembles was found to be due to
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The EDA-D and the DEnKF methods perform significantly better than EDA-S 
when the ensemble size is small. The performance of the methods becomes more similar 
as the ensemble size is increased. The EDA-S method suffers from sampling error 
from the perturbed observations and this significantly degrades the analysis with a 
small ensemble, which agrees with Whitaker and Hamill (2002). The EDA-D and the 
DEnKF methods are not affected by sampling error, but they only approximate a proper 
ensemble square root filter (EnSRF) when the background errors are much smaller 
than the observation errors. In these perfect model experiments this approximation is 
accurate.
5.6 Outer loop experim ents
In all the experiments except this one, the 4DVar and 4DEnVar methods are imple­
mented without outer loops. This is similar to the UKMO, where no outer loops are 
currently operational. In order to test the outer loop, the single deterministic 4DEn- 
Var method is implemented here with the background-error covariance coming from the 
DEnKF. It is more likely tha t an outer loop would be implemented in NWP with the 
single deterministic 4DEnVar rather than the EDA. The EDA with an outer loop could 
be prohibitively expensive in NWP, since there are many cost function minimizations 
and model propagations to  repeat.
Although the outer loop generally converges with 4DVar after only a few iterations, 
the outer loop has negligible impact on the 4DVar analysis (results not shown). Given 
tha t the linear assumptions are already very accurate with 4DVar/4DVar-Ben, the 
outer loop would not be expected to improve the analysis significantly, if at all.
The 5 member 4DEnVar analysis errors with one and two outer loops are shown 
in Table 5.4 for the range of observation densities even in time. The outer loop never 
improves the analysis, and in some cases even degrades the analysis slightly. This is 
disappointing, as it was hoped tha t the outer loop would correct for some of the errors 
introduced by the localization not moving with the fiow. The outer loop is similarly 
unhelpful for different ensemble sizes (not shown). It is also found tha t the 4DEnVar 
outer loop rarely converges and adding more than about three outer loops significantly 
harms the analysis (not shown). It is not clear why this is, but it would be interesting 
to know whether it is related to the model regime or the viability of the 4DEnVar outer 
loop itself.
chaos. Small differences in the computational round-off errors (of order 10 cause the DEnKF and 
EDA-D to diverge to slightly different solutions over the length of the run (4000 windows).
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Obs
density
RMS er­
ror: 1 
outer loop
RMS
error:
2 outer 
loops
25 0.0470 0.0475
50 0.0323 0.0325
75 0.0252 0.0253
100 0.0215 0.0216
125 0.0195 0.0196
150 0.0181 0.0181
Table 5.4: RMS analysis errors for the 4DEnVar method (using the DEnKF background-error 
covariance) for one and two outer loops, with observations even in time.
5.7 Summary
The perfect model results have been presented in this Chapter. Firstly, the EDA-D is 
tested with a variety of different ensemble sizes and observation densities. The EDA- 
D method suffers more significantly from sampling error with a small ensemble size 
than with a large ensemble size. The sampling error is alleviated by localization and 
fixed multiplicative covariance inflation. Increasing the observation density reduces the 
analysis errors, as expected.
Next EDA-D is compared with 4DVar for a range of observation densities. EDA-D 
performs better than 4DVar with an ensemble of just 4 members with all the observa­
tions at the start of the window, since the EDA-D can capture the errors of day, but 
the 4DVar B  is not flow-dependent. 4DVar is more competitive when the observations 
are evenly distributed in time. This is linked to the 4D localization degrading the time 
correlations of the EDA-D P^, since the localization does not move with the flow.
EDA-D is then compared with 4DVar-Ben for a range of ensemble sizes. As ex­
pected, the two methods are identical with observations at the start of the assimilation 
window. W ith observations evenly distributed in time, 4DVar-Ben performs signifi­
cantly better than EDA-D when the ensemble size is small. This is linked again to 
the 4D localization degrading the time correlations of the EDA-D P^. Although the 
problem of the localization not moving with the flow is widely acknowledged in the 
literature (see e.g. Zhang et al. (2009); Bishop and Hodyss (2007)), these experiments 
demonstrate tha t with severe localization and a quasi-linear model regime, this prob­
lem by far overrides other differences between the DA methods, including the 4DVar 
TL hypothesis and the 4DEnVar linear assumption (the nonlinear combination of en­
semble members). These results may be relevant to some large-scale NWP models and 
support previous results on quasi-operational models by Buehner et al. (2010b); Zhang
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and Zhang (2012).
The deterministic and stochastic ensemble DA methods are compared. As ex­
pected, the performance of the EDA-D and the DEnKF are very similar. Also, these 
two deterministic methods perform significantly better than EDA-S. EDA-S perturbs 
the observations in order to maintain the ensemble spread, which introduces sampling 
error. These results agree with similar experiments of Sakov and Oke (2008) which 
demonstrate tha t the DEnKF performs significantly better than the EnKF.
Finally, the 4DEnVar and 4DVar methods are compared with an outer loop. The 
outer loop does not improve the performance of either method. This is expected for 
4DVar, since the model regime is quasi-linear and the outer loop is designed to correct 
for nonlinearities. However, the result is more interesting for 4DEnVar, since at the 
time of writing there are no published experiments tha t have tested 4DEnVar with 
an outer loop. It was hoped tha t the outer loop might correct the errors from the 
localization not moving with the flow. It is not clear whether the failure of the outer 
loop to improve the 4DEnVar analysis is related to the model regime or the viability 
of the outer loop itself. The theoretical justification for an outer loop with 4DEnVar 
needs to be explored.
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Imperfect m odel experim ents
6.1 Introduction
The imperfect model experiments are presented in this Chapter. The model error was 
described in Section 4.3.5, page 88 . The model error is introduced by running the DA 
forecast models at a lower resolution than the truth. This Chapter is based on the 
results from Section 5 of Fairbairn et al. (2013).
Firstly, the effect of ensemble size and observation density are investigated in Section
6.2 for the EDA-D method. Next, EDA-D is compared with 4DVar in Section 6.3. 
Then EDA-D is compared with 4DVar-Ben in Section 6.4. Finally, the deterministic 
and stochastic ensemble DA methods are compared in Section 6.5. A summary is given 
in Section 6 .6 .
6.2 The effect of ensemble size and observation density
The effect of ensemble size on the EDA-D analysis errors without additive inflation is 
given in Table 6.1 and with additive inflation is given in Table 6.2. These are compared 
with the perfect model results (Table 5.1, page 103). The first thing to notice is tha t the 
model error has significantly increased the analysis errors. The second thing to notice is 
tha t the analysis errors are smaller when additive inflation is used (Table 6.2) compared 
to when it is not used (Table 6.1). The additive inflation is more effective for a larger 
ensemble because the sampling error in the additive inflation is smaller. W ith additive 
inflation, increasing the ensemble size from 25 to 150 members significantly improves the 
4DEnVar analysis, but relatively small improvements are seen when additive inflation 
is not used. This is related to the correction in the sampling error in the additive 
inflation itself, since sampling error in the ensemble background-error covariance is no 
longer significant.
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Next the effect of observation density on the analysis error is investigated without 
additive inflation (Table 6.3) and with additive inflation (Table 6.4) and also compared 
with the perfect model results (Table 5.2, page 103). As discussed in Section 5.2, 
with 25 observations the system is sparsely observed, but gradual improvements can 
be gained by using more than 150 observations. As expected, the model error does 
increase the analysis errors. Also, by comparing Table 6.3 with Table 6.4, it is evident 
tha t the analysis errors are smaller when additive inflation is used.
In Tables 6.3 and 6.4, the optimal localization and fixed covariance inflation are 
strongly dependent on the observation density. Larger observation densities benefit 
from more severe localization and fixed covariance inflation. This is different to the 
perfect model results, where the optimal localization and fixed covariance inflation are 
largely independent of the observation density. The effect of observation density will 
be explained in the next Section, where EDA-D is compared with 4DVar.
Ensemble
size
GC
half
width
Covariance
Inflation
RMS
error
RMS
spread
5 9 1.08 0.0898 0.0800
9 15 1.08 0.0810 0.0801
13 15 1.08 0.0786 0.0832
17 20 1.08 0.0762 0.0783
25 35 1.08 0.0752 0.0674
150 35 1.07 0.0732 0.0778
Table 6.1: A table showing the tuned localizations and fixed inflations for EDA-D and various 
ensemble sizes for the imperfect model. The total number of observations used is 25 with 5 
observations at the 5 timesteps 2,3,.. .,6. Analysis errors are larger and localization more severe 
for the imperfect model, compared with the perfect model.
Ensemble
size
GC
half
width
Covariance
Inflation
RMS
error
RMS
spread
5 9 1.08 0.0883 0.0801
9 15 1.08 0.0771 0.0739
13 20 1.07 0.0720 0.0670
17 20 1.07 0.0710 0.0709
25 35 1.07 0.0693 0.0775
150 35 1.05 0.0649 0.0642
Table 6.2: Same as Table 6.1 but the EDA-D has additive inflation. The additive inflation is 
less effective for a small ensemble size, due to sampling error.
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Obs den­
sity
GC
half
width
Covariance
Inflation
RMS
error
RMS
spread
25 35 1.07 0.0732 0.0778
50 20 1.09 0.0605 0.0728
75 15 1.11 0.0548 0.0721
100 15 1.11 0.0504 0.0591
125 15 1.12 0.0474 0.0559
150 10 1.12 0.0451 0.0518
Table 6.3; Tuned localizations and fixed inflations for a range of observation densities for the 
imperfect model. An observation density of 150 represents 30 observations taken at random 
spatial locations at 5 different timesteps. The EDA-D method is used with a large ensemble 
size of 150. Note that larger observation densities requires more severe localization, unlike the 
perfect model results. Table 5.2.
Obs den­
sity
GC
half
width
Covariance
Inflation
RMS
error
RMS
spread
25 35 1.05 0.0649 0.0642
50 25 1.06 0.0532 0.0538
75 25 1.06 0.0472 0.0449
100 20 1.06 0.0439 0.0407
125 20 1.07 0.0416 0.0401
150 20 1.07 0.0396 0.0372
Table 6.4: Same as Table 6.3 but with additive inflation. Additive inflation significantly 
reduces the analysis errors.
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6.3 Comparing EDA-D with 4DVar
The EDA-D and 4DVar methods are now compared with various observation densities. 
The 9 member EDA-D is shown in Figure 6.1 and the 150 member EDA-D is shown in 
Figure 6 .2 . As expected, EDA-D with additive inflation is signiflcantly more accurate 
than EDA-D without additive inflation. Sampling error is less signiflcant with 150 
ensemble members than with just 9 ensemble members.
(a) Obs at the start
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Figure 6.1: (a) has all observations at the start of the window whilst (b) has observations at 
the 5 timesteps 2,3,.. .,6. The imperfect model is used with 9 ensemble members. By comparing 
with the perfect model results (Figure 5.1) we can see two important effects that the model error 
has on the results: 4DVar handles the model error better than EDA-D. Also, 4DVar improves 
more rapidly than EDA-D for more dense observations. EDA-D with additive inflation reduces 
both these effects because it can approximate Q.
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Figure 6.2: Same as Figure 6.1 but for a larger ensemble of 150. The larger ensemble means 
that sampling error is less significant.
Figures 6.1 and 6.2 are now compared with the perfect model results (Figure 5.1, 
page 105). It is evident that when changing the temporal observation distribution from
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being all at the start of the window to being even in time, in all cases the 4DVar 
method improves significantly. On the other hand, the EDA-D method shows very 
little improvement. This is linked to the localization degrading the time correlations of 
the EDA-D P^, since the localization does not move with the flow.
It is noticeable tha t the 4DVar method is significantly more competitive with the 
imperfect model than with the perfect model. Also, with model error present, the 4DVar 
method is more competitive with dense observations than with sparse observations. For 
example, in Figure 6.2(a), the 150 member EDA-D easily performs better than 4DVar 
with 25 observations. Increasing the observation density favours 4DVar, and with 150 
observations 4DVar performs better than the EDA-D method. Even with additive 
inflation, the EDA-D method is not able to exploit the increased observation density 
as well as 4DVar. These results are related to the way tha t 4DVar and EDA-D capture 
model error in the background-error covariance matrix. Evidence is examined which 
suggests tha t three interacting effects could explain these results:
1. Kalman filter theory says that the true background-error covariance matrix is
-|- (equation 3.3, page 58), where measures the previ­
ous analysis-error covariance matrix. A positive feedback exists, where increases 
in Q cause even larger increases in analysis and background errors;
2. In these experiments, fD V ar has a “perfect” climatological covariance matrix B , 
which is a climatological approximation of both terms M A ^ ^ I \ F  -f Q^. On the 
other hand, the EDA-D (without additive infiation) uses ensemble perturbations 
F  to approximate the first term M A f ^ l F .  The EDA-D with additive inflation 
approximates both terms M A f '^ A F  +  Q^, but the second term is affected by 
sampling error. As the observation density is increased, M A f ^ A F  becomes 
smaller because the analysis errors decrease, but stays the same. fB V a r  can 
exploit the increased observation density more effectively than EDA-D or EDA-D  
with additive inflation, since fD Var has a superior representation of Q^;
3. A common result is that, i f  an assimilation scheme is using an incorrect background- 
error covariance matrix then it is usually improved by increased localization, espe­
cially when there are sufficient observations. This increased localization degrades 
the F  time correlations in fD EnVar when the observations are distributed in 
time, since the localization does not move with the fiow.
The DA methods in these experiments are only approximating a Kalman filter when 
the observations are all at the start of the window. Otherwise they are approximating 
a fixed-lag Kalman smoother, which assimilates observations at different times in the 
assimilation window. The first two points above are only strictly true for a Kalman
115
CHAPTER 6. IM PERFECT MODEL EXPERIM EN TS
filter, although it is assumed here that similar conclusions can be made for a fixed-lag 
Kalman smoother.
The evidence for the above points can be found in the covariance matrices them­
selves. Firstly, point 1 of the above list is demonstrated. Figure 6.3 shows the 90*  ^
row of Q. The construction of Q was described in Section 4.8. The size of the Q 
variance is 0.00013. Introducing model error increases the background errors, which 
then increases the analysis errors of the next cycle. Evidence of this point can be found 
when comparing the perfect model analysis errors with the imperfect model analysis 
errors. For example, with 25 observations even in time, the 4DVar analysis error for 
the perfect model is 0.064 and for the imperfect model is 0.080. The difference between 
the squares (i.e. the variances) is 0.0023, which is more than 10 times the Q variance.
0.00014
0.00012
0.00010
0.00008
o 0.00004
0.00002
0.00000
- 0 .00002
80 90
Gridpoint
13060
Figure 6.3: Plot of the model-error covariance matrix Q.
It is possible to demonstrate points 2 and 3 of the above list by analysing the effect 
of model error on B and P^. Firstly, the 4DVar B is analysed. Figures 6.4(a) and 6.4(b) 
show the 90^  ^ row of B for 25 observations and 150 observations respectively, with the 
observations at the start of the window. As the observation density is increased, B 
tends to Q. Although neither covariance matrix looks very similar to Q within this 
range of observation densities, further experiments have shown tha t B converges to Q 
as the observation density tends to infinity (not shown).
Next the EDA-D are analysed with and without additive inflation. The clima­
tological ensemble background-error covariance matrix PcHm i* generated by averaging 
P^ over the 3000 window run. The true climatological ensemble background-error co- 
variance matrix Bens is generated from the difference between the ensemble mean and 
the truth, averaged over the same 3000 windows. According to Kalman filter theory, if 
P^ is correct then Pourri Pens should be identical.
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Figure 6.4: (a) B for 25 observations; (b) B for 150 observations. All the observations are at 
the start of the window. As the observation density increases, B becomes more similar to Q 
(Figure 6.3).
Figures 6.5(a,b,c) show the EDA-D Bgns, ^d im  the localized Pc/^rn respectively 
with 25 observations at the start of the window. Figures 6.5(d,e,f) are equivalent to 
Figures 6.5(a,b,c) except with 150 observations at the start of the window. The top 
half of Figure 6.5 is without additive inflation and the bottom half is with additive 
inflation.
Firstly it is interesting to look at these covariance matrices without additive infla­
tion. It is noticeable tha t with 25 observations the structures of Pdim  (Figure 6.5(b)) 
and Bens (Figure 6.5(a)) are quite different. The differences between the Pdim  und 
Bens correlations are even greater with 150 observations (Figures 6.5(d) and 6.5(e)). 
As the observation density increases, the background-error covariance m atrix should 
tend to Q. The EDA-D Pdim  without additive inflation does not capture the contri­
bution from Q. This explains why the correlations of Pdim  und Bens are increasingly 
different with more dense observations. W ith dense observations, the spurious cor­
relations are dampened by applying severe localization. The 4DVar B does capture 
Q. Therefore 4DVar can exploit the increased observation density better than EDA-D, 
which was seen in Figures 6.1 and 6.2.
The covariance matrices are now compared when additive inflation is used. W ith 25 
observations the correlations of Pdim  and Bens are more similar with additive inflation 
than without additive inflation. When the observation density is increased to 150, the 
benefit of the additive inflation on the P^Hm correlations is even more apparent. W ith 
additive inflation, P^um approximates the climatological Q. Therefore EDA-D can
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exploit the increased observation density more effectively with additive inflation than 
without additive inflation. However, the sampling error means tha t the approximation 
of Q from the additive inflation is inferior to the 4DVar Q. Therefore, increasing the 
observation density still favours 4DVar, which was seen in Figures 6.1 and 6.2.
Even with additive inflation and a large ensemble size, still benefits from some 
localization, which suggests tha t is incorrect. Two factors could explain why: Firstly, 
the additive inflation suffers from sampling error; and secondly, the additive inflation 
does not capture flow-dependent model errors.
(a) B . (b)p; (c) Loc p| (d)B, (e) P^ (f) Loc P‘
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Figure 6.5: Top: Without additive inflation, (a) Bensl (b) P\um and (c) Localized Pcnm- 
These have 25 observations at the start of the window, (d)-(f) are the same as (a)-(c) but with 
150 observations. Bottom: Same as top but with additive inflation. If P^ is accurate then 
P\ii^  should look like Bgns- Additive inflation signiflcantly improves the Pc^m correlations 
with dense observations, although some localization is still beneficial.
6.4 Comparing EDA-D with 4DVar-Ben
The EDA-D method is now compared with 4DVar-Ben for the imperfect model. The 
results are shown in Figure 6.6 and compared with the perfect model equivalent (Figure 
5.2, page 106). As expected, EDA-D and 4DVar-Ben are equivalent when all the 
observations are at the start of the window. Also, 4DVar-Ben performs better than 
EDA-D when the observations are evenly distributed through the window, especially 
when the ensemble size is small. This was explained for the perfect model and is due to 
the 4D localization degrading the time correlations of the EDA-D P^. The 4DVar-Ben 
method avoids this problem by using the TL and adjoint models to propagate the initial
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Figure 6 .6 : (a)/(c) has 25/150 observations at the start of the window whilst (b)/(d) has 
25/150 observations distributed evenly over the 5 timesteps 2,3,.. . ,6 . The imperfect model 
is used. As for the perfect model, 4DVar-Ben and 4DVar benefit more than EDA-D when 
observations are changed from being all at the start to being distributed in time, due to the 
localization. In the presence of model error, 4DVar is significantly more competitive with dense 
observations than with sparse observations.
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3D (M P^M ^).
When model error is present, some localization is beneficial, even with a large 
ensemble size. Therefore, even with 25 ensemble members, a significant gap remains 
between EDA-D and 4DVar-Ben. This contrasts with the perfect model results, where 
the gap between EDA-D and 4DVar-Ben would disappear when sampling error was no 
longer an issue.
The 4DVar method is also shown, which is more competitive with evenly distributed 
observations and more dense observations (explained in the previous Section).
6.5 Comparing the determ inistic and stochastic EDA m eth­
ods
Figure 6.7 compares EDA-D with EDA-S. The DEnKF method is not shown because it 
was already shown to be equivalent to EDA-D in the perfect model experiments (Figure
5.3, 107).
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Figure 6.7: These imperfect model results show comparisons between EDA-D, EDA-S and 
4DVar for 25 observations at the 5 timesteps 2,3,.. .,6. Additive inflation significantly reduces 
the analysis errors of both the EDA methods.
W ithout additive inflation, EDA-D performs better than EDA-S with a small en­
semble, which is expected because the sampling error from the perturbed observations 
degrades the EDA-S analysis. However, the EDA-S performs better than EDA-D when 
the ensemble size exceeds about 50. It may be tha t the stochastic forcing, which is
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introduced by the perturbed observations, helps to keep the EDA-S ensemble sampling 
new directions, including those directions tha t capture model error.
When additive inflation is introduced, both EDA-D and EDA-S improve signifi­
cantly. The greatest improvements are seen in EDA-D. The additive inflation also 
introduces stochasticity, so in this case there is no benefit from perturbing the obser­
vations.
The 4DVar method is significantly more competitive for the imperfect model than 
the perfect model.
6.6 Summary
In this Chapter, the imperfect model experiments have been presented. Firstly, the 
EDA-D analysis errors are compared with a range of observation densities and ensemble 
sizes. As expected, increasing the observation density and increasing the ensemble size 
both reduce the analysis errors. The analysis errors are also significantly higher for the 
imperfect model than the perfect model, although the use of additive inflation for the 
imperfect model reduces the analysis errors.
Next 4DVar is compared with EDA-D for a range of observation densities. The 
4DVar method is significantly more competitive with the imperfect model than with the 
perfect model. As expected, 4DVar performs significantly better when the observations 
are distributed in time, rather than all at the start of the window. On the other hand, 
EDA-D shows very little improvement because the 4D localization degrades the time 
correlations of P^.
Interestingly, 4DVar improves more rapidly than EDA-D when the observation den­
sity is increased. When the EDA-D uses additive inflation then increasing the observa­
tion density still favours 4DVar, although to a lesser extent. The 4DVar B comes from 
the climatological difference between the background and the tru th , which includes 
the contribution from model error. W ithout additive inflation, the EDA-D does 
not capture the model error. W ith additive inflation, EDA-D captures a sample from 
the true Q, but this is degraded by sampling error. Evidence suggests th a t increas­
ing the observation density favours 4DVar because the model error contribution in the 
background-error covariance matrix becomes more im portant with dense observations. 
Even with additive inflation and a large ensemble, the ensemble covariance still benefits 
from localization. This is evidence tha t additive inflation does not capture the model 
error perfectly. It is difficult to link this result to  operational practice, since model er­
ror is poorly understood. However, it does seem relevant tha t if the localization is also 
correcting for model error in operational practice, then improving the representation 
of model error would imply tha t less localization is needed. This would be desirable
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in NWP given the negative side-effects of localization, including the way it degrades 
balance constraints and because of the problems with 4D localization demonstrated in 
these experiments.
Finally, EDA-D is compared with EDA-S. The EDA-D method generally performs 
better than than the EDA-S method, due to the sampling error introduced from per­
turbing the observations. The introduction of additive inflation improves both methods, 
particularly EDA-D. This agrees with similar experiments by Sakov and Oke (2008), 
which showed tha t the DEnKF method can still perform better than the EnKF when 
the square root approximation is not accurate.
The DA methods were implemented with a quasi-linear regime, as was demonstrated 
by the TL test in Section 4.9. It is likely tha t nonlinearity is a bigger issue in NWP, 
as well as all the simplifications made by the approximate linear model, including the 
lower resolution and the crude representation of precipitation. W ith a more nonlinear 
regime, the 4DVar methods would be less competitive, since the TL hypothesis would 
be less accurate. It is also likely th a t the EDA/DEnKF methods would perform worse, 
although it is unclear whether the linear assumption they make (the linear combination 
of ensemble members) is better or worse than the 4DVar linear model. This will be 
explored in Chapter 7 for the UKMO global model.
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Single observation experim ents
7.1 Introduction
Hybrid 4DVar and hybrid 4DEnVar are tested using single observation experiments on 
the UKMO global model. The motivation for performing these experiments is discussed 
in Section 7.2. The purpose of single observation experiments is explained in Section
7.3. The experimental setup (Section 7.5) is designed to test the DA methods for two 
drivers of extreme weather. The first example is a midlatitude je t stream case (Section 
7.6) and the second example is Hurricane Sandy (Section 7.7). Section 7.8 goes through 
the limitations of the experiments and the expected future work. A summary is given 
in Section 7.9.
7.2 M otivation
The UKMO has recently developed a hybrid 4DEnVar method for the global model. 
The UKMO is considering moving its operational global DA method from hybrid 4DVar 
to hybrid 4DEnVar. The main reason is tha t hybrid 4DEnVar does not rely on the TL 
and adjoint models, which are expensive, both in terms of staff and computing.
The UKMO ran trials to compare the average peformance of the two DA methods 
(Neill Bowler, personal communication). In the trials, hybrid 4DEnVar and hybrid 
4DVar used the same configurations, which are shown in Table 7.1. Note th a t and 
Pe are the linear weights to  give to the climatological and ensemble background-error 
covariances (equation (3.62), page 77). Note tha t these trials were run over a one 
month period. It is acknowledged tha t the lack of statistical significance testing may 
be misleading, since one month is generally not a long enough period of time to gain 
statistically significant results. Nevertheless, for the purpose of these experiments, it is 
assumed tha t the results are statistically significant. The ETKF was used to generate
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Pc Pe ^ E n s 'Tl'iter Model Resolution 
of incremen­
t/ensemble
Date
0.8 0.5 44 100 UKMO global 
model
N216 9/10/11 - 9/11/11
Table 7.1: Trial configurations for the UKMO comparison between hybrid 4DVar and hybrid 
4DEnVar. The number of ensemble members is given by UEns and the number of iterations of 
the cost function is given by nuer-
the ensemble background-error covariance (Bowler et a l, 2008, 2009). The design of 
B  is described by Ingleby (2001). The hybrid 4DVar and hybrid 4DEnVar methods 
themselves were summarised in Table 2, page 7. The analyses were generated over a 
one-month period. Since the true state of the atmosphere was unavailable, the RMSE 
was measured by the fit of the forecast model to observations. A range of different 
variables, with different forecast lead times, were used to calculate the RMSE. Table 
7.2 summarises the results. For each variable, the change in RMSE was defined as 
“Better” , “Neutral” or “Worse” . Better results were defined by an RMSE change of 
<  —2%, neutral results by a change of —2% — 2% and worse results by a change of 
>  2%. These results were calculated in the Northern Hemisphere, Tropics and the 
Southern Hemisphere.
Control Experiment NH
(B/N/W)
Tropics
(B/N/W)
SH
(B/N/W)
Average
RMSE
change
Hybrid
3DVar
Hybrid
4DEnVar
10/113/0 0/123/0 7/112/4 -0.9%
Hybrid
4DVar
Hybrid
4DEnVar
0/100/23 0/ 102/21 0/44/79 +2.7%
Table 7.2: Trial results for hybrid 3DVar against hybrid 4DEnVar, and hybrid 4DVar against 
hybrid 4DEnVar. The RMSE is for the experiment relative to the control. The Northern 
Hemisphere (NH), Tropics and Southern Hemisphere (SH) columns measure the change in 
RMSE for a range of different variables in these regions. These results are summarised as 
better/ neutral/ worse (B/N/W), relative to the control. Better results have à relative RMSE of 
< —2%, neutral results have a relative RMSE of —2% — 2% and worse results have a relative 
RMSE of > +2%.
It was expected tha t hybrid 4DEnVar would perform better than hybrid 3DVar, 
since hybrid 4DEnVar uses the ensemble forecasts at the correct time to generate a 
4D in the assimilation window, while hybrid 3DVar uses the same 3D ensemble 
covariance at each timestep. Note tha t both hybrid 4DEnVar and hybrid 3DVar use a 
time-invariant 4D climatological background-error covariance B.
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On average, hybrid 4DVar performed significantly better than hybrid 4DEnVar. It 
is interesting tha t most of the advantage of hybrid 4DVar over hybrid 4DEnVar was in 
the Southern hemisphere.
It is im portant tha t the UKMO understands these results properly, before deciding 
how to improve its hybrid 4DEnVar method. The single observation experiments are 
designed to improve understanding of these results.
7.3 W hy single observation experim ents?
Single observation studies have been used for a long time in order to diagnose and under­
stand the behaviour of a DA system (e.g. Thépaut et al. (1993); Buehner et al. (2010a); 
Clayton et al. (2012)). W ith a single observation on a model gridpoint, the analy­
sis increment is proportional to a column of the background-error covariance matrix. 
Therefore, the single observation experiment provides a test of the background-error 
covariance m atrix to spread information from the observation. The analysis increment 
from a single observation experiment can be generated quickly, normally within a few 
minutes. This is a significant advantage over time-consuming experiments, such as 
trials.
One should be cautious when interpreting the results from a single observation 
experiment, as it is only for a single case. The results are sometimes used to help 
direct future trials, which can provide statistically significant comparisons of the average 
performance of DA methods. However, it can take up to six months to gain statistically 
significant results from trials, so it is best to find out as much as possible about the 
DA methods before undertaking the trials.
7.4 W hy the UKMO global model?
The UKMO global model is chosen because hybrid 4DVar and hybrid 4DEnVar are 
currently operational on this model, but they are not operational on the other UKMO 
models. Higher resolution models could significantly change the relative performance 
of the DA methods, so the results in this Chapter are not directly translatable to higher 
resolution models. However, the differences between the methods (such as the linear 
assumptions) are more relevant to high resolution models than low resolution mod­
els, since high resolution forecasts are more sensitive to the initial conditions than low 
resolution forecasts. For example, higher resolution models generally exhibit more non­
linear behaviour, so the linear assumption made by hybrid 4DVar (the TL hypothesis) 
is likely to be less accurate and the appropriate window length is likely to  be shorter. 
It is im portant to realise tha t the models are continuously being improved and the
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resolution will increase in the future. For example, the UKMO global model resolution 
is expected to increase from 25km to 16km in 2014. So it is also im portant to consider 
how easy it will be to adapt these methods in the future to more nonlinear models 
and the changing use of computer power, rather than focussing only on their current 
performance. This will be discussed briefly in Chapter 9.
Although each operational system is unique, it is expected tha t the results in this 
Chapter are relevant to other global-scale NWP models at other operational centres 
where similar DA methods are operational or being developed. This includes ECMWF, 
Environment Canada and Météo France.
7.5 Experim ental setup
Two different weather types are used for the single observation experiments
1. A strong midlatitude jet, which is a key driver of midlatitude weather;
2 . Hurricane Sandy, which was the second most costly Atlantic hurricane on record.
The same configurations are used for each weather type, except tha t a 44 member 
ensemble is used for the jet stream example, and a 22 member ensemble is used for 
Hurricane Sandy. The difference in ensemble size is necessary because only a 22 member 
ensemble is available for Hurricane Sandy from the UKMO archives. The difference 
in ensemble size is likely to change the structure of the analysis increments. However, 
it is unlikely to change the conclusions of the experiments, since it does not change 
the ability of the DA methods to propagate the increment through the assimilation 
window.
The jet stream is the main driver of weather in midlatitudes (Ahrens, 2003). The 
polar je t is a region of fast flowing air with a diameter of 2 — bkm, located at a pressure 
level between 500hPa and 200hPa (about 7 — 12km  height). The Northern hemisphere 
je t stream is generally found between 30°N  and 60°N, and on average is much further 
North in the winter than in the summer. Winds in the jet stream commonly exceed 180 
k m /h  (% 50m /s), but rarely exceed 370 km /h  (% lOOm/s). The je t stream acts as a 
boundary, separating cold air to the North from warm air to the South. It acts to steer 
weather systems in midlatitudes, including midlatitude depressions. The dynamics of 
the jet stream determines which modes will grow and decay. The position of the je t 
stream is therefore a good prognosis for the weather to come. Due to the importance 
of the jet stream for midlatitude weather, it is considered a good example for the single 
observation experiments. Also the strong advection in the je t stream is a good test of 
the ffow-dependence in the background-error covariance.
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Hurricane Sandy was described in Section 8 .8 . NWP models often struggle to resolve 
the small-scale and complex dynamics inside a hurricane, which partly explains how 
hurricane intensity is difficult to predict accurately (NWS, 2010b). Tropical cyclones are 
rare, but they can cause a lot of damage to coastal settlements, so significant resources 
are spent trying to predict them as accurately as possible. Due to the importance of 
the weather forecasts for limiting the damage of this extreme weather event. Hurricane 
Sandy is considered a good example for the single observation experiments. Note tha t 
ECMWF has shown th a t it was not just the observations close to Hurricane Sandy tha t 
were critical for this particular forecast, but also observations in the Pacific ocean tha t 
propagated over the US to form the upper level flow pattern tha t steered Sandy towards 
New York (Magnusson et a l, 2013). This demonstrates tha t hurricane forecasts are 
not just dependent on observations near the hurricane, but also observations in the 
weather systems affecting the hurricane development.
The pseudo observations are specified as an increment to the background. A large 
increment is chosen in order to increase the size of the analysis increments for plotting, 
which is chosen to be significantly larger than machine precision noise. The single ob­
servations are located at the beginning of the window, which implies th a t the hybrid 
4DVar and hybrid 4DEnVar analysis increments should be identical at to- The differ­
ences are caused by the way these methods generate the 4D hybrid background-error 
covariance. The two observation types are summarised below:
Jet observation:
• Single Westerly wind (u) observation with increment +10m /s;
• Observation located at level 29 (~  450hPa), at coordinates 41N,41W;
• Observation time: 03 UTC, 01/ 11/ 2011 .
Sandy observation:
• Single Northerly wind (v) observation with increment +10m /s;
• Observation located at level 1 (surface), at coordinates 18N,79W;
• Observation time: 03 UTC, 25/10/2012.
Figure 7.1 shows the background (x^) wind magnitude for the je t stream at (a) 03UTC; 
(b) 06UTC; and (c) 09UTC on 01/11/2011 at height level 29. The wind vectors are 
given by the arrows and the assimilation window is defined between 03 and 09 UTC, 
01/11/2011. The observation is located at the beginning of the window, in a region 
with particularly strong winds. The strongest winds exceed 60m /s {216km/h).
Figure 7.2 shows the background (x^) wind magnitude for Hurricane Sandy a t (a) 
03UTC; (b) 06UTC; and (c) 09UTC on 25/10/2012 at height level 1 (the surface). The
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Figure 7.1: Plot of the background winds fur the jet stream example at height level 29. The 
background wind x  ^ is plotted at (a) to; (b) tg; and (c) tg and has units of m/s. The wind 
magnitude is given by the colours and the wind vectors are given by the arrows. The pressure 
contours at level 29 are given by the white lines. The observation is located at the black dot, 
but is only present at the beginning of the window. Notice that its location coincides with the 
strongest winds.
eye of the hurricane is located near Southern Cuba (given by the 0  symbol), and the 
strongest winds are on the Eastern flank of the hurricane. The observation is located at 
the black dot and is only present at the beginning of the window. The wind vectors are 
given by the arrows and the assimilation window is defined between 03 and 09 UTC, 
25/10/2012.
The UKMO uses the following localization function: e x p (^ ^ ) ,  where Z  is the 
distance from the observation and L is the localization length-scale. In practice this 
is equivalent to the GC localization function (Gaspari and Cohn, 1999), although it is 
implemented in spectral space. The UKMO currently uses L = 1200/cm. This implies 
that when Z is equal to 1200km, then the influence of the observation is 60% of its 
original size, and when Z  is equal to 2400km, the influence of the observation is 14% 
of its original size.
The single observation experiments are designed to explore the 4D representation 
of the climatological and ensemble background-error covariances for hybrid 4DVar and 
hybrid 4DEnVar. They are also designed to explore the effect of localization on the 
ensemble covariance. Bearing this in mind, four covariance models (Cov models) are
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Figure 7.2: Plot of the background winds for the Hurricane Sandy example at height level 
1 (the surface). Format of the plot is the same as Figure 7.1. The eye of the hurricane is 
approximately located at the 0  symbol.
investigated:
1. Pure climatological covariance (4DVar vs 3DVar FGAT): Pc = 10, Pe =  0.0;
2. Pure ensemble covariance with severe localization (4DVar-Ben vs 4DEnVar): Pc =
0.0, Pe =  1.0, L -- 500/cm;
3. Pure ensemble covariance with normal localization (4DVar-Ben vs 4DEnVar): 
Pc =  0.0, Pe =  1.0, L  =  1200/cm;
4. Hybrid covariance matrix with normal localization (hybrid 4DVar vs hybrid 4DEn- 
Var): Pc =  0.5, Pe = 0.5, L =  1200/cm.
Single observation experiments show the ability of the background-error covariance 
matrix to spread information from the observation, but they do not provide an estimate 
of the analysis errors. It was clear in the toy model experiments tha t with observations 
all at the start of the assimilation window, EDA-D and 4DVar-Ben produced approx­
imately the same analysis errors (Figure 5.2, page 106). Differences occurred when 
the 4D representation of the background-error covariance matrix was im portant, which 
occurred when the observations were distributed in time. Similarly, with a single obser­
vation at the start of the assimilation window, the hybrid 4DVar and hybrid 4DEnVar
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analysis increments are theoretically identical at the beginning of the assimilation win­
dow, although there are small differences in operational practice^. All the methods 
were derived assuming model error is negligible, so the analysis increment should be 
constrained by the nonlinear model. In this thesis, deviations from this are referred to 
as “strong-constraint errors” . The strong-constraint errors are calculated by:
Mo->6(x^(^o) +  ^x“(^o)) -  Mo-^6{x^{to)) -  ^x“(te), (7.1)
where M q^ q is the model propagation from the beginning of the assimilation window 
to the end of the assimilation window. For hybrid 4DVar, this estimates the errors 
in the TL hypothesis ((2.35), page 50), since ôx^’Çte) = Mo->6^x“(to)- All operational 
centres use a simplified, low resolution linear model M  instead of the full TL model; 
the UKMO calls this the perturbation forecast (PF) model (Lawless et al., 2005).
For hybrid 4DEnVar, (7.1) is a new way of estimating three sources of errors:
1. The errors from the linear assumption i.e. the linear combination of ensemble 
members;
2. The errors tha t are introduced from the time-invariant B (i.e. there is no ffow- 
dependence);
3. The errors introduced by the 4D localization of P^, since the localization does 
not move with the flow.
In these experiments, the strong-constraint errors (7.1) for wind velocity are plotted 
for Cov Model 3 and Cov Model 4.
The strong-constraint errors (7.1) give a comparison between hybrid 4DVar and 
hybrid 4DEnVar for each Cov Model. The area integrated strong-constraint error is 
defined as the absolute error (AE):
A E  = \\M o-,e{^\to) +  5x“(to)) -  (7.2)
where || || is the Euclidean norm, which is defined in the Appendix (page 191). It is more 
sensible to know how large the strong-constraint errors are relative to the size of the 
analysis increments, since larger analysis increments are likely to give larger absolute 
errors. Assuming the model is perfect, the expected analysis increment a t the final 
timestep (t^) is defined as: M o^6(x^(to) +  (^x^(^o)) -  Mo_>6(x^(to))- Normalizing the 
absolute error by the expected analysis increment gives an estimate of the significance
I^n operational practice, the analysis increments of hybrid 4DVar and hybrid 4DEnVar are not 
exactly the same at the beginning of the assimilation window, due to subtle differences in their imple­
mentation, such as the different initialization techniques used.
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of the strong-constraint errors. The relative error (RE) is defined as;
P P  inn ,, IIMo^eCx t^o) + ^x°(to)) -  Mo^eCx^tp)) -  ^x°(te)||
||Mo-.6(x*’(to) +  «x“(to ))-M o ^6 (x y fo )) || ■ ^
The relative errors are multiplied by 100 in order to express them as a percentage. Note 
tha t for hybrid 4DVar, (7.3) is equivalent to (4.8) (page 94), which was used for the toy 
model experiments to check the validity of the TL hypothesis. For hybrid 4DEnVar, 
(7.3) estimates the relative error of the three sources listed above. The absolute errors 
and the relative errors for wind velocity are calculated for Cov Model 3 and Cov Model
4.
7.6 Jet stream results
7.6.1 Analysis increm ents
Firstly, hybrid 4DEnVar and hybrid 4DVar are compared for Cov model 1, where the 
pure climatological covariance is used (Pc = 10, Pe = 0.0). For this Cov model, hy­
brid 4BVar is equivalent to 4DVar. Note tha t hybrid 4DEnVar is equivalent to 3DVar 
FGAT, since the same B  is used at each timestep through the assimilation window 
to produce the 4D B. Figure 7.3 shows 3DVar FGAT (top) and 4DVar (bottom) for 
Cov model 1. The observation is given by the black dot and the pressure contours are 
defined by the white lines. The wind magnitude analysis increment is shown at the 
beginning (left plots); middle (middle plots); and end (right plots) of the assimilation 
window. The wind vectors are given by the arrows. The first thing to  notice is tha t 
the analysis increments for 3DVar FGAT and 4DVar are almost identical at the be­
ginning of the assimilation window. This is expected because the two algorithms are 
theoretically equivalent at the initial timestep, although very small differences exist in 
the operational implementation. It is evident tha t the analysis increments for 3DVar 
FGAT do not change during the assimilation window. This is also expected because B 
is time-invariant. On the other hand, the analysis increment for 4DVar moves down­
stream, since B is implicitly propagated by the P F  and adjoint models (M B M ^). This 
experiment clearly shows the implicit fiow-dependence generated by the P F  and adjoint 
models.
Next Gov model 2 is examined, where the two methods use a pure ensemble co- 
variance (Pc = 0.0, pe = 1.0) and severe localization (L = 600km). Cov model 2 is a 
comparison between 4DEnVar and 4DVar-Ben and is shown in Figure 7.4. Note tha t 
such severe localization is not used in operational practice, but it clearly demonstrates 
an im portant effect. It is possible to see tha t the analysis increment in both Cov models 
is almost identical at the beginning of the assimilation window. Both increments also
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move downstream through the assimilation window, although the 4DVar-Ben increment 
moves further downstream. The localization is not moving with the flow for 4DEnVar, 
which explains why the increment has not moved as far downstream as the 4DVar-Ben 
increment. Note tha t this effect degrades the analysis, which was demonstrated in the 
toy model experiments (Table 5.3, page 107).
Cov model 3 is shown in Figure 7.5. The localization for Cov model 3 is used 
in operational practice. The analysis increment for Cov model 3 is spread over a 
larger area than for Cov model 2 , due to the larger localization length-scale in Cov 
model 3. The analysis increments for 4DVar-Ben and 4DEnVar are almost identical at 
the beginning of the assimilation window. The analysis increments at the end of the 
assimilation window are similar, although the 4DVar-Ben analysis increment has moved 
slightly further downstream. The similarity between 4DVar-Ben and 4DEnVar for this 
Cov model suggests tha t the operational localization length-scale is large enough to not 
significantly degrade the model propagation of the 4DEnVar P^, and the TL hypothesis 
is accurate enough to not significantly degrade the model propagation of the 4DVar-Ben 
M P^M ^.
Cov model 4 is shown in Figure 7.6. In this Cov model the hybrid background-error 
covariance m atrix is used. W ith hybrid 4DEnVar, part of the increment is centred over 
the observation at the beginning, middle and end of the assimilation window. The other 
part of the increment does move downstream. By comparing the results for Cov model 
3 with Cov model 4, it becomes clear tha t the main difference between the two methods 
is the way they use the climatological covariance, rather than the ensemble covariance. 
The hybrid 4DEnVar method uses a time-invariant B, so part of the analysis increment 
is permanently centred around the observation. The 4D P^ then propagates part of 
the analysis increment downstream. On the other hand, the hybrid 4DVar B  and P^ 
are both propagated by the PF and adjoint models. Hence all of the hybrid 4DVar 
analysis increment is propagated downstream.
7.6.2 Strong-constraint errors
The strong-constraint errors are calculated for Cov models 3 and 4. Figure 7.7 shows
(a) Mo_^6(x^(to) + (to)) — (x^(to)); (b) 5x“(to); and (c) strong-constraint errors
for Cov model 3. The 4DEnVar method is given by the top plots and the 4DVar-Ben 
method is given by the bottom  plots. In this Cov model, the strong-constraint errors 
are largest for 4DEnVar near to the observation. The localization is not moving with 
the flow, so the increment near to the observation is not moving downstream as much 
as it should be. This agrees with Figure 7.5, which showed tha t the 4DEnVar increment 
was not moving downstream as much as the 4DVar-Ben increment. Note th a t these 
errors are relatively small, which suggests th a t this is not a significant problem. It
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appears th a t the largest errors for 4DVar-Ben are downstream from the observation. 
These errors may be caused by the P F  model, which is unable to  model nonlinearities 
in the je t stream flow. The strong-constraint errors for 4DVar-Ben appear to be larger 
than the strong-constraint errors for 4DEnVar.
Figure 7.8 shows the results for Cov model 4. In this situation, the strong-constraint 
errors are large for hybrid 4DEnVar near to the observation. The location of the 
errors agrees with Figure 7.6, where part of the analysis increment for hybrid 4DEnVar 
was not propagated downstream from the observation. These large errors are not 
present in hybrid 4DVar. Instead, hybrid 4DVar has some errors downstream, which 
are probably caused by the PF  model not being able to model the nonlinearities. The 
strong-constraint errors for hybrid 4DEnVar appear to be larger overall than the strong- 
constraint errors for hybrid 4DVar.
The absolute errors for Cov model 3 and Cov model 4 are shown in Table 7.3. 
For Cov model 3, the 4DEnVar absolute error is smaller than the 4DVar-Ben absolute 
error. For Cov model 4, the hybrid 4DEnVar absolute error is slightly larger than the 
hybrid 4DVar absolute error. These results agree with Figures 7.7 and 7.8. A more 
reliable comparison between the methods can be achieved by comparing the relative 
errors, which are also shown in Table 7.3. For Cov model 3, the relative errors show 
tha t 4DEnVar performs slightly better than 4DVar-Ben. This suggests th a t the linear 
assumption made by 4DEnVar (the linear combination of model trajectories) is more 
accurate than the linear assumption made by 4DVar-Ben (the PF  and adjoint models). 
However, for Cov model 4, hybrid 4DVar performs significantly better than hybrid 
4DEnVar. The results for Cov model 4 agree with the UKMO trials, where hybrid 
4DVar performed better than hybrid 4DEnVar.
The results suggest tha t the poor performance of hybrid 4DEnVar in the UKMO 
trials is related to the 4D representation of the climatological background-error covari­
ance.
Methods Cov model Absolute error Relative error (%)
4DEnVar 3 41 51
4DVar-Ben 3 50 54
Hybrid 4DEnVar 4 40 78
Hybrid 4DVar 4 38 66
Table 7.3: Table showing absolute errors and relative errors for hybrid 4DEnVar and hybrid 
4DVar for the jet stream and Cov models 3 and 4.
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7.7 Hurricane Sandy results
7.7.1 Analysis increm ents
The experiments for the Hurricane Sandy example are performed in exactly the same 
way as the experiments for the je t stream example (Section 7.6). The analysis incre­
ments for Cov model 1 are shown in Figure 7.9. Note tha t Figure 7.9 is plotted in 
the same way as Figure 7.3, except tha t it is plotted over a smaller area and at a dif­
ferent height. As expected, the analysis increment for 3DVar FGAT does not change 
through the assimilation window. On the other hand, the analysis increment for 4DVar 
is propagated downstream, since B  is implicitly propagated by the PF  and adjoint 
models.
Figure 7.10 shows the results for Gov model 2 and Figure 7.11 shows the results 
for Gov model 3. It is evident tha t the maximum increment at to in Figures 7.10 and 
7.11 is much larger than the observation innovation, and not co-located with it. This is 
caused by the ensemble spread being much smaller at the observation position than it 
is closer to the hurricane eye (not shown), since the equation for the analysis increment 
contains the ratio of these spreads.
Figures 7.10 and 7.11 are quite similar. The hurricane propagates the analysis 
increment over a much smaller area than the je t stream. Therefore, the 4DEnVar 
increment for the Hurricane example is not significantly affected by the localization 
not moving with the flow, unlike the je t stream example.
Finally, the results for Gov model 4 are shown in Figure 7.12. The large increment 
generated by the ensemble background-error covariance dominates the overall analysis 
increment, since the increment generated by the climatological background-error co- 
variance is relatively small. This explains how the analysis increments for Cov model 
4 are approximately half the size of the analysis increments for Cov model 3.
7.7.2 Strong-constraint errors
The strong-constraint errors are calculated for Cov models 3 and 4, in the same way as 
the jet stream example (Section 7.6.2). Figure 7.13 shows (a) Mo^s(x^(to) +  <^x®(to)) — 
Mo_>5(x^(to)); (b) Sx°'{tQ); and (c) the strong-constraint errors for Cov model 3. The 
4DEnVar method is given by the top plots and the 4DVar-Ben method is given by 
the bottom  plots. For this Gov model the strong-constraint errors for both 4DEnVar 
and 4DVar-Ben are small away from the Hurricane. The strong-constraint errors for 
4DVar-Ben are significantly larger over the Hurricane than the strong-constraint errors 
for 4DEnVar. This may be related to the PF  model not being able to model the 
nonlinear physics inside a Hurricane.
The strong-constraint errors for Cov model 4 (Figure 7.14) have a similar structure
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to the strong-constraint errors for Cov model 3, but they are smaller. This agrees with 
the comparison between Figures 7.11 and 7.12.
Table 7.4 shows the relative and absolute errors for Cov models 3 and 4. In Cov 
model 3, 4DEnVar performs better than 4DVar-Ben and in Cov model 4, hybrid 4DEn- 
Var performs better than hybrid 4DVar. One possible explanation is tha t the PF  model 
struggles a lot more than the full nonlinear model to represent the nonlinear physics 
inside a Hurricane.
Methods Cov model Absolute error Relative error
4DEnVar 3 53 57
4DVar-Ben 3 63 69
Hybrid 4DEnVar 4 46 66
Hybrid 4DVar 4 52 75
Table 7.4: Table showing absolute errors and relative errors for hybrid 4DEnVar and hybrid 
4DVar for Hurricane Sandy and Cov models 3 and 4.
7.8 Limitations and future work
The single observation experiments are a study of the accuracy in the assumption 
tha t the analysis increment is constrained by the forecast model. The deviations from 
this constraint are referred to  as “stong-constraint errors” . By measuring the strong- 
constraint errors it is possible to measure im portant differences between hybrid 4DVar 
and hybrid 4DEnVar, such as the accuracy of the TL hypothesis for hybrid 4DVar, and 
the 4D localization of the hybrid 4DEnVar not moving with the flow. How much 
the strong-constraint errors contribute to the overall analysis errors will depend on the 
time-distribution of the observations in the assimilation window and the length of the 
assimilation window, as well as the accuracy of the nonlinear model. None of these 
effects are demonstrated by these single observation experiments. If the observations 
are more spread out over the window, or the window is longer, then the contribution 
from the strong-constraint errors will be larger. Also, if the nonlinear model is accurate, 
then the strong-constraint errors are more likely to degrade the analysis. Therefore 
it is difficult to quantify the importance of strong-constraint errors without running 
operational trials.
The single observation experiments show tha t one reason why hybrid 4DVar per­
forms better than hybrid 4DEnVar is because the hybrid 4DVar M B M ^  has some 
flow-dependence, while hybrid 4DEnVar uses a time invariant B, which is used with 
the first guess at the appropriate time (as in 3DVar FGAT). This agrees with previous 
trials at the UKMO, which showed tha t 4DVar performs better than 3DVar FGAT
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(Lorenc and Rawlins, 2006). Therefore, it is unequivocal tha t the UKMO needs to 
reduce the dependence of hybrid 4DEnVar on B, by improving the representation of 
P^. The following ideas could lead to improvements in the hybrid 4DEnVar P^:
1. Increase the ensemble size to reduce sampling error (44 members is not enough!);
2. Improve the flow-dependent representation of model error e.g. stochastic physics;
3. Improve localization e.g. Waveband localization (Buehner and Charron, 2007): 
Localize different wavelengths according to how accurately they are represented 
i.e. more severe localization of small wavelengths than large wavelengths;
4. Shorten the assimilation window, thereby reducing the importance of accurate 
4D covariances.
It is still not clear which method, either hybrid 4DVar or hybrid 4DEnVar, can 
represent the model propagations of the 4D ensemble background-error covariance ma­
trix more accurately on average. The accuracy of the model propagation of the 4D 
ensemble covariance is investigated in the single observation experiments by compar­
ing 4DVar-Ben with 4DEnVar. The two examples give conflicting results, which is 
not suprising, given tha t the weather types for these examples are quite different. In 
the je t stream example, 4DVar-Ben and 4DEnVar have similar strong-constraint errors. 
W ith the Hurricane Sandy example, 4DEnVar has smaller strong-constraint errors than 
4DVar-Ben. Neither of these results agree with the quasi-operational trials of Buehner 
et al. (2010b), where 4DVar-Ben had smaller analysis errors than 4DEnVar. However, 
it is possible tha t Buehner et al. (2010b) used a more linear regime than the UKMO 
global model, since their midlatitude gridlength was about 35km instead of 25km on the 
UKMO global model. The TL hypothesis should be more accurate for lower resolution 
models. This might explain why 4DVar-Ben performed better than 4DEnVar on their 
system, but not in these single observation experiments. The next stage will be to run 
a trial of the UKMO global DA system, comparing 4DEnVar with 4DVar-Ben. This 
trial will determine the average performance of the DA methods. One of the following 
two conclusions is possible:
1. If, as in the single observation experiments, 4DVar-Ben and 4DEnVar perform 
similarly, or 4DEnVar performs better than 4DVar-Ben, then it would be clear 
tha t the 4D representation of the climatological covariance is the biggest problem 
for hybrid 4DEnVar;
2. If, as in Buehner et al. (2010b), 4DVar-Ben performs significantly better than 
4DEnVar, then it would be clear tha t the hybrid 4DEnVar is inferior to the 
hybrid 4DVar M P^M ^. The reason for this would also need to be investigated.
136
________________________CH APTER 7. SINGLE OBSERVATION EXPERIM EN TS
None of the results would change the fact tha t the UKMO needs to  reduce the depen­
dence of hybrid 4DEnVar on B , by improving the representation of P^. However, the 
second result would require further investigation, in order to determine why 4DVar-Ben 
performs better than 4DEnVar. In the toy model experiments this was caused by the 
4D localization degrading the model propagation of the hybrid 4DEnVar P^. If this is 
the case for the UKMO global model, it may be possible to alleviate this problem by 
using flow-adaptive localization (Bishop and Hodyss, 2007) or by shortening the assim­
ilation window. One im portant reason for using a long assimilation window in NWP is 
to allow the 4DVar TL and adjoint models to propagate B , thereby introducing some 
flow-dependence. This is of no benefit to 4DEnVar, but the assimilation window is 
also im portant for the temporal propagation of information between observations, so 
it is not clear whether shortening the assimilation window would benefit the 4DEnVar 
analysis.
There are other differences between hybrid 4DVar and hybrid 4DEnVar, which may 
affect their relative performance. For example, hybrid 4DEnVar uses the 4D lAU ini­
tialization, while hybrid 4DVar penalises rapidly varying increments using a digital filter 
Jc term  in the cost function. The 4D lAU is similar to  the lAU of Bloom et al. (1996), 
except tha t the 4D I AU adds the valid analysis increment at each timestep, generated 
from the 4D analysis increments (^x) and averaged over the number of timesteps. The 
original lAU instead adds the 3D analysis increment (generated by 3DVar FGAT) at 
each timestep, averaged over the number of timesteps. Therefore, the 4D lAU cannot 
filter waves with phase speeds in ^x tha t are equivalent to the phase speeds of the model 
trajectories (x), unlike the original lAU or the 4DVar Jc term  (Polavarapu et a l, 2004). 
However, preliminary experiments suggest tha t the 4DIAU performs about as well as 
the 4DVar Jc term  at damping noise, while avoiding damping real signals correctly 
represented in the ensemble (Andrew Lorenc, personal communication).
7.9 Summary
The UKMO is considering changing its operational global DA method from hybrid 
4DVar to hybrid 4DEnVar, due to the high cost of maintaining the TL and adjoint 
models. The UKMO ran a trial on their global model, which compared hybrid 3DVar, 
hybrid 4DVar and hybrid 4DEnVar. It was found tha t hybrid 4DEnVar performed 
better than hybrid 3DVar, as expected. Hybrid 4DVar performed significantly better 
than hybrid 4DEnVar. It is important tha t the UKMO understands these results in 
order for it to improve the performance of the hybrid 4DEnVar method.
Single observation experiments are used to investigate why hybrid 4DVar performed 
better than hybrid 4DEnVar. The single observation experiments test the accuracy in
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the assumption tha t the analysis increments are strongly constrained by the forecast 
model. This has been used before to test the accuracy of the TL hypothesis for 4DVar. 
In these experiments it is also applied to hybrid 4DEnVar to estimate the errors from the 
linear assumption (the linear combination of ensemble members), the 4D localization 
of not moving with the flow, and the errors introduced because the hybrid 4DEnVar 
B is time-invariant (as in 3DVar FGAT).
Two different examples are investigated: An observation in the je t stream and an 
observation near to Hurricane Sandy. W ith the je t stream example, hybrid 4DVar per­
forms better than hybrid 4DEnVar, which agrees with the results from the trial. This 
is caused by the fact tha t hybrid 4DVar implicitly propagates B through the assimila­
tion window using the TL and adjoint models, which provides some flow-dependence, 
but the hybrid 4DEnVar B  is time-invariant. This agrees with other trials at the 
UKMO, where 4DVar performed better than 3DVar FGAT. Therefore it is im portant 
tha t the UKMO reduces the dependence of hybrid 4DEnVar on B  by improving the 
representation of P^. In the jet stream example, the relative errors of the 4D ensemble 
background-error covariance are similar for both methods.
W ith the Hurricane Sandy example, the climatological covariance has a relatively 
small influence on the analysis increment compared with the ensemble covariance. Hy­
brid 4DEnVar performs better than hybrid 4DVar. This may be related to the hybrid 
4DVar PF  model, which has an inferior representation of the nonlinear physics in a 
Hurricane, compared with the full nonlinear model. The results suggest th a t the lin­
ear assumptions made by hybrid 4DVar (the TL hypothesis) are worse than the linear 
assumptions made by hybrid 4DEnVar (the linear combination of ensemble members).
It is not clear from the single observation experiments which method, either hy­
brid 4DVar or hybrid 4DEnVar, represents the model propagation of the 4D ensemble 
background-error covariances better on average, nor is it clear how im portant this is 
for determining the analysis quality. The next stage will be to run a trial, comparing 
4DVar-Ben with 4DEnVar, which should clarify this. The best way to improve the 
representation of the hybrid 4DEnVar P^ will depend on the results from this trial.
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Figure 7.3: Jet stream/Cov model 1; /3c = 1.0, Pe = 0.0. SDVar FGAT (top) and 4DVar 
(bottom) wind increments (m/s) at beginning (left); middle (middle); and end (right) of the 
assimilation window. The observation location is given by the black dot and the pressure 
contours are defined by the white lines. The wind vectors are given by the arrows. Everything 
is plotted at level 29.
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Figure 7.4: Jet stream/Cov model 2; /3c = 0.0, Jg = 1.0, J  = 500km. 4DEnVar (top) and
4DVar-Ben (bottom) wind increments {m/s) at beginning (left); middle (middle); and end
(right) of the assimilation window. Format of the plots is the same as Figure 7.3.
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Figure 7.5: Jet stream/Cov model 3: Pc = 0.0, /3g = 1.0, L = 1200/cm. 4DEnVar (top)
and 4DVar-Ben (bottom) wind increments (m/s) at beginning (left); middle (middle); and end
(right) of the assimilation window. Format of the plots is the same as Figure 7.3.
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Figure 7.6: Jet stream/Cov model 4: (3c — 0.5, (3e ~  0.5, L — 1200km. Hybrid 4DEnVar (top)
and hybrid 4DVar (bottom) wind increments {m/s) at beginning (left); middle (middle); and
end (right) of the assimilation window. Format of the plots is the same as Figure 7.3.
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Figure 7.7: Strong-constraint errors/Jet stream/Cov model 3; (3c = 0.0, Pe = 10, L = 1200/cm. 
4DEnVar (top) and 4DVar-Ben (bottom) showing (a) Mo^Q{x^{to) + Jx “(to)) -  Mo_>6(x^(to)); 
(b) Jx®(te); and (c) Strong-constraint error. The observation location is given by the black dot 
and the pressure contours are defined by the white lines. Everything is plotted at level 29.
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Figure 7.8: Strong-constraint errors/Jet stream/Cov model 4: (3c = 0.5, Pe = 0.5, L = 1200/cm. 
Hybrid 4DEnVar (top) and hybrid 4DVar (bottom) showing (a) Mo^e{x^{to) + Jx®(to)) — 
Mo_^6(x^(to)); (b) <5x“(t6); and (c) Strong-constraint error. Format of the plots is the same as 
Figure 7.7.
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Figure 7.9; Sandy/Cov model 1: Jc = 1.0, = 0.0. SDVar FGAT (top) and 4DVar (bottom)
wind increments (m/s) at beginning (left); middle (middle); and end (right) of the assimilation 
window. The observation location is given by the black dot and the pressure contours are 
defined by the white lines. The wind vectors are given by the arrows. Everything is plotted at 
level 1 (the surface).
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Wind plots (Pure ensennb le / loca liza t ion=500)
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Figure 7.10: Sandy/Cov model 2: Jc = 0.0, Je = 1.0, L = 500/cm. 4DEnVar (top) and 4DVar-
Ben (bottom) wind increments (m/s) at beginning (left); middle (middle); and end (right) of
the assimilation window. Format of the plots is the same as Figure 7.9.
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Wind plots (Pure ensem ble / loca l iza t ion  =  1 200)
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Figure 7.11; Sandy/Cov model 3: Jc =  0.0, Je =  1.0, L =  1200/cm. 4DEnVar (top) and
4DVar-Ben (bottom) wind increments (m/s) at beginning (left); middle (middle); and end
(right) of the assimilation window. Format of the plots is the same as Figure 7.9.
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Wind plots (H yb r id / loca l iza t ion=  1 200)
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Figure 7.12: Sandy/Cov model 4: /3c =  0.5, /3g =  0.5, L =  1200fcm. Hybrid 4DEnVar (top)
and hybrid 4DVar (bottom) wind increments {m/s)  at beginning (left); middle (middle); and
end (right) of the assimilation window. Format of the plots is the same as Figure 7.9.
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Wind plots (Pure ensem ble / loca l izG tion= 1 200)
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Figure 7.13: Strong-constraint errors/ Sandy/ Cov model 3: /?c = 0.0, /3e = 1.0, L — 1200km. 
4DEnVar (top) and 4DVar-Ben (bottom) showing (a) Mq^ q{-x. (^to) + ô-iC{to)) — Mo_».6(x^((o));
(b) âx^(te); and (c) Strong-constraint error. The observation location is given by the black 
dot and the pressure contours are defined by the white lines. The eye of the hurricane is 
approximately located at the (gi symbol. Everything is plotted at level 1 (the surface).
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Figure 7.14: strong-constraint errors/ Sandy/Cov model 4: /3c = 0.5, /3g = 0.5, L =  1200/cm. 
Hybrid 4DEnVar (top) and hybrid 4DVar (bottom) showing (a) Mo^Q{x^{to) -|- 5x“(to)) — 
M o-> 6(x ^X^o) ) ;  (b )  0x°'{tQ)-, and (c) Strong-constraint error. Format of the plots is the same as 
Figure 7.13.
150
Chapter 8
Extrem e weather prediction
8.1 Introduction
In Chapters 5 and 6 , the performance of 4DVar and various ensemble DA methods was 
investigated on a toy model. In Chapter 7, single observation experiments were used 
to test the DA methods on the UKMO global model. This Chapter describes how the 
DA methods fit in to operational weather forecasts at the UKMO. The reason behind 
this Chapter is to link the research to sustainable development, which is one of the 
objectives of the EngD. It is expected tha t improvements in DA methods will benefit 
weather forecasts more generally, but of particular interest in this research is extreme 
weather prediction. Climate change is expected to increase the severity/frequency of 
some extreme weather events, so more accurate and earlier predictions of extreme 
weather will help towards disaster prevention and disaster relief in the future. The DA 
research in this thesis is likely to be of particular benefit to short-range deterministic 
forecasts, rather than long-range ensemble forecasts. The usefulness of these different 
types of forecasts is demonstrated.
Section 8.2 introduces the Unified Model (UM), which includes all the weather 
and climate forecasts at the UKMO. The deterministic forecasts (Section 8.3) and 
the ensemble forecasts (Section 8.4) form part of the UM, and the use of DA for 
these forecasts is discussed. Section 8.5 describes the MOGREPS-W ensemble warning 
system.
Three case studies are used to demonstrate the importance of accurate forecasts 
of extreme weather for disaster prevention and disaster relief. The predictions of a 
heavy rainfall event and a heavy snowfall event in the UK are discussed in Section 8 .6 . 
A description of tropical cyclone forecasts is given in Section 8.7 and the prediction 
of Hurricane Sandy is discussed in Section 8 .8 . Section 8.9 discusses what weather 
forecasts need improving the most in the future. Finally, Section 8.10 describes how
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global warming is expected to increase the frequency/ intensity of some extreme weather 
types during the 21®* Century. A summary is given in Section 8.11.
8.2 The Unified M odel
The Unified Model (UM) contains a range of different forecast models with different 
tim e/spatial scales. Each forecast model only includes processes in the atmosphere and 
the oceans tha t have a significant impact over the time-scale tha t they are predicting. 
For example, carbon-cycle processes need only be included in climate models because it 
takes decades for changes in the carbon cycle to significantly affect the climate. These 
models are improved over time, and are becoming increasingly complex and computa­
tionally demanding. In order to improve their efficiency, operational centres have been 
working towards a “seamless system” . A seamless system means tha t the models share 
processes where possible. For example, many aspects of the global circulation, such as 
wind and rain, are used in several different forecast models. Therefore, there is no need 
to write a separate computer programme of these processes for each model, rather, 
the same programme can be used to calculate such parameters in all the models. A 
seamless system also means th a t improvements applied to one model should also help 
the other models. The UKMO has been working towards a seamless system since 1990 
and refers to the group of models as the UM.
There are two types of weather forecasts and they have different purposes: Deter­
ministic forecasts and ensemble forecasts. The deterministic weather forecast is a single 
best estimate and is generally run at a higher resolution than the ensemble forecast. 
The uncertainty in the deterministic forecast is not captured by the forecast itself. 
Over time the deterministic forecast becomes less reliable and after several days the 
global-scale deterministic forecast is likely to be misleading, even though it is some­
times accurate. Ensemble weather forecasts are essentially an ensemble of deterministic 
forecast trajectories, which are used to provide an uncertainty forecast. Running an 
ensemble of forecasts is computationally expensive, so the ensemble is generally run at 
lower resolution than the single deterministic forecast. The main role of the ensemble 
forecast is to assess the likelihood of various weather scenarios occurring and to assess 
how much confidence should be given to  the deterministic forecast. A large ensemble 
spread would imply tha t there is a large range of possible scenarios with little confidence 
in any particular scenario, so little confidence should be given to the deterministic fore­
cast. On the other hand, if the ensemble spread is small and the deterministic forecast 
is close to the ensemble mean, then high confidence should be given to the deterministic 
forecast. Thus it is possible for weather forecasters to have confidence in the determin­
istic forecast up to several days ahead, but this is unlikely because at this lead time the
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ensemble spread is usually large. The deterministic forecast can be considered as one 
member of a virtual ensemble, and the fan of possible solutions (the pdf) is generally 
larger at longer lead times (Gall et ai, 2013b). This means tha t from one forecast to 
the next the deterministic forecast can fluctuate around this fan. This effect has been 
described as the windscreen wiper effect by the National Hurricane Centre (NHC). The 
ensemble forecast samples the uncertainty so the ensemble mean forecast should be 
more reliable (less variable over time) than a single deterministic forecast at the same 
resolution (Call et al, 2013b). However, it is difficult to compare the average accuracy 
of the deterministic and ensemble mean forecasts, since there are occasions when the 
ensemble mean is unrealistic as it is not constrained to fit a model trajectory. It is up 
to the weather forecaster to interpret this information.
8.3 D eterm inistic forecasts
There are four types of deterministic forecast at the UKMO and some of their properties 
are given in Table 8.1. The global model covers the entire planet and forecasts up to
M odel G ridlength in 
m idlatitudes
Forecast length Initial conditions
Global 25km 144hrs Hybrid 4DVar 
with MOCREPS 
ensemble
North Atlantic and 
European (NAE)
12km 36 hrs 3DVar
UKV 1.5km inner, 4km 
outer
36 hrs 3DVar
Table 8.1: Properties of the various deterministic configurations of the UM.
144 hours (6 days) with a 25 km gridlength in midlatitudes. Note tha t the gridlength 
will vary slightly depending on the latitude, which results from the spherical shape of 
the Earth, but the gridlength given in Table 8.1 is a good estimate for midlatitudes. 
Due to the computational expense of running such a long forecast over such a large 
area, the global model cannot be run at a very high resolution. The global forecast is 
run every 6 hours and is initialized by (incremental) hybrid 4DVar. As discussed in 
Section 3.7, hybrid 4DVar combines B and P^. At the UKMO, currently comes 
from the Ensemble Transform Kalman filter (ETKF) (Bowler et al, 2008, 2009). The 
ETKF is one of the many formulations of the Ensemble Kalman filter (EnKF).
As a rough guide, the models can only resolve weather events occurring at between 
four and six times the grid resolution (Call et al, 2013b). So the UKMO global model 
can only resolve scales of about 100km, which is insufficient to capture convective scale
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weather (of the order 1 — 10km) and some mesoscale weather (of the order 10 — 100A:m). 
Convective-scale weather features such as tornadoes and convective rainfall cannot be 
captured by the global model. Also, orography significantly influences weather on 
convective scales. For example, orographic enhancement is caused by the lifting effect 
of the hills. As air is lifted over the hills, condensation frequently results and the seeder- 
feeder mechanism increases the rainfall amount (Ahrens, 2003). Major flooding events 
are often triggered by orographic enhancement, and an example is given in Section 8 .6 .
It is possible to run models at higher resolution. However, it is necessary to com­
pensate for the added computational expense of the higher resolution by reducing the 
model area and the forecast length. Also, the forecast skill diminishes rapidly as the 
lead time increases. There are two main reasons. Firstly, high resolution dynamics 
are complex and difficult to model, which makes the models themselves more prone to 
model error. Secondly, the starting point is also difficult to  resolve by the DA, partly 
due to the lack of dense observations, poor assumptions (such as linearity and Gaussian 
unbiased PDFs) and the model error itself. So the high resolution forecasts are less 
useful at the long forecasts lead times than the low resolution forecasts. These higher 
resolution models at the UKMO are described as Limited Area Models (LAMs), and 
their aim is to provide high resolution forecasts over a small area. The LAMs require 
boundaries where the model merges into the global model. A smooth transition occurs 
between the LAM resolution and the global model resolution.
The North Atlantic and Europe (NAE) model is an LAM tha t is run with a mid­
latitude gridlength of 12 km and is initialized using (incremental) 4DVar. The NAE 
covers the area shown in Figure 8.1. A transition occurs at the model boundaries, 
where the NAE merges with the global model. The forecast length is only 48 hours 
(2 days). The 4DVar method uses B and not P^. Because of complications caused 
by the model boundaries, hybrid 4DVar has not been implemented in the NAE 4DVar 
(Andrew Lorenc, personal communication). Although still currently operational, the 
NAE is gradually being phased out, since the global model gridlength will be reduced 
from 25km to 16km, thus making the NAE redundant. This is expected to happen in 
the Spring of 2014. The increase in resolution is an im portant part of the continuous 
improvement of NWP models.
The UK Variable resolution model (UKV) is centred just over the UK. The UKV has 
an outer box with a gridlength of 4km, which acts as a smooth transition between the 
inner box gridlength of 1.5km and the global model gridlength of 25km. The UKV uses 
3DVar for the initial conditions. The 4DVar method is currently too computationally 
expensive to run at such high resolution. Research is ongoing to run 4DVar at these 
higher resolutions by using shorter assimilation windows, which significantly reduces 
the computational cost (Andrew Lorenc, personal communication).
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Figure 8.1: Area represented by the NAE model.
8.4 Ensemble forecasts
The UKMO Global and Ensemble Prediction System (MOGREPS) is an ensemble 
of weather forecasts, the spread of which provides an uncertainty forecast. It was 
implemented in September 2008 to supplement the deterministic forecast. The various 
configurations of MOGREPS are given in Table 8 .2 .
There are four versions of MOGREPS that specialise in different forecast lengths 
and scales. The global ensemble (MOGREPS-G) has a gridlength of 60km and a 
forecast length of 72 hours (3 days). The medium range ensemble (MOGREPS-15) is 
similar to MOGREPS-G, except that it specializes in medium range forecasts up to 
15 days ahead. The regional ensemble (MOGREPS-R) has a much smaller gridlength 
of 18km and forecasts up to 54 hours (2 days and 6 hours) ahead. The domain used 
by MOGREPS-R is the same as the NAE described in Table 8.1. The purpose of 
MOGREPS-R is to give high resolution uncertainty forecasts over Europe. The UKMO 
has been running the MOGREPS UK model since June 2012, although this model is 
not yet officially operational. The MOGREPS-R is gradually being phased out and 
will soon be replaced by MOGREPS-UK. Much of the design of the MOGREPS-UK 
model is based on the deterministic UKV model. The MOGREPS-UK forecasts will 
be used to judge the confidence in the UKV, and to forecast the risk from extreme 
convective-scale weather at forecast lead times when the UKV is unreliable.
The initial conditions for MOGREPS-G and MOGREPS-15 come from a combi-
155
CH APTER 8. E X TR E M E  W EATH ER PREDICTIO N
M odel G ridlength in 
m idlatitudes
Forecast length Initial conditions
MOGREPS Global 
ensemble
60km 72hrs Global analysis -t- 
24 member ETKF 
perturbations
MOGREPS
Medium-range
ensemble
60km 15 days Global analysis +  
24 member ETKF 
perturbations
MOGREPS Re­
gional ensemble
18km 54 hrs NAE analysis 
+ 24 member 
perturbations 
interpolated from 
global ensemble
MOGREPS UK en­
semble
2 .2km 36 hrs 12 member, 
perturbations 
interpolated from 
global ensemble
Table 8.2: Properties of the various ensemble NWP models.
nation of the ETKF and the global deterministic analysis. The global deterministic 
forecast is run at a higher resolution than the MOGREPS-G ensemble forecasts. For 
this reason, every 12 hours, the ETKF perturbations are centred around the opera­
tional hybrid 4D-Var deterministic analysis, so a full EnKF is not required to update 
the ensemble mean. This is a way of gaining many of the benefits of an EnKF with­
out much of the computational expense. Also, stochastic physics are used to  allow 
for the effects of structural and subgrid- scale model uncertainties. This consists of 
perturbing the parameters for each ensemble member according to the statistical un­
certainty they represent (Bowler et al. (2008, 2009) give details). A similar setup is 
used for MOGREPS-R and MOGREPS UK, although the analysis members come from 
the global ETKF analysis members after they have been interpolated from the global 
model resolution to the LAM model resolution. Note th a t other techniques are used 
by other operational centres in order to improve the ensemble spread, such as the the 
singular-vector approach used at ECMWF (Buizza and Palmer, 1995; Molteni et al., 
1996).
From the best estimate of the current weather conditions, each ensemble member is 
forecast forwards and the uncertainty in the forecast is characterised by the ensemble 
spread. In other words, if all the ensemble members give a similar forecast, then 
there is high confidence of tha t weather type occurring, but the opposite is true if the 
ensemble members spread out to  give very different solutions. Post-processing is then 
used to express these uncertainties as a warning system, which focusses on specific
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details or weather events. The warning system for extreme weather in the UK is called 
MOGREPS-W and this is introduced in the next Section.
8.5 M O G REPS-W
Figure 8.2 illustrates how an ensemble weather forecast could be useful for extreme 
weather prediction. In this case there are two potential scenarios: One is for dry
Analysis
Dry and 
settled
Very wet 
and windy
Forecast lead time (days)
Deterministic analysis 
Ensemble members
Figure 8.2: An illustration of ensemble prediction. Most of the ensemble members are pre­
dicting dry and settled weather but one ensemble member is predicting very wet and windy 
weather that could be disruptive.
and settled weather and the other is for very wet and windy weather. Most ensemble 
members predict dry and settled weather. The deterministic forecast happens to agree 
with this. However, one ensemble member is predicting very wet and windy weather, 
which could be disruptive. This means tha t there is a small probability of disruptive 
weather. Hence the deterministic forecast could be wrong and this forecast alone may 
therefore be misleading. It is more sensible for a weather forecaster to use the ensemble 
to show that there is a small possibility tha t very wet and windy weather could occur, 
although the most likely outcome is for dry and settled weather.
It is common for operational centres to have a warning system tha t is based on 
the predicted impact of severe weather and the likelihood tha t it will occur. This 
warning system can be accessed by the general public, to help them to decide whether 
or not to take action. A range of emergency managers, including disaster management 
organizations and local authorities, are also concerned about the impacts of severe 
weather. The type of action taken by anyone to reduce the impact of the weather
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will depend on the risk of disruption, the cost of the action and the benefit of the 
action (this can be measured by a cost-benefit analysis). These emergency managers 
rely on the operational weather centres to determine the risk of the extreme weather 
occurring. The benefit of the action taken is related to public health and safety or 
damage prevention. The cost of the action is related to economic and social costs. For 
example, evacuations are expensive, as shelter is needed to accommodate the evacuees, 
not to mention the travel expenditures, lost wages and other related costs (Whitehead, 
2004). The experience itself can also be traumatic. The best way to conduct a cost- 
benefit analysis is an ongoing area of research. Probabilistic forecasts are becoming an 
increasingly useful tool to measure the risk of disruption (see e.g. AMS (2008)).
MOGREPS-W is part of the UK national severe weather warning service (UKMO, 
2012a). It uses the ensemble probability forecasts from MOGREPS-R, MOGREPS- 
G and MOGREPS-15 to make severe weather warnings, which are accessible to the 
general public. The warnings are characterised by the type of weather, the level of 
severity and the weather impact, which are given in Figure 8.3. Five types of severe
I I No severe weather 
Be aware 
Be prepared 
Take action
W eather impact m atrix
Figure 8.3: MOGREPS-W is an impact/likelihood weather warning system. The type of 
weather (first box), the severity of the weather (second box) and the impact/likelihood (third 
box), are represented as a warning on a map (fourth box).
weather are identified by MOGREPS-W: Rain, wind, snow, ice and fog. The level 
of severity is then quantified by the likelihood and the impact, yellow being the least 
severe and red being the most severe. The UKMO defines the warnings as follows:
• Green: No severe weather warning;
• Yellow: Be aware of the event;
• Orange: Be prepared for the event;
• Red: Take action.
A more detailed explanation of these warnings, which depend on the weather event, 
can also be found on the UKMO website (UKMO, 2012b). For example, in the case of 
heavy rain, the expected impacts of a yellow warning are defined by the UKMO: “some
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flooding of low-lying fields, recreational land and car parks but little or no disruption to 
travel.” In the case of a red warning, the expected impacts are defined as: “Widespread 
flooding of property. Severe disruption to travel.” The usefulness of MOGREPS-W 
is demonstrated in the case studies in Section 8 .6 . MOGREPS-G and MOGREPS-15 
can also be used to give im portant uncertainty forecasts for extreme weather events 
elsewhere around the world, such as tropical cyclone forecasts. The case of Hurricane 
Sandy is demonstrated in Section 8 .8 .
8.6 Case study - UK forecast
In order to illustrate the usefulness of the MOGREPS ensemble forecasts, two case 
studies are presented where extreme weather occurred. All the information comes from 
the UKMO archive and is not published.
The first example is of the forecast of heavy rain in Southwest England, Northern 
Ireland and Wales on 24*  ^ October 2011. Before the event occurred, the UKMO used 
the MOGREPS ensemble forecasting system to quantify the risk of heavy rain across 
these regions, top plot of Figure 8.4 shows the proportion of the MOGREPS-G ensem­
ble members predicting accumulated 24 hour precipitation greater than 50mm between 
OOZ 24*  ^ October and OOZ 25*  ^ October. This ensemble forecast was issued at OOZ 
2 / t^h October. The bottom plot is the same as the top plot except tha t is shows the 
regional ensemble (MOGREPS-R) and covers the period 06Z 24*  ^ October to 06Z 25*  ^
October. It is possible to see in both plots th a t there is good agreement tha t parts of 
Southwest England would be badly affected. MOGREPS-R has a much higher resolu­
tion and therefore picks out small areas of very high agreement tha t are not resolved by 
MOGREPS-G. Given the high agreement in the ensemble members is was also possible 
for weather forecasters to have confidence in the high resolution deterministic forecasts. 
A regional weather warning was issued via the UKMO public website, which is shown 
on the left side of Figure 8.5. The warning is for the volume of rain predicted in the 54 
hour period starting from 06Z 24*  ^ October. The significance of the warning colours 
were defined in Figure 8.3 and the orange warning indicates tha t preparation may be 
necessary. In this particular case, flood defences were needed. The location warnings 
issued by the weather forecaster are shown on the right side of Figure 8.5. These were 
made available to the general public via the UKMO website together with a description 
of what the warnings meant. The forecasts were accurate and the heaviest rain fell in 
Southwest England and Wales, with some parts receiving about half a m onth’s rain in 
one day. Localized flooding was reported in some regions, such as Milford Haven in 
Wales (BBC, 2011).
The second example is for snowfall in Southwest England. Although the average
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Figure 8.4: Probability map showing the proportion of ensemble members in agreement for 
24 hour accumulated precipitation > 50mm for MOGREPS-G (top plot) and MOGREPS-R 
(bottom plot). The MOGREPS-G forecast was issued at OOZ 24*^  October and the MOGREPS- 
R forecast was issued at 06Z 24^ ^^  October.
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Figure 8.5: Left: MOGREPS-W warning colour for chance of precipitation greater than 50mm 
over a 54 hour run from 06Z 24*^  ^ October 2011. Right: Warning issued by the forecaster on 
24*^  October 2011
global temperature is predicted to increase over the next Century, some research sug­
gests that weather patterns may change in parts of the world, possibly leading to colder 
conditions. For example, climate scientists are investigating the consequences of Arctic 
sea ice loss on both local and global climate. The immediate impact is a local warm­
ing of the lower Arctic (near the surface) by a warmer atmosphere. However, there is 
some evidence that the conditions alter the atmospheric circulation patterns beyond 
the Arctic over the following months and into winter. For example, Jaiser et al. (2012) 
used climate models to show that sea ice loss resulted in higher pressure over the Arctic 
and lower pressure over the midlatitudes. These conditions favour more Easterly winds 
across the midlatitudes than at present, especially in winter, bringing cold winter con­
ditions to Eurasia. Such midlatitude areas include the UK, although much research is 
required to understand the impacts better. If snowfall does become more frequent or 
severe in midlatitudes, then it is likely that ensemble forecasts will play an im portant 
role in predicting the risk of disruption. Ensemble forecasts are particularly useful for 
snowfall in the UK, where there is often uncertainty whether the precipitation will be 
snow or rain.
The winter of 2009/2010 was the coldest winter in the UK for 30 years, and has 
some good examples of ensemble prediction for snow. Widespread snow affected the
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UK at the start of January, as characterised by the satellite image in Figure 8.6 for 
the 7*^  January. After a very cold start to the month, on the January a weather 
system from the Atlantic began to introduce milder air to the UK. This milder air was 
proceeded by a cold front that spread across Southern England from the Southwest. 
There was a lot of uncertainty associated with the temperature and the location of the 
cold front. A few days before the event, the UKMO used MOGREPS-R to quantify 
the risk of snow across Southern England (UKMO, 2010a). The top plot of Figure 8.7 
shows tha t the majority of ensemble members were in agreement tha t snow would affect 
much of Southern England, particularly South-Western areas. High confidence could 
then be placed in the high resolution deterministic forecasts, which took into account 
im portant effects such as orography, which would have increased the snowfall. The 
regional warnings tha t correspond to MOGREPS-W are shown in the bottom  plot of 
Figure 8.7 for both Tuesday 12^  ^ and Wednesday 13^  ^ January. A few days before the 
snow actually arrived, these warnings were used to alert the relevant authorites (such 
as the local councils) and the general public. The forecasts were useful, since there 
were moderate snowfalls of 5-10 cm across large areas of Southern and South-Western 
England. The use of a single deterministic forecast alone to issue this weather warning 
would have been inappropriate because weather forecasters would not have been able 
to judge the confidence in the forecast.
Figure 8 .6 : Great Britain covered by snow, 7*^  January 2010. Image from the University of 
Dundee (NEODAAS, 2010).
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Figure 8.7: Top plot: UKMO image showing the proportion of ensemble members (42 hour 
forecast) predicting snow across the UK on January (UKMO, 2010a). Bottom plot: 
MOGREPS-W warnings of heavy snow across South-western areas of the UK.
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8,7 Tropical cyclone forecasts
This Section describes tropical cylone forecasts, which enables a discussion of the case 
study in Section 8 .8 . The following definition of tropical cyclones comes from the US 
National Weather Service (NWS, 2010a). Tropical cyclones, also called hurricanes and 
typhoons (depending on their location and wind-speeds), consist of a low-pressure “eye” 
in the centre, which is warm, dry and calm. The outer regions contain thunderstorms, 
strong winds and heavy rain. This characteristic, referred to as “warm-core” , is different 
to any other type of storm. The strong winds in tropical cyclones are driven by latent 
heat release from the warm waters in the tropics (with temperatures exceeding 26.5°C). 
Although tropical cyclones slowly dissipate as they make landfall (since their heat source 
is gone), they can sustain very strong winds (exceeding 180 km /h )  for days. Due to 
its broad formation and strong vertical wind shear, a land-falling tropical cyclone can 
also spawn tornadoes.
The forecast accuracy of storm tracks has improved significantly over the last few 
decades (see Figure 8 .8), mainly due to the improvement in the understanding of the 
physical processes and the initial conditions (NWS, 2010a). Improvements have been 
seen in other areas, although very little improvement has been seen in Hurricane in­
tensity forecasts. Hurricane intensity is more difficult to predict than hurricane track, 
due to the reliance on complex dynamical features, which are often not captured by the 
forecast models, and the lack of observations in the inner core of the hurricane (NWS, 
2010b).
The accuracy of the initial conditions for hurricane forecasts have improved, which 
is partly due to the large increase in satellite observations over the past 30 years. 
Satellite observations are used to  monitor tropical cyclones. Geostationary imagers 
can take frequent images of a tropical cyclone, but quantitative radiance data from 
sounders and scatterometers is infrequent. Radiance can be used to infer variables 
such as wind, temperature and moisture content using the radiative transfer equation. 
However, it is difficult to extract useful radiance data in the various cloud layers of 
the hurricane, due to the complex scattering processes th a t need to be modelled in 
the radiative transfer equation (Bauer et al, 2010). Other observations are useful too, 
such as data from reconaissance flights, scatterometers and doppler radar. However, the 
observations alone cannot provide an accurate starting point for a hurricane forecast, 
since the observations are too sparse and interm ittent and it is difficult to  observe 
accurately within the hurricane itself (Wang et al, 2005). DA methods are used to 
help fill in the gaps in observation coverage.
One of the major recent contributions to tropical cyclone prediction is ensemble 
forecasting. The need for ensemble forecasts was recognised several years ago and has 
become part of a global strategy to improve tropical cyclone prediction (Hamill et al,
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Figure 8 .8 : Improvements in the forecast accuracy of Atlantic basin tropical storm and tropical 
cyclone track errors over the past 40 years. Information and image from the National Hurricane 
Centre tNHC. 20121
2012), such as the Hurricane Forecast Improvement Project (HFIP) (Gall et al, 2013a). 
The following Section discusses how ensemble forecasting was particularly useful for 
predicting Hurricane Sandy, which was the second most costly Atlantic hurricane on 
record.
8.8 Case study - Cyclone forecast
8 .8 .1  H u rr ican e S an d y
The case study presented here is for Hurricane Sandy. The description of the course of 
events comes from the report by the NHC (Blake et ai, 2013).
Hurricane Sandy was first monitored as a disturbance in the South China Sea and 
became a depression on 22 October 2012. The central pressure of the depression deep­
ened rapidly, a sign tha t it was becoming more intense. It became a hurricane on 24^  ^
October near Kingston, Jamaica, with sustained winds of 130 km /hr and a central 
pressure of 973 mb. It then deepened further before making landfall at Eastern Cuba, 
with sustained winds of 180 km /hr and a central pressure of 957 mb (a category three 
Hurricane on the Saffire-Simpson scale). After passing the Bahamas and weakening, 
Sandy began to undergo transition into an extratropical cyclone. Unlike tropical cy­
clones, which gain their energy from warm ocean waters, extratropical cyclones gain
165
CH APTER 8. EX TR EM E W EATH ER PREDICTION
their energy from pressure gradients between different air masses. The transition oc­
curs as tropical cyclones move away from warm tropical seas into the cooler midlatitude 
seas. However, Hurricane Sandy never made a complete transformation as it always re­
tained an eye, which is unique to tropical cyclones. An unfortunate coincidence meant 
that Hurricane Sandy was interacting with two very different air masses, a midlatitude 
trough over the Great Lakes of the US and an upper-level blocking (high pressure) pat­
tern over the North Atlantic. Together with abnormally warm sea surface temperatures 
(about 3°C above average), these air masses fueled its strong winds. Figure 8.9 shows 
a natural colour image of Hurricane Sandy about 30 hours before it made landfall on 
the East coast of the US.
Figure 8.9: Natural colour image of Hurricane Sandy at 17:45 UTC 28/10/12 (Image courtesy 
of NASA (2012b)).
Hurricane Sandy made landfall near Atlantic Gity, New Jersey, at 00 UTG 30^  ^ Oc­
tober, with a central pressure of 947 mb. The peak sustained winds were approximately 
130km/hr and it had sustained winds of 100 km /hr across an area of about 1500km. A 
peak storm surge of 4.38 metres high was recorded at King’s point in New York Gity.
It was during the transition from a hurricane to a midlatitude storm tha t Hurricane 
Sandy caused the most damage. Although extratropical cyclones generally have weaker 
winds than hurricanes, they tend to be deeper and cover a much broader area. This 
explains why the damage from Hurricane Sandy was sustained over a large area. Despite 
the fact it was remarkably well forecast (this is discussed in the next Section), tragically 
at least 285 people lost their lives across seven different countries (Glimate Gentral,
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2013). The hurricane killed 53 people in New York state alone (CNN, 2013). The cost 
of the hurricane is estimated at $65.6 billion, making it the second costliest Atlantic 
hurricane in history (Climate Central, 2013). Much of the damage was inflicted on 
New York state, mainly due to the storm surge in the New York City metropolitan 
area (Blake et al, 2013). On November 28, 2012, Governor Cuomo estimated tha t 
Sandy cost New York state about $42 billion (CNN, 2013). That amount constitutes 
$33 billion in repair and restoration costs and $9 billion in mitigation and prevention 
costs. The storm surge flooded parts of the subway system and suburban areas. It 
also caused a two day closure of the New York stock exchange (partly due to flooded 
access routes). Flood levels of 1.2-2.7 metres were prevalent in Staten Island and lower 
M anhatten. One of the reasons why the flooding was so extensive is because the storm 
surge coincided with high tide (Blake et al, 2013).
8.8.2 Hurricane Sandy prediction
Hurricane Sandy was predicted using a range of deterministic and ensemble forecasts 
from different operational centres around the world. Most operational centres also run 
a control forecast, which has the same initial conditions as the deterministic forecast. 
The control forecast is different to the deterministic forecast in th a t it is run at the 
ensemble resolution. It is sometimes useful to compare the control forecast with the 
deterministic forecast, in order to determine the impact of running the forecast at 
higher resolution.
The European Centre for Medium range Weather Forecasts (EGMWF) and the 
UKMO systems are discussed here. EGMWF is a separate operational centre to the 
UKMO. ECMWF specializes in medium range forecasts (3-15 days). The following 
information about the prediction of Hurricane Sandy was compiled at the UKMO by 
Julian Heming (personal communication). The deterministic and the ensemble forecasts 
for the two different weather centres are defined below:
• Deterministic models: UKMO Global Model (MOGM) and ECMWF;
• Ensemble prediction systems: UKMO (MOGREPS-15) and ECMWF (ECEPS).
Figure 8.10(a) shows the deterministic forecast errors for MOGM and ECMWF, 
for forecast lead times up to seven days. Also plotted are the average NHC errors for 
2012. The ECMWF deterministic forecasts did remarkably well at the long forecast 
lead times and were consistently better than the NHC average. At a forecast lead 
time of six days, the ECMWF forecasts correctly predicted Hurricane landfall in the 
New Jersey area. On the contrary, the UKMO deterministic forecasts were much less 
accurate than the NHC average until about four days before landfall.
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Figure 8.10(b) shows the MOGREPS and ECEPS strike probabilities at the ob­
served point of impact for forecast lead times up to seven days. Both the ECEPS 
and MOCREPS forecasts did well. On average, the ECEPS probability forecasts were 
slightly better than the MOCREPS probability forecasts, and the ECEPS probability 
forecasts showed less variability over time.
Both the ECEPS and MOCREPS ensemble forecasts showed im portant uncertainty 
information. For example, take the MOCREPS predictions at OOUTC on 24*  ^ October. 
At this stage the MOCREPS ensemble mean showed a track with landfall near New 
York City. The individual ensemble member forecasts are shown in the top plot of 
Figure 8.11 up to 360 hours. The corresponding strike probabilities are shown in the 
bottom plot of Figure 8.11. The strike probabilities are for the hurricane to land within 
75 miles (120km) of the shaded areas. It is evident tha t the highest strike probabilities 
correspond quite well with the observed track. Such useful information could not be 
extracted from the MOGM deterministic forecast.
Figure 8.12 shows the MOGM deterministic forecast, the control, the MOCREPS 
ensemble mean and the observed cyclone track from OOZ 24^  ^ October (top plot) and 
12Z 27*  ^ October (bottom plot). The top plot of Figure 8.12 shows th a t at this stage 
the single deterministic forecast was way off to the right of the observed track and 
was predicting the hurricane to land in Maine, New England. The ensemble mean and 
control are also shown and are more accurate than the deterministic forecast at this 
stage. The ensemble mean should show less variability over time than the deterministic 
forecast, so this result is not suprising. Later on in the forecast period the deterministic 
and ensemble mean became closer together, as shown in the bottom  plot of Figure 8.12. 
For this shorter forecast lead time, the deterministic forecast is much more accurate. 
Also, the smaller ensemble spread meant tha t weather forecasters could place more 
confidence in the deterministic forecast. However, both forecasts were to the right of 
the observations and were less accurate than the corresponding ECMWF forecasts (not 
shown). Figures 8.10, 8.11 and 8.12 have all demonstrated tha t a probability forecast 
is useful for assessing the confidence in the deterministic forecast and for assessing the 
likelihood of various hurricane tracks. The UKMO ensemble forecasts also picked up 
the threat from Hurricane Sandy to New Jersey long before the deterministic forecasts.
A range of different forecast models are considered in order to  assess the forecast 
uncertainty. In the case of Hurricane Sandy, the medium range (3-15 day) ECEPS 
ensemble forecasts generally performed better than all the other leading NWP centres 
(Magnusson et al, 2013; Call et ai, 2013b). Although ECMWF forecasts are slightly 
better on average in the medium range than the other weather centres around the 
world (Piers Buchanan, personal communication), there are still occasions when their
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Figure 8.10: (a) Deterministic forecast track error for Hurricane Sandy, (b) Probability that 
Hurricane Sandy will strike within 120km of the observed landfall in New Jersey (rounded to 
the nearest 10 km).
forecasts perform less well than the other centres. Before issuing forecasts to disaster 
managers, the NWS would have looked at forecasts from ECMWF and some other cen­
tres, in order to assess the confidence in their predictions. This multi-model approach 
is another way of assessing the uncertainty in the ensemble prediction (Gall et ai, 
2013b). If there is general agreement between the different models the NWS have more 
confidence in their own forecasts. W ith Hurricane Sandy, there was good agreement 
between all the leading operational model predictions a few days before the hurricane 
made landfall (Magnusson et al, 2013; Gall et ai, 2013b).
This example of predicting Hurricane Sandy demonstrates tha t ensemble forecasts 
and deterministic forecasts can be combined effectively to improve forecast accuracy 
and confidence. It is vital that the authorities, who are in charge of disaster prevention 
and relief, are informed early about the risk of disruption. For example, the Federal 
Emergency Management Agency (FEMA) uses weather warnings from the NWS to help 
coordinate disaster prevention and disaster relief in the US (FEMA, 2012). Figure 8.13 
shows some of the steps taken by FEMA and other disaster management organizations, 
building up to Hurricane Sandy arriving at New Jersey. It is impressive tha t even at 
five days before impact, the residents of New York City were already being advised to 
prepare for potential disruption. According to FEMA (2012), on October 25^  ^ New 
Yorkers were encouraged to download the free Red Cross Hurricane mobile phone App, 
which enabled them to receive real time hurricane safety information, including weather 
alerts.
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Figure 8.11: MOGREPS forecasts showing individual ensemble members for various lead times 
(top plot) and the corresponding strike probabilities (bottom plot). In each case the black line 
shows the observed track of Hurricane Sandy.
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Figure 8.12: Forecasts tracks of MOGREPS ensemble mean, the deterministic MOGM and 
the control for OOZ UTC 24^  ^ October (top plot) and 12UTC 27^  ^ October 2012 (bottom plot). 
The red line shows the observed track of the hurricane.
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Figure 8.13: Some of the steps taken by disaster management organizations prior to Hurricane 
Sandy striking New Jersey (information from FEMA (2012)).
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According to the HFIP, there is scope for significant improvements in forecasts 
of hurricane track and intensity by improving global ensemble and deterministic DA 
methods, using higher-resolution regional models, and using more observations in the 
inner core area of the hurricane (Gall et al, 2013a).
8.9 W hat weather forecasts need improving the most?
It is clear tha t if more accurate weather forecasts were available to them, emergency 
managers would have more confidence to implement early warning systems. Significant 
improvements have already been made to weather forecasts over the last 40 years. The 
four day forecasts of today are about as good as the one day forecasts of 40 years ago 
(Kalnay et al, 2007). By combining global-scale ensemble and deterministic forecasts, 
accurate and confident synoptic scale predictions can be made about four to five days in 
advance, which gives enough time for disaster managers to make valuable preparations 
for extreme weather, as was illustrated by the case studies in this Chapter. Weather 
forecast skill is generally translatable from one weather type to the next (Gall et al, 
2013b). It should therefore be possible for weather centres to predict other weather 
events to the same level of accuracy as these case studies, including major snowstorm 
and flooding events.
But when it comes to extreme weather, the devil is often in the detail. The UKMO 
global model currently runs forecasts tha t can resolve scales down to about 100km 
(approximately 4-6 times the gridlength). Other weather centres have similar levels of 
accuracy on global models. Convective-scale effects, such as orographic enhancement, 
can cause extreme weather to inflict damage over a much smaller area (1-10km). A 
good example is when the city of Carlisle in Northwest England was severely flooded 
on 8*^  January 2005. Two people tragically lost their lives, over 1900 houses were 
flooded and the cost of the damage was estimated to be around T450 million (EA, 2005, 
2006). Flooding occurred when the River Eden and its tributaries burst their banks and 
overtopped the flood defences. This was caused by two days of continuous rain over the 
nearby hills. The high rainfall totals were largely attributed to orographic enhancement. 
For example, Honnister in the Lake District (a mountainous region) received 213 mm of 
rainfall in the 24 hour period leading up to 12 GMT 8*^  January. Roberts et al  (2009) 
demonstrated tha t the 12km UKMO forecast models at the time were unable to resolve 
the high rainfall totals. This meant tha t the 12km model only predicted flooding a few 
hours before it occurred. Roberts et al (2009) demonstrated tha t by using 1km and 
4km models, the rainfall would have been predicted much more accurately, and a flood 
warning would have been issued in Carlisle about 12 hours earlier than what happened 
in practice. Therefore some areas would have been evacuated sooner and people would
173
CH APTER 8. EX TR E M E  W EATH ER PREDICTIO N
have had more time to setup flood defences.
It is currently not possible to predict the convective scale accurately beyond about 
1-2 days. This severely restricts the preparation tha t can be made by disaster man­
agers for extreme weather events on this scale, including severe storms, tornadoes and 
convective-scale rainfall. Therefore it is arguably on the convective scale models rather 
than the global scale models where future improvements in weather forecasts will make 
the most impact.
8.10 Climate change and extrem e weather
Climate change is expected to increase the frequency and/or intensity of some extreme 
weather types. The effects of doping in sport can be used as an analogy for the effects of 
climate change on extreme weather (Meehl, 2012). For example, imagine a footballer, 
who scores an average of 20 goals per season. The footballer then starts taking steroids. 
The effect of the steroids leads to the footballer scoring about 20% more goals per 
season. Although the footballer is now more likely to score goals, it is impossible to 
directly link any of the goals the footballer scores to the effects of the steroids. Likewise, 
climate change is predicted to increase the frequency and/or intensity of some extreme 
weather types, but it is impossible to directly link climate change with a particular 
weather event.
Recently, there has been much research tha t has investigated the influence of climate 
change on extreme weather (e.g. Peterson et al, 2012; Cattiaux et al, 2010). It is 
expected tha t a warming climate would lead to longer and more intense heat-waves and 
more frequent record-breaking warm temperatures (Peterson et al, 2012). Both of these 
changes have been observed during the past 50 years (Alexander et al, 2006; Meehl 
et al, 2009). Also, a warmer atmosphere is able to hold more water vapour. This implies 
tha t more water vapour is available for precipitation, which should lead to heavier 
precipitation events. Indeed, about two-thirds of global locations with accurate long 
term  precipitation observations show increases in the frequency of exceptionally heavy 
precipitation events over the latter part of the twentieth Century (Min et al, 2011). 
This is consistent with the observed warming. The frequency of intense precipitation 
events is expected to  increase signiflcantly over the coming Century. For example, the 
UKCP09 predictions indicate tha t the UK will be affected by wetter winters, with a 
larger proportion of rain falling in heavy rainfall events (UKMO, 2011b). For example, 
the wettest winter day averaged over Southeast England is expected to increase from 
16mm in 2009 to 19mm in 2050 and averaged over Wales from 26mm to 30mm (UKMO, 
2011a). These conditions mean tha t the UK is likely to be affected by more frequent 
and severe floods.
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Due to the destruction and loss of life caused by intense tropical cyclones, it would 
be useful to know whether they are likely to become more intense and/or more frequent 
in the future. The influence of climate change on tropical cyclones is complex and is an 
active area of research. Unfortunately, it is difficult to determine past trends of tropical 
cyclone frequency and intensity, which is mainly due to inconsistencies in the observing 
network prior to satellite observations (Knutson et al., 2010). Satellites started to 
observe tropical cyclones in the 1960s. There is little evidence to suggest tha t tropical 
cyclone frequency has changed significantly since pre-industrial times. However, climate 
models predict tha t the global mean frequency of tropical cyclones will decrease by 6 
to  34%, by the end of the Century. The proposed mechanisms for this decrease 
in frequency include a weakening of the tropical circulation (Sugi et al, 2002), or an 
increase in the saturation deficit in the middle troposphere (Held and Soden, 2006).
Satellite observations indicate tha t the mean intensity of tropical cyclones and the 
frequency of the most severe tropical cyclones, with winds exceeding 210km /hr (cate­
gories 4 and 5), have increased signiflciantly over the past 30 years. Climate scientists 
generally agree tha t this trend will continue through the 21^ * Century (Holland and 
Bruyère, 2013), even though the frequency of tropical cyclones is predicted to fall on 
average. These observations and predictions are both supported by the potential in­
tensity theory (Emanuel, 1987) and high resolution climate model predictions. The 
potential intensity theory suggests tha t an increase in sea surface temperatures leads 
to more intense tropical cyclones. High resolution climate models project global max­
imum tropical cylone wind speed increases of 2 to 11% and central pressure falls of 3 
to 21% by the end of the 21^ * Century (Knutson et al, 2010). Note tha t there is still 
some uncertainty in these predictions, since even the highest resolution climate models 
struggle to resolve the most intense tropical cyclones.
Given tha t the most intense tropical cyclones are generally the most destructive and 
cause the greatest loss of life, these climate predictions are alarming for people living 
in areas tha t are vulnerable to tropical cyclone impacts. One of the main dangers from 
tropical cyclones comes from storm surges. The combined impact of sea-level rise and 
the increase in the frequency of intense tropical cyclones would mean tha t some coastal 
settlements are more vulnerable to storm surge flooding (IPCC, 2007b).
8.11 Summary
All the NWP models at the UKMO are part of the unified model (UM). One of the 
aims of the UM is to share processes tha t are common to different models. The shar­
ing of common processes is defined as a “seamless system” . The models are used for 
both deterministic forecasts and ensemble forecasts. Deterministic forecasts provide
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a single best estimate. Ensemble forecasts are generally run at lower resolution than 
deterministic forecasts. The main purpose of ensemble forecasts is to give uncertainty 
information. The uncertainty in the ensemble forecast is given by the ensemble spread. 
Ensemble forecasts at the UKMO are partly initialized using ensemble DA methods, 
but the ensemble mean is centred around the hybrid 4D-Var global deterministic analy­
sis. The use of stochastic physics means the ensemble spread is increased by perturbing 
various parameters in order allow for model uncertainties. The research in this thesis 
is most relevant to deterministic forecasts, since they are initialized directly using DA 
methods. Ensemble DA helps the deterministic global hybrid 4DVar method by pro­
viding a flow-dependent background-error covariance matrix, but the higher resolution 
deterministic models are yet to  make use of ensemble DA.
The deterministic models consist of the Global, NAE and UKV. The resolution 
increases as the area captured by the model decreases. The Global model captures the 
entire planet while the UKV only captures the UK. The higher resolution models are 
only effective for short lead times, where they are able to capture small scale weather 
events.
The ensemble weather forecasts consist of the MOGREPS models, which are defined 
here in order of increasing resolution: MOGREPS-15, MOGREPS-G, MOGREPS- 
R and MOGREPS-UK. Much effort is being invested in improving MOGREPS-UK, 
which is not yet operational. The MOGREPS-UK model is expected to provide useful 
convective-scale probability forecasts. A UK weather warning system called MOGREPS- 
W is used to warn the general public about extreme weather events. It interprets the 
MOGREPS forecasts according to the type of severe weather, the expected impact and 
the likelihood. This is made available to the general public on the UKMO website.
Ensemble weather forecasts are particularly useful for predicting extreme weather 
events, where the uncertainty in the prediction is given by the spread of the ensemble 
members. This was illustrated using three case studies: A heavy rainfall event and 
a heavy snowfall event in the UK, and Hurricane Sandy. W ith the UK forecasts, the 
warning system (MOGREPS-W) was used to inform the general public about the risk 
of disruption.
W ith the case of heavy rainfall disruption in the UK, the ensemble forecast was used 
to determine the areas with a risk of significant rainfall. The MOGREPS-W warning 
system was launched two days before the rain arrived. Localized flooding did affect 
some areas where a high risk of flooding was predicted.
The heavy snowfall event was particularly difficult to predict, as the tem perature 
was hovering near freezing, making it hard to  determine whether the precipitation 
would fall as rain or snow. The ensemble forecasts predicted a high probability of 
disruption two days before the snow arrived and the MOGREPS-W warning system
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again proved useful.
Ensemble forecasts were particularly helpful for predicting Hurricane Sandy, as the 
deterministic forecast was sometimes misleading. Six days before the hurricane hit 
New Jersey, the UKMO deterministic forecast was inaccurate and predicted tha t the 
hurricane would land over New England, about 700 km away from where the hurri­
cane actually landed. The ensemble forecasts, however, predicted the highest risk of 
disruption to be much nearer the actual location where the hurricane made landfall. 
Therefore, the ensemble forecasts were most beneficial at the long forecast lead times, 
as they captured the threat from Hurricane Sandy, but the deterministic forecasts were 
inaccurate. The deterministic forecasts were accurate (track errors less than 250km) 
by about four days before impact.
The case studies in this Chapter demonstrate the benefits of extreme weather pre­
diction for disaster prevention and disaster relief. Arguably the area where forecasts 
need the most improvement is at the convective scale, rather than the global scale. 
The case studies demonstrated tha t accurate global-scale forecasts are already possible 
at 4-5 days, which is enough time for disaster managers to make some preparations 
for extreme weather. But extreme weather is often most devastating at the convective 
scale, and accurate convective scale weather forecasts are currently only available up 
to 1-2 days. Climate change is expected to increase the frequency/severity of some 
extreme weather types over the coming Century. By improving weather forecasts, this 
research should help to limit the damage from extreme weather events in the future.
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Chapter 9
Summary and discussion
9.1 Research aim
The aim of the research was to estimate how well competitive DA methods in NWP 
can estimate the background-error covariance. There are two aspects to this research:
1. On a broad time-scale, from cycle to cycle, DA methods are filters. One focus is 
on the improvement ensemble DA methods bring to the filtered covariance from 
the “errors of the day” .
2. W ithin the assimilation window, the algorithms consider all the observations to­
gether, allowing for their times, i.e. the DA methods are smoothers. These need a 
4D background-error covariance. The second focus is a test of the flow-dependence 
in the assimilation window.
9.2 Main findings
9.2.1 Toy m odel experim ents
Five competitive DA methods were compared using the Lorenz Model II (Chapter 
4.3.3). The DA methods primarily differ in the background-error covariance m atrix 
they use, and the way they propagate this matrix through the assimilation window. 
Four-dimensional variational data assimilation (4DVar, Chapter 2) uses a 3D climato- 
logical background-error covariance matrix (B). This is implicitly propagated using the 
Tangent Linear (TL) and adjoint models to produce a 4D covariance (M B M ^), which 
has some flow-dependence in the assimilation window. The Deterministic Ensemble 
Kalman Filter (DEnKF, Chapter 3.3.4) and the ensemble of 4DEnVars (EDA, Chap­
ter 3.5.5) both use the 4D ensemble background-error covariance m atrix P^, which is 
generated from the ensemble forecasts. The ensemble background-error covariance can
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capture the “errors of the day” explicitly from the ensemble forecasts, which is a signifi­
cant advantage over B. The 4DVar method with an ensemble background-error covari­
ance matrix (4DVar-Ben, Chapter 3.6) uses the initial 3D ensemble background-error 
covariance matrix from an ensemble DA method, and then implicitly propagates 
this m atrix using the TL and adjoint models to produce the 4D ensemble background- 
error covariance (M P^M ^). This 4D covariance also captures the “errors of the day” 
from the initial P^, but it relies on the TL and adjoint models to provide implicit flow- 
dependence in the assimilation window. The experiments demonstrated im portant 
advantages and disadvantages of the covariances in terms of the two research aspects 
listed above, which are summarised in Table 9.1.
Background cov property SDVar
FGAT
B
4DVar
M BM ^
D EnK F
pb
4DEnVar
pb
4DVar-
Ben
MP^M^
Captures “Errors of the day”
No No Yes Yes Yes
Explicit/Implicit flow- 
dependence in the assimilation 
window
No Yes Yes Yes Yes
Suffers from sampling error
No No Yes Yes Yes
Needs 4D localization
No No Yes Yes No
Localization in observation space
No No Yes No No
TL/adjoint models required
No Yes No No Yes
Table 9.1: Properties of the background-error covariance matrix for the various DA methods 
used in the experiments. Cov stands for covariance matrix. The colour green implies that the 
property is an advantage, while red implies a disadvantage. Note that hybrid 4DVar combines 
the climatological covariance of 4DVar with the ensemble covariance of 4DVar-Ben, while hybrid 
4DEnVar combines the climatological covariance of 3DVar FGAT with the ensemble covariance 
of 4DEnVar.
The main contributions to knowledge from the toy model experiments are:
1. W ith an accurate TL model and severe localization, 4DVar-Ben performs better 
than the EDA method. This is due to the 4D localization degrading the time 
correlations of P^, since the localization does not move with the flow;
2 . Additive inflation does not fully account for model error in the ensemble background- 
error covariance. Localization and fixed multiplicative inflation are still needed 
to alleviate the effects of model error;
3. 4DEnVar can be implemented with an outer loop, but the outer loop gave no 
benefit in this model regime.
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It was also demonstrated tha t an ensemble of 4DEnVars (EDA) is equivalent to an 
EnKF, provided the observations are situated on model gridpoints. This agrees with 
the theoretical equivalence explained by Wang et al  (2007a). W ith model error present, 
the relative performance of 4DVar was improved by increasing the observation density, 
since the perfect B  had a superior representation of model error to the additive inflation. 
This result is difficult to link to operational practice, where model error is poorly 
understood.
9.2.2 Single observation experim ents
Hybrid DA methods combine the climatological and ensemble background-error covari­
ances in order to improve the analysis. Hybrid 4DVar was described in Section 3.7 and 
hybrid 4DEnVar was described in Section 3.8. Hybrid 4DVar implements in the 
same way as 4DVar-Ben. Hybrid 4DEnVar implements P^ in the same way as 4DEn- 
Var (see Table 9.1 above for details). There are im portant differences between the two 
ways these methods implement the climatological background-error covariance. The 
hybrid 4DVar method implicitly propagates B using the TL and adjoint models to pro­
duce the 4D covariance (MBIVI^). which provides some flow-dependence. The hybrid 
4DEnVar method uses the same 3D B at each timestep in the assimilation window to 
estimate the 4D covariance B , in the same way as 3DVar FGAT (see Table 9.1 above 
for details). This gives hybrid 4DVar a significant advantage over hybrid 4DEnVar.
The UKMO is planning to switch from using hybrid 4DVar to using hybrid 4DEn- 
Var, due to the expensive TL and adjoint models, which are required by hybrid 4DVar. 
The UKMO ran a trial comparing hybrid 4DVar with hybrid 4DEnVar on the global 
model. The two methods performed similarly in the Northern Hemisphere, but hybrid 
4DEnVar performed signiflcantly less well than hybrid 4DVar in the Southern Hemi­
sphere. Hybrid 4DVar was compared with hybrid 4DEnVar in the single observation 
experiments on the UKMO global model (Chapter 7), in order to try  and explain the 
results from the trial. The “strong-constraint errors” were calculated as the errors in 
the assumption tha t the analysis increment is strongly constrained by the nonlinear 
model. This technique has been applied to 4DVar before, in order to calculate the 
errors in the TL hypothesis. In these experiments, this technique was applied to hy­
brid 4DEnVar for the first time. For hybrid 4DEnVar, the strong-constraint errors 
approximate the errors from the linear assumption (the linear combination of ensemble 
members), the localization not moving with the flow, and the errors introduced because 
B is time-invariant.
The results from the single observation experiments, including calculations of the 
analysis increments and the strong-constraint errors, showed tha t one reason why hy­
brid 4DVar performs better than hybrid 4DEnVar is because hybrid 4DVar can gen­
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erate some flow-dependence from M B M ^, but hybrid 4DEnVar generates no flow- 
dependence from B. It will be im portant for the UKMO to reduce the reliance of 
hybrid 4DEnVar on B, by improving the representation of P^. The results also suggest 
tha t the linear assumption made by hybrid 4DEnVar (the linear combination of ensem­
ble members) is more accurate than the linear assumption made by hybrid 4DVar on 
the UKMO global model.
9.2.3 W hat can operational centres gain from these experim ents?
The toy model experiments clearly demonstrate tha t strong space localization degrades 
the 4DEnVar analysis. However, the single observation experiments suggest th a t the 
space localization is not strong enough on the Met Office global model to significantly 
degrade the analysis. Instead, the use of a time-invariant climatological background- 
error covariance seems to be the most likely reason why hybrid 4DEnVar performs 
worse than hybrid 4DVar.
It is difficult to link these experiments to other experiments on quasi-operational 
models, since each operational system is unique. It is interesting tha t Buehner et al  
(2010b) and Zhang and Zhang (2012) demonstrated tha t 4DVar-Ben performed bet­
ter than 4DEnVar/EnKF methods on their quasi-operational systems. Indeed, they 
mentioned tha t strong space-localization may be one explanation. There is evidence 
to suggest tha t the setup used in their quasi-operational experiments favoured 4DVar- 
Ben more than the setup used by the UKMO global model. The grid-length used by 
Buehner et al. (2010b) was approximately 35km in midlatitudes and the grid-length 
used by Zhang and Zhang (2012) was 90km. The grid-length used on the UKMO global 
model is 25 km, which is significantly smaller. It is widely acknowledged th a t larger 
scales tend to exhibit more linear behaviour. Hence it is possible tha t the 4DVar-Ben 
linear and adjoint models were better able to capture the resolved scales on the models 
used by Buehner et al. (2010b); Zhang and Zhang (2012) compared with the UKMO 
global model. Perhaps also the localization length scales used by Buehner et al. (2010b); 
Zhang and Zhang (2012) were more severe than the UKMO localization length scale, 
although this is difficult to prove since Buehner et al. (2010b); Zhang and Zhang (2012) 
localized different variables to the UKMO global model, and these variables are likely 
to have different optimal localization length scales.
In the future the grid-length used by operational centres will continue to decrease. 
For example, the UKMO is shortly going to  reduce the global model grid-length from 25 
km to 16km. Therefore it is im portant tha t DA methods are developed tha t can capture 
increasingly nonlinear behaviour. The single observation experiments suggest th a t the 
linear assumption used by 4DEnVar and EnKF methods (the linear combination of 
ensemble members) is more accurate than the linear assumption made by 4DVar (the
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linear and adjoint models). This is one reason to suggest tha t 4DEnVar and EnKF 
methods will be better adapted to the higher resolution models. This is particularly 
relevant to operational centres tha t are currently dependent on hybrid 4DVar (e.g. 
UKMO, ECMWF).
9.3 Research impacts
This research should lead to improvements in operational DA methods, which will 
improve weather forecasts th a t rely on these DA methods for the initial conditions. 
In Chapter 8 , three case studies demonstrated the importance of accurate and early 
weather forecasts for limiting the damage from extreme weather events:
1. Heavy rainfall in the UK;
2. Heavy snowfall in the UK;
3. Hurricane Sandy.
In the Hurricane Sandy example, the forecasts were linked to disaster prevention and 
disaster relief. The ensemble forecasts were more useful than the deterministic fore­
casts prior to  approximately four days of the Hurricane striking New Jersey, since the 
deterministic forecasts were unreliable at this stage. At shorter forecast lead times, the 
deterministic forecasts became more reliable and more useful.
The work in this thesis is more relevant to the short range forecasts at higher 
resolution, rather than long range low resolution ensemble forecasts. It is relatively 
easy for DA methods to resolve the large-scale behaviour of the atmosphere, but at 
higher resolution it is much more difficult, since there are not enough observations and 
the dynamics is more complicated. Also, the various assumptions made by 4DVar and 
4DEnVar (including a perfect model) are less accurate for higher resolution models 
so the differences between these methods are likely to have a greater impact on the 
forecasts themselves. Ensemble forecasts are less dependent on DA methods anyway, 
as they use a combination of singular vectors and other methods to provide the starting 
point.
As discussed in Section 8.10, climate change is likely to increase the frequency and 
severity of some extreme weather events worldwide. As the frequency and the intensity 
of extreme weather increases, then there is an increased risk of mortality and injury, 
and significant damage to infrastructure, with its economic and human consequences. 
This research should play some part in potentially reducing these risks in the future, 
by giving earlier and more accurate weather forecasts.
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9.4 Limitations
9.4.1 4DVar window length
In the perfect toy model experiments, even with a perfect 3D B, 4DVar was easily 
outperformed by the ensemble DA methods. The ensemble DA methods can effectively 
capture the “errors of the day” in the ensemble background-error covariance, which 
gives them a significant advantage over 4DVar. The 4DVar-Ben method is one way of 
tackling the weakness of B - the initial 3D from a separate DA method is used in 
the 4DVar algorithm. The analysis errors are then closer to the other ensemble DA 
methods.
It is not essential to use ensemble forecasts to provide a flow-dependent background- 
error covariance matrix; an alternative approach is long-window 4DVar. By extending 
the assimilation window, 4DVar makes less use of the background and is therefore 
less reliant on an accurate background-error covariance matrix. Using an idealized 
system, Fisher (2003) demonstrated tha t with a long enough assimilation window, the 
background is effectively forgotten, and 4DVar is equivalent to a Kalman filter tha t 
has been running indefinitely. In operational practice, it is only possible to  extend the 
assimilation window by using weak-constraint 4DVar, which allows for model errors. 
Model error is poorly understood, since there is no accurate knowledge of the tru th . 
Weak-constraint 4DVar is also likely to be expensive to implement (Tremolet, 2006). 
Despite these practical difficulties, the European Centre for Medium Range Weather 
Forecasts (ECMWF) has been able to extend their assimilation window from 6 to 12 
hours by allowing for model biases in the stratosphere (above about 10km) (Lindskog 
et al,  2009). This improved the analysis by reducing model biases, although ensemble 
DA is still im portant for providing flow-dependence, particularly in the troposphere 
(below about 10km).
9.4.2 A pproxim ating background-error covariances
In the toy model experiments, it was possible to use a perfect B. There are three main 
practical difficulties with estimating B in NWP, which are discussed by Bannister 
(2009). These were also mentioned in Section 2.4, page 41. Firstly, the background 
errors can only be approximated, since the ‘tru th ’ is unknown. Secondly, B is too big 
to model, which requires further approximations, such as homogeneity and isotropy. 
Thirdly, there are not enough samples to calculate B accurately. The perfect B used 
in the toy model experiments therefore has an advantage over the B used in NWP. 
Further experiments could simulate some of these approximations on a toy model, such 
as the NMC method.
The ensemble background-error covariance used in these toy model experiments
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also has some advantages over the ensemble background-error covariance used in NWP. 
For example, localization of the ensemble background-error covariance is necessary to 
alleviate sampling error, but localization in NWP can degrade balance constraints, 
such as geostrophic balance or hydrostatic balance (Lorenc, 2003, gives details). It was 
not possible to replicate these balance issues on this toy model, and this would imply 
tha t the ensemble background-error covariance was given an unfair advantage. Using 
a model such as the Lorenz Model III or the 2D Shallow water model, which has two 
distinct scales, it would be possible to  replicate some of these balance constraints.
In NWP, capturing model error in the background-error covariance is still very 
much a subject of research. By its construction, model error is implicitly captured by 
B, although the accuracy of the model error approximation is highly dependent on the 
method used to approximate B. Recent methods have calculated B using ensemble DA 
methods (Bannister, 2009), in a similar way tha t was calculated in Chapter 6.3, 
page 114. They therefore rely on the ensemble forecasts to capture the model error, 
either through additive inflation (as in the toy model experiments) or through a more 
physically based scheme, such as the stochastic physics designed to model the effects of 
imperfect resolution and parameterization schemes (e.g. Shutts (2006); Tennant et al  
(2011)). Such methods may give some flow-dependence, but it is difficult to validate 
them. Also, model errors are likely to have significant time correlations. These were 
ignored in the toy model experiments.
9.4.3 EnSRF approxim ation
The toy model experiments also compared a deterministic ensemble of 4DEnVars (EDA- 
D) with a stochastic ensemble of 4DEnVars (EDA-S). It was shown tha t generally 
EDA-D performed better than  EDA-S, although the difference was small for a large 
ensemble of 150. EDA-S suffers from the additional sampling error introduced by the 
perturbed observations. The EDA-D uses the same square root filter approximation as 
the DEnKF, which assumes tha t the analysis correction is small in each window.
9.4.4 The potential of 4DEnVar
The toy model experiments demonstrated the equivalence between an ensemble of 
4DEnVars (EDA-D) and an ensemble Kalman filter (DEnKF). The following reasons 
suggest the potential of an ensemble of 4DEnVars is more significant than the EnKF:
• 4DEnVar can use a hybrid covariance matrix;
• 4DEnVar should make better use of nonlocal observation operators from indirect 
observations (such as satellite radiances) because it localizes in model space;
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•  4DEnVar can use many of the same functions as 4DVar, which means th a t it does 
not require much more investment to enable it to run in an operational centre 
which already has a 4DVar infrastructure.
An ensemble of 4DEnVars is more expensive to run than an EnKF, since it relies on 
a separate cost function minimization for each ensemble member, while the EnKF can 
re-use the same Kalman gain. However, this difference is unlikely to be very significant 
because the dominant cost in both algorithms is running the ensemble forecasts. One 
potentially significant disadvantage of an ensemble of 4DEnVars is tha t currently it 
cannot be implemented as a proper square root filter. The single deterministic 4DEnVar 
is not restricted in this way.
The ability of 4DEnVar to localize in model space is an advantage over the EnKF 
for remotely sensed observations, such as satellite radiances. Campbell et al. (2010) 
demonstrated two reasons why the localization of satellite radiances is problematic. 
Firstly, it is not clear how to localize integrated measurements. Secondly, satellite 
radiances have broad correlations, which can be incorrectly removed by the localiza­
tion. However, there is evidence to suggest tha t this problem is relatively insignificant 
compared with other issues concerning remotely sensed observations. For example, 
Buehner et al. (2010b) demonstrated th a t the EnKF performed better than 4DVar on 
their quasi-operational system in the Southern Hemisphere, but the results were similar 
in the Northern Hemisphere. Given th a t 4DVar localizes in model space and the EnKF 
localizes in observation space, and the Southern hemisphere is dominated by satellite 
observations, this result may seem counter-intuitive given the issues discussed above. 
Buehner et al. (2010b) mentioned tha t flow-dependent covariances may play a vital role 
in capturing mass-wind cross-covariances, which override any issues with localizing in 
observation space. In the Southern Hemisphere there are relatively few surface wind 
observations so these cross-covariances are more important.
In the toy model experiments, 4DVar-Ben was compared directly with EDA-D. In 
the single observation experiments, hybrid 4DVar was compared with hybrid 4DEnVar.
The potential advantages of hybrid 4DEnVar over hybrid 4DVar are related to the way 
they represent the ensemble background-error covariance (i.e. 4DEnVar vs 4DVar-Ben). 
These advantages were overlooked by the experiments:
• 4DVar-Ben is more expensive both to maintain and to run than 4DEnVar, being 
less suitable for ensembles and parallel computers. It may be possible to imple­
ment higher-resolution and larger ensembles by moving to 4DEnVar methods;
• 4DVar-Ben uses the less accurate TL and adjoint models to propagate the background- 
error covariance matrix, while 4DEnVar uses the full nonlinear model. As the 
model resolution increases and the model physics becomes more complex, it will
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be more difficult to implement accurate TL and adjoint models;
• It may be possible to  reduce the errors from the localization not moving with the 
flow. Bishop and Hodyss (2007) proposed a method to address this problem using 
the ensemble itself. Also, Buehner and Charron (2007) introduced waveband 
localization, which localizes different wavebands with different length scales. By 
localizing shorter wavelengths more severely than longer wavelengths, it may be 
possible to reduce noisy correlations while preserving more accurate long-wave 
correlations.
• It may be possible to improve the 4DEnVar analysis by reducing the window 
length, thereby reducing the strong-constraint errors. However, this comes with 
the cost of assimilating less observations per cycle, which could signiflcantly harm 
the analysis if im portant information is lost between cycles;
• It may be possible to improve the 4DEnVar analysis by implementing an outer 
loop, but further research is required to see if the strong-constraint errors intro­
duced by 4DEnVar are correctable using an outer loop.
However, one should be cautious not to write off 4DVar, as there is ongoing research to 
make the 4DVar method better suited to nonlinear processes and parallel computers. 
For example, the saddlepoint formulation may provide a long term  future for 4DVar 
by making it more parallelisable and weak constraint 4DVar may help to reduce some 
of the strong-constraint errors introduced by using a simplified, low resolution linear 
model (Fisher, 2011).
9.4.5 W eather warnings in developing countries
Although this research contributes towards improving weather forecasts, it does not 
address the need to provide accurate weather forecasts globally. Some countries, par­
ticularly in the developing world, do not have the facilities to provide accurate weather 
forecasts themselves.
Much evidence suggests tha t developing countries are more vulnerable than devel­
oped countries to the impacts of severe weather. During the past two Centuries, the 
greatest absolute and proportionate mortality rates from tropical cyclones have oc­
curred in developing countries of the Asia-Pacific region (Shultz et al,  2005). About 
42% of the fatalities over the last two Centuries have occurred in Bangladesh and about 
27% have occurred in India. Most of the deaths in these countries were caused by storm 
surges. The two most deadly tropical cyclones on record occurred in Bangladesh in 1970 
and 1991, killing at least 300,000 and 138,000 people respectively.
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The high mortality rates in developing countries can largely be attributed to the 
living conditions. These countries often have a large proportion of their population 
living in poverty. Many of the people living in poverty are also living in areas tha t are 
exposed to severe weather. For example, about 75% of Bangladesh lies at less than 
10m above sea level, where many of the people are working and living in areas tha t 
experience annual flooding, which can be extreme (JBIG, 2013). The situation is likely 
to be exacerbated by climate change.
Extreme weather can pose a significant threat to developed countries, but these 
countries have found ways to massively reduce the impacts, and are economically able 
to do so. For example, the United States is ranked first in terms of the number of 
tropical cyclone strikes. Yet no tropical cyclone has killed more than 1000 people in 
any developed country since 1959 (Shultz et al,  2005), except for Hurricane K atrina 
in 2005. This is partly related to the infrastructure in these countries, which is more 
resilient to the effects of extreme weather. It is also related to the weather warning 
systems in place, which allow people to prepare for the impacts of the weather event.
Some natural events, such as earthquakes, are not possible to predict early. In 
this case, the number of casualties in developed countries can also be very high. For 
example, the Tohoku earthquake and tsunami in Japan in 2011 killed at least 15,850 
people and caused over $200 billion worth of damage (NGDC, 2012).
There is evidence to suggest tha t the weather warning systems in developing coun­
tries are less effective than in developed countries. A tropical cyclone can cause loss 
of life both during and after the impact occurs. The impact phase is the period th a t 
the cyclone is affecting the area, while the post-impact phase is during the aftermath 
of the cyclone. The total number of fatalities is on average much higher in developing 
countries than in developed countries, as explained above. But the proportion of deaths 
tha t occur in the post-impact phase of a tropical cyclone compared with the impact 
phase, are higher in developed countries than in developing countries (Doocy et al,  
2013). This is evidence tha t the warning systems are better in developed countries, 
since many people are able to avoid the direct impacts of the tropical cyclone.
9.5 Further work
9.5.1 The outer loop
The toy model experiments demonstrated th a t 4DEnVar can be implemented with an 
outer loop. However, the outer loop failed to  converge (the analysis errors diverged) 
with a large number of iterations and even with a few iterations, the outer loop did not 
improve the analysis. It was hoped tha t the outer loop would reduce some of the strong- 
constraint errors introduced by the localization not moving with the flow. However,
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the outer loop did not correct these errors for this model regime and it is not clear 
why this is. Further experiments with single observations (similar to the experiments 
in this thesis in Chapter 7) may provide some evidence as to why the outer loop does 
not work. Also, the outer loop was not demonstrated using an ensemble of 4DEnVars, 
where the outer loop might improve the linearisation state itself (the linear combination 
of ensemble members). The outer loop has this additional benefit with 4DVar, since 
the model is re-linearized. In the experiments the outer loop had negligible influence 
on the 4DVar analysis, which was expected given the linear assumptions were accurate.
Preliminary experiments with the Lorenz 2005 model III using a highly nonlinear 
regime have similarly shown th a t the outer loop does not improve the 4DEnVar and 
4DVar analyses, although these experiments are not shown in this thesis. This is per­
haps more suprising for 4DVar, where it is expected tha t an outer loop should improve 
the analysis by re-linearizing the model trajectory. Tremolet (2008) demonstrated on 
the ECMWF operational 4DVar system at the time tha t if gravity waves propagate at 
different speeds in the inner and outer loops this can cause the outer loop to diverge. 
However, this issue was only relevant to their system when the inner and outer loop 
spatial/ temporal resolutions were different. When the resolutions were the same the 
cost functions converged. Therefore it is is difficult to link their results to these toy 
model experiments.
Since issues with convergence are at least partly related to gravity waves in the 
inner loop itself, Tremolet (2008) mentioned tha t it may be possible to  reduce these 
problems by improving the initialization of the 4DVar and 4DEnVar increments. Ini­
tialization is already done at operational centres such as the UKMO and ECMWF. The 
ECMW F/UKMO hybrid 4DVar methods are initialized using a Jc term  in the penalty 
function, which penalizes rapidly varying increments. The UKMO hybrid 4DEnVar 
method is initialized using the 4D I AU, which adds the increments gradually through 
the window, thus preventing the growth of internal gravity waves. These initialization 
methods can also be tested on toy models tha t support short-waves, such as the Lorenz 
Model III. There have been relatively few published toy model experiments demon­
strating the practical benefit of an outer loop for 4DVar with the presence of gravity 
waves. It would be interesting to run further toy model experiments to explore the 
benefit of an outer loop with both 4DVar and 4DEnVar.
It is questionable whether an outer loop should benefit the 4DVar analysis in NWP, 
since there is no theoretical justification tha t it will converge (G ratton et al,  2007). 
Even if it does converge, there is no theoretical justification tha t it should reach the 
global minimum of the cost function. Some leading operational centres run 4DVar 
without an outer loop, such as the UKMO (Clayton et al,  2012). NWP experiments 
a t ECMWF have demonstrated tha t the outer loop benefits 4DVar for a small number
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of iterations, but the analysis diverges with a large number of outer loop iterations 
(Tremolet, 2008). The outer loop also has many benefits other than re-linearizing the 
model trajectory. It also acts to pre-condition the cost function by increasing the 
resolution at each outer loop iteration (Tremolet, 2008). Most operational centres also 
use the outer loop to re-linearize the observation operator. This is done differently 
at the UKMO, where a nonlinear observation operator is allowed for when converting 
the increment to observation space. It would be interesting to know how much benefit 
the outer loop introduces to the analysis just from re-linearizing the model trajectory 
i.e. excluding the benefits from pre-conditioning and re-linearizing the observation 
operator. This would determine whether the theoretical reasoning for an outer loop is 
justified in NWP.
9.5.2 Comparing the average performance of 4DVar-Ben w ith  4DEn- 
Var
In the single observation experiments, it was not clear which method could represent the 
ensemble background-error covariance more accurately, either hybrid 4DVar or hybrid 
4DEnVar. This was investigated by comparing 4DEnVar with 4DVar-Ben. The next 
step is to compare 4DEnVar with 4DVar-Ben in a trial on the UKMO global model, 
since this will estimate the average global performance of the two methods (see Section 
7.8, page 135 for details). The results from this trial will help to determine the best 
way tha t the UKMO can improve P^.
9.5.3 Comparing regional performances of hybrid 4DVar and hybrid  
4DEnVar
In the original UKMO trials, hybrid 4DVar performed significantly better than hybrid 
4DEnVar in the Southern Hemisphere, but the two methods gave similar performance 
in the Northern Hemisphere. This may be related to  differences in the way the ob­
servations are spread over the assimilation window in these regions. The Northern 
Hemisphere has many radiosondes and surface observations, mostly at the same time 
tha t the weather forecasts are issued (0 UTC, 6 UTC, 12 UTC, 18 UTC). The Southern 
Hemisphere is dominated by satellite observations, which are evenly spread through the 
assimilation window. In the last 10 years the satellite observations have become more 
im portant in the Northern Hemisphere too, although there is still a difference between 
the two hemispheres. This would suggest th a t the time correlations of the 4D covariance 
are more im portant in the Southern Hemisphere, which is one possible explanation why 
hybrid 4DEnVar is less competitive in this region. This could be explored by running a 
trial comparing hybrid 4DVar with hybrid 4DEnVar, but without satellite observations.
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If the gap in performance between the two methods reduces significantly compared to 
the original trial, then it is clear tha t this explanation is valid.
9.5.4 W eather warnings in developing countries
Developing nations cannot afford to spend as much of their income on weather fore­
casting and warning systems as developed countries. This is one of the reasons why 
the World Meteorological Organization (WMO) has setup the Severe Weather Fore­
cast Demonstration Project (SWFDP). The main aim of the SWFDP is to improve 
the use of weather data by decision makers in developing countries (UKMO, 2010b). 
Having more accurate weather forecasts would give disaster managers more confidence 
to implement early warning systems.
The UKMO, US National Weather Service (NWS) and ECMWF all contribute to 
weather forecasts in the South Africa region. The weather forecasts are distributed 
to the individual National Meteorological Centres (NMCs) of each country in the re­
gion. The NMCs then produce weather warnings of their own, which are based on 
the information from these forecasts. For example, in February 2007, the NMC of 
Mozambique received a forecast from the UKMO of the arrival of Hurricane Favio, 
five days in advance of landfall. Communication methods such as newspapers, TV and 
radio were used to disseminate weather warnings related to Hurricane Favio to the 
general population of Mozambique. According to UKMO (2010b), this is believed to 
have significantly reduced the number of fatalities compared to the floods caused by 
a tropical cyclone in 2000. Other leading operational centres help in different regions 
of the world. For example. Météo France has a base on the island of La Réunion, in 
the Indian Ocean. Further work could demonstrate how projects like the SWFDP have 
reduced the impacts of extreme weather in the developing world.
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A ppendix A
M atrix 2-Norm
Information on the Matrix-2 norm can be found in Ralston and Rabinowitz (2001). 
The matrix norm induced by the euclidean vector norm is
||A ||2 =  max ||A x ||2 =  \ / \max  (9.1)
l|x||2 = l
where Xmax is the largest number A such tha t A*A — AX is singular.
Euclidean norm
Information on the Euclidean norm can be found in Ralston and Rabinowitz (2001).
The Euclidean norm of an n-dimensional vector is defined as:
ll^ ll — (^ 1 + "• + (9.2)
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A ppendix B
The Python script for the toy model experiments is written as follows;
# P y t h o n  s c r i p t  to c r e a t e  n a m e l i s t  and c a l l  F o r t r a n  
# e x e c u t a h l e  f i l e .  W r i t t e n  by David  F a i r b a i r n  and 
# S t e p h e n  Pr i n g  at  t he  Met  O f f i c e .
H 6r Gr 2 e g
im p o r t  numpy
im p o r t  c r e a t e . n a m e l i s t
im p o r t  os
im p o r t  s t r i n g
im p o r t  s h u t  il
im p o r t  p y l a b
fro m  p y l a b  im p o r t  l oa d
fro m  p y l a b  im p o r t  save
fro m  p y l a b  im p o r t  *
y  u r  2 a 6 Z e
v a r _ o b s _ e r r o r  = 0.1  # O b s e r v a t i o n  e r r o r
T r u t h _ d i m e n s i o n = 1 8 0  # T r u t h  model  d i m e n s i o n
Gl o b Lo c a l Le n g t h = 1 5 0  # L o c a l i z a t i o n  l e n g t h  s c a l e
uEns=9 #Number  o f  e n s emb l e  members
nEi gs=180  #Number  o f  e i g e n v a l u e s
nObs t ime=5 #Number  o f  t i m e s t e p s  w i t h  o b s e r v a t i o n s
n 0 b ssp a c e = 1 0 0  #Number  o f  o b s e r v a t i o n s  p e r  t i m e s t e p
E n s - M o d e l - d i m e n s i o n =180 ^ D i m e n s i o n  o f  e n s emb l e  DA
h=0 . 01  # T i m e s t e p  l e n g t h
n S t e p s = 5  #Number  o f  t i m e s t e p s  in a s s i m i l a t i o n  window
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s p i n _ u p _ l e n g t h  =  1000 #Number  o f  s p i n u p  windows  
t r i a l - l e n g t h  =3000 #Number  o f  t r i a l  windows  
f i x e d _ i n f l _ f a c t o r  = 1 .0  # F i x e d  c o v a r i a n c e  i n f l a t i o n  f a c t o r  
r e l a x - f a c t o r  =0 . 0  # R e l a x a t i o n  to p r i o r  f a c t o r
M o d e l - d i m e n s i o n =180 #Mode l  d i m e n s i o n
I n n e r - l o o p - d i m e n s i o n =180 # I n n e r  loop d i m e n s i o n  
s t a r t - i n d e x = 4  # T i m e s t e p  where a n a l y s i s  was g e n e r a t e d
c r e a t e - B = 0  # C r e a t e  B =1,  or not=0
Ensemble  m eth o d;!
#  1= Ensemble—Var—D E n k f , 2=Ensemble—Var w i t h  p e r t u r b e d  obs
#  3= S e r i a l  D En k f , 4= S e r i a l  EnSRF  
e n s e mb l e - me t  hod =  1
/ / / // /// /// /// // /// /m V ///// ///m W Choose I n f l a t i o n  ty p e!!!!!!!!!!!!!!!!!!!;!!!!!!!!;!!!!!!!!!
#  1= a d a p t i v e  m u l t i p l i c a t i v e  , 2= p e r f e c t  m u l t i p l i c a t i v e  ,
#  3 = f i x e d  m u l t i p l i c a t i v e  i n f l a t i o n
#  4 = R e l a x a t i o n  to p r i o r  
i n f l a t i o n - t y p e  =  1
# # # # # # # # # #
#  1 = .^D-Far—BDenA:/, 2 =  4D-Var—Bcl i m  
v a r i a t i o n a l - m e t  h o d  =  0
f/lffHH/f////HI/l//HI/^ e c to r s  o f  d i f f e r e n t  p a r a m e t e r s  to loop o v e r//////##  
o u t e r - l o o p - V e c t o r  =  [ 1 , 2 ]  #N um ber o f  o u t e r  l oops  
n O b s s p a c e - v e c t o r  =  [ 5 , 5 ]  #N um ber o f  o b s e r v a t i o n s  p e r  t i m e s t e p  
e n s e m b l e - v e c t o r  =  [5 ,5]
FILE =  o p e n ( ’/ h o m e / d f 0 0 0 4 8 / D e s k t o p / C o d e /  A n a l y s i s _ e r r o r s  . d a t  ’ , ”w” ) 
n a m e l i s t  =  [0 , 0 , 0 , 0 , 0 ]
//////////////## ////##D i r e c t o r i e s  f o r  f i l e  o u tp u ts# # ////////////////////////////////## #
s r c  =  ’/ h o m e / d f 0 0 0 4 8 / D e s k t o p / Code /  ’
d e s t =  ’ / h o m e / d f 0 0 0 4 8 / D e s k t o p / Code / Ens —V a r —5mem/ ’
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f o r  11 i n  x r a n g e  (0  , l en  ( e n s e m b l e . v e c t o r  ) ) : 
f o r  j j  i n  x r a n g e  (0  , l en  ( n O b s s p a c e . v e c t o r  ) ) : 
f o r  kk i n  x r a n g e  (0  , l en  ( o u t e r _ l o o p _ v e c t o r  ) )
nObss pac e  =  n O b s s p a c e _ v e c t o r  [ j j ] 
n _ o u t e r l o o p  =  o u t e r _ l o o p _ v e c t o r  [kk] 
nEns =  e n s e m b l e . v e c t o r  [ 11 ]
v e c t o r  =  [ 
v a r _ o b s _ e r r o r  ,
T r u t h - d i m e n s i o n  ,
Gl obLo c a l Le n g t h  , 
n E n s , 
nEigs  , 
nObs t ime  , 
nObsspace  ,
Ens_Mode l_d i mens ion  ,
h ,
n S t e p s ,
s p i n _ u p _ l e n g t h  , 
t r i a l - l e n g t h  , 
f i x e d _ i n f l _ f a c t o r  , 
r e l a x - f a c t o r  ,
Mode l - d i me n s i o n  ,
I n n e r - l o o p - d i m e n s i o n  , 
en s e mb l e - me t h o d  , 
i n f l a t i o n - t y p e  , 
v a r i a t i o n a l - m e t h o d  , 
s t a r t - i n d e x  , 
c r e a t e - B  , 
n - o u t e r l o o p
# # # / / # # #  Create f
c r e a t e - n a m e l i s t  . c r e a t e - f i l e  ( v e c t o r )  
s t r - l i s t  =[]
f o r  num i n  v e c t o r  [ 0 : ] : 
p r i n t  num
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s t r - l i s t  . a p p e n d ( ’ - ’+ s t r ( n u m ) )  
s t r - l i s t  [0 ] =  s t r  ( v e c t o r  [0 ] ) 
p r i n t  s t r - l i s t
n e w - s t r i n g  =  s t r i n g  . j o i n  ( s t r - l i s t  , ’ ’ )
# # # E x e c u t e  the  F o r t r a n  e x e c u t a b l e  u s in g  t he  n a m e l i s t  v a l u e s # #  
os . s ys t em ( s r c + ’c o d e /  ’+ ’a .  ou t  n a m e l i s t - v a l u e s  ’ )
i f  os . p a t h  . is  d i r  ( d e s t + n e w - s t r i n g  ) ;
p r i n t  ” D i r e c t o r y  ^ a l r e a d y  ^ e x i s t s ” 
e l s e  :
p r i n t  ” M a k i n g a ^ n e w ^ d i r e c t o r y ” 
os . mkdi r  ( d e s t + n e w - s t r i n g  ) 
s r c - f i l e s  =  o s . l i s t d i r (  s r c + ’ s c r i p t s / d a t a /  o u t p u t  ’ ) 
f o r  f i l c - u a m e  i n  s r c - f i l e s  : 
f u l l - f i l e - u a m e  =  \
os . p a t h  . j o i n ( s r c + ’ s c r i p t s /  d a t a /  o u t p u t  ’ , f i l e - n a m e  ) 
i f  (os  . p a t h  . i s f i l e  ( f u l l _ f i l e - n a m e  ) ) :
#Copy o u t p u t  f i l e s  f r o m  l a t e s t  run to new d i r e c t o r y  : 
s h u t i l  . copy ( f u l l - f i l e - n a m e  , d e s t + n e w - s t r i n g + ’/  ’ )
ou^ meoTi o n o fp s z s  e r r o r
d a t a  =  num py. l o a d t x t  \
( d e s t + n e w - s t r i n g - f  ’ /  A n a l E r r o r T r u t h - M o d e l R e s  . d a t  ’ ) 
m e a u - d a t a  =  mean ( d a t a )  
n a m e l i s t  [0] =  nObss pace
n a m e l i s t  [1] =  f i x e d - i n f l - f a c t o r  # G l o b L o c a l L e n g t h  
n a m e l i s t  [2] =  G l o b L o c a l L e n g t h  # d a t a - v e c t o r  [ j j  ] 
n a m e l i s t  [3] =  m e a n - d a t a  
s t r - n a m e l i s t  =  s t r  ( n a m e l i s t  ) [1 : — 1 ]
F IL E . w r i t e l i n e s (  s t r - n a m e l i s t )
F IL E . w r i t e l i n e s  ( ” \ n ” )
d e f  mean ( nums ) :
r e t u r n  f l o a t  (sum(Nums) ) /  le n  (Nums)
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