Computational models in biology encode molecular and cell biological processes. Many of them can be represented as biochemical reaction networks. Studying such networks, one is often interested in systems that share similar reactions and mechanisms. Typical goals are to understand the parts of a model, to identify reoccurring patterns, and to find biologically relevant motifs. The large number of models are available for such a search, but also the large size of models require automated methods.Specifically the generic problem of finding patterns in large networks is computationally hard. As a consequence, only partial solutions for a structural analysis of models exist.
Introduction
Modeling is an integral part of computational biology (Finkelstein et al., 2004) . Its increasing impact is reflected in the rapidly growing number and complexity of computational models (Henkel et al., 2010; Chelliah et al., 2014) . Furthermore, a large variety of software tools are available for simulation, analysis, visualization, or comparison of models Waltemath et al., 2016) . Research projects such as the Virtual Physiological Human (http://www.vph-noe.eu/) require techniques for model coupling, merging, and combination at different scales. Further computational support is needed for model curation, i. e., for validation and semantic annotation of models (Chelliah et al., 2014) . As models evolve over time, management strategies must be implemented to ensure model exchangeability, stability and result validity; and to foster communication between project partners (Bechhofer et al., 2013; Waltemath et al., 2013; Waltemath, 2015; Henkel et al., 2015) .
In the field of systems biology, models are published in open repositories such as BioModels (Li et al., 2010) , the CellML model repository (Yu et al., 2011) , or JWS Online (Olivier and Snoep, 2004) . These repositories provide access to curated and reusable models in standard format. Release 29 of BioModels, for example, contains 575 curated SBML models. These models encode biological processes that range from cell cycle processes to apoptosis Tyson and Novák (2010) : A gray circle in a motif indicates an interaction that may be either + or -. All white circles in a motif must have the same sign, either + or -, and they must be of opposite sign to any black circle in the same motif. We grouped this motifs by structure. For example, motifs 3-5 are grouped as they are all circles of two species and two reactions. An analogous group is built by motifs 9-12. The groups are depicted by alternating colors.
to mitogen-activated protein kinase and many more (Juty et al., 2015) . Two data formats to represent models are the Systems Biology Markup Language (SBML) (Hucka et al., 2010) and CellML (Lloyd et al., 2004) . Both encode the mathematics, network structure and dynamic behavior of models. In addition, semantic annotations to bio-ontologies enhance the description of the encoded biology (Courtot et al., 2011) , and simulation descriptions formalize the process of analyzing the model . Recently, the OMEX format was released as a standard to bundle all model-related files in a single archive (Bergmann et al., 2014) . As all published models follow the same, so-called COMBINE standards, model analysis tasks can be performed with interoperable tools. It is, for example, interesting to study models regarding function, structure and behavior (Knüpfer et al., 2013) ; regarding their temporal evolution (Scharm et al., 2015 ; or regarding their dynamics (Cooper et al., 2016) . To characterize models by their function, Tyson and Novák (2010) postulate common motifs in biochemical reaction networks. They define a motif as "simple pattern of activation and inhibition among a small number of interacting molecular species" (Tyson and Novák, 2010) . Figure 1 shows their suggested grouping of motifs.
It remains an open question how and how frequently these motifs are encoded in a model's biochemical reaction network. One prerequisite to using statistics on motis, and ultimately to conforming the postulations in the paper, is a suitable computational method for pattern discovery.
In this manuscript we first describe the nature and structure of our data set. We then evaluate general techniques for pattern discovery in SBML models with respect to the algorithms' applicability in this domain. Finally, we show that subgraph mining is a suitable method for pattern discovery. We conclude with examples of patterns found in Cell Cycle models from BioModels, we explain the revealed patterns, and we hypothesize how Tyson's motifs might be encoded in the models.
Motivation
Many of today's models reassemble large biochemical reaction networks.
These models are semi-automatically generated using data driven approaches, for example, to construct models from metabolic networks (Stanford et al., 2013; Smallbone et al., 2013) . Models are also developed to prove a theory or mathematical concept, for example to mathematically describe interactions between biological entities (Tyson, 1991) or generic oscillatory networks of transcriptional regulators (Elowitz and Leibler, 2000) . The following questions may arise in any of the procedures of generating a model:
• Which structures are frequently used to represent biochemical processes? • Does the network contain circles and how many?
• Can we find unique patterns for certain types of models (i.e. models derived from wet lab data or theoretical models encoding a postulated network to show a certain behavior)?
• Do models from different biological domains (e .g. cell cycle, apoptosis, transport, metabolism) share patterns?
• Can we find patterns that are structured like the motifs postulated by Tyson and Novák (2010) ? Do they occur rather frequently or occasionally?
The ability to retrieve such information in an automated manner enables new kinds of analysis. Current network analysis mostly focuses on network diameter and network efficiency (Zhang and Zhang, 2009 ), on the topological and dynamical properties that control the behavior of the network (Barabasi and Oltvai, 2004) , or on the degree of tolerance against errors in scale-free networks (Albert et al., 2000) . While these approaches provide key figure values for the network topology, they do not detect actual patterns. These substructures in networks are, however, necessary for modelers to determine reoccurring parts in models, or to characterize typical sub-modules. This knowledge can help to identify biological phenomena, for example, in model comparison tasks. We hypothesize that patterns can furthermore provide information on the modeling technique (theoretical, data driven, or hybrid). Another application is the clustering of a model set with regard to occurrences of certain patterns. Here, current approaches incorporate semantic annotation and meta-information (Schulz et al., 2011; Alm et al., 2014) . In the future, structural information may be used to improve the clustering. Ultimately it will be possible to calculate a similarity coefficient for models purely based on their network structure. Combined with already existing similarity measures based on semantic annotations (Henkel et al., 2010; Schulz et al., 2011) this will have an impact on the reuse and reproducibility of scientific modeling results (Bechhofer et al., 2013; Waltemath et al., 2013; Henkel et al., 2015) . The combination of semantic similarity and structural approaches with further improve the search for models that share similar structures, improve the mapping of similar models onto each other (Rosenke and Waltemath, 2014) , and lead to recommender systems that support the modeling process. However, to achieve the aforementioned benefits, it is essential to first identify the patterns used in biochemical reaction network models. Therefore, the network structure has to be regarded as a whole, rather than to treat it as a set of nodes and edges. Lakshmi and Meyyappan (2012) state that the simple pairwise comparison of nodes and edges within a network neglects its structure. They therefore suggest to respect the composition of network elements by viewing graphs as similar, if they share many common substructures. In other words, the problem of detecting structural similarities within the models is a frequent subgraph mining (FSM) task (Kuramochi and Karypis, 2001 ).
State of the art
Data mining -the extraction of implicit, nonobvious information from huge data sets -is of great interest in many scientific fields (Chen et al., 1996) . Frequent subgraph mining (FSM) is a research area of data mining, which focuses on frequent patterns in graph structures (Lakshmi and Meyyappan, 2012) . The method has its roots in the early 90's, when it had been used to examine the customers' buying behavior. Sales could be increased by detecting patterns in frequent combinations of bought products (Han et al., 2007) . Other approaches for identifying patterns in graphs are based on set-similarity (Ramon and Bruynooghe, 2001) , hypergraph analysis (Zass and Shashua, 2008) or require specific types of edges and vertices, e .g., the existence of taxonomic relationships (Melnik et al., 2002; Chirita et al., 2005) .
In this work we focus on graph based approaches only, because our models are represented by reaction networks. Graph based approaches for data mining are of ever-increasing interest. Graphs are a natural representation for complex semi-structured data and relations between the data (Washio and Motoda, 2003) . They are, among others, used to model social networks, XML documents or chemical compounds. Given a set of graphs, frequent subgraph mining is the problem to find those subgraphs within the graphs that pass a given frequency threshold (Keyvanpour and Azizani, 2012) . To decide whether a graph is embedded in another, FSM algorithms require subgraph isomorphism testing (Lakshmi and Meyyappan, 2012) . This is known as an NP-complete task (Keyvanpour and Azizani, 2012) . Thus, FSM techniques rely on prior knowledge, heuristics and further domaindependent strategies to improve the performance. A variety of FSM algorithms are already implemented (Kuramochi and Karypis, 2001 ). It should be noted that most FSM algorithms are domain-specific. For example, an FSM algorithm exists specifically for molecular databases with structures of atoms and bonds (Borgelt and Berthold, 2002) .
When choosing an appropriate algorithm for a problem, the characteristic aspects of the methods thus need to be evaluated. A main criteria is the type of input graph. Some algorithms take one large graph and find frequent subgraphs depending on the frequency within this graph. Other algorithms take a graph set as input and search for structures that occur in at least a certain number of graphs within the set.
Further distinguishing criteria include: the necessity of prior background knowledge, the need for exact or just approximate results as well as for completeness of the resulting pattern set, the available memory, and the possibility of user intervention (Keyvanpour and Azizani, 2012) .
FSM techniques have already been used in the domain of biology. The Kyoto Encyclopedia of Genes and Genomes (KEGG (Kanehisa et al., 2004) ), for example, is a pathway database that determines structural similarities of network components. Koyutürk et al. (2004) search for frequent subgraphs within a set of metabolic pathways in the KEGG database, where the pathways are represented as directed graphs. The search discovers common patterns of related enzyme interactions. In this application, the computational costs are reduced by exploiting the sparse nature of metabolic pathways and the unique node labeling. The authors state that their approach is also applicable to various other biological networks with minor modifications. In a similar work, Hattori et al. 
Data set
For our analysis, we incorporated all publicly available models from BioModels. The stored reaction networks are encoded in SBML. BioModels contains two types of models: curated and non-curated. We here choose only models from the curated branch as those models are ensured to accurately represent the approach described in the reference publication. Furthermore, curated models are syntactically and semantically validated and annotated with ontology terms according to the MIRIAM standard (Novere et al., 2005) . Specifically, we analyze SBML models from two different releases of BioModels. Release 1 (in the following referred to as R1) is the first release of the repository. It contains 30 curated models. Release 29 (in the following referred to as R29) is the Figure 2 : Distribution of species among models, how many models contain a certain number of species. Species are displayed on the x-axis and models on the y-axis, respectively. This figure is based on R29. latest release to date. It contains 575 curated models. We chose these two releases to represent the temporal evolution of BioModels.
SBML encodes biochemical reaction networks using species and reactions. A species participates in a reaction either as a modifier, product or reactant. As we apply an FSM algorithm for the subgraph analysis, we translate the biological reaction network into a graph representation using the MaSyMoS database (Henkel et al., 2015) . The MaSyMoS graph structure distinguishes two types of nodes (i. e.,labeled species and reaction) and three types of edges (labeled is reactant, has product, and is modifier).
We designed a multi-step workflow (see Methods for details) to retrieve the patterns and their frequencies per model set. First, we performed a key figure analysis to calculate the quantities of node types and edges in the networks (Figures 2 and 3 ). In our data set, 557 out of 575 models in R29 contain species definitions, and 499 models contain reactions. The remaining models only define species and rules, but do not form a network. The data set contains a total of 18852 reaction nodes and 16843 species nodes. Figure 2 shows the distribution of species across models in R29, and Figure 3 shows the distribution of reactions across models in the same data set. Data set R1 contains only 30 curated models (not displayed in the figure) . These models contain a total of 736 reactions and 425 species. The big difference in numbers between R1 and R29 are due to the rapid growth of models, as previously reported (Henkel et al., 2010) . We see that the majority of models contains less then 20 species and reactions. A noticeable accumulation of models can be found from three up to eleven species, while there are just a few models with more than 60 Species. For reactions, an accumulation of models that have three up to twelve reactions is stated. Furthermore, there are a few outliers with more than 100 Figure 3 : Distribution of reactions among models, how many models contain a certain number of reactions. Reactions are displayed on the x-axis and models on the y-axis, respectively. This figure is based on R29.
reactions and species. On average, a model has 30.2 species and 37.7 reactions. For R1 (results not displayed) a model has 14.6 species and 25.4 reactions on average. Figure 4 shows the distribution of reaction classes among the models for data set R29. We define a reaction class as the combination of a number of species (reactants, products and modifier) and a reaction. As the figure states, most reactions have two or three participating species. The most frequently encoded reaction class is a reaction having two species as reactants and one species as product (see Figure 4) . The second most frequently encoded class has one reaction with one species as reactant and one as product. Also notable are the reaction classes for seven and more participating species. We identified 136 different reaction classes.
Methods
Frequent Subgraph Mining (FSM) techniques are capable of detecting structural similarities of networks (Kuramochi and Karypis, 2001) . We use an FSM algorithm to extract information about common reaction schemes in networks of biological models. When choosing an appropriate FSM algorithm for our use case, the characteristic aspects of available algorithms need to be evaluated and matched to our data. One important characteristic of FSM algorithms is how the candidate generation method works. It mainly builds on four approaches -join, extension, inductive logic programming and replacing. On the one hand, when generating candidates with join, the algorithm starts with small frequent substructures and then merges them into bigger structures. Also, frequent substructures can be joined. On the other hand, when generating candidates with join, the algorithm starts with frequent nodes and iteratively adds one of each possible edges, while infrequent patterns often are pruned immediately and will not be observed for further extension. By using inductive logic programming, first order predicates represent the subgraphs. Keyvanpour and Azizani (2012) state that in the replacing strategy "after detecting the frequent subgraph in each stage, the detected subgraph is replaced by a node in the main graph and in the next stage, the mining process continues on a new graph obtained from graph replacing."
For our application domain, we decided to use gSpan, which is an extension based algorithm (Yan and Han, 2002) . GSpan takes a graph set, particularly the set of reaction networks, as its input. Subsequently, it produces all frequent connected subgraphs according to a given frequency threshold. While other algorithms supply only approximate results, gSpan fulfills our requirement for exact results. Furthermore, it combines candidate generation and frequency counting in one procedure. It thereby performs efficient pruning by using a unique minimum depth-first search code of the graphs and a lexicographic ordering on these codes. GSpan thus builds a search tree. As it uses the minimum depth-first search code of graphs as a canonical label, two graphs are isomorphic if and only if their code is identical. This fact transforms the task into a sequential pattern mining problem. It also avoids false positive pruning. Algorithms solving a sequential pattern mining problem are already at hand. Wörlein et al. (2005) evaluate and compare the performance of the subgraph miners MoFa, gSpan, FFSM and Gaston. For this purpose, Wörlein et al. (2005) developed a tool called the "Parallel and Sequential Mining Suite" (ParSeMiS). ParSeMiS is based on Java and implements algorithms such as gSpan, Gaston, and Dagma. In addition, Priyadarshini and Mishra (2010) described a detailed approach to graph mining using the gSpan algorithm. The above mentioned advantages of gSpan, such as the use of a canonical labeling, offer the opportunity to analyze the biochemical reaction networks described in the Data Set section.
For our analysis, we use the MaSyMoS graph database (Henkel et al., 2015) to store and access the networks in graph representation. The tool imports models from BioModels and converts each model into a graph representation. Inside MaSyMoS the encoded reaction networks are preserved. We first import all SBML models from BioModels' R1 and R29 into a MaSyMoS instance. Afterwards, we connect the database with the ParSeMiS tool. Finally, the gSpan algorithm is applied to retrieve common sub- graph patterns per model. The following workflow illustrates the procedure to get an appropriate input file for ParSeMiS and the post-processing to create image files of the retrieved patterns. First, we query MaSyMoS to get the existing reaction networks of all SBML models as jsonfile, for example by using the tool curl. 1 Irrelevant data, such as the http adresses, are deleted from the resulting json-file by using the tools awk and sed. As ParSeMiS requests a dot-file as input, we convert the json-file into dot-format using a PHP script. The result is one big graph with all nodes and edges that were contained in the json-file. Because the nodes from different models are unconnected, it is necessary to split the big graph into its unconnected subgraphs. This split is done using the tool ccomps. Afterwards, the file can be used as an input for ParSeMiS. 2 The output is a dot file, which contains all the patterns (subgraphs) fulfilling the given frequency threshold. One can add appearance properties to the found patterns by using the tool sed. Finally, csplit is used to split the file to several files containing one pattern 
Results
The aim of this work is to find common patterns in biochemical reaction networks. Using the aforementioned combination of tools and methods, we analyzed data sets R1 and R29 on a cluster node (180GB RAM, 16 Intel(R) Xeon(R) CPU X5650 @ 2.67GHz). For each NP-complete task, memory and CPU are the limiting constrains. Consequently, we could only identify the subset of patterns that are shared by at least a certain number of models. For data set R29, we were able to identify 37 patterns in total, with 350 being the lowest number of models that share a pattern. Identified patterns contain between one and six entities (species or reactions). The quest to identify patterns shared by less then 350 models was not successful due to memory limitations of the cluster. For the much smaller data set R1, however, we identified 190 pattern, containing between one and eleven entities. Here we were able to identify patterns shared by 20 of 30 models before limitations in memory prevented further calculations.
We observe that larger patterns are often composed of more common smaller ones. An example is the pattern shown in Figure 6 , which is contained twice in Figure 11 . In addition, the pattern shown in Figure 10 contains the pattern shown in Figure 7 . An- Figure 6 : The smallest biologically meaningful circle (2 species and 2 reactions). It is contained in 330 models of data set R29 and in 25 models of data set R1.
Figure 7: The displayed pattern was found in 436 models of data set R29 and 28 models of data set R1. It shows a species that takes a role as a reactant in two reactions and as a product in one reaction.
Figure 8: The displayed pattern was found in 390 models of data set R29 and in 26 models of data set R1. It shows a species that takes a role as a reactant in one reaction and as a product in two reactions. other observation is the successive extension of small patterns by an additional species or reaction. Figure 5 gives an example.
From the key figure analysis and the statistics shown in Figure 4 , we expected to retrieve patterns having one reaction and three species (participating as product, reactant or modifier). Surprisingly, our queries found that no such patterns are shared by at least 350 models in R29 and by at least 20 models in R1, respectively. We then queried our data for all possible combinations of three species and one reaction directly. The results are shown in Figure 12 . The specific combination of two reactants and one product only occurs in 314 models, despite being the most frequently encoded reaction class according to Figure 4 . Same holds for all other possible reaction classes with three species for R29 and R1, respectively.
Another interesting point is the usage of species as a modifier. Generally, species in R29 most often take part in a reaction as a modifier (33209 times), and less so as a product (23630) or reactant (25595).
However, only four out of 37 retrieved patterns (R29) contain species that act as a modifier. One of those four patterns is shown in Figure 9 . A further investigation reveals the unequal distribution of modifiers among the models. Ten models together count for 20620 modifier usages. Among those models are five derivations of the aforementioned semi-automatically created models by Smallbone et al. (2013) . Figure 1 shows the network motifs that were postulated by Tyson and Novák (2010) . These motifs contain circles and we expected to find similar patterns in our data set. Theoretically, a circle could be created with only one species and one reaction, if the species takes part as reactant and product. However, from a biological perspective, there is no point in encoding such a construct. The next highest number of entities necessary for creating a circle is four. Such a construct is biologically meaningful, for example, to encode the creation and degradation of a protein, or to encode direct positive or negative feedback loops. Motifs 3-5 in Figure 1 can be encoded with two species and two reactions. Our algorithm retrieves a pattern to represent this circle (shown in Figure 6 ). It occurs in 26 models of R1. However, we do not see this pattern in any of the 37 retrieved patterns of R29. A subsequent query for the exact pattern reveals that it is indeed only contained in 342 models. Motifs 9-12 would be encoded by three species and three reactions. Even though patterns with up to 11 entities were identified (Figure 10 ), no other circles were retrieved. We further investigate the distribution of reaction classes with 3 participating species per model (from R1 and R29). For each reaction class, the amount of models containing an reation class is given. In contrary to Figure 4 the reaction is not exclusive, i.e. more than 3 species can be part of a reaction but those are not displayed.
CONCLUSION
The increasing amount of published models and the growing size of encoded reaction networks demand methods to analyze models. In this paper, we propose to add a new type of analysis to the existing portfolio. We apply the gSpan algorithm to determine similar substructures in two data sets, R1 and R29, of BioModels. For R1, we retrieved 190 patterns (used in at least 20 of 30 models). For R29, we performed a key figure analysis first and then identified the retrieved 37 patterns (used in at least 350 of 575 models). We then studied and interpreted compliances and differences between the findings of the key figure analysis and the detected patterns. We conclude that a pure key figure analysis is not sufficient to characterize a set of biochemical reaction networks.
Obviously, we retrieved the expected patterns containing one, two or three entities (a single reaction, or a single species, or a combination of both). However, already patterns with four entities did not match our expectations. According to our key figure analysis (Figures 2-4) , one would expect to find patterns containing one reaction as a center node and three species taking roles as products, reactants or modifier. No such pattern was found to be encoded by at least 350 models. Instead, we retrieved patterns showing one species as a center node connected to three reactions (e. g. Figures 7 and 8) . As it is feasible to manually list and search for all possible combinations of one reaction connected to three participating species, we queried the database for those reaction classes. The results are shown in Figure 12 . Surprisingly, the reaction classes that were identified as most common during the key figure analysis are only contained in less than 314 models. Instead, patterns mostly describing chains, often containing a single branch, were retrieved by our pattern finding algorithm. Examples are depicted in Figure 7 and Figure 8 .
As aforementioned, we also expected patterns containing circles. However, we retrieved such patterns for R1 only. To investigate further, we subsequently queried R29 and searched for the simplest circle (depicted in Figure 6) . Surprisingly, the algorithm found more than 45,000 circles in R29. However, two models by Stanford et al. (2013) (generated semi-automatically) count for 10,000 circles each. Together with our observations regarding the usage of species as modifiers in reactions, we assume that semi-automatically generated and data driven models are distinguishable by structure. One example are the models constructed from metabolic networks Stanford et al., 2013) .
We motivated this work with the Tyson motifs and already explained our findings regarding circles (see Results). As we currently do not consider the intended semantics of reactions and species (i. e., provided by annotations), we cannot distinguish between certain motifs. For example, a pattern having a species as reactant, a reaction and a species as product could be corresponding to motif 1 or motif 2. Figure  13 shows examples of identified patterns that match the motifs postulated by Tyson and Novák (2010) . For example, motif 6 represents a simple pattern for signal transduction. It occurs in 27 of 30 models from R1 and in 406 of 575 models from R29. Interestingly, motifs 9-12, a circle with 6 entities, only occur in 11 models from R1 and in 195 models from R29, respectively. We did not find any patterns matching motifs 16-21. However, this is not surprising as those patterns are extended and derived from motifs 9-12. For motifs 13-15, we retrieved a matching pattern for R1, but none for R29. A small example model is depicted in Figure 14 . In addition, the patterns in Figure 13 provide the number of occurrences (instances) of each postulated motif (see again Figure 1 ) in R29. Most patterns in Figure 14 are immediately recognizable for the human eye. However, sometimes the visual representation does not reassemble the models' encoding, making it hard, or even impossible, to grasp submodules manually (Touré et al., 2016) . For example, in Figure 14 , all entities displayed as ∅ (empty set) are encoded as the same entity. This explains why the cylin produc- Figure 14 : This is a visual representation of one Cell Cycle Model from BioModels (Tyson1991 CellCycle 6var (Tyson, 1991) ). The Feedback Motifs (3-5) occur 3 times in this example model. In addition, we highlight all instances of these Feedback motifs in the Tyson model. Interestingly, the bio-synthesis and degradation also reassemble a feedback pattern because all ∅ (empty set) are, in fact, encoded as the same entity.
tion from ∅ and degradation into ∅ is detected as a feedback pattern. This also illustrates a shortcoming -we can only detect possible patterns but cannot reason if the detected pattern is of biological value for the model. Furthermore, the peculiarities of model encoding interfere with our pattern detection. For example, some SBML models contain species, but no reactions. We know that such models are solely encoded using the SBML rule element, parameters and triggers. This results in a kind of implicit reaction network not processable with our approach. Also, hybrid models are available, where one part of the network is modeled with species and reactions and another part is modeled using rules. Consequently, there might be a lot more patterns which we are not able to retrieve yet.
In the future, we would like to be able to better distinguish the Tyson motifs. For example, we need to incorporate information about the role of a reaction (e. g. promoter or inhibitor). The Systems Biology Ontology (SBO) (Juty and Le Novère, 2013 ) is an ontology representing mathematical concepts that are relevant for models. The use of annotations, specifically from SBO, will enable us to identify motifs more precisely. SBO provides terms for the functional role of a species or reaction. For example, a species that acts as a modifier can be annotated as "the modifying function is an inhibition of the reaction" (SBO:0000407). Most species and reactions in our data sets contain such annotations. Their consideration will also lower the computational costs for the search for sub-models, because valuable semantic knowledge can be incorporated to reduce the number of potential alignments. 
