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Windows provide occupants with daylight, direct sunlight, visual contact with the outside 
and a feeling of openness. Windows enable the use of daylighting rather than artificial 
lighting and offer occupants a pleasant outside view. Glazing may also cause a number of 
problems: excessive undesired heat gain in the cooling season and heat loss in winter due 
to its high U-value. An over-lit window surface can cause glare, which is another major 
complaint by occupants. Furthermore, cold or hot window surfaces induce asymmetric 
thermal radiation which can result in thermal discomfort. 
To reduce the potential problems of window systems, double skin facades and airflow 
window systems have been introduced in the 1970s. They typically contain interstitial 
louvers and ventilation openings that enforce different airflow regimes through the glass 
enclosed cavity in summer and winter. The current problem with double skin facades and 
airflow windows is that their operation requires adequate dynamic control to reach their 
expected performance. Many studies have recognized that only an optimal control of the 
louver angle and airflow regime enables these systems to truly act as active energy savers 
and indoor environment controllers. However, an adequate solution for this dynamic 
optimization problem has thus far not been developed. 
The primary objective of this study is to develop occupant responsive optimal control of 
smart facade systems. The control could be implemented as a smart controller that 
operates the motorized Venetian blind system and the opening ratio of ventilation 
openings. The objective of the control is to combine the benefits of large windows with 
low energy demands for heating and cooling, while keeping visual well-being and 
 
 xxii
thermal comfort at an optimal level. The control study uses a simulation model of smart 
facade systems with an embedded optimization routine that allows occupant interaction 
via the Web. An occupant can access the smart controller from a standard browser and 
choose a pre-defined mode (energy saving mode, visual comfort mode, thermal comfort 
mode, default mode, nighttime mode) or set a preferred mode (user-override mode) by 
moving preference sliders on the screen. 
The most prominent feature of these systems is the capability of dynamically reacting to 
the environmental input data through real-time optimization. The proposed occupant 
responsive optimal control of smart facade systems could provide a breakthrough in this 






1.1 Problem Statement and Objectives of Study 
Windows provide occupants with daylight, direct sunlight, visual contact with the outside 
and a feeling of openness.  Windows enable the use of daylighting rather than electric 
lighting, and offer occupants a pleasant outside view.  However, glazing may cause a 
number of problems: excessive undesired heat gain in the cooling season and heat loss in 
winter due to its high U-value.  An over-lit window surface can cause glare, which is a 
major complaint by occupants.  Furthermore, cold or hot window surfaces induce 
asymmetric thermal radiation which can result in thermal discomfort. 
To reduce the potential problems of window systems, double skin façades and airflow 
window systems have been introduced in the 1970s.  They typically contain interstitial 
louvers and ventilation openings that enforce different airflow regimes through the glass 
enclosed cavity in summer and winter. 
The current problem with double skin façades and airflow windows is that their operation 
requires adequate dynamic control to reach their expected performance.  Many studies 
have recognized that only an optimal control of the louver angle and airflow regime 
enables these systems to truly act as active energy savers and indoor environment 
controllers.  However, an adequate solution for this dynamic optimization problem has 
thus far not been developed (Brandle [1982], Rippati [1984], Mueller [1984], Wright 
[1986], Barakat [1987], Hayashi [1989], Cho [1995], Haddad [1998], van Paassen 
[2000], Saelens [2002]). 
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One recently reported control strategy that was applied to the Helicon building, a £28 
million project in London, designed by Ove Arup, is quite straightforward (CIBSE 1996).  
The applied control strategy has three case-based stages: 1) when the solar radiation 
incident on the façade reaches a threshold (150W/m2), the blinds are lowered to 
horizontal position or the zone temperature thermostat can close the blinds to minimize 
solar gain. 2) When space temperatures subsequently fall, zone control, on a floor-to-
floor basis, reverts to maximizing daylight and the tilt angle of the blinds is reduced. 3) 
the ventilation is triggered when the cavity air temperature reaches 28°C and higher.    
Presently, lack of such a dynamic control is because of the following challenges: 
 
First, an adequate control needs an underlying mathematical model to predict the 
response of a system.  But, the nature of the dynamics of these systems involves complex 
irregular 3D geometry where turbulent air flows and each solid and non-solid component 
is linked to other components by radiative and convective heat exchange, and thus it is 
not easy to accurately predict the response of a system in actual computations.  
 
Second, it is difficult to apply modern analytical optimal control theory such as 
Pontryagin’s Minimum Principle because of high nonlinearity of the physical 
mathematical representation of the system, complicated by the change of the airflow 
regime and thus of the mathematical representation.  In addition, the occupant’s 
intervention further complicates the application of the optimal control theory. 
 
Third, the systems are expected to reflect the multifaceted user preference such as energy 
savings, visual comfort and thermal comfort.  The determination of optimal control 
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actions synthesizing these three major system utilities is a complex tradeoff influenced by 
heating, cooling, and lighting loads, exterior and interior glazing temperature, outdoor 
and indoor air temperature, solar radiation, sky condition, personal preference, etc.  The 
above-mentioned set of state variables and parameters woven with the multifaceted 
quantitative and qualitative cost elements explain the difficulty to determine optimal 
control actions.  
 
To overcome these difficulties, so-called smart façade systems have been introduced as 
shown in Figure 1.1.  They have a smart controller that operates a motorized Venetian 
blind system and ventilation dampers, in order to combine the benefits of large windows 
with low energy demands for heating and cooling, while keeping visual well-being and 
thermal comfort at an optimal level.  Smart façade systems are embedded with a 
simulation model and an optimization routine, and are also occupant responsive via the 
Web.  An occupant can access the smart controller from a standard browser and choose a 
pre-defined mode (energy saving mode, visual comfort mode, thermal comfort mode, 
default mode, nighttime mode) or set a preferred mode (user-override mode) by moving 






Figure 1.1 Smart façade system installed in the College of Architecture building, Georgia 
Institute of Technology  
 
 
The primary objective of this study is to develop an occupant responsive optimal control 
of smart façade systems.  This occupant responsive optimal control takes into 
consideration energy savings, visual comfort and thermal comfort based on multiple 
control scenarios and user preference.  
The necessary pre-conditions to achieve this primary objective are to: 
 
• Develop an adequate lumped thermal model that is practical for real-time 
computations.  We are not per se looking for the most accurate model but for a 
reasonable model to be applied to optimal control.  
• Determine the dynamic relationship between the control variable (louver angle) 
and indoor daylit luminous distribution under different sky conditions.  










• Develop an occupant responsive optimal control strategy, which factors in the 
nonlinear behavior of the system and the multifaceted cost elements with user 
preference. 
• Develop a framework for occupant responsive optimal control of smart façade 
systems. 
• Examine how well smart façade systems can accommodate the user’s preference 
by considering multiple control scenarios. 
• Conduct a comparative study between smart façade systems and other window 
systems in order to investigate the contribution of the former to indoor 
environment in term of energy savings, visual comfort and thermal comfort.  The 
performance of these smart façade systems is also studied for two different 
climatic locations (Atlanta, GA and Chicago, IL). 
 
 
1.2 Research Methodology  
The development of occupant responsive optimal control of smart façade systems begins 
with an investigation of the following topics:  
 
1) Thermal modeling  
2) Daylighting modeling  
3) Implementation of optimal control 




1.2.1 Thermal modeling  
In order to describe the dynamics of smart façade systems, the following heat and mass 
transfer phenomena governing heat transport processes are studied:  
 
   1) Direct, diffuse and reflected solar radiation  
   2) Long wave radiation between surfaces 
   3) Convective heat transfer along exterior glazing, interior glazing, and louver  
   4) Air movement through inlet/outlet grilles and the cavity 
 
As briefly addressed in section 1.1, the complexity of the problem should be recognized.  
The smart façade system consists of an exterior glazing, an interior glazing, controllable 
airflow inlet/outlet dampers, and a controllable rotating louver in the cavity where 
turbulent air flows and transient convective, conductive and radiative heat transfer occurs 
in irregular 3D geometry with boundary conditions constituted by outside temperature 
and solar radiation, etc.  In addition, while actually simulating the dynamics of the 
system, adequate optimal control actions (rotation of louver angle or change of airflow 
regime) must be determined, effects of which are dynamically coupled with the dynamics 
of the system of a highly nonlinear nature.  
In order to describe the dynamics of the smart façade system solvable with reasonable 
efforts, the lumped physical model is developed and expressed as a set of simultaneous 
differential equations in the following state space form:  
 ( ) ( ), ,x A u t x b u t= +&  (1.1) 
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where x is the state vector consisting of the following four state variables (exterior 
glazing temperature, interior glazing temperature, cavity air temperature and louver slat 
temperature), A is the state matrix and b is the load vector.  The control variables u reside 
in the A matrix and b vector and consist of the louver angle and the airflow regime.  It 
should be noted that a room model is not part of the state space model, which means that 
the smart façade system is treated as a ‘local’ control problem, i.e., based purely on local 
state information.  The benefit of this is that the resulting façade component with its 
embedded control module can be part of any building model.  
 
1.2.2 Daylighting modeling  
The use of daylighting in buildings can become a major factor in the enhancement of 
indoor environmental quality and energy efficiency (Fanchiotti et al, 2001.)  Thus, 
daylight should be used at the maximum extent without hurting the occupants’ visual 
well-being.  
For daylight modeling in smart façade systems, a physically based simulation tool, called 
RADIANCE, is utilized.  This software program, which was developed by LBNL 
(Lawrence Berkeley National Laboratory), is considered one of the most sophisticated 
daylighting simulation tools.  This study relies on RADIANCE simulation output under 
different sky conditions in order to investigate the effect of louver angle on the indoor 
daylight distribution.  
The RADIANCE simulations are run for a selected prototypical office space that is 
enclosed by a smart façade system.  The prototypical office space measures 4m (width) 
by 6 m (depth) by 3m (height).  All photometric properties, such as reflectance of ceiling, 
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wall and floors are based on the IESNA (Illuminating Engineering Society of North 
America) recommendations for office building design.  
Due to the comparatively lengthy simulation time it takes for RADIANCE to generate the 
output data (the calculation time depends on the complexity of the simulation model and 
computing power.  For this study, it takes about several hours using Pentium IV 1.7GHz, 
512 RAM.) a set of pre-simulations is performed under CIE sky conditions (clear, 
intermediate, and overcast) for each hour.  Then, obtained results are analyzed and 
processed to generate a simpler algorithm to predict indoor daylight distribution.  Such 
algorithm is then employed in real-time computations related to optimal control actions.  
It should be noted that no electric lighting is considered, as the purpose of running 
RADIANCE is to investigate the indoor daylight distribution in relation to the louver 
angle and the sky conditions.  
 
1.2.3 Parameter estimation  
The parameter estimation is the process of determining the unknown parameters for a 
system which minimize the deviation between model output and measurement output.  
The unknown parameters in the lumped model include the convective heat transfer 
coefficients, the pressure drop coefficients, the flow coefficients, and the flow exponents 
for different airflow regimes.   
In this study, the MATLAB optimization routine ‘LSQNONLIN’ is used because it is 
specially designed to solve this kind of problems subject to inequality constraints, and to 
expeditiously generate a reliable estimate of the solution.   
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The parameter estimation processes were conducted in five separate steps according to 
the system settings (cavity close/open, change of airflow regime).  Based on the 
estimated parameters, the system model is validated with subsequently run experiments.   
 
1.2.4 Real-time online optimal control  
The overall performance of smart façade systems can be categorized into three elements, 
which account for three major system utilities: energy savings, visual comfort and 
thermal comfort.  Each of these utilities is expressed as a function of the observable states 
of the system, while obeying a set of additional constraints on the control variables.  The 
cost function is then formed as user preference-weighted sum of these three utilities. 
Minimizing the cost function leads to the constrained nonlinear optimization problem.   
As indicated before, due to high nonlinearity of the dynamics of the system and 
additional constraints on the control variables, it is difficult to solve this optimal control 
problem analytically.  Based on the state space model and the cost function, a numerical 
solution for optimal control can be effectively achieved by using the constrained 
nonlinear optimization routines provided by the MATLAB optimization toolbox, as 

























Figure 1.2 Occupant responsive optimal control strategy for smart façade systems 
 
1.2.5 Comparative studies  
The smart façade system, described above, is compared with a manually-controlled 
façade system and a conventional window system.   
The manually-controlled façade system has the identical specifications as smart façade 
systems except that the smart optimal control is replaced by manual control actions.  In 
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investigating the manually-controlled façade system, which is commonly employed in 
most buildings, there is no uniform pattern of the louver angle as deduced from Vine et al 
(1998).  Thus, each of the following louver angles, i.e., -60°, -30°, 0°, 30°, and 60°, is set 
for a full day.  Additionally, no ventilated airflow regime is assumed because users are 
not expected to manually open the inlet and outlet dampers with the full consideration of 
airflow regime’s beneficial influences.  
The conventional window system has 12mm exterior and 6mm interior clear glass 
separated by 12.7mm air space and indoor shading by Venetian blinds.   
For these comparative studies, the following metrics are selected: energy savings 
(transmitted solar radiation, long wave radiation, and convective heat transfer, heat 
transfer by airflow regime, and daylighting autonomy), visual comfort (illuminance at the 
work plane, luminance of window surface, uniformity), and thermal comfort (PMV).  A 
more detailed discussion follows in section 2.6. 
 
 
1.3 Organization of Dissertation  
Chapter I describes the problem statement and the objectives of this study.  The research 
methodology, including adopted hypothesis and assumptions, is also stated. 
Chapter II gives a summary of the literature review of research related to similar systems 
(thermal and daylighting modeling), visual and thermal comfort criteria, modern 
optimization techniques and comparative studies of window systems. 
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Chapter III focuses on the development of the thermal model for smart façade systems, 
taking into consideration solar radiation, convection and longwave radiation heat 
transport processes, and the modeling of the airflow regimes through the cavity. 
Chapter IV presents a daylighting simulation model, determination of visual comfort 
criteria, daylight simulations cases, and simulation results.  
Chapter V addresses the parameter estimation.  It includes the selection of unknown 
parameters, the experimental set-up, the design of experiments, the results of parameter 
estimation, and the validation of the calibrated model. 
Chapter VI gives details on the development of a user preference-weighted cost function 
accounting for three major system utilities (energy savings, visual comfort and thermal 
comfort) and on the determination of optimal control, using the MATLAB optimization 
routines to minimize the aggregated cost-function, and multiple control scenarios are also 
stated.  It also elaborates on the application of occupant responsive optimal control to the 
Smart Façade Demo Unit (SFDU) and the architecture of occupant responsive optimal 
control for the demo unit is presented. The optimal control simulation results are also 
addressed in this chapter.   
Chapter VII provides the results from the comparison of smart façade systems to a 
manually-controlled façade system and a conventional window system, and the benefits 
of optimal control are assessed.  For this comparative study, the employed performance 
indicators are also addressed.  In addition, to investigate the performance of smart façade 
systems in different climatic locations, the climates of Atlanta and Chicago, are chosen.  
Chapter VIII summarizes the findings and limitations of this study, and establishes the 
remaining future work.   
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2. LITERATURE REVIEW 
 
 
The literature review has been conducted to identify studies on the thermal and 
daylighting modeling of smart façade systems similar systems, as well as on the visual 
and thermal comfort criteria and optimal control systems.  A number of relevant 
comparative studies between various window systems have also been investigated.    
A review of airflow window systems and double-skinned systems, which are basic 
feature of smart façade systems, is provided in section 2.1.  Since the 1950’s onwards, 
research on daylighting propagation processes through complex glazing systems has been 
conducted in three different ways, e.g., theoretically, experimentally or numerically.  In 
section 2.2, a literature review on daylighting modeling pertinent to smart façade systems 
is discussed.  The quantitative assessment of visual and thermal comfort is introduced in 
sections 2.3 and 2.4, respectively.  As a preamble to obtain optimal control for these 
systems, research associated with optimization and modern control theories applied to 
building components is discussed in section 2.5.  Finally, comparative studies conducted 
on window systems are presented in section 2.6. 
 
 
2.1 Thermal modeling of smart façade systems and similar systems 
Through the years, there have been considerable efforts towards the development of 
energy-conscious buildings and many of those efforts were focused on advanced window 
systems.  Since the world oil crisis of 1973, the energy saving potentials of these systems 
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has resulted in many applications.  One of them is the airflow windows or double-skinned 
façades.   
Previous research on airflow window systems or double-skin façades has resulted in 
comparatively simple analytical studies due to highly nonlinear nature of the systems 
itself leading to the impracticability of any analytic approach (Brandle [1982], Rippati 
[1984], Mueller [1984], Wright [1986], Barakat [1987], Hayashi [1989], Robbins [1993], 
Cho [1995], Luecke [1995], Onur [1996], Haddad [1998, 1999], van Paassen [2000], 
Saelens [2002]).   
 
In 1987, Rheault et al (1987) developed a more comprehensive theoretical model for 
analyzing interstitial blinds.  Based on the assumption of a fictitious cavity bounded by 
adjacent louver surfaces and interior and exterior glazing, the direct and diffuse solar 
radiation, its reflections, and the longwave radiation were considered and the net 
radiation method was employed for the solution.  Finally, they proposed an hourly 
optimal louver angle that helps the room temperature to float within the limit or be close 
to the set-point temperature of 24.5°C, resulting in minimizing the auxiliary energy 
requirement in a room space.   
Based on the literature review, the specific differences between current window systems 
(airflow window system, or double-skin system) and smart façade systems in terms of 
features and advancement are as follows. 
 
• From ‘performance evaluation’ to ‘real-time optimization’: research done so far 
has attempted to investigate the thermal performance of these systems, i.e., trying 
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to find the equivalent U-values, the Shading Coefficients (SC), the System 
Efficiency Coefficients (η) and the amount of reduction of cooling and heating 
load as a measure of the system performance.  Optimization studies done so far 
(Rheault [1987], Cho [1995]) are quite straightforward, aiming to find the 
stationary louver angle over a time horizon (1hour, 1day) that minimizes energy 
consumption in a room space.  In this study, the proposed optimal control of smart 
façade systems dynamically reacts to the changing environmental input data, 
leading to real-time optimization.  
• From ‘theoretical model for performance analysis’ to ‘lumped and calibrated 
model for control purpose’:  to relieve the need for a highly accurate physical 
model for smart façade systems of high degree of nonlinearity, the parameter 
estimation technique is applied to the calibration of the system.  The lumped and 
calibrated model is meant not to be the most accurate physical model but to be a 
reasonable model for optimal control and performance study of the system.  
• From ‘single airflow regime mode’ to ‘multiple airflow regime modes’: compared 
to a single airflow regime mode in current systems, various airflow regime modes 
(inside circulation, outside circulation, diagonal airflow as shown in chapter 3) 
and their optimization are introduced in smart façade systems. 
 
 
2.2 Daylighting modeling of smart façade systems 
Since the 1950’s onwards, the theory of daylighting propagation through blind systems 
has been extensively studied.  Early studies (Parmelee et al [1952, 1953], Nicol [1966]) 
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have been focused on revealing parametric characteristics by using simple analytical 
methods.  
In the 1990s, due to the awareness of potential benefits of the blind systems in ‘smart’ 
façades and the implacability of complex theoretical models, many researchers shifted to 
experimental studies (DiBartolomeo [1996], Lee [1995, 1998], Breitenbach [2001)).  In 
works done by DiBartolomeo (1996) and Lee (1995, 1998), the lighting energy 
consumption and peak cooling load were measured according to the recorded sky 
conditions and stationary louver angles (set at 0°, 15°, and 45°).  A more comprehensive 
experimental study done by Breitenbach (2001) resulted in the establishment of luminous 
transmittance curves for a discrete set of azimuth angles and louver angles.  
These experimental studies were aimed to either generate a full set of data points or 
sometimes a simplified model (based on such a set), for incorporation into the thermal 
simulation programs.  What has been lacking thus far is a comprehensive procedure to 
determine quantitative and qualitative luminous characteristics of blind systems at any 
time in a given condition, e.g. luminous intensity distribution, total lumens entering the 
space, window surface luminance, total area of over-lit surface in the space, etc. 
More recently, owing to fast proliferation of computing power, physically-based 
programs (RADIANCE, LIGHTSCAPE) and computing-intensive techniques (ray 
tracing, radiosity) have been applied to simulate advanced daylighting systems such as 
blinds, prismatic reflectors, light selves and complex shaped internal spaces (Campbell 
[1997], Moeck [1998], Reinhart [2000, 2001], Inanici [2001]).  But, because of still 
prohibitively long simulation time, these techniques are not usually suited for 
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incorporation into on-line real-time optimal control systems that require instantaneous 
prediction of indoor daylight distribution. 
For these reasons, this study applies pre-simulations with RADIANCE for a typical, 
rectangular, office space that has a south facing smart façade, and results are 
consequently analyzed and processed to generate a simple algorithm to predict indoor 
daylight distribution.  It is then described how such an algorithm is employed in real-time 
computation for optimal control actions. 
 
 
2.3 Visual comfort criteria 
Visual performance is defined by the Illuminating Engineering Society of North America 
(IESNA) as the quantitative assessment of the performance of a visual task, taking into 
consideration speed and accuracy.  It is a measure of how well one can perform a visual 
task.  Visual performance primarily depends on the following qualitative and quantitative 




Table 2.1 Current visual comfort criteria  
  Recommended Values References  
General offices, 500 (lux)
Chartered Institute of Building Service 
Engineers (CIBSE), Code of Interior 
Lighting, 1997 
Performance of visual 
tasks of medium contrast 
or small size, 500-750-
1000 (lux)  
Illuminating Engineering Society of North 
America(IESNA) Lighting handbook, 
2000 Task Illuminance 
Tasks with medium 
visual requirements, e.g., 
medium machining, 
offices, control rooms 
300-500-750 
Commission Internationale de L’Eclairage 
(CIE), Guide on Interior electric lighting 
publication, CIE No 29/2 (TC 4.1), 1986 
Between windows and 
adjacent surfaces 40:1 
VELDS, M. (2000), Assessment of 
Lighting Quality in Office Rooms with 
Daylighting Systems, Ph.D. Dissertation, 
Technische Universiteit Delft. Luminance Ratio* 
Anywhere within the 
normal field of view 40:1 
Stein, B. et al, Mechanical and Electrical 
Equipment for Buildings, 9th Ed., John 
Wiley & Sons, Inc. 
Uniformity** 
For the whole room, the 
ratio of the minimum and 
average illuminance ≥0.8 
Commission Internationale de L’Eclairage 
(CIE), 1988, Publication No. 29.2, Guide 
on interior lighting 
CIBSE (Chartered Institution of Building 
Services Engineers), 1994 CIBSE Code 
for interior lighting, London, Great Britain
Daylighting 
glare index 
Just acceptable degree: 
DGI ≤  16 
Hopkinson, R. G., Glare from daylighting 
in buildings, Applied Ergonomics, Vol.3, 




VCP ≥  70 
Illuminating Engineering Society of North 
America(IESNA) Lighting handbook, 
2000 
*   The ratio between the minimum and maximum luminance within the field of view of 
the observer. 
** The ratio between the minimum and maximum illuminance or between the minimum 






Before attempting to use the above-mentioned criteria to the smart façade system, the 
following facts should be considered:  
• Luminance ratio: the way daylight impacts the louvers results in horizontal, dark 
and bright striped luminance distribution cast on the interior glazing of the façade.  
The configuration (shape, pattern, brightness) of these horizontal stripes varies 
with not only user’s eye position but also with all reflections, transmissions and 
absorptions induced by the louver slat angle.  With this in mind, the luminance 
ratio between the stripes, which varies in brightness, and adjacent surfaces (wall, 
ceiling, and floor) is difficult to assess.   
• Daylighting Glare Index (DGI): Since the daylighting glare index is obtained 
from experiments with uniform light sources, it is not yet clear whether DGI can 
be used to represent the degree of discomfort glare in situations with a non-
uniform luminance distribution on the window surface such as the case addressed 
here (Velds, 2001).   
• Visual Comfort Probability (VCP): Visual comfort probability has been 
developed for small electric light sources, thus not applicable to large windows. 
 
Following Moeck’s (1998) study, the averaged luminance of a window surface is 
proposed instead of the luminance ratio, daylighting glare index and visual comfort 
probability.  This is likely to be the most appropriate until general indices for glare 
sensation of this particular system are developed.  The luminance of window surface 
should be the underlying basis for daylighting glare computations.   
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Currently, there is no clear-cut standard for limiting the luminance on window surface but 
IESNA RP-1 1993 limits the luminance of any room surface to 850 cd/m2.  Assuming a 
perfectly diffuse surface with reflectance of 0.8, this means an illuminance of 3340 Lx.   
In this study, the value (850 cd/m2) suggested by IESNA is applied.    
In summary, the selected visual comfort criteria to describe the daylight quality and 
quantity for smart façade systems are as follows: 
 
• Daylit task illuminance at the work plane 
• Uniformity   
• Luminance of window surface   
 
Beside the above-mentioned three visual comfort criteria, the following two should also 
be of concern for daylighting optimization in smart façade systems.  
 
• Daylighting autonomy: the ability to illuminate the task with only daylighting 
• Outward visibility: direct view to the outside for a worker at his workstation  
 
By providing enough daylight for the perimeter zone, not only electric lighting but also 
cooling demand can be reduced. In this study, the daylighting autonomy is evaluated 
based on the daylight illuminance on the work plane at 3m distance from the window.  
The threshold value of illuminance can vary according to the task category.  In this study, 
500 lux is selected as recommended for general office work. 
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There is no general standard for outward visibility through the gap between louver slats.  
Usually, the slat width corresponds approximately to the slat distance such that it can 
perfectly exclude solar radiation when it is set at –90˚ or +90˚.  When the louver slat 
angle is ±45˚, it can totally block a horizontal view normal to the window surface.  In this 
study, ±45˚ is selected as the threshold value for viewing of the outside through the 
openings between the louver slats. 
Finally, direct sunlight may create visual and thermal discomfort if it hits the work plane 
or user.  To prevent the occurrence of such a situation, the cutoff angle is used as a 
constraint.  The cutoff angle is the limit angle under which direct solar radiation cannot 
directly pass between louver blades. 
 
 
2.4 Thermal comfort criteria 
For the thermal comfort criteria, the Predicted Mean Vote (PMV) model is chosen.  The 
PMV model is widely used and accepted for design and field assessment of comfort 
conditions.  The current international standard ISO-7730 (ISO 1984) is also based on the 
PMV model. 
The PMV model requires 6 input variables, i.e. air temperature, mean radiant 
temperature, relative humidity, air velocity, metabolic rate and clothing resistance.  For 
the thermal simulation of smart façade systems, the respective default values of relative 
humidity, air velocity, metabolic rate and clothing resistance, 50%, 0.1(m/s), 1.2 met1 
(70W/m2) and 0.722 (clo) are used.  The room air temperature is assumed to be constant 
                                                 
1 Office activities, seated, ASHRAE Handbook fundamentals, F.8.6, 1997 
2 Long-sleeve coveralls, T-shirts, ibid., F.8.8.  
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2.5 Optimal control of building systems  
Traditionally, building control systems have operated on the basis of a homeostatic short-
term feedback mechanism.  For example, thermostatic control of HVAC components 
involves typical operations (on/off, change in volume and/or temperature of 
heating/cooling media, etc.) that are essentially guided by temperature sensing in space 
(Mahdavi, 1997).   
Recently, more sophisticated control theories like optimal control theory have been 
studied on energy-related building components, such as HVAC systems (Braun [1988], 
Hokoi [1990], Zaheer-Uddin [1992], Knabe [1997], Bjorsell [1997], Wang [2000]), 
chillers (Ahn [1997]), cooling plants (Sud [1984], Lau [1985], Johnson [1985]) and 
thermal storage systems (Ren et al [1997], Jung [1999]).   
The optimal control minimizes the cost function over a time horizon.  The cost function is 
a measure of utilities established over a period of interest.  One of the difficulties in 
solving optimal control problems lies in minimizing the cost function.  Minimizing the 
cost function, depending on the complexity of the systems, usually leads to a constrained 
nonlinear programming expressed with a state space model with equality and inequality 
constraints on state or control variables.  
In solving optimal control problems, the following methods generally exist:  
                                                 




1) Exhaustive method: this is the most basic and computationally-expensive.  It searches 
all possible solutions to determine the minimum.  This method is only possible for a 
small size problem, as the number of possible solutions for most problems grows very 
large as the size of problem increases.  
2) Analytical method: this method uses theoretical mathematical equations.  Examples 
are the Pontryagin’s minimum principle, the Hamilton-Jacobi-Bellman equation and 
the Riccati equation, etc.  Those equations provide the solution to an optimal control 
problem for general nonlinear problems; however, it is in most cases impossible to 
solve analytically. 
3) Gradient-based method: this method finds the constrained minimum of a scalar 
function of several variables starting at an initial estimate based on the gradient of the 
cost function.  The gradient is the partial derivative of the cost function.  This method 
is generally referred to as constrained nonlinear optimization or nonlinear 
programming.  
4) Stochastic evolutionary search method: this method is based on unbiased random tries 
by 'individuals', not on logic as in regular algorithms.  The Genetic Algorithm (GA), 
one of the classic examples, performs a parallel, non-comprehensive random search 
for the global maximum.  Though the whole process is built on randomness, the effect 
is not.  Wang (2000) developed an optimization algorithm for VAV air-conditioning 
systems by using a genetic algorithm.  But, the genetic algorithm usually requires 
lengthy computation time. 
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5) Neural network method: neural network attempts to imitate the way a human brain 
works.  Rather than using a digital model, in which all computations manipulate zeros 
and ones, a neural network works by creating connections between processing 
elements, the computer equivalent of neurons.  Neural networks are particularly 
effective for predicting events when the networks have a large database of prior 
examples to draw on4.  Kreider et al (1995, 1997) applied neural network to predict 
energy use and HVAC system identification.  While considerable research has been 
done on using neural network algorithms for prediction problems, there has been very 
little work done on using neural nets such as Hopfield net for optimization problem in 
buildings.   
 
Apart from the aforementioned five methods, several simple attempts have been made in 
optimizing automated Venetian blind window systems (Rheault [1987, 1989, 1990, 
1994], Cho [1995]).  Rheault et al (1989) conducted a theoretical study on an automated 
Venetian blind window system, and suggested via experiments optimal louver angles 
(90° for summer, -52° for winter) that minimize the auxiliary energy requirements in the 
room space.  Cho et al (1995) developed an analytical model of a window system with 
Venetian blinds and validated it with published experimental data.  The validated model, 
which was incorporated into TRNSYS computer program, determined an optimal louver 
angle (60° for summer, -20° for winter) and color (white for summer and winter) that 
result in maximum energy savings for the buildings.  The resemblance between these 
studies is that the optimal angle is what minimizes energy use in a room space over a 
                                                 
4 http://www.webopedia.com/TERM/a/artificial_intelligence.html accessed June 2002 
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time horizon (1hour, 1day).  Such optimization studies allow neither the possibility for 
user intervention (rotation of louver angle, change of airflow regime) nor real-time 
optimization because of the open-ended approach (simply based on experiments or 
thermal simulation program results).  In addition, the proposed optimal louver angles are 
effective only to the experimental test room or the simulation model used in TRNSYS.  
These studies fall short in investigating the environmentally reacting, time-changing 
optimal louver angle and its effect on daylighting utilization and thermal comfort.   
 
In summary, various modern optimal control and optimization algorithms have been 
applied to building components.  Until now, no advanced optimal control has been 
developed for advanced window systems or similar systems.  It can be inferred that the 
lack of information on optimal control strategies for smart façade systems or similar 
systems results from the difficulty in describing the complex dynamics of the system and 
its high nonlinearity to which modern optimal control theories cannot be easily applied.  
As indicated above, the analytical method does not fit to our problem since the occupant 
responsive optimal control of smart façade systems is a highly nonlinear constrained 
problem.  Additionally, the computation time to reach the optimization solution should be 
fast enough, with the thermal inertia of the building systems considered.  The genetic 
algorithm is considered not appropriate because of lengthy computation time.  The neural 
network needs a large database of prior examples to base optimal control actions on.   
Reflecting on the nonlinearity of the system and the computation speed, a gradient-based 
method is considered practical and appropriate in developing occupant responsive 




2.6 Comparative performance studies  
Many studies on advanced window systems have been conducted so far in the attempt to 
save energy use in buildings.  The thermal performance of those advanced window 
systems is evaluated in four ways at large. 
At first, simple thermal properties such as the U-value (reflecting heat loss) and the 
Shading Coefficient (SC, reflecting heat gain) were used (Mueller [1984], Robinson 
[1993], Haddad [1998, 1999], Kimiko [1999], van Paassen [2000]).  The U-values are 
computed based on the average outdoor temperature and the total heat loss during night 
time when solar radiation effect is avoided.  In calculating SC, Kimiko (1999) used 
transmitted solar radiation based on the thermal equilibrium equations, and Robinson 
(1993) measured the heat flow under clear sky using the MoWiTT facility (Mobile 
Window Thermal Test Facility) built by Lawrence Berkeley Laboratory (LBL).  
Based on the obtained U-values and SC-values, Mueller (1984) compared various 
exhaust airflow windows, Robinson (1993) evaluated five glazing configurations (super 
glazing blinds closed, super glazing blinds open, super glazing blinds drawn, low-e 
coated panes, double-glazed), and Haddad (1998, 1999) attempted to estimate the 
monthly thermal performance among a conventional window, a supply-air window, and 
an exhaust-air window.  Kimiko (1999) compared a general type window with blinds 
inside, an airflow window, and a push pull window system.  
Secondly, the efficiency coefficients (η) are used (Onur [1996], Park [2002]).  These 
efficiency coefficients (η) were defined as the ratio of heat utilized in a desired way such 
as the reduction of heating and cooling load to total solar radiation incident on exterior 
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glazing.  Using the efficiency coefficient, Onur (1996) examined the performance of an 
airflow window system with vertical blinds by changing the louver angle and the cavity 
depth. 
Thirdly, the reduction of total heating and cooling load was compared between different 
window systems (Cho [1995], Luecke [1995]).  In comparing the load reduction by 
windows with and without Venetian blinds, Cho et al (1995) incorporated heat transfer 
calculations through windows having interstitial Venetian blinds into TRNSYS computer 
program and determined the optimal angle, an angle minimizing the energy use of a 
model building by incrementally changing the louver angle by 20°.  Luecke et al (1995) 
used MoWiTT to investigate energy savings over a day between windows with and 
without blinds for different orientations.  
Fourthly, investigated were heat fluxes on window systems, and other significant indices 
(Tanimoto [1997], Etzion [2000]).  Tanimoto et al (1997) analyzed two airflow window 
systems: a conventional one, and the other having an integrated roll screen.  He compared 
transmitted solar radiation, long wave radiation, and convective heat transfer.  Etzion 
(2000) compared a reference window (consisting of double-skinned polycarbonate sheet 
glazing, 12mm thick, and the sliding panes glazed with 4mm clear glass at the center) 
with a test window (consisting of two sheets of absorptive glazing and 10cm high 
openings at the top and bottom of the window assembly, allowing free movement of air 
through the gap between the two sheets of glazing) by examining the penetration of solar 
energy, black bulb temperature, illuminance levels, glazing temperature, convective heat 




In summary, for our comparative study, the U-value and the SC value are considered 
inappropriate because they vary with the control variables (louver angle and airflow 
regime) and other parameters (sun, wind, sky).  The concept of efficiency coefficient (η) 
is however useful in comparing the thermal performance of smart façade systems.  
Using the reduction of heating and cooling load of a building in comparing energy 
savings will limit its validity to a model building’s thermal characteristics. 
Based on the above discussion, the following metrics are proposed in this study: energy 
savings (transmitted solar radiation, intercepted solar radiation, convective heat transfer, 
heat transfer by airflow regime, efficiency coefficient), visual comfort (illuminance at the 
work plane, luminance of window surface, uniformity), and thermal comfort (PMV).  The 





3. MATHEMATICAL THERMAL MODEL 
 
 
The smart façade system consists of an exterior double glazing, an interior glazing, a 
cavity with controllable airflow inlet/outlet, and a controllable rotating louver in the 
cavity.  The development of a physical and mathematical model for this system requires 
an investigation of the following heat transport processes in 3D geometry:  
 
   1) Direct, diffuse and reflected solar radiation   
   2) Long wave radiation between surfaces 
   3) Convective heat transfer  
   4) Air movement through inlet/outlet and the cavity 
 
As mentioned in section 1.2, a lumped physical model which is crude but reasonable 
model for the dynamics and optimal control, is established as follows. 
By assuming heat transfer in the lateral direction to be negligible, the thermal behavior of 











Figure 3.1 Simplified description of the system 
 
Next, the exterior glazing temperature, the interior glazing temperature, the louver 
temperature, and the cavity air temperature are lumped in the vertical direction.  
Although this cannot render vertical temperature gradients due to stratification effects in 
the cavity, this vertically lumped temperatures will probably lead to little effect on 
representing the overall thermal characteristics of smart façade systems, and on 
determining optimal control actions.  This has, of course, to be substantiated by 
experiments.  
Additionally, all heat transfer coefficients shown in this chapter which will ultimately be 
replaced with the calibrated parameters after experiments, are based on the physical 
reasoning as described in sections 3.1~3.4.  
 




1) The room walls are assumed blackbodies at room air temperature whereas room air 
temperature is constantly maintained at 24°C.  
2) The surroundings – except sky- are also assumed blackbodies at outdoor air 
temperature in calculating long wave radiation between exterior glazing and 
surroundings. 
3) The material properties are independent of temperature in the range of interest to this 
study. 
4) The elements are all diffuse gray surfaces for long wave radiation analysis:  note that 
the glazing reflects in a specular fashion, and so the reflected portion of  direct 
radiation leaving the surface will not be diffuse.  However, within an enclosure there 
are usually extensive multiple reflections, and the directionality of each reflection 
loses its importance in contributing to the heat fluxes on the boundaries.  Hence the 
assumption of diffuse reflection is often satisfactory when the enclosure has multiple 
surfaces (Siegel, 1992).  For this study, the glazing properties are assumed to be 




3.1 Solar Radiation Analysis  
Solar radiation received by a surface consists of the direct radiation and the diffuse 
radiation from the sky and the ground.  The solar radiation is measured as shown in 
Figure 3.2 and calculated as follows: 
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D = Direct radiation from Sun
d = diffuse radiation from sky 
g = ground reflected radiation
(b) d + g(a) D + d + g 
Ring Shade
 
Figure 3.2 Pyranometer configuration 
 











 gr b skyI I I= −  (3.3) 
where DI is direct solar radiation, aI  is the sum of direct and diffuse from the sky and the 
ground, bI  is the diffuse from the sky and the ground, skyI is the diffuse radiation from the 
sky, r is the ground reflectance and grI is the diffuse radiation reflected from the ground.  
Both aI  and bI  are measured by the respective pyranometers shown in Figures 3.2 (a) and 
(b).    
 
3.1.1 Solar Characteristics of Glazing  
The transmittance ( Dτ ), the reflectance ( Dρ ) and the absorptance ( Dα ) of most 
transparent materials for the direct solar radiation is dependent on the solar incident angle 
(θ) and solar spectrum (λ).  Uncoated, clear glazing is only moderately spectrally 
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dependent.  Coated glazing such as low-e coating may be strongly dependent on the solar 
spectrum.  Additionally, the transmittance, the reflectance and the absorptance are 
incident-angle dependent and the equations for those values are described in Appendix A.   
The transmittance ( dτ ), the reflectance ( dρ ) and the absorptance ( dα ) for the sky diffuse 
radiation and ground reflected radiation that pass through a window can be calculated by 
integrating the transmitted radiation over all the angles.  However, the angular 
distribution of this radiation is generally unknown.  By defining an equivalent angle, the 
calculation can be simplified.  This equivalent angle is defined as an angle for direct solar 
radiation that gives the same transmittance as for diffuse radiation.  For a wide range of 
conditions encountered in solar applications, this equivalent angle is essentially 60°.  In 
other words, direct radiation incident at an angle of 60° has the same transmittance as 
isotropic diffuse radiation as shown in Table 3.1.   
 
Table 3.1 Transmittance and absorptance for the sky diffuse and ground reflected 
radiation 
 Exact equation Approximation 
Transmittance of 
diffuse and reflected radiation ( )2( ) 02 sin cosd r D d
π
τ τ θ θ θ θ= ∫  (60)Dτ  
Absorptance of 
diffuse and reflected radiation ( )2( ) 02 sin cosDd r d
π
αα θ θ θ θ= ∫  (60)Dα  
   * Subscript: D: Direct, d: diffuse, r: reflected 
 
In this study, those properties of clear and low-e glazing are provided by a glazing 




3.1.2 Permeability  
As illustrated in Figure 3.3, the solar radiation penetrating through the system can be 
reduced to a 2D geometry described by the slat width (SW), the slat distance (SD) and the 




The slat width (SW) corresponds approximately to the slat distance (SD) so that it can 
perfectly exclude solar radiation when it rotates to –90° or +90°.  Based on Figure 3.3, 
the permeability, p, is defined as the ratio between the unshaded area and the total area 
between the slats (Pfrommer, 1996) and can be expressed as:   




p ϕ β ϕ−
−
= = −  (3.4) 
where sh is the shaded area and β is the solar altitude.  A positive louver angle (degrees 
from horizontal) permits building occupants view of the sky, while a negative louver 
angle permits view of the ground.  p can be used to describe the amount of direct solar 
radiation reaching the interior glazing.  For example, the direct solar radiation reaching 
the interior glazing 3gI  is:  




where , 1D gτ  and , 2D gτ  is the transmittance of the outer and inner pane of exterior glazing 
for direct solar radiation, and DI  is the direct solar radiation incident on the exterior 
glazing.  
 
3.1.3 Single partially transmitting layer  
When a glazing is comparably thick to the radiation wavelength, there are multiple 
internal reflections within the glazing.  Thus, in order to determine overall properties of a 
glazing, the ray-tracing or the net-radiation method is usually employed (be noted that the 
properties of clear and low-e glazing provided by a manufacturer are not the overall 
properties of the glazing but the properties of the incident surface).  The result from the 
net-radiation method agrees, as it should, with that obtained by the ray-tracing method.  
In this study, the ray tracing method is used.   
The fraction of incident energy reflected by the window is the sum of the terms leaving 

































The fraction of energy absorbed is: 









If the reflectance at the incident surface and the opposite surface are not equal (for the 






























3.1.4 Multiple parallel layers of glazing and louvers  
The exterior double-pane glazing consists of clear glazing (outer) and low-e glazing 
(inner) with the air cavity of 12 mm thickness.  The interior glazing is clear low-e. Each 
glazing is numbered from outside to inside g1, g2, and g3 as shown in Figure 3.4.  
 
Low-e Coating
6mm Clear Low-e 
Glass (g3)
6mm Clear Low-e Glass (g2)










Figure 3.5 Multiple reflections between glazing and louver slats  
(The horizontal dimensions of the cavity are exaggerated for illustrative purpose.) 
 
As shown in Fig.3.5, since there are so many possible reflection paths, it might seem that 
ray tracing would be very complicated.  At first, the solar radiation absorbed by g1 was 
attempted as follows: 
 
1) Solar radiation absorbed by glazing 1 (g1): 1,g iR + 1,g iiR   
i. Absorbed direct and diffuse solar radiation: This is the sum of solar radiation 
(direct, diffuse [sky, ground]) absorbed by glazing 1: 
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 , 11, 1 1 1, 1 , , 1 ,D g Dg i g g gd g d sky d g d grR I A I A I Aα α α= + +  (3.11) 
ii. Absorbed direct and diffuse solar radiation by multiple reflections between 
glazing 1 (g1) and glazing 2 (g2): this is the sum of an infinite geometric 
progression series with the ratio of multiplication of two facing surfaces’ 
reflectance.   
 ( ), 1 , 1 , 2 1 1
, 1 , 2
, 1 , 1 , 2
1, , ,
, 1 , 21 1
D g D g D g
g g
D g D g
d g d g d g
Dg ii d sky d gr
d g d g
R I A I I A
rr





2) Solar radiation absorbed by glazing 2 (g2): 2,g iR + 2,g iiR + 2,g iiiR   
i. Absorbed direct and diffuse solar radiation: This is the sum of solar radiation 
(direct, diffuse [sky, ground]) absorbed by glazing 2.   
 , 2 , 1 22, 2 2, 2 , 1 , , 2 , 1 ,D g D g D gg i g gd g d g d sky d g d g d grR I A I A I Aα τ α τ α τ= + +  (3.13) 
ii. Absorbed direct and diffuse solar radiation by multiple reflections between 
glazing 1 (g1) and glazing 2 (g2): 
 ( ), 2 , 1 , 1 , 2
, 1 , 2
, 2 , 1 , 1 , 2
2, 2 2, ,
, 1 , 21 1
D g D g D g D g
D g D g
d g d g d g d g
Dg ii g gd sky d gr
d g d g
R I A I I A
r rr r





iii. Absorbed direct and diffuse solar radiation by multiple reflections between 
glazing 2 (g2), glazing 3 (g3) and louvers (l):  
 ( ), 2 , 1 , 2 , , 2
, 2 , , 2
, 2 , 1 , 2 , , 2
2, 2 2, ,
, 2 , , 21 1
D g D g D g e D g
D g e D g
d g d g d g e d g
Dg iii g gd sky d gr
d g e d g
R I A I I A
rr
r r r r
αα τ ττ τ
= + +
− −
 (3.15)  
where , , 2e D gr  and , , 2e d gr  are equivalent reflectances for multiple reflections of 
direct radiation and for multiple reflections of diffuse radiation between 
glazing 2, glazing 3 and louvers respectively.  They are defined as Equation 
(3.16) and (3.17).  The equivalent reflectance , , 2e D gr  accounts for what bounces 
back from the louver and glazing 3 to glazing 2, simply assumed to be 
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proportional to a sum of multiplication of the shape factor between surfaces 
and the reflectance of each surface.  Surely, this assumption, the reflected rays 
from surface i to j has a linear relationship with the shape factor from surface i 
to j, doesn't explain exactly the complex processes of directional reflections 
between curved louver slats and a glazing, but to some extent, this concept is 
practical and take into consideration the complex reflections.   
 , , 2 2, 3 , 3 2, ,e D g g g D g g l D lr F r F r= +  (3.16) 
 2, 3, , 2 , 3 2, ,g ge d g d g g l d lr F r F r= +  (3.17) 
3) Solar radiation absorbed by glazing 3 (g3): 3,g iR + 3,g iiR  
i. Absorbed direct and diffuse solar radiation: 
 , 3 , 1 , 2 33, 3, 3 , 1 , 2 4 ,
4 3, 2 , 1 , 2 ,
D g D g D g D gg i gd g d g d g sky d sky
gr gd g d g d g d gr
R pI A F I A
F I A





ii. Absorbed direct and diffuse solar radiation by multiple reflections between 
glazing 2 (g2), glazing 3  (g3) and louvers (l): 
 
( )
, 3 , 1 , 2 , 3 , , 3
, 3 , , 3
3, 3
, 3 , 1 , 2 , 3 , , 3
4 34 , ,
, 3 , , 3
1
1
D g D g D g D g e D g
D
D g e D g
g ii g
d g d g d g d g e d g
gr gsky d sky d gr


















where , , 3e D gr  and , , 3e d gr  are equivalent reflectances for multiple reflections of 
direct radiation and for multiple reflections of diffuse radiation between 
glazing 2 (g2), glazing 3 (g3) and louvers (l) respectively, defined as: 
 , , 3 3, 2 , 2 3, ,e D g g g D g g l D lr F r F r= +  (3.20) 
 3, 2, , 3 , 2 3, ,g ge d g d g g l d lr F r F r= +  (3.21) 
4) Solar radiation absorbed by louver slats: ,l iR + ,l iiR  
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i. Absorbed direct and diffuse solar radiation: 
 
( ) ( )
( )
, 2 3, 1 , 2 , , 1 , 2 ,
2 3, , 1 , 2 ,
, 1D l sky skyD g D g D l d l d g d g d sky l
gr grd l d g d g d gr l
l i p F FI A I A
F F I A







ii. Absorbed direct and diffuse solar radiation by multiple reflections between 
glazing 2 (g2), glazing 3 (g3) and louver slats (l): 
 
( )
( ) ( )( )
, , 1 , 2 , , ,
,
, , ,
, , 1 , 2 , , ,





D l D g D g D l e D l
ii l D l
D l e D l
d l d g d g d l e d l
sky sky gr grd sky d gr l
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where , ,e D lr and , ,e d lr  are equivalent reflectances for multiple reflections of 
direct radiation and for multiple reflections of diffuse radiation between 
glazing 2 (g2), glazing 3 (g3) and louvers respectively, defined as: 
 , 2 , 3, , , 2 , 3D g D ge D l l g l gr F r F r= +  (3.24) 
 , , , 2 , 2 , 3 , 3e d l l g d g l g d gr F r F r= +  (3.25) 
The calculation of the shape factor  is presented in Appendix B.  The numbered surfaces 
(i=1,2,3,4) in the subscript of the shape factor ,i jF  can be found in Figure B.1.  
 
 
3.2 Longwave Solar Radiation Analysis  
Distinction is made between longwave radiation in the cavity, and longwave radiation 
with the exterior surroundings (sky and grounds).  Specially, heat transfer by longwave 
radiation in the cavity is a mathematically complex problem due to its nonlinear behavior 
and inter-obstructed surfaces of glazing and louver slats.  The longwave radiation at 




3.2.1 Longwave radiation exchange at externally exposed glazing surfaces 
The net longwave radiation exchange at an exposed internal and external glazing surface 
is given as the difference between the emitted and received heat flux as follows: 
 ( )4 4e sq A T Tεσ= −  (3.26) 
where A is the surface area (m2), ε is the glazing surface emissivity, σ is the Stefan-
Boltzmann constant (5.67*10-8 W/m2K4), eT  is the equivalent temperature (K) and sT  is 
the absolute temperature of the surface (K).  For externally exposed glazing surface, 
eT can be expressed as: 
 4 4 4 4e gr gr sur sursky skyT F T F T F T= + +  (3.27) 
where skyF , grF  and surF are the view factors to the sky, ground and surroundings and skyT , 
grT  and surT  are the temperatures of the sky, ground and surroundings, respectively in 
degree K.  The sky temperature depends on atmospheric conditions, ranging from a low 
of 230K under a cold, clear sky to a high of approximately 285K under warm, cloudy 
conditions.  Berndahl and Martin (1984) formulated the following empirical equation for 
the United States.   
 ( )
1/ 420.711 0.0056 0.000073 0.013cos 15
sky a dp dp
T T T T t⎡ ⎤⎣ ⎦= + + +  (3.28) 
where aT  is the dry bulb temperature in K, dpT  is the dew point temperature in °C,  and t is 
the hour from midnight.   
Additionally, the ground temperature is based on the measurement by the thermocouples, 




3.2.2 Longwave radiation between internal surfaces  
If it is deemed acceptable to determine the flux exchange only on the basis of present 
time-row temperatures, then it is possible to establish a set of surface radiosity balance 
equations from which the net surface heat flux can be computed.  Consider the surface 
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where, , iR  is the radiosity of surface i (W/m
2), iρ  is the reflectivity of surface i and N is 
the total number of participating surfaces.  The calculation of the shape factors between 
internal surfaces is addressed in Appendix B.   
Given the radiosity of each surface, the net surface flux due to all surface interactions in 
the larger cavity (glazing 2, glazing 3, louvers) is given by:  
 4 (1 ) /i i i i i iq T Rε σ ρ ρ⎡ ⎤⎣ ⎦= − −  (3.30) 
Specially, the longwave radiation between outer (g1) and inner (g2) pane of exterior 
glazing can be expressed as:  
 


















3.3 Convective Heat Transfer Analysis  
The convective heat transfer is expressed as a multiplication of the convective heat 
transfer coefficient and temperature difference between a fluid and a solid surface.   
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Presented here are the theoretical mathematical models for the convective heat transports.  
The theoretical convective heat transfer coefficients shown in this section are empirically 
derived for general cases and thus, it has not shown that these coefficients can be used for 
the smart façade system.  Therefore, the following convective transfer coefficients should 
be regarded as literature values and will be compared with the calibrated parameters in 
chapter 5.  
 
3.3.1 Convection on the exterior surface  
The convective heat transfer at the exterior surface is a combination of natural convection 
and forced convection by the wind.  The convective heat flux 2/( )c W mq′′  between the 
outdoor air at temperature T∞  and exterior glazing at temperature 1gT  may be written as:  
 1( )c out gq h T T∞′′ = −  (3.32) 
where outh is the outdoor convective heat transfer coefficient.  Several authors (Ito et al 
1972; McAdams 1954; Sharples 1984; Loveday et al 1996) presented empirical 
correlations between the heat transfer coefficient and the wind speed.  McAdams 






⎡ ⎤⎛ ⎞+⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦
 (3.33) 
where a, b, n are empirical values as given in Table 3.2, and V is  the flow velocity (m/s).   
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Table 3.2 Empirical coefficients and exponents for Equation (3.33) (McAdams, 1954) 
v < 4.88 (m/s) 4.88 ≤ v < 30.48 (m/s) nature of 
surface a b n a b n 
smooth 0.99 0.21 1 0 0.50 0.78 
rough 1.09 0.23 1 0 0.53 0.78 
 
 
3.3.2 Convection on the interior surface  
Convective heat transfer inside a room is usually driven by natural convection mainly due 
to temperature difference between the interior glazing and room air.  It significantly 
depends on the direction of air flow (upward, downward), the inclination angle of a 
surface and the presence of a cooling or heating device.  Many empirical formulations 
can be found in the literature (Jacob 1949; Khalifa and Marshall 1990; Awbi and Hatton 
1999).  These correlations include the direction of heat flow and some characteristic 
dimensions.  Usually, these correlations for vertical plates in a laminar range can be 










where inh  is the indoor convective heat transfer coefficient, c is the correction factor, L is 
the characteristic length and T∆ is the temperature difference between the interior glazing 
and room air.  The constant c and the exponent n depend on the physical configuration 
and the nature of flow and are usually assessed from experimental observation or 




3.3.3 Convection in the cavity  
Convection in the cavity needs to be treated differently from the convections discussed 
above because it greatly depends on the change of airflow regime.  In other words, when 
outlet and inlet dampers are closed, the cavity is similar to an enclosed vertical 
rectangular cavity.  When outlet and inlet are open, the cavity is similar to parallel 
vertical plate channels with free convection.  Therefore, two cases are considered:  
 
CASE 1 (Inlet/outlet closed): For an enclosed vertical rectangular cavity with aspect 
ratios (cavity depth/cavity height) in the range of 10~40 (for this study, H/L=13), the 
following correlations have been proposed (Macgregor 1969):  
 ( ) 0.31/ 4 0.012 4 7L0.42 Pr / 10 Ra 10  L LNu Ra H L
−
= ≤ ≤⎡ ⎤⎣ ⎦  (3.35) 









where g is the gravitational acceleration, β is the volumetric thermal expansion 
coefficient, 1T  and 2T are the surface temperatures, L is the characteristic length, α is the 
thermal diffusivity and υ is the kinematic viscosity.  Hence, the average convective heat 




⋅  (3.37) 




CASE 2 (Inlet/outlet open): For symmetrical isothermal plates, Elenbass (1942) obtained 











L Ra S L
= − −
⎧ ⎫⎡ ⎤⎛ ⎞
⎨ ⎬⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦⎩ ⎭
 (3.38) 







∞−=  (3.39) 
where sT  is the surface temperature and T∞  is the air temperature.  Hence the average 




=  (3.40) 
The convective heat transfer between the cavity air and the louvers was modeled by 
assuming each of the slats to be a long horizontal cylinder in the ambient fluid except 
when they are at an angle of -90° or +90°, in which case the system has two long cavities.  
The correlation for Nusselt number for a wide range of Rayleigh number is as follows 
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⎡ ⎤⎪ ⎪⎣ ⎦⎩ ⎭
 (3.41) 








3.3.4 Convection in the cavity in double pane of exterior glazing  
Convection in the cavity (12.7mm thick) of double-pane needs a special treatment.  Fluid 
motion in such a thin cavity is characterized by a recirculating or cellular flow for which 
fluid ascends along the hot surface or descends along the cold surface.  For small 
Rayleigh numbers, 310LRa ≤ , the buoyancy-driven flow is weak and heat transfer is 
primarily by conduction across the fluid and recirculating cellular flow in the cavity.  
Hence, from Fourier’s law, the Nusselt number is Nu = 1 (Nusselt number of unity 
represents pure conduction).  With increasing Rayleigh number, the cellular flow 
intensifies and the cavity wall boundary layers eventually undergo transition to 
turbulence (Incropera 1996).   
Hollands et al (1976) give the relationship between the Nusselt number and Rayleigh 
number for tilt angles (τ) of surface position from 0˚ to 75˚ as: 
 ( )






++⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎛ ⎞⎢ ⎥ ⎢ ⎥⎜ ⎟⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎝ ⎠⎣ ⎦⎣ ⎦
= + − − + −  (3.43) 
The notation +⎡ ⎤⎣ ⎦ implies that if the quantity in brackets is negative, it must be set equal 
to zero.  For vertical surfaces, the data from Tabor (1958) approximates the 75˚ tilt data 
of Hollands et al (1976) adequately.  But, be noted that most of the experiments utilize a 
guarded hot-plate techniques that measures the heat transfer only at the center of the test 
region.  Consequently the end effects are largely excluded.  This must be compensated in 





3.4 Calculation of the Amount of Air Flowing Through the Cavity  
The physical model of smart façade systems requires that the amount of air flowing 
through the cavity be determined.  Ten possible air flow regimes have been selected, as 
illustrated in Figure 3.6.  Based on the characteristics of airflow regimes, two categories 
are identified:  a natural circulation group (Mode #1,2,3,4) and a diagonal airflow group 
(Mode #5,6,7,8).  In Modes #1~2 only the interior upper and lower dampers are opened 
(inside circulation) and in Modes #3~4 the exterior dampers only (outside circulation). 
For Modes #1~2, air circulating between the room and the cavity is driven by thermal 
buoyancy while in Mode #3~4, air circulation is driven by thermal buoyancy and wind 
pressure.  Modes #5~8 allow a diagonal airflow either from inside to outside or vice 
versa.  Modes #9 and #10 respectively represent the cases where the four dampers are 
open and closed.   
 
 
            (a) natural circulation                        (b) diagonal airflow               (c) others 
Figure 3.6 Ten possible airflow regimes (louver slats not drawn for clarity) 
 
3.4.1 Modeling of the natural circulation loop 
As indicated above, the natural circulation loop can also be subdivided into two types 
according to characteristics of the airflow.  One is an inside circulation driven by thermal 
buoyancy and the other is an outside circulation driven by thermal buoyancy and wind 
  mode #1   mode #2   mode #3   mode #4            mode #5   mode #6    mode #7   mode #8     mode #9   mode #10 
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pressure.  The former mainly causes upward flows while the latter may cause either 
upward or downward flows, depending on wind pressure and direction.   
 
3.4.1.1 Natural inside circulation 
The airflow regime in the natural inside circulation is governed by buoyancy flow 
(Anderson 1995; Hensen 2002; Saelens 2002).  For modeling the natural inside 
circulation, a conventional one-dimensional formulation utilizing momentum and energy 
conservation is used.  Except for air density (ρ), all other fluid properties are considered 
constant, which is justified for the small temperature variations here.  The air density (ρ) 
can be assumed linear in the range between -10˚C and 50˚C with an error smaller than 
1.5% as follows (Bejan 1993): 
 2.7567 0.0053Tρ = −  (3.44) 











Zvirin et al (1981) proposed the momentum equation for the loop with the natural inside 







dzρ ρ ρ= − − ∫  (3.45) 
where lρ  is the reference air density, a is the geometrical parameter, ( )/a ds A s= ∫ , s is 
the spatial coordinate around the loop, R is the total flow resistance parameter, Q is the 
volumetric flow rate, g is the gravitational acceleration and z is the vertical coordinate.  It 
should be noted that this momentum equation doesn’t consider resistance caused by the 
louvers, which will probably have very little effect on overall airflow in the cavity.  R is 






i jh i i j
kLfds
R f
DA D A A
≡ = +∑ ∑∫  (3.46) 
where if  is the friction coefficient, iL  is the loop length, ,h iD  is the hydraulic diameter, 
iA  is the cross-sectional area, jA  is the opening area, and jk  is the form losses in the 
various components of the system.  The left and right term in Equation (3.45) explains 
the friction loss and the form loss respectively.  For usual laminar flow, the friction 
coefficient if  is defined as (Incropera













=  (3.48) 
where Re
hD
 is the Reynolds number for airflow in a cavity, hD  is the hydraulic diameter, 
µ is the viscosity coefficient, and mu  is the average air velocity.   
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At steady state, the time dependent term disappears and Equation (3.45) reduces to: 
 21
2
l RQ g dzρ ρ= − ∫  (3.49) 
Combining Equation (3.45)-(3.48) as shown in Appendix C yields an algebraic equation 











where h is the vertical height of open area in meter, d is the depth of the cavity, g is the 
gravity acceleration in m/s2, L is the height of the cavity in meter, k is the form loss 
factor, T∞ is the indoor or outdoor air temperature in K, and Tca is the cavity air 
temperature in K.   
Air mass and volume flow rate can be obtained from Equation (3.48): 
 m c Qm u A ρρ= = &&  (3.51) 








=&  (3.52) 
Equation (3.50) and (3.51) indicate that the volumetric air flow rate is proportional to the 
square root of the air temperature difference between the cavity and the outside or inside 
air, proportional to the opening ratio, proportional to the height of the cavity, inversely 
proportional to the depth of the cavity and the form loss factor. 
 
3.4.1.2 Natural outside circulation 
The pressure difference between the upper and lower openings caused by the wind is a 
second cause of airflow.  As the wind forms a boundary layer over the ground surface, 
the wind velocity and hence the wind pressure at the upper openings is expected to be 
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higher than the wind pressure at the lower openings.  Thus, for wind flowing 
perpendicular to the façade, it is reasonable to expect downward airflow in the cavity.  
Consequently, the influence of the wind on the vertical pressure gradient is expected to 
be larger at higher distances from the ground level, resulting in much larger pressure 
difference on the façade of a high-rise building (Saelens 2002).   




Vp C ρ=  (3.53) 
where wP  is the wind surface pressure in Pa, ρ is the air density in kg/m3, V is the wind 
speed in m/s, and pC  is the wind surface pressure coefficient, dimensionless.  The values 
of pC  depend on wind direction, the influence of nearby objects and the system’ 
geometrical configuration.  Accurate determination of pC  can be obtained from wind 
tunnel tests of a specific site.   
Swami and Chandra (1988) generated a database of surface pressure coefficients from 
eight investigations of low-rise buildings and one of high-rise building.  The obtained 544 
average surface pressure coefficients were used to develop a relationship (with a 
correlation coefficient of 0.80) between wind incident angle, building side ratio, and 
average surface pressure coefficient as follows: 
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where a is the incident angle between wind direction and outward normal to wall in 
degrees, G is the natural log of ratio of width of wall to width of adjacent wall.  Note that 
at a wind direction angle of 70˚ (with G=0, the ratio is equal to 1), the pressure becomes 
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negative over the surface, and maximum suction (negative) pressure occurs for a = 90˚.  
This means that in certain cases, when wind blows from an angle less than 70˚, wind 
pressure possibly overweighs the pressure difference by buoyancy and reverses the air 
flow.  In this study, Equation (3.53) is used without modification.   
Considering the difficulty in characterizing the airflow through dampers, the following 
equation, commonly called the power law equation, is used.  It approximates the 
relationship between the volumetric air flow rate (Q) and the pressure difference ( P∆ ): 
 ( )nQ c p= ∆  (3.55) 
where c is the flow coefficient in m3/(s.Pan) and n is the flow exponent.  It should be 
noted that the values of c and n do not have a physical interpretation and are estimated in 











=  (3.56) 
where wu  is the average air velocity caused by wind pressure and cA  is the cross-
sectional area of the cavity.   
The next step is to combine the air flow rate caused by buoyancy ( bQ ) and by wind 
pressure ( wQ ).  A simpler model (Sherman 1992) suggested the following equation:  
 2 2wbQ Q Q= +  (3.57) 
Finally, based on the Equation (3.56), the air velocity caused by buoyancy and wind can 









 0 :  wind pressurizing the opening, causing reverse flow   
 :  upward buoyancy flow overweighs downward flow by wind 
         































 :  upward buoyancy flow is overweighed by downward flow by wind 
 0 :  wind sucking the cavity air, causing
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−+ = +=
(3.58) 
Equation (3.58) indicates that when pC >0, the wind blows towards the façade surface and 
possibly reverses the air flow direction in case the wind-driven downward airflow 
overweighs the buoyancy-driven upward airflow ( wbu u< ).  When pC <0, the pressure 
becomes negative and the wind increases the upward air flow.  Evidently, Equation (3.58) 
is based on the following reasonable assumption that the wind speed is zero at the ground 
surface and increases in the positive y (vertical) direction:  
 1 2 1 2  y y y yV V if y y= =≥ ≥  (3.59) 
 
3.4.2 Modeling of diagonal airflow  
The modeling of the diagonal airflow includes one more driving force besides buoyancy 
and wind: stack pressure difference caused by a pressurized/depressurized interior space.  
Modern office buildings have become air-tight and are usually pressurized in order to 
limit untreated outdoor air leaks into the building (infiltration) as a means of minimizing 
HVAC loads and related operating costs.  Figure 3.8 shows three driving forces in the 
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Figure 3.8 Pressures in the diagonal airflow (direction can change) 
 
Diagonal airflows involve one more driving force (stack pressure) and the characteristic 
of the cavity airflow involves one more zone, in sum, three zones: outdoor, cavity and 
room air.  Figure 3.9 illustrates the physical modeling approach of stack effect in the 
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Figure 3.9 Physical modeling of stack effect in the diagonal airflow: Case I in Figure 3.8 
 
Here, the total pressure difference ( P∆ ) caused by the temperature difference, wind and 
stack pressure is: 
 , , w Sb LM b MNP P P P P+ +∆ = +  (3.60) 
where ,b LMP  and ,b MNP  are the pressure difference due to temperature difference between 
outdoor (L) and cavity (M), and between cavity (M) and indoor (N), respectively.  
Temperature difference between indoors and outdoors causes density difference (and 
therefore pressure difference) that drives the airflow.  Using the nodal network method, 
those buoyancy pressure differences can be written as follows (Hensen 1991): 
 ( )( ) ( ) ( )1 2, 2 L M L M L Mb LM
g Z Z h hP ρ ρ ρ ρ⎡ ⎤⎣ ⎦+ − + − +=  (3.61) 
 ( )( ) ( ) ( )1 2, 2 M N M N M Nb MN
g Z Z h hP ρ ρ ρ ρ⎡ ⎤⎣ ⎦+ − + − +=  (3.62) 
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where Z is the mean height of the zone,  ρ  is air density, g is the gravitational 
acceleration.  Be noted that the vertically averaged temperature difference is more 
appropriate to use in Equations (3.61)-(3.62) rather than the localized temperature 
difference near the opening (Chastain et al 1989).   
As shown in Figure 3.9, the total buoyancy in the diagonal airflow is: 
 , ,b b LM b MNP P P+=  (3.63) 
According to the magnitude and sign of ,b LMP  and ,b MNP , the direction of buoyancy-
driven cavity flow may not always be upward.  In other words, in a very cold climate, it 
may occur that the buoyancy pressure difference between very cold outdoor and cavity 
( ,b LMP ) overweighs the upward airflow caused by the pressure difference between cavity 
and room ( ,b MNP )(Case II in Figure 3.8). 
Based on the p∆  obtained from Equation (3.60), the volumetric air flow Q can be 
approximated by the power law equation: 
 ( ) ( )nn w sbQ c p c P P P= += ∆ +  (3.64) 
Note that the (+) sign of pressures ( bP , wP , sP ) causes the air to flow from outside to 







c P P P= = + +  (3.65) 
The flow coefficient c and flow exponent n are unknown and thus are also estimated in 
chapter 5.   
The other diagonal airflow regimes depicted in Figure 3.6 can be solved in a similar way.   
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Note that air flow regime Mode #9 requires more complex modeling and significant 
information, which is inappropriate to be used in the lumped model approach. Therefore, 
Mode #9 will not be considered, but can be left as user-driven option.  
 
 
3.5 Energy Balance Equations  
The mathematical model is developed for the following six state variables, comprising 
the temperatures of: each glazing of the exterior double-pane, the cavity air within the 
double-pane, the larger cavity air, the louver slats, and the interior glazing (Figure 3.10).  






Figure 3.10 State variables 
 
It is assumed that the total radiation received by fictitious surfaces (1) and (4) (Appendix 
B) is directly transferred to the exterior glazing and the interior glazing.  The energy 
balance equation for each state variable is as follows: 
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2) For the inside clear low-e glazing of exterior double pane (g2):          
 
( ) ( )
( )
, 2 , 1 2
, 2 , 1 , 1 , 2
, 1 , 2
2
2





2 2, 2 , 1 , , 2 , 1 ,




D g D g D g
D g D g D g D g
D g D g
g
g




g gd g d g d sky d g d g d gr




























− − ( )
( ), 2 , 1 , 2 , , 2
, 2 , , 2
2, ,
, 1 , 2
, 2 , 1 , 2 , , 2
2 2, ,
, 2 , , 21 1
D g D g D g e D g
D g e D g
gd sky d gr
g d g
d g d g d g e d g
D g gd sky d gr
d g e d g
I I A
I A I I A
r
rr
r r r r





3) For the interior pane with single low-e glazing (g3):   
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5) For the cavity air 1 (ca,1): cavity in the double pane 
 ( ) ( ),1 1 ,1 2 ,1,1 ,1 ,1 1 1 2 1ca g ca g caca ca ca g ca g ca
dT
T T T Tc V A h A h
dt
ρ − −+=  (3.70) 
6) For the cavity air 2 (ca,2): larger cavity between g2 and g3 
 ( ) ( )
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3.6 Continuous and discrete state space equations  
Based on the physical model developed, the mathematical model is expressed in the 
continuous state space form:  
 ( ) ( ), ,x A u t x b u t= +&  (3.72) 
where x is the state vector consisting of six state variables, A is the state matrix, b is the 
load vector, and u represents the control variables.  The detailed continuous state space 
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It should be noted that a room or a building model is not part of the state space model, 
which means that the smart double-skin façade system is treated as a ‘local’ system, i.e., 
based purely on local state information.  The benefit of isolating the smart double-skin 
façade system from a room or a building model is that the resulting façade component 
with its embedded optimal control can be part of any building model.  If the smart façade 
systems need to be incorporated into a room or a building model, a set of differential 
equations for other states such as the floor, ceiling, and walls can be added to Equation 
(3.72) for a simultaneous solution.  
The control variables u reside in the A matrix and b vector and consist of the continuous 
louver angle, ϕ constrained between (–90°) and (90°), and the discrete airflow regimes as 
depicted in Figure 3.6.  
Note that the dependence of A on u results in a system that is nonlinear in u.  This is 
prohibitive to a numerical state space solution.  By converting the continuous state space 
(3.72) to a discrete state space, Equation (3.74), this nonlinearity disappears because 
1  k k ku constant for t t t += ≤ ≤ .  
 ( )( ) ( ) ( ) ( )1x k T G T x kT H T+ = +  (3.74) 
where ( ) ATG T e= , ( ) ( ) ( )1
0
 
T A ATH T e b d A e I bτ τ −= = −∫ , T is the sampling time and k is 





4. DAYLIGHTING SIMULATION  
 
 
As a part of the application of optimal control to smart façade systems with motorized 
louvers in the glass enclosed cavity, the focus in this chapter is on establishing the 
daylighting simulation model, calculating the visual comfort criteria, and on designing 
the daylighting simulation cases in order to generate indoor daylight predictors by 
establishing the relationship between louver angle, sky conditions and indoor daylight 
distribution.   
The selected prototype, representing a typical office space, is presented in section 4.1.   
As discussed in section 2.3, three selected visual comfort criteria, such as task 
illuminance at the work plane, uniformity and luminance of window surface, are 
determined as described in section 4.2.  
RADIANCE, a physically-based simulation, is the employed tool for daylighting 
simulations.  Section 4.3 describes the 526 RADIANCE daylighting simulation runs for 
three key seasonal times of Jun. 22nd, Sep. 22nd and Dec. 22nd under the CIE sky 
conditions: clear, intermediate and overcast.  The simulations are run at every hour with 
the louver slat set-up in increments of ±10˚ starting at the angle of the solar altitude.  
Furthermure, these incremented louver slat angles cannot exceed ±90˚. 
The daylighting simulation results are post-processed to be used as input for optimal 
control.  To obtain average illuminance, uniformity, luminance of window surface for 
any given condition, interpolations are then performed over discrete solar altitudes and 
louver slat angles.  This is addressed in section 4.5. 
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It should be noted that no electric lighting is considered in these simulations since this 
study is focused on investigating the indoor daylight distribution in relation to the control 
variable, i.e., louver angle, and the sky conditions.  In other words, an investigation of the 
combined installation of two separate lighting systems, i.e., electric lighting and 
daylighting, is not made.  However, these daylighting simulation results can be efficiently 
incorporated into the lighting control system (a simple dimming control, a photosensor-
based dimming control), which dims or increases the electric lights according to the 
available daylight.  
 
 
4.1 RADIANCE daylighting simulation model   
In order to keep the number of variables within bounds, the daylighting prediction model 
is developed for a specific reference office space and an attached reference façade 
system.  
The reference office used for daylighting simulations is shown in Figure 4.1: it is a 
rectangular space of 3m high, 4m wide and 6m deep.  The south facing smart façade unit 
is 2.8m high and 3.8m wide.  The window sill is 0.2m.  The reflectance of ceiling, wall, 
floor and exterior ground is 0.8, 0.5, 0.2, and 0.2, respectively.  These reflectance values 
are generally accepted, as recommended by IESNA (2001) for office design.  
The Smart Façade Demo Unit (SFDU) installed at Georgia Tech (Figure 1.1) is selected 
as a reference system.  The Unit consists of an exterior glazing, an interior low-e glazing, 
a motorized rotating louver, an air cavity, and electronically controlled ventilation 




Figure 4.1 Daylighting simulation model 
 
 
4.2 Determination of visual comfort criteria  
Following are the proposed visual comfort criteria to describe the daylight quality and 
quantity for smart façade systems, as discussed in section 2.3. 
 
• Daylit task illuminance on the work plane 
• Uniformity  
• Luminance of window surface   
 
Daylit task illuminance at the work plane: A total of 11 virtual illuminance sensors are 
located at the centerline of the space to determine the task illuminance on the work plane.  
The 11 points are located at 0.7m above the floor and spaced at 0.5m interval starting 
from the inner surface of the interior glazing as shown in Figure 4.2.  The calculated 














Uniformity: Once the illuminance is calculated, the uniformity is determined.  The 
uniformity U can be defined as the ratio of the minimum and average illuminance as 






=  (4.2) 
 
 
Figure 4.2 Determination of task illuminance and uniformity on the work plane 
 
 
The window luminance, taken as the underlying basis of glare sensation, depends on a 
user’s viewing direction and position.  Three typical viewing cases exist: 
 
• Case 1: Looking directly at a window, in a standing position 
• Case 2: Looking directly at a window, in a seated position 




Looking directly at a window in standing position is the worst case for glare sensation.  
Looking directly at the aperture while seated provides information about the typical glare 
to expect in a room.  Looking at the task while seated occurs usually with a narrow field 
of view, leading to very little possibility of glare sensation (Robbins 1986).  For this 
study, Case 1, the worst case, is chosen.   
The window luminance values are determined from 9 different positions within the room, 
as shown in Figure 4.3(a).  For each position, luminance values at 99 (11 by 9) points on 
the window surface are calculated.  The points on the window are spaced at 0.3m interval 
vertically and horizontally, as shown in Figure 4.3 (a) and (b).  For practical purposes, a 







































   
(c) Axonometric 
 




4.3 Design of daylighting simulations  
Daylighting simulation cases are made for three key seasonal days of the year: Jun. 22nd, 
Sep. 22nd and Dec. 22nd, whereas for each day the following CIE sky conditions are 
selected: clear, intermediate, and overcast. 
Under clear and intermediate sky conditions, 436 daylighting simulation cases are 
conducted as shown in Table E.1 in Appendix E.  As previously indicated, the louver 
angle changes in 10° intervals from the solar altitude (β) like β, β±10°, β±20°, and so on.  
The selection of simulation cases is decided to avoid redundancy.  For example, the 
simulation cases after 1p.m. are eliminated since the 10 a.m. and 2 p.m. local times are 
close mirror reflections of each other for the south facing smart facade unit.  The 12 p.m. 
time is also omitted because solar altitude at that time is not much different from that at 
11 a.m. or 1p.m.   
Under overcast sky conditions, only 90 cases are simulated at 10:00 a.m. and 12:00 p.m. 
by incrementing the louver angle 10° intervals (Table E.1 in Appendix E).  
Finally, a total of 526 (436 + 90) daylighting simulation results are then interpolated to 
generate a smplified predictor to be embedded in real time optimal control as described in 
section 4.5.  
In order to simulate 526 cases, the computing time must be considered.  The RADIANCE 
simulation time depends on the setting of the parameters controlling the calculation.  The 
determination of the setting is a trade-off between the accuracy level and calculation 
speed and requires distinguishing between absolute accuracy and useful accuracy5.  Thus, 
                                                 
5 This is not the same as turning up the simulation parameters to excessive values (which 
is indeed often a waste of CPU time). 
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before simulating 526 cases, test-runs are done by using four plausible settings with 
Pentium IV 1.6 GHz 512M RAM as follows: 
 
 Setting I : -ab 2 -ad 2048 -as 1024 -ar 1000 -ds .2 
 Setting II : -ab 1 -ad 512   -as 256   -ar 300   -ds .2 
 Setting III : -ab 2 -ad 1024 -as 512   -ar 1000 -ds .2 
 Setting IV : -ab 2 -ad 512   -as 256   -ar 500   -ds .2 
 
Each parameter is described in Table 4.1.  Setting I is the most accurate case, rendering 
highest quality with most lengthy simulation time.   
 
Table 4.1 Parameter description 
Parameter Description 
ab n 
This sets the number of ambient bounces to n.  For the majority 
of scenes, setting ab 2 is usually sufficient for most of the 
diffuse light transfer to a window 
ad n 
This sets the number of ambient divisions to n, which is n 
initial samples are sent out over the divided (stratified) 
hemisphere.  Increasing this value improves accuracy of the 
calculated indirect irradiances and is necessary in a scene with 
a lot of brightness variation.  The error in the Monte Carlo 
calculation of indirect illuminance will be inversely 
proportional to the square root of this number. 
as n 
This sets the number of ambient super samples to n.  This is the 
number of extra rays that will be used to sample areas in the 
divided hemisphere that appear to have high variance. 
ar n 
This sets the ambient resolution to n.  This setting is akin to a 
universal grid resolution in a more conventional radiosity 
calculation. 





The calculation time for each setting (I, II, III, IV) is recorded and the result of test-runs 
is tabulated as shown in Table 4.2.  By comparing the simulation result and computation 
time between each setting, Setting IV is chosen for this study because it is relatively 




Table 4.2 Sample test run of window luminance calculation 















- Setting I 
Setting III 
- Setting I 
Setting IV 
- Setting I 
1 3489.7 3076.3 3489.0 3492.3 -413.4 0.6 -2.6 
2 3506.5 3084.5 3507.3 3509.6 -422.0 -0.8 -3.2 
3 3511.7 3086.8 3510.0 3515.5 -424.9 1.8 -3.8 
4 3504.4 3082.3 3504.6 3509.3 -422.0 -0.2 -4.9 
5 3489.0 3062.7 3489.2 3489.6 -426.4 -0.1 -0.5 
6 3462.3 3040.6 3463.7 3464.8 -421.7 -1.3 -2.5 
7 3425.0 3009.2 3426.1 3427.2 -415.8 -1.1 -2.2 
8 3377.1 2964.2 3376.5 3377.0 -412.9 0.5 0.1 
9 3317.0 2912.3 3316.8 3316.2 -404.8 0.3 0.8 
10 3242.6 2851.8 3240.9 3243.2 -390.8 1.7 -0.7 
11 3163.8 2788.8 3163.5 3163.9 -375.0 0.3 -0.1 
12 1459.1 1425.0 1460.2 1458.2 -34.2 -1.0 0.9 
13 1458.4 1422.8 1458.9 1455.4 -35.5 -0.5 2.9 
14 1458.4 1426.7 1459.6 1457.9 -31.6 -1.2 0.5 
15 1458.3 1425.5 1461.4 1458.1 -32.8 -3.1 0.2 
16 1460.8 1425.1 1462.0 1458.5 -35.8 -1.2 2.3 
17 1468.9 1428.3 1467.5 1466.2 -40.6 1.4 2.7 
18 1480.3 1439.3 1481.9 1480.4 -40.9 -1.6 -0.1 
19 1499.3 1455.4 1499.9 1499.8 -43.9 -0.6 -0.5 
20 1309.7 1258.7 1309.6 1308.4 -51.0 0.1 1.3 
21 1337.1 1279.6 1335.1 1337.6 -57.5 2.0 -0.5 
22 1032.2 987.4 1030.1 1033.9 -44.8 2.0 -1.7 
23 3611.7 3203.5 3602.1 3597.1 -408.2 9.6 14.6 
24 3600.3 3186.6 3591.5 3584.1 -413.6 8.8 16.1 
25 3599.7 3189.4 3590.1 3582.5 -410.4 9.7 17.3 
26 3594.4 3183.0 3586.3 3578.7 -411.4 8.1 15.7 
27 3579.3 3170.5 3574.9 3564.3 -408.8 4.4 15.0 
28 3556.0 3148.9 3549.6 3539.3 -407.1 6.4 16.7 
29 3516.9 3117.9 3510.4 3503.2 -399.0 6.5 13.7 
30 3496.8 3098.7 3490.9 3486.6 -398.1 5.9 10.2 
31 3448.3 3054.3 3441.5 3438.6 -393.9 6.8 9.7 
32 3385.7 2998.2 3379.8 3374.4 -387.5 6.0 11.3 
33 3304.3 2934.7 3301.5 3300.4 -369.5 2.7 3.8 
34 1174.4 1167.6 1181.9 1172.4 -6.8 -7.5 2.0 
35 1227.2 1217.3 1225.5 1224.6 -9.9 1.7 2.6 
36 1222.6 1215.0 1221.3 1223.7 -7.6 1.2 -1.1 
37 1220.7 1211.9 1220.6 1219.6 -8.7 0.1 1.1 
38 1067.2 1060.5 1066.7 1065.2 -6.7 0.5 2.0 
39 1089.2 1067.7 1094.7 1077.2 -21.5 -5.5 12.0 
40 1076.9 1067.2 1084.6 1082.5 -9.7 -7.7 -5.7 





(b) Comparison of predicted simulation time for 526 cases 
 Setting I Setting II Setting III Setting IV 
hours (days) 2,586 (107.8) 298 (12.4) 1,008 (42.0) 456 (19.0) 
 
 
4.4 RADIANCE simulation results  
With the simulation parameter settings described in section 4.4, a total of 526 simulations 
are run.  Table E.1 (Appendix E) shows results from 526 daylighting simulations cases.    
Figure 4.4 shows the 526 RADIANCE simulation results.  A strong dependency of 
illuminance, uniformity, luminance and illuminance at y=3m (daylighting autonomy) on 
the louver slat angle is shown in Figure 4.4. 
The simulation results under clear sky are from SimID=1 to SimID=218 (1-61 in winter, 
61-139 in fall, 140-218 in summer).  Under clear sky, the maximum average illuminance 
and luminance are 11,507 (Lx) and 2,162 (cd/m2).  The interior illuminance under clear 
sky is highest when the louver slat angle is equal to the solar altitude.  As the louver slat 
angles become different than the corresponding solar altitudes, illuminance level 
decreases.  However, such a high illuminance level may conflict with desired uniform 
daylit distribution and may cause glare.  In certain cases, the luminance level reaches 
more than 2,000 (cd/m2).   
The simulation results under intermediate sky are from SimID=219 to SimID=436 (219-
279 in winter, 280-357 in fall, 358-436 in summer).  Compared to clear sky, the average 
illuminance is significantly lower.  Even under intermediate sky, there is still possibility 




The simulation runs under overcast sky are from SimID=437 to SimID=526.  
Interestingly, the results also indicate strong dependence of uniformity on the louver slat 
angle, even under overcast sky.  Consequently, uniformity is more dependent on the 
louver slat angle than the sky condition (Figure 4.4(d)), although glare doesn’t seem to be 
a problem under overcast sky conditions. 
SimID
(a) solar altitude






(b) louver slat angle

































































Figure 4.4 RADIANCE simulation result 
 
Table 4.3 shows that average of illuminance, uniformity and luminance obtained from 
RADIANCE simulations.  Evidently, the illuminance level under clear sky is higher than 
those under intermediate (from SimID=219 to SimID=436) and overcast sky (SimID=437 
and SimID=526).  For clear summer days, the average illuminance (260Lx) is very low 
and less than that in overcast sky (289Lx) because the summer solar altitude at 1:00 P.M.  
in Atlanta is very high (78.8˚) and thus, a very small amount of daylight transmits 
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through the system (the global daylight would be as much as that in other seasons, but the 
daylight passing through the vertical system is not enough).  In clear winter day, the 
average luminance of window surface almost reaches the threshold value (850cd/m2) 
which can cause glare problem.   
 
Table 4.3 Average of illuminance (Lx), uniformity (%) and luminance (cd/m2) and 
illuminance at y=3m (Lx) 
Sky Month Illuminance Uniformity Luminance illuminance at y=3m 
Dec. 2,370 32.3 847 3,444 
Sep. 992 43.7 764 404 Clear 
Jun. 260 53.8 499 227 
Dec. 589 48.2 478 717 
Sep. 386 53.4 458 258 Intermediate 
Jun. 201 61.7 275 172 
Dec. 183 62.0 202 156 
Sep. 252 58.0 327 205 Overcast 
Jun. 289 56.6 391 232 
 
 
4.5 Interpolation of RADIANCE simulations   
The results from a total of 526 simulations are interpolated in predicting the daylighting 
distribution for any given condition.  In the prediction process, three interpolations are 
needed: between discrete solar altitudes and discrete louver slat angles.  For example, the 
interior daylighting information on Dec. 22nd with a given solar altitude (β) = 20˚ and 
louver slat angle (φ) = 31˚ are obtained as follows:  
 
1) Step 1: obtained from interpolation over discrete louver angle (between Sim ID=5 
and Sim ID=6) 
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5 13.2 33.2 1,819 16.8 535 1178 
6 13.2 23.2 2,140 19.6 707 1367 
Interpolation #1 1,890 17.4 573 1,220 
 
2) Step 2: obtained from interpolation over discrete louver angle (between Sim 
ID=20 and Sim ID=21) 











20 21.9 31.9 5,337 8.7 782 6656 
21 21.9 21.9 5,355 8.6 1,134 6774 
Interpolation #2 5,339 8.7 814 6,667 
 
3) Step 3: obtained from interpolation over discrete solar altitude (between 












Interpolation #1 13.2 1,890 17.4 573 1,220 
Interpolation #2 21.9 5,339 8.7 814 6,667 
Interpolation #3 (final) 4,586 10.6 761 5,477 
 
 
Figure 4.5 and 4.6 show illuminance, uniformity and luminance of window surface as a 
result of interpolation.  It must be noted that these graphs are generated for all day with 
an arbitrarily given φ=31˚ on Dec. 22nd in clear sky (Figure 4.5) and φ= -45˚ all day on 























































Figure 4.5 Interpolation result on Dec. 22nd under clear sky   

























































Figure 4.6 Interpolation result on Dec. 22nd in intermediate sky 
(Constant louver slat angle φ= -45˚) 
 
These two cases illustrate an example of how visual comfort criteria are obtained for any 
given condition (sky condition, sun position or louver slat angle).  It must be understood 
that the same interpolations could also be achieved between the simulated key seasonal 
days.  
In summary, this daylighting pre-simulation approach is more efficient and practical in 
that it bypasses the simultaneous run of RADIANCE while it is capable of quickly 
generating input data for real-time optimal control, as it is further demonstrated in the 
following chapters.  
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5. PARAMETER ESTIMATION  
 
 
5.1 Introduction  
Modeling is basically the process of mathematically describing the dynamics of the 
system (usually in the form of a set of differential equations).  It usually carries unknown 
parameters and the purposeful simplification of the systems’ dynamics, resulting in a 
difference between the system model and the real physical system.   
Sometimes, unknown parameters significantly influence the prediction of the systems 
behavior.  The most noticeable unknown parameters in smart façade systems include the 
convective heat transfer coefficients on the surface of louver slats and glazing, and the 
pressure drop coefficients due to inlet/outlet dampers at the entrance and the system 
configuration, etc.  These parameters are very difficult to measure or analytically solve.   
The literature values (Clarke 2001), (Incropera 1996), (ASHRAE 1997) of the convective 
heat transfer coefficients presented in chapter 3 are empirically driven for general cases 
and thus, can significantly vary according to system configuration, location, 
surroundings, nature of surface, meteorological environment, etc.  Especially, the 
convective heat transports in the cavity are very complex physical processes which occur 
in irregular 3D geometry involved with rotating curved louver slats in the different 
airflow regimes (upward, downward), leading to the highly nonlinear nature of the 
systems.  Unfortunately, there is very limited data available on these behaviors.   
For these reasons, the parameter estimation technique is introduced.  The parameter 
estimation problem generally refers to the process of calculating the 'best' possible values 
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of 'unknown' parameters for a system while satisfying given constraints.  The parameter 
estimation problem solves for 'unknown' parameters which minimize an objective 
function S during a period of time as follows: 
 
( ) ( )
1
min  S=
. . :  
n T
k k k k
k
Y Y
s t lb ub
ψ ξ ψ ξ
ξ
=
− −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
≤ ≤
∑  (5.1) 
where S is the sum of square function, kY is the observation vector at time k, kψ is the 
predicted vector of observations at time k, n is the number of observations, ξ is the vector 
of unknown parameters and lb and ub are the vectors of lower and upper bounds of the 
parameters.   
There is a rich collection of alternative and complementary techniques in formulating the 
parameter estimation problem, each best applicable to particular classes of problems 
according to whether it is on-line or off-line and whether it is linear or nonlinear.  The 
most popular one is the least square method and its extensions.   
The problem mathematically formulated in Equation (5.1) is the nonlinear constrained 
least squares (nonlinear data-fitting) problem.  If the model is linear in the parameters, the 
problem can be solved analytically.  In order to solve this nonlinear problem, a function 
'LSQNONLIN' in MATLAB optimization toolbox is employed because the 
'LSQNONLIN' is specially designed to solve this kind of nonlinear problems subject to 
inequality constraints, and to generate expeditiously a reliable estimate of the solution.   
This numerical approach, using the gradient of an objective function, is primarily used 
where direct analytical estimates cannot be determined.  In other words, we know there is 
a set of 'unknown' parameters which best describe the behavior of the systems, but there 
 
 82
is no direct (appropriate) method to find it because of its nonlinearity, complexity, 
computational inefficiency, etc. 
The 'LSQNONLIN' uses a subspace trust region method for nonlinear minimization and 
is based on the interior-reflective Newton-method described in (Coleman 1994, 1996).  In 
each iteration, the method of preconditioned conjugate gradients (PCG) is used to 
approximately solve the normal equations.   
 
 
5.2 Selection of Unknown Parameters   
As briefly described in Section 5.1, six convective heat transfer coefficients, the form loss 
factor, the flow coefficient and exponent are selected as 'unknown' parameters of the 
system (Table 5.1).   
 
Table 5.1 Unknown Parameters 
 Description 
outh  
Convective heat transfer coefficients between the ambient air and the 
exterior glazing in Equation (3.33) & Figure 3.10 
,1cah  
Convective heat transfer coefficients between the double plates in 
Equation (3.43) & Figure 3.10 
,2cah  
Convective heat transfer coefficients between the exterior glazing and the 
cavity air in Equation (3.37) & Figure 3.10 
,3cah  
Convective heat transfer coefficients between the interior glazing and the 
cavity air in Equation (3.37) & Figure 3.10 
,4cah  
Convective heat transfer coefficients between the louver slats and the 
cavity air in Equation (3.42) & Figure 3.10 
inh  
Convective heat transfer coefficients between the interior glazing and 
indoor air in Equation (3.34) & Figure 3.10 
k Form loss factor in inside and outside circulation in Equation (3.50), (3.58) 




The unknown convective heat transfer coefficients are formulated as the following 
equations:  










ξ⋅= +  (5.3) 
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ξ= ⎛ ⎞⎜ ⎟
⎝ ⎠
∆  (5.7) 
where  V  is the outdoor air velocity, caV  is the cavity air velocity, d is the cavity spacing 





⎣ ⎦ is applied when the air flows through the larger cavity in order to account 
for the airflow influence on the convection in the cavity.   
The form loss factor (k), the flow coefficient (c) and exponent (n) are formulated as 
follows: 
• if airflow regime is natural inside circulation (Mode #1,2 in Figure 3.6):  
 16 17k ORξ ξ= +  (5.8) 
• if airflow regime is outside circulation (Mode #3,4 in Figure 3.6): Equation (5.8)  















=  (5.9) 
• if airflow regime is diagonal airflow (Mode #5,6,7,8 in Figure 3.6): Equation 
(5.10) and (5.11) are used: 
 ( ) 2120c OR
ξξ=  (5.10) 
 ( ) ( )
22n
w sbQ c p c P P P
ξ
= += ∆ +  (5.11) 
where, OR is the opening ratio ( 0 1OR≤ ≤ , 0=closed, 1=fully open), wu  is the cavity air 
velocity caused by wind, pC  is the wind surface pressure coefficient, and ρ is the air 
density.   
Equation (5.2) is a general form for empirically determining external convective heat 
transfer coefficients (ASHRAE 1997, McAdams 1954) and 1 3ξ ξ  are the constants to be 
estimated.  ,1cah  (Equation 5.3) is calibrated in order to reflect the end effects as described 
in section 3.3.4 by adding a constant ( 4ξ ).  ,2cah , ,3cah  and ,4cah  (Equations 5.4, 5.5, 5.6) 
are simplified as the sum of a constant and a variable multiplied by the temperature 
difference between the air and the surface.  inh  (Equation 5.7) is formulated as suggested 
from the literature (ASHRAE 1997).  In a similar way, the form loss factor (k) (Equation 
5.8) is equated as the sum of a constant and a variable multiplied by the opening ratio of 
inlet/outlet dampers.  The flow coefficient (c) and flow exponent (n) are represented in 
Equation (5.9)-(5.11). 
Some presumable modeling errors which are not or only partly compensated for by the 
calibration parameters are described below:  
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• Errors caused by reducing the order of the system (from 3D to 1D): As indicated 
in chapter 3, the 3D heat transport is reduced to the 1D lumped model.  Evidently, 
the lumped model does not account for 1) vertical temperature gradient, 2) heat 
transfer in the lateral direction and 3) 3D heat transfer in the corner.  
• Errors from modeling simplifications: the complex reflections of direct and 
diffuse solar radiation between curved louver slats and glazing is simplified by 
assuming 1) the curved slats to be flat, 2) the view factors between surfaces to be 
in a fictitious cavity, and 3) the reflected rays to be linearly dependent on the 
multiplication of the view factor by the reflectance of a corresponding surface, as 
described in section 3.4.1.  Likewise, for the long wave radiation, the view factors 
between surfaces are determined based on a fictitious cavity.   
• Errors caused by unexplained physical phenomena in the modeling: There is 
probably a certain amount of air leakage in the system through the sealing and air 
inlet/outlet dampers.  Air leakage may be driven by pressure differences caused 
by wind and air temperature differences.  The correct modeling of air leakage 
requires a considerable amount of detailed information that is essentially 
impossible to obtain.   
 
The above-mentioned modeling errors are extremely difficult to characterize, compared 
to unknown parameters.  For example, the interior convective heat transfer coefficient 
may be known to lie between 0 and 30 ( 2 oW/m K ).  However, the unknown parameters 
to be estimated will offset the above-mentioned errors to some extent.  This is 




5.3 Experimental Set-up of the Smart Façade Demo Unit (SFDU)  
The Smart Façade Demo Unit (SFDU) in the College of Architecture building at Georgia 
Institute of Technology (33.65N, 84.42W, Atlanta, GA, 320m above sea level) represents 
the prototype developed for this study.  The demo unit is true south facing and the plan 
and elevation are shown in Figure 5.1.   
 
 
Figure 5.1 Smart Façade Demo Unit (SFDU) installed at the College of Architecture, 
Georgia Institute of Technology 
 
The demo unit consists of a double pane exterior glazing (6mm clear [outer glazing] + 
12mm air space  + 6mm low-e coated on the outer surface [inner glazing]), a single pane 
interior glazing (6mm low-e coated on the outer surface), an automatic rotating louver 
(10cm wide, yellow PVC, centered on the cavity), and electrically controlled ventilation 
inlet/outlet dampers (0.45m high, 1.2m wide) at the top and bottom of each glazing layer 
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Figure 5.2 Plan, section and elevation of SFDU showing location of sensors  
 
The specifications of sensors and measuring instruments are presented in Table 5.2.  The 
temperatures of glazing and cavity air are measured in three rows of upper, middle and 
lower, as shown in Figure 5.2.  The measured data are logged to a data server with the 
sampling time ranging from 1 second to 1 minute.  The Unit’s sensing devices and 
motorized actuators are linked directly to a data collection and control system.  Data 
logging and signal feedback to louvers and dampers are executed through LabVIEW 6.1 




Table 5.2 Experiment instruments in the Smart Façade Demo Unit 
 Company  Measurement Specifications  
Resolution 0.11 °C (0.2 °F) 
Range -40 to 60 °C (-40 to 140 °F) 
temperature: 2pts 
 (indoor, outdoor) 
Accuracy ±1.1°C  (±2°F) 
Resolution 1% 
Range 10 to 97% humidity: 2pts  (indoor, outdoor) Accuracy ±6~7% 
Resolution 1 deg 
Range 0 to 360 deg wind direction: 1pt  (outdoor) Accuracy ±10 deg 
Resolution 0.17 m/s (0.4 mph) 






wind velocity: 1pt 
(outdoor) 
Accuracy ±10% 
Range -17.8 to 93.6 °C (-0.1 to 200.5°F) Thermocouple Omega  (T type) 
temperature: 21 points
 (glazing, louver, cavity 
air, indoor air, outdoor 
air) Accuracy 
±1.0°C or 0.75% 
Above 0°C 
Pyranometer Eppley solar radiation: 2pts (diffuse, global) Range 0 to 2,800 Wm
-2 
Resolution 0.05m/s Hot Sphere 




5.4 Design of Experiments  
The experiments consist of five steps as shown in Table 5.3: 1st-3rd steps are designed to 
estimate parameters related to airflow modeling such as the form loss factor (k), the flow 
coefficient (c), and the flow exponent (n).  The relevant data (temperature of cavity air, 
indoor, outdoor, and the opening ratio of inlet/outlet dampers) are measured at every 
single second.   
4th step is to estimate outh , ,1cah , ,2cah , ,3cah , ,4cah  and  inh  when the cavity is closed.  The 
state variables and weather data are gathered for three days (about 75 hours, 01/06/2003-
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01/09/2003) with the sampling time of 1 minute.  The total data points are 4507 
(75hr*60minutes=4507).  One of three days was cloudy and the other two sunny.   
As described in section 3.3.3, the convective heat transport in the cavity is influenced by 
the air flow regime.  The air flowing through the cavity propels more convective heat 
transport between a solid surface and the air, resulting in higher convective heat transfer 
coefficients.  For this reason, ,2cah , ,3cah  and ,4cah  are estimated when the cavity is open..   
The 5th experiment is conducted for two days (03/10/2003-03/12/2003, 42hours) with the 
sampling time of 1 minute.  Through the experiment, ,2cah , ,3cah , and ,4cah  are obtained.  
Note that outh , ,1cah  and inh  obtained from 4
th step are preserved for 5th step parameter 
estimation.  
 
Table 5.3 Five steps of experiments  
 for the estimation of  Airflow regime Sampling time 
1st step k inside circulation  1 second 
2nd step k, c, n outside circulation  1 second 
3rd step k, c, n diagonal flow  1 second 
4th step outh , ,1cah , ,2cah , ,3cah , ,4cah , inh  closed cavity  1 minute 
5th step ,2cah , ,3cah , ,4cah  
inside circulation, 





5.4.1 Hydraulic entry length of laminar and turbulent flow  
The positioning of the hot sphere anemometer and measuring of the mean air velocity 
require special attention.  When the air makes contact with the cavity surface, viscous 
effects become important and a boundary layer develops in the increasing  y (vertical) 
direction.  This development occurs at the expense of a shrinking inviscid flow region 
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and concludes with boundary layer merger at the centerline.  Following this merger, 
viscous effects extend over the entire cross section and the velocity profile no longer 
changes with increasing y.  The flow is then said to be fully developed, and the distance 
from the entrance at which this condition achieved is termed the hydraulic entry length, 
,fd hx  (White 1999).  For turbulent flow, the profile is flatter due to turbulent mixing.   
In determining the hydraulic entry region, the Reynolds number is very significant and 
becomes: 
 Re m hu Dρ
µ
=  (5.12) 
where hD  is the hydraulic diameter defined as 
4 cA
P
( cA  is the cross-sectional area and P 
is the wetted perimeter), ρ is the air density, mu  is the mean air velocity over the cross 
section of the cavity, and µ is the dynamic viscosity of air.   
For laminar flow (Re≤2300), the hydraulic entry length may be obtained from an 











Although there is no satisfactory general expression for the entry length in turbulent flow, 














For this study, 4*0.84 0.336
2.5h
D = = , and the Reynolds number in Equation (5.12) is 
determined with different mean air velocities, as shown in Table 5.4. 
 




number (Re) Air flow Hydraulic entry length (m) 
5 1056 Laminar 17.7 
10 2113 Laminar 35.5 






50 10569 Turbulence 
Between 3.3 and 20.1 
 
Now 3.3-35.5 (m) entry length may seem “long”.  Considering the height of the smart 
façade demo unit (2.1m), the air flow cannot reach the state of being fully developed.  In 
addition, the louver slats in the cavity will prevent the air flow from becoming fully 
developed.  For this kind of a case having a significant long entry length, it is proposed 
by White (1999) that the entry effect be neglected, and instead a simple analysis be made 
for both laminar and turbulent flows.   




V u=  (5.15) 
Compared to the parabolic velocity profiles in laminar flow, the turbulent flow is fairly 
flat and the average velocity can be obtained from the formula relating mean velocity to 
maximum velocity (White 1999): 
 ( ) 1max 1 1.33V u f −≈ +  (5.16) 
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where f is the Darcy friction factor defined as 73
Re
hD
.  As calculated in Table 5.5, a small 
difference exists between V and maxu .   
 
Table 5.5 Average and maximum air velocity in turbulent flow  
maxu  
Reynolds 




+  V 
20 4227 0.01727 0.9775 19.55 
30 6341 0.0115 0.9849 29.54 
40 8455 0.0086 0.9886 39.54 
50 10569 0.0069 0.9908 49.54 
 
5.4.2 Investigation of air velocity profiles  
Based on the literature, the cavity air cannot become fully developed because of its long 
hydraulic entry length in both laminar and turbulent flow.  ‘Being fully developed’ means 
that the velocity profile does not change with increasing y (in the vertical direction).  
Considering the vector of flowing-in air into the cavity, the cross-sectional velocity 
profile will be asymmetric to the center of the cross section over the entire cavity height.   
 
In order to measure the airflow rate through the cavity, the cross sectional velocity 
profiles are first investigated by scanning the hot sphere anemometer at 5 points along the 
center line at 0.8m above the floor.  As shown in Figure 5.3 and 5.4, the anemometer is 
located at 0.8m above the floor at the horizontal center.  For the measurement of airflow, 
several louver slats located near the bottom dampers are removed to prevent any errors or 
disturbances that may be caused by the louver slats.  Even though the louvers are taken 








(b) Physical setting showing scanning the cavity for investigating the 













P1-7 represent the 7 positions 
of the anemometer.
 





                        
     (a)View from inside the building       (b) Enlarged view showing removed slats  
Figure 5.4 Location of the anemometer for air velocity profile measurement  
 
Tables 5.6 and 5.7 show the measurement results when the airflow regime is either in 
Mode #1,2 (natural inside circulation) or Mode #3,4 (natural outside circulation).   At 
five different points, the velocity is recorded with the sampling time of 1 second on 
01/16/2003 (winter sunny day).   
 
Table 5.6 Cross sectional velocities for natural inside circulation (cm/s) 
 data points   Tg2 Tg3 Tca Tin Tca - Tin  V 
p1 121 47.17 37.99 32.37 26.99 5.38 32.04 
p2 123 46.85 38.02 32.33 27.14 5.19 25.83 
p3 122 47.21 37.98 32.50 27.10 5.39 15.35 
p4 123 46.34 37.96 31.94 27.12 4.82 11.79 
p5 123 46.06 37.95 31.85 27.14 4.71   8.57 
Average 46.73 37.98 32.20 27.10 5.10 18.71 
  p1-p5 : measurement points as shown in Figure 5.3 
  Tg2        : exterior glazing temperature (˚C) 
  Tg3        : interior glazing temperature (˚C) 
  Tca         : cavity air temperature (˚C) 
  Tin         : indoor air temperature (˚C) 
  Tout       : outdoor air temperature (˚C) 




Table 5.7 Cross sectional velocities for natural outside circulation (cm/s) 
  data points   Tg2 Tg3 Tca Tout Tca – Tout V 
p1 123 39.93 34.74 22.00 11.50 10.50 19.30 
p2 127 39.11 34.22 22.57 11.93 10.64 18.75 
p3 135 38.11 33.44 21.43 12.26 9.17 21.19 
p4 121 36.83 32.58 20.76 10.98 9.78 24.82 
p5 132 36.04 32.00 20.65 10.98 9.67 32.08 






















(a) natural inside circulation (b) natural outside circulation  
Figure 5.5 Cross sectional velocity profiles  
 
For both natural inside and outside circulation, the air flow is non-symmetric as shown in 
Figure 5.5.  Additionally, the velocity slope, defined as difference between minimum and 
maximum velocity, is (32.04-8.57)=23.47 for inside circulation, and (32.08-19.30)=12.78 
for outside circulation.  Those non-symmetry and difference in velocity slopes might be 




• flowing-in air vector: Air enters the cavity horizontally at a normal angle then 
turns vertically.  Thus, in inside circulation, the air hits the exterior glazing and 
then flows up.  In such a phenomenon, the velocity profile is not symmetric and 
presumably the velocity close to exterior glazing is higher than that of the other 
side, which is the identical reverse in natural outside circulation.   
• Buoyancy difference caused by temperature difference: In natural inside and 
outside circulation, the driving force is the buoyancy caused by the air density 
difference.  And, the hot glazing acts as a heat source in the cavity to heat and 
drive the air upward.  In other words, the glazing temperature difference is 
responsible for the difference in thermal buoyancy observed along the surface 
(Figure 5.5).  Tables 5.6 and 5.7 show the exterior and interior glazing 
temperature difference (46.73-37.98) =8.75 in natural inside circulation, and 
(38.00-33.39)=4.61 in natural outside circulation, as tabulated in Table 5.8.  The 
glazing temperature differences (8.75 vs. 4.61) between inside and outside 
circulation might be attributed, in outside natural ventilation, to the relatively low 
temperature of outdoor air flow into the cavity.  Such flow creates stronger 
convective tranport which reduces the temperature difference, comparatively to 
natural inside circulation.  
 
Table 5.8 Comparison of temperature difference in inside and outside circulation 
 Tg2 Tg3 Tca Tg2- Tca Tg3- Tca Diff. 
inside circulation 46.73 37.98 32.20 14.53  5.78 8.75 
outside circulation 38.00 33.39 21.48 16.52 11.91 4.61 
 
• Wind effect: The fluctuating wind at the vicinity of inlet dampers makes more 
turbulent and well mixed air enter into lower part of the cavity so the slope of 
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velocity profile in outside circulation becomes less steeper than that in natural 
inside circulation.   
 
Longitudinal velocity profiles are also investigated in a similar way.  As shown in Figure 
5.3, the air velocities are measured at three different points (P3: center, P6: 25cm from 
one side wall, P7: 8cm from the other side wall), and Tables 5.9 and 5.10 show the 
results.  The reason that the values at the center (P3) do not represent the maximum in 
both inside and outside circulation might be because of either the measurement resolution 
of the hot sphere anemometer (5cm/s, Table 5.2) or the characteristics of a highly 
fluctuating air. 
 
Table 5.9 Longitudinal velocities for natural inside circulation 
  data points   Tg2 Tg3 Tca Tin Tca - Tin  V 
P3 122 47.21 37.98 32.50 27.10 5.39 15.35 
P6 123 35.82 29.38 28.81 24.66 4.15 16.19 
P7 127 39.43 32.93 27.83 24.56 3.27 11.99 
 
Table 5.10 Longitudinal velocities for natural outside circulation 
  data points   Tg2 Tg3 Tca Tout Tca – Tout V 
P3 135 38.11 33.44 21.43 12.26 9.17 21.19 
P6 125 35.16 27.73 18.14 6.48 11.66 21.64 
P7 128 36.46 30.50 17.33 6.22 11.11 23.18 
 
 
Based on the measured data, the longitudinal velocity profiles are plotted in Figure 5.6.  
Both airflow profiles in inside and outside circulation are flat but the outside case is 
steeper in vicinity of the side wall than the inside case.  This might be because the air 
entering the cavity is more fluctuated by wind and becomes more turbulent. 
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(b) natural outside circulation
at 0.8 m











Figure 5.6 Longitudinal velocity profiles 
 
5.4.3 Approach to determine mean cavity air velocity  
Based on section 5.4.1 and 5.4.2, the flowing cavity air is turbulent in most cases (the air 
flow transits to turbulence at V=11cm/s, Table 5.4) and the air flow is not likely to be 
fully developed (minimum hydraulic entry length is 3.3m, Table 5.4).  Additionally, it 
seems not appropriate to use Equation (5.15) and (5.16) because it is not easy to 
determine the maximum air velocity (Figure 5.5 and 5.6).  
 
In both natural inside and outside circulation, the velocities at the center are close to the 
average according to Table 5.6 and 5.7 ( 3 15.35pV = , 18.71mu =  for natural inside and 
 
 99
3 21.19pV = , 23.23mu =  for natural outside circulation).  Additionally, considering the 
longitudinally flat profiles (Tables 5.9-5.10 and Figure 5.6), the velocity at the center of 
cavity can represent the mean air velocity.  Therefore, the air velocity measured at the 
cavity center will be considered the mean air velocity in the following section.  This also 
applies to measuring the velocity in the diagonal airflow.  
 
Needless to say, a more accurate air flow rate requires further investigation at 
microscopic level.  Precision instruments with CFD techniques may be employed for the 
dynamics of the cavity air flow. 
 
 
5.5 Results of Parameter Estimation  
The parameter estimation is done in five steps:  Firstly, the form loss factor, k is 
calibrated for inside circulation.  From 2nd and 3rd step, the form loss factor (k), the flow 
coefficient (c) and the flow exponent (n) are estimated for outside circulation and 
diagonal airflow.   
In the 4th step, the convective heat transfer coefficients ( outh , ,1cah , ,2cah , ,3cah , ,4cah , inh ) 
are estimated with the cavity closed.  ,2cah , ,3cah , ,4cah  are estimated with the cavity open 
(inside and outside circulation, diagonal airflow).  The parameters ( ,2cah , ,3cah , ,4cah ) 
estimation, in the 5th step, is not on the basis of flow-regime by flow-regime (Mode #1-
#8) but over the entire set of experiments (all modes combined) because what influences 
the convective heat transport is not flow regime but air velocity and flow direction 
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(upward, downward).  It should be noted that in this 5th step, the estimated parameters 
from previous steps such as f, c, n , outh , ,1cah , inh  were used to derive ,2cah , ,3cah , ,4cah .   
 
Table 5.11 Five steps of parameter estimation  
 Estimated Variable Cavity Air Flow  Note 
1st step k inside circulation  1912 seconds (T=1 sec.)
2nd step k, c, n outside circulation  2510 seconds (T=1 sec.)
3rd  step k, c, n diagonal flow  2205 seconds (T=1 sec.)
4th step 
outh , ,1cah , ,2cah ,  
,3cah , ,4cah , inh  
cavity closed  75 hours (T=1minutes)
5th step ,2cah , ,3cah , ,4cah  
cavity open (inside circulation, 
outside circulation, diagonal)  42 hours (T=1minutes)
  * T = sampling time 
 
5.5.1 1st step parameter estimation: natural inside circulation (k)  
In the 1st step estimation, the experiments of natural inside circulation were done on Dec. 
6th and 7th, 2002.  The relevant data are gathered every second and the number of data 
points measured during five experiments is 1912 (Table 5.12).   
 
Table 5.12 Experiments for natural inside circulation loop (12/06/2002-12/07/2002) 
 Data points 
Experiment 1 447 
Experiment 2 245 
Experiment 3 397 
Experiment 4 321 
Experiment 5 502 
Total 1912 
 
Considering a situation with lack of information, the initial values and the lower and 




Table 5.13 Initial values and boundary conditions for parameters 
Parameters Initial Lower bounds Upper bounds 
ξ16 1.0 0.0 20.0 
ξ17 1.0 0.0 40.0 
 
 
Using the measured data (1912 data points), the unknown parameters are then estimated 
over the entire measurement, and the results are presented in Table 5.14.   
 
Table 5.14 Estimation result for the natural inside circulation loop 
Parameters Estimated values 
ξ16      0.0000 
ξ17    12.7274 
     
Then, Equation (5.8) is rewritten as follows: 
  12.72740.0k OR= +  (5.17) 
The simulated air velocity is obtained (Figure 5.7) using the estimated parameters.  In 
each experiment shown in Figure 5.7 (Experiment #1-#5 in Table 5.12), the rise and fall 
pattern is caused by the opening/closing of inlet/outlet dampers which are rotated by a 
motor at a rate of 0.625second/1˚ (it takes 2 minutes 20 seconds to fully open and close).  
Since the measured cavity air velocity heavily fluctuates, Figure 5.7 is generated by using 











































Figure 5.7 Measurement and simulation results for natural inside circulation loop 
 
Utilizing the estimated value of k in the simulation results in an error between 















where n=1912 (the number of data points).   
According to Equation (5.17), the coefficient ξ17  is dominant for the determination of the 
form loss factor k.  ξ17 accounts for the effect of open area in inlet/outlet dampers on the 
pressure drop at entrance and exit.  The value of k is compared with the literature value in 





Table 5.15 Comparison of the form loss factor for the natural inside circulation loop 
 Estimation Literature 
0.5 (Brater, 1996. type of entrance=square-cornered 
entrance flush with wall) k 12.7274 (fully open) 0.8 (Haines, 1993. type of entrance=parallel blade 
damper) 
 
5.5.2 2nd step parameter estimation: natural outside circulation (k,c,n)  
In the 2nd step estimation, the experiments of natural outside circulation were done on 
Dec. 7th, 2002.  The relevant data are gathered every second and the number of measured 
data points is 2510 (Table 5.16).   
 
Table 5.16 Experiments for natural outside circulation loop (12/07/2002) 
 Data points 
Experiment 1 447 
Experiment 2 384 
Experiment 3 388 
Experiment 4 245 
Experiment 5 397 
Experiment 6 321 
Total 2510 
 
Considering a situation with lack of information, the initial values and the lower and 
upper bounds are chosen arbitrarily as follows.   
 
Table 5.17 Initial values and boundary conditions for parameters 
Parameters Initial Lower bounds Upper bounds 
ξ16 1.0 0.0 20.0 
ξ17 1.0 0.0 40.0 
ξ18 1.0 0.0 10.0 




Based on these obtained experiment data, the unknown parameters are estimated for 
outside circulation as shown in Table 5.18.   
 
Table 5.18 Estimation result for the natural outside circulation loop 
Parameters Estimated values 
ξ16     0.0000 
ξ17    31.4795 
ξ18      0.0160 
ξ19      0.3780 
 
Equation (5.8)-(5.9) can be rewritten with the estimated parameters as follows: 










=  (5.20) 
Be noted that k for outside circulation is different from that for inside circulation because 
k can be influenced by the entrance type, opening geometry, etc.  In this study, the 
overhang protruded by 37.5cm above the upper exterior outlet dampers may affect the air 
stream out of the cavity, and cause the difference in the value of k.   
Once these parameters are estimated, they are then used to estimate the air velocity 














































Figure 5.8 Measurement and simulation results for natural outside circulation loop 
 
Again, the estimated value of k entered into the simulation results in an error between 
measurement and simulation of 8.3307cm/s:  
 
( )












where n=2510 (the number of data points). 
Comparable to inside circulation, the coefficient ξ17 is dominant for the determination of 
the form loss factor k (Equation 5.19).   
 
Figure 5.9 and Table 5.19 show the effect of the wind pressure on air flow rate in the 
cavity.  The wind speed in Figure 5.9 (a) is measured with the weather station which is 
closely attached to the façade surface, vertically centered between upper and lower 
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openings, and about 45cm away from the surface.  As shown in Figure 5.9 (b), the 
prevailing wind direction is from East and the average is -61.9˚.  Such a wide wind angle 
from the normal creates a negative pressure, and therefore, the average of resulting 
pressure coefficient ( pC ) is -0.1836.  This means that the wind sucks the air out of the 
cavity most of the time.  As shown in Figure 5.9 (d), wu is positive most of the time, 
causing the upward flow in the cavity.   
According the parameter estimation results, the flow coefficient (ξ18) and the flow 
exponent (ξ19) are small, and the resulting air flow caused by the wind ( wu ), shown in 
Equation (5.20), is not significant on the estimated total cavity air velocity ( mu ).  The 
reason for the effect of wind pressure not being significant is that wind velocity in the 
upper and lower opening is not much different, and thus, the pressure difference caused 
by the wind between the upper and lower openings ends up small.  This means that the 
wind pressurizing (sucking) on the upper opening is instantaneously neutralized by the 
wind pressurizing (sucking) on the lower opening.  Accordingly, it can be concluded that 
for the natural outside circulation loop, the buoyancy is still the dominant factor.  It 
should be noted, however, that it definitely differs in higher façade units, for the wind 


























































Figure 5.9 Analysis of the effect of the wind on the cavity air flow 
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Table 5.19 Summarized data of outside circulation 
 Average Max Min 
Wind Speed (m/s) 0.54 2.20 0.00 
Wind Direction (0˚ = perpendicular to the 
surface , -90˚=East, 90˚=West) -61.9˚ 171˚ -151˚ 
Pressure Coefficient ( pC ) -0.1836 1.0058 -1.1342 
Air velocity by buoyancy ( bu , m/s) 0.1767 0.3085 0.00 
Air velocity by wind ( wu , m/s) 0.0128 0.1035 -0.0917 
Air velocity by wind and buoyancy ( mu , m/s) 0.1788 0.3131 -0.0912 
 
 
5.5.3 3rd step parameters estimation: diagonal airflow (c,n)  
In the 3rd step estimation, the experiments of diagonal airflow were done on Jan 15th, 
2003.  The relevant data were gathered every second and the number of measured data 
points from 6 experiment is 2205 as shown in Table 5.20. 
 
Table 5.20 Experiments for natural outside circulation loop (01/15/2003) 
 Condition Data points 
Experiment 1 373 
Experiment 2 351 
Experiment 3 
Outside low/inside top 
damper open (Case I) 367 
Experiment 4 353 
Experiment 5 374 
Experiment 6 
Outside top/inside bottom 
damper open (Case II) 387 
Total 2205 
 
The initial values and the lower and upper bounds are chosen arbitrarily as follows.   
 
Table 5.21 Initial values and boundary conditions for parameters 
Parameters Initial Lower bounds Upper bounds 
ξ20 1.0 0.0 5.0 
ξ21 0.5 0.0 2.0 




Based on the data, the unknown parameters are estimated for the diagonal airflow as 
shown in Table 5.22.   
 
Table 5.22 Estimation result for diagonal airflow  





Equations (5.10)-(5.11) can be rewritten with the estimated parameters as follows: 
 ( )0.19850.0729c OR=  (5.22) 
 ( ) ( )0.1985
0.2494
0.0729 w sbORQ P P P+= +  (5.23) 
Since information on stack pressure difference is not available, it is estimated to be 
within the range of 0 to 5 Pa by entering another variable (ξ25) to Equation (5.1).  The 
estimated value of sP  (-4.2493 Pa) closely corresponds to those estimated from the 
subset of experiments as shown in Table 5.23. 
 
Table 5.23 Estimated stack pressure difference ( sP ) between inside and outside building 
Experiment Data points Estimated sP  in Pa 
Experiment #1, 2, 3 1091 -4.6339 
Experiment #4, 5, 6 1144 -4.6661 
#1-6 2205 -4.2493 
 

























Figure 5.10 Measurement and simulation results for diagonal airflow  
 
The first three experiments shown in Figure 5.10 belong to Case I, and the next three to 
Case II (Table 5.24).  During the experiment, the air flows from indoor to outdoor in both 
cases (Case I and II).  It can be inferred that the Architecture building is pressurized such 
that the stack pressure overweighs the buoyancy and wind driven flow.  The average 
velocity in the diagonal airflow is greater than that of natural circulation loop due to the 
dominant static pressure difference.   
By using the estimated value of k, the error between measurement and simulation is 















where n=2205 (the number of data points). 
 
The difference in average velocity between Case I and Case II is 5.26cm/s (34.35-29.09 
in Table 5.24) and this might be caused by the resistance of vertical temperature 
stratification in the cavity: the vertical temperature stratification is summarized in Table 
5.25 and illustrated in Figure 5.11.  As shown in Table 5.25, the cavity air temperature at 
the top of the cavity is lower than those at the middle and bottom of the cavity (Case I).  
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This is because the entering room air (25.4˚C) cools the upper part of the cavity first, and 
then, it might undergo resistance to downward flow.  For Case II, the air flows upward 
and is stratified vertically in the cavity, inducing smooth upward buoyancy flow in the 
cavity. 
 
Table 5.24 Comparison of the velocities in diagonal airflows  
Flow regime Average (cm/s) 
From inside top to outside bottom (Case I) 29.09 
From inside bottom to outside top (Case II) 34.35 
Total 31.75 
 
Table 5.25 Cavity air temperature in diagonal air flow (˚C) (room air was 25.4˚C) 
Sensor location close to exterior glazing 
close to interior 
glazing average 
Up 27.26 25.96 26.61 
Middle 29.69 26.85 28.27 
Bottom 28.59 27.71 28.15 
average 28.51 26.84  
Up 27.99 26.40 27.19 
Middle 27.95 25.82 26.89 
Bottom 26.12 26.75 26.44 


























































































(e) Pressure differences:  Ptotal=Pb+Pw+Ps
Pa










Figure 5.12 Analysis of the effect of the different pressures on the cavity air flow 
 
Table 5.26 Summarized data of diagonal airflow  
 Average Max Min 
Wind Speed (m/s) 0.4876 2.40 0.00 
Wind Direction (0˚ = perpendicular to the 
surface, -90˚=East, 90˚=West) -57˚ 94˚ -148˚ 
Pressure Coefficient ( pC ) -0.0668 1.0058 -1.1708 
Pressure difference by buoyancy,  bP  in Pa -0.9878 -0.6394 -1.3463 
Pressure difference by wind,  wP  in Pa 0.1348 2.1488 -1.6501 
Pressure difference by stack,  sP  in Pa 4.2493 4.2493 4.2493 




Figure 5.12 and Table 5.26 show the effect of different pressures on the cavity airflow 
rate.  Compared to Table 5.19 (measured in Dec. 7th 2002), the prevailing wind direction 
and speed is similar.  The average wind direction is -57˚ and the average of pC  is -0.0668.  
This means that the wind usually blows towards the unit with a wide angle, generating a 
negative pressure and sucking air out of the cavity.  Consequently, that explains the 
average value of wP  is 0.1348 (+: causing the air to flow from indoor to outdoor, -: 
reverse).   
bP  is negative at all times because, in winter, the outside air is at a low temperature and 
its density is greater than that of indoor.  Thus, pressure difference caused by density 
difference establishes the negative pressure.  But, the dominant factor on the air flow is 
stack pressure difference due to building pressurization.  Compared to other pressures, its 
magnitude is far greater and under this specific situation, it is hard to naturally induce 
outdoor air into the room.   
However, this may not always be true.  In other words, even though a whole building is 
pressurized, a locally depressurized space(s) can exist in some cases.  For example, a 
particular HVAC system layout and zoning, as well as the placement of supply and return 
grilles could allow for this difference in pressurization mode. 
  
5.5.4 4th step parameter estimation:  closed cavity ( outh , ,1cah , ,2cah , ,3cah , ,4cah , inh ) 
For the estimation of parameters ( outh , ,1cah , ,2cah , ,3cah , ,4cah , inh ) related to the thermal 
model, the experiments (Jan. 6th- 9th, 2003) were done with the inlet/outlet dampers 
closed all the time.  The relevant data were recorded with the sampling time of 1 minute 
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and the number of measured data points for the three-day experiment (about 75 hours) is 
4507 (11:32 A.M. 01/06/2003- 2:37 P.M. 01/09/2003).  Figure 5.13 shows the result of 
recorded state variables (5.13(a)), indoor and outdoor temperatures (5.13(b)), and the 
































































Figure 5.13 Measured data for the 4th step parameter estimation  




Here again, the initial values and the boundary conditions are chosen arbitrarily as shown 
in Table 5.27, considering a situation with lack of information. 
 
Table 5.27 Initial values and boundary conditions for parameters 
parameters initial lower bounds upper bounds 
ξ1 0.99 0.0 10.0 
ξ2 0.21 0.0 10.0 
ξ3 1.00 0.0   2.0 
ξ4 2.00 1.0   4.0 
ξ5 1.00 0.0   5.0 
ξ6 1.00 0.0   5.0 
ξ7 0.25 0.0   2.0 
ξ8 1.00 0.0    5.0 
ξ9 1.00 0.0   5.0 
ξ10 0.25 0.0   2.0 
ξ11 1.00 0.0     5.0 
ξ12 1.00 0.0   5.0 
ξ13 0.25 0.0   2.0 
ξ 14 1.42 0.0 10.0 
ξ 15 0.25 0.0   2.0 
 
 
For this large problem, it took 8 hours 20 minutes for the MATLAB ‘LSQNONLIN’ 
routine to estimate the parameters with Pentium IV 2.4 Hz, 512 RAM.  The result is 




Table 5.28 Result of the estimated parameters 
parameters estimated  literature values Sources 
ξ 1 0.9244 0.99 
ξ 2 0.5564 0.21 
ξ 3 0.4594 1.00 
McAdams (1954) 
ξ 4 3.9859 - N/A 
ξ 5 2.7927 - N/A 
ξ 6 2.2513 - N/A 
ξ 7 0.2679 0.25 ASHRAE (1997), laminar natural convection 
ξ 8 3.3613 - N/A 
ξ 9 2.9655 - ASHRAE (1997), F.3.12 
ξ10 0.4143 0.25 ASHRAE (1997), laminar natural convection 
ξ11 3.1571 - N/A 
ξ12 2.5030 - N/A 
ξ13 0.2107 0.25 ASHRAE (1997), laminar natural convection 
ξ14 3.8249 1.42 
ξ15 0.0144 0.25 
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= +  (5.26) 
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0.26792.7927 2.2513cah T= + ∆  (5.27) 
 ( ),3
0.41433.3613 2.9655cah T= + ∆  (5.28) 
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⎛ ⎞= ⎜ ⎟
⎝ ⎠
∆  (5.30) 
The estimated outh , ,1cah , ,2cah , ,3cah , ,4cah , inh  are compared with general values suggested 




Table 5.29 Comparison of the estimated convective heat transfer coefficients with 
literature values 
 Average of the estimated value 
Literature 
value source and assumption 
7.5334 McAdams (1954) 
9.53 Clarke (2001): V=1.0m/s for smooth surface outh  9.1652 
20.0 ISO (1999): winter condition 
,1cah  6.1776 1.1369 Incropera (1996): enclosed rectangular cavity 
,2cah  5.8398 1.3193 Incropera (1996): enclosed rectangular cavity 
,3cah  8.1171 1.3193 Incropera (1996): enclosed rectangular cavity 
,4cah  5.7321 2.3320 Incropera (1996): horizontal cylinder 
1.7812 Incropera (1996): Natural convection on the vertical surface 
6.53~8.04 ASHRAE (1997): winter condition, double glazing with 12.7 mm air space 
inh  3.8303 
3.6 ISO (1999): winter condition   
 
 
The estimated values of outh  and inh  are close to those of literature, but those of ,1cah , 
,2cah , ,3cah , ,4cah  are higher due to the following presumable reason: all those literature 
values are empirically derived for an enclosed cavity with both vertical sides insulated.  
Considering the aspect ratio (cavity width/cavity depth = 1.05/0.2=5.25), the lateral heat 
loss through two sides of the cavity is not negligible.  Thus, those empirical equations 
appeared in section 3.3 do not account for lateral heat losses and if not adjusted, might 
cause significant gaps between simulation and measurement.  Furthermore, those 
estimated convective heat transfer coefficients can change for different configurations of 
the system, i.e., different cavity ratio.   
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Figure 5.14 compares the estimated convective heat transfer coefficients with the 
literature values.  The dotted and solid lines represent the estimated and literature values 





























































































Figure 5.14 Comparison of the estimated convective heat transfer coefficients with the 




Shown below in Figure 5.15, is the comparison between the simulation results and 
measurements.  The average of temperature differences between the simulated and 
measured data is 1.5929 ˚C as calculated in Equation (5.31). 
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where n = 4507*5= 22535 (the number of data points * the number of measured state 
variables [x1, x2, x3, x4, x6]).   
 
5.5.5 5th step parameter estimation for ,2cah , ,3cah , ,4cah  with cavity open 
The 5th step parameter estimation is to determine ,2cah , ,3cah , ,4cah  when air flows through 
the cavity.  Their estimated values in the 4th step with the cavity closed are different from 
those with the cavity open because the characteristics of the convection in the cavity is 
quite different.  The estimated values of outh , ,1cah , inh  obtained in the 4
th step are 
preserved for this step. 
The experiment was done during (3:07 P.M. 03/10/2003 ~ 09:07 A.M. 03/12/2003) with 
the sampling time of 1 minute and the number of data points is 2520 (60 minutes*42 
hours =2520).  Figure 5.16 shows the measured state variables, weather data (solar 
radiation, outdoor and indoor temperatures) and the cavity air velocity regime.   
The experiment is conducted under clear days as shown in Figure 5.16 (c).  The 
experimented air flow regimes (AFR) in Figure 5.16 (d) are defined in Figure 3.6.  The 
data points recorded for each mode are summarized in Table 5.30.  However, since the 
Georgia Tech Architecture building is pressurized all the time by its HVAC system, 
diagonal air flows such as #7 and #8 did not occur.  But, the absence of these two airflow 
regimes is probably not critical to the determination of overall convective heat transfer 
coefficients.  The air velocity ranges from 1cm/s to 45.3cm/s and the average is 


















































































(e) cavity air velocity
cm
/s








Figure 5.16 Measured data for the 5th step parameter estimation  
(3:07 P.M. 03/10/2003 ~ 09:07 A.M. 03/12/2003) 
 
Table 5.30 Experiment in 5th step parameter estimation  
Condition Data points 
Natural inside circulation (AFR=1) 362 
Natural outside circulation (AFR=3) 797 
Diagonal air flow from bottom inside to upper 
outside (AFR=5) 738 
Diagonal air flow from upper inside to bottom 
outside (AFR=6) 623 
Total 2520 
 
The following initial values and boundary conditions were arbitrarily chosen as shown in 
Table 5.31.  
 
Table 5.31 Initial values and boundary conditions for parameters 
parameters initial lower bounds upper bounds 
ξ5 1.00 0.0   5.0 
ξ6 1.00 0.0   5.0 
ξ7 0.33 0.0   2.0 
ξ8 1.00 0.0    5.0 
ξ9 1.00 0.0   5.0 
ξ10 0.33 0.0   2.0 
ξ11 1.00 0.0     5.0 
ξ12 1.00 0.0   5.0 
ξ13 0.33 0.0   2.0 
ξ 23 0.05 0.0   3.0 




Based on the measured data (2520 points, 42 hours*60minutes), the estimation results 
and literature values  are shown in Table 5.32 and Equations (5.32)-(5.34).   
 
Table 5.32 Result of the estimated parameters with the cavity open 
parameters estimated 
with the cavity 




ξ 5 2.2024 2.7927 - N/A 
ξ 6 1.1934 2.2513 - N/A 
ξ 7 0.3890 0.2679 0.33 ASHRAE (1997), turbulent convection
ξ 8 2.6205 3.3613 - N/A 
ξ 9 2.6845 2.9655 - ASHRAE (1997), F.3.12 
ξ10 1.0196 0.4143 0.33 ASHRAE (1997), turbulent convection
ξ11 2.1064 3.1571 - N/A 
ξ12 1.8809 2.5030 - N/A 
ξ13 1.0135 0.2107 0.33 ASHRAE (1997), turbulent convection
ξ23 0.2652 - - N/A 
ξ24 0.8749 - - N/A 
 
 ( ) ( ),2
0.3890 0.87492.2024 1.1934 0.2652ca cah T V= + ∆ +  (5.32) 
 ( ) ( ),3
1.0196 0.87492.6205 2.6845 0.2652ca cah T V= + ∆ +  (5.33) 
 ( ) ( ),4
1.0135 0.87492.1064 1.8809 0.2652ca cah T V= + ∆ +  (5.34) 
where caV  is the cavity air velocity in cm/s.  The estimated ,2cah , ,3cah , ,4cah  with the cavity 
open are compared to the general values suggested by the literature and the values 
estimated with the cavity closed, as shown in Table 5.33.  Since the cavity air flow 
increases the convective heat transport, the values of the convective heat transfer 
coefficients obtained from the 5th step (with the cavity open) are greater than those 




Table 5.33 Comparison of the estimated convective heat transfer coefficients with 
literature values 
 Average in 5th step  
Average in 
4th step  
Literature 
values Literature values and assumptions 
,2cah  7.0376 5.8398 1.6073 Incropera (1996): vertical channels 
,3cah  9.5088 8.1171 1.4307 Incropera (1996): vertical channels 
,4cah  7.2384 5.7321 2.4746 Incropera (1996): horizontal cylinder 
 
Figure 5.17 shows a comparison of the estimated convective heat transfer coefficients 



















































































Figure 5.17 Comparison of the estimated convective heat transfer coefficients and the 
literature values (L: ‘Literature’, e: ‘estimation’) 
 
Figure 5.18 shows the comparison between the simulation model and the measurement.  
The average difference between the simulation and the measurement is 1.7213 ˚C as 

























































































































where n = 2520*5= 12600 (the number of data points*the number of measured state 





5.6 Validation of the Calibrated Model 
The calibrated lumped model should be able to predict the system behavior not only 
during the period of data gathering for parameter estimation but also under other various 
circumstances.  For purpose of validation, an experiment was conducted during 
03/24/2003 11:19 AM - 03/29/2003 10:27 PM (5.5days, 131.2hours) with sampling time 
of 1 minute.  Figure 5.19 (a) and (b) show the solar radiation and indoor and outdoor air 
temperature, and the number of recorded data points are 7869 (131.2*60).   
During the experiment, the louver slat angles and the airflow regimes are randomly 
changed as shown in Figure 5.20.  The airflow regime at nighttime is set to 10 (AFR=10, 
cavity closed) and the opening ratio is kept constant at 100% when the cavities are open.  
The used louver slat angles and airflow regimes are tabulated as shown in Table 5.34.  It 
should be noted that the airflow regimes #2, #4, #7, #8, and #9 are not considered during 
this experiment.  It should also be noted that only one directional diagonal airflow from 

















(b) outdoor and indoor air temperature
o C










Figure 5.19 Weather condition for the validation  
(03/24/2003 11:19 AM - 03/29/2003 10:27 PM) 
Hours
(a) louver slat angle




























Table 5.34 Experimental conditions: louver slat angle and air flow regime (T=1minute) 
 Setting Number of data points Hours 
-75   690 11.5 
-60   640 10.7 
-45 1496 24.9 
-30   490   8.2 
0 1196 19.9 
30 1957 32.9 
45   285   4.8 
60 1055 17.6 
75     60   1.0 
Lover slat 
angle 
Total 7869 131.15 
1   638 10.6 
2       0   0.0 
3   305   5.1 
4       0   0.0 
5 1109 18.5 
6 1038 17.3 
7       0   0.0 
8       0   0.0 
9       0   0.0 
10 4779 79.7 
Airflow 
regime 
Total 7869 131.15 
 
5.6.1 Validation: State variables (x1, x2, x3, x4, x6) 
Figure 5.21 shows the validation result, comparing the five state variables obtained from 
the calibrated model and from the measurement.  The average temperature difference 
between the simulation and the measurement is 1.3295˚C.  Considering the accuracy 
range (±1.0°C) of the used thermocouples (Omega T Type) as shown in Table 5.2, the 
calibrated model proved surprisingly accurate in the prediction of the most relevant state 
variables.  The calibrated parameters compensate for errors introduced by the space 
averaging and other model simplifications.  The detailed information is tabulated in Table 
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5.35.  The temperature of the cavity air (x5) in double-pane exterior glazing is not 











(a) exterior glazing, Tg1 (x1)
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(c) interior glazing, Tg3 (x3) 


















(d) louver, Tl (x4)





















(e) cavity air, Tca2 (x6)









Figure 5.21 Validation: state variables (x1, x2, x3, x4, x6) 
 
Table 5.35 Temperature difference between simulation and measurement  
State Variables Average difference (°C) 
Exterior glazing temperature (x1) 2.1007 
Exterior glazing temperature (x2) 1.0901 
Interior glazing temperature (x3) 0.8851 
Louver slat temperature (x4) 1.2527 
Cavity air temperature (x6) 1.3188 
Total  1.3295 
 
5.6.2 Validation: cavity air velocity  
Figure 5.22 shows the cavity air velocity calculated from the calibrated model and 
measured from the experiment.  As shown in Table 5.36, the difference of cavity air 
velocity in simulation and measurement is significant for the inside circulation (AFR=1) 
and the diagonal airflow (AFR=5, 6) except for the outside circulation (AFR=3).  The 
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Figure 5.22 Validation of cavity air velocity  
 
Table 5.36 Cavity air velocity difference between simulation and measurement 




1  inside circulation 10.4451 
3 outside circulation   2.6543 
5 diagonal airflow from inside bottom to outside up 19.4258 
6 diagonal airflow from inside up to outside bottom 27.3620 
 Average 18.5820 
 
The difference in cavity air velocity results from the following three reasons:  
• Small difference in the prediction of the state variable makes a significant 
difference in cavity air velocity in inside circulation: As indicated in Equation 
(3.50), the cavity air velocity ( mU ) in inside circulation is dependent on the 
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temperature difference (∆T) between the cavity air and the indoor air.  The 
relationship between mU  and ∆T is shown in Table 5.37 and Figure 5.23.  When 
∆T=1.0°C and the opening ratio is 100%, the resulting mU  is 12.87 cm/s.  In other 
words, the prediction error of 1.0°C in temperature will result in an error of 12.87 
cm/s in velocity  (Table 5.35 shows the prediction error in cavity air temperature 




























Figure 5.23 Relationship between mU  and ∆T 
 
Table 5.37 Relationship between mU  and ∆T 
∆T mU  (cm/s) 














• Stack pressure difference ( sP ) changes: In diagonal airflow, the dominant driving 
force is the stack pressure difference ( sP ), as discussed in section 5.5.3.  The 
College of Architecture building is operated with a VAV system, resulting in 
varying stack pressure difference.  In validation, the static pressure difference 
(4.2493 Pa) estimated in the 3rd calibration is used and this causes the gap 
between simulation and measurement.  At the 5th day (around 120 hours) of 
validation in Figure 5.22, the simulation is close to measurement, indicating that 
at that time, the estimated static pressure difference (4.2493 Pa) is close to the real 
one. 
• Sensor specifications: The resolutions of the sensors are also a cause.  The 
resolution of the thermocouple (Omega, T type) and the hot sphere anemometer 
(Dantec) is 1.0°C and 5cm/s, respectively.  As discussed earlier, 1.0°C difference 
in prediction makes an order of 10cm/s difference in inside circulation.  And, the 
resolution of the anemometer, 5cm/s seems not appropriate for measuring an 
order of 20-30 cm/s cavity air velocity.   
 
In order to overcome the above-mentioned three main causes, the following 
countermeasures are taken.   
• Prediction of state variables → Use of updated state information: In validation, 
the cavity air velocity ( mU ) is predicted based on the predicted state variable (x6).  
If the predicted state variable (x6) is replaced with the updated cavity air 
temperature (x6), the accuracy will be improved.  Figure 5.24 shows the data 
when the air flow regime is inside circulation (AFR=1), extracted from the full 
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data.  As shown in Figure 5.24 (a), the calibrated model predicts x6 higher than 
the measurement and this causes the deviation of mU  (The average difference in 
x6 when AFR=1 is 1.64°C).  Figure 5.24 (b) shows the measured mU , the 
simulated mU based on the predicted x6 (denoted by ‘simulatedp’ in legend), and 
the simulated mU based on the measured x6 (denoted by ‘simulatedm’ in legend).  
The average difference in mU  is reduced to 4.1843 cm/s.  In real application of 
optimal control, the state variables are updated in real time every 1 minute and 
this will decrease the difference between the simulation and the measurement.   
data points
(a) cavity air temperature
o C


























Figure 5.24 Validation of mU  based on the measured x6 
 
• Use of constant stack pressure difference ( sP ) → Installation of pressure 
transmitter/Use of on-line self calibrating technique: The stack pressure 
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continuously changes according to the HVAC operation.  By installing the 
pressure transmitter to the Demo Unit, the stack pressure can be continuously 
updated.  This will increase the accurateness of the calibrated model far better in 
predicting diagonal airflow.  Or as further study, a self-calibration technique can 
be employed with which the unit itself detects the change of stack pressure 
difference.   
• Sensor specifications: Evidently, the better resolution of measuring instruments 
(thermocouple, anemometer) will improve the accuracy level.   
 
 
5.7 Conclusion  
Through the validation, the calibrated model proves reliable and accurate enough for 
performance studies and optimal control.  Through the calibration, it has been shown that 
the selected estimated parameters are appropriate in enabling the lumped model to predict 
the behavior of the system accurately.  It is found that there is a significant difference 
between theoretical or literature parameters and estimated parameters such as outh , ,1cah , 
,2cah , ,3cah , ,4cah , k, c, n.  Even though there is no direct match of physical meaning 
between estimated and theoretical/literature parameters since these estimated parameters 
compensate for unmodeled dynamics, modeling simplifications, and space averaging, it 
can be also inferred that the ‘un-calibrated’ lumped model may not predict the system 





6. DEVELOPMENT OF OCCUPANT RESPONSIVE 
OPTIMAL CONTROL  
 
 
6.1 Determination of the Cost Function  
The overall performance of smart façade systems can be categorized into three elements, 
which account for three major system utilities: energy saving, visual comfort and thermal 




Table 6.1 Cost element, achievement and formulation 
Utility Cost element Achievement  Formulation 
Minimize interior glazing 
temperature (cooling mode) 
3min  x  Convective and 
radiative heat loss 
(gain) between room 
and interior glazing 
Maximize interior glazing 
temperature (heating mode) 
3max  x  
Electric lighting energy 
savings by daylighting 
autonomy 
Make the average daylight interior 
illuminance greater than required 
maintained illuminance 
 avg reqE E≥  
Minimize transmitted solar radiation 
through interior glazing (cooling 
mode) 




Maximize transmitted solar radiation 
through interior glazing  (heating 
mode) 
, max  sol transQ
Energy 
savings 
Beneficial use of  
air flow regime  
Use airflow regime to reduce 
cooling and heating load 
max airQ  
Daylight illuminance 
Make the average daylight interior 
illuminance greater than standard 
maintained illuminance and less than 










Make the uniformity greater than the 
suggested value thrsh
U U≥  
Glare avoidance Make the average window luminance less than the critical value 
avg thrshL L≤  
Visual 
comfort 
Outward visibility Allow admissible outward visibility thrshϕ ϕ≤  
Asymmetric thermal 
radiation caused by 
cold(hot) interior 
glazing 
Minimize temperature difference 
between interior glazing and indoor 
air temperature 
min  PMV  
Draft near window 
Minimize temperature difference 
between interior glazing and indoor 
air temperature 





Prevent the penetration of direct 
solar radiation 
cutoffϕ ϕ≤  
 
 
where 3x is the interior glazing temperature, avgE is the average daylight interior 
illuminance on the work plane, reqE  is the required illuminance varying with the 
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characteristics of the office work, thrshE  is  the threshold illuminance which can cause 
glare, , sol transQ  is the sum of transmitted direct and diffuse solar radiation, airQ  is the 
cooling and heating load reduction by beneficial airflow regime from the cavity to the 
room space, minE  is the minimum daylight interior illuminance, avgL  is the average 
window luminance, thrshL  is the threshold luminance (850cd/m2), U is the uniformity, 
thrshU  is the threshold uniformity (80%), φ is the louver slat angle, thrshϕ  is the threshold 
angle for outward visibility, PMV  is the predicted mean vote, and cutoffϕ  is the cutoff 
angle, a limiting angle at which direct solar radiation cannot be directly transmitted 
between the blades (Nicol 1966).  The louver slat at cutoff angle restricts the transmission 
of direct solar radiation into the room while allowing diffuse light transmission.   
, sol transQ , airQ  and cutoffϕ  are calculated as follows: 
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where [ ]1,  2t t  is the time of interest,  m&  is the mass flow rate, pc  is the specific heat of 
air, cax  is the cavity air temperature, inx  is the indoor air temperature, and β is the solar 
altitude.   
According to Table 6.1, the detailed formulation of cost function in heating, cooling and 
intermediate mode is as follows:  
 
( )( )




1 2 3 4
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+ + + +∫
 (6.5) 
 ( ) ( ) ( ) ( ) ( )2
1
2
1 2 3 4int 51 2 3 4 6 100avg avgDA
t
t
pf E pf U pf L pf PMVJ r Q r r r r r dtϕ⎡ ⎤= +⎣ ⎦− + + + +∫ (6.6) 
where Jheat, Jcool, Jint are the cost functions of heating, cooling and intermediate mode 
during a sampling time, hin is the indoor convective heat transfer coefficient and hr is the 
radiative heat transfer coefficient, A is the area of interior glazing, pfi are the square 
penalty functions, DAQ  is the energy savings by daylighting autonomy, and ri  are the 
relative weighting factors. 
 
The use of daylighting can save energy in two ways: by reducing the usage of indoor 
electric lighting and by reducing generated heat from electric lights.  The effect of 
daylighting autonomy is determined based on the following assumption: the perimeter is 
3m from the interior glazing and an indoor lighting system is integrated with daylighting 
dimming control.  Therefore, in this study, the daylighting dimming control dims the 
electric lights according to daylighting availability ( 3y mE = ) at the point 3m away from the 
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window along the centerline of the room.  The reference illuminance ( reqE ) can be 
selected to be any value according to characteristics of the office work.  Another possible 
lighting control system, although not applied here, would be daylighting on/off control 
which switches on/off the electric lights based on the photosensor input.  






                    in heating mode






































 is set equal to 1 if 3y mE = ≥ reqE , W is the total light wattage in W/m2, ulF  
is the lighting use factor, saF  is the lighting special allowance factor, and pz is the area 
of the perimeter zone in m2.  The total light wattage (W) is obtained from the ratings of 
all lamps.  The common Lighting Power Density (LPD) for office is 13.99W/m2 
(1.3W/ft2) (ASHRAE 2001).  The light use factor, ulF , is the ratio of wattage in use to 
the total installed wattage.  For this study, the factor is unity.  The lighting special 
allowance factor is for fluorescent fixtures and/or fixtures that are either ventilated or 
installed so that only part of their heat goes to the conditioned space.  For fluorescent 
fixtures, the special allowance factor accounts primarily for ballast losses, and can be as 
high as 2.19 for a 32W single lamp high-output fixture on 277V circuits.  Rapid-start, 
F40 lamp fixtures have special factor varying from 1.18 to 1.30.  For this study, 1.20, a 
recommended value for general applications, is used (ASHRAE 1997).  Thus, the 
corresponding value of energy saving ( DAQ ) in cooling mode when daylit illuminance is 
enough at the point of 3m from the window: 
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 ( )13.99 13.99 1 1.20 3 92.33 (W)DAQ = + × × × =  (6.8) 
 
The square penalty functions are introduced to mathematically translate the inequalities 
shown in Table 6.1 into the cost functions.  In contrast to energy use utility (the more 
saved, the better), a higher average daylight interior illuminance does not always bring 
better visual comfort.  For instance, beneficial winter gain of solar heat through the 
window certainly enhances the illumination level but can also induce glare.   
Assuming a perfectly diffuse surface with a reflectance of 0.8, the illuminance of 3340 
Lx (equivalent to 850cd/m2) is the recommended maximum average luminance for glare 
avoidance in VDT environment (IESNA RP-1 1993).  Also, the recommended 
illuminance level for general offices is 500 Lx (CIBSE 1997).  Thus, any illuminance less 
than 500 Lx or greater than 3340 Lx is penalized, (pf1), and this is formulated as indicated 
in Equation (6.9).  Regarding uniformity, the penalty function 2 (pf2) is set equal to 0 
when uniformity is greater than 80%.  In a similar way, the penalty functions 3 and 4, 
(pf3), (pf4), are generated. 
 
o Penalty function 1 (pf1) for average daylighting illuminance (  avg critstdE E E≤ ≤ ): 
This function means if the daylighting illuminance is in a desirable range 
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o Penalty function 2 (pf2) for uniformity ( critU U≥ ): this function means if the 




(%)), pf2 must be set equal 
to zero.   
 ( ) ( )
2
2
80           80%
0                        80%









o Penalty function 3 (pf3) for average luminance ( avg critL L≤ ): this function means if 
the window luminance is below the limiting value (850cd/m2), pf3 must be set 
equal to zero.     
 ( ) ( )23
0                         850
















o Penalty function 4 (pf4) for average luminance ( cricϕ ϕ≤ ): there is no general 
standard for outward visibility through the gap between louver slats.  Usually, the 
slat width corresponds approximately to the slat distance so that it can perfectly 
exclude solar radiation when it is set at –90˚ or +90˚.  Thus, when the louver slat 
angle is ±45˚, it can totally block a horizontal view normal to the window surface.  
In this study, ±45˚ is selected as the threshold value.   
 ( ) ( )24
0                      45 
















Additionally, the threshold values in penalty functions can be modified by the occupant.  
For example, the angle (±45˚) for outward visibility or the 500 Lx for minimum 
illuminance level can be changed to the user’s choice.  Specifically, the users can interact 
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with the occupant responsive optimal control through a web interface to enable the 
occupant’s selection of the preferred setting or control modes from any standard browser. 
An option of squaring (2n) is introduced in all penalty functions to make them 
differentiable, which is required for the MATLAB optimization process.  The n factor 
allows the determination of the penalty amplitude.  Figure 6.1 shows such relationships 














































Figure 6.1 Penalty functions (n=1) 
 
 
The weighting factors, ri shown in Equations (6.4)-(6.6) vary with control scenarios and 
user’s weighting system.  For example, if a user’s concern is only thermal comfort and 
decides to switch preference to thermal comfort mode, all ri except r6 accounting for 
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PMV become 0, leading to minimizing ( )2PMV during a sampling time where r6 is any 
positive real number.  If user's preference is energy saving mode, r2, r3, r4, r5, r6 will be 
zero while r1 is any positive number.  A detailed description of determining ri is 
presented in section 6.4.  
 
In thermal comfort utility, the cutoff angle is expressed in the inequality indicated in 
Table 6.1.  Generally, users do not want to be exposed to direct solar radiation, but in 
some cases,  it is desirable as amenity in a cold winter day not because of physiological 
but because of psychological reason.  Thus, rather than being always blocked, the 
penetration of direct solar radiation is left as a user-option.  In case the desire is to block 
direct solar radiation, the cutoff angle can then become a constraint on the control 
variable (louver angle).  This is described in detail in section 6.3. 
 
As shown in Equations (6.4)-(6.6), the choice of cost functions is dependent on air-
conditioning modes.  For the smart façade system to act as a local energy saving 
component, knowing current air-conditioning mode (cooling, heating, or intermediate) of 
a room space is important.   
The air-conditioning mode can be determined in two ways.  One is the case that the smart 
façade system is integrated with the central HVAC system and is informed as to current 
air conditioning mode, i.e., on-line in real time.  In this case, smart façade systems 
become a part of the optimal control problem for whole building systems.   
The other is the case that the system acts as a stand-alone system and the air-conditioning 
mode is decided based on measured data.  In this case, smart façade systems can be 
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considered a ‘local control system’, based on purely local information.  In this study, the 
latter is chosen and air-conditioning mode is decided as described in Table 6.2.  The 
range of intermediate mode is ±1°C from the room setpoint air temperature ( setptx ).  In 
determining the perimeter zone temperature ( pzx ) to the point 3m away from the window, 
the following assumptions are made (ASHRAE 1997):  
 Floor: 10cm concrete (2400kg/m3) 
 Ceiling: 12.7mm acoustic tile (800kg/m3) 
 Occupant: 1 person (degree of activity: moderate office work [75W/person]) 
 Light: 13.99 W/m2  
 Office equipment: 10W/m2  
 HVAC system: “idealized” 
o if pzx > setptx +1 then cooling is on to keep pzx  to be equal to setptx +1 
o if pzx < setptx -1 then heating is on to keep pzx  to be equal to setptx -1 
 
Table 6.2 Determination of air-conditioning mode 
Season Condition Air-conditioning mode 
Summer - Cooling mode all day 
Winter - Heating mode all day 
pz setptx x≥ +1°C Cooling mode 
pz setptx x≤ -1°C Heating mode Spring/Fall 





6.2 Converting Discrete Control Variable to Continuous Control 
Variable  
Optimal control means to find optimal control actions minimizing the cost function based 
on the dynamics of the system represented in the simulation model with environmental 
data (outdoor temperature, solar radiation).  The confronted optimal control problem in 
three variables consisting of constrained continuous louver angle, opening ratio of 
ventilation dampers and discrete airflow regime modes leads to a combinatorial problem 
(Winston, 1994), which is unrealistic to solve.   
One possible straightforward approach is to use a rule-based principle in order to 
determine the airflow regime first (Figure 6.2), and then, decide the optimal louver slat 
angle and the opening ratio of ventilation dampers.  The fundamental principle of rule-
based control is “if this, do that” under certain circumstances, and the rule is generally 
based on expert knowledge.  But the disadvantage of this approach is that the rule-based 
control does not and can not exactly reflect the dynamic behavior of the system.  This is 




Figure 6.2 Discrete control variable (airflow regime modes) in smart façade systems 
 
  mode #1  mode #2   mode #3   mode #4   mode #5  mode #6   mode #7  mode #8   mode #9  mode #10 
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The other approach, as adopted in this study, is to convert discrete change of airflow 
regime to continuous one and then solve for optimal control problem numerically as 
follows:  First, consider that inside the cavity is located an imaginary chain with 
articulately allocated holes.  When the chain rotates in the cavity, the holes can 
block/open the ventilation dampers.  Obviously, the change of airflow regime is discrete, 
but can be represented by a continuous rotation of the chain, which becomes the second 
continuous control variable ( 2u ).  Additionally, the opening ratio is also expressed as 2u  
according to the ratio of dampers blocked by the chain.  This analogy is illustrated in 
Figure 6.3. 
 
(b) outside circulation (100% open) (c) diagonal airflow (50% open)
InOut InOut




Figure 6.3 Analogy of imaginary chain in the cavity  
 
Using this analogy, the discrete airflow regime (AFR) expressed as an integer from mode 
1 to mode 10 is translated as a continuous variable (AFR*).  When n ≤ AFR* ≤ n+1, the 
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air flow regime is defined as mode n and the opening ratio (OR) is determined as shown 





1 2 3 4 5 7 8 9 10
 
Figure 6.4 Discrete variable (AFR) and continuous variable (AFR*) 
 
 
6.3 Numerical Optimization for Determination of Optimal Control 
Variables  
Once the discrete change of airflow regime is converted to continuous variable, the next 
step is to determine the optimal control variables.  The optimal control attempts to find 
the control actions that minimize the cost function (J) over a certain period of time as 




 min ,  
. .:  90 90





ϕ− ° ≤ ≤ °
≤ ≤
 (6.13) 
As mentioned in section 6.1, in case occupants want blocking of direct solar radiation for 
visual and/or thermal comfort into a room space, the upper bound of the louver slat angle 
can be set equal to the cutoff angle, thus the optimization routine searches an optimal 




Because of the nonlinearity of the dynamics of the system and additional constraints on 
the louver slat angle (-90˚≤φ≤90˚) and airflow regime (1≤ *AFR  ≤10), it is difficult to 
solve for Equation (6.13) analytically.  Thus, to deal with the problem numerically, the 
function ‘FMINCON’, one of the constrained nonlinear optimization routines in the 
MATLAB optimization toolbox is employed. 
The function ‘FMINCON’ find a minimum of a constrained nonlinear function of several 
variables starting at an initial estimate.  This problem is generally referred to as 
constrained nonlinear optimization or nonlinear programming.  The ‘FMINCON’ uses a 
Sequential Quadratic Programming (SQP) method which represents the state of the art in 
nonlinear programming methods.  Schittkowski (1985), for example, has implemented 
and tested a version that outperforms every other tested method in terms of efficiency, 
accuracy, and percentage of successful solutions, over a large number of test problems.  
This method closely mimics Newton's method for constrained optimization just as is 
done for unconstrained optimization.  At each major iteration, an approximation is made 
of the Hessian of the Lagrangian function using a quasi-Newton updating method.  This 
is then used to generate a QP (Quadratic Programming) sub-problem whose solution is 
used to form a search direction for a line search procedure (MATHWORKS 2001).   
 
Inside the function ‘FMINCON’, the discrete state space and the cost functions are 
described with the sampling time (T) of 15 minutes, which is small enough for our slowly 
time-varying systems.  And, the time horizon is set equal to 3 hours, considering the 
computing time.   
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After iteration, the function ‘FMINCON’ returns optimal control variables (louver slat 
angle, airflow regime, opening ratio of ventilation dampers).  Figure 6.5 briefly shows the 
optimal control strategy for smart façade systems. 
 
 
Figure 6.5 Process to obtain optimal control of smart façade systems 
 
 
6.4 Multiple Control Scenarios  
For the system to be occupant responsive, the following seven control scenarios are 
developed for an occupant to either select preference through a standard browser, or let 
the system operate autonomously.   
 
• Energy saving mode: only energy savings concerned  
• Visual comfort mode: only visual comfort (daylight illuminance, daylight 
illuminance distribution, glare avoidance, outward visibility) concerned 
• Thermal comfort mode: thermal comfort (PMV, blocking of direct solar radiation) 
concerned  















• Nighttime mode: identical to energy saving mode  
• User-preference mode: user-preference concerned.  The occupant can set 
preference for the three system utilities (ex. energy : visual : comfort = 0.25 : 
0.25 : 0.5),  
• User-override mode: occupant can choose airflow regime and louver slat angle at 
his/her will  
 
At each control scenario, the following weighting factors in Table 6.3 are used in the cost 
functions: 
 
Table 6.3 Determination of weighting factors (ri) 
Control scenario r1 r2 r3 r4 r5 r6 
Energy saving mode 1 0 0 0 0 0 
Visual comfort mode 0 1 1 1 1 0 
Thermal comfort mode 0 0 0 0 0 1 
Autonomous mode 1 1 1 1 1 1 
Nighttime mode 1 0 0 0 0 0 
User-preference mode wf1 wf2 wf2 wf2 wf2 wf3 
User-override mode - - - - - - 
 
where wfi is a preference weighting factor, wf1+wf2+wf3=1 and is based on the occupant’s 
weighting system.  In autonomous mode, r1=r2=r3=r4=r5= r6=1.  This means that 1 Watt 
is as important as 1 Lx in the work plane, 1% in uniformity, 1 cd/m2 in window 





6.5 Real Application of Occupant Responsive Optimal Control 
The Smart Façade Demo Unit (SFDU) (33.65N, 84.42W, Atlanta, GA) is developed to 
test the occupant responsive optimal control.  The detailed description of the physical 
system is addressed in section 5.3. 
 
An effective implementation of occupant responsive optimal control with the demo unit 
requires the weather prediction.  A website, http://www.weather.org/, provides 2-day 
weather forecasts about all relevant atmospheric information for different cities, such as 
ambient temperature, relative humidity, wind velocity and direction, and sky condition as 
illustrated in Figure 6.6. 




Obviously, these available data bypass the need for creating a huge weather forecasting 
model or establishing a statistical model that would require long time-range weather data 
records.  For this study, weather forecasts provided by the website (www.weather.org) 
can be used.  Solar radiation not provided from the website can be predicted by using 
preceding records along with the consideration of the sky condition.   
The architecture of the occupant responsive optimal control for the demo unit is shown in 
Figure 6.7.  The local server logs input data (state variables, weather) from the demo unit 
and the weather station.  The logged data are fed into the MATLAB optimization routine 
embedded in the local server.  The routine containing the simulation model and cost 
minimization process finds the optimal louver slat angle, the airflow regime and the 
opening ratio, then actuation commands are transmitted from the local server to actuators 
to rotate the louver slat angle and to open/close the ventilation inlet/outlet dampers.  The 
local server posts current state variables, weather data and energy flow on the Web as 





























Figure 6.7 Architecture of the occupant responsive optimal control for the demo unit 
 
Figure 6.8 shows a real-time weather data posting from the local server acting as a web 
server.  The local server receives relevant data on-line from the weather station installed 
at the College of Architecture building at Georgia Tech.  It includes temperatures 
(outdoor and indoor), humidity (outdoor and indoor), wind speed and direction, and solar 
radiation (global and diffuse).  The local server transfers those data to HTML templates 




Figure 6.9 shows the state variables and other environmental parameters (solar radiation, 
cavity air velocity, relative humidity [cavity, outdoor, indoor] and temperature (indoor, 
outdoor) posted on the Web.  The data are updated every minute and this website, 
running on the local server, is developed through a web publishing tool embedded in 
LabVIEW 6.1.    
 
 






Figure 6.9 Real time data posting from the SFDU 
(http://england.arch.gatech.edu:3015/SFDU/SFDU.htm) 
 
Figure 6.10 and 6.11 show an interface between an occupant and the smart façade 
system.  This website is developed using Microsoft Visual Basic.NET ASP (Active 
Server Pages) web application, which is very easily programmable for dynamic web 
applications.    
 
As shown in Figures 6.10 and 6.11, an occupant with given privileges can choose the 
preferred mode (energy saving mode, visual comfort mode, thermal comfort mode, 
autonomous mode, nighttime mode, user-preference mode) or override the devices 
(louver slat angle, ventilation inlet/outlet dampers) from anywhere in a building through a 
standard browser.  When an occupant determines his/her preferred mode, the local server 
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receives the signal and changes the operation mode accordingly.  An occupant can see 
not only a live update of the current status (states, weather, WEBCAM image) but also 
the potential energy savings of the demo unit. 
 
 










6.6 Optimal Control Simulation Analysis  
Using one day weather data, optimal control simulations are conducted for four different 
control scenarios (energy savings, visual comfort, thermal comfort and autonomous).  To 
achieve a clear understanding of how the optimal control works -and to prevent any 
disturbance from the fluctuation of the measured solar radiation-, solar radiation (global, 
diffuse) is generated according to ASHRAE clear sky model (Table 6.4).  The outdoor 
temperature used in the simulations is directly measured (Table 6.5).  By using weather 





Table 6.4 Solar Radiation on a vertical south facing façade surface for a clear day 
 Winter Summer Fall 
Daily Total (Wh/m2) 5,962 1130 4356 
Daily Maximum (W/m2)    880   232   607 
 
Table 6.5 Outdoor air temperature (˚C) 
 Winter Summer Fall 
Daily Average   6.55 23.37 10.65 
Daily Maximum 14.54 37.10 23.50 
Daily Minimum   0.88 15.90   5.00 
 
In the prediction of daylit luminous distribution, RADIANCE simulation results are 
interpolated as described in section 4.6.  The sky conditions (CIE sky condition: clear, 
intermediate, overcast) can be identified with the sky-ratio method (IESNA 2001).  The 
sky ratio is determined by dividing the horizontal sky irradiance by the global horizontal 
irradiance.  It should be noted that as the sky ratio approaches 1.0 when the solar altitude 
approaches zero (regardless of the sky condition), this method is not accurate for low 
solar altitudes (sunrise and sunset time).  The sky conditions are defined as shown in 
Table 6.6. 
 
Table 6.6 Determination of sky condition by using solar radiation (IESNA 2001) 
Clear sky sky ratio ≤ 0.3 
Intermediate sky 0.3 <  sky ratio < 0.8 
Overcast sky 0.8 ≤ sky ratio 
 
For better quantitative representation of the system’s energy performance and easy 
comparison, a system’s solar energy efficiency coefficient (h) is introduced.  h  is the 
ratio of the amount contributed by the system to the cooling (heating) load reduction of 
the room space to the total solar radiation received by the vertical exterior glazing.  For 
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example, in heating mode, the reduction of heating load in the room is the sum of 
transmitted solar radiation, heat transfer by beneficial airflow from the cavity to the 
room, and convective and radiative heat transfer occurred on the interior glazing surface.  
In cooling mode, the reduction of cooling load in the room can be obtained by summing 
up the amount of solar radiation blocked off by the system compared to the total solar 
radiation received by the exterior glazing.  
The system’s solar energy efficiency coefficient for heating mode is: 
 
( )( ), , 3
, ,
sol trans air cv rd e g out incont
h
sol ext sol ext
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where hη  is the system’s solar energy efficiency coefficient in heating mode, contQ  is the 
amount of the system contribution to the reduction of heating/cooling load, ,sol extQ  is the 
sum of the direct and diffuse solar radiation received by the exterior glazing surface, 
,sol transQ  is the sum of the transmitted direct and diffuse solar radiation as shown in 
Equation (6.1), airQ  is the heating (cooling) load reduction by beneficial airflow regime 
from the cavity to the room space as shown in Equation (6.2), ,cv rdQ  is the convective and 
radiative heat gain (loss) occurred at the interior glazing surface and eU is an equivalent 
U-factor which represent the rate of thermal heat transfer in the absence of solar radiation 
(ASHRAE 1997).  The term, ( )3e g out inU A T T−  is introduced to filter out the transmission 
heat gain (loss) caused by the indoor and outdoor air temperature difference and hη  
becomes a pure system solar energy efficiency coefficient.  
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eU , as shown in Figure 6.12, is obtained by using the calibrated simulation model.  
Obviously, eU varies with ( )T= out inT T∆ −  because convective heat transfer varies as 














Figure 6.12 eU  as a  function of ∆T 
 
 
The formulations for ,sol extQ  and ,cv rdQ  in Equation (6.14) are as follows: 
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where DI is the direct solar radiation received by the exterior glazing, dI is the diffuse 
solar radiation from the sky (excluding direct radiation coming directly from the Sun), 
and grI is the diffuse solar radiation from the ground.   
In a similar way, the system’s solar energy efficiency coefficient in cooling mode ( cη ) is 
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For the case when cooling and heating modes occur during one day (intermediate 










where iη  is the system’s solar energy efficiency coefficient in intermediate mode and n is 
the number of sampling time.  kη  is defined as follows: 
 
         
   




if cooling mode occurs at sampling time k







For representation of the system’s daylighting autonomy performance, a daylighting 
autonomy efficiency coefficient ( DAη ) is introduced as shown in Equation (6.20).  DAη  
is the sum of the ratio of daylight illuminance at the point 3m away from the window and 





























is described in Equation (6.7).  
 
6.6.1 Energy saving mode for clear winter day 
Figure F.1 shows the simulation results in clear winter day (Dec. 22nd, Atlanta) in energy 




Figures F.1 (b)~(c) show that the optimal louver slat angle keeps track of the solar 
altitude so that it can transmit direct solar radiation during daytime.  At nighttime, the 
louver slat angle stays at 90˚ such that it can reduce heat loss by longwave radiation 
between the interior glazing and the colder exterior glazing.  It is also interesting that a 
louver angle of 90˚ occurs around sunrise and sunset time.  It can be inferred that around 
sunrise and sunset time the heat loss by longwave radiation between the interior and the 
colder exterior glazing is more than the heat gain from weak solar radiation.   
 
As shown in Figure F.1 (d), the airflow regime during daytime is Mode #1 (inside 
circulation) so that the hot cavity air circulates into a room space for the reduction of 
heating load.  At nighttime, Mode #5 airflow regime (diagonal airflow from inside to 
outside) occurs so that the exhausting air warms the cold cavity.  Considering costly 
conditioned indoor air is exhausted without recycling the potential benefit, the airflow 
regime, Mode #5, is useful and can be considered ‘a local heat exchanger’.  The 
ventilation dampers are open almost all day in either Mode #1 or #5 and the opening ratio 
of dampers is almost 100% as shown in Figure F.1 (e), which means maximizing the 
beneficial use of airflow.  The dominant driving force for diagonal airflow (Mode #5) is 
the stack pressure difference ( sP ).  In this simulation, the estimated stack pressure 
difference obtained from the experiment in section 5.5.3 (4.24 Pa) is used.  Because the 
stack pressure difference ( sP ) is relatively large compared to the buoyancy ( bP ) and 
wind-driven pressure diffrence ( wP ), the airflow velocity profile in Mode #5 (Figure F.1 




Figures F.1 (g)-(j) shows the daylighting performance in energy saving mode.  The 
average daylighting illuminance, the luminance and the uniformity are far beyond the 
threshold values and may cause visual discomfort.  This is affected by the direct 
penetration of daylighting through the louver slat angle following the solar altitude.  As 
shown in Table F.1 (b), the uniformity during daytime is very low (average = 10.4%) and 
the average of window luminance (1036cd/m2) is over the threshold (850 cd/m2).  As 
shown in Figure F.1 (j), there is no need of electric lights in the perimeter zone (3m 
distance from the window) during most of daytime but glare may exist. 
Compared to other control scenarios, the visual comfort aspect in energy saving mode is 
worst because the direct solar radiation induced into a room space creates significantly 
ill-balanced daylight distribution.  
It is interesting that the maximum interior glazing temperature is very low (31.4˚C) 
compared to conventional window systems because the cavity air circulates at all time of 
the day.  Consequently, the resulting values of PMV and PPD are in the comfort range.  
The maximum PMV and PPD are 0.325 and 7.19%, respectively (Figure F.1 (k), (j)).   
 
The performance aspects in energy saving mode, obtained from the simulation results, are 
tabulated in Table F.1.  The solar energy efficiency coefficient is 42.61%, which means 
the system utilize about 42.61% of the solar radiation received by the exterior glazing to 
the reduction of heating load.  Even with a low overall transmittance of three layers of 
glazing (the average of direct [ , 1 , 2 , 3D g D g D gτ τ τ ] and diffuse [ , 1 , 2 , 3d g d g d gτ τ τ ] transmittance 
during the simulation day is 0.1323 and 0.08874, respectively), the solar energy 
efficiency of the system remains high.   
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As shown in Figure F.13 (m) and Table F.1, the dominant component for energy savings 
is airQ  (18.9%) and next is ,sol transQ  (14.0%).  During nighttime, ,cv rdQ  becomes minus (-) 
due to low interior glazing temperature (22.5-22.8˚C).   
 
6.6.2 Visual comfort mode for clear winter day 
The simulation results in visual comfort mode for a clear winter day (Dec. 22nd) in 
Atlanta are shown in Figure F.2.  Figures F.2 (a)-(e) show the state variables, the optimal 
louver slat angle, the permeability, the airflow regime and the cavity air velocity.  Under 
a clear winter sky, the solar energy efficiency coefficient is 21.19% which is very low 
compared to that of energy saving mode (44.21%).   
 
As shown in Figure F.2 (a) and (g)-(i), the louver angle, the average illuminance and the 
average window luminance are in the comfort range except for uniformity.  It can be 
inferred that due to strong daylight, the louver angle as shown in Figure F.2 (b) is towards 
the ground.  
The average of daylight illuminance and luminance is 488 [Lx] and 749 [cd/m2] 
respectively, and compared to those (7372 Lx, 1036 cd/m2) obtained from energy saving 
mode, the system keeps good visual comfort by properly adjusting the louver angle.    
According to Figure F.2 (h), it is very difficult to keep the appropriate uniformity (≥80%) 
because the illuminance level rapidly decreases with the increase of the distance from the 
window surface.  But, the uniformity plotted in Figure F.2 (h) is only based on the 
illuminance by daylight, and when the rear zone of the space is lit by electric lighting, the 
resulting uniformity improves.   
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Even though the % of hours of average illuminance in the comfort range is 0.0, the 
illuminance level is consistently close to the comfort range, and will not result in serious 
visual discomfort (Table F.2, Figure F.2 (g)).  
 
6.6.3 Thermal comfort mode for clear winter day 
Figure F.3 shows the simulation results in thermal comfort mode for clear winter day.   
The louver slat stays at 90˚ during daytime (Figure F.3 (b)) to prevent direct solar 
radiation from being absorbed by the interior glazing since the increased interior glazing 
temperature can cause thermal discomfort.  Owing to the use of outdoor air to cool 
interior glazing during daytime and to the blocking of direct solar radiation, the system’s 
contribution to the reduction of heating load is very low, leading to the lowest solar 
energy efficiency coefficient (3.16%) among the four control scenarios. 
The airflow regime is either in mode #2 (inside circulation), mode #3 (outside 
circulation) or #5 (diagonal airflow from inside to outside) to keep the interior glazing 
temperature in the comfort range.  When the interior glazing temperature differs much 
from the comfort range (23.3˚C) at daytime (9h-18h), the opening ratio of the dampers is 
close to 100% and vice versa at nighttime.   
Due to the louver slat angle at 90˚ during daytime, the uniformity is very good but 
obviously the system does not provide enough daylight illuminance (the optical 
transparency of the louver is set equal to 0.) 
The resulting average values of PMV and PPD are very low.  The maximum PMV and 




6.6.4 Autonomous mode for clear winter day 
Figure F.4 shows the simulation results in autonomous mode for a clear winter day.  The 
autonomous control mode considers three performance aspects of energy, visual and 
thermal comfort at the same time.   
 
As shown in Figure F.4 (b), the louver slat angle follows solar altitude around sunrise 
time for energy concern.  Between 11:00 A.M. and 15:00 P.M., the louver angle is less 
than the cutoff angle, in order to keep good visual comfort.   
The optimal louver angle profile in autonomous mode is similar to that of visual comfort 
mode since when the indoor daylight distribution violates the threshold values, the cost 
elements related to visual comfort are penalized, becoming dominant, and consequently 
the determination of the optimal louver slat angle is more influenced towards visual 
comfort.  The determination of the optimal louver slat angle is a trade-off among multiple 
cost elements, and occupants can emphasize any cost elements (energy, thermal comfort) 
by simply changing the weighting factors through the Web. 
 
When the cavity air is hot, the system selects inside circulation regime (regime=1) to 
utilize the hot air for reduction of heating load in a room space.  When the cavity air 
temperature drops, the system uses diagonal airflow (regime=5) to keep the cavity in a 
desired range of temperature.  For some periods during daytime, Mode #5 (diagonal 




The average illuminance and luminance are in the comfort range.  The solar energy 
efficiency coefficient is 11.19%.  Considering three system utilities, the autonomous 
mode is a preferred choice because the system tries to be energy efficient without hurting 
visual and thermal well-being.   
 
6.6.5 Energy saving mode for clear summer day 
Figure F.5 shows the simulation result for a clear summer day.  As shown in Figure F.5 
(a), during nighttime, the exterior glazing temperature (state variable, x1) is less than 
outdoor air temperature due to longwave radiation lost to the cold sky.  Thus, during 
nighttime, the louver slat angle remains at 0˚ to cool down interior glazing for the 
reduction of cooling load via radiative exchange with exterior glazing (Be noted that in 
summer day, the air-conditioning mode is cooling all time as shown in Table 6.2).   
Due to direct solar radiation in daytime, the state temperatures increase, causing the 
louver angle to be less than the cutoff angle (almost 0˚in a horizontal position) in order to 
not only minimize the penetration of solar radiation but also maximize the daylighting 
autonomy.  Thus, DAQ  is also a significant energy saving component (21.0%).  Between 
18h-21h, the louver slat is set equal to 90˚ in order to minimize longwave radiation.  
During nighttime, airflow regime is either in mode #3 (outside circulation) so that colder 
outdoor air cools the system, or in mode #2 (inside circulation) so that the cold cavity air 
flows into the room.  During daytime, the airflow regime is in mode #5 (diagonal airflow 
from inside to outside) to let colder indoor air pass through the heated cavity.  The 
average and maximum interior glazing temperatures are 22.3˚C and 23.9˚C, respectively, 




As shown in Table F.5, the solar energy efficiency coefficient is 107.96%.  This can 
simply be understood in a following way: the system totally blocks off all solar radiation 
effect on cooling load and additionally, contributes 7.96% more by beneficial use of 
indoor air to the reduction of cooling load.  In this case, a dominant factor for energy 
saving is blocking off solar radiation.  The transmitted direct solar radiation is very low 
(0.02 MJ/day).  
 
6.6.6 Visual comfort mode for clear summer day 
As described in section 4.5 and as shown in Table 4.3, the average daylight illuminance 
through the system under a summer clear day in Atlanta is very low.  Thus, for most of 
the day, the average illuminance is far below the required illuminance level (500Lx) even 
in visual comfort mode.   
Around sunrise and sunset time, the louver angle is close to solar altitude so that the 
system can induce enough daylight.  Because of high solar altitude (78.8˚) at noon time, 
maintaining the louver angle close to the altitude angle will not induce enough daylight.  
In other words, if the louver slat angle were at 78.8˚, it will almost be in a closed position. 
However, the output optimal louver slat angle at the time of high solar altitude is found to 
be 30˚.  The reasonable interpretation is that the system attempts to take advantage of the 
sky luminance (Figure F.6 (b)).   
 
The energy performance in visual comfort mode in a clear summer day is good 
(103.33%), compared to energy saving mode (107.96%).  Such excellent energy 
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performance results intrinsically from the three layers of glazing and possibly the louver 
slat.   
 
6.6.7 Thermal comfort mode for clear summer day  
From 0h (12:00 am) to 4h (4:00 am), the louver slat angle is 0˚ because the temperature 
difference (∆T1) between the interior glazing (x3) and the louver slat (x4) is almost close 
to the temperature difference (∆T2) between the exterior glazing (x2) and the louver slat 
(x4).  Thus, there is no advantage of controlling the louver angle for longwave radiation.  
When ∆T1 is less than ∆T2, the louver slat angle becomes 90˚ from 6h to 9h in order to 
minimize heat loss by longwave radiation.  Also, during the time, airflow regime is in 
mode #2 (inside circulation) to keep interior glazing temperature in the comfort range.   
 
As solar radiation impacts the system, the louver angle stays at 90˚ (11h-19h) and the 
corresponding airflow regime is mode #5 (diagonal airflow from inside to outside).  The 
maximum interior glazing temperature is 23.8˚C and the average PMV and PPD are 
0.045 and 5.054%.  Considering the summer weather data, the system performance in 
thermal comfort is extremely good.   
Regarding visual comfort, the system does not provide enough daylight due to the 
daytime louver angle close to 90˚. 
 
6.6.8 Autonomous mode for clear summer day  
From 0h to 5h, the louver slat angle stays at 0˚ with the airflow regime in mode #3 
(outside circulation).  This is to minimize the interior glazing temperature and cool the 
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cavity for the reduction of cooling load.  At nighttime, the system utilizes the cool 
outdoor air. 
As the effect of solar radiation on the system increases, the system itself tries to reduce 
the cooling load by using airflow regime #5 (diagonal airflow) during the daytime.  
Around 14h-15h, the airflow regime is in mode #1 for thermal comfort.  
 
The louver slat angle during daytime is mostly set at: around -27˚.  It is interesting that 
the louver slat angle during the daytime is mostly less than 0˚.  The desirable optimal 
louver slat angle for enough daylight is towards the sky (30˚) as found in section 6.6.6.  
Figure F.6 (b) shows the optimal louver slat angle in visual comfort mode.  But, the 
resulting louver slat angle does not lie in the range but rather below 0˚.  This is because 
the system is also concerned with energy savings and thus, tries to reduce the penetration 
of solar radiation (direct and sky diffuse).  In other words, when the louver angle is 
towards the sky, the system can provide enough daylight illuminance at the work plane, 
but it will increase cooling load as well.  With such optimal control actions, the resulting 
system’s solar energy efficiency of 99.31%.  
 
6.6.9 Energy saving mode for clear fall day  
As discussed earlier in section 6.1, the air-conditioning mode in an intermediate season 
(spring, fall) is determined according to the perimeter zone temperature.  Figure F.9 (n) 
shows that the air-conditioning mode in energy saving is heating early day, intermediate 
between 7h-13h, and cooling late afternoon.  This time lag is because of the relatively 




In intermediate mode, what is of concern to the cost function is energy savings by 
daylighting autonomy ( DAQ ) only, as shown in Equation (6.6).  Around sunrise and 
sunset time, the louver slat angle is very close to the solar altitude to induce enough 
daylight, and stays at 0˚ between 11h-15h to maximize the daylighting autonomy (Figure 
F.9 (b)).  The % of hours achieving daylighting autonomy is 78.4% and the daylight 
illuminance at 3m distance from the window is shown in Figure F.9 (j).  The daylighting 
autonomy efficiency coefficient ( DAη ) is 92.64%.  
The energy efficiency of the system during the intermediate day is 96.65%.     
 
6.6.10 Visual comfort mode for clear fall day  
Figure F.10 shows the optimal control simulation in visual comfort mode in a clear fall 
day.  Around the sunrise and sunset time (7-9h, 16-17h), the louver slat angle is close to 
the solar altitude to induce enough daylight to the room space.  The louver slat angle at 
daytime (9-15h) is towards the ground in order to avoid strong illuminance on the work 
plane and the overlit window surface (Figure F.10 (g), (i)).   
 
In summary, the comparison of the optimal louver slat angle in visual comfort mode 
gives interesting findings with respect to seasons.  Before the comparison, the seasonal 
difference in the average daylighting illuminance should be aware first.  According to 
Table 4.3, the average illuminances and luminances in winter, fall and summer day are 
2,370, 992 and 260 (Lx) and 847, 764 and 499 (cd/m2) respectively.  Therefore, for 
winter simulation in visual comfort mode (Figure F.2 (b)), the louver slat angle is all day 
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towards the ground to avoid strong illuminance and overlit window surface.  In fall, the 
louver angle in early morning and late afternoon is towards the sky to induce more 
daylight and between 9-15h, towards the ground (Figure F.10 (b)).  In summer simulation 
(Figure F.6 (b)), the louver angle is most of the time towards the sky because the daylight 
on the vertical surface is not enough as shown in Table 4.3.   
 
The %s of hours for the average daylight illuminance and window luminance to remain in 
the comfort range are 16.2% and 8.1% during the occupancy time (8:00 am-17:00 pm).  
Although the % of hours in the comfort range is very low, the window luminance and 
illuminance are very close to the desired range (Figure F.10 (g), (i)).  
Even in visual comfort mode, the thermal comfort level is very good because of the 
cavity air replacement with the room air, resulting in the proper interior glazing 
temperature.   
 
6.6.11 Thermal comfort mode for clear fall day  
In thermal comfort mode, the absolute value of the louver slat angle is close to 90˚ 
(average = 78.46˚).  This is to prevent the direct solar radiation from reaching the interior 
glazing and reducing the longwave radiation to the exterior glazing (Figure F.11 (b), (c)).  
During daytime, the system uses cold outside air to cool the interior glazing (outside 
circulation [AFR=3]), or makes the inside air pass through the cavity (diagonal airflow 
from inside to outside [AFR=5]). And at nighttime, the system uses the indoor air to keep 
the interior glazing temperature close to the room air temperature (inside circulation 
[AFR=2], Figure F.11 (d)).  Accordingly, the average of the interior glazing temperature 
is 22.49˚C and the average of PPD is 5.083%.   
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The solar energy efficiency coefficient is 97.51%, higher than that of energy saving mode 
(96.65%). But, it should be noted that in calculating iη , the energy savings by daylighting 
autonomy is not accounted for.  DAη  in energy saving and thermal comfort mode is 
92.64% and 4.63%, respectively.  Thus, total energy saving in energy saving mode is 
greater than that of thermal comfort mode (16.73-14.78=1.95MJ/m2/day).  
  
6.6.12 Autonomous mode for clear fall day  
At nighttime, the louver angle stays at 90˚ to avoid unwanted heat loss by long wave 
radiation.  The profile of the louver angle during the daytime is very similar to that in 
visual comfort mode.   
 
Depending on the change of the air-conditioning mode as shown in Figure F.12 (n), all 
airflow regimes (inside circulation [AFR=1, 2], outside circulation [AFR=3], diagonal 
airflow [AFR=5], all closed [AFR=10]) occur during one day.     
 
6.6.13 Conclusion 
In general, the energy performance of the system is very good in summer season (cooling 
mode).  Due to the high solar altitude (high incidence angle) and the extra layer of 
glazing (totally three layers), the resulting total solar transmittance is very low.  
Additionally, the louver slat in the cavity acts an active controller to block solar radiation 
in cooling mode.  Thus, most solar radiation cannot penetrate the system.  This allows a 
relatively low interior glazing temperature, resulting in excellent thermal comfort.  In any 
control scenario during all seasons, there is no occurrence of 0.5PMV >  (PPD > 10%). 
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It can be inferred conversely that the energy performance of the system is not good in 
heating mode because the additional glazing layer acts as a hindrance for bringing solar 
heat to the room in order to reduce heating load.   
 
All optimal control simulations presented in section 6.6 are based on an assumed stack 
pressure difference, ( sP ), of 4.24 Pa obtained from the experiment in section 5.5.3.  
These results will be different with different HVAC operation schemes, e.g. lower stack 
pressure difference or depressurization.   
  
In this section, 12 simulation results have been discussed for three seasonal days (winter, 
summer, fall) under clear sky with four different control scenarios.  A total of 24 
remaining cases are also considered for three typical seasonal days (winter, summer, fall) 
under intermediate and overcast sky with the same four control scenarios.  These data are 
not interpreted here to avoid redundant discussions.  However, graphs and tables for all 
36 cases are shown in Appendix F, in sureness that they deliver enough meaning.   
The application of optimal control conducted for a number of scenarios has revealed how 
the smart façade system can be optimally operated in terms of energy, visual and thermal 
comfort.  However, the performance of such a system may not be clearly ascertained if it 




7. COMPARATIVE STUDY OF SFDU 
 
 
7.1 Introduction  
In this chapter, the performance of smart façade system (System I) is examined in 
comparison to two others systems.  System II is a manually-controlled façade system 
having identical specifications as System I except that optimal control is replaced by 
manual actions.  System III is  a conventional window system and consists of 6mm clear 
+ 6mm low-e separated by 12.7mm air space and indoor shading by Venetian blinds.  
These three systems are compared using the climate of Atlanta, GA (33.65N, 84.42W) in 
summer, winter, and spring/fall under CIE sky conditions (clear, intermediate, overcast).   
System II represents an operational typology of the traditional double-skin façades.   As 
deduced from Vine et al (1998), there is no uniform pattern for an occupant to decide the 
preferred louver slat angle.  Thus, for the case of System II, each of the following louver 
angles, i.e., -60°, -30°, 0°, 30°, and 60° is assumed to be stationary all day.  Additionally, 
no ventilated airflow regime is assumed because users cannot be expected to open them 
manually with the consideration of all possible airflow regimes’ beneficial influences.  In 
simulation of System III, one of the most popular window systems, the same assumption 
of the random stationary louver slat angle is made as shown in Table 7.1. 
 
Table 7.1 Comparison of System I, II and III 
 Louver slat angle Airflow regime 
System I Angle minimizing the cost function Figures 6.2~6.4 
System II Stationary angle at 60°, 30°, 0°, -30°, and -60° Closed cavity 





7.2 Thermal and Daylighting Modeling of System III  
The thermal and daylighting simulation of System II exactly follows that of the system I.  
This section addresses the modeling of System III.   
Rather than developing another detailed thermal and daylighting modeling of System III, 
the results from the modeling study of SFDU are used as follows. 
 
7.2.1 Thermal modeling  
As shown in Figure 7.1, the mathematical modeling of the Smart façade Demo Unit 
(SFDU) is modified into the modeling of a conventional window system.  Fortunately, 
except the existence of the interior glazing, the specification of the exterior double-
glazing in the SFDU is identical to the popular double-glazing in the conventional 
window systems (6mm clear + 12mm air space + 6mm low-e).  The following several 
assumptions made in the modification are as follows: 
 
 
Figure 7.1 Modification of System I into System III  
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o Convective heat transfer coefficient on the indoor surface of the interior glazing 
in System III ( 2,  2,  ca system III ca system Ih h= ): the convective heat transfer coefficient 2cah  
in System III is assumed equal to 2cah  (of the case with the cavity open) in System 
I because a conventional window system has a louver slat close to the window 
surface, and along with such a gap between the louver slats and the interior 
glazing surface, it is assumed that a similar buoyancy airflow along the window 
surface occurs.   
o  Convective heat transfer coefficient on the surface of the louver slats in  System 
III ( 4,  4,  ca system III ca system Ih h= ): The room air will go upward or downward along the 
window surface in System III due to buoyancy.  Such a natural air flow is 
assumed to create a similar convective heat transfer on the louver slats to that on 
the slats in System I.   
o Thermal comfort: In calculating the mean radiant temperature, the following 
combined temperature ( cbT ), an input to PMV, is used.  This simply means that 
when the louver angle (φ) is horizontal, cbT  is equal to the interior glazing 
temperature ( 2gT ), when the louver angle (φ) is vertical, cbT  is equal to the louver 
temperature ( lT ). 
 ( ) ( )( )2cos + 1-cosgcb lT T Tϕ ϕ=  (7.1) 
Based on the above-mentioned assumptions, the energy balance equations for System III 




7) For the outside clear glazing of exterior double pane (g1):  same as Equation (3.66)    
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8) For the inside clear low-e glazing of exterior double pane (g2): same as Equation 
(3.67) except 
a. 2gq : In the longwave radiation calculation, the interior glazing temperature (g3) 
constituting the fictitious cavity is replaced by the room air temperature. 
b. The absorbed solar radiation by multiple reflections between g2 and g3 are 
assumed not to exist because System III has no interior glazing (g3).  Thus, 
Equation (3.16) and (3.17) are modified as shown in Equation (7.3) and (7.4). 
 , , 2 2, ,e D g g l D lr F r=  (7.3) 
 , , 2 2, ,e d g g l d lr F r=  (7.4) 
The energy balance equation for glazing (g2) is as follows: 
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9) For the louvers (l): same as Equation (3.69) except  
a. .l upq  and .l downq : In the longwave radiation calculation, the interior glazing 
temperature (g3) constituting the fictitious cavity is replaced by the room air 
temperature. 
b. The absorbed solar radiation by multiple reflections between the louver (l) and 
the interior glazing (g3) are assumed not to exist because System III has no 
interior glazing (g3).  Thus, Equation (3.24) and (3.25) are modified as shown 
in Equation (7.6) and (6.7). 
 , 2, , , 2 D ge D l l gr F r=  (7.6) 
 , , , 2 , 2e d l l g d gr F r=  (7.7) 
The energy balance equation for the louver is as follows: 
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10) For the cavity air 1 (ca,1): same as Equation (3.70)   
 ( ) ( ),1 1 ,1 2 ,1,1 ,1 ,1 1 ,1 2 ,1ca g ca g caca ca ca g ca g ca
dT
T T T Tc V A h A h
dt
ρ − −+=  (7.9) 
Based on the energy balance equation (7.2), (7.5), (7.8) and (7.9), the following state 
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7.2.2 Daylighting modeling: prediction of illuminance, uniformity and luminance 
In order to compare daylighting performance of System I with System III, it is also 
required to predict daylight luminous distribution for System III.  For this purpose, it 
would be better to utilize the 526 RADIANCE simulation cases from System I for the 




As shown in Figure 7.1, the difference between System I and III in terms of daylight 
transmission is the existence of an additional interior glazing, (g3), in System I.  It is 
assumed that by dividing the RADIANCE simulation results by the Visible 
Transmittance (VT) of the interior glazing (81.8%6), the daylight luminous distribution of 
System III can be obtained.  An underlying logic of this assumption is that the direction 
and amount of daylight transmitted through System III is linearly proportional to that 
transmitted through System I, and the ratio of daylight is corresponding to the value of 
VT.   
Obviously, this assumption does not factor out the multiple reflections between the 
louver slats and the glazing occurred in System I, through which a certain amount of 
daylight would be bounced back to outdoors, and through which transmitted daylight into 
a room may loose directionality to some extent.  But, this omission is not expected to 
induce significant errors in approximating the overall illuminance, the uniformity across 
the room space and the averaged luminance (Figures 4.2 and 4.3).   









=  (7.11) 
where ,avg IE  and ,avg IIIE  are the average illuminance of System I and III, respectively and 
3gVT  is the visible transmittance of the interior glazing (g3).  In a similar way, the 









=  (7.12) 
                                                 











=  (7.13) 
where IIIU is the uniformity of System III with ,avg IL  and ,avg IIIL  as the average luminance 
of System I and III, respectively. 
 
 
7.3 Performance Comparison Metrics 
In comparing the systems’ performance, three major system utilities (energy saving, 
visual comfort, thermal comfort) obtained from the simulations are used.  As discussed in 
Section 2.6, the following metrics are suggested in this comparative study: energy saving 
(transmitted solar radiation, intercepted solar radiation, convective heat transfer, heat 
transfer by airflow regime, energy efficiency coefficient), visual comfort (illuminance at 
the work plane, luminance of window surface, uniformity, outward visibility), and 
thermal comfort (PPD).   
For a meaningful comparison, the following performance indicators are introduced based 









PI 1 Solar energy efficiency coefficient (η) (already described in section 6.6) Energy 
savings PI 2 
Daylighting autonomy ( DAη ) (already described in section 
6.6) 
PI 3 Average daylight illuminance at work plane (between 500 and 3340 Lx) 
PI 4 % of hours where the average illuminance is in comfort range (between 500 and 3340 Lx) 
PI 5 Average uniformity (%) 
PI 6 Average luminance of the window surface (cd/m2) 




Average of the absolute louver slat angle ( ϕ ); a measure 
of “outward visibility performance” 
PI 9 Average PPD  Thermal 
comfort PI 10 % of hours where the PPD is in comfort range (less than 10%) 
 
As shown in section 6.6, it seems almost impossible to achieve a uniformity greater than 
or equal to 80% by daylight only.  Regarding outward visibility, there is no indication on 
the critical louver slat angle.  Thus, the average uniformity and the average of the 
absolute slat angle are used instead of % of hours in comfort range.   
 
 
7.4 Performance Comparison of Systems  
This section addresses the performance comparison between the three systems, as shown 
in Table 7.1.  The simulations are conducted for three typical seasonal days (Dec. 22nd, 
Sep. 22nd, Jun. 22nd) under CIE sky conditions (clear, intermediate, overcast).  In the 
simulations, the measured weather data (outdoor temperature, relative humidity, air 
velocity, etc) are used except that solar radiation is obtained based on ASHRAE clear sky 
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model.  Due to lack of detailed information, the direct and diffuse solar radiation received 
by a vertical surface under the intermediate and overcast skies is determined according to 
Table 7.3.  The direct solar radiation under intermediate sky is assumed to be equal to 
50% of direct solar radiation under clear sky, while for overcast sky, the direct radiation 
is zero.  The diffuse radiation under intermediate and overcast skies is assumed equal to 
the diffuse radiation under clear sky.  This is a very crude assumption, but reasonable 
enough for the purpose of performance comparison.   
 
Table 7.3 Solar radiation used for intermediate and overcast sky 
Sky condition Direct Diffuse  
Clear DI  skyI  ← reference sky 
Intermediate 0.5 DI  skyI   
Overcast 0 skyI   
 
In this comparative study, the performance indicators of System I in autonomous mode 
are compared with those of System II and III calculated by averaging results obtained 
from each of the five louver angle settings, i.e., -60°, -30°, 0°, 30°, and 60°, as shown in 
Table 7.4, 7.6 and 7.8.   
In comparing each indicator, the following rules are established. 
• PI1, PI2: 2 points are allocated to most energy efficient system, then 1 to second, 
and 0 to least. 
• PI3: if 500 3 3340PI≤ ≤ , then 1 point is allocated.   
• PI4, PI5, PI7, PI8, PI10: 2 points are allocated to best system, then 1 to second, 
and 0 to worst. 
• PI6: if 6 850PI <  then 1 point is given. 
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• PI9: if 9 10%PI ≤  then 1 point is attributed. 
 
Additionally, in order to convert the energy saving effect into $/m2/yr (Tables 7.5, 7.7, 
7.9, 7.10), the following assumptions are made: 
• Energy price: $0.075/KWh (PNNL 2002) 
• Work days per year: 5days*52weeks 
• Efficiency of power generation: 48.9%7 (PNNL 2002) 
 
7.4.1 Performance comparison under clear sky  
Under the ASHRAE clear sky, the performance of three systems (I, II, III) is compared.  
In winter season (heating mode), not surprisingly, the energy performance of System III 
is best (58.72%) because this system has less blocking components (louver slats, interior 
glazing) for solar transmission compared to System I and II.  This means that 58.72% of 
the solar radiation is utilized to reduce the heating load in the room.  But the solar energy 
efficiency of System I in energy saving mode is comparatively good (42.61%) because 
the embedded optimal control enables the louver slat to keep track of solar altitude, and 
the dampers to make best use of airflow regime for the reduction of heating load (night 
time=diagonal airflow, daytime = inside circulation).  
But due to lack of a thermal buffer zone (cavity), System III is very disadvantageous in 
the thermal comfort level.  Compared to System I and II, the thermal comfort level in 
System III is worst due to high interior glazing temperature reaching 43.95˚C, and a 
resulting maximum PPD of 16.36%.  The cavity and the additional interior glazing in 
                                                 
7 the ratio of delivered energy use to primary energy use  
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System I and II lessen the strong solar impact on indoor thermal comfort (the thermal 
comfort indicators (PI9, PI10) of System I are in comfort range (average PPD=5.4%).   
 
In summer season, there is no significant energy performance difference between the 
operation modes (energy, visual, thermal, autonomous).  This is because the incidence 
angle for Jun. 22nd in Atlanta is high, leading to low overall solar transmittance.  In other 
words, the minimum incident angle for the day (Jun. 22nd) in Atlanta is 78.8˚ and the 
corresponding maximum direct solar transmittance of low-e and clear glazing is 0.0816 
and 0.1144.  For direct solar radiation, the total maximum transmittance of the system 
consisting of three layers of glazing (clear + low-e + low-e) for the day is 0.01585.  For 
diffuse radiation, the total transmittance is 0.0572.  This means when the solar radiation 
is highest (the incidence angle is minimum), only 1.5% of direct solar radiation and 5.7% 
of diffuse solar radiation transmit through System I and II,  when the louver slats are not 
in the cavity.  Thus, the controllable direct and diffuse solar radiation by the louver slats 
is only 1.5% and 5.7% respectively, and the energy performance of System I in energy 
saving mode is at most only about 8.7% different from those in other operation modes.  
But this energy performance will be significantly different either when the system faces 
East or West or when the system is located in a more northern part than Atlanta where 
more solar radiation is received at a lower incident angle.  Likewise, the difference 
between the three systems is also minimal (in the range of 20 to 30%) and need not be 




During the intermediate season (spring/fall day), the solar energy efficiency difference 
between System I and III is about 33%.   
 
Table 7.4 Overall performance comparison under clear sky  



























En 42.61 88.63 7372 21.9 10.4 1036 3.1 24.5 6.54 100 
VC  23.3 76.71 488 0 41.4 749 100 34.6 5.44 100 
TC 3.16 22.55 31 0 98.1 10 100 89.4 5.2 100 I 
Au 11.19 77.58 549 6.3 42.3 719 100 36.8 5.4 100 
-60˚ 16.4 39.24 232 0 57.4 398 100 60 9.57 46.9 
-30˚ 18.04 80.66 563 65.6 39.7 848 43.8 30 9.75 43.8 
0˚ 26.33 88.63 3001 50 21.1 1620 0 0 11.05 34.4 
30˚ 34.35 88.63 7313 18.8 9.8 921 37.5 30 12.66 31.3 
60˚ 23.98 85.91 2831 50 23.1 512 100 60 10.79 40.6 
II 
Ave. 23.82 76.61 2788 36.88 30.22 860 56.26 36 10.8 39.4 
-60˚ 60.85 46.05 284 0 57.4 486 100 60 8.23 100 
-30˚ 60.01 85.94 689 81.3 39.7 1036 31.3 30 10.76 40.6 
0˚ 57.9 88.63 3669 37.5 21.1 1981 0 0 11.98 31.3 
30˚ 56.06 88.63 8940 18.8 9.8 1126 18.8 30 10.47 40.6 











Ave. 58.72 79.36 3409 36.28 30.22 1051 50.02 36 9.9 62.5 
I 9 0 1 0 0 2 1 2 0 1 2 




III 11 2 2 1 2 0 0 0 2 1 1 
En 107.96 68.84 360 0 48.4 1039 30 5.6 5.07 100 
VC  103.33 63.68 381 10 44.8 712 62.5 18.9 5.07 100 
TC 106.95 4.72 39 0 92.1 27 100 85.6 5.05 100 I 
Au 99.31 62.94 347 2.5 50 727 55 20.1 5.2 100 
-60˚ 94.14 34.93 182 0 68.9 288 100 60 5.29 100 
-30˚ 93.77 52.77 292 0 55.2 641 90 30 5.29 100 
0˚ 93.75 69.65 360 0 48.5 1120 10 0 5.29 100 
30˚ 93.89 56.27 369 0 38.7 462 100 30 5.29 100 
60˚ 94 28.08 245 0 46.8 182 100 60 5.29 100 
II 
Ave. 93.91 48.34 290 0 51.62 539 80 36 5.3 100 
-60˚ 85.63 42.71 222 0 68.9 353 100 60 5.19 100 
-30˚ 84.97 64.51 356 0 55.2 784 55 30 5.69 100 
0˚ 84.59 85.13 440 35 48.5 1369 0 0 5.94 100 
30˚ 84.44 68.79 451 30 38.7 565 85 30 5.69 100 











Ave. 84.78 59.09 354 13 51.62 659 68 36 5.5 100 
I 10 2 2 0 1 0 1 0 2 1 1 










Table 7.4 (cont’d)  



























En 96.65 92.64 655 94.6 44.4 1335 8.1 7.3 5.14 100 
VC  95.52 73.19 478 16.2 47.7 837 8.1 31.4 5.15 100 
TC 97.51 4.63 123 0 95.4 10 100 88.7 5.08 100 I 
Au 93.37 70.24 485 18.9 48.8 796 13.5 33.6 5.2 100 
-60˚ 68.74 41.32 231 0 59.2 376 100 60 6.67 100 
-30˚ 68.63 67.12 408 24.3 51 772 54.1 30 6.68 100 
0˚ 70.88 89.47 607 73 45.7 1347 5.4 0 6.72 100 
30˚ 68.72 92.08 1043 94.6 34.8 1594 10.8 30 7.06 100 
60˚ 64.22 71.89 4044 37.8 10 250 100 60 7.31 94.6 
II 
Ave. 68.24 72.38 1267 45.94 40.14 868 54.06 36 6.9 98.92 
-60˚ 59.04 50.04 282 0 59.2 459 100 60 6.26 100 
-30˚ 59.43 79.71 499 56.8 51 944 32.4 30 7.47 94.6 
0˚ 59.76 92.99 742 89.2 45.7 1647 0 0 8.04 70.3 
30˚ 60.72 93.93 1275 100 34.8 1948 5.4 30 7.43 97.3 











Ave. 59.93 79.78 1548 55.68 40.14 1061 47.56 36 7.1 92.44 
I 10 2 0 0 0 2 1 0 2 1 2 




III 7 0 2 1 2 0 0 1 0 1 0 
* En = Energy saving mode,     VC = Visual Comfort mode 
   TC = Thermal Comfort mode,  Au = Autonomous mode  
 
Based on results shown in Table 7.4, Table 7.5 is established to compare the energy 
performance of System I in energy saving mode with those of System II and III, 
according to efficiency coefficient (η), ( DAη ) and savings in $/m2/yr.  Yearly energy 
savings in $/m2/yr (Table 7.5 (b), 7.7(b) and 7.9(b)) is a weighted average (1.0: 1.0: 2.0 = 
Winter: Summer: Spring/Fall). 
Except for winter season, the energy saving effect of System I is very significant.  Note 
that while this system is south-facing, an east or west facing system will have 
substantially more savings because of solar radiation being normal to the surface.  
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Table 7.5 Energy performance comparison under clear sky 
(a) Energy efficiencies: η and DAη  
Solar energy efficiency (η in %) 
Daylighting autonomy energy 
efficiency ( DAη  in %) Season 
System I System II System III System I System II System III
Winter  
(heating) 
42.61 23.82 58.72 88.63 76.61 79.36 
Summer 
(Cooling) 107.96 93.91 84.78 68.84 48.34 59.09 
Spring/Fall 
(Intermediate) 96.65 68.24 59.93 92.64 72.38 79.78 
 
(b) Energy savings in $/m2/season 
 Sys. I – Sys. II Sys. I – Sys. III 
Heating mode (Winter) 11.19 -8.86 
Cooling mode (Summer) 3.28 3.42 
Intermediate mode (Spring/Fall) 13.07 16.09 
Energy savings in $/m2/yr 40.61 26.74 
* Solar radiation in clear winter day: 20.64 (MJ/m2/day) 
    Solar radiation in clear summer day: 4.07 (MJ/m2/day) 
    Solar radiation in clear fall day: 15.06 (MJ/m2/day) 
 
7.4.2 Performance comparison under intermediate sky  
Under intermediate sky, the performance of System I, II, and III are compared (Table 7.6, 
7.7).  As described earlier in section 7.4, the direct solar radiation in intermediate sky is 
50% of that in clear sky.  
In winter season, the solar energy efficiency (η) of System III is greater (56.79%) than 
that of System I.  But this comparison is between the autonomous mode of System I and 
averaged energy efficiency of System III. The energy efficiency (η) of System I in energy 
saving mode (39.37%) indicates benefit from optimal control, considering the energy 
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performance of uncontrolled System II (21.52%) and System I in different control modes, 
e.g. thermal comfort mode (3.36%).   
During the summer time, the difference of the energy performance between System I and 
System II is not significant because Atlanta is located relatively in a southern region and 
the solar altitude in Jun. 22nd is very high.  Thus, the benefit from the louver slat control 
is not much since a small amount of direct solar radiation transmits three layers of the 
system.  The energy performance difference between System I (105.27%) and System II 
(94.34%) results from control of the airflow regime and the louver slat angle.  
The energy performance between System I and III during spring/fall day is significant 
(83.22% vs. 61.13%).  This indicates the adaptability of System I to changing 
environment.  
During all seasons, the thermal comfort is not critical because of comparatively weak 




Table 7.6 Overall performance comparison under intermediate sky  



























En 39.37 87.84 1588 93.8 20.3 770 50 24.7 5.59 100 
VC  26.72 79.92 643 18.8 36 646 56.3 28 5.3 100 
TC 3.36 13.05 10 0 98.3 3 100 89.5 5.09 100 I 
Au 21.04 80.53 670 31.3 34.6 564 65.6 34.8 5.3 100 
-60˚ 14.29 26.29 109 0 87.8 116 100 60 6.11 100 
-30˚ 15.95 40.8 208 0 59.5 336 100 30 6.16 100 
0˚ 23.99 85.26 751 81.3 37.6 1061 31.3 0 6.49 100 
30˚ 31.75 87.6 1594 100 18.5 714 56.3 30 6.9 100 
60˚ 21.62 77.97 708 68.8 30.9 292 100 60 6.42 100 
II 
Ave. 21.52 63.58 674 50.02 46.86 504 77.52 36 6.4 100 
-60˚ 58.87 29.98 133 0 87.8 142 100 60 6.04 100 
-30˚ 57.99 47.73 255 0 59.5 411 100 30 6.57 100 
0˚ 55.91 87.63 919 87.5 37.6 1297 21.9 0 6.84 100 
30˚ 54.18 89.37 1949 100 18.5 873 43.8 30 6.49 100 











Ave. 56.79 67.12 824 52.5 46.86 616 73.14 36 6.4 100 
I 8 0 2 1 0 0 1 0 2 1 1 




III 12 2 1 1 2 2 1 1 0 1 1 
En 112.61 55.15 330 0 43.5 440 100 23.1 5.06 100 
VC  105.65 53.22 351 0 39.3 347 100 31.7 5.07 100 
TC 110.65 6.12 50 0 87.7 26 100 84.3 5.05 100 I 
Au 105.27 52.68 346 0 40.9 348 100 31.3 5.1 100 
-60˚ 94.62 21.26 106 0 90.6 100 100 60 5.23 100 
-30˚ 94.1 25.85 145 0 76.8 240 100 30 5.24 100 
0˚ 94.12 46.22 234 0 54.3 616 100 0 5.24 100 
30˚ 94.35 53.79 347 0 40.2 363 100 30 5.24 100 
60˚ 94.49 29.97 263 0 42.2 139 100 60 5.24 100 
II 
Ave. 94.34 35.42 219 0 60.82 292 100 36 5.2 100 
-60˚ 84.33 25.99 130 0 90.6 123 100 60 5.16 100 
-30˚ 83.36 31.6 178 0 76.8 293 100 30 5.57 100 
0˚ 82.8 56.51 287 0 54.3 753 65 0 5.77 100 
30˚ 82.52 65.75 425 25 40.2 444 100 30 5.57 100 











Ave. 83.04 43.30 268 5 60.82 357 93 36 5.4 100 
I 11 2 2 0 0 0 1 2 2 1 1 











Table 7.6 (cont’d)  



























En 94.19 86.32 583 67.6 42.5 937 32.4 19.6 5.09 100 
VC  89.51 85.57 671 75.7 36.9 751 48.6 34 5.15 100 
TC 97.8 4.58 31 0 95.7 7 100 88.5 5.05 100 I 
Au 83.22 87.46 678 78.4 36.4 768 48.6 32.9 5.2 100 
-60˚ 66.4 23.78 117 0 86 137 100 60 5.48 100 
-30˚ 66.22 33.61 189 0 64.3 332 100 30 5.48 100 
0˚ 65.8 72.66 396 0 51.3 1044 16.2 0 5.49 100 
30˚ 63.87 88.42 688 83.8 35.8 836 37.8 30 5.58 100 
60˚ 63.52 48.06 958 78.4 18.4 232 100 60 5.65 100 
II 
Ave. 65.16 53.31 470 32.44 51.16 516 70.8 36 5.5 100 
-60˚ 60.36 28.49 143 0 86 167 100 60 5.47 100 
-30˚ 60.81 40.51 231 0 64.3 405 100 30 5.76 100 
0˚ 61.12 87.44 484 62.2 51.3 1276 5.4 0 5.9 100 
30˚ 61.84 92.19 841 94.6 35.8 1022 21.6 30 5.75 100 











Ave. 61.13 61.36 574 49.2 51.16 631 65.4 36 5.7 100 
I 12 2 2 1 2 0 1 0 2 1 1 




III 9 0 1 1 1 2 1 1 0 1 1 
* En = Energy saving mode,     VC = Visual Comfort mode 
   TC = Thermal Comfort mode,  Au = Autonomous mode  
 
 
Table 7.7 shows the energy saving effect of each system.  In spite of weak solar radiation 
under intermediate sky condition, the energy saving effect is as much as that in clear sky 




Table 7.7 Energy performance comparison under intermediate sky  
(a) Energy efficiencies: η and DAη  
Solar energy efficiency (η in %) 
Daylighting autonomy energy 
efficiency ( DAη  in %) Season 
System I System II System III System I System II System III
Winter  
(heating) 
39.37 21.52 56.79 87.84 63.58 67.12 
Summer 
(Cooling) 112.61 94.34 83.04 55.15 35.42 43.30 
Spring/Fall 
(Intermediate) 94.19 65.16 61.13 86.32 53.31 61.36 
 (b) Energy savings in $/m2/season 
 Sys. I – Sys. II Sys. I – Sys. III 
Heating mode (Winter) 6.20 -4.38 
Cooling mode (Summer) 3.03 3.24 
Intermediate mode (Spring/Fall) 8.60 9.04 
Energy savings in $/m2/yr 26.44 16.94 
* Solar radiation in clear winter day: 10.69 (MJ/m2/day) 
    Solar radiation in clear summer day: 2.76 (MJ/m2/day) 
    Solar radiation in clear fall day: 8.23 (MJ/m2/day) 
      
7.4.3 Performance comparison under overcast sky  
Table 7.8 and 7.9 show the performance comparison under overcast sky.  As shown in 
Table 7.3, the direct solar radiation under overcast sky is assumed to be zero.   
In winter season, the energy efficiency coefficient (η) of System I is best (23.94% in 
autonomous and 30.1% in energy saving mode), compared to System II and III.  
Considering that System III is best in terms of η in clear and intermediate sky, this means 
in overcast sky, the cavity works as a thermal buffer and the air passing through the 
cavity reduces the heat transmission (Figure F.25 (b)).  
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In summer season, the energy performance of System I is 115.97%.  This can be put in 
this way: System I contribute to the reduction of cooling load by 115.97% of the solar 
radiation received by the vertical exterior glazing by 1) blocking off solar radiation 2) 
using the airflow regime (Figure F.32).   
During all seasons, it is difficult to provide enough daylighting to the room (PI3, PI4), 
leading a little chance of glare problems (PI6, PI7).   
Due to weak solar radiation under overcast sky, the thermal comfort is not a concern.  If 
compared, PI9 and PI10 of System I and II are better than those in System I because 




Table 7.8 Overall performance comparison under overcast sky 



























En 30.1 46.85 282 0 45.8 358 100 20.3 5.03 100 
VC  30.91 43.12 314 0 37.3 230 100 40 5.04 100 
TC 2.86 25.86 181 0 61.3 94 100 65.3 5.01 100 I 
Au 23.94 43.12 314 0 37.3 230 100 40 5.0 100 
-60˚ 2.14 23.41 91 0 76.8 49 100 60 5.06 100 
-30˚ 2.84 25.43 114 0 90.8 138 100 30 5.06 100 
0˚ 2.23 38.74 192 0 60.9 420 100 0 5.06 100 
30˚ 1.10 47.13 310 0 40.6 296 100 30 5.06 100 
60˚ 0.28 31.01 246 0 44.9 106 100 60 5.06 100 
II 
Ave. 1.72 33.14 191 0 62.8 202 100 36 5.1 100 
-60˚ 5.6 26.77 111 0 76.8 59 100 60 5.03 100 
-30˚ 3.69 29.24 140 0 90.8 168 100 30 5.19 100 
0˚ 3.29 45.51 234 0 60.9 514 100 0 5.3 100 
30˚ 5.4 55.77 379 0 40.6 361 100 30 5.18 100 











Ave. 5.60 38.67 233 0 62.8 246 100 36 5.1 100 
I 8 2 2 0 0 0 1 1 0 1 1 




III 10 1 1 0 0 2 1 1 2 1 1 
En 125.42 80.11 485 35 45.7 693 100 20.3 5.06 100 
VC  111.46 78.1 482 0 44.7 673 100 21.5 5.06 100 
TC 120.99 10.57 107 0 79.3 53 100 81.9 5.05 100 I 
Au 115.97 78.62 482 0 45.1 679 100 20.9 5.1 100 
-60˚ 95.86 20.54 102 0 90.7 93 100 60 5.19 100 
-30˚ 94.92 26.35 157 0 72.3 264 100 30 5.19 100 
0˚ 95.05 60.12 316 0 53 806 70 0 5.19 100 
30˚ 95.55 79.01 534 100 37.8 567 100 30 5.19 100 
60˚ 95.74 39.29 406 0 29.7 203 100 60 5.19 100 
II 
Ave. 95.42 45.06 303 20 56.7 387 94 36 5.2 100 
-60˚ 80.67 25.1 124 0 90.7 114 100 60 5.14 100 
-30˚ 78.83 32.21 192 0 72.3 323 100 30 5.46 100 
0˚ 77.76 73.5 386 0 53 985 0 0 5.62 100 
30˚ 77.12 95.08 653 100 37.8 693 100 30 5.46 100 











Ave. 78.12 54.79 370 28 56.7 473 80 36 5.4 100 
I 11 2 2 0 0 0 1 2 2 1 1 










Table 7.8 (cont’d)  



























En 62.56 67.59 415 0 47.1 585 100 20 5.04 100 
VC  62.54 63.9 452 0 35.3 451 100 33.1 5.04 100 
TC -7.12 22.28 188 0 63.6 103 100 70.8 5.01 100 I 
Au 45.66 63.90 452 0 35.3 451 100 33.1 5.0 100 
-60˚ 2.87 22 99 0 88.1 78 100 60 5.04 100 
-30˚ 4.1 26.01 141 0 77.8 222 100 30 5.04 100 
0˚ 3.51 51.86 272 0 47.9 677 100 0 5.04 100 
30˚ 2.89 67.07 458 24.3 38.8 476 100 30 5.04 100 
60˚ 2.23 36.39 352 0 33.3 170 100 60 5.03 100 
II 
Ave. 3.12 40.67 264 4.86 57.18 325 100 36 5.0 100 
-60˚ 75.24 26.12 121 0 88.1 96 100 60 5.04 100 
-30˚ 76.03 31.03 173 0 77.8 271 100 30 5.1 100 
0˚ 75.98 62.62 332 0 47.9 828 59.5 0 5.17 100 
30˚ 74.3 81.22 560 100 38.8 582 100 30 5.1 100 











Ave. 74.46 48.94 323 20 57.18 397 91.9 36 5.1 100 
I 11 2 2 0 0 0 1 2 2 1 1 




III 8 0 1 0 2 2 1 0 0 1 1 
* En = Energy saving mode,     VC = Visual Comfort mode 
   TC = Thermal Comfort mode,  Au = Autonomous mode  
 
 
Table 7.9 shows the energy saving effect under overcast sky.  The energy saving effect of 
System I is not as much as those in clear and intermediate day because of weak solar 




Table 7.9 Energy performance comparison under overcast sky  
(a) Energy efficiencies: η and DAη  
Solar energy efficiency (η in %) 
Daylighting autonomy energy 
efficiency ( DAη  in %) Season 
System I System II System III System I System II System III
Winter  
(heating) 
30.10 -16.17 5.60 46.85 33.14 38.67 
Summer 
(Cooling) 125.42 95.42 78.12 80.11 45.06 54.79 
Spring/Fall 
(Intermediate) 62.56 3.12 74.46 67.59 40.67 48.94 
 
(b) Energy savings in $/m2/season 
 Sys. I – Sys. II Sys. I – Sys. III 
Heating mode (Winter) 1.47 0.81 
Cooling mode (Summer) 4.11 4.00 
Intermediate mode (Spring/Fall) 3.93 0.66 
Energy savings in $/m2/yr 13.43 6.13 
* Solar radiation in clear winter day: 0.74 (MJ/m2/day) 
    Solar radiation in clear summer day: 1.45 (MJ/m2/day) 
    Solar radiation in clear fall day: 1.40 (MJ/m2/day) 
  
Table 7.5, 7.7 and 7.9 are summarized as shown in Table 7.10.  In general, System I 
performs better in summer and spring/fall. The performance difference between System I 
and II is more prominent under winter day than under summer day.  The reason is 
addressed before: during winter day, the solar altitude is lower and there is more 
possibility to control the solar transmittance by the louver slat angle.  Reversely, during 
summer day, the solar incident angle is very big, thus there is less opportunity to control 
solar transmittance.  The difference comes from the beneficial use of air flow regime and 
daylighting autonomy.  
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This result will be different in different climate regions and in the next section, the 
performance of System I in Atlanta, GA is compared with that in Chicago, IL.  
 
Table 7.10 Energy saving effect comparison under different sky conditions (in $/m2/yr) 
Sky condition Clear Intermediate Overcast 
Season Sys. I – Sys. II 
Sys. I – 
Sys. III 
Sys. I – 
Sys. II 
Sys. I – 
Sys. III 
Sys. I – 
Sys. II 




11.19 -8.86 6.20 -4.38 1.47 0.81 
Summer 
(Cooling) 3.28 3.42 3.03 3.24 4.11 4.00 
Spring/Fall 
(Intermediate) 13.07 16.09 8.60 9.04 3.93 0.66 
Energy savings 




7.5 Performance Comparison in Different Climates  
Additionally, to verify the benefit of optimal control of smart façade systems in different 
climatic locations, another comparative study is accomplished for Chicago (41.83N, 
87.68W, Chicago, IL) climate.   
The outdoor air temperature is made based on the monthly averages of Chicago weather 
data posted on the website (http://www.weather.org/).  The solar radiation of Chicago for 
clear day is made based on the ASHRAE clear sky model while those for an intermediate 
and overcast day is assumed as shown in Table 7.3. 
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With the weather data, a set of simulations are run for three different seasonal days (Dec. 
22nd, Jun. 22nd, Sep. 22nd) with four different control scenarios under three different sky 
conditions. 
The daylighting prediction of Chicago is based on the RADIANCE simulations for 
Atlanta since the simplified daylit prediction is drawn by using relationship between the 
solar altitude and the louver slat angle.  In other words, for clear day, the interpolated 
algorithm made for the daylighting prediction returns the outputs (average illuminance 
along the center line of the room space, uniformity, average luminance of the window 
surface, illuminance at y=3m) with three inputs: sky condition, solar altitude, louver slat 
angle.    
Table 7.11 shows the performance comparison between Atlanta and Chicago.  Not 
surprisingly, overall performance of energy savings, visual comfort and thermal comfort 




Table 7.11 Overall performance comparison between Atlanta and Chicago  
(a) Clear day  







System I PI1 
(η) 
PI2 

















En 42.61 88.63 7372 21.9 10.4 1036 3.1 24.5 6.54 100 
VC  23.3 76.71 488 0 41.4 749 100 34.6 5.44 100 




Au 11.19 77.58 549 6.3 42.3 719 100 36.8 5.4 100 
En 43.11 100 4507 33.3 12.9 1072 0 19.5 6.54 100 
VC  24.74 87.26 489 0 39.8 684 100 30.1 5.48 100 














Au 17.14 87.74 504 3.7 40.5 667 100 31.6 5.46 100 
En 107.96 68.84 360 0 48.4 1039 30 5.6 5.07 100 
VC  103.33 63.68 381 10 44.8 712 62.5 18.9 5.07 100 




Au 99.31 62.94 347 2.5 50 727 55 20.1 5.2 100 
En 104.24 67.56 356 0 47.3 994 27.5 6 5.14 100 
VC  97.24 62.92 364 0 46.6 724 55 16.9 5.08 100 














Au 95.78 61.68 349 0 47.6 700 72.5 19.7 5.17 100 
En 96.65 92.64 655 94.6 44.4 1335 8.1 7.3 5.14 100 
VC  95.52 73.19 478 16.2 47.7 837 8.1 31.4 5.15 100 




Au 93.37 70.24 485 18.9 48.8 796 13.5 33.6 5.2 100 
En 95.67 89.65 588 82.9 43.2 1235 11.4 9.3 5.16 100 
VC  93.9 74.16 484 20 47.9 837 8.6 28.8 5.18 100 


















Table 7.11 (cont’d)  
(b) Intermediate day  







System I PI1 
(η) 
PI2 

















En 39.37 87.84 1588 93.8 20.3 770 50 24.7 5.59 100 
VC  26.72 79.92 643 18.8 36 646 56.3 28 5.3 100 




Au 21.04 80.53 670 31.3 34.6 564 65.6 34.8 5.3 100 
En 39.46 85.37 1029 88.9 23.4 671 100 19.9 5.56 100 
VC  26.71 79.1 497 33.3 35.4 439 81.5 38.2 5.28 100 














Au 23.09 79.54 501 33.3 35.1 431 81.5 38.4 5.26 100 
En 112.61 55.15 330 0 43.5 440 100 23.1 5.06 100 
VC  105.65 53.22 351 0 39.3 347 100 31.7 5.07 100 




Au 105.27 52.68 346 0 40.9 348 100 31.3 5.1 100 
En 108.45 57.95 343 0 43.2 482 100 21.5 5.13 100 
VC  96.8 55.37 370 0 38 362 100 33.1 5.07 100 














Au 99.53 55.37 370 0 38 362 100 33.1 5.1 100 
En 94.19 86.32 583 67.6 42.5 937 32.4 19.6 5.09 100 
VC  89.51 85.57 671 75.7 36.9 751 48.6 34 5.15 100 




Au 83.22 87.46 678 78.4 36.4 768 48.6 32.9 5.2 100 
En 97.65 81.21 512 34.3 44.9 945 28.6 14.7 5.09 100 
VC  84.44 80.93 630 71.4 39.4 678 74.3 36.1 5.21 100 


















Table 7.11 (cont’d)  (c) Overcast day  







System I PI1 
(η) 
PI2 

















En 30.1 46.85 282 0 45.8 358 100 20.3 5.03 100 
VC  30.91 43.12 314 0 37.3 230 100 40 5.04 100 




Au 23.94 43.12 314 0 37.3 230 100 40 5.0 100 
En 68.39 53.02 257 0 49.8 308 100 21.2 5.03 100 
VC  67.78 50.21 283 0 40.3 201 100 40 5.03 100 














Au 58.09 50.21 283 0 40.3 201 100 40 5.02 100 
En 125.42 80.11 485 35 45.7 693 100 20.3 5.06 100 
VC  111.46 78.1 482 0 44.7 673 100 21.5 5.06 100 




Au 115.97 78.62 482 0 45.1 679 100 20.9 5.1 100 
En 126.3 78.73 476 25 45.9 681 100 20.1 5.13 100 
VC  94.18 77.42 481 0 44.1 651 100 22.4 5.05 100 














Au 105.96 77.93 481 0 44.5 657 100 21.9 5.05 100 
En 62.56 67.59 415 0 47.1 585 100 20 5.04 100 
VC  62.54 63.9 452 0 35.3 451 100 33.1 5.04 100 




Au 45.66 63.90 452 0 35.3 451 100 33.1 5.0 100 
En 80.17 67.71 397 0 47.4 557 100 20 5.03 100 
VC  79.69 63.29 442 0 32.6 394 100 36.2 5.03 100 














Au 66.05 63.29 442 0 32.6 394 100 36.2 5.01 100 
* En = Energy saving mode,      VC = Visual Comfort mode 
   TC = Thermal Comfort mode,  Au = Autonomous mode 
 
The energy performance of System I in Atlanta and Chicago is tabulated as shown in 
Table 7.12.  Based on the energy efficiency (η), there is little difference between Atlanta 
and Chicago except for winter overcast sky (30.1% vs. 68.39%).  As discussed earlier, 
System I is excellent in reducing the heat transmission by using airflow regime and 
having the cavity as a buffer zone.  In a more severe winter condition in Chicago 




The difference in $/m2/yr is also shown in Table 7.12 (d).  But this is not an absolute 
objective judgment and biased by the different solar radiation incident by a vertical 
surface (more solar radiation in Chicago in summer and fall than in Atlanta): under clear 
and intermediate day during summer and fall in Chicago, the solar radiation received by a 
vertical façade is greater than that in Atlanta because the solar radiation is incident at a 
lower angle, thus the saving effect in terms of $/m2/yr increases.  This also indicates that 
the saving effect in $/m2/yr will increase very much for East and West facing facades.  
 
Table 7.12 Energy saving effect in Atlanta and Chicago 
 
(a) Energy efficiency (η in %) 
Sky condition clear intermediate overcast 
Location Atlanta Chicago Atlanta Chicago Atlanta Chicago
Heating mode 
(Winter) 42.61 43.11 39.37 39.46 30.10 68.39 
Cooling mode 
(Summer) 107.96 104.24 112.61 108.45 125.42 126.3 
Intermediate mode 
(Spring/Fall) 96.65 95.67 94.19 97.65 62.56 80.17 
 
 
 (b) Daylighting efficiency coefficient (η in %) 
Sky condition clear intermediate overcast 
Location Atlanta Chicago Atlanta Chicago Atlanta Chicago
Heating mode 
(Winter) 88.63 100 87.84 85.37 46.85 53.02 
Cooling mode 
(Summer) 68.84 67.56 55.15 57.95 80.11 78.73 
Intermediate mode 




Table 7.12 (cont’d)  
 (c) Solar radiation on a vertical façade (MJ/m2/day) 
Sky condition clear intermediate overcast 
Location Atlanta Chicago Atlanta Chicago Atlanta Chicago
Winter 20.64 17.80 10.69 9.19 0.74 0.58 
Summer  4.07 7.30 2.76 4.52 1.45 1.75 
Fall 15.06 16.77 8.23 9.03 1.40 1.30 
 
 
(d) Energy savings in $/m2/season 
Comparison Atlanta – Chicago 
Sky condition Clear Intermediate Overcast 
Heating mode (Winter) 2.67 1.70 -0.72 
Cooling mode (Summer) -8.80 -5.21 -0.97 
Intermediate mode 
(Spring/Fall) -3.95 -2.66 0.45 




8. Conclusions and Future Work 
 
 
Based on the awareness that transparent building envelopes (windows and façade system 
systems) have a great potential for energy savings, visual comfort and thermal comfort, 
this study presents occupant responsive optimal control of smart façade systems.  In this 
final chapter, the main achievements and conclusions are summarized and the remaining 




To achieve the aforementioned challenges addressed in section 1.1, the following 
collateral accomplishments are obtained:  
 
• Development of Lumped Calibrated Model: It is shown that the lumped model 
for double façade components can be easily constructed and augmented by 
parameter estimation.  These calibrated parameters compensate for errors 
introduced by the space averaging and other model simplifications.  The resulting 
model was validated through laborious experiments during which the unit was 
subjected to different control actions, ventilation regimes, and stark variations in 
weather conditions.  The model proved surprisingly accurate in the prediction of 
the most relevant state variables and very reliable for energy savings, comfort, 




• Daylighting Optimization: Before attempting daylighting optimization, a set of 
visual comfort criteria is suggested for optimal control of daylighting such as 
daylit task illuminance at the work plane, uniformity, luminance of the window 
surface, daylighting autonomy and outward visibility.  Then, the dynamic 
relationship between the louver slat angle and indoor daylit luminous distribution 
is established with RADIANCE pre-simulations.  The simplified algorithm 
interpolating a discrete set of RADIANCE simulations is efficiently utilized for 
daylighting simulation.   The relationship between smart façade systems and 
indoor environment is established, e.g., the system behavior dynamically 
influenced by the control variables in relation with thermal and visual comfort. 
• Calibration with In-Situ Experiments in the Smart Façade Demo Unit 
(SFDU): A full scale prototype of a smart façade system is developed and 
laborious experiments were conducted.  Based on the calibration results, using 
the theoretical values of convective heat transfer coefficients and pressure drop 
coefficients requires very careful attention.  This may lead to significant mistakes 
in predicting the thermal behavior of the system.  If possible, on-site calibration 
is highly suggested. 
• On-line Real-time Optimal Control: Based on the prediction of the lumped 
‘calibrated’ model, the MATLAB optimization routine can effectively determine 
the control actions in on-line real-time.  A web-based architecture of occupant 
responsive optimal control systems for smart building envelopes is developed to 
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implement the dynamic reactions and real-time optimization of façade systems to 
environment data.   
• Performance Comparison: Through the performance comparison of the smart 
façade system to a manually-controlled façade and a conventional window 
system, it can be concluded that smart façade systems are more advantageous in 
terms of energy, visual comfort and thermal comfort.  The benefit of optimal 
control of smart façade systems in a different climatic location (Chicago, IL) is 
also verified.   
 
The proposed occupant responsive optimal control of smart façade systems is expected to 
lead to a breakthrough in this under-developed area through the combination of building 
simulation and occupant responsive optimal control.  The two most prominent features of 
these systems are the capability of dynamically reacting to the environmental input data 
through real-time optimization and Web accessibility.  
This study will underpin challenging follow-up research on ‘hybrid’ control where 
individual comfort preference may be codified digitally on a personal smart card that is 
read automatically when an occupant enters a building (Augenbroe 2002).  
 
 
8.2 Future Work   
Following the successful achievements and findings in this study of optimal control of 




1) Application of on-line real-time optimization framework to a variety of 
building systems (mechanical systems, lighting control systems) either as a 
stand-alone or as a whole-HVAC integrated building automation system: On-
line real-time optimization is a relatively new technology to enable building 
systems to dynamically react to environmental input data. The technology has 
become recently possible with the proliferation of modeling and simulation 
techniques, computing power and Internet-based network.  This technology 
integrates advanced simulation techniques rapidly matured over the last twenty 
years into constrained nonlinear optimization routines and exploits the 
opportunities that the Internet offers.  The application of this technology to many 
different building systems is the clear and imminent challenge of the next decade.  
Many studies have also recognized that building systems can reach their expected 
and/or best performance with this technology.  More specifically, 'on-line real-
time optimization' will offer owners as well as occupants the potential for energy 
savings and a better quality of indoor environment.  The technology can be 
applied to a variety of building systems either as a stand-alone or as a whole-
integrated (HVAC systems, lighting control systems, advanced envelopes, etc).  
These systems also hold the promise for commercial appeal.  The integration of 
this technology into 'smart houses' and 'smart buildings' is another future avenue. 
2) Integration of smart façade systems with building’s HVAC system:  
 Control aspect: By integrating optimal control of the façade system with 
building’s HVAC system control, the benefit will be increasing.  This will 
deal with the integration in hierarchical building automation and control 
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studies, where local workplace optimization intelligence needs to interact with 
controls at building zone or at whole building level. 
 Simulation aspect: Adding parameterized software modules of smart façade 
elements to whole building simulation packages, e.g. to Energy-Plus for 
investigating the energy saving effect on whole building scale.  
3) Development of online self-calibrating façade unit: The lumped model 
developed in this study is based on off-line calibration.  In order to account for 
change of the system configuration (material properties, multi-storey 
configurations, dimensional parameters), an online self-calibrating model could 
be developed.  Consequently, this will dispense with an in-situ calibration process 
requiring laborious experiments.  
4) Optimal design of smart façade systems: determine optimal design variables 
(material properties [glazing, louver], dimensional configurations, etc) in a given 
design context (location, climate, surroundings, orientation, HVAC system 
parameters, etc).    
5) Feasibility and applicability study: this concerns all the physical, economical, 
durability, controllability, multi disciplinary and systems integration aspects 
across professional A/E.  The derivation of a simple control logic that can be 
implemented in an embedded PLC’s will be another challenge for future large 
market applications.   
6) Development of simulation-based lighting control systems: Conventional 
automatic lighting control systems dim or increase the electric lights according to 
photosensor input.  But the unreliability of the systems and the difficulty in the 
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design, selection, placement and commissioning of the systems are a significant 
market barrier.  Simulation-based lighting control systems can determine control 
actions based on the predicted indoor luminous distribution from a simulation 
model.  Therefore, there is no need to install photo-sensors as required with 
photosensor-based lighting control systems.  Additionally, these systems will 
become easily calibrated, optimally controllable, robust and cost-effective, 
compared to photosensor-based systems.  The integration of the system control 
with a ubiquitous web interface will also allow occupant-responsiveness.  The 
development of such lighting control systems with a full-scale space or a mock-up 
model experiment is another challenging future work.  
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Appendix A. Calculation of transmittance, reflectance and absorptance 
of a glazing for direct solar radiation 
 
 
The transmittance (τ ), reflectance ( ρ ) and absorptance (α ) for the direct solar radiation 













where aτ  is the transmittance with the absorption losses only considered, K  is the 
extinction coefficient, L  is the thickness of the glazing and 2θ  is the angle of refraction.  
For the perpendicular component of polarization, the transmittance (τ ⊥ ), reflectance ( ρ⊥ ) 



















 ( )1 arρ τ τ⊥ ⊥⊥= +  (A.3) 
















where r⊥  is the reflection of unpolarized radiation on passing from medium 1 to medium 













=  and 1θ  is the angle of incidence. 
Similar results are found for the parallel component (τ|| , ||ρ , ||α ) of polarization.  
Finally, the transmittance (τ), reflectance (ρ), and absorptance (α) are found by the 



















= ||  (A.7) 
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Appendix B. Shape factor calculation 
  
 
Fictitious surfaces (1) and (4) and a fictitious cavity surrounded by surfaces (1) ~ (4) are 
defined (Rheault et al, 1987) for convenience.  For example, a shape factor from (3) to 
(5), 35F  is assumed to be 31F  because long wave radiation between surface (3) and (5) 
occurs through surface (1).  
 
 
Figure B.1 Reduced 2-D system 
 
From the summation rule, we obtain 
  
 
11 12 13 14
21 22 23 24
31 32 33 34





F F F F
F F F F
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F F F F
+ + + =
+ + + =
+ + + =
+ + + =
 (B.1) 
 
For shape factor of surface (1), it is evident that 
 
 11 0F =  (B.2) 
 ( )12 9021 sinF ϕ+= −  (B.3) 




























⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
 (B.5) 
 
From the shape factor reciprocity rule and symmetry, it is evident that 
 
 21 12F F=  (B.6) 
 22 0 F =  (B.7) 
 23 21 24 141F F F F= − − =  (B.8) 
 ( )24 13 9021 sinF F ϕ−= = −  (B.9) 
 31 13 32 23 33 34 12, ,     0,         F F F F F F F= = = =  (B.10) 
 41 14 42 24 43 34 44,     0,     ,     F F F F F F F= = = =  (B.11) 
 
To calculate diffuse (solar + ground) solar radiation, the shape factors between surfaces 
(1)~(4) and sky and ground are determined, based on the following assumptions. 
 
        1) 31F  accounts for 3 skyF →  and 3 grF →   
        2) 3 skyF →  increases as φ increases like a wall with surface tilt φ.  
        3) 41F  accounts for 4 skyF → and 4 grF →  
        4) 4 skyF → decreases as ϕ increases.  
 
For example, the following equations can be derived based on the above assumptions. 
 













Based on the above assumptions, the shape factors between each surface and sky and 
ground are calculated as indicated in Table B.1.  
 
Table B.1 Shape factors between surfaces and sky and ground 
 0° £ j £ 90° -90° £ j <0° 
2 skyF →  0 ( )1 cos
2
ϕ−  













−  31F  
3 grF →  ( )1 cos
2
ϕ−  0 
4 skyF →  ( )41 1 sin
2
F ϕ−  
4 grF →  ( )41 1 sin
2




Appendix C. Derivation of average air velocity in the cavity 
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where lρ  is the reference air density, R is the total flow resistance parameter, Q is the 
volumetric flow rate, g is the gravitational acceleration, ρ∞ is the outside air density, β is 
the volumetric thermal expansion coefficient, caT  is the cavity air temperature in K, T∞  is 
the outside air temperature in K, and L is the height of the cavity. Note that for a inside 
natural circulation loop, ρ∞  and T∞  are inside air density and temperature.  Equation 
(C.1) applies when caT T∞> . If caT T∞< , T∞  in the denominator and ( )caT T∞−  in the 
numerator should be replaced with caT and ( )caT T∞ −  should be replaced ( )caT T∞ − .  
The left hand side of Equation (C.1) can be rewritten as: 













= +⎜ ⎟⎜ ⎟
⎝ ⎠
∑ ∑  (C.2) 
where if  is the friction coefficient, iL  is the loop length, ,h iD  is the hydraulic diameter, 
iA  is the cross-sectional area, jA  is the opening area, jk  is the form loss factor and mu  is 
the average air velocity in the cavity.  ,h iD  can be defined as: 
 












where P is the perimeter of the sectional area, d is the depth of the cavity and w is the 
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where h is the vertical height of open area in m. When inlet/outlet is fully open, it 





























 is very small, the first term of the left had side in Equation (C.5) 














Appendix D. Derivation of discrete state space equations8 
 
 
A continuous state space equation is written as follows:  
 x Ax b= +&  (D.1) 
By writing Equation (D.1) as: 
 ( ) ( ) ( )x t Ax t b t− =&  (D.2) 
and pre-multiplying both sides by 
Ate− : 
 ( ) ( )[ ] ( )[ ] ( )At At Atde x t Ax t e x t e b t
dt
− − −− = =&  (D.3) 
Integrating Equation (D.3) from 0 to t  yields:  
 ( ) ( )
0
0  
tAt Ae x t x e b dτ τ− −= + ∫  (D.4) 
or 
 ( ) ( ) ( )
0
0  
tAt A tx t e x e b dτ τ−= + ∫  (D.5) 
Equation (D.4) is the solution of Equation (D.1). Note that the solution of the state 
equation starting with the initial state ( )0x t is:  
 ( ) ( ) ( ) ( )0 0 0
tA t t A tx t e x t e bτ τ− −= + ∫  (D.6) 
Now, it is assumed that the control input changes only at equally spaced sampling 
instants. The discrete-time representation of Equation (D.1) will take the form: 
 ( )( ) ( ) ( ) ( )1x k T G T x kT H T+ = +  (D.7) 
where k is the sequence of numbers and T is the sampling time. Note that the matrices G 
and H depend on the sampling period T. Once the sampling period T is fixed, G and H are 
constant matrices. 
To determine G(T) and H(T), we use Equation (D.5) that the input is sampled and fed to a 
zero-order hold so that all the components of input are constant over the interval between 
any two consecutive sampling instants. Since 
 ( )( ) ( ) ( ) ( )
( )11 1
0
1 0  
k TA k T A k T Ax k T e x e e b dτ τ
++ + −+ = + ∫  (D.8) 
                                                 
8  All the contents are modified from Discrete-Time Control Systems, Katsuhiko Ogata, 2nd 




 ( ) ( )
0
0  
kTAkT AkT Ax kT e x e e b dτ τ−= + ∫  (D.9) 
Multiplying Equation (D.9) by AkTe and subtracting it from Equation (B.8) gives us 
 ( )( ) ( ) ( )
( )111  
k TAT A k T A
kT
x k T e x kT e e b dτ τ
++ −+ = + ∫  (D.10) 
We may write 
 








x k T e x kT e e b dt






where l = T - t.  If we define 
 
 ( ) ATG T e=  (D.12) 
 ( ) ( )1
0
T A ATH T e bd A e I bτ τ −= = −∫  (D.13) 
Then Equation (D.11) becomes: 




Appendix E. RADIANCE daylighting simulation results 
 
 


















1 Clear Dec. 22nd 9:00 13.2 73.2 174 55.9 157 123 
2 Clear Dec. 22nd 9:00 13.2 63.2 481 42.1 317 306 
3 Clear Dec. 22nd 9:00 13.2 53.2 835 17.9 412 486 
4 Clear Dec. 22nd 9:00 13.2 43.2 1,356 20.8 528 893 
5 Clear Dec. 22nd 9:00 13.2 33.2 1,819 16.8 535 1178 
6 Clear Dec. 22nd 9:00 13.2 23.2 2,140 19.6 707 1367 
7 Clear Dec. 22nd 9:00 13.2 13.2 2,054 16.8 869 1395 
8 Clear Dec. 22nd 9:00 13.2 3.2 1,675 16.2 1,031 1106 
9 Clear Dec. 22nd 9:00 13.2 -6.8 1,202 24.5 872 1032 
10 Clear Dec. 22nd 9:00 13.2 -16.8 782 37.6 649 571 
11 Clear Dec. 22nd 9:00 13.2 -26.8 490 41.9 533 383 
12 Clear Dec. 22nd 9:00 13.2 -36.8 270 48.4 376 258 
13 Clear Dec. 22nd 9:00 13.2 -46.8 191 61.6 303 172 
14 Clear Dec. 22nd 9:00 13.2 -56.8 155 70.4 241 134 
15 Clear Dec. 22nd 9:00 13.2 -66.8 119 83.3 129 115 
16 Clear Dec. 22nd 10:00 21.9 71.9 729 43.9 343 1920 
17 Clear Dec. 22nd 10:00 21.9 61.9 1,826 12.7 490 2183 
18 Clear Dec. 22nd 10:00 21.9 51.9 2,747 10.9 601 2516 
19 Clear Dec. 22nd 10:00 21.9 41.9 3,888 9.4 747 2874 
20 Clear Dec. 22nd 10:00 21.9 31.9 5,337 8.7 782 6656 
21 Clear Dec. 22nd 10:00 21.9 21.9 5,355 8.6 1,134 6774 
22 Clear Dec. 22nd 10:00 21.9 11.9 3,896 10.3 1,522 2979 
23 Clear Dec. 22nd 10:00 21.9 1.9 2,960 14.1 1,485 2883 
24 Clear Dec. 22nd 10:00 21.9 -8.1 1,702 36.5 1,302 2463 
25 Clear Dec. 22nd 10:00 21.9 -18.1 1,070 36.1 1,143 2267 
26 Clear Dec. 22nd 10:00 21.9 -28.1 502 36.3 755 437 
27 Clear Dec. 22nd 10:00 21.9 -38.1 397 41.0 647 340 
28 Clear Dec. 22nd 10:00 21.9 -48.1 282 51.0 522 252 
29 Clear Dec. 22nd 10:00 21.9 -58.1 219 54.5 403 177 
30 Clear Dec. 22nd 10:00 21.9 -68.1 160 67.7 206 145 
31 Clear Dec. 22nd 11:00 28.5 78.5 195 53.8 206 133 
32 Clear Dec. 22nd 11:00 28.5 68.5 1,766 44.6 451 5006 
33 Clear Dec. 22nd 11:00 28.5 58.5 3,464 40.6 579 9570 
34 Clear Dec. 22nd 11:00 28.5 48.5 5,367 39.3 770 9837 
35 Clear Dec. 22nd 11:00 28.5 38.5 7,074 12.8 812 10265 
36 Clear Dec. 22nd 11:00 28.5 28.5 8,482 6.4 1,093 10454 
37 Clear Dec. 22nd 11:00 28.5 18.5 6,266 35.6 1,725 10335 
38 Clear Dec. 22nd 11:00 28.5 8.5 4,929 41.5 1,923 10228 
39 Clear Dec. 22nd 11:00 28.5 -1.5 2,840 36.1 1,849 9925 
40 Clear Dec. 22nd 11:00 28.5 -11.5 1,790 34.1 1,582 812 
41 Clear Dec. 22nd 11:00 28.5 -21.5 711 34.8 1,274 660 
42 Clear Dec. 22nd 11:00 28.5 -31.5 594 41.7 979 592 




















44 Clear Dec. 22nd 11:00 28.5 -51.5 336 46.5 652 298 
45 Clear Dec. 22nd 11:00 28.5 -61.5 260 48.1 495 209 
46 Clear Dec. 22nd 11:00 28.5 -71.5 182 61.8 245 163 
47 Clear Dec. 22nd 13:00 32.6 72.6 939 7.7 344 5754 
48 Clear Dec. 22nd 13:00 32.6 62.6 3,346 6.9 575 6017 
49 Clear Dec. 22nd 13:00 32.6 52.6 6,410 5.0 684 6351 
50 Clear Dec. 22nd 13:00 32.6 42.6 8,991 5.7 862 15705 
51 Clear Dec. 22nd 13:00 32.6 32.6 10,805 6.7 934 17937 
52 Clear Dec. 22nd 13:00 32.6 22.6 8,711 5.7 1,718 12488 
53 Clear Dec. 22nd 13:00 32.6 12.6 6,851 7.1 2,087 6843 
54 Clear Dec. 22nd 13:00 32.6 2.6 3,864 9.5 2,144 6587 
55 Clear Dec. 22nd 13:00 32.6 -7.4 2,264 12.8 1,893 6525 
56 Clear Dec. 22nd 13:00 32.6 -17.4 837 33.8 1,638 757 
57 Clear Dec. 22nd 13:00 32.6 -27.4 701 36.9 1,146 655 
58 Clear Dec. 22nd 13:00 32.6 -37.4 523 39.7 916 447 
59 Clear Dec. 22nd 13:00 32.6 -47.4 367 46.2 724 330 
60 Clear Dec. 22nd 13:00 32.6 -57.4 274 50.8 544 254 
61 Clear Dec. 22nd 13:00 32.6 -67.4 194 58.2 265 173 
62 Clear Sep. 22nd 8:00 15.5 75.5 139 73.8 35 100 
63 Clear Sep. 22nd 8:00 15.5 65.5 315 56.5 85 131 
64 Clear Sep. 22nd 8:00 15.5 55.5 396 43.7 136 192 
65 Clear Sep. 22nd 8:00 15.5 45.5 451 33.0 338 247 
66 Clear Sep. 22nd 8:00 15.5 35.5 370 29.1 467 278 
67 Clear Sep. 22nd 8:00 15.5 25.5 380 41.6 563 318 
68 Clear Sep. 22nd 8:00 15.5 15.5 360 38.6 658 330 
69 Clear Sep. 22nd 8:00 15.5 5.5 326 43.6 688 320 
70 Clear Sep. 22nd 8:00 15.5 -4.5 285 47.7 691 281 
71 Clear Sep. 22nd 8:00 15.5 -14.5 219 56.2 439 214 
72 Clear Sep. 22nd 8:00 15.5 -24.5 201 58.8 357 214 
73 Clear Sep. 22nd 8:00 15.5 -34.5 168 67.6 251 158 
74 Clear Sep. 22nd 8:00 15.5 -44.5 157 72.2 244 146 
75 Clear Sep. 22nd 8:00 15.5 -54.5 135 80.6 184 129 
76 Clear Sep. 22nd 8:00 15.5 -64.5 114 89.3 117 112 
77 Clear Sep. 22nd 8:00 15.5 -74.5 98 90.2 41 99 
78 Clear Sep. 22nd 9:00 27.5 67.5 1,282 11.6 154 203 
79 Clear Sep. 22nd 9:00 27.5 57.5 1,463 11.8 215 306 
80 Clear Sep. 22nd 9:00 27.5 47.5 1,561 9.8 543 388 
81 Clear Sep. 22nd 9:00 27.5 37.5 666 31.6 921 486 
82 Clear Sep. 22nd 9:00 27.5 27.5 685 37.0 1,164 565 
83 Clear Sep. 22nd 9:00 27.5 17.5 601 45.8 1,148 549 
84 Clear Sep. 22nd 9:00 27.5 7.5 502 43.4 1,052 497 
85 Clear Sep. 22nd 9:00 27.5 -2.5 419 46.5 1,099 420 
86 Clear Sep. 22nd 9:00 27.5 -12.5 367 49.1 873 357 
87 Clear Sep. 22nd 9:00 27.5 -22.5 314 42.6 663 261 
88 Clear Sep. 22nd 9:00 27.5 -32.5 279 48.4 495 259 
89 Clear Sep. 22nd 9:00 27.5 -42.5 245 54.1 474 224 
90 Clear Sep. 22nd 9:00 27.5 -52.5 206 58.2 362 187 
91 Clear Sep. 22nd 9:00 27.5 -62.5 163 67.7 232 155 
92 Clear Sep. 22nd 9:00 27.5 -72.5 125 82.7 86 119 
93 Clear Sep. 22nd 10:00 38.7 68.7 2,969 4.9 213 250 




















95 Clear Sep. 22nd 10:00 38.7 48.7 3,366 4.6 752 565 
96 Clear Sep. 22nd 10:00 38.7 38.7 1,181 33.0 1,222 654 
97 Clear Sep. 22nd 10:00 38.7 28.7 1,024 32.7 1,690 794 
98 Clear Sep. 22nd 10:00 38.7 18.7 778 44.5 1,582 665 
99 Clear Sep. 22nd 10:00 38.7 8.7 633 43.0 1,372 614 
100 Clear Sep. 22nd 10:00 38.7 -1.3 546 41.6 1,384 543 
101 Clear Sep. 22nd 10:00 38.7 -11.3 488 46.3 1,149 457 
102 Clear Sep. 22nd 10:00 38.7 -21.3 435 47.6 916 449 
103 Clear Sep. 22nd 10:00 38.7 -31.3 377 55.6 750 335 
104 Clear Sep. 22nd 10:00 38.7 -41.3 314 48.9 659 287 
105 Clear Sep. 22nd 10:00 38.7 -51.3 269 51.5 511 241 
106 Clear Sep. 22nd 10:00 38.7 -61.3 205 59.2 330 198 
107 Clear Sep. 22nd 10:00 38.7 -71.3 153 70.4 125 142 
108 Clear Sep. 22nd 11:00 48.3 78.3 271 53.4 130 176 
109 Clear Sep. 22nd 11:00 48.3 68.3 4,561 3.7 249 296 
110 Clear Sep. 22nd 11:00 48.3 58.3 4,803 4.4 299 469 
111 Clear Sep. 22nd 11:00 48.3 48.3 5,046 5.0 887 678 
112 Clear Sep. 22nd 11:00 48.3 38.3 1,499 32.2 1,481 871 
113 Clear Sep. 22nd 11:00 48.3 28.3 1,108 37.0 2,058 924 
114 Clear Sep. 22nd 11:00 48.3 18.3 912 44.8 1,878 793 
115 Clear Sep. 22nd 11:00 48.3 8.3 749 53.9 1,516 726 
116 Clear Sep. 22nd 11:00 48.3 -1.7 637 42.4 1,568 629 
117 Clear Sep. 22nd 11:00 48.3 -11.7 571 45.2 1,335 546 
118 Clear Sep. 22nd 11:00 48.3 -21.7 507 48.0 1,090 405 
119 Clear Sep. 22nd 11:00 48.3 -31.7 440 53.7 896 402 
120 Clear Sep. 22nd 11:00 48.3 -41.7 372 47.7 791 341 
121 Clear Sep. 22nd 11:00 48.3 -51.7 311 46.7 617 288 
122 Clear Sep. 22nd 11:00 48.3 -61.7 235 53.1 399 226 
123 Clear Sep. 22nd 11:00 48.3 -71.7 175 63.5 152 159 
124 Clear Sep. 22nd 13:00 56.2 76.2 290 51.5 156 200 
125 Clear Sep. 22nd 13:00 56.2 66.2 5,820 4.1 270 362 
126 Clear Sep. 22nd 13:00 56.2 56.2 6,055 4.6 305 563 
127 Clear Sep. 22nd 13:00 56.2 46.2 6,336 4.0 1,132 730 
128 Clear Sep. 22nd 13:00 56.2 36.2 1,193 30.6 1,842 902 
129 Clear Sep. 22nd 13:00 56.2 26.2 1,196 35.6 2,163 1005 
130 Clear Sep. 22nd 13:00 56.2 16.2 985 43.7 2,003 903 
131 Clear Sep. 22nd 13:00 56.2 6.2 827 49.7 1,531 790 
132 Clear Sep. 22nd 13:00 56.2 -3.8 728 52.0 1,611 706 
133 Clear Sep. 22nd 13:00 56.2 -13.8 599 45.3 1,312 534 
134 Clear Sep. 22nd 13:00 56.2 -23.8 563 41.7 1,169 539 
135 Clear Sep. 22nd 13:00 56.2 -33.8 466 46.4 907 396 
136 Clear Sep. 22nd 13:00 56.2 -43.8 415 50.5 874 375 
137 Clear Sep. 22nd 13:00 56.2 -53.8 334 47.6 672 306 
138 Clear Sep. 22nd 13:00 56.2 -63.8 257 55.3 435 258 
139 Clear Sep. 22nd 13:00 56.2 -73.8 185 61.5 166 169 
140 Clear Jun. 22nd 8:00 29.0 69.0 99 82.1 59 90 
141 Clear Jun. 22nd 8:00 29.0 59.0 165 57.6 103 115 
142 Clear Jun. 22nd 8:00 29.0 49.0 197 50.8 173 146 
143 Clear Jun. 22nd 8:00 29.0 39.0 227 46.7 212 177 
144 Clear Jun. 22nd 8:00 29.0 29.0 281 37.8 292 235 




















146 Clear Jun. 22nd 8:00 29.0 9.0 243 50.2 682 239 
147 Clear Jun. 22nd 8:00 29.0 -1.0 260 51.8 818 268 
148 Clear Jun. 22nd 8:00 29.0 -11.0 210 61.1 602 202 
149 Clear Jun. 22nd 8:00 29.0 -21.0 207 58.9 415 211 
150 Clear Jun. 22nd 8:00 29.0 -31.0 189 64.7 372 171 
151 Clear Jun. 22nd 8:00 29.0 -41.0 169 69.9 340 160 
152 Clear Jun. 22nd 8:00 29.0 -51.0 144 77.8 242 144 
153 Clear Jun. 22nd 8:00 29.0 -61.0 124 84.3 143 122 
154 Clear Jun. 22nd 8:00 29.0 -71.0 102 95.7 34 102 
155 Clear Jun. 22nd 9:00 41.3 71.3 125 71.0 63 89 
156 Clear Jun. 22nd 9:00 41.3 61.3 167 56.5 113 120 
157 Clear Jun. 22nd 9:00 41.3 51.3 213 46.1 158 154 
158 Clear Jun. 22nd 9:00 41.3 41.3 249 43.9 236 196 
159 Clear Jun. 22nd 9:00 41.3 31.3 297 42.4 289 248 
160 Clear Jun. 22nd 9:00 41.3 21.3 314 48.7 459 285 
161 Clear Jun. 22nd 9:00 41.3 11.3 280 47.9 759 270 
162 Clear Jun. 22nd 9:00 41.3 1.3 320 46.8 1,019 325 
163 Clear Jun. 22nd 9:00 41.3 -8.7 264 63.2 819 253 
164 Clear Jun. 22nd 9:00 41.3 -18.7 246 51.0 627 223 
165 Clear Jun. 22nd 9:00 41.3 -28.7 229 60.6 520 219 
166 Clear Jun. 22nd 9:00 41.3 -38.7 218 55.3 481 193 
167 Clear Jun. 22nd 9:00 41.3 -48.7 174 68.4 339 174 
168 Clear Jun. 22nd 9:00 41.3 -58.7 144 75.0 198 143 
169 Clear Jun. 22nd 9:00 41.3 -68.7 114 88.5 44 112 
170 Clear Jun. 22nd 10:00 53.8 73.8 126 71.1 35 89 
171 Clear Jun. 22nd 10:00 53.8 63.8 173 54.9 114 117 
172 Clear Jun. 22nd 10:00 53.8 53.8 219 44.3 164 150 
173 Clear Jun. 22nd 10:00 53.8 43.8 264 37.4 244 192 
174 Clear Jun. 22nd 10:00 53.8 33.8 302 34.8 273 246 
175 Clear Jun. 22nd 10:00 53.8 23.8 330 45.8 513 295 
176 Clear Jun. 22nd 10:00 53.8 13.8 347 53.3 789 334 
177 Clear Jun. 22nd 10:00 53.8 3.8 348 45.8 1,102 347 
178 Clear Jun. 22nd 10:00 53.8 -6.2 340 49.4 997 352 
179 Clear Jun. 22nd 10:00 53.8 -16.2 292 65.5 793 261 
180 Clear Jun. 22nd 10:00 53.8 -26.2 286 52.2 672 308 
181 Clear Jun. 22nd 10:00 53.8 -36.2 250 54.8 600 240 
182 Clear Jun. 22nd 10:00 53.8 -46.2 242 53.1 597 224 
183 Clear Jun. 22nd 10:00 53.8 -56.2 199 63.3 421 200 
184 Clear Jun. 22nd 10:00 53.8 -66.2 165 69.3 243 163 
185 Clear Jun. 22nd 10:00 53.8 -76.2 124 81.1 51 119 
186 Clear Jun. 22nd 11:00 66.0 76.0 184 56.3 161 100 
187 Clear Jun. 22nd 11:00 66.0 66.0 219 45.3 207 135 
188 Clear Jun. 22nd 11:00 66.0 56.0 269 37.2 174 161 
189 Clear Jun. 22nd 11:00 66.0 46.0 301 33.2 332 203 
190 Clear Jun. 22nd 11:00 66.0 36.0 334 31.1 480 254 
191 Clear Jun. 22nd 11:00 66.0 26.0 361 41.2 628 309 
192 Clear Jun. 22nd 11:00 66.0 16.0 380 48.2 878 351 
193 Clear Jun. 22nd 11:00 66.0 6.0 390 41.6 1,156 376 
194 Clear Jun. 22nd 11:00 66.0 -4.0 397 44.0 1,233 386 
195 Clear Jun. 22nd 11:00 66.0 -14.0 334 62.8 897 293 




















197 Clear Jun. 22nd 11:00 66.0 -34.0 302 45.7 701 269 
198 Clear Jun. 22nd 11:00 66.0 -44.0 279 49.7 695 254 
199 Clear Jun. 22nd 11:00 66.0 -54.0 227 58.8 493 230 
200 Clear Jun. 22nd 11:00 66.0 -64.0 184 64.3 286 184 
201 Clear Jun. 22nd 11:00 66.0 -74.0 136 75.9 64 127 
202 Clear Jun. 22nd 13:00 78.8 88.8 81 62.6 2 87 
203 Clear Jun. 22nd 13:00 78.8 78.8 320 63.5 90 120 
204 Clear Jun. 22nd 13:00 78.8 68.8 341 33.3 397 171 
205 Clear Jun. 22nd 13:00 78.8 58.8 356 30.8 344 178 
206 Clear Jun. 22nd 13:00 78.8 48.8 373 29.3 472 222 
207 Clear Jun. 22nd 13:00 78.8 38.8 402 27.5 640 273 
208 Clear Jun. 22nd 13:00 78.8 28.8 475 36.7 738 371 
209 Clear Jun. 22nd 13:00 78.8 18.8 448 36.3 919 386 
210 Clear Jun. 22nd 13:00 78.8 8.8 414 45.4 1,301 397 
211 Clear Jun. 22nd 13:00 78.8 -1.2 402 53.2 1,484 412 
212 Clear Jun. 22nd 13:00 78.8 -11.2 390 59.4 1,166 363 
213 Clear Jun. 22nd 13:00 78.8 -21.2 395 52.7 968 407 
214 Clear Jun. 22nd 13:00 78.8 -31.2 356 54.8 840 318 
215 Clear Jun. 22nd 13:00 78.8 -41.2 304 49.7 780 279 
216 Clear Jun. 22nd 13:00 78.8 -51.2 253 54.5 558 258 
217 Clear Jun. 22nd 13:00 78.8 -61.2 204 60.7 332 203 
218 Clear Jun. 22nd 13:00 78.8 -71.2 149 71.1 79 144 
219 Intermediate Dec. 22nd 9:00 13.2 73.2 120 74.1 38 93 
220 Intermediate Dec. 22nd 9:00 13.2 63.2 201 61.2 130 146 
221 Intermediate Dec. 22nd 9:00 13.2 53.2 310 36.4 183 214 
222 Intermediate Dec. 22nd 9:00 13.2 43.2 405 33.7 268 294 
223 Intermediate Dec. 22nd 9:00 13.2 33.2 495 26.8 277 382 
224 Intermediate Dec. 22nd 9:00 13.2 23.2 539 28.2 386 427 
225 Intermediate Dec. 22nd 9:00 13.2 13.2 497 30.6 446 413 
226 Intermediate Dec. 22nd 9:00 13.2 3.2 406 34.1 521 346 
227 Intermediate Dec. 22nd 9:00 13.2 -6.8 300 44.2 427 289 
228 Intermediate Dec. 22nd 9:00 13.2 -16.8 220 61.8 287 188 
229 Intermediate Dec. 22nd 9:00 13.2 -26.8 162 72.6 197 133 
230 Intermediate Dec. 22nd 9:00 13.2 -36.8 119 83.4 109 108 
231 Intermediate Dec. 22nd 9:00 13.2 -46.8 99 86.2 87 100 
232 Intermediate Dec. 22nd 9:00 13.2 -56.8 92 88.2 65 94 
233 Intermediate Dec. 22nd 9:00 13.2 -66.8 87 82.3 32 90 
234 Intermediate Dec. 22nd 10:00 21.9 71.9 247 58.5 151 386 
235 Intermediate Dec. 22nd 10:00 21.9 61.9 497 27.5 246 487 
236 Intermediate Dec. 22nd 10:00 21.9 51.9 723 19.1 340 597 
237 Intermediate Dec. 22nd 10:00 21.9 41.9 954 17.6 500 721 
238 Intermediate Dec. 22nd 10:00 21.9 31.9 1,218 16.1 576 1214 
239 Intermediate Dec. 22nd 10:00 21.9 21.9 1,179 17.0 744 1345 
240 Intermediate Dec. 22nd 10:00 21.9 11.9 934 27.3 908 804 
241 Intermediate Dec. 22nd 10:00 21.9 1.9 697 26.2 931 695 
242 Intermediate Dec. 22nd 10:00 21.9 -8.1 461 46.1 740 589 
243 Intermediate Dec. 22nd 10:00 21.9 -18.1 313 44.9 542 504 
244 Intermediate Dec. 22nd 10:00 21.9 -28.1 188 60.4 282 188 
245 Intermediate Dec. 22nd 10:00 21.9 -38.1 153 69.6 193 126 
246 Intermediate Dec. 22nd 10:00 21.9 -48.1 120 86.1 154 115 




















248 Intermediate Dec. 22nd 10:00 21.9 -68.1 93 82.1 55 95 
249 Intermediate Dec. 22nd 11:00 28.5 78.5 132 68.6 55 94 
250 Intermediate Dec. 22nd 11:00 28.5 68.5 471 45.3 217 890 
251 Intermediate Dec. 22nd 11:00 28.5 58.5 859 32.0 338 1663 
252 Intermediate Dec. 22nd 11:00 28.5 48.5 1,244 27.9 567 1768 
253 Intermediate Dec. 22nd 11:00 28.5 38.5 1,551 19.8 680 1884 
254 Intermediate Dec. 22nd 11:00 28.5 28.5 1,845 15.4 901 2018 
255 Intermediate Dec. 22nd 11:00 28.5 18.5 1,428 46.7 1,153 2005 
256 Intermediate Dec. 22nd 11:00 28.5 8.5 1,120 53.0 1,266 1904 
257 Intermediate Dec. 22nd 11:00 28.5 -1.5 761 55.4 1,278 1834 
258 Intermediate Dec. 22nd 11:00 28.5 -11.5 517 45.3 944 384 
259 Intermediate Dec. 22nd 11:00 28.5 -21.5 281 47.6 529 280 
260 Intermediate Dec. 22nd 11:00 28.5 -31.5 218 53.0 380 226 
261 Intermediate Dec. 22nd 11:00 28.5 -41.5 164 67.3 247 153 
262 Intermediate Dec. 22nd 11:00 28.5 -51.5 135 78.6 199 127 
263 Intermediate Dec. 22nd 11:00 28.5 -61.5 116 87.6 147 106 
264 Intermediate Dec. 22nd 11:00 28.5 -71.5 97 87.8 70 98 
265 Intermediate Dec. 22nd 13:00 32.6 72.6 299 23.4 98 971 
266 Intermediate Dec. 22nd 13:00 32.6 62.6 794 15.3 371 1088 
267 Intermediate Dec. 22nd 13:00 32.6 52.6 1,449 10.8 519 1264 
268 Intermediate Dec. 22nd 13:00 32.6 42.6 1,930 13.0 784 2705 
269 Intermediate Dec. 22nd 13:00 32.6 32.6 2,274 15.1 916 3195 
270 Intermediate Dec. 22nd 13:00 32.6 22.6 1,908 17.5 1,222 2392 
271 Intermediate Dec. 22nd 13:00 32.6 12.6 1,570 21.9 1,384 1572 
272 Intermediate Dec. 22nd 13:00 32.6 2.6 1,020 30.5 1,554 1416 
273 Intermediate Dec. 22nd 13:00 32.6 -7.4 644 21.7 1,274 1298 
274 Intermediate Dec. 22nd 13:00 32.6 -17.4 350 44.3 863 343 
275 Intermediate Dec. 22nd 13:00 32.6 -27.4 262 47.9 546 259 
276 Intermediate Dec. 22nd 13:00 32.6 -37.4 193 57.4 285 152 
277 Intermediate Dec. 22nd 13:00 32.6 -47.4 143 75.7 225 133 
278 Intermediate Dec. 22nd 13:00 32.6 -57.4 118 85.8 166 116 
279 Intermediate Dec. 22nd 13:00 32.6 -67.4 99 92.9 79 99 
280 Intermediate Sep. 22nd 8:00 15.5 75.5 117 75.7 19 90 
281 Intermediate Sep. 22nd 8:00 15.5 65.5 193 57.8 77 118 
282 Intermediate Sep. 22nd 8:00 15.5 55.5 257 43.3 128 164 
283 Intermediate Sep. 22nd 8:00 15.5 45.5 301 36.7 278 209 
284 Intermediate Sep. 22nd 8:00 15.5 35.5 306 34.9 344 237 
285 Intermediate Sep. 22nd 8:00 15.5 25.5 297 41.2 395 251 
286 Intermediate Sep. 22nd 8:00 15.5 15.5 277 39.5 485 262 
287 Intermediate Sep. 22nd 8:00 15.5 5.5 233 44.7 550 229 
288 Intermediate Sep. 22nd 8:00 15.5 -4.5 193 55.4 516 191 
289 Intermediate Sep. 22nd 8:00 15.5 -14.5 160 65.5 301 170 
290 Intermediate Sep. 22nd 8:00 15.5 -24.5 132 77.7 211 129 
291 Intermediate Sep. 22nd 8:00 15.5 -34.5 112 89.5 109 106 
292 Intermediate Sep. 22nd 8:00 15.5 -44.5 105 95.0 107 104 
293 Intermediate Sep. 22nd 8:00 15.5 -54.5 96 84.4 82 98 
294 Intermediate Sep. 22nd 8:00 15.5 -64.5 91 79.2 55 94 
295 Intermediate Sep. 22nd 8:00 15.5 -74.5 86 72.7 22 90 
296 Intermediate Sep. 22nd 9:00 27.5 67.5 383 29.8 132 154 
297 Intermediate Sep. 22nd 9:00 27.5 57.5 514 23.5 219 219 




















299 Intermediate Sep. 22nd 9:00 27.5 37.5 505 34.5 621 388 
300 Intermediate Sep. 22nd 9:00 27.5 27.5 512 39.8 713 433 
301 Intermediate Sep. 22nd 9:00 27.5 17.5 464 48.6 833 423 
302 Intermediate Sep. 22nd 9:00 27.5 7.5 366 47.9 927 360 
303 Intermediate Sep. 22nd 9:00 27.5 -2.5 323 46.7 922 331 
304 Intermediate Sep. 22nd 9:00 27.5 -12.5 252 50.5 666 264 
305 Intermediate Sep. 22nd 9:00 27.5 -22.5 195 58.9 372 206 
306 Intermediate Sep. 22nd 9:00 27.5 -32.5 155 71.2 197 137 
307 Intermediate Sep. 22nd 9:00 27.5 -42.5 134 77.1 190 127 
308 Intermediate Sep. 22nd 9:00 27.5 -52.5 116 87.8 146 114 
309 Intermediate Sep. 22nd 9:00 27.5 -62.5 101 93.2 99 102 
310 Intermediate Sep. 22nd 9:00 27.5 -72.5 91 80.8 40 93 
311 Intermediate Sep. 22nd 10:00 38.7 68.7 681 14.5 172 178 
312 Intermediate Sep. 22nd 10:00 38.7 58.7 848 13.8 278 261 
313 Intermediate Sep. 22nd 10:00 38.7 48.7 964 15.5 539 378 
314 Intermediate Sep. 22nd 10:00 38.7 38.7 678 34.7 707 453 
315 Intermediate Sep. 22nd 10:00 38.7 28.7 710 34.2 937 553 
316 Intermediate Sep. 22nd 10:00 38.7 18.7 566 46.5 1,071 486 
317 Intermediate Sep. 22nd 10:00 38.7 8.7 445 45.4 1,123 432 
318 Intermediate Sep. 22nd 10:00 38.7 -1.3 400 57.3 1,149 406 
319 Intermediate Sep. 22nd 10:00 38.7 -11.3 313 48.3 842 325 
320 Intermediate Sep. 22nd 10:00 38.7 -21.3 222 54.6 480 227 
321 Intermediate Sep. 22nd 10:00 38.7 -31.3 181 64.7 353 161 
322 Intermediate Sep. 22nd 10:00 38.7 -41.3 150 71.8 245 141 
323 Intermediate Sep. 22nd 10:00 38.7 -51.3 131 83.2 192 129 
324 Intermediate Sep. 22nd 10:00 38.7 -61.3 114 89.1 129 114 
325 Intermediate Sep. 22nd 10:00 38.7 -71.3 96 87.4 53 98 
326 Intermediate Sep. 22nd 11:00 48.3 78.3 161 69.1 47 105 
327 Intermediate Sep. 22nd 11:00 48.3 68.3 932 12.7 182 193 
328 Intermediate Sep. 22nd 11:00 48.3 58.3 1,112 12.0 287 290 
329 Intermediate Sep. 22nd 11:00 48.3 48.3 1,252 13.6 566 423 
330 Intermediate Sep. 22nd 11:00 48.3 38.3 776 34.1 757 555 
331 Intermediate Sep. 22nd 11:00 48.3 28.3 754 34.0 1,006 586 
332 Intermediate Sep. 22nd 11:00 48.3 18.3 596 46.6 1,126 522 
333 Intermediate Sep. 22nd 11:00 48.3 8.3 470 44.9 1,196 459 
334 Intermediate Sep. 22nd 11:00 48.3 -1.7 418 56.8 1,183 421 
335 Intermediate Sep. 22nd 11:00 48.3 -11.7 327 48.1 879 337 
336 Intermediate Sep. 22nd 11:00 48.3 -21.7 249 51.9 512 259 
337 Intermediate Sep. 22nd 11:00 48.3 -31.7 189 62.5 382 169 
338 Intermediate Sep. 22nd 11:00 48.3 -41.7 159 70.7 268 148 
339 Intermediate Sep. 22nd 11:00 48.3 -51.7 137 81.4 211 134 
340 Intermediate Sep. 22nd 11:00 48.3 -61.7 117 85.2 142 116 
341 Intermediate Sep. 22nd 11:00 48.3 -71.7 99 90.6 58 100 
342 Intermediate Sep. 22nd 13:00 56.2 76.2 201 54.4 56 128 
343 Intermediate Sep. 22nd 13:00 56.2 66.2 1,178 11.4 184 235 
344 Intermediate Sep. 22nd 13:00 56.2 56.2 1,356 11.0 276 326 
345 Intermediate Sep. 22nd 13:00 56.2 46.2 1,461 11.6 653 432 
346 Intermediate Sep. 22nd 13:00 56.2 36.2 712 32.6 875 533 
347 Intermediate Sep. 22nd 13:00 56.2 26.2 677 37.9 985 567 
348 Intermediate Sep. 22nd 13:00 56.2 16.2 578 45.7 1,100 533 




















350 Intermediate Sep. 22nd 13:00 56.2 -3.8 376 44.6 1,074 366 
351 Intermediate Sep. 22nd 13:00 56.2 -13.8 301 49.7 683 303 
352 Intermediate Sep. 22nd 13:00 56.2 -23.8 228 51.4 501 213 
353 Intermediate Sep. 22nd 13:00 56.2 -33.8 185 61.7 285 157 
354 Intermediate Sep. 22nd 13:00 56.2 -43.8 165 68.0 276 153 
355 Intermediate Sep. 22nd 13:00 56.2 -53.8 136 76.4 214 131 
356 Intermediate Sep. 22nd 13:00 56.2 -63.8 119 84.9 143 119 
357 Intermediate Sep. 22nd 13:00 56.2 -73.8 98 88.6 58 98 
358 Intermediate Jun. 22nd 8:00 29.0 69.0 82 61.2 81 88 
359 Intermediate Jun. 22nd 8:00 29.0 59.0 245 42.1 141 146 
360 Intermediate Jun. 22nd 8:00 29.0 49.0 286 37.6 249 191 
361 Intermediate Jun. 22nd 8:00 29.0 39.0 312 36.3 304 230 
362 Intermediate Jun. 22nd 8:00 29.0 29.0 354 39.5 400 288 
363 Intermediate Jun. 22nd 8:00 29.0 19.0 298 41.0 513 265 
364 Intermediate Jun. 22nd 8:00 29.0 9.0 281 46.1 605 279 
365 Intermediate Jun. 22nd 8:00 29.0 -1.0 227 53.1 649 238 
366 Intermediate Jun. 22nd 8:00 29.0 -11.0 184 61.2 467 196 
367 Intermediate Jun. 22nd 8:00 29.0 -21.0 151 71.0 265 140 
368 Intermediate Jun. 22nd 8:00 29.0 -31.0 130 81.8 205 119 
369 Intermediate Jun. 22nd 8:00 29.0 -41.0 116 90.0 153 114 
370 Intermediate Jun. 22nd 8:00 29.0 -51.0 105 89.3 114 107 
371 Intermediate Jun. 22nd 8:00 29.0 -61.0 95 86.0 74 97 
372 Intermediate Jun. 22nd 8:00 29.0 -71.0 88 75.1 25 91 
373 Intermediate Jun. 22nd 9:00 41.3 71.3 181 53.4 95 110 
374 Intermediate Jun. 22nd 9:00 41.3 61.3 270 38.4 169 162 
375 Intermediate Jun. 22nd 9:00 41.3 51.3 342 31.1 246 219 
376 Intermediate Jun. 22nd 9:00 41.3 41.3 383 37.2 369 289 
377 Intermediate Jun. 22nd 9:00 41.3 31.3 418 40.6 437 334 
378 Intermediate Jun. 22nd 9:00 41.3 21.3 396 46.7 568 355 
379 Intermediate Jun. 22nd 9:00 41.3 11.3 346 54.6 723 339 
380 Intermediate Jun. 22nd 9:00 41.3 1.3 288 48.6 799 292 
381 Intermediate Jun. 22nd 9:00 41.3 -8.7 230 53.7 628 243 
382 Intermediate Jun. 22nd 9:00 41.3 -18.7 188 61.3 449 202 
383 Intermediate Jun. 22nd 9:00 41.3 -28.7 152 74.1 266 137 
384 Intermediate Jun. 22nd 9:00 41.3 -38.7 139 77.0 203 126 
385 Intermediate Jun. 22nd 9:00 41.3 -48.7 115 90.7 150 116 
386 Intermediate Jun. 22nd 9:00 41.3 -58.7 102 92.9 96 104 
387 Intermediate Jun. 22nd 9:00 41.3 -68.7 91 83.3 32 93 
388 Intermediate Jun. 22nd 10:00 53.8 73.8 164 58.1 34 98 
389 Intermediate Jun. 22nd 10:00 53.8 63.8 253 40.7 153 146 
390 Intermediate Jun. 22nd 10:00 53.8 53.8 325 31.9 225 199 
391 Intermediate Jun. 22nd 10:00 53.8 43.8 370 29.5 337 255 
392 Intermediate Jun. 22nd 10:00 53.8 33.8 385 35.7 360 306 
393 Intermediate Jun. 22nd 10:00 53.8 23.8 368 44.9 529 325 
394 Intermediate Jun. 22nd 10:00 53.8 13.8 331 53.6 634 320 
395 Intermediate Jun. 22nd 10:00 53.8 3.8 279 48.5 773 282 
396 Intermediate Jun. 22nd 10:00 53.8 -6.2 229 52.1 648 240 
397 Intermediate Jun. 22nd 10:00 53.8 -16.2 189 60.2 455 201 
398 Intermediate Jun. 22nd 10:00 53.8 -26.2 158 70.8 327 143 
399 Intermediate Jun. 22nd 10:00 53.8 -36.2 139 80.1 218 134 




















401 Intermediate Jun. 22nd 10:00 53.8 -56.2 118 88.5 160 120 
402 Intermediate Jun. 22nd 10:00 53.8 -66.2 106 93.3 100 107 
403 Intermediate Jun. 22nd 10:00 53.8 -76.2 92 83.9 32 94 
404 Intermediate Jun. 22nd 11:00 66.0 76.0 140 67.1 41 91 
405 Intermediate Jun. 22nd 11:00 66.0 66.0 207 49.9 92 132 
406 Intermediate Jun. 22nd 11:00 66.0 56.0 271 37.2 126 164 
407 Intermediate Jun. 22nd 11:00 66.0 46.0 290 35.3 247 198 
408 Intermediate Jun. 22nd 11:00 66.0 36.0 299 34.2 317 233 
409 Intermediate Jun. 22nd 11:00 66.0 26.0 287 36.3 365 252 
410 Intermediate Jun. 22nd 11:00 66.0 16.0 261 37.7 473 248 
411 Intermediate Jun. 22nd 11:00 66.0 6.0 231 44.1 570 229 
412 Intermediate Jun. 22nd 11:00 66.0 -4.0 205 53.4 560 204 
413 Intermediate Jun. 22nd 11:00 66.0 -14.0 168 65.7 365 178 
414 Intermediate Jun. 22nd 11:00 66.0 -24.0 155 68.1 293 136 
415 Intermediate Jun. 22nd 11:00 66.0 -34.0 140 76.1 204 125 
416 Intermediate Jun. 22nd 11:00 66.0 -44.0 127 80.5 201 121 
417 Intermediate Jun. 22nd 11:00 66.0 -54.0 115 90.4 147 117 
418 Intermediate Jun. 22nd 11:00 66.0 -64.0 103 92.3 90 104 
419 Intermediate Jun. 22nd 11:00 66.0 -74.0 93 84.8 27 95 
420 Intermediate Jun. 22nd 13:00 78.8 88.8 82 64.3 1 87 
421 Intermediate Jun. 22nd 13:00 78.8 78.8 141 76.1 22 91 
422 Intermediate Jun. 22nd 13:00 78.8 68.8 171 58.1 87 109 
423 Intermediate Jun. 22nd 13:00 78.8 58.8 203 48.9 95 124 
424 Intermediate Jun. 22nd 13:00 78.8 48.8 204 50.0 143 143 
425 Intermediate Jun. 22nd 13:00 78.8 38.8 206 48.9 185 157 
426 Intermediate Jun. 22nd 13:00 78.8 28.8 212 45.3 220 181 
427 Intermediate Jun. 22nd 13:00 78.8 18.8 183 55.8 273 170 
428 Intermediate Jun. 22nd 13:00 78.8 8.8 156 67.0 356 156 
429 Intermediate Jun. 22nd 13:00 78.8 -1.2 151 69.7 398 156 
430 Intermediate Jun. 22nd 13:00 78.8 -11.2 140 76.9 307 124 
431 Intermediate Jun. 22nd 13:00 78.8 -21.2 140 76.4 233 127 
432 Intermediate Jun. 22nd 13:00 78.8 -31.2 128 82.9 198 119 
433 Intermediate Jun. 22nd 13:00 78.8 -41.2 118 88.7 177 115 
434 Intermediate Jun. 22nd 13:00 78.8 -51.2 111 91.5 128 114 
435 Intermediate Jun. 22nd 13:00 78.8 -61.2 102 92.3 78 104 
436 Intermediate Jun. 22nd 13:00 78.8 -71.2 92 82.5 21 95 
437 Overcast Dec. 22nd 12:00 32.3 -70.0 87 73.4 22 91 
438 Overcast Dec. 22nd 12:00 32.3 -60.0 92 80.2 58 96 
439 Overcast Dec. 22nd 12:00 32.3 -50.0 99 83.8 88 102 
440 Overcast Dec. 22nd 12:00 32.3 -40.0 106 86.7 116 107 
441 Overcast Dec. 22nd 12:00 32.3 -30.0 118 88.5 165 112 
442 Overcast Dec. 22nd 12:00 32.3 -20.0 137 77.8 254 142 
443 Overcast Dec. 22nd 12:00 32.3 -10.0 168 65.1 375 175 
444 Overcast Dec. 22nd 12:00 32.3 0.0 209 54.6 503 212 
445 Overcast Dec. 22nd 12:00 32.3 10.0 259 43.8 485 253 
446 Overcast Dec. 22nd 12:00 32.3 20.0 305 38.1 434 274 
447 Overcast Dec. 22nd 12:00 32.3 30.0 335 38.0 354 274 
448 Overcast Dec. 22nd 12:00 32.3 40.0 341 32.8 276 245 
449 Overcast Dec. 22nd 12:00 32.3 50.0 313 34.4 224 196 
450 Overcast Dec. 22nd 12:00 32.3 60.0 259 39.8 127 153 




















452 Overcast Sep. 22nd 12:00 54.7 -70.0 91 79.9 33 94 
453 Overcast Sep. 22nd 12:00 54.7 -60.0 101 92.6 89 102 
454 Overcast Sep. 22nd 12:00 54.7 -50.0 111 92.7 135 112 
455 Overcast Sep. 22nd 12:00 54.7 -40.0 123 87.5 178 122 
456 Overcast Sep. 22nd 12:00 54.7 -30.0 144 76.4 252 131 
457 Overcast Sep. 22nd 12:00 54.7 -20.0 175 65.4 389 183 
458 Overcast Sep. 22nd 12:00 54.7 -10.0 225 49.1 575 232 
459 Overcast Sep. 22nd 12:00 54.7 0.0 290 48.8 770 289 
460 Overcast Sep. 22nd 12:00 54.7 10.0 369 54.2 742 350 
461 Overcast Sep. 22nd 12:00 54.7 20.0 437 46.2 665 385 
462 Overcast Sep. 22nd 12:00 54.7 30.0 480 38.4 541 381 
463 Overcast Sep. 22nd 12:00 54.7 40.0 485 23.1 422 335 
464 Overcast Sep. 22nd 12:00 54.7 50.0 443 26.4 343 261 
465 Overcast Sep. 22nd 12:00 54.7 60.0 360 30.3 194 192 
466 Overcast Sep. 22nd 12:00 54.7 70.0 244 42.1 115 130 
467 Overcast Jun. 22nd 12:00 76.7 -70.0 94 86.3 39 96 
468 Overcast Jun. 22nd 12:00 76.7 -60.0 102 91.2 105 104 
469 Overcast Jun. 22nd 12:00 76.7 -50.0 118 88.5 160 118 
470 Overcast Jun. 22nd 12:00 76.7 -40.0 132 83.4 210 130 
471 Overcast Jun. 22nd 12:00 76.7 -30.0 158 73.1 297 141 
472 Overcast Jun. 22nd 12:00 76.7 -20.0 196 59.7 458 205 
473 Overcast Jun. 22nd 12:00 76.7 -10.0 257 51.9 677 262 
474 Overcast Jun. 22nd 12:00 76.7 0.0 334 60.2 906 331 
475 Overcast Jun. 22nd 12:00 76.7 10.0 426 52.9 873 404 
476 Overcast Jun. 22nd 12:00 76.7 20.0 506 45.1 783 443 
477 Overcast Jun. 22nd 12:00 76.7 30.0 556 37.1 637 436 
478 Overcast Jun. 22nd 12:00 76.7 40.0 561 23.2 497 383 
479 Overcast Jun. 22nd 12:00 76.7 50.0 509 23.6 404 294 
480 Overcast Jun. 22nd 12:00 76.7 60.0 411 27.5 228 211 
481 Overcast Jun. 22nd 12:00 76.7 70.0 274 38.2 135 139 
482 Overcast Dec. 22nd 10:00 21.9 -70 85 69.9 15 90 
483 Overcast Dec. 22nd 10:00 21.9 -60 89 74.2 41 93 
484 Overcast Dec. 22nd 10:00 21.9 -50 93 78.2 63 97 
485 Overcast Dec. 22nd 10:00 21.9 -40 98 78.9 82 101 
486 Overcast Dec. 22nd 10:00 21.9 -30 108 92.6 117 103 
487 Overcast Dec. 22nd 10:00 21.9 -20 119 88.6 180 110 
488 Overcast Dec. 22nd 10:00 21.9 -10 140 77.2 265 147 
489 Overcast Dec. 22nd 10:00 21.9 0 168 65.8 356 173 
490 Overcast Dec. 22nd 10:00 21.9 10 203 54.3 343 200 
491 Overcast Dec. 22nd 10:00 21.9 20 237 52.1 307 217 
492 Overcast Dec. 22nd 10:00 21.9 30 259 42.6 250 218 
493 Overcast Dec. 22nd 10:00 21.9 40 262 40.9 195 196 
494 Overcast Dec. 22nd 10:00 21.9 50 243 42.4 159 164 
495 Overcast Dec. 22nd 10:00 21.9 60 206 49.0 90 133 
496 Overcast Dec. 22nd 10:00 21.9 70 154 62.0 53 99 
497 Overcast Sep. 22nd 10:00 38.7 -70 88 77.1 27 92 
498 Overcast Sep. 22nd 10:00 38.7 -60 96 85.3 71 99 
499 Overcast Sep. 22nd 10:00 38.7 -50 104 90.5 109 106 
500 Overcast Sep. 22nd 10:00 38.7 -40 114 91.3 143 114 
501 Overcast Sep. 22nd 10:00 38.7 -30 133 78.8 202 116 




















503 Overcast Sep. 22nd 10:00 38.7 -10 191 60.2 461 199 
504 Overcast Sep. 22nd 10:00 38.7 0 242 47.3 618 244 
505 Overcast Sep. 22nd 10:00 38.7 10 306 55.6 595 294 
506 Overcast Sep. 22nd 10:00 38.7 20 361 47.6 533 322 
507 Overcast Sep. 22nd 10:00 38.7 30 397 39.0 435 320 
508 Overcast Sep. 22nd 10:00 38.7 40 403 28.9 339 283 
509 Overcast Sep. 22nd 10:00 38.7 50 368 29.7 276 224 
510 Overcast Sep. 22nd 10:00 38.7 60 302 35.3 156 169 
511 Overcast Sep. 22nd 10:00 38.7 70 210 47.2 92 119 
512 Overcast Jun. 22nd 10:00 53.8 -70 91 81.7 33 94 
513 Overcast Jun. 22nd 10:00 53.8 -60 100 90.4 87 102 
514 Overcast Jun. 22nd 10:00 53.8 -50 110 92.4 133 112 
515 Overcast Jun. 22nd 10:00 53.8 -40 125 87.1 175 123 
516 Overcast Jun. 22nd 10:00 53.8 -30 148 71.8 247 127 
517 Overcast Jun. 22nd 10:00 53.8 -20 173 65.6 382 180 
518 Overcast Jun. 22nd 10:00 53.8 -10 221 53.7 563 228 
519 Overcast Jun. 22nd 10:00 53.8 0 286 49.3 754 285 
520 Overcast Jun. 22nd 10:00 53.8 10 363 54.5 727 345 
521 Overcast Jun. 22nd 10:00 53.8 20 430 46.3 651 379 
522 Overcast Jun. 22nd 10:00 53.8 30 471 38.2 531 374 
523 Overcast Jun. 22nd 10:00 53.8 40 477 24.1 414 330 
524 Overcast Jun. 22nd 10:00 53.8 50 435 26.7 336 257 
525 Overcast Jun. 22nd 10:00 53.8 60 354 30.8 190 189 




Appendix F. Optimal Control Simulation Results  
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Table F.1 Performance aspects in energy saving mode for clear winter day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  55.25 
,sol transQ  7.76 
,cv rdQ  4.60 
airQ  10.43 
DAQ  1.21 
DAη  88.32 
hη  42.61 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 7372 11481 21.9 
Uniformity (%) 10.4 17.3 0.0 
Window luminance 
(cd/m2) 1036 1161 3.1 
Visibility (˚) 24.5 32.8 100.0 
Daylit  Illuminance at 
y=3m (Lx) 9277 17907 100.0 
PMV 0.266 0.325 100.0 
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Figure F.2 (cont’d) 
 
 238
Table F.2 Performance aspects in visual comfort mode for clear winter day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  55.25 
,sol transQ  0.64 
,cv rdQ  1.99 
airQ  9.50 
DAQ  1.03 
DAη  76.40 
hη  23.30 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range   
Average daylit  
Illuminance (Lx) 488 492 0.0 
Uniformity (%) 41.4 44.3 0.0 
Window luminance 
(cd/m2) 749 844 100.0 
Visibility (˚) 34.6 41.2 100.0 
Daylit  Illuminance at 
y=3m (Lx) 427 524 9.4 
PMV 0.144 0.162 100.0 
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Figure F.3 (cont’d) 
 
 241
Table F.3 Performance aspects in thermal comfort mode for clear winter day 
 
(b) Energy aspect  
component MJ/day 
,sol extQ  55.25 
,sol transQ  0.04 
,cv rdQ  0.84 
airQ  0.12 
DAQ  0.21 
DAη  22.25 
hη  3.16 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 31 196 0.0 
Uniformity (%) 98.1 100.0 100.0 
Window luminance 
(cd/m2) 10 42 100.0 
Visibility (˚) 89.4 90.0 0.0 
Daylit  Illuminance at 
y=3m (Lx) 97 660 6.3 
PMV 0.089 0.130 100.0 
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Figure F.4 (cont’d) 
 
 244
Table F.4 Performance aspects in autonomous mode for clear winter day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  55.25 
,sol transQ  0.74 
,cv rdQ  1.75 
airQ  2.95 
DAQ  1.04 
DAη  77.27 
hη  11.19 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 549 1567 6.3 
Uniformity (%) 42.3 58.8 0.0 
Window luminance 
(cd/m2) 719 844 100.0 
Visibility (˚) 36.8 74.1 93.8 
Daylit  Illuminance at 
y=3m (Lx) 616 3681 15.6 
PMV 0.133 0.169 100.0 





































































































































































































(m) energy savings component
[M
J]

















Table F.5 Performance aspects in energy mode for clear summer day 
 
(a) Energy aspect 
component MJ/day 
,sol extQ  10.90 
,sol transQ  0.02 
,cv rdQ  -0.28 
airQ  0.00 
DAQ  2.29 
DAη  68.84 
cη  107.96 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 360 415 0.0 
Uniformity (%) 48.4 53.2 0.0 
Window luminance 
(cd/m2) 1039 1484 30.0 
Visibility (˚) 5.6 21.3 100.0 
Daylit  Illuminance at 
y=3m (Lx) 344 412 0.0 
PMV 0.038 0.073 100.0 





































































































































































































(m) energy savings component
[M
J]


















Table F.6 Performance aspects in visual comfort mode for clear summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  10.90 
,sol transQ  0.02 
,cv rdQ  0.22 
airQ  0.00 
DAQ  2.12 
DAη  63.68 
cη  103.33 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 381 509 10.0 
Uniformity (%) 44.8 53.2 0.0 
Window luminance 
(cd/m2) 712 961 62.5 
Visibility (˚) 18.9 29.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 318 371 0.0 
PMV 0.058 0.070 100.0 
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Table F.7 Performance aspects in thermal comfort mode for clear summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  10.90 
,sol transQ  0.00 
,cv rdQ  -0.11 
airQ  -0.04 
DAQ  0.16 
DAη  4.72 
cη  106.95 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 39 226 0.0 
Uniformity (%) 92.1 100.0 95.0 
Window luminance 
(cd/m2) 27 157 100.0 
Visibility (˚) 85.6 90.0 0.0 
Daylit  Illuminance at 
y=3m (Lx) 24 149 0.0 
PMV 0.045 0.066 100.0 
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Table F.8 Performance aspects in autonomous mode for clear summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  10.90 
,sol transQ  0.02 
,cv rdQ  0.72 
airQ  -0.05 
DAQ  2.09 
DAη  62.94 
cη  99.31 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 347 508 2.5 
Uniformity (%) 50.0 58.9 0.0 
Window luminance 
(cd/m2) 727 973 55.0 
Visibility (˚) 20.1 29.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 315 376 0.0 
PMV 0.076 0.166 100.0 
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Figure F.9 (cont’d) 
 
 
Table F.9 Performance aspects in energy saving mode for clear fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  40.32 
,sol transQ  0.22 
,cv rdQ  0.69 
airQ  0.00 
DAQ  3.01 
DAη  92.64 
iη  96.65 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 655 791 94.6 
Uniformity (%) 44.4 50.6 0.0 
Window luminance 
(cd/m2) 1335 1579 8.1 
Visibility (˚) 7.3 35.1 100.0 
Daylit  Illuminance at 
y=3m (Lx) 588 731 78.4 
PMV 0.078 0.105 100.0 
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Figure F.10 (cont’d) 
 
 
Table F.10 Performance aspects in visual comfort mode for clear fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  40.32 
,sol transQ  0.12 
,cv rdQ  0.81 
airQ  0.00 
DAQ  2.36 
DAη  73.19 
iη  95.52 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 478 763 16.2 
Uniformity (%) 47.7 58.2 0.0 
Window luminance 
(cd/m2) 837 911 8.1 
Visibility (˚) 31.4 79.2 94.6 
Daylit  Illuminance at 
y=3m (Lx) 384 469 0.0 
PMV 0.082 0.103 100.0 
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Figure F.11 (cont’d) 
 
 
Table F.11 Performance aspects in thermal comfort mode for clear fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  40.32 
,sol transQ  0.04 
,cv rdQ  0.11 
airQ  0.00 
DAQ  0.08 
DAη  4.63 
iη  97.51 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 123 459 0.0 
Uniformity (%) 95.4 100.0 97.3 
Window luminance 
(cd/m2) 10 47 100.0 
Visibility (˚) 88.7 90.0 0.0 
Daylit  Illuminance at 
y=3m (Lx) 14 95 0.0 
PMV 0.053 0.096 100.0 









































































































































































































(m) energy savings component
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Figure F.12 (cont’d) 
 
 
Table F.12 Performance aspects in autonomous mode for clear fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  40.32 
,sol transQ  0.15 
,cv rdQ  1.12 
airQ  0.00 
DAQ  2.27 
DAη  70.24 
iη  93.37 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 485 837 18.9 
Uniformity (%) 48.8 58.2 0.0 
Window luminance 
(cd/m2) 796 911 13.5 
Visibility (˚) 33.6 79.7 89.2 
Daylit  Illuminance at 
y=3m (Lx) 368 452 0.0 
PMV 0.095 0.217 100.0 
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Table F.13 Performance aspects in energy saving mode for intermediate winter day 
 
 (a)Energy aspect  
component MJ/day 
,sol extQ  28.62 
,sol transQ  3.88 
,cv rdQ  2.42 
airQ  4.21 
DAQ  1.18 
DAη  87.84 
hη  39.37 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 1588 2404 93.8 
Uniformity (%) 20.3 31.5 0.0 
Window luminance 
(cd/m2) 770 919 50.0 
Visibility (˚) 24.7 32.8 100.0 
Daylit  Illuminance at 
y=3m (Lx) 1773 3188 87.5 
PMV 0.165 0.203 100.0 
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Table F.14 Performance aspects in visual comfort mode for intermediate winter day 
 
(a)Energy aspect  
component MJ/day 
,sol extQ  28.62 
,sol transQ  1.47 
,cv rdQ  1.42 
airQ  4.01 
DAQ  1.06 
DAη  79.92 
hη  26.72 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 643 2255 18.8 
Uniformity (%) 36.0 46.8 0.0 
Window luminance 
(cd/m2) 646 922 56.3 
Visibility (˚) 28.0 62.7 75.0 
Daylit  Illuminance at 
y=3m (Lx) 691 3011 21.9 
PMV 0.117 0.195 100.0 
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Table F.15 Performance aspects in thermal comfort mode for intermediate winter day 
 
(a)Energy aspect  
component MJ/day 
,sol extQ  28.62 
,sol transQ  0.02 
,cv rdQ  0.21 
airQ  -0.02 
DAQ  0.05 
DAη  13.05 
hη  3.36 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 10 89 0.0 
Uniformity (%) 98.3 100.0 100.0 
Window luminance 
(cd/m2) 3 30 100.0 
Visibility (˚) 89.5 90.0 0.0 
Daylit  Illuminance at 
y=3m (Lx) 21 223 0.0 
PMV 0.059 0.083 100.0 
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Table F.16 Performance aspects in autonomous mode for intermediate winter day 
 
(a)Energy aspect  
component MJ/day 
,sol extQ  28.62 
,sol transQ  1.56 
,cv rdQ  1.31 
airQ  2.41 
DAQ  1.07 
DAη  80.53 
hη  21.04 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 670 2255 31.3 
Uniformity (%) 34.6 46.7 0.0 
Window luminance 
(cd/m2) 564 924 65.6 
Visibility (˚) 34.8 67.6 59.4 
Daylit  Illuminance at 
y=3m (Lx) 729 3011 31.3 
PMV 0.111 0.195 100.0 
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Table F.17 Performance aspects in energy savings mode for intermediate summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  7.39 
,sol transQ  0.02 
,cv rdQ  -0.33 
airQ  0.00 
DAQ  1.83 
DAη  55.15 
cη  112.61 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 330 421 0.0 
Uniformity (%) 43.5 47.9 0.0 
Window luminance 
(cd/m2) 440 626 100.0 
Visibility (˚) 23.1 29.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 276 353 0.0 
PMV 0.036 0.067 100.0 
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Table F.18 Performance aspects in visual comfort mode for intermediate summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  7.39 
,sol transQ  0.02 
,cv rdQ  0.18 
airQ  0.00 
DAQ  1.77 
DAη  53.22 
cη  105.65 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 351 437 0.0 
Uniformity (%) 39.3 45.3 0.0 
Window luminance 
(cd/m2) 347 451 100.0 
Visibility (˚) 31.7 36.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 266 334 0.0 
PMV 0.056 0.066 100.0 
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Table F.19 Performance aspects in thermal comfort mode for intermediate summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  7.39 
,sol transQ  0.00 
,cv rdQ  -0.14 
airQ  -0.04 
DAQ  0.20 
DAη  6.12 
cη  110.65 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 50 328 0.0 
Uniformity (%) 87.7 100.0 87.5 
Window luminance 
(cd/m2) 26 204 100.0 
Visibility (˚) 84.3 90.0 0.0 
Daylit  Illuminance at 
y=3m (Lx) 31 184 0.0 
PMV 0.043 0.063 100.0 
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Table F.20 Performance aspects in autonomous mode for intermediate summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  7.39 
,sol transQ  0.02 
,cv rdQ  0.45 
airQ  -0.24 
DAQ  1.75 
DAη  52.68 
cη  105.27 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 346 437 0.0 
Uniformity (%) 40.9 76.5 0.0 
Window luminance 
(cd/m2) 348 451 100.0 
Visibility (˚) 31.3 36.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 263 334 0.0 
PMV 0.066 0.142 100.0 
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Figure F.21 (cont’d) 
 
Table F.21 Performance aspects in energy savings mode for intermediate fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  22.03 
,sol transQ  0.30 
,cv rdQ  0.42 
airQ  0.00 
DAQ  2.78 
DAη  86.32 
iη  94.19 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 583 807 67.6 
Uniformity (%) 42.5 56.8 0.0 
Window luminance 
(cd/m2) 937 1189 32.4 
Visibility (˚) 19.6 31.9 100.0 
Daylit  Illuminance at 
y=3m (Lx) 473 577 45.9 
PMV 0.066 0.089 100.0 
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Figure F.22 (cont’d) 
 
Table F.22 Performance aspects in visual comfort mode for intermediate fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  22.03 
,sol transQ  0.77 
,cv rdQ  0.80 
airQ  0.00 
DAQ  2.76 
DAη  85.57 
iη  89.51 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 671 820 75.7 
Uniformity (%) 36.9 52.8 0.0 
Window luminance 
(cd/m2) 751 870 48.6 
Visibility (˚) 34.0 78.3 94.6 
Daylit  Illuminance at 
y=3m (Lx) 469 562 56.8 
PMV 0.082 0.105 100.0 
































































































































































































(m) energy savings component
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Figure F.23 (cont’d) 
 
Table F.23 Performance aspects in thermal comfort mode for intermediate fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  22.03 
,sol transQ  0.02 
,cv rdQ  -0.19 
airQ  0.00 
DAQ  0.06 
DAη  4.58 
iη  97.80 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 31 235 0.0 
Uniformity (%) 95.8 100.0 94.6 
Window luminance 
(cd/m2) 7 82 100.0 
Visibility (˚) 88.5 90.0 0.0 
Daylit  Illuminance at 
y=3m (Lx) 11 108 0.0 
PMV 0.041 0.072 100.0 
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Figure F.24 (cont’d) 
 
Table F.24 Performance aspects in autonomous mode for intermediate fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  22.03 
,sol transQ  0.79 
,cv rdQ  1.20 
airQ  0.25 
DAQ  2.82 
DAη  87.46 
iη  83.22 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 678 820 78.4 
Uniformity (%) 36.4 46.8 0.0 
Window luminance 
(cd/m2) 768 870 48.6 
Visibility (˚) 32.9 45.5 97.3 
Daylit  Illuminance at 
y=3m (Lx) 480 562 56.8 
PMV 0.099 0.172 100.0 
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Table F.25 Performance aspects in energy saving mode for overcast winter day 
 
 (a)Energy aspect  
component MJ/day 
,sol extQ  1.99 
,sol transQ  0.03 
,cv rdQ  -0.18 
airQ  0.00 
DAQ  0.58 
DAη  46.85 
hη  30.10 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 282 342 0.0 
Uniformity (%) 45.8 54.2 0.0 
Window luminance 
(cd/m2) 358 434 100.0 
Visibility (˚) 20.3 29.6 100.0 
Daylit  Illuminance at 
y=3m (Lx) 241 274 0.0 
PMV 0.040 0.046 100.0 
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Table F.26 Performance aspects in visual comfort mode for overcast winter day 
 
(a)Energy aspect  
component MJ/day 
,sol extQ  1.99 
,sol transQ  0.02 
,cv rdQ  -0.15 
airQ  0.00 
DAQ  0.53 
DAη  43.12 
hη  30.91 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 314 362 0.0 
Uniformity (%) 37.3 40.9 0.0 
Window luminance 
(cd/m2) 230 276 100.0 
Visibility (˚) 40.0 40.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 217 245 0.0 
PMV 0.041 0.048 100.0 
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Table F.27 Performance aspects in thermal comfort mode for overcast winter day 
 
(a)Energy aspect  
component MJ/day 
,sol extQ  87 
,sol transQ  1.99 
,cv rdQ  0.01 
airQ  -0.61 
DAQ  -0.09 
DAη  0.27 
hη  25.86 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 181 337 0.0 
Uniformity (%) 61.3 96.2 31.3 
Window luminance 
(cd/m2) 94 233 100.0 
Visibility (˚) 65.3 88.0 6.3 
Daylit  Illuminance at 
y=3m (Lx) 110 207 0.0 
PMV 0.019 0.040 100.0 
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Table F.28 Performance aspects in autonomous mode for overcast winter day 
 
(a)Energy aspect  
component MJ/day 
,sol extQ  1.99 
,sol transQ  0.02 
,cv rdQ  -0.29 
airQ  0.00 
DAQ  0.53 
DAη  43.12 
hη  23.94 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 314 362 0.0 
Uniformity (%) 37.3 40.9 0.0 
Window luminance 
(cd/m2) 230 276 100.0 
Visibility (˚) 40.0 40.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 217 245 0.0 
PMV 0.035 0.048 100.0 


































































































































































































(m) energy savings component
[M
J]
















Table F.29 Performance aspects in energy savings mode for overcast summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  3.88 
,sol transQ  0.01 
,cv rdQ  -0.33 
airQ  -0.06 
DAQ  2.66 
DAη  80.11 
cη  125.42 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 485 538 35.0 
Uniformity (%) 45.7 46.4 0.0 
Window luminance 
(cd/m2) 693 783 100.0 
Visibility (˚) 20.3 23.3 100.0 
Daylit  Illuminance at 
y=3m (Lx) 401 443 0.0 
PMV 0.036 0.065 100.0 
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Table F.30 Performance aspects in visual comfort mode for overcast summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  3.88 
,sol transQ  0.01 
,cv rdQ  0.15 
airQ  0.00 
DAQ  2.60 
DAη  78.10 
cη  111.46 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 482 486 0.0 
Uniformity (%) 44.7 49.8 0.0 
Window luminance 
(cd/m2) 673 836 100.0 
Visibility (˚) 21.5 47.7 97.5 
Daylit  Illuminance at 
y=3m (Lx) 391 420 0.0 
PMV 0.055 0.064 100.0 
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Table F.31 Performance aspects in thermal comfort mode for overcast summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  3.88 
,sol transQ  0.00 
,cv rdQ  -0.17 
airQ  -0.04 
DAQ  0.35 
DAη  10.57 
cη  120.99 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 107 445 0.0 
Uniformity (%) 79.3 100.0 72.5 
Window luminance 
(cd/m2) 53 295 100.0 
Visibility (˚) 81.9 90.0 0.0 
Daylit  Illuminance at 
y=3m (Lx) 53 238 0.0 
PMV 0.042 0.061 100.0 
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Table F.32 Performance aspects in autonomous mode for overcast summer day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  3.88 
,sol transQ  0.01 
,cv rdQ  0.28 
airQ  -0.30 
DAQ  2.61 
DAη  78.62 
cη  115.97 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 482 486 0.0 
Uniformity (%) 45.1 49.8 0.0 
Window luminance 
(cd/m2) 679 836 100.0 
Visibility (˚) 20.9 24.9 100.0 
Daylit  Illuminance at 
y=3m (Lx) 393 420 0.0 
PMV 0.060 0.131 100.0 
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Figure F.33 (cont’d) 
 
Table F.33 Performance aspects in energy savings mode for overcast fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  3.75 
,sol transQ  0.04 
,cv rdQ  -0.09 
airQ  0.00 
DAQ  2.07 
DAη  67.59 
iη  62.56 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 415 464 0.0 
Uniformity (%) 47.1 47.6 0.0 
Window luminance 
(cd/m2) 585 664 100.0 
Visibility (˚) 20.0 20.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 347 385 0.0 
PMV 0.045 0.051 100.0 
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Figure F.34 (cont’d) 
 
Table F.34 Performance aspects in visual comfort mode for overcast fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  3.75 
,sol transQ  0.03 
,cv rdQ  -0.09 
airQ  0.00 
DAQ  1.96 
DAη  63.90 
iη  62.54 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 452 480 0.0 
Uniformity (%) 35.3 43.6 0.0 
Window luminance 
(cd/m2) 451 623 100.0 
Visibility (˚) 33.1 40.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 327 384 0.0 
PMV 0.045 0.051 100.0 
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Figure F.35 (cont’d) 
 
Table F.35 Performance aspects in thermal comfort mode for overcast fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  3.75 
,sol transQ  0.01 
,cv rdQ  -0.72 
airQ  -0.34 
DAQ  0.45 
DAη  22.28 
iη  -7.12 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 188 449 0.0 
Uniformity (%) 63.6 100.0 40.5 
Window luminance 
(cd/m2) 103 317 100.0 
Visibility (˚) 70.8 90.0 5.4 
Daylit  Illuminance at 
y=3m (Lx) 102 247 0.0 
PMV 0.018 0.049 100.0 
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Figure F.36 (cont’d) 
 
Table F.36 Performance aspects in autonomous mode for overcast fall day 
 
(a) Energy aspect  
component MJ/day 
,sol extQ  3.75 
,sol transQ  0.03 
,cv rdQ  -0.51 
airQ  0.00 
DAQ  1.91 
DAη  63.90 
iη  45.66 
 
(b) Visual and thermal comfort aspect 
 Average Max % of hours in comfort range 
Average daylit  
Illuminance (Lx) 452 480 0.0 
Uniformity (%) 35.3 43.6 0.0 
Window luminance 
(cd/m2) 451 623 100.0 
Visibility (˚) 33.1 40.0 100.0 
Daylit  Illuminance at 
y=3m (Lx) 327 384 0.0 
PMV 0.027 0.049 100.0 
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