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ABSTRACT
Gene regulatory networks control gene expression during various biological
processes, including two sets with similarity: differentiation processes of em-
bryonic stem (ES) cells and embryo development processes. This thesis work
centers on two aspects in analyses of such gene expression patterns: temporal
models for gene expression patterns and comparative analysis of epigenomic
contributions to gene expressions across biological processes or across species
evolutionarily. We presented a comparative model for different biological pro-
cess based on a new model of clustering of temporal gene expression patterns.
With this method, we are able to compare different differentiation processes
via internal or external stimulation and infer the underlying mechanism.
With the improvement of data resolution and the appearance of single-cell
time-course expression data, we further make our clustering model time-
variant to better analyze these datasets in developmental process. The time-
variant model has dynamic cluster structure in the various time-points of
the biological process instead of static ones. It also includes feature selec-
tion, which enable us to select the genes with expression levels dependent
to clustering results. By applying this model on a single-cell embryo devel-
opmental dataset, we are able to infer early cell fate decision and the core
transcriptional factors in this process.
The contribution of epigenomics in gene regulatory network of ES cells is
also becoming a major topic. We provide a comparative approach by utilizing
epigenomic information together with gene expression from different species.
A integration and visualization tool is also developed to boost analyses of
such cross-species data. From the analyses across three mammalian species,
it appears that epigenomic information is more conserved in different species
than what was expected.
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CHAPTER 1
INTRODUCTION
Embryonic stem (ES) cells are cells capable of self-proliferation (self-renewal
while dividing) and differentiating into various cell types in an adult body,
which is similar to the process of embryo differentiation. The dynamic ex-
pression of thousands of genes in ES cells during differentiation process and
embryos during developmental process is regulated by a complex gene regu-
latory network and the study of such networks will provide better insight in
the underlying mechanism of how differentiation and development works.
In addition, it has now been known that the epigenomic modifications
across the genome also plays a vital role in gene regulation, so such study
may also further enhance our understanding in the regulation of genes and
how epigenomics is involved.
Despite all the achievements and previous studies on this subject, there
are still quite a few fundamental questions that remain unsolved, such as
how to sketch the structure of gene regulatory networks, how early does the
cell commit to a certain fate in both ES cell and embryonic differentiation,
how does epigenomics play in this networks and more. We hope the models
and results presented in this thesis would provide more insight on tackling
such problems.
The experimental technology has been developing to enable us tackling
such problems. There are already known methods to induce ES cells into
some specific cell lineage with different external and internal signals [1, 2].
This makes temporal measurements throughout the differentiation process
possible. This and the advance in gene profiling have provided us with data
sets of temporal gene expression values consist of multiple snapshots through-
out different biological process in question.
The sensitivity of experiments are also being enhanced. Development of
micro-fluid operations has enabled quantitative PCR with single cell as input
sample and to conduct such measurements on dozens of genes in dozens of
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single cell samples simultaneously. [3] With such technology, it is now possible
to get a fine grade profile of relatively many gene expression levels of single
cell instead of a mixture of different cell population. And this has lead to
approaches to further study gene regulation via measuring temporal gene
expression during embryonic differentiation at single cell level.
On the other hand, the completion of genome sequencing of many model
organisms and the introduction of high-throughput sequencing technologies,
has enabled better measurements for RNA and DNA signals. Combined with
chromatin immunoprecipitation (ChIP) technique, the role of transcriptional
factor binding and histone modification in gene regulation can be exten-
sively studied. With methylation-sensitive antibodies and enzymes, methy-
lated DNA immunoprecipitation sequencing (MeDIP-Seq) and methylation-
sensitive restriction enzyme sequencing (MRE-seq) [4] further supplied ap-
proaches to broaden the width of epigenomic studies.
Several key challenges need to be addressed in studying the gene regula-
tory network of ES cells, the dynamics in differentiation processes, and the
epigenomic effect on it. First, to better describe the gene expression profile
of ES cells in differentiation processes, gene expression levels measured at
various time points (snapshots) throughout such processes will generate data
that are more suitable for the study. However, although there existed con-
temporary ways of analysis for gene expression, such methods are optimized
only for single snapshot instead of the whole time series, limited in perfor-
mance of analysis, or need good a priori information to work effectively [5–7].
Also to study gene regulatory networks by comparison of different processes,
a comparison method taken the “neighborhood” of genes into consideration
would perform better against the inherent noises of such measurement than
individual based methods [8,9]. Therefore, a method for clustering and com-
paring temporal gene expression data sets, with less a priori input and better
performance will be better suited for such analysis. With this method, it will
be better to learn how genes are regulated during biological processes with
series of gene expression profiles, which are still not quite well understood
yet.
Temporal expression data sets with single cell resolution poses further chal-
lenge in analysis, in addition to the previously stated requirements of being
temporal, we would also need to consider the unique feature that every data
point represents the status of a single cell instead of a mixed cell population.
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This feature makes all the cells traceable throughout the process, and also
makes time-variant models a necessity in analysis. With this point better
taken advantage of, we would further enhance our understanding of cell dif-
ferentiation by shading light on how cells differentiate during the process and
how new population emerge in such way.
Another challenge in temporal expression analysis with clustering is that
existing methods of clustering is “static”, which does not change with time.
However, in real world examples of cell differentiation, such assumption will
be difficult to hold and appear over-simplistic. Therefore, a dynamic cluster-
ing method will be also better suited for temporal analysis.
The similarity of ES cells across different species, together with the gener-
ation of various epigenomic data across several species, enabled us to use a
comparative approach to study the roles of genomic and epigenomic factors
in gene regulation of ES cells during evolution (a larger “temporal pattern”).
However, there are still challenges in processing and visualizing such data in
an efficient way as known tools are mostly talented for single species, which
somehow limited in such comparative studies [10–12]. On the other hand,
although there are study showing that epigenomics play a vital role in gene
regulation, and there are also studies showing the conservation and changes
in gene regulation during evolution. If and how does epigenomics play in
evolution to affect gene expression is still not well studied [13].
The thesis work would be aimed to tackle these challenges posed previously.
In Chapter 2, we developed a comparison method of gene expression across
different biological processes, called network based comparison of temporal
expression patterns (NACEP), which takes advantage of both the time-course
nature of the data sets (for example, with spline-based comparison method
[8]), and the expression values of genes “in the same neighborhood” to refine
the comparison. While NACEP has its foundation on good clustering of
temporal gene expression value, existing methods [5–7] would either need to
preset the clustering number and have a quite unstable result. Therefore,
NACEP also includes the statistic model of temporal gene clustering that
have reduced these problems and also tailed for network based comparison.
With the hypothesis that repressing ES cell regulators in the same regula-
tory pathway would generate more similar temporal transcriptional responses
than repressing a third cell regulator in the other pathway or inhibiting
the same pathway, we used NACEP to compare spontaneous differentia-
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tion against a series of induced differentiation including retinoic-acid(RA)-
induced differentiation [14], trying to shed light on the mechanism of RA-
induced differentiation towards the neural lineage and the proximity of ES
regulators in the gene regulatory network.
To stress the static clustering issue and build a method of dynamic clus-
tering structure, in Chapter 3 we have formulated a hierarchical model with
two layers. The model is a finite mixture at a single time point and with the
progression of time, each component can branch out to give rise to new com-
ponents, be eliminated or simply be inherited. Across all time points, each
component of the first time point grows into a tree, and the entire hidden
layer can be viewed as a forest. For each time point, the total number of
branches of the forest represents the number of clusters; the observed data
are generated from the hidden components (branches). Thus, we developed a
generative probabilistic model for time-variant clustering. We extended this
model to enable feature selection and implemented a reversible jump MCMC
method for model inference.
We then applied this time-variant clustering method to try to find the
earliest time of cell fate commitment on a single-cell-resolution embryonic
development data set [3]. The result, 2-cell stage, is earlier than the com-
monly thought 4-cell or 8-cell stages. The model identified 7 genes whose
expression levels were associated with cell fate commitment from the first
cleavage, thus providing data against the “stochastic division” hypothesis of
embryonic development.
While evolutionary comparisons (large “temporal comparisons”) provide a
powerful tool to study genome functions. This became obvious when it was
recognized that the majority of DNA can mutate freely without deleterious
effects, while certain sequence elements are more constrained [15]. Lever-
aging this theory, researchers have inferred functional genomic segments by
examining genomic sequence conservation [16] and have identified human-
specific regulatory DNA by looking for sequences with accelerated rates of
evolutionary change [17].
As is known that the chemical modifications on genomic DNA (epigenomic
modifications) also affect how the DNA interacts with transcription factors,
therefore affect gene regulation. But many mechanisms still remain unknown
[13]. We therefore try to use a similar comparative approach, together with
a new comparative genomic browser (CEpBrowser) for data integration and
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visualization, in Chapter 4 to study the epigenomic roles in ES cell gene
regulatory network.
Finally in Chapter 5, the potential inference and future work from what
was presented in this thesis is briefly discussed.
5
CHAPTER 2
COMPARISON OF TEMPORAL GENE
EXPRESSION PATTERNS BETWEEN
DIFFERENTIATION PROCESSES
Differentiating mouse ES cells by withdrawing certain growth factors (usually
LIF) leads to generating a mixture of all cell types (spontaneous differentia-
tion) [18]. Alternatively, exposing ES cells to certain growth factors can lead
to enrichment of certain cell lineages during differentiation. Examples include
retinoid acid (RA)-induced differentiation that enriches neuronal cells [1],
and Activin-induced differentiation that enriches mesendoderm cells [2]. Be-
sides growth factors, repressing individual regulatory proteins can also in-
duce differentiation. Although we previously showed that the repression of
a chromatin modeling factor may encourage ES cells to differentiate and ex-
press neural markers [18], in general, it is not clear whether the repression
of ES cell regulators may encourage differentiation towards any specific cell
lineages [19].
We hypothesized that if two ES cell regulators are in the same regulatory
pathway, the temporal transcriptional responses to repressing them should
be similar, as opposed to the temporal responses of repressing a third ES
regulator that is not in this regulatory pathway or acting to inhibit this
pathway. We also hypothesized that if a transcription factor (TF) inhibits
a signaling pathway, the temporal responses to repressing this TF may be
closer to the transcriptional responses to adding a growth factor that induces
this signaling pathway, as compared to the temporal responses to repressing
another TF. With these hypotheses in mind, we applied the new method
called NACEP to compare spontaneous differentiation against eight types
of induced differentiation, including one external stimulation (RA-induced)
and seven internal perturbations (repressing ES cell regulators). The goals of
these comparisons are as follows. First, we wish to gain mechanistic insights
into how RA treatment leads to differentiation towards the neural lineage.
Second, we wish to test whether any of these induced differentiation pro-
cesses resemble one another, and thus to infer the relative proximity of these
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regulators in an ES cell regulatory network. These questions inspired us to
revisit analytic methods for comparing time-course gene expression data.
This chapter is based on [20].
2.1 Related Work
To date, there are very few methods for comparing time-course gene ex-
pression data. One method suppresses the temporal information and com-
pares the “neighborhood” genes between two conditions [21]. Other meth-
ods explicitly model the temporal information but treat every gene indepen-
dently [8,9]. For example, one of these methods fits a spline to the time-course
data of a gene in each of two experimental conditions, and then it compares
the fitted splines. This statistical approach enjoys at least two clear advan-
tages, in that it takes full advantage of the time-course data structure, and
it implements human intuition in comparing temporal patterns. The lim-
itation is that every gene is modeled independently, and information such
as co-expression is ignored. Because the two splines of a gene have to be
fitted with typically a dozen data points or even fewer, the fitted splines
are sensitive to biological and technical fluctuations. Compared to tradi-
tional two-sample comparison procedures that ignore the time information,
the spline method can be even more prone to false positives because a random
fluctuation on a data point can have a larger chance of inducing a detectable
difference to the splines.
Intuitively, utilizing co-expression information, for example by using co-
clustered genes to stabilize the spline fit of a gene, might largely enhance
the fit and thus enable much more accurate identification of temporal differ-
ences. We wish to formalize this intuition as a co-expression network based
comparison of temporal expression patterns (NACEP).
However, clustering time-course gene expression data by itself is a chal-
lenging problem. One group used predetermined gene expression patterns
as cluster centers to cluster genes [5]. Other teams approached this problem
by using a finite mixture model for the clusters and then implementing a
spline fit within each cluster [6, 7]. These methods are prominent advances
in co-expression analysis of time-course data, but they appear to be far from
what is necessary for a co-expression network-based comparison of temporal
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Figure 2.1: NACEP method. NACEP starts with a Dirichlet Process-driven
clustering of time-course data. Instead of assigning each gene into a
particular cluster, NACEP retains the probabilities of this gene to belong
to every cluster. These probabilities and the mean expression patterns of
every cluster are used in the next step of comparing the temporal
expression patterns of a gene.
expression patterns. The outstanding challenges include but are not limited
to the following. First, the cluster number has to be preset for these cluster-
ing algorithms. Although model-selection criteria such as AIC or BIC can in
theory be used to judge cluster numbers, in practice the AIC or BIC curves
usually do not show clear peaks or charges which are needed to make a de-
cision [22]. Second, clustering results are often unstable, in the sense that
slight changes to the clustering algorithm or the dataset may generate vastly
different clustering results. It is difficult to trust or interpret results that are
sensitive to the analytic methods or noise in the data [23]. Third, a gene may
not have only one function or it may not only participate in one module in
the gene regulatory networks (GRNs). Forcing a gene into one cluster makes
a strong assumption about the underlying GRNs, and making inferences us-
ing such an assumption may defeat the purpose of using network information
to improve temporal comparisons. In our opinion, these outstanding difficul-
ties prohibited the invention of a statistical method that explicitly utilizes
network information in the identification of genes with different temporal
expression patterns. The NACEP model in this paper attempts to address
these challenges.
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2.2 The NACEP Model
NACEP explicitly uses co-expression network information to compare tempo-
ral gene expression data. To overcome the difficulties discussed above, NA-
CEP first implements an infinite-mixture model for clustering time-course
data. The number of clusters is automatically decided by the data and a
Dirichlet Process [22, 24–26]. Instead of forcing every gene into a cluster,
NACEP passes the probabilities of every gene belonging to every cluster into
the next step of analysis. In the second step, NACEP infers the tempo-
ral pattern of a gene as a weighted average of the temporal patterns of all
the clusters, using the probability of assigning this gene to each cluster as
the weight of that cluster. Finally, NACEP compares the temporal patterns
of a gene between two experimental conditions with a non-parametric test,
correcting for multiple hypothesis testing (Figure 2.1).
2.2.1 An Infinite-mixture Model for Clustering Time-course
Data
NACEP implements an infinite-mixture model for clustering time-course
data. The cluster memberships are treated as missing data and are as-
sumed to be generated from a Chinese Restaurant Process (CRP) [22]. Let
C = (C (1) , . . . , C (N)) be the cluster indicator variable, where C (i) = c, 1 ≤
c ≤ C denotes that the i-th gene is assigned to the c-th cluster, 1 ≤ i ≤ N .
We use |C| to denote the number of clusters present. |C| is unknown. C is
treated as missing data in the model.
Given the missing data, the expression levels of a gene are modeled with
a mixed-effects model [6]. In this mixed-effects model, the cluster mean
is modeled as a B-spline. The measured expression level of a gene in this
cluster at a time point is modeled as the sum of the cluster mean, a random
gene effect, and a noise term representing the overall effect of the biological
and the technical fluctuations. Let Yijkl be the measured expression level
for gene i, under experimental condition j, at time-point tk, from biological
or technical replicate l, where i = 1, .., N ; j = 1, . . . , J ; k = 1, . . . , K; l =
1, . . . , Lk. Following Luan and Li [6], the expression levels of the c-th cluster
are modeled as:
Yijkl = fcj (tk) + bi + εijkl (2.1)
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where fcj (tk) is the mean profile of the c-th cluster in the j-th experimental
condition and bi ∼ N (0, ϕ2) is the gene effect, which is independent from the
measurement error εijkl ∼ N (0, σ2). The smooth function fcj (tk) is modeled
as a B-spline, with its basis denoted as X, and
fcj (tk) = Xβcj (2.2)
where βcj is the parameter set of the B-spline.
Thus, a generative probabilistic model for all the temporal gene expression
data has been completely specified, with a CRP for generating the cluster
indicators and a mixed-effects model for generating expression levels under
given cluster indicators.
2.2.2 The Bayesian Formulation and a Gibbs Sampling
Algorithm for Model Inference
To fit the model parameters from data, we rewrote the NACEP model into
a Bayesian form and then developed a Gibbs sampling algorithm to esti-
mate the model parameters. To put NACEP into a Bayesian form, we
used the theoretical developments of Dirichlet Processes [27]. Generally,
if (Θ, B) is a measurable space, on which G0 is a probability measure and
α is a positive real number, a stochastic process G is a Dirichlet Process
with base distribution G0 and concentration parameter α if and only if for
any finite partitions (A1, A2, . . . , Ar) on Θ, (G (A1) , G (A2) , . . . , G (Ar)) ∼
DP (αG0 (A1) , αG0 (A2) , . . . , αG0 (Ar)). CRP is a special form of Dirichlet
Process, and a CRP is often used as prior distribution for a Dirichlet Process.
Neal formulated a model for generating data from a Dirichlet Process [26].
In Neals formulation, the data distribution is a mixture of distributions of
form F (θ), with the mixing distribution over θ being G. Thus:
yi|θi ∼ F (θi)
θi|G ∼ G
G ∼ DP (G0, α)
(2.3)
where yi, i = 1, . . . , N are the data points and G is a Dirichlet Process prior,
with concentration parameter α and base distribution G0. Inspired by Neal’s
10
formulation, we rewrite the NACEP model as:
Yi|βi, ϕ2i , bi, σ2 ∼ N
(
Xβi + biL, σ
2I
)
bi|ϕ2i ∼ N
(
0, ϕ2i
)
θi
(
=
(
βTi , ϕ
2
i
)) ∼ G
G ∼ DP (G0 (β, ϕ2) , α)
(2.4)
where L is a column vector of 1s: (1, . . . , 1)T . We use conjugate priors for α,
β and ϕ
β ∼ N
(
β0,
(
XTX
)−1)
ϕ2 ∼ InvGamma (e, f)
σ2 ∼ InvGamma (g, h)
(2.5)
where e,f ,g and h are hyper-parameters. Thus we provided a Bayesian for-
mulation for the NACEP model.
2.2.3 The Gibbs Sampler Algorithm for NACEP Model
Inference
Based on the previous formulation, we developed a Gibbs Sampling algorithm
to make our model inference [28], as is shown in Figure 2.2. Denote the
expression data of all genes as y, the collection of all model parameters as θ,
and the initial values of b, σ as b(0), σ(0).
For Step i in the iteration,
1. Sample θ:
Sample θ
(i)
1 from θ
(i)
1 | θ(i−1)−(1) , b(i−1), σ(i−1), y;
Sample θ
(i)
2 from θ
(i)
2 | θ(i)1 , θ(i−1)−(1,2), b(i−1), σ(i−1), y;
...
Sample θ
(i)
n from θ
(i)
n | θ(i)−(n), b(i−1), σ(i−1), y;
2. Re-sample θ. This is not a typical step in Gibbs Samplers. The purpose
of this step is to speed-up the convergence of the Gibbs Sample (see
[28]). We use γ to indicate re-sampled θ and suppose the number of
clusters in Step i is Ki.
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Sample γ
(i)
1 from γ
(i)
1 | b(i−1), σ(i−1), C(i−1);
Sample γ
(i)
2 from γ
(i)
2 | b(i−1), σ(i−1), C(i−1);
...
Sample γ
(i)
Ki
from γ
(i)
Ki
| b(i−1), σ(i−1), C(i−1);
3. Sample gene effect b:
Sample b
(i)
1 from b
(i)
1 | b(i−1)−(1) , θ(i), σ(i−1), y;
Sample b
(i)
2 from b
(i)
2 | b(i)1 , b(i−1)−(1,2), θ(i), σ(i−1), y;
...
Sample b
(i)
n from b
(i)
n | b(i−1)−(n) , θ(i), σ(i−1), y;
4. Sample σ:
Sample σ(i) from σ(i) | θ(i), b(i), y;
where Parameter
(i−1)
−(k,l) indicates a vector including all Parameter
(i−1)
except Parameter
(i−1)
k ,Parameter
(i−1)
l .
The conditional distributions are as follows. θ
(i)
−k denotes vector θ in Step
i without θk.
1. Sample θ:
p
(
θ
(i)
k
θ(i)−k, b(i−1), σ(i−1), y)
∝
∑
l 6=k
ϕ
(
yk
Xβ(i)l + b(i−1)k L, (σ(i−1))2 I)N (0,(φ(i)l )2) δθ(i)l +αH·G∗,
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where
H =
∫
ϕ
(
yk
Xβ(i)l + b(i−1)k L, (σ(i))2 I)ϕ(β(i)k β0, (σ(i−1))2 (XTX)−1)
IG
((
φ
(i)
k
)2e, f)N (0,(φ(i)l )2) dβ(i)k d(φ(i)k )2
= (2pi)−
m+1
2
(
1 +
(
σ(i−1)
)2) p2 ((
σ(i−1)
)2)−m+p2 Γ (e+ 12) f e
Γ (e)
(
f +
(
b
(i−1)
k
)2
2
)e+ 1
2
· exp
(
− 1
2 (σ(i−1))2
(
yk − b(i)k L
)T (
yk − b(i)k L
)
− 1
2
βT0
(
XTX
)
β0
+
1
2
·
(
σ(i−1)
)2
1 + (σ(i−1))2
·
XT
(
yk − b(i−1)k L
)
(σ(i−1))2
+XTXβ0
T (XTX)−1
·
XT
(
yk − b(i−1)k L
)
(σ(i−1))2
+XTXβ0
 ;
G∗ = G∗
(
β
(i)
k
)
G∗
((
φ
(i)
k
)2)
;
G∗
(
β
(i)
k
)
∼ N
( (
σ(i−1)
)2
1 + (σ(i−1))2
(
XTX
)−1
XT
(
yk − b(i−1)k L
(σ(i−1))2
+Xβ0
)
,(
σ(i−1)
)2
1 + (σ(i−1))2
(
XTX
)−1)
;
G∗
((
φ
(i)
k
)2)
∼ IG
(φ(i)k )2
e+
1
2
, f +
(
b
(i−1)
k
)2
2
 .
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2. Re-sample θ:
p
(
γ
(i)
k
b(i−1), σ(i−1), y) = p(γ(i)βkb(i−1), σ(i−1), y)
· p
(
γ
(i)
φ2k
b(i−1), σ(i−1), y)
p
(
γ
(i)
βk
b(i−1), σ(i−1), y) ∼ N ( (σ(i−1))2
n (z) + (σ(i−1))2
(
XTX
)−1
XT
·
∑n(z)z=1
(
yk − b(i−1)k L
)
(σ(i−1))2
+Xβ0
 ,
(
σ(i−1)
)2
n (z) + (σ(i−1))2
(
XTX
)−1)
;
p
(
γ
(i)
φ2k
b(i−1), σ(i−1), y) ∼ IG
e+ n (z)
2
, f +
1
2
n(z)∑
z=1
(
b(i−1)z
)2
3. Sample gene effect b:
p
(
b
(i)
k
b(i−1)−k , γ(i)k , σ(i−1), y) ∼ N

(
γ
(i)
φ2k
)2(
yk −X
(
γ
(i)
βk
)2)T
L
m
(
γ
(i)
φ2k
)2
+ (σ(i−1))2
,
(
σ(i−1)
)2 (
XTX
)−1
m
(
γ
(i)
φ2k
)2
+ (σ(i−1))2

4. Sample σ:
p
((
σ(i)
)2γ(i), b(i), y) ∼ IG(g + nm
2
,
h+
1
2
K∑
z=1
n∑
l=1
(z)
(
Yzl −Xγ(i)βz − b
(i)
zl L
)T (
Yzl −Xγ(i)βz − b
(i)
zl L
))
.
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2.2.4 Comparison Between Experimental Conditions
How different are the temporal patterns of a gene in two conditions? NACEP
quantifies this difference as a weighted average of the differences between the
temporal patterns of every cluster, with the posterior probabilities of the
gene belonging to every cluster as the weights. Let di be the difference of
gene i between two conditions, then
di =
|C|∑
c=1
Pr (C (i) = c)
√
(Xβc,j=1 −Xβc,j=2)T (Xβc,j=1 −Xβc,j=2) (2.6)
This difference can be efficiently estimated by the Gibbs Sampler algorithm
using the following procedure. Let s be the index of sampling iterations after
burn-in, and s = 1, . . . , S. di can be estimated by
dˆi =
S∑
s=1
√
(Xβc,j=1 −Xβc,j=2)T (Xβc,j=1 −Xβc,j=2)/s (2.7)
This estimation procedure saves the step of computing the posterior proba-
bilities of each gene belonging to every cluster.
2.2.5 Assessing Statistical Significance
To assess the statistical significance of the difference of temporal patterns
of a gene, NACEP obtains the distribution of under the null hypothesis
by permuting the expression data of matched time points under the two
conditions. Following Storey et al. [8], NACEP uses the permutation to
compute the false discovery rate (FDR) for every gene that takes multiple
hypothesis testing into consideration. NACEP ranks the genes with their
FDR.
2.2.6 Clustering Time-course Gene Expression Data
Although NACEP was designed for utilizing co-expression information to en-
hance the comparison of temporal gene expression patterns, as a byproduct,
NACEP provides a handy and potentially powerful tool for clustering time-
course gene expression data. The major improvements of NACEP from other
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time-course data clustering approaches [6, 7] are two-fold. First, NACEP
employs an infinite-mixture model and thus the cluster number is judged
automatically by the Gibbs Sampler algorithm. Second, NACEP enables
clustering data from more than one experimental condition, by simultane-
ously fitting temporal profiles within every experimental condition.
To use NACEP as a clustering algorithm, after running the Gibbs Sampler,
the clustering inference can be made by:
Cˆ = argminC∈F
n∑
i=1
n∑
i′=1
(δi,i′ (C)− pˆi,i′)2 (2.8)
where C is a configuration of gene clustering and F is the set of all such
configurations; is the estimated probability for genes i and i′ being in the
same cluster, which can be obtained by counting the fraction of times c (i) =
c (i′) in the iterations; in any given clustering configuration C0, δi,i′ (C0) = 1,
if genes i and i′ are in the same cluster, otherwise δi,i′ (C0) = 0. It should be
noted that in the comparison of temporal patterns, NACEP does not force a
gene to belong to one cluster; instead all the posterior probabilities of a gene
belonging to all clusters are used. Thus the temporal comparison results are
not sensitive to the clustering performance.
2.2.7 Correlation Between TFs
The time-course data of each RNAi experiment was compared to that of
the control experiment by NACEP. The NACEP distance of every gene was
computed according to Equation 2.6. Thus, each RNAi experiment produces
a NACEP distance vector d1, . . . , dN where N is the number of genes. The
correlation between two TFs is the Pearson correlation between the two NA-
CEP distance vectors of the two RNAi experiments. The NACEP program
is available at http://biocomp.bioen.uiuc.edu/nacep.
2.3 Simulation Analysis
NACEP was evaluated on synthetic datasets for clustering performance and
for comparison of temporal patterns. Although the results of the two tests
16
Data
i
b
i+
+
, σ 2Graphic
Representaon:
i i
T
i
,θ β φ 2= ( )( )
Y b N X b L I
i i i i i
| , , ,β σ β σ2 2+( )Model:
Parameters
converge to
previous
results?
Cluster
Data
i
b
i
σ 2
i
θ
Return opmal cluster
and parameter inference
No
Yes
Not updated yet
Being calculated / updated
Par!ally updated
Completely updated
Parameter status in this round:
Data
i
b
i
σ 2
i
θ
Reset parameter status
for the next round
Cluster
Data
i
b
i
i
θ
σ 2
Renewing σ
2
b
i
Cluster
Data
i
σ 2
i
θ
resamplingbi
Data
i
i
θ
b
i
σ 2
Cluster
c
θCluster 
       resampling with 
                    from
clustering informaon
iθ
c
θClusterDetermining
clustering indicator
and cluster center
Data
i
b
i
σ 2
i
θ
Cluster
i
θ
Data
i
b
i
σ 2
i
θ (rest)
samplingiθ
Data
i
Inializaon
bi
σ 2
iθ
~
~
~
Figure 2.2: The Gibbs Sampler algorithm. The details of the updating
strategies and the forms of conditional probabilities are provided in the
Text.
are presented sequentially below, it is worth noting that NACEP’s temporal
comparison does not rely on a pre-fixed clustering result (see Discussion).
2.3.1 Clustering
We compared NACEP with three other clustering methods: K-means, MClust
[29] and SSC [7]. Both MClust and SSC use a finite-mixture model for clus-
tering. While MClust assumes the samples are independent, SSC uses splines
to model the time-course data structure. As a clustering method, NACEP
can be regarded as an extension of SSC to an infinite-mixture model.
We simulated 100 datasets. Each simulation was composed of four clusters,
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containing 30, 40, 50, and 30 genes in each cluster. Every gene was measured
at 10 time points. Following Ma et al. [7], the mean expression patterns were
simulated with the following functions:
Y1i1k = −
exp (tk)
1000
+ bi1 + ε1i1k; i1 = 1, 2, . . . , 30;
Y2i2k = tan
tk
6.6
+ bi2 + ε2i2k; i2 = 1, 2, . . . , 40;
Y3i3k = 5 (tk − 4)2 /36 + bi3 + ε3i3k; i3 = 1, 2, . . . , 50;
Y4i4k = cos (tk) + bi4 + ε4i4k; i4 = 1, 2, . . . , 30;
where k is the index of time points; i is the index of genes; bi is the random
gene effect; εijk is the random measurement error. The variance structure is
given as follows:
Var (ε1i1k) = 1, Var (bi1) = 1;
Var (ε2i2k) = 1, Var (bi2) = 4;
Var (ε3i3k) = 1, Var (bi3) = 9;
Var (ε4i4k) = 1, Var (bi4) = 16;
Two comparisons were made. First, we compared how often a method
incorrectly identifies the cluster number by “cluster number prediction er-
ror” (CNPE) (Figure 2.3B). The Bayesian Information Criterion (BIC) was
used for MClust and SSC to choose the cluster number. Because K-means
cannot automatically determine the cluster number (unless assuming some
parametric form of data distribution), we assigned the correct cluster number
to K-means and exempted it from the first comparison. Using BIC with SSC
(18% CNPE) improved the chances of correctly identifying cluster numbers
compared to using BIC with MClust (43% CNPE). Moreover, the results of
NACEP (0% CNPE) were further improved from the results of using BIC
with SSC (18% CNPE).
Second, when the cluster number was correct, we compared how often a
gene is incorrectly clustered (AMR, Figure 2.3B). In this comparison we as-
signed the correct cluster number to K-means, Mclust, and SCC. By doing
so we gave the other algorithms an advantage over NACEP. In this compari-
son, SSC and NACEP largely outperformed K-means and MClust, consistent
with the expectation that explicitly modeling the time-course data structure
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Figure 2.3: Clustering performance. (A) One hundred datasets were
simulated. Each dataset contained four clusters. Representative expression
values of three genes for each cluster are shown, in +, ◦ and 4. (B)
Clustering performance was evaluated. CNPE: cluster number prediction
error, the proportion of predictions with incorrect cluster numbers, among
all simulated datasets. A higher CNPE correlates with worse performance.
AMR: average misclassification rate, the average proportion of genes being
misclassified. A higher AMR correlates with worse performance.
might boost clustering performance. NACEP further exhibited a 22-fold
(1.54/0.0733) improvement of clustering accuracy compared to SSC.
2.3.2 Comparison of Temporal Patterns
We compared NACEP with a single-gene-based time-course comparison method
called EDGE [8].
We did four simulations. In each simulation, time-course gene expression
data from two experimental conditions were generated, with 10 time points
in each condition. In the first simulation, a total of 1000 genes were simu-
lated. Among these genes, 600 genes were simulated to have the same tem-
poral pattern in the two conditions (Group f, Figure 2.4A). The remaining
400 genes had different expression patterns. They were separated into four
groups (Groups a-d, Figure 2.4A). Their expression patterns differ between
the two conditions as follows. Groups a and b had different trends. Group
c was generated from gamma functions with different parameters. Group d
was generated from sine functions with different phases. The gene groups
were assumed to have different variances on their gene effects (bi) and the
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same variance on the measurement errors (Var (εijk) = 1). We made Var(bi)
increase from Group a to Group d, as reflected by the increasing confidence
intervals of the mean trajectories in Figure 2.4A.
To simulate more realistic data, in the second simulation, we increased
the variances of the gene effect and the measurement error. To simulate the
situations in which some genes cannot be easily clustered (scatter genes), we
added a new gene group to the third simulation. This new group (Group
g, Figure 2.4A) contained 100 genes, each independently generated to have
its own temporal pattern, which is the same in the two conditions. Group
g genes differ in the two conditions by the average expression level (gene
effect bi) and measurement variation (εijk). In order to challenge NACEP
even further, in the fourth simulation, we added yet another group of scatter
genes (Group e) with different temporal patterns in the two conditions.
The model from which we generated all the 5-pair data (Group a, b, c, d, f)
for the four simulated cross-condition comparison is shown as the following
(There is only one replicate for each simulated data, therefore we did not
show l in the model.)
Group a:
Yga1k = bga + εga1k
Yga2k =
10 exp (1.2 (tk − 5))
1 + exp (1.2 (tk − 5)) + bga + εga2k
Group b:
Ygb1k =
10 exp (1.2 (tk − 5))
1 + exp (1.2 (tk − 5)) + bgb + εgb1k
Ygb2k =
10 exp (1.2 (tk − 5))
1 + exp (1.2 (tk − 5)) + bgb + εgb2k
Group c:
Ygc1k = 125dgamma (3tk; 6, 0.5) + bgc + εgc1k
Ygc2k = 162.5dgamma (3tk; 9, 0.5) + bgc + εgc2k
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Group d:
Ygd1k = 10 sin (tk) + bgd + εgd1k
Ygd2k = 10 sin
(
tk +
pi
4
)
+ bgd + εgd2k
Group f:
Ygf1k = 4.35 log (tk) + bgf + εgf1k
Ygf2k = 4.35 log (tk) + bgf + εgf2k
Where εgs1k are independent random noise with normal distributionN (0, σ
2),
bgi are independent random shift with normal distribution N (0, σ
2
i ). For
group e and g, data are generated from its own spline, independent from
other genes.
Each simulation was independently repeated 50 times. Both NACEP and
EDGE were applied to these datasets to detect genes with different tra-
jectories. True and false positives of these predictions are summarized as
ROC curves in Figure 2.4B. NACEP out-performed EDGE in all four simula-
tions. Notably, when the false positive rates are small (using high thresholds),
EDGE performed not much better than a random decision, by producing a
small number of true positives (Figure 2.4B). NACEP largely increased the
sensitivities under the same specificity of EDGE, causing the ROC curves to
shoot up almost vertically to 20% at a 0% false positive rate in all simula-
tions. This indicates a particularly useful feature of NACEP, in that its top
predictions are likely to be reliable.
2.4 Analysis of ES Cell Differentiation
2.4.1 Differential Temporal Responses Between Spontaneous
and RA-induced Differentiation of ES Cells
We applied NACEP to identify the genes and pathways that mediate RA-
induced differentiation of ES cells. RA is known to facilitate ES cell differ-
entiation and to enrich neurogenic precursor cells among the differentiated
cells, although the molecular mechanisms of such an effect remain elusive [30].
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We hypothesized that the neurogenic effect of RA is mediated by a set of
neurogenic regulatory genes, whose expression patterns are different between
RA-induced and spontaneous differentiation. To test this hypothesis, we
re-analyzed the data by Ivanova et al., who subjected mouse ES cells to
spontaneous and RA-induced differentiation processes [14]. Gene expression
was measured in each differentiation condition every day over a 7-day period.
To pre-process the data, we used Gene Ontology (GO) annotations to ob-
tain the genes involved in transcriptional regulation or signal transduction
and filtered out the other genes. We also filtered out the genes with small
changes of expression levels in both of the two time series and subjected the
remaining 783 genes to NACEP analysis. NACEP’s Gibbs Sampling com-
putation stabilized after 10,000 iterations and generated 37 clusters (Figure
2.5A). Canonical ES cell regulators including Nanog, Oct4, Klf2, Esrrb, and
Utf1 all showed up in one cluster, lending credibility to the clustering re-
sult. Two Ets domain TFs, Etv4 and Etv5, were clustered together with the
canonical ES cell regulators, suggesting these TFs involved in organ mor-
phogenesis might have a neglected role in ES cell regulation. Interestingly,
Etv5’s DNA binding motif was reported to be enriched in Nanog bound re-
gions [31]. Another cluster contained Shh and Gli1, the key ligand and TF
of the shh signaling pathway, suggesting the shh pathway might be tightly
regulated in both spontaneous and RA induced differentiation of mouse ES
cells.
Comparing the two differentiation processes, NACEP reported 156 genes
with different temporal patterns (FDR¡10-5). We then separated these 156
genes into two groups, i.e., the induced (134) and the repressed (22) genes,
by RA as compared to spontaneous differentiation. The 22 genes repressed
by RA included pluripotency and self-renewal regulators Esrrb, Utf1, Nanog,
Klf2, and Oct4. These data are consistent with the notion that RA facilitates
differentiation.
The top-ranked RA-induced genes included Gli3, Zic3, and others. GLI3
is one of the three Gli family proteins in mice, which serve as key TFs of
the shh pathway. Consistent with this result, Zic3 is a known downstream
transcriptional target of Gli family TFs [32]. These data, together with the
result that Shh and Gli were clustered together (Figure 2.5A), suggest that
the shh pathway genes might be activated by RA and mediate the differen-
tiation of ES cells into neural precursors. Consistent with this hypothesis,
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Figure 2.4: Cross-condition comparison. (A) Four synthetic datasets. Five
to seven groups of genes were simulated in each synthetic dataset, with
each group exhibiting either a different pattern (Groups a-e), or a similar
pattern (Groups f, g) between the two experimental conditions. Genes in
Groups e and g do not form any clusters. Each gene was generated from its
own temporal pattern. Group d differs in the two conditions by a phase
shift. The cluster averages and their confidence intervals are shown in solid
curves and shaded regions, respectively. Expression values of ten
representative genes are shown for each gene group in dots. The standard
deviation of the expression values of all genes in a group is shown as a
green band. (B) ROC curves. Panels 1-4 correspond to synthetic datasets
1-4. The ROC curves of the best, median, and worst performance on 50
simulations are plotted in solid (NACEP) and dashed (EDGE) lines.
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Figure 2.5: Comparison of RA-induced and spontaneous differentiation of
ES cells. (A) Mean expression patterns of 37 clusters in days 0-7 of two
differentiation conditions. (B) A hypothetical regulatory pathway that
responds to RA and induces neural differentiation of ES cells.
the induction of the shh pathway promotes neuronal differentiation from em-
bryoid bodies that are differentiated from ES cells [33]. Moreover, in mouse
brains, shh activation has been associated with neoplastic growth and devel-
opment of brain tumors [34]. Finally, Etv4, which inhibits Shh during limb
bud development [35], was identified by NACEP as one of the top repressed
genes by RA. These data are in line with the hypothesis that the shh pathway
is positively regulated during RA-induced differentiation.
The top RA-induced genes also included Nr2f2 and Igf1. Igf1 can serve
as a ligand to the insulin receptor (INSR) pathway. Nr2f2 was shown to be
recruited to the Igf1 promoter region, modulating its expression [36]. These
data tempted us to hypothesize that RA-induced neuronal differentiation
is at least partially mediated by the INSR pathway. Coincidentally, INSR
induces neuronal differentiation of neuroendocrine tumors [37], and it is vital
for keeping neural stem cells alive [38]. Taken together, these analyses suggest
that RA may induce neuronal differentiation through activating shh and
insulin receptor pathways (Figure 2.5B).
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2.4.2 Comparison of Temporal Expression Responses to
RNAi Reveals Placement of TFs in a GRN
A number of ES cell TFs that sustain self-renewal and inhibit differentiation
have been identified. Less clear are the interaction relationships of these
ES cell TFs, or the full picture of the ES cell GRN. In order to elucidate
the GRN of ES cells, biochemical assays including sequential chromatin im-
munoprecipitation (ChIP) were used to directly assess the interaction of two
TFs [39]; co-localization of binding regions (from ChIP-seq or ChIP-chip
data) was used to infer TF interactions [40], and co-expression information
together with protein-protein interaction data were used to infer GRNs [41].
We hypothesized that the transcriptomic responses to knockdown of TFs
should also contain useful information on the relative placement of these TFs
in a GRN. To test this hypothesis, we started by considering a hypothetical
situation, wherein there are three TFs (A, B, and C), with A and B “closer”
in the GRN as compared to C (Figure 2.6A). The relative proximity of A and
B can be substantiated in the following examples: A and B often interact
with each other, forming a dimer to co-bind and co-regulate target genes; C
can only interact with A or B through the assistance of other proteins; C is
an upstream regulator of A and B; or C independently regulates a set of its
own downstream genes. In these hypothetical examples, the genome-wide
temporal transcriptional responses to the knockdown of A and B should be
similar, as opposed to the temporal responses to C knockdown.
Using this idea, we applied NACEP to a set of time-course gene expression
data generated by seven RNAi experiments [14], namely the gene expression
data of days zero to seven after the knockdown of Nanog, Oct4, Sox2, Esrrb,
Tbx3, Tcl1, and Ccnb1ip1. We compared the temporal responses to each
RNAi experiment to the control data, i.e., the gene expression data of wild-
type ES cells on matched time (days 0-7). In every comparison (by NACEP),
the genes with a different expression pattern between the RNAi and the
control conditions were identified (Figure 2.6B). To quantify the similarity of
the genes affected by two RNAi experiments, we used the Pearson correlation
of the NACEP distances of the two RNAi experiments (see Methods). The
Pearson correlation was regarded as a similarity/proximity metric between
the two TFs on which the RNAi were performed (Figure 2.6C). To obtain a
global view of the proximity of all TFs in the GRN, we clustered the TFs
25
by the Pearson correlations. For visualization purposes, an edge was drawn
between two TFs if their correlation was beyond an ad hoc threshold of 0.54
and if the width of the edge was proportional to the correlation between
the two connecting TFs (Figure 2.6D). This result indicates that Nanog,
Oct4, Sox2, and Esrrb may form a heavily connected regulatory module,
and Tbx3, Tcf1, and Ccnb1ip1 are attached to the Nanog-containing module
through a few specific links. To check whether the predicted GRN structure
was sensitive to the choice of Pearson correlation as the similarity/proximity
metric or sensitive to the use of all genes, we applied another similarity metric
(Figure S1A) and restricted the calculation to the top 5% of genes most
strongly affected by all RNAi experiments (Figure S1B), and we found that
the predicted TN structure was robust. This analysis based solely on RNAi
transcriptomes identified the interactions among Nanog, Oct4, Sox2, Esrrb,
and Tbx3 consistent with evidence drawn from protein-protein interaction,
protein-DNA binding data, and mutation analysis of transcription factor
binding sites (dashed edges, Figure 2.6D) [40, 42–46]. This analysis failed
to predict the transcriptional regulatory relationship between Oct4 and Tcl1
[47], which might be explained by the hypothesis that Tcl1 only specifically
regulates a much smaller subset of genes than Oct4, and thus Tcl1 RNAi
only reflects a small subset of transcriptomic changes downstream to Oct4
RNAi. The strong correlation of the temporal responses to knockdowns of
Esrrb and Tbx3 (Figure 2.6D) predicts the proximity of these two TFs in
the GRN. Further experiments are needed to test whether these TFs could
directly interact with each other or if one is under the transcriptional control
of the other. Interestingly, ChIP-seq data showed that there were two Esrrb
binding sites near the Tbx3 gene, at 1kbp upstream and 100bp downstream
to the transcription start site of Tbx3.
2.5 Discussion
Comparative biology plays a central role in biological discovery. Most, if
not all, principles in biology are proved with comparative experiments or by
contrasts of observations. As the capacities of making genome-wide measure-
ments increase, it becomes a typical exercise to monitor a biological process
by taking genome-wide measurements at multiple time points during this
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17 Etv4 Malat1 Nr0b1 Mitf Jun Ccdc88a Jarid1aTcfap2c
18 Gbx2 Wnt4 Prmt8 Rapgef3 Sox11 Sycp3 Rnf20Meis2
19 Gli2 Lif Sox2 Cd24a Tbx4 Crxos1 Pou4f1Sox4
20 Gm98 Sirt3 Irx3 Gata2 Rcor1 Gata2 Cdkn1cJarid1a
21 Lif Lgals1 Cebpb Lgals1 App Tlk2 CebpdMalat1
22 Arhgef16 Rhox5 Csf1 Rhox6 Mphosph8 Ahr Dnmt3bCd24a
23 Cdkn2b Cebpb Lgals1 Rhox9 Cdkn2b Rnf20 Tax1bp3Bmper
24 Irx3 Tax1bp3 Tax1bp3 Malat1 Rnf20 Rcor1 Sox11Wnt4
25 Nfatc1 Irx3 Spry4 Esx1 Myo5a Myo5a Pitx2Farp1
26 Crxos1 Egr1 Esx1 Fos Sirt3 Lif Mphosph8Gata6
27 Farp1 Mphosph8 Malat1 Prmt8 Jarid1a Plk2 MgaCbx4
28 Mphosph8 Cdkn2b Afap1 Arhgef5 Tlk2 Msl31 BanpD0H4S114
29 Rora Tradd Cited2 Irx3 Bmper Cited2 Gli2Gpc3
30 Sycp3 Nfatc1 Msl31 2210018M11Rik Crxos1 Cdkn1c Klf2Cdkn1c
Tbx3Nanog
Ccnblip1
Esrrb
Tcl1
Sox2
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Figure 2.6: Comparison of time-course data of knockdown of seven
transcription factors. (A) A hypothetical gene regulatory pathway. (B) The
top 30 NACEP predicted genes with differential temporal patterns between
an RNAi condition and the control. (C) Pearson correlation between TF
knockdowns. The Pearson correlation was derived from the NACEP
distances (di) of all genes between two TF knockdowns. (D) Predicated
relative TF placement in a GRN, drawn with Cytoscape [48]. The pairwise
TF correlations are visualized as the thickness of the edges. Dashed edges
represent experimentally verified regulatory interactions.
process. Temporal gene expression data have become a common data type.
These data treasures await adequate analysis tools.
The purpose of clustering analysis is usually to discover co-expression pat-
terns that can be translated to biological knowledge or new hypotheses [49].
However, clustering remains a difficult problem, as exemplified by ad hoc
criteria for choosing optimal clusters and results being sensitive to the initial
conditions. As a result, the applications of clustering analyses of expression
data are limited by strong noise in the results. Some genes known to be
involved in a particular pathway are invariably missed, whereas other appar-
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ently unrelated genes exhibit expression profiles that are strikingly similar to
bona fide pathway components [23]. To address these issues, new methods
are needed to simultaneously tackle at least two methodological challenges.
First, the cluster number has to be intelligently determined. Second, the tem-
poral nature of the data has to be explicitly utilized. The NACEP method
represents an attempt to-wards these goals. The heart of this method is a
generative probabilistic model with a Dirichlet Process [26] generating the
clusters and a mixed-effects model [50] with a B-spline [6] mean generating
the gene expression patterns. NACEP can potentially be generalized to han-
dle non-time-course data by not requiring fcj(tk) in Equation (2.1) to be a
time dependent function.
The main function of NACEP is to compare time-course data be-tween
two experimental conditions. At least two questions have to be addressed
to make an effective comparison. First, how should the time-course data
structure be utilized so as to increase the sensitivity and robustness of the
comparison? Second, how can we minimize detection errors introduced by
noise in the measurements? The first challenge was elegantly addressed by
a method called EDGE [8]. EDGE models the time-course data with splines
and compares the splines between two conditions one gene at a time. Be-
cause the data points for a single gene are often limited, noise in the data
can strongly influence the comparison result. This imposes a pressing need
to address the second question. It appears to be difficult to extend EDGE
to incorporate prior information of pathways and networks to improve the
comparison. A major difficulty is that the accurate and complete pathway
information is typically unavailable. The NACEP method utilizes the clus-
tering information to assist the detection of different time-course expression
patterns in a soft way. The premise of this method is that the gene clusters
are correlated with regulatory pathways but that any clustering result can-
not be fully trusted. To detect the differential expression of a gene, NACEP
borrows information from every other gene. The amount of information bor-
rowed is proportional to the probability that the other gene will co-cluster
with the gene under comparison. Thus, the detection of differential expres-
sion does not reply on a pre-fixed clustering result.
Although gene expression responses to knockdown of TFs are often mea-
sured, such data were often used to identify the transcriptional targets of the
inhibited TFs. To our knowledge, there is as yet no principled approach to
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infer the interaction relationships among the inhibited TFs, except in some
special cases in which one TF is the transcriptional target of another. As
a proof of principle, this work demonstrated that the temporal transcrip-
tional responses to the knockdown of a set of TFs could be used to identify
the interaction relationships of these TFs, as well as their relative proximity
in the GRN. Our data suggest that Esrrb may contribute to maintaining
pluripotency through transcriptionally regulating Tbx3, a T-box transcrip-
tional repressor. We were also interested in testing whether any of the TFs
maintain pluripotency through, at least partially, inhibiting the RA pathway
and its downstream genes. The differences between RA treatment and any
TF knockdown are larger than the differences between any two TF knock-
downs (Figure 2.6C), suggesting that the seven TFs included in our analyses
are likely involved in pathways independent to the RA pathway.
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CHAPTER 3
TIME-SPACE CLUSTERING OF SINGLE
CELL GENE EXPRESSION DATA
Spatial clustering methods, including k-means and mixture models, have
been broadly applied to real data analyses. All these methods consider the
dataset with a fixed clustering structure in a given space. In this work,
we consider a time-space clustering problem for high dimensional dataset in
which the clustering structure could change from time to time. We develop a
forest model to describe possible time-variant changes of the clustering struc-
ture. Feature selection is also included in the model to distinguish variables
independent of clustering from dependent ones. Our work is motivated by
the following biological problem.
In early developmental stages, especially in two-cell and four-cell stages,
people generally want to know the number of different cell fates and the core
transcription factors (TF). In order to answer those two questions, time-
course single-cell gene expression data are collected, in which each data point
corresponds to one single cell with each component corresponding to the ex-
pression level of one gene (Figure 3.1). In [3], the expression levels of 48
TFs in more than 500 cells were measured in 7 preimplantation stages (from
one-cell to 64-cell). The number of different cell types and the profile of TF
relationships in 64-cell stage were systematically studied by hierarchical clus-
tering. However, the two questions mentioned above still was not answered
directly because analysis on early cell stages was not implemented in the
study.
3.1 Related Work
Time-space clustering problem has been studied by several works. These
works can be mainly classified into four kinds. The first one is stream data
analysis in which the rate of data generation is very fast and little time is left
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Figure 3.1: Time course single cell gene expression data structure. (A) A
graphical representative of the data structure. The single-cell gene
expression data was obtained from more than 500 cells in 7 different cell
stages. Each cell as a data point contains expression values for 48
representative genes derived from qPCR results. (B) An illustration for
structure of data table. Each data point corresponds to a single cell with its
components corresponding to expressions of 48 selected genes, which is
shown as a single row on the data table.
to us to analyze the whole dataset [51–54]. As a result, methods are developed
to cluster the data of the current time point while taking into account of the
cluster number of the previous time point. The second one is data enriched
cluster detection [55–61]. These studies focus on finding particular spatial
clusters by using time-space scan statistics under some statistical model,
such as binomial, Poisson model. The main concern is how to design flexible
geometrical statistics to scan the whole data set in order to efficiently find
clusters with high-level data numbers. The third one is time course data
analysis [6,22,62–65]. Linear statistical models or more flexible distance-wise
models are designed to evaluate the similarities of the trajectories of different
moving objects, such as genes, cars, people et cetera. and clustering methods
based on these models are developed to find interesting time specific moving
patterns. The fourth one is geographical space-time data analysis [66–68].
Here the data are collected from particular geographical regions during some
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time period. Cluster is proposed to represent the neighborhood information
of each geographical region across a time period. Research focuses on how to
utilize the geographical information to improve the inference power of some
event, such as illness, earthquake, happening risk in each region.
Most current works focus on learning the variable relationships which are
constructed based on Bayesian networks [69–72]. In clustering problem, tree
structure is generally used to describe hierarchical cluster structure but not
the relationships between clusters. In this work, we construct clustering
structure by using several trees, in which each node describes a cluster. The
motivations that make us provide our new global clustering method are as
follows. First, most traditional works assume that cluster structure, such
as the number of clusters, is not changed throughout the whole time pe-
riod. This is not always the case especially in our single cell data analysis.
Second, to our knowledge, there is no model-based spatial-time data cluster-
ing method in which the model is constructed to describe the time-variant
profile of the time-course cluster structure in detail. Third, most traditional
spatial-temporal clustering methods [51–54] are not data-driven which means
clustering controlling parameters are pre-determined by experience. Fourth,
there is little feature selection method for sparse high dimensional spatial-
temporal data analysis when doing clustering.
In this work, we propose a new data-driven spatial temporal clustering
method for sparse high dimensional data analysis in a statistical framework.
The time-variant profile of cluster structures are described by a forest struc-
ture which is constructed by a set of Galton-Watson trees [73–75]. The time
effect is considered by explicitly constructing a random branching model to
describe the relationships of time-crossing parameters. A time-space cluster
is defined as a branch on the Galton-Watson tree and discovered by a serial
of well-designed tree growing/deleting moves. We present our method in an
algorithm manner which is developed in the framework of reversible-jump
MCMC (RJMCMC) [76,77].
In the two questions of early development mentioned above, we address
the first one as a time-space based clustering problem and the second as a
statistical variable selection problem. Therefore, synthetic data sets from
two situations are designed to evaluate our method. One case needs complex
tree growing and the other needs variable selection while tree is growing. In
these simulations, our RJMCMC algorithm can converge quickly by setting
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appropriate initial parameter values and the results got from our method
have meaningful conclusions.
In real data analysis, we provide a whole cell stage analysis using the data
from all cells with our algorithm. Once the algorithm is finished, data points
with cluster-related components in the same cluster across the whole cell
stage are identified and collected as a tree-branch pattern, thus comparison of
TF analysis among the same branched cells reveals not only the characteristic
of different cell types but also the differentiation information. Results from
the real dataset strongly show that there are two different cell types from two
to 16-cell stage and cell differentiation happens from 4-cell stage, meanwhile
our method predicts set of key TFs for each of these two different cell types.
The article is organized as follows. In Section 3.2, we introduce our hier-
archical random branching model in detail. In order to fit the model to real
dataset, we introduce our time-space based clustering method in Section 3.3.
In Section 3.4, we implement simulations to evaluate the performance of our
algorithm. In Section 3.5, we apply our method to a real time course single
cell gene expression data and systematically introduce the new discovery and
the relative biological meanings.
3.2 Galton-Watson Tree Model for Temporal Cluster
Structure
Our hierarchical random branching model includes three parts. The first part
is data generation model which specifies the distributions where the observed
data come from. The second part is a forest model, in which each forest is
composed of several trees as cluster structures. What is worth mentioning,
the tree has a biological meaning and is related to the cell differentiation
profile in the context of single cell data analysis. Figure 3.2 show the basic
components for a tree: node, branch and path. Each node represents a space
cluster, data gathered in the same node share a common distribution. Nodes
connected by a same branch represent a time-space cluster existing across
several time points. Paths are used to connect two branches if one branch
is generated from the other. The third part is feature selection to identify
clustering-related variables.
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Figure 3.2: Basic components for a differentiation tree. In Panel A, there
are three trees existing in the space. Each node represents a space cluster,
data gathered in the same node follow the same distribution. A branch
connecting several nodes corresponds to a time-space cluster. Path is used
to connect these nodes and affiliated branches. The start and end time
point of branch 4 is t1 and t4 respectively. Panel B shows a forest structure
consists of structures corresponding to a tree.
3.2.1 Data Generation Model
We assume that data throughout a time course process with T time points
are independently sampled from several time-space clusters, data from differ-
ent time point may be obtained in the same cluster. Data collected from the
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same cluster are generated from same distribution. Suppose there are totally
G variables measured in each cell and let Xt = (Xt1, · · · , XtNt) be the in-
dependent G-dimensional observations from Ct populations, t = 1, 2, · · · , T .
We assume that Xti follows a mixture distribution with totally Ct =
∑m
i=1Cti
components
f (Xti|wt, θ) =
Ct∑
c=1
wtcf (Xti|θc) , (3.1)
where θc is the set of distribution parameters for cluster c,
wt = (wt11, · · · , wtmCtm) are the proportions of each cluster in cell stage t
satisfying wtc ≥ 0 and
∑Ct
c=1wtc = 1. After introducing latent indicating
vectors zt = (zt1, · · · , ztNt) , zti = 1, · · · , Ct, whose probability is defined as
P (zti = c|wt) = wtc, (3.1) can be simply rewritten as
Xti | zti = c, wt, θ, τ ∼ f (θc) (3.2)
3.2.2 Forest Model - Priors for Cluster Structure Changes
In this section, we will describe the forest model of Galton-Watson trees
in detail, including how to use it to distinguish different temporal cluster
structures and how to define reasonable probabilities for each forest.
The most significant characteristic for a time course process is the cluster
structure may change from time to time. For example, in cell differentiation
context, new cell type may be generated from some existing cell type at time
point t0 + 1 which means the cluster number is changed in t0 + 1. Then, this
cell type may be dead at a later time point t1 + 1, as a result, the cluster
structure (number) is changed again.
Here we use a forest model to describe the time-variant profile of cluster
structure across the whole temporal process while taking time effect into
account, as is shown in Figure 3.2. We assume that the cluster structures
throughout a whole time course process can be described by a forest which
consists of several trees. And each tree will be generated by a Galton-Watson
process, as is shown below.
The forest model is defined by two stages. The first stage is the distribution
for tree number. Two distributions can generally be used to do this. One is
truncated Poisson distribution, the other is discrete uniform distribution [78].
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In our case, we choose the latter.
P (Mtree = m) =
1
W
, m = 1, 2, · · · ,W.
where W is the maximum tree number. Given tree number m, the probability
of some forest structure can be specified as
P (Forest|Mtree = m) = P (Tree1, · · · ,Treem|Mtree = m)
=
m∏
i=1
P (Treei|Mtree = m)
The second stage is the probability specification of each single tree. The basic
components for a tree is node, branch and path. Here, each node indicates
a space cluster, time-space cluster is defined as a branch in which a serial
of clusters are connected by directed arrows (paths). The starting and end-
ing time-points of a time-space cluster are respectively those of the relative
branch. We assume that each tree corresponds to a Galton-Watson branch-
ing process and the relative probabilities are defined through the standard
Galton-Watson random branching process (GWRBP).
To specify a tree set TS ∈ Ftree, we introduce two parameters (Ct, Dt) , t =
1, · · · , T , where Ct = (Ct1, · · · , Ctm) is a vector indicating the cluster number
of each tree in cell stage t, m is the number of trees, Dt = (Dt1, · · · , DtCt) is
a m rows matrix, each row is vector with [−1, 0, 1] components indicating the
cell type that will be differentiated, unchanged or death in cell stage t + 1.
The states of cluster j of tree i in time t is defined as
Dtij =

1 Differentiated
0 Unchanged
−1 Death
t = 1, · · · , T ; i = 1, · · · ,m; j = 1, · · · , Cti
To describe the time effect, we assume that if differentiation happens on a
node, it can only generate two descendants and one of them must be similar
to this node. Furthermore, once some branch is dead, it can not be re-
activated in a later cell stage. Thus a tree s can be described as Trees =
(Cs, Ds) = (C1s, D1s, · · · , CTs, DTs). For example, the forest in Figure 3.2
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can be formalized as
(
C
D
)
=

(1, 1, 1) (1, 1, 2) (2, 1, 2) (2, 1, 3) (1, 2, 3) (1, 3, 2)00
1

 10
(0, 0)

(0, 0)0
(0, 1)

(0,−1)1
(0, 0, 0)

 0(0, 1)
(0,−1, 0)
 NA

D1,1,0 = 0 means there is no new cell type generated for tree 1 in cell stage
1. D1,3,1 = 1 means cell type 1 in tree 3 will generate a new cell type in cell
stage 2. It is easy to see that
Ct+1,i = Cti +
Cti∑
j=1
Dtij
Given (C,D), we actually know the profile of clusters across cell stages,
this is just like the space-based clustering case in which the cluster number
is given. We propose a simple random branching process to be the prior
distribution for differentiation tree.
The GWRBP is specified as follows. Given Ct, we assume thatDti1, · · · , DtiCt
are i.i.d. sampled from a Multi-Bernoulli distribution with differentiated
probability p, unchanged probability q and death probability 1 − p − q,
i = 1, · · · ,m. We set p = q, this means that equal probability is set to
each complete differentiation tree (not include branch-death tree). It is easy
to see that Ct,i follows the standard branching process called Galton-Watson
process. A realization of this random process will generate a tree structure
named Galton-Watson tree [73–75]. Finally, the probability of a forest can
be specified as
P (Forest = Forest0|Mtree = m) = P (Tree1, · · · ,Treem|Mtree = m)
=
m∏
i=1
P (Treei|Mtree = m)
=
m∏
i=1
P (Ci, Di|Mtree = m)
Combine with the above data generation model, our hierarchical random
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branching model can be formalized as
m ∼ DUniform (1, · · · ,W )
Forest = (C,D) ∼ GWRBP (p, q|m)
w, z | Forest ∼ q(ψ0)
θc | C, τ ∼ p (θ0) (3.3)
Xti | zti = c, wt, τ, θ,Tree ∼ f (θc)
where p (.) and q (.) are prior distributions for parameters (w, z) and θc . Here
θ is used to represent all parameters. Note that, the relationship of clusters
is defined by a tree all because of time effect. (3.3) is our main model used
to do time-space based clustering, the feature selection part is introduced in
the next section.
3.2.3 Feature Selection
To answer the second question that which of the genes are playing key roles in
the process. We have included feature selection in the model, with τ and τ c
indicating the set of variables (gene expression) related to clustering or not.
Therefore, if the expression of gene j is related to clustering τj = 1, on the
other hand, if the expression of gene j belongs to τ c, it should be independent
to clustering indicator z and τj = 0. τj follows a Bernoulli distribution with
ϕ success probability. Then our data can be divided into two parts Xtiτ and
Xtiτc and our model can be written as
f (Xti|wt, θ, τ) = f (Xtiτ |wt, θτ ) · f (Xtiτc |θτc) (3.4)
where Xtiτ is the cluster-related gene expression data of cell i in stage t,
f (Xtiτ |θc) is the density function for Xtiτ in c cluster which is defined in
the above section, θc is the set of cluster c related parameters. Xtiτc is the
cluster-unrelated gene expression data of cell i in stage t with density function
f (Xtiτc |θτc) and θτc is the set of parameters for cluster-unrelated variables.
With this, feature selection is achieved through random sampling τ (see
Section 3.3.1 to see sampling scheme) followed by comparing the likelihood
before and after sampling to decide whether the new sampling result should
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be accepted. Combined with the above two models, our hierarchical random
branching model can be finally formalized as
m ∼ DUniform (1, · · · ,W )
Forest = (C,D) ∼ GWRBP (p, q|m)
τ, w, z ∼ g (ψ)
θc(τ) | C, τ ∼ p
(
θ0(τ)
)
(3.5)
θ(τc) | C, τ ∼ p0
(
θ(τc)
)
Xtiτ | zti = c, wt, τ, θ,Tree ∼ f
(
θc(τ)
)
Xtiτc | θ, τ ∼ f0
(
θ(τc)
)
where g (.), p (.), p0 (.) are the prior densities for parameters (τ, w, z), θc(τ)
and θ(τc). f (.) and f0 (.) are density functions for cluster-related data and
cluster-unrelated data.
3.2.4 Likelihood
In simulation and real data analysis, we specify model (3.5) as follows,
m ∼ DUniform (1, · · · ,W )
Forest = (C,D) ∼ GWRBP (p, q|m)
τ1, · · · , τG ∼ Bernoulli (ϕ)
wt | Ct, Dt ∼ Dirichlet (α, · · · , α)
zti | wt ∼ Multinomial(wt)
µc(τ) | Σc(τ), C, τ ∼ N
(
µ0(τ), β1Σc(τ)
)
(3.6)
η(τc) | Ω(τc) ∼ N
(
η0(τc), β0Ω(τc)
)
Σc(τ) | C, τ ∼ IW
(
γ; Λ1(τ)
)
Ω(τc) ∼ IW
(
γ; Λ0(τc)
)
Xtiτ | zti = c, wt, τ, θ,Tree ∼ N
(
µc(τ),Σc(τ)
)
Xtiτc | θ, τ ∼ N
(
η(τc),Ω(τc)
)
where Dirichlet (α, · · · , α) is Dirichlet distribution with Ct equal parameter α
, µc(τ) and Σc(τ) are the mean and covariance parameters for the distribution
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of cluster-related genes in cluster c, η(τc) and Ω(τc) are the common mean
and covariance parameters for the distribution of non-cluster-related genes.
IW (a, b) is Wishart distribution with degree of freedom a and scale matrix
b. Here θ is used to represent all mean and covariance parameters. It should
be noted that the relationship of clusters is defined by a tree all because of
time effect.
Let Xtig be the expression value of gene g in k-th cell from time t where
t = 1, · · · , T ; g = 1, · · · , G; i = 1, · · · , Nt. The relative likelihood function
can be written as
Likelihood (Forest, τ, w, µ,Σ, η,Ω, z|X)
=
T∏
t=1
Nt∏
i=1
f (Xti|zti, wt, θ, τ,Forest)
=
T∏
t=1
Nt∏
i=1
f (Xtiτ , zti|wt, θ, τ,Forest) f (Xtiτc|θ, τ)
=
T∏
t=1
Nt∏
i=1
f (Xtiτc|θτc) ·
T∏
t=1
Nt∏
i=1
f (Xtiτ , zti|wt, θτc)
= (2pi)−(G−Gτ )N/2
∣∣Ω(τc)∣∣−N/2
· exp
[
−1
2
N∑
i=1
(
Xiτc − η(τc)
)T
Ω−1(τc)
(
Xiτc − η(τc)
)]
·
T∏
t=1
Ct∏
c=1
(2pi)−
GτNtc
2
∣∣Σc(τ)∣∣−Ntc2 wNtctc
· exp
[
−1
2
∑
Xti∈Vtc
(
Xtiτ − µc(τ)
)T
Σ−1c(τ)
(
Xtiτ − µc(τ)
)]
(3.7)
where θτc =
(
η(τc),Ω(τc)
)
and θτc =
(
µc(τ),Σc(τ)
)
, Ntc is the cell number of
cluster c in cell stage t, Vtc = [Xti|zti = c] is the set of data which belong to
cluster c in cell stage t. and
∑T
t=1Nt = N .
To make our algorithm converge more quickly, we first integrate out the
mean and covariance parameters and then implement the algorithm with the
40
rest parameters.
f (X, z|C, τ, w) =
∫
f (X, z|C, τ, w, µ,Σ, η,Ω) f (µ,Σ, η,Ω|C, τ) dµdΣdηdΩ
=
∫
f (X, z|C, τ, w, µ,Σ, η,Ω) f (µ|Σ, C, τ) f (Σ|C, τ)
f (η|Ω, τ) f (Ω|τ) dµdΣdηdΩ
Note that
f (X, z|C, τ, w, µ,Σ, η,Ω) (3.8)
= (2pi)−(G−Gτ )N/2
∣∣Ω(τc)∣∣−N/2
· exp
[
−1
2
N∑
i=1
(
Xi(τc) − η(τc)
)T
Ω−1(τc)
(
Xi(τc) − η(τc)
)]
·
T∏
t=1
Ct∏
c=1
(2pi)−
GτNtc
2
∣∣Σc(τ)∣∣−Ntc2 wNtctc
· exp
[
−1
2
∑
Xti∈Vtc
(
Xti(τ) − µc(τ))TΣ−1c(τ)(Xti(τ) − µc(τ)
)]
= (2pi)−(G−Gτ )N/2
∣∣Ω(τc)∣∣−N/2
· exp
[
−1
2
N∑
i=1
(
Xi(τc) − η(τc)
)T
Ω−1(τc)
(
Xi(τc) − η(τc)
)]
·
CT∏
c=1
T∏
t=kc
(2pi)−
GτNtc
2
∣∣Σc(τ)∣∣−Ntc2 wNtctc
· exp
[
−1
2
∑
Xti∈Vtc
(
Xti(τ) − µc(τ)
)T
Σ−1c(τ)
(
Xti(τ) − µc(τ)
)]
= (2pi)−(G−Gτ )N/2
∣∣Ω(τc)∣∣−N/2
· exp
[
−1
2
N∑
i=1
(
Xi(τc) − η(τc)
)T
Ω−1(τc)
(
Xi(τc) − η(τc)
)]
·
CT∏
c=1
{
(2pi)−
Gτ
∑T
t=kc
Ntc
2
∣∣Σc(τ)∣∣−∑Tt=kc Ntc2 T∏
t=kc
wNtctc
· exp
[
−1
2
T∑
t=kc
∑
Xti∈Vtc
(
Xti(τ) − µc(τ)
)T
Σ−1c(τ)
(
Xti(τ) − µc(τ)
)]}
(3.9)
where kc is the first time point for cluster c appears. (3.9) is very similar to
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formalization (3) in [78]. With similar conjugate prior distribution, it is easy
to see that
f (X, z|C, τ, w)
= pi−
NG
2
CT∏
c=1
[
c(τ) ·
∣∣Λ1(τ)∣∣ γ+Gτ−12 · ∣∣Λ1(τ) + Sc(τ)∣∣−(∑Tt=kc Ntc)+γ+Gτ−12 ]
·H(τc) ·
∣∣Λ0(τc)∣∣ γ+G−Gτ−12 · ∣∣Λ0(τc) + S0(τc)∣∣−N+γ+G−Gτ−12 (3.10)
where
c(τ) =
(
T∏
t=kc
wNtctc
)(
1 + β1
T∑
t=kc
Ntc
)−Gτ/2
Gτ∏
j=1
Γ
(
1
2
(
γ +Gτ − j +
∑T
t=kc
Ntc
))
Γ
(
1
2
(γ +Gτ − j)
)
H(τc) = (β0N + 1)
−G−Gτ
2 ·
G−Gτ∏
j=1
Γ
(
1
2
(N + γ +G−Gτ − j)
)
Γ
(
1
2
(γ +G−Gτ − j)
)
Sc(τ) =
T∑
t=kc
∑
Xti∈Vc
(
Xti(τ) − X¯c(τ)
) (
Xti(τ) − X¯c(τ)
)T
+
∑T
t=kc
Ntc
1 + β1
∑T
t=kc
Ntc
(
µ0(τ) − X¯c(τ)
) (
µ0(τ) − X¯c(τ)
)T
S0(τc) =
N∑
i=1
(
Xi(τc) − X¯(τc)
) (
Xi(τc) − X¯(τc)
)T
+
N
β0N + 1
(
η0(τc) − X¯(τc)
) (
η0(τc) − X¯(τc)
)T
where X¯c(τ) is the sample mean of cluster c for clustering variables, and
X¯(τc) is the sample mean for non-clustering variables. The full conditional
distributions for the model parameters are given by
f (z|C, τ, w,X) ∝ f (X, z|C, τ, w) (3.11)
f (τ |C, z, w,X) ∝ f (X, z|C, τ, w) p (τ |C) (3.12)
wt | C, τ, z,X ∼ Dirichlet (α +Nt1, · · · , α +Ntct) (3.13)
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3.3 Time-space Clustering
One of the most important question in clustering framework is determination
of cluster numbers which is actually a model selection problem. In MCMC
framework, to make the selection randomly jump from one model to another,
several model based methods have been developed, such as Dirichlet process
[22,24,27] based clustering (also see Chapter 2), RJMCMC based clustering
[76, 77], et cetera. All these methods try to define a probability space on
cluster numbers and make data or a set of data jump from one cluster to
another when do clustering. In our case, we need to jump from one forest
to another — forest growth, the “jump” includes two basic steps, one is
the changes of tree number, the other is the changes of tree structures. We
develop an algorithm under RJMCMC framework. To make our algorithm
can jump from one forest to any other forests, we design four basic moves.
They are branch split or merge move, empty branch birth or death move,
branch tail birth or death move, tree split or merge move and empty tree
birth or death. Figure 3.3 shows an example. In our case, because there may
be multiple trees existing across the whole time course process, we further
propose a serial basic moves to implement the multiple trees growing.
The tail birth or death move is introduced because we make an assumption
in our model that one cell type could be no longer exist from some cell stage.
It is easy to see that they are ergodic moves. In the next section, we will
design the transfer probability of two moves to make them reversible.
3.3.1 Parameter Inference
The process of the parameter inference is similar to the algorithm introduced
by [78] except in the tree inference part. It can be described as follows
1. Update τ by randomly choosing one of the following two steps,
(a) Randomly choose τi and exchange its value (0 to 1 or 1 to 0).
(b) Randomly choose τi1 and τi2 and swap their values.
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1
2
1
2
3
1
2
3
1
4
2
3
1
4
2
3
1
4
5
2
3
Forest B
Generation
of new tree
Merge (1, 2)
Split (2, t = 2)Merge (2, 3)
Merge (3, 5)Split (3, t = 3)
Death (2, t = 3)Birth (2, t = 3)
Death (2, t = 3)Birth (2, t = 3)
Split (1, t = 3)
Merge (1, 4)
Figure 3.3: Two tree growth example. To make Forest A jump to Forest B,
the serial moves could be designed as follows: new tree is generated with
branch 2, branch 2 then split at time 3 to generate a new branch 3. At the
next step, branch 1 split at time 3 generating branch 4. Branch 3 finally
split at time 3 and generate branch 5. In the similar way, Forest B can
jump to Forest A using a serial of reverse moves. The tail of a branch can
also undergo a death or birth action whenever it is empty (here see the tail
of branch 2 in some steps).
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τnew is accepted with probability min
[
1, f(τ
new|X,z,w,C)
f(τold|X,z,w,C)
]
.
f (τ |C, z, w,X) ∝ f (X, z|C, τ, w) p (τ |C)
= pi−
NG
2
CT∏
c=1
[
c(τ) ·
∣∣Λ1(τ)∣∣ γ+Gτ−12 · ∣∣Λ1(τ) + Sc(τ)∣∣−(∑Tt=kc Ntc)+γ+Gτ−12 ]
·H(τc) ·
∣∣Λ0(τc)∣∣ γ+G−Gτ−12 · |Λ0(τc) + S0(τc)|−N+γ+G−Gτ−12
·
G∏
j=1
ϕτj (1− ϕ)1−τj
where
Kc(τ) =
(
T∏
t=kc
wNtctc
)(
1 + β1
T∑
t=kc
Ntc
)−Gτ/2
Gτ∏
j=1
Γ
(
1
2
(
γ +Gτ − j +
∑T
t=kc
Ntc
))
Γ
(
1
2
(γ +Gτ − j)
)
H(τc) = (β0N + 1)
−G−Gτ
2 ·
G−Gτ∏
j=1
Γ
(
1
2
(N + γ +G−Gτ − j)
)
Γ
(
1
2
(γ +G−Gτ − j)
)
Sc(τ) =
T∑
t=kc
∑
Xti∈Vtc
(
Xti(τ) − X¯c(τ)
) (
Xti(τ) − X¯c(τ)
)T
+
∑T
t=kc
Ntc
1 + β1
∑T
t=kc
Ntc
(
µ0(τ) − X¯c(τ)
) (
µ0(τ) − X¯c(τ)
)T
S0(τc) =
N∑
i=1
(
Xi(τc) − X¯(τc)
) (
Xi(τc) − X¯(τc)
)T
+
N
β0N + 1
(
η0(τc) − X¯(τc)
) (
η0(τc) − X¯(τc)
)T
It should be realized that if there is no featured genes for clustering,
f (X, z|C, τ, w)
= pi−
NG
2 ·H(τc) ·
∣∣Λ0(τc)∣∣ γ+G−Gτ−12 · ∣∣Λ0(τc) + S0(τc)∣∣−N+γ+G−Gτ−12
45
If all genes are featured,
f (X, z|C, τ, w)
= pi−
NG
2 ·
CT∏
c=1
[
Kc(τ) ·
∣∣Λ1(τ)∣∣ γ+Gτ−12 · ∣∣Λ1(τ) + Sc(τ)∣∣−(∑Tt=kc Ntc)+γ+Gτ−12 ]
Because if some parameter does not exist in the likelihood function, it
will not appear in the posterior distribution
p (θ|X) ∝ p (X|θ) p (θ) =
∫
p (X|θ, ϕ1, ϕ2) p (ϕ1) p (ϕ2) dϕ1dϕ2 · p (θ)
=
∫
p (X|θ, ϕ1, ϕ2) p (ϕ1) dϕ1 · p (θ) ·
∫
p (ϕ2) dϕ2
So there will be no any prior distribution structure existing in the final
posterior distribution.
2. Update w using (3.13).
wt | C, τ, z,X ∼ Dirichlet (α +Nt1, · · · , α +Ntct)
In details, wtc, c = 1, · · · , ct, are independently drawn from gamma dis-
tribution with same scale and different shape parameters α+Nt1, · · · , α+
Ntct and then scaled with sum equal to 1. Here the Gamma distribution
(a-shape, s-scale) is defined as
f (x; a, s) = xa−1
e−x/s
saΓ(a)
3. Update z using (3.11).
f
(
zti = k
z(−ti), C, τ, w,X) ∝ f (X, zti = k, z(−ti)C, τ, w)
= pi−
NG
2
CT∏
c=1
[
Kc(τ) ·
∣∣Λ1(τ)∣∣ γ+Gτ−12 · ∣∣Λ1(τ) + Sc(τ)∣∣− (∑Tt=kc Ntc)+γ+Gτ−12 ]
·H(τc) ·
∣∣Λ0(τc)∣∣ γ+G−Gτ−12 · ∣∣Λ0(τc) + S0(τc)∣∣− (∑Tt=kc Ntc)+γ+G−Gτ−12
Note that, z is updated under Gibbs sampler framework, one by one.
Given C, we know that which cluster indicator should zti be taken.
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31
2
Branches that
CAN NOT
be merged
Branches that
CAN
be merged
Node that
CAN NOT
be split
Node that CAN be split
Figure 3.4: An introduction for the nodes that can be split or merged. In
this simple tree, branch 3 can be merged with branch 2, but branch 2 can
not be merged with branch 1. The node in branch 1, time 2 can be split
while the node in branch 2, time 2 can not.
4. Update forest based clustering structure C. There are two basic steps in
forest update. The first is branch update and the other is tree update.
In this section, transfer probability between two moves are introduced
in detail. Suppose there are totally L trees throughout this section.
(a) Branch split or merge. Both time point and branch number should
be chosen if we want to make a branch splitting. Here a branch in
time point t can be split, if there is no branch already generated
from this point and the branch is not empty. An empty branch
means there are weights for the branch but no cells are assigned
to the branch. A branch a1 in time t1 can be merged to another
branch a2, if five conditions can be satisfied. The first condition
is branch a1 and a2 must be in the same tree, the second one is t1
must be the birth time of branch a1, the third is there is no any
branches generated from branch a1 at any time point, the fourth
is the birth time of branch a2 is earlier than branch a1, the last
condition is the branch is not empty (Figure 3.4).
In step k, we first randomly choose split or merge move with
probability bk = 0.5 and dk = 1− bk. In split move, we randomly
choose a time t (t ≥ 2) and a nonempty branch which can be
split. The chosen nonempty cluster l is divided into two clusters,
l1 and l2. The original weight of cluster l in cell stage t, wtl, is
47
changed into weights wtl1 = utlwtl and wtl2 = (1 − utl)wtl, where
utl ∼ beta(2, 2), l = t, · · · , T . Parameters θold = (Cold, wold, τ, zold)
are then changed into θnew = (Cnew, wnew, τ, znew) and the relative
acceptance probability is min [1, A], where
A =
f (Forestnew, wnew, τ, znew|X)
f (Forestold, wold, τ, zold|X) ·
q (θold|θnew)
q (θnew|θold) ·
∏T
i=t f (ui)
· |∂ (θnew)∂ (θold, u)|
=
f (X, znew|wnew, τ,Forestnew) f (wnew|Forestnew) f (Forestnew)
f (X, zold|wold, τ,Forestold) f (wold|Forestold) f (Forestold)
· dnewPchos
boldS
−1
t Palloc
∏T
i=t f (utl)
·
T∏
i=t
wil
where
f (wnew|Forestnew)
f (wold|Forestold) =
T∏
i=t
wα−1il1 w
α−1
il2
wα−1il B (α,Ciα)
f (Forestnew)
f (Forestold)
= 1
Palloc =
T∏
i=t
u
ntl1
ti (1− uti)ntl2
where St is the number of nodes that can be split before split-
ting move, it is not the number of branches, because there may
be several split nodes in one branch. Pchos is the probability that
two branches can be merged together. Similar to [78], we evalu-
ate the degree of similarity of each pair of branches that can be
merged using Euclidean distance, Pchos can then be assigned in
three different way
i. Chosen branch pair is the most similar one
Pchos =
2
S
ii. Chosen branch pair is not the most similar one
Pchos =
1
S
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iii. One of the chosen branch pair is empty
Pchos =
1
S · S1
where S is the number of all branches, S1 is the number of nonempty
branches. We define Pchos in such a simple way, because the num-
ber of merge branches is generally O (S1) and the number of all
merge branches including the empty one is O (S).
In merge move, we randomly chosen a branch pair (t, a, b) (b will
be merged to a, and the birth time point of b is t) which can
be merged according to the above definition with the acceptance
probability is min [1, A], where
A =
f (X, znew|wnew, τ,Forestnew) f (wnew|Forestnew) f (Forestnew)
f (X, zold|wold, τ,Forestold) f (wold|Forestold) f (Forestold)
· bnewS
−1
t Palloc
∏T
i=t f (uti)
doldPchos
·
T∏
i=t
(wil1 + wil2)
−1
where St is the number of branch pair that can be merged after
the merge move in Tree0. Pchos is computed using the number of
branches and nonempty branches after merge move.
(b) Empty branch birth or death. Here the nodes that can be used
to generate an empty branch are the same to the situation in
split move. Empty branch that can be used to do death move
should satisfy there is no any branches generated from it. Through
simulation, we find that it is indeed possible for some nonempty
branch generated from an empty node during the clustering pro-
cess and our algorithm can always make the empty cluster death
through several loops. It may be convenient for us to let this
kind of empty branches die directly, but it is difficult for us to
provide an ancestor for the branch which is generated from this
branch. Like split/merge move, we randomly choose a node or
an empty branch to do birth or death move and suppose Tree1
is selected. For birth move, the parameters are changed from
θold = (Forestold, wold, τ, zold) to θnew = (Forestnew, wnew, τ, znew).
Weights w∗i , i = t, · · · , T , for new clusters in each cell stage are
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drawn independently from Beta (1, Ci). Weights for the old clus-
ters are rescaled by w′ic = wic (1− w∗i ) , i = t, · · · , Ct. The relative
acceptance probability is min [1, A], where
A =
f (X, z|wnew, τ,Forestnew) f (wnew|Forestnew) f (Forestnew)
f (X, z|wold, τ,Forestold) f (wold|Forestold) f (Forestold)
· dnewS
−1
1
bold
∏T
i=t f (w
∗
i )
T∏
i=t
(1− w∗i )Ci
where
f (wnew|Forestnew)
f (wold|Forestold) =
T∏
i=t
(w∗i )
α−1 (1− w∗i )Ci(α−1)
B (α,Ciα)
where S1 is the number of nodes that can be used to generate
empty branches after empty birth move. Death move means an
empty cluster is randomly chosen and deleted. The weights of
the rest clusters are changed to wic/ (1− wil) , i = t, · · · , T . We
randomly choose the branch pair (t, a, b) with one branch b is
empty and can be merged to a, here t is birth time point of branch
b. The relative acceptance probability is min [1, A], where
A =
f (X, z|wnew, τ,Forestnew) f (wnew|Forestnew) f (Forestnew)
f (X, z|wold, τ,Forestold) f (wold|Forestold) f (Forestold)
· bnew
∏T
i=t f (wil)
doldS
−1
0
·
T∏
i=t
(1− wil)−(Ct−2)
where
f (wnew|Forestnew)
f (wold|Forestold) =
T∏
i=t
B (α, (Ci − 1)α)
wα−1il (1− wil)Ct(α−1)
f (wil) = Beta (1, Ci) , i = t, · · · , T.
Here S0 is the number of empty branch that can be merged before
death move.
(c) Branch tail birth or death. We design this step in order to de-
termine the end time points of each branch. A tail is a small
continuous set from some nonempty branch, its birth time should
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be later than the branch itself, its end time point is T . In this
step no branch will be split/merge or birth/death, only their tails
may be changed.
For tail birth, we randomly choose a nonempty branch with an
empty tail, the start point of the tail is t. Weights w∗i , i =
t, · · · , T , for new clusters in each cell stage are drawn indepen-
dently from Beta (1, Ci). Weights for the old clusters are rescaled
by w′ic = wic (1− w∗i ) , i = t, · · · , Ct. The acceptance probability
is min [1, A], where
A =
f (X, z|wnew, τ,Forestnew) f (wnew|Forestnew) f (Forestnew)
f (X, z|wold, τ,Forestold) f (wold|Forestold) f (Forestold)
· dnewV
−1
1
bold
∏T
i=t f (w
∗
i )
·
T∏
i=t
(1− w∗i )Ci
Here V1 is the number of tails after tail birth.
In tail death move, we randomly choose a node from a nonempty
branch with no tails in time t and merge it to another branch
s0 with an earlier birth time points. The weights of the merged
branch in time i is changed to wis0 +wic, i = t, · · · , T . The relative
acceptance probability is min [1, A], where
A =
f (X, z|wnew, τ,Forestnew) f (wnew|Forestnew) f (Forestnew)
f (X, z|wold, τ,Forestold) f (wold|Forestold) f (Forestold)
· bnew
∏T
i=t f (wil)
dold (V0)
−1 ·
T∏
i=t
(1− wil)−(Ct−2)
Here V0 is the number of tails before tail death.
(d) Tree split or merge. A new tree must begin from the first time
point which is different from the situation of branch. A new tree
must be split from main branch of another tree. Here the main
branch is a branch that existing from the first time point. A tree
can be merged only when it has no branches.
(e) Empty tree birth or death. A tree can be dead only when it is an
empty tree.
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3.3.2 Forest Identification
We design a score function to distinguish different trees in order to evaluate
the convergence of our algorithm. The score function is defined as
Score (Forest) =
∑
i∈non-empty branch
10si · (1 + 0.5 · vi) .
To calculate the score of a tree, empty branch is not considered. For any
nonempty branch, si is the generation time point of branch i subtracted by
two and vi is the relative cluster order of its ancestor. In such a way, scores
of the trees with similar branch structures but different paths will have small
distinctions.
Other parameters are estimated using samples from MCMC steps by
zˆ = argmax1≤i≤M
[
P
(
z(t)
X,Forest, wˆ, τˆ)]
τˆ = argmax1≤i≤M
[
P
(
τ (t)
X,Forest, wˆ, zˆ)]
µˆ((c)) = X¯(c)
Σˆ((c)) = S¯((c))
3.4 Simulation Analysis
3.4.1 Synthetic Dataset 1
In this simulation work, we try to test our algorithm for tree growing. Our
synthetic data have five branches which are respectively sampled from 5 dif-
ferent multivariate (3 dimensions and equal mean parameters) normal pop-
ulations with different mean parameter -2, -1, 0, 1, 2 and common standard
deviation parameter 0.1. Table 3.1 shows the details of the dataset.
The algorithm running begins from a tree with just one branch. µ is set to
the average value for all data, k1 = 10, Σ1 is set to a 3 dimensional identical
matrix, α = 1, scale parameter is set to 1. Figure 3.5 shows the results got
from the algorithm. A tree score is designed to evaluate the changes between
each two steps. Trees with more branches will have a higher score.
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Figure 3.5: Results of simulation 1. Panel A shows the tree scores in
120,000 MCMC loops, Panel B and C shows the performance of two
weights estimation, one is the proportion of cluster 2 in time 2, the other is
the proportion of cluster 3 in time 2, Panel D shows the number of
branches in each loop.
3.4.2 Synthetic Dataset 2
In simulation 2, we try to evaluate the variable selection performance of our
algorithm. The relative simulation data have 3 branches, the dimension of
each data point is 23 with 3 cluster-related variables. There are totally 3 time
points, the number of data in each time point are respectively 3, 20, 30. The
cluster-related variable data are sampled from 3 normal populations. The
mean parameters are 5, -6 and 2 respectively, the variances parameters are
1.5, 2 and 0.1. µ is set to the average value for all data, k1 = 0.8, k0 = 0.04,
Σ1 and Σ0 is set to a 3 dimensional identical matrix, α = 1, scale parameter
Table 3.1: details of synthetic dataset 1
Stage/Cluster 1 2 3 4 5 Total(45)
1 3 0 0 0 0 3
2 3 3 0 0 0 6
3 3 3 3 0 0 9
4 3 3 3 3 0 12
5 3 3 3 3 3 15
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is set to 1, Cluster-unrelated variable data are from normal distribution with
zero mean and unit standard deviation. Figure 3.6 shows the results got from
the algorithm. We can see that the process of variable selection converges
very quickly. We test a set of k1 and k0 pairs (0.9, 0.45), (0.6, 0.3), (0.5, 0.25),
(0.4, 0.2), (0.2, 0.1), the results are similar. The result is bad when k1 = 0.1,
k0 = 0.05. The data number of each cluster in any time point is 10.
3.4.3 Synthetic Dataset 3
In this simulation, we use our algorithm to learn a forest clustering structure.
Simulation dataset is generated based on a forest structure with 2 trees,
except trees, there are two other branches. Cluster-related data are sampled
from 4 normal distribution, the relative mean parameters are set as 5, -6, 2,
9 and standard deviation parameters are set as 1.1, 1.2, 0.1, 1.414. Cluster-
unrelated data are sampled from standard normal distribution. There are
totally 4 time points, the data number in each time point are 10, 15, 20, 20.
The results are shown in Figure 3.7.
3.5 Single Cell Gene Expression Data Analysis
In this section, we provide a real data analysis. The real data set is from [3]
in which there are totally 441 cells. 48 important TFs expression level with
2 housekeeping genes are measured through 7 cell stages. Cell numbers in
each stage are 9, 18, 23, 44, 75, 113, 159 respectively. The whole dataset is
basically a 441 × 48 matrix. Each row corresponds to a cell, each column
corresponds to a gene. Before moving to the analysis step, a normalization
process is applied to the raw data set. In this process, each data point is first
multiplied by -1 and added by 28, each row data points are then subtracted
by the average expression value of two housekeeping genes (Actb, Gapdh).
To make the gene expression value of different embryos cells comparable,
gene expression of cells in the same embryo are finally subtracted by their
average value. In order to give a perspective view of the cell population in
early cell differentiation stage, we choose all cells from 2 to 16 cell stages and
get 160 cells as our analyzing data set. We further choose 21 development-
related genes to do our analysis. Figure 3.8 shows the box-plot for each gene
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Figure 3.6: Results of simulation 2. Panel A shows the tree scores in 10,000
MCMC loops, Panel B, C and D shows the performance of three weights,
Panel E shows the number of branches generated in each loop, Panel F
shows the number of selected variables in each loop.
in each cell stage.
We run our algorithm to this data set (k1 = 3, k0 = 0.2). Figure 3.9
shows the results after a burning steps. We find a tree structure with two
branches. Panel C shows that there should be just one tree across the 2-
cell stage and there is no new cell type generated until in 4-cell stage. The
first branch is generated in 4-cell stage and the second one is generated in
8-cell stage. Furthermore, the first cluster in 2-cell stage vanishes in 16-cell
stage, and also the new branch generated in 8-cell stage. 7 genes are most
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Figure 3.7: Results of simulation 3. Similar to Figure 3.6, Panel A shows
the tree scores in 120,000 MCMC loops, Panel B, C shows the performance
of two weights, Panel D shows the number of trees in each loop, Panel E
shows the number of branches in each loop, Panel F shows the number of
selected variables in each loop. Panel a through f (see figure on next page)
shows the results with each time-wise cluster has 10 data points.
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Klf4 Msc Nanog Pdgfa Pdgfra
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Figure 3.8: Box-plot for 20 genes. y-axis corresponds to the gene expression
value, x-axis corresponds to 4 cell stages.
likely playing important roles in early cell differentiation, they are klf4, gata4,
Esrrb, Snail, Pou5f1, Pdgfa, MscCdx2, Gata3, Gata4, Klf4, Pdgfa, Pou5f1.
Panel F-H show the weights and correlation heatmap for these 7 genes in
each cluster. The average expression levels and their change during time
course for these 7 genes were plotted for each cluster. Our results show that
the enrichment of Pou5f1 and depletion of Klf4/Esrrb/Msc are significant
features to separate cluster 3 from cluster 1 and 2, while the enrichment of
Gata4 and Snail is feature to select cluster 1 from cluster 2.
3.6 Discussion
In this chapter, we propose a forest-wise clustering method to high dimen-
sional time-space data in which cluster structure may be changed from time
to time. We use a random Galton-Watson tree model to describe every cluster
structure and extract time-crossing information. The final clustering method
is iteratively implemented based on a serial of tree-growing moves while do-
ing feature selection. Similar work for extracting group-wise information is
hierarchical Dirichlet process (HDP) [79] in which grouped parameters are
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Figure 3.9: Results for real data analysis. Panel A shows the tree score in
each loop, Panel B shows a weight profile, Panel C shows the tree number,
Panel D shows the branch number, Panel E shows the number of
cluster-related genes, Panel F shows the estimated weight for 3 clusters
during 3 cell stages, Panel G-I shows the correlation heat-maps for 7
cluster-related genes.
considered and parameters from the same group following a Dirichlet pro-
cess with all based level Dirichlet processes having similar base parameters
and are modeled as sampled from a higher-level Dirichlet process (Hierarchi-
cal). However, there is no thinking about how to use time-course information
in HDP and final parameter inference is based on the average of space-wise
models. As a result, we can not say anything about the time-course meanings
for each inferred parameter. In our work, we propose several concepts, such
as tree, node, branch and path, to describe time-course information. The
final result is inferred based on the average of a tree set which has explicit
time meanings. Just like Dirichlet process based clustering method which
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Figure 3.10: Gene expression patterns of cells in each cluster and on each
cell stage. 7 genes (klf4, gata4, Esrrb, Snail, Pou5f1, Pdgfa, Msc) were
selected based on their contributions on the clustering. Their average
expression levels for cells in each cluster and on each cell stage were plotted
as “slices” of “pies”. The radius of a slice reflects the expression level of the
TF.
provides a way to make ergodic moves among different cluster numbers, we
design a serial basic moves to let our algorithm jump among different trees.
There are still some problems existing in our method. The most important
one is the choice of hyper-parameters, especially k1 and k0. The algorithm
may converge slowly with a poor choice of k1 and k0. [78] also says that k1
and k0 must be chosen very carefully and they provide a empirical talking
about the choice of k1 and k0. In our experience, it is difficult for us to make
a uniform choice method, but the eigenvalues distribution of the data matrix
could give us some suggestions. Generally speaking, k1 corresponds to larger
eigenvalues and k0 corresponds to smaller eigenvalues, however, this does
not mean that we should choose the largest eigenvalue for k1 and smallest
eigenvalue for k0. If there are two significant components in the eigenvalues
distribution, we suggest the values between the two peaks can be considered
as k1 value and the left (low) peak values can be considered as k0 value.
60
CHAPTER 4
EPIGENOMIC CONTRIBUTION TO GENE
REGULATION IN PLURIPOTENT STEM
CELLS VIA INTERSPECIES COMPARISON
In eukaryotic cells, the genomic DNA is etched with a number of chemical
modifications, called epigenomic (epi-) modifications. These epi-modifications
add an extra layer of information onto the genomic sequence, and enable it
to encode a more complex program of gene regulation [80, 81]. Different
epi-modifications affect how the DNA interacts with transcription factors,
although many mechanisms remain unknown [13]. Adding to the complex-
ity, the genomes are far from being completely annotated on the functional
level, making it necessary to first find regulatory genomic sequences before
we can understand their complex regulatory roles.
Evolutionary comparisons provide a powerful tool to study genome func-
tions. This became obvious when it was recognized that the majority of
DNA can mutate freely without deleterious effects, while certain sequence
elements are more constrained [15]. Leveraging this theory, researchers have
inferred functional genomic segments by examining genomic sequence con-
servation [16] and have identified human-specific regulatory DNA by looking
for sequences with accelerated rates of evolutionary change [17].
The successes in genomic comparisons beg the question: can we also use
evolution to study the functions of the epigenome? To do so, the basic
evolutionary properties of the epigenome must be established first, preferably
in the contexts of both genomic and transcriptomic evolution. To explore
relationships among evolutionary changes to the genome, the epigenome, and
the transcriptome, several specific questions were of critical interest. First,
evolutionary selection has left clear traces on the human genome [82]; what
are the traces of evolutionary selection on the human epigenome? Second,
are evolutionary changes to the epigenome merely a consequence of genomic
sequence changes or, rather, has the epigenome made the genome more or less
susceptible to evolutionary selection? Third, the degree of gene expression
conservation correlates poorly with the extent to which nonexonic sequences
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are conserved among vertebrates [83,84]; might this discrepancy be explained
by the epigenome? Fourth, mammalian orthologous transcription factors
(TF) often do not bind to orthologous DNA sequences [85], as only 5% of the
Oct4 and Nanog binding sites occupy homologous sequences in human and
mouse embryonic stem (ES) cells [86]; do epigenetic modification enzymes
apply the same types of modifications to orthologous sequences in mammals?
Among many types of epi- modifications [87], a subset is known to correlate
with gene transcription. For example, DNA cytosine methylation (Cm) [81],
histone 3 lysine 27 tri-methylation (H3K27me3), and histone 3 lysine 9 tri-
methylation (H3K9me3) may repress gene transcription, whereas histone 3
lysine 4 mono-, di-, and tri-methylation (H3K4me1/2/3), lysine 27 acety-
lation (H3K27ac), and lysine 36 tri-methylation (H3K36me3) are positively
associated with transcription [80]. The roles of some epi- marks remain con-
troversial. For example, histone variant H2A.Z is generally assumed to be
associated with active promoters because it anti-correlates with Cm in plants,
insects, and fish [88]; consistently with this, H2A.Z is associated with active
promoters in flies [89]. However, H2A.Z is associated with inactive promoters
in yeasts [90,91]. The role of H2A.Z has yet to be tested in mammals. Even
for the epi- modifications whose roles are better established, they may have
undiscovered functions.
The functions of many epi- modifications have so far only been evaluated
individually, primarily due to the difficulty of assessing the functional sig-
nificance of co-localized epi- marks. Any two epi- marks can co-localize in
some genomic regions, but most of such co-localization cases do not serve
any regulatory functions. The best documented epi- co-localization is prob-
ably the bivalent domain (H3K27me3 + H3K4me3), which is hypothesized
to be poised for activation during differentiation of embryonic stem cells
(ESCs) [92]. This hypothesized function was derived from comparing ESCs
with other cell types. However, a mechanistic understanding of how biva-
lent domains regulate lineage-specific ESC differentiation is still lacking. We
wish to provide a new approach to systematically examine the functions of
epi- modifications, and more importantly, the functions of combinations of
epi- marks. We propose to leverage the connection between evolutionary
conservation and functional importance to achieve this goal.
Here we introduce “comparative epigenomics” - interspecies comparison of
epigenomes - as a novel approach for annotation of the regulatory sequences
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of the genome. We created a multi-species epigenomic dataset from pluripo-
tent stem cells of humans, mice and pigs, which is comprised of genomic
distributions of DNA methylation and eight histone modifications, the bind-
ing intensities of four transcription regulators (Nanog, Oct4, P300, Taf1),
and transcribed RNA sequences. We first examined the co-evolution proper-
ties among the epigenome, the genome, and the transcriptome. Comparing
epigenomic changes to genomic changes, we observed strong epigenomic con-
servation for both fast-evolving and slowly evolving DNA sequences, but
not on neutrally evolving DNA sequences. These data suggest epigenomic
conservation is not completely dictated by genomic sequences. More impor-
tantly, comparative epigenomics reveals regulatory features of the genome
that cannot be discerned from sequence comparison alone. However, our
current capability of interpreting epigenomic information is still primitive.
The concept of using cross-species comparison to annotate epigenomic func-
tions may revolutionize epigenomic analysis [92–94]. Indeed, by exploiting
the link between evolutionary selection and regulatory functions, “Compar-
ative Epigenomics” have annotated epigenomes with unprecedented details.
Part of this chapter is based on [95].
4.1 CEpBrowser: Comparative Epigenomic Browser
for Epigenomic Study Under Evolutionary Context
We have developed the Comparative Epigenome Browser (CEpBrowser) to
allow the public to perform multi-species epigenomic analysis. The web-
based CEpBrowser extends the concepts of the UCSC and Ensembl Genome
Browsers [10–12] to integrate, manage, and visualize large sequencing-based
datasets for cross-species comparisons.
4.1.1 Design Principle and Key Features
The design principle of CEpBrowser is to maximize the efficiency of inter-
species epigenomic comparisons. Five key features were designed based on
this principle. First, the epigenomic data from multiple species are pre-
sented side-by-side (Figure 4.2, right panel). This simultaneous presentation
of non-genome-sequence features of multiple species is different from other
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Human
Mouse
Pig
+
+
+
+ Short gap merged in !nal comparative regions
Figure 4.1: Merging of orthologous pairs into comparable genomic regions.
The liftOver chain files from UCSC [96] are used as orthologous pairs.
Then small gaps between neighboring orthologous pairs are merged if there
is no major gap in any of the species. After merging, three-species
comparative regions are shown in CEpBrowser.
genome browsers [11, 12], which display one-genome-at-a-time as the basis,
and superimpose other information onto this basis. To present multi-species
data in parallel, CEpBrowser vertically divides its visualization area into
multiple panels, using each panel to display the genomic annotation and
epigenomic features of one species. CEpBrowser allows user to specify any
genomic region of interest, and displays this region in a panel. In the mean-
time, CEpBrowser finds and visualizes comparable genomic regions in other
species in the other panels. The comparable genomic regions are identified
by an algorithm that maximizes the number of orthologous sequences as is
shown in Figure 4.1. Those regions are shown as color blocks in Figure 4.2
in the user’s region of interest. The epigenomic data of the other species are
then superimposed onto these comparable genomic regions. The default pre-
sentation of the epigenomic data is a compact form (the “dense view” [11]),
allowing for visually comparing as many epigenomic features across species
as possible.
The second key feature is the automatic color-coding of epigenomic data
based on the orthology of their underlying genomic sequences. The same
color is used to shade orthologous sequences and the epigenomic data on the
orthologous sequences in every species. This allows users to easily compare
the epigenomes within each color block. For example, the strong signals of
H3K4me2/3 and H3K27ac in the promoter of human ZFP42 (gray block,
top panel, Figure 4.2) are conserved as strong signals in mice (gray block,
Day 0 tracks, middle panel), but are not conserved in pigs (gray block, lower
panel). Gain or loss of orthologous sequences can also be easily spotted
(yellow blocks).
The third key feature is the synchronized navigation of multiple species.
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When activated, this feature allows users to navigate the genome together
with epigenomes of a species while automatically tracing and visualizing the
genomes and epigenomes of other species. For example, when the user zooms,
shifts, or jumps her view of the human genome and epigenomes, the views
of mouse and pig genomes and epigenomes are updated in synchrony. This
synchronization feature maximizes the number of orthologous sequences in
the user’s view.
The fourth key feature is the synchronization of epigenomic tracks. Users
can turn off the epigenomic tracks that are specific to some species, thus
leaving the shared epigenomic tracks easily comparable. More importantly,
the tracks of the same epigenomic mark can be simultaneously displayed or
hid in every species. Finally, epigenomic tracks are automatically sorted into
the same order in every species.
The fifth key feature is a simultaneous display of different tracks with
different formats. The RNA-seq tracks are displayed in the ‘full view’ (Ex-
pression panels, Figure 4.2) while retaining other tracks in the dense view.
This is particularly useful because the dense view is needed for juxtaposing
many epigenomic marks in multiple species, whereas the RNA-seq data re-
quire the full view to provide a good sense of the expression levels. This
feature allows associating interspecies epigenomic changes with the evolu-
tionary changes of gene expression. For example, the conservation patterns
of H3K4me2/3 and H3K27ac in human, mouse, and pig pluripotent stem
cells are in concordance with the conservation pattern of ZFP42 expression
levels. H3K4me2/3 and H3K27ac showed a strong-strong-weak pattern on
human, mouse, pig orthologous regions upstream to ZFP42 (gray blocks, Fig-
ure 4.2), which correlated to the high-high-low expression pattern of ZFP42
in the three species (Expression panels, Figure 4.2).
Besides these five key features, users can interactively interrogate the data
using a set of auxiliary panels. The Gene Query Panel (upper left, Figure 4.2)
allows searching by gene names. CEpBrowser will recommend gene names
by text similarity while the user is typing. The user input is compared to
gene aliases from NCBI and Ensembl gene databases, and all matching or
partially matching results will be listed. When genes are found by aliases,
the alias will be marked in parentheses next to the canonical names. Users
can select to visualize any of the listed genes with the Gene Selection Panel.
When multiple species are displayed in parallel, the user can redirect the
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displayed region of any species with the Navigation Panel. The “Master
Control” tools provide a synchronized control of all species, allowing users
to zoom or shift the displayed regions in parallel. The Track Selection Panel
(shown as a button on the upper right corner in Figure 1) allows displaying
or hiding any tracks, or a group of related tracks. It also allows changing
track display between full and dense formats.
4.1.2 Data Support
CEpBrowser supports data submission from the public. This is enabled by
an automated pipeline that converts mapped sequencing reads into the WIG
format that can be managed and displayed on CEpBrowser. CEpBrowser
has incorporated a total of 70 ChIP-seq, RNA-seq, MRE-seq, MeDIP-seq
datasets in three mammalian species [40, 97–99], allowing for comparing the
epigenomes of pluripotent stem cells and different differentiation routes. Fu-
ture work includes expanding to other species and other cell types. These de-
velopments require the community’s efforts in generating comparable epigenome
maps in multiple species.
4.2 Epigenomes of Pluripotent Stem Cells in Human,
Mouse and Pig
To answer the previously mentioned questions, we conducted a “compara-
tive epigenomics” study [92] with a focus on evolution. We generated and
compiled from published work the genomic distributions of nine epigenetic
modifications including Cm, H2A.Z, H3K4me1/2/3, H3K9me3, H3K27me3,
H3K27ac, H3K36me3, and the binding of four transcription regulators, P300,
Taf1, Oct4, and Nanog, in pluripotent stem cells of humans, mice, and pigs
(Sus scrofa) [100]. Cm was assayed by both methylated DNA immunoprecip-
itation followed by sequencing (MeDIP-seq) and DNA digestion by methyl-
sensitive restriction enzymes followed by sequencing (MRE-seq) [4]. His-
tone modifications and binding of transcription regulators were assayed with
chromatin immunoprecipitation followed by sequencing (ChIP-seq). Gene
expression was measured by RNA sequencing (RNA-seq) technology. Taken
together, a total of 48 sequencing datasets were compiled, among which 31
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Figure 4.3: Interspecies conservation of epigenomic modifications. Each box
plot represents the distribution of the normalized intensities of the indicated
epi- modifications (e.g., Cm, upper-most row) in various genomic regions
(e.g., 500bp upstream of genes, left-most column). Median, quartiles,
maximum, and minimum intensity values are shown in each box plot (see
insert). The assembly of 9 box plots shows the distribution of relative
intensities of an epi- modification on different genomic regions in a species
(e.g., Cm in human, upper-most and left-most panels). P-value: the support
to conservation of each epi- modification, calculated from a non-parametric
test comparing the data in the left, middle, and right panels.
datasets (87 billion bases) were generated from this study and the 17 other
datasets (13 billion bases) were compiled from 3 published works [40,97,98].
4.2.1 Traces of Evolutionary Conservation of the Epigenome
The pronounced interspecies epigenomic differences provoked the question of
whether there are any traces of conservation of the epigenome. We started by
analyzing the epi- modification intensities for various features of the genome,
including intergenic regions, promoters, exons, introns, and 5’ and 3’ un-
translated regions (UTRs). The distribution of the intensities of each epi-
modification on each type of genomic feature was summarized (box plots,
Figure 4.3), and then these distributions were combined into an ‘epi- in-
tensity’ distribution for all genomic regions for a species (any panel of 9
box plots, Figure 4.3). A non-parametric test with the null hypothesis that
epi-intensity distributions are different across species generated a p-value for
every epi- mark. These p-values ranged from 10−10 (Cm) to 10−2 (H3K4me3),
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indicating that the relative difference in epi- modification intensities on dif-
ferent genomic features is in general consistent across species, although the
consistency levels vary from modification to modification. This pattern of
conservation provides evolutionary support for the idea of using epigenomic
data to predict functional non-coding genomic features [101].
We then asked whether the co-occupancy of two epi- marks is conserved
across species. In the human genome, non-randomly co-appearing epi- marks
include H3K4me1/2/3 (null hypothesis: epi- marks appear independently
in the genome, minimum odds ratio = 4.55, p-value < 10−20), H3K27ac
and H3K4me1/2/3 (minimum odds ratio = 10.3, p-value < 10−20), as well
as H3K27me3 and H3K4me1/2/3 (minimum odds ratio = 4.14, p-value <
10−20). Non-random, mutual-avoiding epi- modifications include Cm vs.
H3K4me2/3 (odds ratio = 0.70, p-value < 10−20). These non-random co-
occupancy patterns are conserved in mouse and swine genomes (Figures
4.4A). Even weak co-occupancy patterns between any two of H3K27me3,
H3K36me3, and H3K4me1/2/3 are conserved in all three species (p-value <
10−9). In contrast to being antagonistic chromatin marks in plants, insects,
and fish [88,102], H2A.Z and Cm are not clearly anti-correlated in any of the
three mammals (observed total length of co-marked regions ≥ expected total
length of co-marked regions). Instead, H3K4me2/3 and H3K9me3 exhibit
stronger anti-correlation to Cm (Figures 2A).
Next we tested whether the genomic regions with one or a pair of epi-
modifications are correlated with conserved genomic sequences. Genomic re-
gions with all assayed epi- modifications except for H3K9me3 are correlated
with sequence-conserved regions (odds ratio = 1.43, p-value < 10−20) (Fig-
ures 4.4B). With the exception of H3K9me3-marked regions, the genomic
regions with two epi- modifications are also correlated with conserved se-
quences (p-value < 10−9), often with stronger correlations than single epi-
modification regions.
4.2.2 The “U-shaped” Correlation Between Epigenomic and
Genomic Conservations
To globally examine the relationship between genomic evolution and epige-
nomic changes, we categorized the human genome into 50 distinct sets of
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Figure 4.4: Interspecies conservation of co-occupancy of different epi-
modifications. (A) Log ratio between the number of genomic regions
carrying two epi- modifications (shown as row and column names) and the
expected number, calculated from a null model that the epi- modifications
appear independently of each other (each small box, red: log ratio > 0,
co-occupancy; blue: log ratio < 0, anti-co-occupancy). With a few
exceptions, both positive and negative co-occupancies of any epi- marks are
conserved across species, as seen in similar colors of the three consecutive
boxes in a row. (B) Log ratio between the number of conserved regions
carrying one (diagonal boxes) or two (non-diagonal boxes) epi-
modifications and the expected number, calculated from a null model in
which conserved regions and epi- modified regions appear independently.
Conserved genomic regions are determined by six pair-wise comparisons,
shown in six small boxes outlined with a darker edge. For example, the
left-most upper box refers to the human genomic regions conserved in a
human vs. mouse comparison. All genomic regions with epi- modifications
except H3K9me3 were positively associated with conserved regions (red).
H3K9me3 selectively marks non-conserved regions (blue). Bivalent domains
(co-marked by repression mark H3K27me3 and activation mark
H3K4me2/3) exhibited the strongest association with conserved regions.
70
sequence segments, and ordered these sets by nucleotide substitution rate.
The analysis is conducted in two steps: (1) Categorizing the human genome
by rate of sequence change. The human genome was divided into 15 million
200bp segments. A PhyloP score was computed for every base from 46 verte-
brate genomes [103,104], and an average PhyloP score was computed for each
200bp segment. These genomic segments were put into 50 equal-sized sets
with increasing average PhyloP scores. The first set with the smallest PhyloP
scores are the fastest-changing sequences. The last set with the largest Phy-
loP scores are the most conserved. (2) Quantifying epigenomic conservation.
In the human-mouse comparison, a 200bp human genomic segment was de-
termined to be epi- conserved if the mouse orthologous sequence was marked
by the same epi- modification. For each set of genomic segments, the aver-
age number of epi- conserved segments was calculated. This average number
was then divided by its expectation to obtain a ratio. The expectation was
derived from an independence model in which epi- conservation was assumed
to be independent of sequence conservation. The ratio was used as a quan-
titative measure of epi- conservation for each sequence set. Human-pig and
mouse-pig comparisons were done similarly. To account for gene conversion,
transposon, and multi-gene families, all “one-to-many” alignable sequences
between any two species were removed from this analysis. Whether any se-
quence has a one-to-one or one-to-many alignment to another species was
determined by processing UCSC pairwise alignment chain files.
The result of the analysis is shown in Figures 4.5A. The enhancer mark
H3K27ac, gene-body mark H3K36me3, and Cm exhibited increased conser-
vation in both the accelerated substitution rate (fast-changing) and reduced
substitution rate (conserved) sets. H3K4me3 and H3K27me3 exhibited in-
creased conservation in reduced substitution rate sets. In summary, a U-
shaped correlation was observed between genomic selection and epigenomic
conservation; the large portion of evolutionary neutral or near-neutral se-
quences exhibit a baseline epi- conservation level, forming the bottom of the
U-shape; the sequences with accelerated or reduced substitution rates, re-
spectively exhibit enhanced epi- conservation, making the two ends of the
U-shape tilt upward (Figure 4.5B).
The increased conservation levels for H3K27ac, H3K36me3, and Cm in fast-
changing sequences indicate that epigenomic conservation is not completely
determined by interspecies sequence similarity. To further test this hypoth-
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esis, we directly correlated epi- conservation with interspecies sequence sim-
ilarity. This is a different test from the vertebrate conservation analysis
(Figure 4.5A) because the nucleotide substitution rate estimated from 46
vertebrates does not necessarily correlate with pairwise sequence similar-
ity between two species [105]. Except for H3K9me3, pairwise comparisons
among human, mouse, and pig genomes consistently rule out a direct corre-
lation between sequence similarity and epi- conservation (p-value < 10−20)
(Figure 4.6). These data indicate that either pairwise alignment is not suffi-
cient to detect epigenomic conservation, or epigenomic conservation is not a
simple consequence of sequence similarity. Therefore, we hypothesized that
either (1) some epi- modifications may directly facilitate nucleotide substi-
tution or (2) some conserved epi- modifications may buffer negative selective
pressure, providing the genome greater freedom to change. Consistent with
the former hypothesis, Cm is more mutagenic than C [106]; the C→T change
occurs more frequently than other changes between human and chimpanzee
genomes, and such a change depends on local GC content [107]. Because
mechanisms that associate histone modifications with DNA mutations re-
main unidentified, we explored the plausibility of the latter hypothesis.
4.3 Discussion
Many of the functional regions in the human genome have been identified by
comparative genomic approaches, based on evolutionary principles. Here we
provide a view of the evolutionary properties of the mammalian epigenome
and illustrate co-evolutionary relationships among genomes, transcriptomes,
and epigenomes. These results show how “comparative epigenomics”, an
emerging field that studies evolutionary patterns of epigenomes, can use epi-
information to functionally annotate genomes.
We compared interspecies epigenomic changes to both genomic and tran-
scriptomic changes. Our data show that the degree of epigenomic conserva-
tion is not always correlated with the degree of genomic conservation, but
that epigenomic conservation can yield additional information to genomic
conservation. More importantly, the conservation levels of epigenomes are
indicative of the conservation levels of gene expression, further illustrating
that epigenomic comparison can shed new light on regulatory functions of
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Figure 4.5: Global comparison of genomic and epigenomic conservations.
(A) The human genome was categorized into 50 distinct sets by nucleotide
substitution rates (x-axis). These sets were ordered from the fastest
changing (1st), to neutral (17th), and to slowest changing (50th). Epi-
conservation levels by human-mouse (blue) and human-pig (orange)
comparisons are plotted on the y-axis. Similarly, the mouse genome was
categorized into 50 sets, and the epi- conservation levels in a mouse-pig
comparison were plotted (green). (B) Schematic representations of the
correlations between sequence selection and epi- conservation. Some epi-
marks exhibit a U-shaped correlation, while others can be represented by
the right half or the flat bottom of the U-curve.
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Figure 4.6: Log odds ratios for the association between sequence identity
and epi- intensity similarity. Except for H3K9me3, the majority of the log
odds ratios are ¡0, suggesting orthologous regions with a larger sequence
difference tend to have a smaller epi- intensity difference. The group of
orthologous regions with the greatest sequence identities was compared to
the groups with moderate (orange bar) and minimal (blue bar) sequence
identities, producing often decreasing odds ratios (1¿orange¿blue),
consistent with a negative association between sequence and epi- intensity
similarities.
the genome.
Evolution appears to have left traces on mammalian epigenomes, and one
identifiable trace is in the combination of epi- marks. Some combinations co-
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appear (co-localize) in a conserved manner. The conservation of co-localized
epi- marks is much stronger than the conservation level of each epi- mark,
thus making the combinations computationally identifiable. This highlights
an efficient approach to identify functional epi- combinations from a large
(combinatorial) number of candidate combinations.
Our studies also reveal the phenomenon that the conservation levels of
three epi- marks increase for genomic regions with accelerated sequence
changes (related to positive selection [108]). This is a surprising finding be-
cause we expected the epi- conservation to be weak at locations where the ge-
nomic conservation is also weak. This suggests that epigenomic conservation
may be used in conjunction with sequence comparison to identify positively
selected regions to reveal functional sequences that make humans unique.
Finally, the correlated evolutionary changes of the epigenome, the transcrip-
tome, and TF binding suggest the functional importance of the epigenome
in mammalian transcription networks (TNs). This may explain the limited
successes in human TN reconstruction using only the information of DNA
sequence motifs and gene expression, which were sufficient for reconstruction
of yeast TNs [109].
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CHAPTER 5
CONCLUSION
With the development of genome profiling technology, including microarray,
micro-fluid quantitative PCR, high-throughput sequencing, massive amount
of datasets on gene expression, transcription factor binding and epigenomics
have been generated. On this foundation, we are able to study the underlying
mechanism of stem cells in this thesis.
One recurring theme in this thesis is comparative biology. Different pertur-
bations of ES cells may cause different downstream differentiation. Compar-
ison between such processes will cast light on the mechanism of the internal
or external factors. However, such large datasets have high noises that will
affect the performance of existing methods. Here we developed the NACEP
method, utilizes the clustering information of temporal gene expression to
assist the detection of different temporal expression patterns in a soft way
under the premise that the gene clusters are correlated with regulatory path-
ways but that any clustering result cannot be fully considered as the pattern
itself. By borrowing information from every other gene with more informa-
tion from genes with higher co-cluster probability, NACEP enabled detection
of differential expression without a pre-fixed clustering result.
To ensure clustering will enhance comparison of temporal gene expression,
we also developed a clustering method for temporal gene expression values.
With a generative probabilistic model with a Dirichlet Process generating the
clusters and a mixed-effects model with a B-spline mean generating the gene
expression patterns, the number of clusters can be intelligently determined
and the temporal nature is also explicitly utilized.
Comparison between different transcription factors may also help in the
inference of GRN with NACEP. As a proof of principle, we demonstrated
that the temporal transcriptional responses to the knockdown of a set of TFs
could be used to identify the interaction relationships of these TFs, as well as
their relative proximity in the GRN. Our analysis suggest a potential shared
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pathway between Esrrb and Tbx3 and potential independence between RA-
induced differentiation and the other TFs in the analysis.
In real world temporal datasets, the cluster structure is not static. There-
fore, it will be more desired to have a clustering method with variant struc-
ture. Inspired by this, we further extend the clustering method so that
the cluster structure may be changed from time to time with a forest-wise
clustering method. we use a random Galton-Watson tree model to describe
every cluster structure and used several concepts like tree, node, branch and
path to describe the temporal information. Just like Dirichlet-process-based
clustering method with a way of ergodic moves among different cluster num-
bers, our algorithm has a way to jump among different trees via a set of
basic moves. The final method is iteratively implemented on a serial of tree-
changing moves with feature selection.
After applying this time-variant clustering method on a single-cell-resolution
embryonic development dataset, we are able to find 2-cell stage as the earli-
est time of cell fate commitment, earlier than the commonly thought 4-cell
or 8-cell stages. We also identified 7 genes whose expression levels were as-
sociated with cell fate commitment from the first cleavage, which would be
against the “stochastic division” hypothesis of embryonic development.
Epigenomics, including the chemical modification of DNA, also affect gene
regulatory network and a comparative method across the epigenomics of dif-
ferent species also enable us to gain insight on such effect. To enhance data
integration and visualization in such comparative study, we have developed
CEpBrowser with epigenomic data from three mammalian species. Different
genomic region are linked by orthologous pairs between the species and the
epigenomic data can be shown with such annotation. With CEpBrowser, we
find several genes with correlation of epigenomic patterns conservation and
expression conservation. This is also further backed by statistical analysis
across the genomes. Further comparative analysis has revealed the overall
conservation of epigenome among the species and also some difference be-
tween epigenome conservation and genome conservation (measured by Phy-
loP and other quantitative traits of the genome), which may indicate that
epigenome plays a role in functional conservation besides genome.
There are still some aspects in this thesis that can be further improved by
future work. While NACEP has been extended to have a time-variant clus-
tering method, the clustering method still may have poor performance with
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some specific parameters. It should also be noted that the epigenomic hy-
potheses are still primitive hypothesis and will need more evidence to backup
or otherwise.
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