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A graph G consists of a vertex set V (G) and an edge set E(G), where an edge is an unordered pair of distinct vertices of G. With each subset X of V (G) associate the subgraph of G induced by X , denoted by G X and defined by V (G X ) = X and E(G X ) = {{x, y} ∈ E(G); x, y ∈ X }. The complement of G is the graph G defined by V (G) = V (G) and E(G) = {{x, y}; x = y ∈ V (G)} \ E(G). A graph G is connected if for x = y ∈ V (G), there are x 0 = x, . . . , x n = y ∈ V (G) such that {x i , x i+1 } ∈ E(G) for 0 ≤ i ≤ n − 1. Given a graph G, a vertex x of G is isolated when {x, y} ∈ E(G) for every y ∈ V (G) \ {x}.
Given a function f : X −→ Y , associate with each subset S of X the restriction f |S : S −→ Y of f to S, defined by f |S (s) = f (s) for each s ∈ S. Given a set X , the identity function on X is the function Id X : X −→ X , which is defined by Id X (x) = x for every x ∈ X . The composition of the functions f : X −→ Y and g : Y −→ Z is the function g • f : X −→ Z , which is defined by (g • f )(x) = g( f (x)) for all x ∈ X . Given a bijection f : X −→ Y , the inverse of f is the unique function f −1 such that f −1
• f = Id X . Given a set X , a permutation of X is a bijection from X onto itself. The set of all the permutations of X under composition constitutes a group, called the symmetric group of X and denoted by Sym(X ). A subgroup of the symmetric group of X is called a permutation group on X . Given graphs G and H , an isomorphism from G onto H is a bijection f from V (G) onto V (H ) such that for any x, y ∈ V (G), {x, y} ∈ E(G) if and only if { f (x), f (y)} ∈ E(H ). Two graphs G and H are isomorphic if there exists an isomorphism from one onto the other. This is denoted by G H . The family of all the isomorphisms from G onto H is denoted by Iso(G, H ). An automorphism of a graph G is an isomorphism from G onto itself. Given a graph G, E-mail address: ille@iml.univ-mrs.fr. the family of all the automorphisms of G forms a group under composition, which is called the automorphism group of G and denoted by Aut(G). In particular, Aut(G) is a permutation group on V (G).
Given a graph G, a subset X of V (G) is an interval ([2, 9.8] and [5] ) or an autonomous set [3, 6] or a clan [1, p. 40] of G or is externally related [4] in G provided that for any a, b ∈ X and x ∈ V (G) \ X , {a, x} ∈ E(G) if and only if {b, x} ∈ E(G). The following property of intervals is well known: Lemma 3.9] ). Let G be a graph. If X and Y are intervals of G such that X ∩ Y = ∅, then for any x, x ∈ X and y, y ∈ Y , {x, y} ∈ E(G) if and only if {x , y } ∈ E(G).
Given a graph G, a partition P of V (G) is an interval partition of G if each element of P is an interval of G. For such a partition P, the previous proposition justifies the definition of the quotient G/P of G by P by V (G/P) = P and for X = Y ∈ P, {X, Y } ∈ E(G/P) if {x, y} ∈ E(G), where x ∈ X and y ∈ Y . The operation inverse to the quotient is the lexicographic sum defined as follows: Given a graph G, associate with each vertex x of G a graph G x and assume that the vertex sets V (G x ) are pairwise disjoint. The lexicographic sum G[G x ; x ∈ V (G)] of the graphs G x over the graph G (or the G-join of the family {G x ; x ∈ V (G)} [7] ) is defined on the union
To avoid trivialities, we require that a graph idempotent under the lexicographic product has at least two vertices and hence is infinite. Call such a graph simply idempotent.
Consider sets V and V and permutation groups Γ on V and Γ on V . The wreath product Γ Γ of Γ with Γ is the permutation group on V × V defined in the following way. Given a permutation φ of V × V , φ ∈ Γ Γ if there exist an element g of Γ and a function from V into Γ such that for all (x, y) ∈ V × V , φ((x, y)) = (g(x), (x)(y)).
The next result is an immediate consequence of Proposition 1.
Corollary 2. Given graphs G and H , Aut(G) Aut(H ) is a subgroup of Aut(G[H ]).
In 1960, Sabidussi conjectured the following.
We prove the conjecture. The argument is short and formal; it is essentially based on the associativity of the lexicographic product.
Hemminger [4] provided a complete characterization of the situation in which Aut(G[G]) = Aut(G) Aut(G), when G is infinite. To state his result easily, we generalize the wreath product of automorphism groups as follows. Consider graphs G, G and H ; the wreath product Iso(G, G ) Aut(H ) of Aut(H ) and Iso(G, G ) is defined as follows. Given a bijection φ from
Theorem 4 (Hemminger [4] ). Given an infinite graph G, Aut(G[G]) = Aut(G) Aut(G) if and only if both assertions below are fulfilled. A1 Consider interval partitions P and Q of G not reduced to {V (G)} and such that there exists an isomorphism σ from G/P onto G/Q. If for every X ∈ P,
G for x ∈ V (G) \ {a}, then a is isolated neither in G nor in G.
The idempotency: From the lexicographic sum to the lexicographic product
The following construction is described in [8] . Recall that a directed graph or a digraph D consists of a vertex set V (D) and an arc set A(D), where
For instance, a tournament is a digraph T provided that for distinct vertices x and y of T , (x, y) ∈ A(T ) if and only if (y, x) ∈ A(T ). In particular, a total order is a tournament T such that for any x, y, z ∈ V (T ), if (x, y) ∈ A(T ) and (y, z) ∈ A(T ), then (x, z) ∈ A(T ). We need more notation. The usual total order on the rational numbers is denoted by Q. For each integer n > 0, the usual total order on {0, . . . , n − 1} is denoted by n. Lastly, given a total order T , the smallest vertex according to T of a finite and nonempty subset F of V (T ) is denoted by min T (F).
The lexicographic sum of digraphs is defined as for graphs. Suppose that for each vertex x of a digraph D a digraph D x is given. An idempotent graph can be constructed as follows. Begin with a graph G and a total order T and choose a vertex of G denoted by 0. Denote by V (T ) V (G) the family of functions f :
Lemma 5. For total orders T 0 and T 1 , and for every graph G,
Proof. The function defined on
realizes an isomorphism from
Lemma 6. For every graph G and for each total order T idempotent under the lexicographic sum, T G is idempotent under the lexicographic product.
Proof. It follows from the preceding lemma that
Since T is idempotent under the lexicographic sum, T + T T and hence (T +T ) G T G. Indeed, it suffices to associate f • ϕ with each f ∈ V (T +T ) V (G), where ϕ is an isomorphism from T onto T + T .
Conclusion
Before stating and proving the main theorem, we make two simple remarks.
Remark 7. The lexicographic product is associative. More precisely, given graphs G 1 , G 2 and G 3 , the function
Remark 8. Given graphs G, G , H and H , if g is an isomorphism from G onto G and if h is an isomorphism from H onto H , then the function g × h, defined on V (G) × V (H ) and which associates (g × h)((x, y)) = (g(x), h(y))
We are now ready for the theorem and its short proof.
Theorem 9. Given an idempotent graph G, there exists an automorphism Ψ of G [G] such that for every x ∈ V (G), there is an interval I (x) of G satisfying G I (x) G and Ψ ({x} × V (G)) = I (x) × V (G).
is an interval of G. We denote this interval by I (x). As ϕ is an isomorphism from G[G] onto G and as
. This composition, applied to {x} × V (G) for any x ∈ V (G), is detailed in Fig. 1 .
The existence of such an automorphism Ψ of G [G] shows that Assertion A1 of Theorem 4 is not satisfied. Indeed, consider the interval partitions P = {{x}; x ∈ V (G)} and
Problem
We close with a question.
Problem 10. Given a graph G, find a necessary and sufficient condition for G to satisfy the following assertion.
B1 For every
This problem is especially envisaged when the graph G is idempotent. It is in part motivated by the following strengthening of the notion of interval. Given a graph G, a subset X of V (G) is a strong interval [3, 6] of G provided that X is an interval of G, and for each interval Y of G, if X ∩ Y = ∅, then X ⊆ Y or Y ⊆ X .
Clearly, a graph G such that E(G) = ∅ does not satisfy Assertion B1 because Aut(G[G]) = Sym(V (G) × V (G)). On the other hand, a graph G such that G and G are connected does, whether it is idempotent or not. Indeed, suppose by contradiction that there exists x ∈ V (G) such that {x} × V (G) is not a strong interval of G [G] . Then there is an interval I of G[G] such that I ∩({x}× V (G)) = ∅, I \({x}× V (G)) = ∅ and ({x}× V (G))\ I = ∅. In particular, there are u, v ∈ V (G) such that u = x and (u, v) ∈ I . By interchanging G and G, we may assume that {u, x} ∈ E(G). G] ) and thus {y, z} ∈ E(G). This would contradict the assumption that G is connected.
