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Abstract 
Kundu, S., Minimal strings in a regular language with respect to a partial order on the alphabet 
(Note), Theoretical Computer Science 83 (1991) 287-300. 
Let L be a regular language and “c” a partial order on its alphabet P; the partial order “s” 
may be extended to Z* by defining ala>. ak G b,b, . b,, if k < m and a, G b, for 1 s j s k. We 
show that L = {x: x is a minimal string in L} is a regular language. A similar property does not 
hold, however, for the context-free languages. We construct a finite-state machine for the language 
L by showing that a certain type of “marked” finite-state machines are equivalent to the standard 
finite-state machines. Interestingly, the number of states N in the minimum deterministic finite-state 
machine for L may be as large as O(N’), where N is the number of states in the minimum 
deterministic finite-state machine for L. The motivation for considering the minimal string problem 
is that it has important applications in “common sense reasoning” of temporal events in artificial 
intelligence. 
1. Introduction 
Let M be a finite-state machine whose input alphabet 2 is equipped with a partial 
order “s”. We can extend the partial order to the strings in E* by defining 
ar&...ak-. ‘b,b,... b, if k s m and aj G b, for 1 s j s k. If x is a proper prefix of 
y, i.e., y = xz for some string z # A (the empty string), then x < y; in particular, A < y 
for y f A. Note that the ordering “s” is more restrictive that the dictionary ordering. 
Unlike the dictionary ordering, a decreasing chain in E* with respect to the partial 
order “s” is necessarily finite. An example of an infinite decreasing chain in the 
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dictionary ordering for 2 = {1,2}, with 1 < 2, is given by 2> 12> 112> 1 . . . The 
strings (2, 12, 112,. . . } are, however, mutually incomparable with respect to the 
ordering “s”. We define a string x E L to be minimal if there is no other string y E L 
such that y CX; we write L= {x: x is minimal in L}. For L= lt2+ and 1<2, we 
have L = 1+2; the set of minimal strings in L using the dictionary ordering is empty 
in this case. It is clear that if x E L has no proper prefix in L and x consists of only 
minimal elements of 2, then x E L; also the set of minimal strings in &is the language 
L itself. 
To determine whether a string aIa2.. . ak is in & or not, one needs to consider 
only those strings in L which are of length k or less. Thus, for a larger string one 
needs more information, in general, to determine the minimality of that string. This 
may suggest that the language & may not be regular even if L is regular. However, 
the main result of this note shows that & is regular whenever L is regular. We may 
say that the regularity of L puts sufficient restriction on the set of strings in L that 
the minimality of an arbitrary string XE L can be verified by using some finite 
bounded information (independent of the length of x) and thus L becomes regular. 
This is easily illustrated by considering L = I+; in this case, a string x is minimal 
in L if and only if x = aj for some minimal element a, in 2. This property can be 
clearly verified by a finite-state machine with only two states. In what follows, we 
assume that A E L because in that case & = {A}. 
Let Lpf = {x E L: x has no proper prefix in L}. If L = Lpf, then we say that L is 
prejix-free. The language Lpf is denoted by MIN( L) in [2]. If we assume the trivial 
ordering on E, where no two symbols in ,Y are comparable, then x < y if and only 
if x is a proper prefix of y. In this case, L = Lpf. Thus the language L may be 
regarded as a generalization of Lpf; in general, we have h c Lpf. If M is a finite-state 
machine for L, then by removing all transitions from the final-states in M we get 
a finite-state machine for L,,-. (It may be possible to reduce the new machine by 
eliminating the resulting redundant states, i.e., the states which are not reachable 
from the start state or from which no final state can be reached.) We write L(M) 
for the language accepted by a finite-state machine M. The following lemma is 
straightforward and is stated without proof. 
Lemma 1.1. The language L is prejix-free for any language L, and the minimal strings 
in L are the same as the minimal strings in LPI. 
To see that L may not be context-free when L is a context-free language, let 
L={0il’2k: i<k orjsk} and let “s” be the trivial partial order on (0, 1,2}. We 
have & = Lpf= {0i1’2k: k = min( i,j)}. An application of the pumping lemma immedi- 
ately shows that Lpf is not context-free [2]. The above observation may be compared 
with the fact that certain minimization operations of primitive recursive functions 
give rise to the larger class of functions which are called the p-recursive functions 
[3]. A non-trivial example of a context-free language L for which L is context-free 
is the set of all non-empty, well-formed parentheses-strings over the alphabet 
1 = {( ,)} together with the ordering “(“ < “)“; in this case, L = Lpf. 
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We briefly note that given a finite-state machine M for L, we can easily obtain 
a finite-state machine for the minimal strings in L with respect to the dictionary 
ordering on Z* by applying the steps (l)-(3) below. The number of states in the 
final machine is at most the number of states in M. In contrast, the number of states 
in the minimum determinstic machine for L can be larger than that for L by an 
arbitrary factor k and, as one might expect, the construction of a machine for & is 
also significantly more complex. 
Step (1) Remove all transitions from each final state in M. 
Step (2) Choose an unprocessed state si and do the following: 
Remove each of the transitions (si, c, sj) from the state si for which there is some 
other transition from si of the form (si, b, sk), b < c; reduce the machine by removing 
any redundant states that might be created in the process. 
Step (3) Repeat step (2) until there is no unprocessed state. 
The order in which the states si are processed in step (2) does not affect the final 
machine. However, for the sake of computational efficiency, it would be advan- 
tageous to process the start state first and subsequently choose the states si in such 
a way that si still has one or more remaining transition to it from the states that 
have been processed so far. If there is no such state s,, then stop. 
2. The main results 
We define a finite-state machine to be transition-marked, or simply marked, if one 
or more of its transitions are specially marked. A string x is said to be accepted by 
a marked machine M if the input x leads M from its start state to one of the final 
states by passing through at least one marked transition. If M is a non-deterministic 
marked machine, then we say that x is accepted by M if there is at least one such 
sequence of transitions in M. A non-deterministic marked machine M may have 
some of the transitions at a state si for the symbol b E 1 marked and some of the 
transitions at S, for the same symbol b unmarked. We write L,(M) for the language 
accepted by the marked machine M. Clearly, L,(M) c L(M), where L(M) is the 
language accepted by M when all transitions of M are considered as unmarked (as 
opposed to the marked transitions being removed from M). The following lemma, 
which shows that the marked finite-state machine has the same recognition power 
as the standard finite-state machines, plays an important role in the proof of the 
main theorem. 
Lemma 2.1. Let M be a marked jinite-state machine, which may or may not be 
deterministic. Then, the langugage L,(M) is regular. 
Proof. We construct an ordinary finite-state machine M’ such that L(M’) = 
L,,,(M). For each state sj in M, we have two states sj and SJ in the machine M’. 
The start state of M’ is the same as that in M and the final states of M’ are {sj: s, 
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is a final-state in M}. We define the transitions in M’ according to the scheme 
shown in Table 1. Clearly, the machine M’ is deterministic if M is deterministic. 
The machine M’ may be thought of as composed of two disjoint copies of M, one 
on the states sj and one on the states sj, except for the fact that the copy on the 
states sj consists of only the unmarked transitions in M. The copy on the states S; 
consists of both the marked and the unmarked transitions in M. Each marked 
transition (si, b, sj) in M gives the transition (si, b, sj) in M’ which connects the first 
copy of M to the second copy of M. The final states of M’ are in the second copy 
of M and the start state of M’ is in the first copy. Figure l(ii) illustrates the 
construction of M’ for the non-deterministic machine M shown in Fig. l(i). In 
general, the machine M’ as defined above may contain some redundant states. 
Figure l(iii) shows the conversion of the non-deterministic machine in Fig. l(ii) to 
a deterministic form using the usual subset construction and Fig. l(iv) shows the 
minimum-state deterministic form of that machine. 
We now argue that L( M’) = L,(M). It is clear that once M’ enters a state of the 
form si, it never goes back to a state of the form sj. First, we consider the case 
where M is deterministic. For a given input string x, the machine M’ traverses the 
same sequence of states, beginning at its start state, as those for the machine M 
until M traverses a marked transition. From then on, the behavior of M’ differs 
from that of M only in that whenever M is in a state sj, the machine M’ is in the 
corresponding state si. Thus an input string x leads M’ from its start-state to a final 
state sl, if and only if x leads M from its start state to the final state sk and, moreover, 
M traverses at least one marked transition in the process. This completes the proof 
for the deterministic case. The proof for the non-deterministic case is similar. 0 
We briefly note that one can obtain other variations of Lemma 2.1 by restricting 
the number of traversals of marked transitions in one way or the other. For example, 
if we let Lk = {x: at least k (20) marked transitions are traversed in M in reaching 
a final state}, then Lk is also a regular language. A finite-state machine Mk for Lk 
is easily constructed by using the technique similar to that in the proof of Lemma 
2.1. As another variation, suppose we define a finite-state machine M to be state- 
marked if one or more states of M are specially marked and we define a string 
x # A to be accepted by a state-marked machine M if it leads M from its start state 
to a final state and visits at least one marked state in the process. Then the language 
accepted by the state-marked machine M is regular. To see this, we first convert 
the state-marked machine M to a transition-marked machine M’ by marking all 
TABLE 1 
Transitions in M’ 
Transitions in M Corresponding transitions in M’ 
(sir b, s,) unmarked 
(s,, b, s,) marked 
(s,, b, s,) and (s:, b, $1 
(s,, b, $1 and (s:, b, $1 
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(i) A non-deterministic, marked, finite-state machine; the marked transitions are shown as broken lines. 
(ii) The equivalent non-deterministic, unmarked, finite-state machine obtained by the construction in 
Lemma 2.1. 
(iii) The equivalent deterministic finite-state machine for (ii). 
(iv) The reduced machine after merging all final-states, which are equivalent, into a single state u3; 
a,, = {Q,}, (T, = {s, , s&}, and (+z = {sz, s;)}. 
Fig. 1. Illustration of Lemma 2.1. 
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transitions to its marked states. The language acccepted by the transition-marked 
machine M’ is clearly the same as the language accepted by the state-marked machine 
M. There are yet other possible variations which can be obtained by combining 
marked states and marked transitions. One can also restrict the language accepted 
by such a machine by using constraints of the form C, = “every visit to a marked 
state sj is followed by a visit to one of the transitions in the subset Sj of marked 
transitions”. Also, the condition “every visit to sj” in C, may be replaced by “some 
visit to sj” and have other constraints using state-to-state combinations of visits or 
transition-to-transition combinations of visits. To construct an ordinary finite-state 
machine M’ to accept such a constrained language of M, one basically needs to 
choose the states of M’ in the form (Sj, c,,), where cj, represents the set of constraints 
that are yet to be satisfied. 
We now state and prove the main theorem. 
Theorem 2.2. If L is a regular language, then & = {x; x is minimal in L} is a regular 
language. 
Proof. It suffices to show that the language L”= {y: y > x for some x E L} is regular 
because & = L - L”. We will construct a marked finite-state machine M” such that 
L,( M”) = L”; the regularity of L” then follows from Lemma 2.1. 
Let M be a finite-state machine for the language L. In view of Lemma 1.1, we 
may assume that L = Lpf and that there is no transition from the final states in M. 
Let M” be the machine obtained by adding the following transitions to M. If ( si, b, sj) 
is a transition in M and b < c in 2, then add the transition (si, c, sj), if it is not 
already in M, and mark the transition (si, c, sj). Also, for every final state s, and for 
every symbol b E 2, add the transition (sj, b, sj) to M”. This assures that if y E L,(M”), 
then any string of the form yz is also in L,(M”). Note that M” may be non- 
deterministic, and there may be several marked transitions from a state si to a state 
sj. Figure l(i) shows the marked machine M” obtained from the machine M shown 
in Fig. 2(ii), assuming that 0 < 1. An important property of M”, which will be useful 
later, is that if si is not a final-state in M”, then for every marked transition (SC, c, Sj) 
in M” there is at least one unmarked transition (si, b, sj) in M” with the same end 
points si and Sj and b < C. 
First, we show that L” c L,(M”). Let y E L” and y > x E L. Suppose x and y have 
the same length and x = a,a2 . . . ak and y = b,bz . . . bk, where aj, b, E 2, 15 j Z k. By 
the construction of M”, if (sj, aj, sj+,) are the transitions followed by M in processing 
the input x by beginning at the start state, then M” can follow the transitions (Sj, 
bj, sj+,) in processing the input y by visiting the same states in the same order. 
Moreover, since bj > aj for at least one j, we have one of the transitions used by 
M” in the above processing of y is marked and therefore y E L,(M”). Now, let 
y = zw, where x and z have the same length. If z = x and M reaches the final state 
sj for the input x, then M” can reach the same final state sj in processing z and 
then use the marked transitions of the form (s,, c, sj) for the part w f A. This shows 
that y E L,( M”). Finally, if z > x, then as before z E L,( M”) and hence y E L,( M”). 
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(i) A finite-state machine for the language L which consists of the binary strings representing positive 
integers n such that n (mod 3) = 2. 
(ii) The finite-state machine for L,,; a finite-state machine which accepts the language (L,,)” = {y : y > x 
for some x E LPI} is shown in Fig. l(iv). 
(iii) The finite-state machine which accepts the complement of the language (L,,)“. 
(iv) The Cartesian product of the machines in (ii) and (iii) for the language L = L,,n (complement of 
(L,,)“) = L,, - {y : y > x for some x E L,,}. 
Fig. 2. Illustration of Theorem 2.2 
To complete the proof of the theorem, we now show that if y E L,(M”), then 
y E L”. We may assume without loss of generality that the string y has no proper 
prefix which belongs to L,(M”). Thus the machine M” arrives at a final state only 
on processing the last symbol in y. Let p be a path from the start state of M” to 
one of its final states corresponding to the processing of the input y such that p 
passes through a marked transition (s,, c, s,), say. We can write y = zcw, where S, is 
the non-final state arrived by M” on processing the initial part z; here one or both 
of z and w may be the empty string. If (s,, b, sj) is an unmarked transition in M” 
from the state Si to the state Sj, then y > zbw = x, say, and the path p’ obtained by 
replacing the transition (si, c, sj) in p with (si, b, sj) leads M” from its start state to 
a final state. The path p’ involves one marked transition less than that in p. It follows 
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that either XE L,(M”) if the path p’ involves at least one marked transition, or 
x E L(M) = L otherwise. In the second case, we have y E L”, and in the first case we 
can repeat the process until we get a string x such that y > x E L(M). Thus we again 
haveyEL”. 0 
Example 2.3. Let L = {x E (0+ 1)“: the binary number x has remainder 2 when 
divided by 3). Here, the string x may have zero or more leading zeros; for instance, 
each of the strings 101, 0101, 00101, . . . is regarded as a representation of the integer 
5 and hence belongs to L. A finite-state machine for L is shown in Fig. 2(i). Figure 
2(ii) shows the machine for Lpf and Figs. l(i)-(iv) show the construction of the 
machine M” for the language ( Lpf)” = {y: y > x for some x E Lpf} given in the proof 
of Theorem 2.2. Figure 2(iii) shows a machine for the complement of (L,,)” and 
finally Fig. %(iv) shows the machine for L. It follows from Fig. 2(iv) that L = O*lO, 
which can also be verified directly from Fig. 2(ii). 
We briefly note that it is not an accident that the minimum-state deterministic 
machine in Fig. l(iv) has only one final-state. In fact, for any regular language L 
and z E L” = {y: y > x for some x E L}, we have L”/z = 2’” and therefore any two 
strings in L” are equivalent [3]. It follows that the minimum-state deterministic 
machine for L” has a single final state. A similar argument shows that the minimum- 
state deterministic machine for each of L,_+ and J. has a unique final-state (L,,/x = {A } 
for x E Lpf and similarly for L). 
Corollary 2.4. If N is the number of states in the minimum-state deterministic machine 
for the regular language L = Lpf and similarly N for 1_, then N s N(22’Np”+3). 
Proof. Let M be the minimum-state deterministic machine for the language Lpf. 
From the preceding remarks, we have M has a unique final state, say, sj. Let M, = M” 
be the machine constructed in the proof of Theorem 2.2. Also, let M2 = M: be the 
machine constructed in the proof of Lemma 2.1 by starting with M, and let M3 be 
the deterministic machine obtained from M2 by using the usual subset construction. 
Then, L( M3) = L( M2) = L,( M,) = ( Lpf)” = L”. A s we noted earlier, all final states in 
M3, i.e., the states for which the associated subset contains si are equivalent. Also, 
all non-final states in M3 for which the associated subset contains sj (and does not 
contain s$ are also equivalent because for any such state in M,, we have the 
transition from that state to a final state for each b E .X Thus the minimum-state 
deterministic machine for L” has at most 2 2(NP”+ 2 states, where N = number of 
states in M = number of states in M, and 2 N = number of states in M2. Since we 
may need to add one dead-state for constructing a machine for the complement of 
L”, it follows that a deterministic machine for L = L n (complement of L”) have at 
most N(2 2(N-‘)+3) states. 0 
Interestingly, the bound N(2 (N-‘)+3) is independent of both the size of the 
alphabet 2 and the structure of the partial order “G” on .E. It should be clear from 
Minimal strings in a regular language 295 
the proof of Corollary 2.4 that the above bound is not likely to be a very tight one. 
We will show, however, that for any constant k there are regular languages such 
that N> kN. First, we give an example to show that rV can be approximately as 
large as 2N. 
Example 2.5. Consider the regular language L which is accepted by the minimum- 
state deterministic machine in Fig. 3(i). Here, 0< 1, 0<2, and the symbols {1,2} 
are mutually incomparable. A string in L has one of the forms jlO*j, and 
j10*j20*j2, 1 S j, f j, s 2 and more generally j,O*j,O* . . . O*j,O*j,, where k 2 3, 1 <j, , 
jz,. . . , j, G 2 and no two consecutive j,and j,,, are the same for 1 G is k - 1. Thus, 
(i) A minimum-state deterministic machine for a regular language L 
(ii) The minimum-state deterministic machine for the language I, assuming that 0~ 1, O< 2, and the 
symbols {l, 2) are mutually incomparable. 
Fig. 3. Example of a regular language L where the minimum-state deterministic machine for L has more 
states than that for L. 
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L consists of the strings of the form jlO*j, and j10*jj20*j2. The machines in Fig. 3 
directly generalize to the case 2 = (0, 1,2, . . . , n}, n > 2 with the partial order 0 <j 
for lsjsn and {1,2,..., n} being mutually incomparable. In this case, the 
minimum-state deterministic machine has N = (n + 2) states {so, s,, . . . , s,+~} and 
the transitions {(s,,,j, sj), (sj,O,sj), (s,,j, s,+,), (s,, k,sk): lsjf ksn}, where s,, is 
the start state and s,+, is the final state. The minimum-state deterministic machine 
for L now has N = 2n +2 = 2N -2 states {s;, sj: 1 sj s n} together with the start 
state s0 and the final state s,+,. Its transitions are given by 
Theorem 2.6. For any k > 0, there is a regular language L such that the number of 
states N in the minimum-state deterministic machine for L is of the order of O(N’), 
where N is the number of states in the minimum-state deterministic machine for L and 
N> k. 
Proof. Let X = (0, 1,2} and “c” be the partial order as in Example 2.5. Let L be 
the language accepted by the machine in Fig. 3(i). We define a series of successively 
more complex alphabets Z,, n 2 2, and a regular language L, over 1, such that the 
corresponding ratio N,,/ N,, = 0( N,,) = O(2”). 
We first describe the case n = 2. Let E2 = {(i, j): 0 c i, j s 2); the ordering “G” is 
extended from 2 to Z2 lexicographically, by defining (i, j) G (i’, j’) if only if is i’ 
and jsj’. See Fig. 4(i). We define L2={(il,j,)(i2,jZ)...(ik,jk):ili2...ik and 
j1j2 . . . j, E L}. Figure 4(ii) shows the minimum-state deterministic machine for Lz, 
which closely resembles the Cartesian product of two copies of the machine in Fig. 
3(i). Note, in particular, that the start state s0 is combined only with itself and 
similarly for the final state sr. Here, the transition (AA, (0,2), AB) is obtained by 
combining the transitions (A, 0, A) and (A, 2, B) in Fig. 3(i), and so forth. There is 
no transition from the state AA for the symbol (1, 2) because one of the associated 
transitions (A, 1, sf) in Fig. 3(i) goes to the final state and the other transition 
(A, 2, B) does not go to the final state. It is easy to see that L2= 
{(il,j,)(i,,j2)...(i,,j,): iliz... &andj,j,.. . j, E L}. The minimum-state determinis- 
tic machine for L2, is given by a similar product of two copies of the machine in 
Fig. 3(ii). Figure 4(iii) shows a sketch of this machine, where most of the transitions 
are shown without their labels in order to keep the diagram simple. Some the 
transitions from the non-start states are shown in Table 2. We have N2 = 22+2 and 
N2=42+2. 
For the general case, we define L, to be the language whose minimum-state 
deterministic machine is given by the product of n copies of the machine in Fig. 
3(i). The alphabet 2, is the product of n copies of 1, and the ordering “s” on 2 
is extended lexicographically to 2,. We will argue that the minimum-state determinis- 
tic machine for L, is given by the product of n copies of the machine in Fig. 3(ii). 
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a, = (0, O), a, = (0, l), a, = (0,2), a3 = (1, 0), , a8 = (2,2) 
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(i) The partial ordering on Z, = {ao, a,, , as}, where a3;+, = (i, j), 0 s I,]- -K 2; a,, is the smallest element. 
(ii) The minimum-state deterministic machine for the language L, = {( i, , j,)(iz,j,) (ik, j,): i,i, . i, 
and j, j, jl are accepted by the machine in Fig. 3(i)}. 
Fig. 4. Illustration of the construction in the proof of Theorem 2.6. 
(Note that this happens only because of the special structure of the machines in 
Fig.’ 3, particularly, the transitions for the symbol 0.) Thus, N,, = 2” + 2 and Nn = 
4” +2, which proves the theorem by taking n sufficiently large. 
First, we argue that no two states in the product machine for L, are equivalent. 
Consider a state si = X,X,. . . X,, in the product machine for L,, si f the start state 
or the final state; here each X, = A or B. Then (j,, jz, . . . , j,,) E Z,, where j, = 1 or 
2 according as X, = A or B, is a unique symbol which takes the state si to the final 
state. Thus two such states are non-equivalent. It is easy to see that the start state 
is not equivalent to the other states. Now, we argue that the states in the product 
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(iii) A sketch of the minimum-state deterministic machine for the language L,; shown here are the labels 
on only some of the transitions. 
Fig. &continued. 
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TABLE 2 
The unique transitions which distinguish among any two states Y, Yz which 
differ in one or more places by having an A instead of an A’ or a B instead of 
a B’ 
Group AA Group AB Group BA Group BB 
machine for L,, are non-equivalent. Consider a state s, = Y, Yz . . . Y,, in the product 
machine for L,, s, f start state or final state; here each Yk = A, A’, B, or B’. Then 
(j,,jZ,...,jn)EZl,,,wherej,=lif Y,=AorA’andj,=2if Y,=BorB’,isaunique 
symbol which takes the state s, to the final state. Thus two states which differ from 
each other in one or more places by having one of {B, B’} instead of one of {A, A’} 
are non-equivalent; for example, AB is not equivalent to any of BB, B’B, AA, and 
AA’. On the other hand, consider two states which differ from each other in one or 
more places by having an A instead of an A’ or a B instead of a B’. Then, there is 
a unique symbol (j, , j,, . . . , j,) E 2, for each of those states which takes the state 
Yr Yz . . Y, to a distinct state of the form Z,Zz . . . 2, such that each Z, = A’ or B’. 
To be precise, we have j, = 0 if Yk = A’ or B’, j, = 1 if Yk = B, and j, = 2 if Yk = A. 
See Table 2 for the case n = 2. Since no two of the states Z,Z, . . . Z,, are equivalent, 
it follows that no two such states Y, Y2. . . Y, are equivalent; for example, AB is 
not equivlaent to any of A’B, AB’, and A’B’. Thus the minimum-state deterministic 
machine for L, has N,, = 4” + 2 states. 0 
It is clear that for any regular language L, the minimum-state deterministic 
machine M(L) for L has the property that if (si, b, s,) is a transition to the final-state 
si in M( &) then there is no transition from the si for a symbol c > b. Such a property 
need not hold, however, if sj is not a final-state. See Figs. 2(iv) and 3(ii). 
Open Problems. In conclusion, we state two open problems. (1) Is it true that for 
an arbitrary regular language L, the number N is polynomially bounded in N? (2) 
Although the minimal strings in a context-free language do not, in general, form a 
context-free language, is it possible to impose suitable restrictions on a context-free 
language L in terms of a generating grammar for L and the partial order “s” on 
1 such that they together ensure that L is context-free? 
S. Kundu 
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