Given n polynomials in n variables of respective degrees d 1 , . . . , d n , and a set of monomials of cardinality d 1 . . . d n , we give an explicit subresultant-based polynomial expression in the coefficients of the input polynomials whose non-vanishing is a necessary and sufficient condition for this set of monomials to be a basis of the ring of polynomials in n variables modulo the ideal generated by the system of polynomials. This approach allows us to clarify the algorithms for the Bézout construction of the resultant.
where f ij is the homogeneous component of f i of degree j. Then, it turns out that V (f 1 , . . . , f n ) is a finite set and its cardinality (counting multiplicities) is d if and only if the system of homogeneous equations f 1d 1 = 0, f 2d 2 = 0, . . . , f ndn = 0
(1) has no solution in projective space P n−1 -see (Cox et al., 1998, Ch. 3, Thm. 5.5 ) for a proof of this result and also (Cox et al., 1998, Ch. 4 , Definition 2.1) for the definition of multiplicity of a zero of a polynomial system.
From a more algebraic point of view, if we set I := (f 1 , . . . , f n ) for the ideal generated by the f i 's in K[x 1 , . . . , x n ], the fact that V (I) ⊂ K n has d points counted with multiplicity means that the K-algebra A := K[x 1 , . . . , x n ]/I is a K-vector space of dimension d. As A is generated by the set of (the images in A of) all monomials in K[x 1 , . . . , x n ], one can always find a basis of monomials for A (finite or not).
In this paper, we will focus our attention on the following problem: given a set M of d monomials, how can we decide if they are a basis of A or not?
We could use Gröbner bases for solving this problem, but we would like our answer to be a function on the input set M only, and not depending on an extra monomial ordering and other intermediate steps that are needed in Gröbner bases algorithms.
One of the main results of this paper is a polynomial expression in the coefficients of f 1 , . . . , f n which vanishes if and only if the set M fails to be a basis of A. The expression we get can be described in terms of resultants and subresultants of homogeneous polynomials obtained from the input system, which is the algebraic counterpart of this problem in the homogeneous case (see Cox et al., 1998; Chardin, 1995; Szanto, 2002) .
The problem of deciding whether a given set of monomials M is a basis of A or not is important in elimination theory due to the fact that algorithms for computing resultants, Bézout identities, reduction modulo an ideal and explicit versions of the Shape Lemma can be reduced to linear algebra computations in the quotient ring, avoiding the use of Gröbner bases, if one succeeds in finding such a basis M.
Bézout (1779) was the first to work following this approach, which was extended by Macaulay (1902) , who answered this question in the case M = {x α 1 1 . . . x αn n , 0 ≤ α i ≤ d i − 1} by means of a polynomial expression in the coefficients of the input polynomials (see also Macaulay, 1916) . Our results, when applied to Macaulay's case, recover his original formulation. that all the f i 's are generic and homogeneous. If the input system is generic and sparse, a generalization of the case we are dealing with here, partial results were obtained by Emiris & Rege (1994) and Pedersen & Sturmfels (1996) for M's constructed by means of regular triangulations of polytopes.
A different approach based on recursive linear algebra is provided in Bikker & Uteshev (1999) for specific M. In Section 7, we will compare our results with those obtained in this article.
The paper is organized as follows: some preliminary results are stated in Section 2. In Section 3, we recall the definition and basic properties of multivariate subresultants, as introduced in Chardin (1995) . We relate subresultants with our problem in Section 4, associating with any given set M a polynomial whose non vanishing is equivalent to the fact that M is a basis of A. In Section 5, we show that, for certain M's, this polynomial expression depends only on the coefficients of f 1d 1 , . . . , f ndn , and moreover, it can be decomposed into factors. Then, we give in Section 6 some rational expressions for generalized Vandermonde determinants. These results, along with those presented in Section 5, allow us a better understanding of the recursive algorithm proposed in Bikker & Uteshev (1999) . Finally, we conclude by comparing our results with those obtained in Bikker & Uteshev (1999) in Section 7.
Preliminary Results
Let Res d 1 ,...,dn ( . ) be the homogeneous resultant operator, as defined in Macaulay (1902); van der Waerden (1950) ; Cox et al. (1998) . We recall the following well-known result (see Cox et al., 1998 , for a proof): 
i.e. p 0 is the homogenization of p with a new variable x 0 , and for every t ≥ δ, we set
..,dn) (τ ) for the coefficients of the power series
It turns out that
is the Hilbert function of K[x 0 , x 1 , . . . , x n ]/J when J is an ideal generated by a regular sequence of n homogeneous polynomials
is the dimension as a K-vector space of the piece of degree τ in K[x 0 , x 1 , . . . , x n ]/J; see Macaulay (1902); Chardin (1995) . 
Remark 2.3 From the right-hand side of Identity (2), it is easy to check that
The next proposition shows a relationship between a monomial basis of the affine ring A and bases of certain graded parts of the ring A 0 . This will allow us to state the condition for an arbitrary set M to be a basis of A. (1) =⇒ (3) Let t ≥ max{δ, ρ} and consider a linear combination of vectors in M t which lies in the ideal (f
Setting x 0 = 1 we get a linear combination of elements in M which lies in I. So, if M is linearly independent, we get that M t is linearly independent. As t ≥ ρ and f 0 1 , . . . , f 0 n is a regular sequence, the dimension of A 0t is d and therefore, we conclude that M t is a basis of A 0t .
(3) =⇒ (1) Consider a linear combination of M as follows:
Let t 0 := max{δ, ρ, deg(a j f j ), j = 1, . . . , n}. Homogenizing the linear combination up to degree t 0 , we have an equality like (3) with t 0 instead of t. As M t 0 is linearly independent, it turns out that λ i = 0 for i = 1, . . . , d. Then, M is a linearly independent set. Taking into account that dim(A) = d it follows that it is a basis of A. (2) =⇒ (3) Consider the following exact complex of vector spaces:
In addition, for t ≥ ρ, we have that dim(A 0t ) = dim(A 0(t+1) ). So, φ t is an isomorphism if t ≥ max{ρ, δ}, and furthermore, φ t (M t ) = M t+1 . Then, M t 0 is a basis of A 0t 0 for some t 0 ≥ max{δ, ρ} if and only if M t is a basis of A 0t for every t ≥ max{δ, ρ}. 2
The following result, which follows immediately from the proof of Proposition 2.4, gives us a lower bound of the maximal degree one may expect from a monomial basis of A.
Proof. Let t < ρ, and suppose that M is a basis of A with δ = t. Proceeding as in the proof of (1) =⇒ (3) in Proposition 2.4, it follows that M t is linearly independent in A 0t . But, from Remark 2.3, we have that dim(A 0t ) < d if t < ρ, which is a contradiction. 2
is generically a basis of A (see for instance Macaulay (1902) ). Observe that δ = 3 = ρ in this case. On the other hand, Corollary 2.6 implies that there are no eight monomials linearly independent in the set
This can be explained as follows: As f
3 is a regular sequence, they must be linearly independent. So, the dimension of the K-vector space they generate is 3 and hence, the dimension of A 02 is 10 − 3 = 7.
Subresultants by Means of Koszul Complexes
In this section we recall the theory of multivariate subresultants for homogeneous polynomials as formulated in Chardin (1995) ; see also Demazure (1984) .
First, we are going to introduce the crucial notion involved in the definition of subresultants.
The Determinant of an Exact Complex of Vector Spaces
Let K be a field and let C be an exact complex of finitely generated K-vector spaces F i = K B i , with bases B i , of the form
Then, there exists a decomposition of the K-vector spaces F i which enables us to associate with the complex C an element ∆ ∈ K. This element ∆ is called the determinant of the complex (see Gel'fand et al., 1994, Appendix A) . In order to obtain the decomposition, we can proceed as in Demazure (1984) ; Chardin (1995); Gel'fand et al. (1994) :
Ascending Decomposition
• Set I 1 := B 0 and V 1 := K I 1 .
• Since ∂ 1 is onto, there exists a non-zero maximal minor of the matrix of ∂ 1 .
Choose such a non-zero minor, and set I ′ 1 for the subset of B 1 corresponding to the elements indexing the columns of the chosen submatrix and
i is onto, due to the exactness of C and the chosen decomposition of F i−1 . Then, we can choose a non-zero maximal minor of the matrix of ∂ * i and consider the subset I ′ i of B i indexing the columns of the chosen submatrix and
• In the last step, we obtain a square matrix for ∂ * n , due to the fact that
The determinant of the complex C (relative to the bases B i ) is defined to be
We remark that ∆ is (up to a sign) independent of the choices made to perform the decomposition.
A second procedure to obtain a decomposition of a complex which also enables us to compute its determinant, is the following:
Descending Decomposition
• Set I n := B n and V n := K In .
• Since ∂ n is into, there exists a non-zero maximal minor of the matrix of ∂ n .
Choose such a minor and define I n−1 ⊂ B n−1 to be the subset of elements of B n−1 indexing the rows not involved in this minor and I ′ n := B n−1 − I n−1 . Then we have a decomposition
• Note that, for i ≥ 1, the previous construction for i − 1 implies that Im(∂ n−i+1 ) ∩ V n−i = 0, and therefore Ker(∂ n−i ) ∩ V n−i = 0, that is, the restriction of ∂ n−i to V n−i is into. Then we can iterate the process and choose a maximal non-zero minor of the matrix of ∂ n−i | V n−i , and define I ′ n−i to be the subset of B n−i−1 indexing the rows of the chosen submatrix and I n−i−1 to be its complement in B n−i−1 . We obtain a decomposition
• In the last step a square matrix is obtained, due to the exactness of the complex.
As before, for every 1 ≤ i ≤ n, we define
It turns out that (Gel'fand et al., 1994; Chardin, 1995) the determinant of C relative to the bases B i can also be computed as
Subresultants
Multivariate subresultants are defined as determinants of generically exact Koszul complexes. Let s ≤ n + 1 and let P 1 , . . . , P s be generic homogeneous polynomials in n + 1 variables x 0 , . . . , x n of respective degrees d 1 , . . . , d s :
where the c i,α 's are new variables.
In this case, K is the field of fractions of
Let M t be the set of all monomials of degree t in the variables x 0 , . . . , x n , and let S be a family of H d 1 ,...,ds (t) monomials in M t . With this data we can construct a complex C = C s t which is obtained by modifying the degree t part of the Koszul complex associated with P 1 , . . . , P s as follows:
equipped with the bases
If this complex is generically exact (i.e. C⊗K is exact as a complex of K-vector spaces), then the subresultant of S with respect to the polynomials P 1 , . . . , P s , which will be denoted with ∆ t S , is defined to be the determinant of C ⊗ K with respect to the monomial bases; otherwise we set ∆ t S := 0. As we have H i (C s t ) = 0 for i > 0 (Jouanolou, 1980; Chardin, 1995) , it turns out that ∆ t S is a polynomial in the coefficients of the P i 's which satisfies the following property (Chardin, 1995, Theorem 2) : Let k be any field,
where J t is the degree t part of the ideal generated by theP i 's.
Monomial Bases and Subresultants
In this section, we will relate our problem with multivariate subresultants.
We set s = n, and let P 1 , . . . , P n be the homogeneous polynomials f 
Proof. If M is a basis of A, the family f 1 , . . . , f n has all its zeros in K n , and therefore, Res d 1 ,...,dn (f 1d 1 , . . . , f ndn ) = 0. In addition, from Corollary 2.6 and Proposition 2.4 it follows that M t is a basis of A 0t , which implies that ∆ 
For a proof of this fact, see Theorem 5.2 below.
Factorization of Subresultants
For several sets M, the polynomial P M,d 1 ,...,dn defined in (4) depends only on the coefficients of f 1d 1 , . . . , f ndn and factorizes as a product of more than two terms. For instance, Macaulay (1902) showed that one can decide whether
is a basis of A by applying linear algebra on the coefficients of the highest terms of f 1 , . . . , f n (see also Bikker & Uteshev, 1999) . The same has been done by Bikker & Uteshev (1999) with
and with
for n = 2 and n = 3 respectively. This is not always the case, as the following cautionary example shows.
Example 5.1 Consider n = 3. Set d 1 = d 2 = d 3 = 2 and write f i := |α|≤2 c i,α x α for i = 1, 2, 3. Take
is the determinant of the following matrix: 
With the aid of Maple we have computed this determinant, which is an irreducible polynomial depending on all the variables
It turns out that h d 1 ,...,dn is the Hilbert function of the ideal generated by a regular sequence of n homogeneous polynomials in n variables of degrees d 1 , . . . , d n respectively.
The following is the main result of this section:
is not identically zero, the following conditions are equivalent:
..,dn depends only on the coefficients of f 1d 1 , . . . , f ndn .
• For every t = 0, 1, . . . , ρ, the cardinality of M∩K[x 1 , . . . , x n ] t equals h (d 1 ,...,dn) (t).
If any of the above conditions hold, we have the following factorization:
where D t S denotes the subresultant in n variables of S with respect to f 1d 1 , . . . , f ndn .
Proof. If P M,d 1 ,...,dn depends only on the coefficients of f 1d 1 , . . . , f ndn , we can set to zero all the coefficients of f 1 , . . . , f n not appearing in these leading forms and work with this family of homogeneous polynomials instead of f 1 , . . . , f n . In order to prove the other implication, we will work with generic homogeneous polynomials. For each i = 1, . . . , n and α ∈ N n 0 with |α| ≤ d i , introduce a variable c i,α . Set
We shall work in the field K := Q(c i,α ). In this situation we have that Res d 1 ,...,dn (f 1d 1 , . . . , f ndn ) = 0 (see for instance Cox et al. (1998) ) and, due to the universal property of subresultants (Chardin, 1995) , if P M,d 1 ,...,dn = 0 for a given family of polynomials in any field, then it will not be zero for the generic family (9).
As before, set f 0 i for the homogenization of the polynomial f i in K[x 0 , . . . , x n ]. Consider the following K-linear map:
where S ρ := K[x 0 , x 1 , . . . , x n ] ρ , and for each i = 1, . . . , n,
Let M be the matrix obtained from the matrix of φ ρ in the monomial bases by deleting the columns 1 indexed by the points in M and let M ′ be the matrix obtained in the same way but using the set
instead of M. It is well-known that det(M ′ ) = 0 (Macaulay, 1902; Chardin, 1995) . Starting with this maximal minor and using the ascending decomposition of the Koszul complex, it turns out that there exists an element E ∈ K, which is actually a polynomial in the c i,α , such that det(
This E is a product of complementary minors in C S t . Starting now with these minors from the left and applying the descending decomposition of the Koszul complex, one can see that, as in Chardin (1995) , det(M) = E ∆ ρ M , as the complex whose determinant is ∆ ρ M is the same as the one whose determinant is ∆ ρ S except in the last map.
Set M(t) := M ∩ K[x 1 , . . . , x n ] t , t = 0, 1, . . . , ρ, and suppose w.l.o.g. that d 1 ≤ d i , i = 2, . . . , n. As #M(t) = h d 1 ,...,dn (t), proceeding as in Macaulay (1902) , it follows that -ordering appropriately its rows and columns-the matrix M has the following block structure:
where M t is the square matrix obtained by deleting the columns indexed by the monomials in M(t) in the matrix of the K-linear map:
Here S * t := K[x 1 , . . . , x n ] t , and for each i = 1, . . . , n,
Then, we have that det(M) = ρ t=d 1 det(M t ), which shows that det(M) depends only on the coefficients of f id i , i = 1, . . . , n. Furthermore, det(M t ) = E t D t M∩K[x 1 ,...,xn]t for t = 0, . . . , ρ, and the extraneous factor E has also a block structure compatible with the one given in (12), that is, E = ρ t=d 1 E t ; see Macaulay (1902); Chardin (1994a) . This completes the proof of the theorem. In this section, we will study a result by Macaulay (1902) concerning the structure of a generalized Vandermonde determinant associated with the monomial set M 0 and, with the aid of subresultants, we will extend it to arbitrary sets of monomials with cardinality d. This will make apparent the relationship between the non-vanishing of the generalized Vandermonde determinant associated with a set of monomials M and the fact that M is a basis of the quotient algebra A in the case of a polynomial system with simple roots.
We will work in the generic field K = Q(c i,α ), and with the family (9). Let (5)). Let M 0 be the d×d matrix whose rows (resp. columns) are indexed by the elements of V (f 1 , . . . , f n ) (resp. M 0 ), such that the element indexed by (ξ i , m j ) is the evaluation of m j at ξ i , that is,
In (Macaulay, 1902, Section 10) , it is proven that
where
,j≤n is the Jacobian of the sequence f 1 , . . . , f n ), and c ∈ Q is a numerical constant depending only on n and the degrees d 1 , . . . , d n .
The constant c in (13) has an explicit expression in terms of d 1 , . . . , d n :
Proof. First, observe that a system f 1 , . . . , f n having the property that
both polynomials depend only on the coefficients of f 1d 1 , . . . , f ndn (see Theorem 5.2 above). Therefore, the numerical factor c can be obtained from identity (13) by specializing the coefficients of f i in such a way that
If this is the case, we get
The theorem will be proved by induction on n.
First, we fix some notation. We denote by c n (d 1 , . . . , d n ) the numerical factor associated with n and degrees d 1 , . . . , d n . If f 1 , . . . , f n is a system of polynomials in n variables of degrees d 1 , . . . , d n , we denote by M n (f 1 , . . . , f n ) the matrix M 0 associated with the system f 1 , . . . , f n and the set M 0 , and we set
For n = 1, set d 1 = d for a positive integer and let f 1 := x d 1 − 1. We have that V (f 1 ) = {ξ 1 , . . . , ξ d } is the set of dth roots of unity. The matrix M 0 is the Vandermonde matrix associated with the roots of f 1 and so, det
Assume now that the formula holds for systems of n polynomials in n variables and consider n + 1 polynomials in n + 1 variables.
•
. . , n, and f n+1 := x n+1 . We have
and so, it is straightforward to check that
Identity (14) implies
and the formula holds.
. Arranging the monomials in M 0 so that those which do not depend on the variable x n+1 come first and the roots of the system so that those in V 1 come first, it follows that M n+1 (f 1 , . . . , f n+1 ) has the following block structure:
n+1 − 1) only in a factor by a d n+1 th root of unity in each row.
Moreover, each root of unity appears in exactly d 1 . . . d n rows. Taking into account that the product of all the d n+1 th roots of unity equals (−1)
On the other hand, the Jacobian of the polynomial system f 1 , . . . ,
n+1 − 1)(ξ). Then, it follows easily that
and so, J n+1 (f 1 , . . . , f n+1 ) equals
From the expressions for M n+1 and J n+1 , we deduce:
Thus, the inductive assumption implies that c n+1 (d 1 , . . . , d n , d n+1 + 1) = ±1. More precisely, the exponent E n+1 (d 1 , . . . , d n , d n+1 + 1) giving the sign equals
Let M be any set of monomials of cardinality d, and let M := M(M) be the matrix defined as M 0 but with the columns indexed by the elements of M.
The main result of this section is an expression similar to (13) for M:
The following result will be needed in the proof of Theorem 6.2.
It is easy to see that the complex (16) 
.
In our notation, identity (13) and Lemma 6.1 imply that
Moreover, the fact stated in Bikker & Uteshev (1999) about the factorization of the numerator of Υ is Theorem 5.2 of the present paper applied to M 0 (see also Macaulay, 1902, Section 10) . Finally, let us observe that the irreducible factors of the numerator and the denominator of Υ and of the polynomial P M 0 ,d 1 ,...,dn defined in Theorem 4.1 are the same and, therefore, due to our main result we have that Υ = 0 if and only if M 0 is a basis of A.
Also, the structure of det(M(M 1 )) 2 is studied in (Bikker & Uteshev, 1999, Theorem 5 .1) in the bivariate case (see the definition of M 1 in (6)). We point out a mistake in formula (5.30) of Bikker & Uteshev (1999) , which is incorrect if the degrees of the input polynomials are different. This follows straightforwardly due to the fact that det(M(M 1 )) 2 has degree zero in the coefficients of f 1 , . . . , f n , and if n = 2, then J has degree 2d 1 d 2 in these coefficients and the kth classical subresultant has degree d 1 + d 2 − 2k, k = 1, . . . , min(d 1 , d 2 ). If d 1 < d 2 , it turns out that the kth classical subresultant is the multivariate subresultant of M are non-zero. However, as a result of Theorem 5.2, we get that 2d − 2 conditions suffice. This can be verified following the approach by Bikker & Uteshev (1999) in detail: it turns out that the linear systems they consider have determinants which are rational functions involving subresultants, and that the condition arising in the last system in their algorithm is redundant. Also, in (Bikker & Uteshev, 1999, Theorem 5.3) it is shown that the first d conditions of the 2d − 1 needed in their reduction algorithm can be rewritten in terms of the nested minors of the Macaulay matrix of the initial forms of the polynomials. This follows straightforwardly in our framework, due to the structure of the Macaulay matrix given in (12) and the fact that, for d ≤ t ≤ 2d − 1, det(M t ) = D t M∩K[x 1 ,...,xn]t , i.e. there are no extraneous factors (Macaulay, 1902) . Similar remarks can be made about the general approach they present in (Bikker & Uteshev, 1999, Section 5.3.) .
Finally, we will answer negatively the Rank Conjecture posted in (Bikker & Uteshev, 1999, Section 4) . Let f 1 , . . . , f n be polynomials such that M 0 is a basis of A. Let g ∈ K[x 1 , . . . , x n ], and let us denote with B the matrix of the following linear map in the basis M 0 :
It is a well-known fact (see Cox et al., 1998; Bikker & Uteshev, 1999 ) that if V (g) ∩ V (f 1 , . . . , f n ) = ∅, then the determinant of B equals the dense resultant of the family f 1 , . . . , f n , g up to a constant. Suppose now that V (g) ∩ V (f 1 , . . . , f n ) = {p 1 , . . . , p s }, and for each i = 1, . . . , s, we denote with l i the minimum between the multiplicity of p i as a zero of V (f 1 , . . . , f n ) and the multiplicity of p i as a zero of g. The Rank Conjecture asserts that the rank of B should be equal to d −
This conjecture is not true in general. For instance, we can take f 1 , . . . , f n homogeneous polynomials of respective degrees d 1 , . . . , d n such that the specialization of P M 0 ,d 1 ,...,dn in the coefficients of this family is not identically zero. This implies that the only zero of the affine variety V (f 1 , . . . , f n ) is the zero vector with multiplicity d. Moreover, M 0 is a basis of A, which is a graded ring of finite dimension with A t = 0 for t > ρ. Let g be any homogeneous polynomial of degree d. According to the Rank Conjecture, the kernel of (d 1 ,. ..,dn) (ρ) = n + 1, which is greater than 2 unless n = 1.
