Abstract: Several metaheuristics have become increasingly interesting in solving combinatorial problems. In this paper, we present an algorithm involving a metaheuristic based on tabu search and binary search trees to address the problem of hardware-software partitioning. Metaheuristics do not guarantee an optimum solution, but they can produce acceptable solutions in a reasonable time. Our proposed algorithm seeks to find the efficient hardware-software partitioning that minimizes the logic area of a system on a programmable chip under the condition of time constraints. Our goal is to have a better trade-off between the logic area of the application and its execution time. Finally, we compare our algorithm to some metaheuristic-based algorithms.
Introduction
Embedded systems typically include two kinds of applications: specific application hardware parts, i.e. field programmable gate arrays and application-specific integrated circuits, and programmable parts, i.e. processors like digital signal processors or application-specific instruction processors. The software parts are much easier and faster to develop and modify compared to the hardware parts. Therefore, the development cost and time of the software is less expensive. However, the hardware provides a better performance. For this reason, designers try to minimize both hardware area and power consumption.
Partitioning is a crucial step in co-designing [1] [2] [3] [4] ; it plays an important role in allocating tasks correctly to the hardware part and the software part of the architecture according to the system constraints. We should decide which components of the system will be implemented in the hardware and which ones in the software. The large number and different characteristics of the components should be considered to find an optimal partition that meets all design specifications Several studies have already been developed to solve the problem of software/hardware partitioning [5] [6] [7] [8] [9] and to automate the task of partitioning. Common approaches include exact algorithms such as branch-andbound [10] , integer linear programming [11] , and dynamic programming [12] . These exact methods have allowed the finding of optimal solutions for problems having a small size. Although they are very slow and they have difficulties with applications that are large in size, this is because the progress, such as the computation time, is required to be solved, which could increase exponentially with the size of the problem. To overcome the drawback of these algorithms, significant progress has been witnessed with the emergence of a new generation of powerful and efficient approximate methods, often called metaheuristics [13, 14] . Among these algorithms, we highlight simulated annealing algorithms [15] , genetic algorithms [16] , tabu search, and greedy algorithms [17] .
The problem of hardware-software partitioning is essentially considered to be extremely difficult and it depends on technological parameters such as speed and consumption of the application, economic parameters such as the cost of design and manufacturing, and sociological parameters such as security and testability. These parameters are difficult to formulate and quantify and they are evolving, which explains the effectiveness of proposed approaches to solve the problem of hardware-software partitioning. Similarly, the diversity of technical choices, cost constraints, and time are more and more severe, requiring new methodologies and associated software tools to reduce design time and increase quality.
The objective is to participate in solving the hardware-software partitioning problem by proposing a new hardware-software partitioning technique based on metaheuristics such the tabu search, in order to provide the best solution in terms of execution time and quality. This paper is structured in the following ten parts. The current section presents an introduction. From the second section to the sixth section, we respectively provide an overview of combinatorial optimization, heuristics, metaheuristics, tabu search, and binary search trees. In the seventh section, we give a formulation of the problem. The eighth section presents the proposed algorithm to solve the problem of the hardware-software partitioning as well as an illustrative example. Experimental results are shown in the ninth section. Finally, we end with a conclusion.
Combinatorial optimization
Combinatorial optimization encompasses many interesting areas of searches such as discrete mathematics and computer sciences. It has become important because many optimization problems are very difficult [18] and many practical applications should be formulated as a combinatorial optimization problem [19] . Although combinatorial optimization problems are often easy to identify, they are usually difficult to solve. Most of these problems are considered as NP-hard problems and therefore they do not have a valid and efficient algorithmic solution for all data [20] .
A combinatorial optimization problem aims to find the best solution in a discrete set, the said set of feasible solutions. In general, this set is finite, but it is associated with a list of relatively fewer constraints that must satisfy the feasible solutions. Clearly, an optimization problem can have several optimal solutions for a set of solutions; the best solution (or optimal solution) is the one that minimizes or maximizes the objective function. Optimization assumes that the candidate solutions to a problem can be ordered according to one evaluation criterion or more, constructed on the basis of performance indicators. Thus, we will seek to minimize or maximize such criteria. Performance evaluation in this case is an essential element in the search for the best way to make decisions. Most specialists of combinatorial optimization have oriented their research towards the development of heuristics. A heuristic method is often defined as a procedure that better exploits the structure of the considered problem in order to find a solution of reasonable quality in a calculation time that is as low as possible [21] .
Heuristics
A heuristic is a method for solving a particular type of problem in an approximate way. It can quickly provide a feasible solution, which is not necessarily optimal for a problem of NP-hard optimization.
Often the algorithms are too complex to get a result in a reasonable time for some problems, even if we could use phenomenal computing power. It therefore becomes necessary to seek the closest possible solution for an optimal solution by performing successive tests. Since we cannot try all combinations, strategic choices must be made. These choices usually depend on the problem treated, and they constitute what is called a heuristic. The purpose of a heuristic is therefore not to try all possible combinations to find one that addresses the problem to get a suitable approximate solution (which may be true in some cases) in a reasonable time.
To solve problems and make decisions, heuristics are considered in algorithms that require the exploration of a large number of cases because they can reduce their medium complexity by examining first the cases that have the potential to give the answer.
Though obtaining an optimal solution is not guaranteed, the use of heuristics offers many advantages over exact methods:
-Searching for an optimal solution can be totally inappropriate in some practical applications because of the size of the problem, the dynamic that characterizes the working environment, lack of accuracy in data collection, and difficulty of formulating the constraints in explicit terms or the presence of contradictory goals.
-When it is applicable, an exact method is often much slower than a heuristic method, which generates additional computing costs and difficulties in the response time.
-Research principles that are the basis of a heuristic method are generally more accessible to nonexpert users. The lack of transparency in some exact methods requires regular intervention by a specialist or even the designer of the method.
-A heuristic method can easily be adapted or combined with other types of methods. This flexibility greatly increases the possibilities of using heuristics.
Metaheuristics
A metaheuristic consists of a set of fundamental concepts that allow assistance in the design of heuristic methods for the optimization of a problem. The purpose of metaheuristics is similar to that of heuristics: to get goodquality solutions in a reasonable time. Metaheuristics are considered as a family of optimization algorithms to solve difficult optimization problems for which we do not know the most effective classic method; they are often used in combinatorial optimization.
Metaheuristics are usually stochastic algorithms, which are progressing towards an optimum sampling of an objective function. They do not require special knowledge about the problem optimized; indeed, the only required information is to be able to associate one value (or more) to a solution. In practice, they are used for problems that cannot be optimized by mathematical methods.
Thanks to metaheuristics, approximate solutions can be offered for larger classical optimization problems and for many applications that we were unable to treat previously [22, 23] . In recent years, the interest in metaheuristics has increased continuously in operations research and artificial intelligence. The most classical metaheuristics are those based on the concept of the path. In this context, the algorithm generates one solution on the search space in each iteration. The concept of "neighborhood" is essential. The common approaches are simulated annealing and tabu search, while other approaches use the concept of population and they manipulate a set of solutions in parallel at each iteration, for example the genetic algorithms.
Tabu search
The tabu search is an optimization metaheuristic presented by Glover in 1986 [24] . This method is an iterative metaheuristic qualified in local searches at large.
Principle
The principle of a metaheuristic is to explore the search space composed of all feasible solutions in order to achieve the optimal solution that minimizes the objective function. Starting from an initial feasible solution, the process consists, in each iteration, of choosing the best solution in the neighborhood of the current solution, even if that does not lead to improvement. It is essential to note that this may lead to an increase in the value of the function: this is the case when all points of the neighborhood have a higher value. It is from this mechanism that we escape the local minima. To avoid the trap of local optima, in which this process can be easily grabbed, the tabu search uses a temporary storage structure to save the last visited solutions: the tabu list.
The mechanism is to prohibit (hence the "tabu" name) a return to the last explored positions. Already explored positions are stored in a FIFO (often called a tabu list) of a given size, which is an adjustable parameter of the heuristic. This stack must maintain complete positions, which, in some types of problems, may require the filing of a large amount of information. This difficulty can be circumvented by keeping in the memory only the previous movements associated with the value of the function to be minimized. Indeed, a solution remains prohibited for a number of iterations equal to the size of the list. Following this, the best nonprohibited neighbor will be selected for the next iteration.
Tabu dynamic list
One of the critical aspects of the use of a tabu search is the need to adjust the length of the tabu list to efficiently browse the solution space. If the list is too short, the search ends up exploring a local optimum, which has a slightly greater radius. Different explored solutions form a cycle that will repeat itself indefinitely. Conversely, if the list is too long, all movements can become tabu and the search stops if there is no new neighbors, which leads to a blockage. Adjusting the length of the tabu list mainly depends on the topology of the solution space, where the neighborhood and tabu are the only criteria for measurement elements. In general, the tabu list should be kept to a minimum length to avoid a cycle. If blocked, all movements are tabu. This situation is easy to detect. It is enough to reduce the length of the list to allow new movements.
Neighborhood function
The complexity of a solving approach based on the tabu search depends mainly on the size of the neighborhood of the current solution and the method of evaluation of each of these neighbors to determine the one that minimizes the function "cost".
Evaluation neighborhood
The best non-tabu neighbor among the neighborhood of the current solution will be selected for the next iteration. To do so we would be able to evaluate all the neighbors, however.
Binary search trees
A tree is a set of nodes, hierarchically organized from a distinguished node called the root. The tree is a more specific and important structure of computer science: for example, files in operating systems and programs processed by a compiler are organized in tree form. This structure is also used in other areas such as imaging and artificial intelligence.
A binary search tree consists of a set of nodes such that each node in the left subtree has a smaller value than that of the root, and any right subtree node has a greater value than that of the root. The left and right subtrees must also be binary search trees. This structure is often used to store and retrieve information and it optimizes the access time. Our goal of using binary search trees is to reduce the search space and get an optimized access time to data.
Problem formulation
The aim of this paper is to solve the following problem:
Given a control data flow graph G (V, E) and a system on a programmable chip (SOPC) circuit, the purpose is to find a possible hardware-software partitioning of the graph G (V, E) on the SOPC in order to minimize the hardware cost and to satisfy a temporal constraint. The parameters of node v i and graph G are as follows [25, 26] : • The latency of the graph related to one vector S is as follows:
where:
Hence, our partitioning problem can be modeled as an optimization problem as follows:
where L(G) is the whole latency of the graph G and T con is the temporal constraint.
The algorithm

Principle
In this section, we present our hardware-software partitioning algorithm based on the tabu search and binary search trees. The binary search tree is built as follows: the root is a virtual node that is defined as the average of the largest and the smallest modules, where the modules having small size are assigned to the left subtree and those having large size are assigned to the right subtree. The tabu search will be applied to the left or right subtree according to the time constraint.
The proposed algorithm includes the following steps:
-First: Initialize the size of the generation and the temporal constraint T con , and build the binary search tree by assigning the left subtree (LST) to the hardware part and the right subtree (RST) to the software part of the architecture. Finally, we calculate the execution time T ex .
-Second: Compare the execution time T ex to the temporal constraint T con . 
-Fourth: Find all neighboring solutions N (k) from the solution S 0 and select the better solution S 1 .
Where S 1 = Better (N (k)), k is the number of neighborhoods.
-Fifth: Compare the fitness f(S 0 ) to the fitness f(S 1 ) .
End if;
Update the FIFO list according to the following pseudocode: If the solution f (S 0 ) exists in the FIFO list, then the algorithm will generate a new solution S 0 and in this case we have to start from step three. 
Illustrative example
To illustrate the proposed algorithm, we will apply it on the graph shown in Figure 1 . The parameters of nodes are shown in Table 1 . The temporal constraint T con is 70, the the size of the FIFO list is three, and the number of iterations is seven. First step: The binary search tree is built as shown in Figure 2 by assigning the LST to the hardware part and the RST to the software part of the architecture. Therefore, the indicator vector is S = (1,0,1,1,0,1,0,0,1,0) and the execution time is T ex = 57 ns. 
Second step:
In this case T ex ≤ T con , and then an initial solution S 0 will be chosen among the individuals of the LST. S 0 = (10111) and S 0 * = (00000). Table 2 . The better solution is the one that has the smallest value of fitness while respecting the temporal constraint. = N (2) = 10011.
Fifth step:
The result in this step shows that f(S 1 ) is less than f(S 0 ) , so the solution will be S 1 = 10011, and that will be assigned to the solution S 0 . The FIFO list will be filled with the fitness of this solution. FIFO list = {13} .
Sixth step:
If the stop condition is not reached and S 1 is the solution, we should go to the fourth step. Table 3 presents the results of other iterations. When the stop condition is reached, the proposed algorithm returns the last element of the FIFO list and the solution S 0 *, where S 0 = (10001) and S 0 * = (00000). Then the final solution is S = (1,0,0,0,0,0,0,0,1,0). Figure 3 shows the result of the proposed hardware-software partitioning algorithm. 
Experimental results
Our experiments were performed on the 16-DCT task graph composed of 56 nodes. The value of the latency is composed of the software execution time and the hardware execution time of the nodes. The hardware area occupied presents the number of slices used for each solution. These slices present the hardware part. However, the software part is presented by the PowerPC. Figures 4 and 5 show the simulated data: each algorithm was executed under Windows 7 on an Acer-PC (Intel Core 2 Duo T5500; 1.66 GHz; 1 GB of RAM) and was written in the JAVA language. In our experiments, we applied metaheuristic-based algorithms that involve a unique solution (tabu search, simulated annealing) and others that manipulate populations (genetic algorithm, combined algorithm based on binary search trees and genetic algorithm [27] ).
To implement these algorithms we used the following parameters: in the case of simulated annealing, the initial temperature is 100, final temperature is 0, and α is 0.9. The parameters of the genetic algorithm were: the initial population is composed of 10 individuals and each individual contains 56 nodes; the probability of a crossover is 0.6 and mutation probability is 0.1. According to Figures 4 and 5 , we note that for the combined algorithm (genetic algorithm + binary search tree) and the proposed algorithm (tabu + binary search tree), the probability of convergence to the final solution is more important and that is through the use of binary search trees. For other algorithms (tabu, simulated annealing, and genetic algorithm), it requires several iterations to get the final solution. In addition, often they begin the search for the solution from a solution far from the final one, which requires more execution time.
Despite the results shown in Figures 4 and 5 , we have concluded that there is no well-defined benchmark that allows having an effective comparison between the algorithms.
To overcome this difficulty, we have introduced a parameter β defined as follows:
A max : all nodes of the graph are implemented in the hardware part of the architecture.
A L : the logic area consumed by the graph.
L: the whole latency of the graph.
Therefore, based on the above equation, a partitioning algorithm is classified to be good if it decreases the value of β . The use of this measure is intended to provide an idea of how the algorithm finds the best solution, as shown in Figure 6 . The results show that our algorithm is the best one in terms of the β value. It provides a gain reaching 5.17% compared to the tabu algorithm, 22.69% compared to the simulated annealing algorithm, and 21.27% compared to the genetic algorithm. When we compare our algorithm to the combined algorithm (genetic Algorithm + binary search tree), we note that we have the same value of β , but our algorithm is the fastest, as shown in Table 4 . This is explained by the fact that the proposed algorithm in this paper uses a single solution, while the combined algorithm uses an entire population and sometimes it does not meet the right solution. Thus, our algorithm based on the tabu search has more of a chance to converge quickly towards the right solution. 
Conclusion
Despite the continuing evolution of computers and the dazzling progress of information technology, there will be certainly always a problem that is (NP) difficult, a critical size above which even a partial list of feasible solutions becomes prohibitive. Given these difficulties, most combinatorial optimization specialists have orientated their research towards developing metaheuristics. In effect, the metaheuristics revealed their high efficiency to provide approximate solutions of a good quality for a large number of conventional optimization problems and actual applications of large size. In this context, we have presented a new approach based on the tabu search to solve the problem of hardware-software partitioning to reduce the logic area. Our partitioning algorithm has been tested and compared to the simulated annealing algorithm, tabu algorithm, genetic algorithm, and a combined algorithm (binary search trees and genetic algorithm). The design results show that our approach provides better design results in terms of the hardware cost.
