






























































































































































































































































































































Figure  38:  Percent  of  clients  not  online  on  either  one  of  the monitoring  systems  against 
number of minutes before complaint .............................................................................. 30 



























































September 2017 and  June 2018. The project had  two primary objectives:  to profile TV customers’ 
viewing behaviour, and to try to  identify customers who have no access to the TV service. This was 































unsupervised  learning, based on  the way  they “learn”  from  the data. Supervised machine  learning 
algorithms require a pre‐existing dataset that has the correct values of the target variable that it needs 
to predict. The algorithm then  learns from this ‘training’ dataset, and can make predictions on new 









Problems with high dimensionality result  from the  fact that a  fixed number of data points become 
increasingly sparse as the dimensionality increases. For clustering purposes, the most relevant aspect 
of  the  “curse  of  dimensionality”  concerns  the  effect  of  increasing  dimensionality  on  distance  or 
similarity.  In particular, most clustering  techniques depend critically on  the measure of distance or 







Principal  Component  Analysis  (PCA)  is  a  dimension  reduction  technique  that  reads  a  table  of 
observations  described  by  several  inter‐correlated  quantitative  dependent  variables,  extracts  the 
























The advantage of K‐means  is  its speed, simplicity and ability to handle  large datasets. However,  its 




















The PAM algorithm  (also  referred  to as  the K‐medoids algorithm)  is an alternative  to  the K‐means 
algorithm. It works by finding a sequence of data points (called medoids) that are centrally located to 
the  clusters,  and minimizing  the  sum  of dissimilarities between  the medoid  and  the other points 
labelled to be in the cluster. PAM is more robust in the presence of noise and outliers because a medoid 

























The elbow curve  is a visual method  to  suggest an optimal 
number  of  clusters  for  a  dataset.  It  is  a  graphical 













The  Silhouette width  is  a measure  of  cluster  quality  that 
considers both tightness and separation.  If  i  is a point  in a 







































The  idea behind the gap statistic  is to standardize the comparison of  log (Wk) with a null reference 
distribution of the data,  i.e. a distribution with no obvious clustering. The estimate for the optimal 







An  unbalanced  dataset  is  one  in  which  the  number  of  observations  belonging  to  one  class  is 
significantly  lower  than  those belonging  to other classes. A class  that  is poorly  represented  in  the 
dataset  is  called  in minority  class, while one well  represented  is  called  a majority  class. Using  an 











Random under  sampling (or  Downsampling)  aims  to  balance  the  class  distribution  by 















future outcomes. Predictive models are of  two  types: classification models and  regression models. 
Classification modelling  is  the  task  of  approximating  a mapping  function  from  input  variables  to 
discrete  output  variables  (or  classes)  for  a  given  observation.  It  requires  that  an  observation  be 
classified into just one of two of more classes, e.g. determining if an email is “spam” or “not spam”. 






























Linear models  are models  that  describe  the  relationship  between  target  variable  and  predictor 
variables as a linear function. Many estimation problems, such as the relationship between a person’s 





























then  combined  using  some model  averaging  techniques  (e.g. weighted  average, majority  vote  or 





Boosting  is an ensembling  technique  in which  the predictors are built and  connected  sequentially 
instead of being built independently. It employs the logic that the subsequent predictors learn from 
the mistakes of the previous predictors. Unlike the bagging technique, observations are not chosen 















































Gradient‐descent  is  an  optimization  algorithm 
that takes steps proportional to the negative of 
the gradient of a  cost  (or error)  function  to  its 
local  minimum.  How  big  the  steps  are  that 
gradient‐decent  takes  into  the direction of  the 
local minimum  is  determined  by  the  so‐called 
learning  rate.  The  learning  rate  needs  to  be 
optimized to find the local minimum in the least 
amount of time. If the learning rate is too large, 






















































Cross‐validation  is  an  extension  of  the 
train‐test  split  method.  In  cross‐
validation,  the  dataset  is  split  into  k 
equal subsets, and the model process is 
done  k  times  ‐  each  time  using  a 
different  subset  for  validation.  Cross‐
validation is said to be more reliable, but 




Creating  and developing predictive models  is dependent on  constructive  feedback  and evaluation 








In  the project, predictive models were evaluated primarily using  the  confusion matrix and metrics 
derived from it. 
Confusion Matrix 

















False positives (FP)    Number  of  observations wrongly  predicted 
as true 
False negatives (FN)    Number  of  observations wrongly  predicted 
as false 
Accuracy  (TP + TN) / total  How often the model got it right 































































































  PC1 PC2 PC3 PC4 PC5 PC6  PC7 
Standard Deviation  3.25 2.12 1.86 1.64 1.44 1.32  1.14 
Proportion of Variance  0.26 0.11 0.09 0.07 0.05 0.04  0.03 
Cumulative Proportion  0.26 0.38 0.46 0.53 0.58 0.63  0.66 
                
   PC8 PC9 PC10 PC11 PC12 PC13  PC14 
Standard Deviation  1.11 1.05 1.02 1.00 0.99 0.98  0.93 
Proportion of Variance  0.03 0.03 0.03 0.03 0.02 0.02  0.02 
Cumulative Proportion  0.69 0.72 0.74 0.77 0.79 0.82  0.84 
               
   PC15 PC16 PC17 PC18 PC19 PC20  PC21 
Standard Deviation  0.92 0.90 0.84 0.70 0.69 0.67  0.66 
Proportion of Variance  0.02 0.02 0.02 0.01 0.01 0.01  0.01 












limited, a 1%  sample of  the dataset was used, and  silhouette plot was used as  the cluster quality 
measure. The number of clusters ‘k’ was tested for values from 2 to 10. 
3.2.1. K‐Means v/s CLARA 

























silhouette values between 0.15  to 0.3  for both seeds, and  the silhouette plots were also of similar 
























































The  graph  produced  is  a  smooth  curve  with  no  clearly 
identifiable elbow. This exercise was repeated with different 
seeds  but  produced  similar  results.  Therefore,  the  elbow 
method did not clearly determine an optimal number of clusters for the dataset. 
3.3.2. Silhouette Plot 
The  silhouette  width  was  calculated  and  plotted  for  the 





rich  enough  clusters  for  the  project  needs,  and  so  it was 








10. Peaks  indicate  the biggest  ‘gap’ between  the  log  (Wk) 
value and the null reference distribution curve, which  infer 
optimal number of clusters for the dataset. Having a single 
cluster  means  performing  no  clustering,  which  was  not 
acceptable. Therefore,  the  results of  this gap  statistic  that 
could be considered were either 6 or 10. 
3.3.4. Conclusion 





















The 6th  cluster had a  significantly high mean value  for proportion of HD TV and premium  content 
watched, and the cluster was therefore named ‘HD TV’. 
 

























































Average TV  TV  users  with medium‐high  usage  typical 
during the daytime 
32%






HD TV  Users  who  are  most  likely  to  watch 
premium and HD content 
12% 





































its customers access  to all content broadcasted  in  the  last 7 days). Users belonging  to  the  ‘HD TV’ 
cluster also tend use the ‘Recording’ function and the ‘VOD’ (Video‐on‐demand) function often. The 
TV viewing behaviour by function for each cluster is illustrated in the following chart. 














Average TV Light TV Heavy TV HD TV Light App Heavy App
Content Watched














Users belonging  to  ‘Heavy TV’ and  ‘Average TV’  clusters  complained more often about  lack of TV 
service in February 2018, and app users complained least often, which seems very intuitive. Based on 
this external validation,  it was decided  that  that  the cluster  to which a customer belongs  to could 
potentially be a discriminating factor for identifying users with lack of service. Therefore, this cluster 














Average TV Light TV Heavy TV HD TV Light App Heavy App
Function Type
LiveTV Recording VOD Timewarp
27 
 
4. CHAPTER  III:  SUPERVISED  LEARNING  FOR  IDENTIFYING  USERS WITH  NO 
ACCESS 
The goal of  the project was  to  identify users  that do not have access  to  their TV service based on 





































































































































































prune the tree to make  it easy to visualize and  interpret. Through an  iterative process of trial‐and‐
error,  it was  determined  that  a minimum  split  of  250, maximum  depth  of  10,  and  a  complexity 
parameter of 0.001 produced the desired complexity and interpretability.  














training  dataset  was  balanced  using  two  balancing  techniques,  random  under  sampling 



















     Unbalanced  Downsampling SMOTE 
Metrics 
TP  652  1968  1494 
TN  187677  164814  181569 
FP  248  23111  6356 
FN  1689  373  847 
Precision  0.724  0.078  0.190 
Recall  0.279  0.841  0.638 
Sensitivity  0.279  0.841  0.638 
Specificity  0.999  0.877  0.966 
Accuracy  0.990  0.877  0.962 
F1 Score  0.402  0.144  0.293 
















































suggests what could be  indicative of normal service.  If  there are no  reboots and  there are 
uploads registered, then the user is likely to have access to their TV service.  
4.3. “BLACKBOX” PREDICTIVE MODELS 
A  “Blackbox”  predictive  model  is  a  term  that  refers  to  predictive  models  that  are  not  easily 
interpretable but whose focus is on predictive accuracy. After basic data understanding was achieved 
through the interpretable decision tree described in the previous section, the next step was to produce 




















































matrices of  the  results of each predictive model were  then used  to calculate  the precision,  recall, 
sensitivity,  specificity,  F1  score,  accuracy  and  balanced  accuracy  of  each  predictive model.  These 
results have been summarized in the table below. 
    







Downsampling  0.078  0.841  0.841  0.877  0.877  0.144  0.859 
SMOTE  0.19  0.638  0.638  0.966  0.962  0.293  0.802 
Complex 
DT 
Downsampling  0.095  0.839  0.839  0.901  0.9  0.171  0.87 
SMOTE  0.182  0.711  0.711  0.96  0.957  0.29  0.836 
GBM  
Downsampling  0.097  0.864  0.864  0.906  0.905  0.174  0.885 
SMOTE  0.135  0.813  0.813  0.939  0.937  0.231  0.876 
Random 
Forest  
Downsampling  0.099  0.863  0.863  0.902  0.901  0.177  0.882 
SMOTE  0.12  0.831  0.831  0.924  0.923  0.21  0.878 
Bayes 
GLM 
Downsampling  0.09  0.796  0.796  0.9  0.899  0.162  0.848 





The decision  trees generated using  the  SMOTE dataset had extremely poor  sensitivity, which was 
reflected in poor balanced accuracy. The decision trees generated using the down sample dataset were 
relatively  more  effective,  but  still  obtained  poor  specificity,  F1  scores,  and  balanced  accuracy 
compared to the other predictive models.  
The Bayesian GLM model obtained poor sensitivity scores  for both  the down  sampled and SMOTE 
datasets, and was therefore also dismissed as ineffective for the purpose of the project. 


















































patterns  in the data  logged by  in‐house monitoring systems. Both these objectives were part of an 
ongoing  effort  by  the  company  to  improve  the  quality  of  its  TV  service,  and  to  curtail  customer 
dissatisfaction  and  churn.  The  success  of  the  project  could  not  be  quantified  because  of  the 
investigatory nature of both the objectives. Instead, it was assessed based on the value and insight it 
drew  from  the  large volumes of monitoring data  (much of which was previously unexplored),  that 
could inform decision‐makers of future work in the area. By this measure, the project was a success! 































































 Recommendation – Explore more predictive algorithms and ensembles  to determine  if 
there is better alternative to GBM in terms of time efficiency or predictive accuracy. 
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