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Abstract
Image captioning datasets have proven useful
for multimodal representation learning, and a
common evaluation paradigm based on multi-
modal retrieval has emerged. Unfortunately,
datasets have only limited cross-modal asso-
ciations: images are not paired with others,
captions are only paired with others that de-
scribe the same image, there are no nega-
tive associations and there are missing pos-
itive cross-modal associations. This under-
mines retrieval evaluation and limits research
into how inter-modality learning impacts intra-
modality tasks. To address this gap, we cre-
ate the Crisscrossed Captions (CxC) dataset,
extending MS-COCO with new semantic simi-
larity judgments for 247,315 intra- and inter-
modality pairs. We provide baseline model
performance results for both retrieval and cor-
relations with human rankings, emphasizing
both intra- and inter-modality learning.
1 Introduction
The meaning of words and expressions such as blue,
chair, hot dog, and garden path have strong visual
components, yet the standard approach to creat-
ing computational representations of such terms is
usually done using only text corpora. Prior work
such as Picturebook (Kiros et al., 2018) derives
representations of words using images connected
to them and shows improvements for tasks such
as word similarity ranking and image-text retrieval.
On the flip side, the query-based training of the
Graph-RISE image embedding models (Juan et al.,
2019) is a powerful demonstration of the power of
words to produce stronger image representations.
We hypothesize that learned representations in
multimodal contexts (Baltruaitis et al., 2019) can
improve retrieval and discrimination within as well
as across modalities. However, there are no datasets
ideally suited for this at present. Image caption-
ing data sets such as Flickr8k (Rashtchian et al.,
Figure 1: Crisscrossed Captions extends the MS-
COCO evaluation sets by adding semantic similarity
ratings for existing image-caption pairs and co-captions
(solid lines), and it increases annotation density by
adding further ratings for new image-caption, caption-
caption and image-image pairs (dashed lines).
2010), Flickr30k (Young et al., 2014), its multi-
lingual extension Multi30k (Elliott et al., 2016),
MSCOCO (Lin et al., 2014), and Conceptual Cap-
tions (Sharma et al., 2018) are incomplete because
the only known relationships are between images
and textual captions created for them. This misses
many valid relationships between unassociated im-
ages and captions and those from captions to other
captions and from images to other images.
To address this gap, we create Crisscrossed Cap-
tions (CxC, exemplified in Figure 1), a dataset with
denser and more fine-grained annotations for rela-
tionships between and among captions and images
in the MS-COCO evaluation splits of Karpathy and
Fei-Fei (2015) (with 25,000 captions and 5,000
images each). CxC extends the existing images-
caption pairs with continuous (0-5) semantic simi-
larity ratings for those pairs and new pairs. Ratings
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criteria are extensions of those used for Semantic
Textual Similarity (Agirre et al., 2012). New in-
tramodal pairs are sampled for annotation via an
indirect sampling scheme that computes similar-
ity for captions using corresponding images, and
vice versa. In total, CxC contains ratings for 247k
pairs, a massive extension in scale and detail to the
50,000 binary pairings in the original data.1
CxC validates the strong semantic alignment be-
tween image and their captions, with an average
similarity of 4.85. However, we also find that co-
captions of the same image have an average of just
3.0. This calls into question the use of such pairs in
paraphrase generation (Gupta et al., 2018) and re-
inforces the need for images as context for human
evaluation in paraphrasing (Wang et al., 2019).
We evaluate intra- and inter-modality models to
demonstrate CxC’s utility for characterizing differ-
ent modeling choices—including the mere fact of
using both modalities rather than just one. CxC
allows us to measure Spearman’s correlations of
model and human rankings, which we compute via
a bootstrap measure over diverse sub-samples of
the paired ratings. CxC also allows us to extend
the standard recall@k measures common in cross-
modal retrieval experiments with new positive pairs
and thereby address some of the gap identified by
Ilharco et al. (2019) due to missing valid associa-
tions in cross-modal retrieval. Furthermore, CxC
supports recall@k for intramodal retrieval. The
fact that these evaluations are all possible on a com-
mon set of images and captions makes them far
more valuable for understanding intermodal learn-
ing, compared to disjoint sets for caption-image,
caption-caption, and image-image associations.
2 Dataset Collection
We seek graded similarity associations within and
across modalities. We need this primarily for eval-
uation as there is plentiful material for training
across and with modalities, so we extend the MS-
COCO evaluation splits rather than constructing a
new dataset. MS-COCO has five captions for each
image, split into 410k training, 25k development,
and 25k test captions (82k/5k/5k for images) for
the splits defined in Karpathy and Fei-Fei (2015).
An ideal extension would include ratings for ev-
ery possible pair. However, this is infeasible2 and
1Please contact the first author if interested in the data.
2In a single split with 5k images and 25k captions, there
are≈12.5M image-image pairs,≈312M caption-caption pairs,
Caption 1: A tennis player
swinging a racket at a ball.
Caption 2: A man
playing tennis with a
crowd watching.
Caption 3: A living room
with some black furniture
and a colorful rug.
Caption 4: A dog
laying on a leather sofa in
a living room.
Figure 2: Top: Captions for the same image. They
may not always be paraphrases of each other. Bottom:
Captions for the same image, but focusing on different
aspects and thus diverging in description.
most pairs are dissimilar anyway. For retrieval
evaluations in particular, we need new pairs with
reasonably high similarity, so we introduce a biased
sampling scheme to select pairs for rating.
The data is collected in two phases. First, we de-
fine an indirect sampling scheme that uses model-
based similarities from the co-modality items to
select intramodality pairs. We use these items and
their human ratings to select intermodality pairs
for annotation. We also annotate all existing in-
termodal pairs and a large sample of co-captions
(captions associated with the same image).
2.1 Intramodality Selection and Annotation
Two images of a man and a dog can be described
very differently, and two similar sentences about a
man and a dog can describe dissimilar images. For
example, in Figure 2, caption 1 focuses on a visual
description while caption 2 gives a description of
the event depicted. Divergences also occur because
the creators of two captions perceived the scene
differently: caption 3 describes the room and cap-
tion 4 focuses on the dog seated on the sofa. This
semantic gap between images and their caption cre-
ates an opportunity for sampling intramodal pairs
with varying similarities. The key idea is to use
model-based similarities for images for biased sam-
pling of caption pairs, and vice versa—using the
paired relationships as to pivot between the modal-
ities. This selects image pairs that are different in
appearance but similar in what they depict based
on the corresponding descriptions, and vice versa.
and ≈125M image-caption pairs, so to annotate all items in
validation and test splits with a replication factor of 5, we
would need ≈4.5B human judgments in total.
2
Score Semantic Textual Similarity (STS) Semantic Image Similarity (SIS)
5 The texts are completely equivalent
as they mean the same thing.
The scenes are near duplicates, possibly being viewed from a different
perspective.
4 The texts are mostly equivalent but
some unimportant details differ.
The two scenes are mostly equivalent, but some unimportant details differ
such as involving different but the same or highly similar types of partici-
pants, actions, objects and background.
3 The texts are roughly equivalent but
some important information differs or
is missing.
The two scenes are roughly equivalent, but some important details are
different or missing such as involving a notable difference in the types of
participants, actions, objects or background.
2 The texts are not equivalent but
share some details.
The two scenes are not equivalent, but share some details in terms of the
types of participants, actions, objects or background.
1 The texts are not equivalent but are
on the same topic.
The two scenes are not equivalent, but are loosely thematically related.
0 The texts are on different topics. The two scenes are completely dissimilar.
Table 1: Intramodality annotation criteria for Semantic Image Similarity (SIS) with comparison to equivalent
Semantic Textual Similarity (STS) annotations (Agirre et al., 2012).
.
Let the known images and their captions be de-
noted V (v1...vn) and C (c1...cn), with latter repre-
senting co-caption groups of five captions each.
Each item is encoded using an off-the-shelf in-
tramodality model and cosine similarity between
items is computed to build two symmetric matrices:
SC (pairwise caption similarities) and SV (pair-
wise image similarities). The diagonals of both are
set to zero to avoid sampling identical item pairs.
We encode images using the Graph-RISE model
(Juan et al., 2019). Computing cosine similarity
between these representations then provides the
image-based similarity for each bag of co-captions.
We encode captions with Universal Sentence En-
coder (USE) (Cer et al., 2018) and average bag of
words (BoW) based on GloVe embeddings (Pen-
nington et al., 2014). The five co-captions for each
image are grouped by averaging them to create a
single representation. We compute cosine similar-
ity on these vectors to obtain two variants of tex-
tual similarity for every possible image pair. Even
though there are two caption-based similarity ma-
trices from each encoding method, we refer to them
as one for describing the selection process below.
We use SC to select image pairs and SV for
caption pairs. Because of the cross-modal seman-
tic gap and diversity and size of the underlying
data, these pairs exhibit a wide range of similarity.
Selecting the five most similar items (according
to model-based SV and SC) thus produces good
representation of varying amounts of similarity as
judged by people.3 Note since the SV matrix is
only a similarity measure between co-caption sets,
one caption is randomly chosen from each caption
set. To further increase diversity, only one caption
3Other strategies selected mostly dissimilar pairs.
Score Semantic Image-Text Similarity (SITS)
5 The image and sentence are perfectly matched.
The sentence is an almost perfect description for
the image.
4 The image and sentence are mostly matched,
but some unimportant details differ such as involv-
ing different but the same or highly similar types
of participants, actions, objects and background.
The text can partially describe the image.
3 The image and sentence are roughly matched,
but some important details are different or missing
such as involving a notable difference in the types
of participants, actions, objects or background.
The image cannot be described using the text.
2 The image and sentence are not matched, but
share some details in one or more of the types of
participants, actions, objects or background.
1 The image and sentence are not matched, but
are loosely thematically related.
0 The image and sentence are completely un-
matched.
Table 2: Intermodality annotation criteria for Semantic
Image-Text Similarity (SITS).
pair is chosen from each selected co-caption pair.
The candidate pairs are referred to as C2C and
V 2V . All V 2V pairs are selected with the above
other-modality method. For C2C pairs, we sam-
ple half the pairs using the other-modality method
and half from within co-captions. The latter intro-
duces (mostly) positive associations between cap-
tion pairs describing the same image. This gives an
approximately balanced set of annotations between
caption pairs describing same and different images.
Pairs in C2C and V 2V are scored by in-house
raters using a continuous scale between 0 and 5. We
adopt the widely used Semantic Textual Similarity
(STS) (Cer et al., 2017) for text pairs and extend it
to images to define Semantic Image Similarity (SIS,
Table 1). To recognize that this is a graded (rather
than discrete) judgment, we encouraged raters to
3
Figure 3: Distribution of ratings for the CxC validation set. Left: STS, Middle: SIS, Right: SITS. Here, In-
tramodal Sampling refers examples selsected using other-modality selection, Same Example refers to examples
originating from an original MS-COCO pair, All refers to all the examples for the task.
Split
Task
STS SIS SITS Total (per split)
Validation 43,898 42,767 34,924 121,589
Test 44,044 46,719 34,962 125,725
Total (per task) 87,942 89,486 69,886 247,314
Table 3: Number of annotations per task (STS, SIS,
SITS) and per split (val, test).
select scores like 1.3 and obtain the final score for
a pair as the average of five individual ratings.
2.2 Intermodality Selection and Annotation
We select intermodal candidates C2V based on
the ratings assigned to pairs in V 2V and C2C. In
this case, we primarily seek positive associations to
identify really challenging cross-modal examples
as well as likely positive associations that were
not explicitly indicated in the dataset (such as those
identified by the annotators in Ilharco et al. (2019)).
We rank all items in C2C and V 2V based on
their average STS and SIS scores, respectively;
then half of the C2V pairs are selected based on
C2C rankings and the other half by V 2V rank-
ings (skipping pairs already selected from C2C).
Additionally, we select all existing pairs for anno-
tation (25k in validation and 25k in test) to obtain
image-text similarity ratings for the known items.
As with SIS, we extend STS to define Seman-
tic Image-Text Similarity (SITS, Table 2). Raters
provide a continuous score from 0 to 5 using an
interface similar to that described for STS and SIS.
Each C2V pair is score by five raters, and the aver-
aged is used as the final SITS score.
3 Crisscrossed Captions Dataset
Based on the pair selection and annotation method-
ology given in the previous section, we obtained
similarity ratings for 247,314 text-text, image-
image, and image-text pairs (corresponding to
1,216,570 total individual judgments). Table 3
Figure 4: Distribution of the number of positive pairs
of annotations per MS-COCO example for each task.
Positive pairs (text pairs for STS, image pairs for SIS
and image-text pairs for SITS) are the ones with an an-
notation score of 3.0 or above.
gives annotations counts for each task and split.
Figure 3 shows the distribution of CxC ratings for
each task on the validation split. For STS and
SITS, it also shows the rating distribution for pairs
included from other-modality selection and from
existing MS-COCO links. The test set distributions
are similar. We also count the number of posi-
tive examples for each example in all three type of
tasks, where a score≥ 3 is considered positive (and
roughly equivalent in all task instructions). Figure
4 shows the distribution of the number of positive
association introduced for each MS-COCO exam-
ple per task in the validation split. These positive
examples can improve retrieval evaluation. We dis-
cuss each of the STS, SIS and SITS ratings below.
STS For the C2C text pairs selected based on
SV , the majority of the ratings fall in the negative
side (with ratings in [0, 3)). This validates the ob-
servation that captions are not perfect paraphrases
of each other, and the STS rating rubric captures
this aspect well for MS-COCO. Nevertheless, the
approach produces 2392 positive pairs.
Table 4 shows examples from the MS-COCO
dataset with the corresponding STS annotation
4
Caption 1 Caption 2 STS BoW USE
A man standing on a tennis court holding a rac-
quet.
A man standing on a tennis court holding a tennis
racquet.
5.0 0.98 0.99
A man riding a skateboard off the side of a ramp. A man riding up the side of a skateboard ramp. 4.2 0.99 0.94
A yellow tray topped with a cup of coffee and a
donut.
A white plate topped with donuts sitting on a
stove top.
3.1 0.94 0.39
A bird sitting on top of a park bench. An empty park bench sitting in front of trees. 2.2 0.90 0.69
An old car sitting on top of a lush green field. A couple of motorcycles parked next to each
other.
1.3 0.85 0.21
A man sanding next to an orange frisbee. A couple of swans swimming in a pond next to
two people.
0.2 0.84 0.11
Table 4: A comparison of CxC STS annotation scores and cosine similarity scores using GloVe BoW embeddings
and Universal Sentence Encoder (USE) for five example MS-COCO caption pairs.
Figure 5: Plot of annotation and BoW cosine similarity
scores for a sample of caption pairs data from STS.
scores and cosine similarity scores using GloVe
BoW embeddings and Universal Sentence Encoder.
Though there is broad agreement, the annotated
semantic similarity is not fully captured by either
of the similarity scores. USE provides a broader
range, but scores the third pair lower than the fourth.
BoW scores are bunched within a high similarity
band4 that aligns well with these five examples.
Overall, there is a positive but weak correlation be-
tween BoW and STS scores, as shown in Figure 5,
which plots average BoW cosine similarity scores
vs STS for 1000 randomly sampled caption pairs.
Figure 6 shows a pair of captions (and corre-
sponding images) selected by the other-modality
strategy with higher STS compared their respective
co-captions. For co-caption pairs, STS scores are
more positive but many are still negative (Figure 3,
left). Thus, combining both approaches to generate
caption pairs leads to a more representative distri-
bution overall. The number of negative pairs from
co-captions underscores the problem with assum-
4BoW scores fall mostly in the range .8 to 1.0 over all
possible pairs; STS scores fall mostly in 1 (.2) to 4 (.8).
Small cheese pizza sitting
on a white plate on a table.
A lemon piece of pie sit-
ting on top of a blue and
white plate.
Figure 6: An other-modality caption pair with higher
STS compared to their respective co-captions.
ing captions of the same image are paraphrases.
SIS All image pairs V 2V are selected using
other-modality with SC . This plus the stringent
criteria for SIS rating of 5 means very few exam-
ples are rated above 4. Nevertheless, there are many
pairs with SIS ≥ 3, indicating there are many im-
ages depicting similar scenes and events. Figure 7
gives example pairs for each SIS rating level.
SITS As shown in Figure 4, there are many more
pairs with 4-5 SITS ratings, compared to text-text
and image-image pairs. This is by design, as the
inter-modality strategy selects pairs based on de-
creasing STS/SIS scores. This ensures we can cap-
ture as many possible intra-modality positive asso-
ciations and augment the existing validation and
test splits. Since these pairs are missing from the
existing data, they are among the examples that in-
appropriately penalize a model that identifies them
correctly in image-text retrieval. The SITS ratings
collected for known pairs support new evaluations
using Spearman’s correlation and Rank-Biased Re-
call, as discussed in the next section.
5
Score Image Pairs Image Text Pairs
5 A man poses with a surfboard on a beach.
4
A couple of birds that are walking on
some sand.
3 A man is riding a surfboard at the beach.
2
Three people stand on an empty beach
watching a bird in the sky.
1 A man in a hat rides an elephant in a river.
0
Long road with a sign titled Jackson
River Rd and East Main St.
Figure 7: Examples for each annotation score of SIS (left) and SITS (rights) tasks.
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4 Tasks and Evaluation Metrics
With the collected intra- and inter-modality anno-
tations, CxC can be used to measure model per-
formance on many new tasks. Here, we focus on
semantic similarity and retrieval.
Semantic Similarity Semantic similarity tasks
measure the degree of similarity given two in-
puts (Cer et al., 2017). This task has been adopted
to the Semantic Textual Similarity and Visual Se-
mantic Textual Similarity (de Lacalle et al., 2020).
Typically, the models are evaluated based on the
Pearson correlation with the gold labels. This is
valid when there is training data that can be used to
calibrate model scores to the human ratings. With
CxC, we do not have such training data, so we in-
stead use Spearman’s r to assess whether a model
ranks pairs similarly to human raters. However,
we cannot measure Spearman’s r over all pairs
because CxC’s dense annotation means that the
scores between many pairs are themselves corre-
lated. To mitigate this, we use a sampled bootstrap
correlation instead. For each correlation estimate,
we sample half of the queries (to increase diversity
across samples) and for each selected query, we
choose one of the items for which CxC supplies a
paired rating. We compute Spearman’s r between
the CxC scores and the model scores for the se-
lected pairs. The final correlation is the average
over 1000 of these bootstrap samples.
Retrieval Karpathy and Fei-Fei (2015) first used
MS-COCO for image-to-text and text-to-image re-
trieval. We extend the binary paired associations
with positive CxC pairs, and also include new re-
trieval tasks for text-to-text and image-to-image
using the same dataset, for a total of four retrieval
tasks. To the best of our best knowledge, this is the
first work that enables the evaluation of image-to-
image retrieval with an image captioning dataset.
Following Karpathy and Fei-Fei (2015), we eval-
uate using Recall@K (R@K), computed as “the
fraction of times a correct item was found among
the top K results, and median rank (med. r), which
is “the closest ground truth result in the list.”
5 Evaluated Models
We provide baseline results for both correlation
and retrieval evaluation. We focus on represen-
tation learning based approaches as they can be
applied to both measuring semantic similarity and
Left
Encoder
Dot Product
𝒙
Right
Encoder
 𝒚
Figure 8: A dual encoder model architecture
large-scale retrieval with fast Approximate Nearest
Neighbor (ANN) search.
5.1 Dual Encoder Models
We consider several neural baseline models, all of
which are dual encoders (Gillick et al., 2018; Yang
et al., 2019a) that encoding left and right inputs
separately, as illustrated in Figure 8.
Dual encoders are often trained using an in-batch
sampled softmax loss, as this has been observed
to converge quickly and perform well on retrieval
tasks (Gillick et al., 2018; Yang et al., 2019a). We
employ the bidirectional in-batch sampled softmax
loss (eq. 1). It encourages the score of a correct pair
S(li, ri) to be higher than scores for non-matching
input pairs from the batch S(li, rj) where i 6= j:
L = − 1
K
K∑
i=1
S(li, ri)− log K∑
j=1 j 6=i
eS(li, rj)

− 1
K
K∑
i=1
S(ri, li)− log K∑
j=1 j 6=i
eS(ri, lj)
 (1)
where S(i, j) is a simple dot product of embed-
dings of example i and j. Unlike full cross-
attention models, this architecture enables retrieval
through approximate nearest neighbor search, and
thereby scales well to large-scale retrieval prob-
lems. See Gillick et al. (2018) for more discussion
on dual encoders for retrieval.
In-batch sampled softmax loss performs best
when computed over a large number of negative
pairs (Gillick et al., 2018). In our distributed train-
ing setup, each replica computes l and r for its
local mini-batch and broadcasts them to all others.
Training with N replicas thus allows the loss to be
computed over the global batch of (R·K)2 pairs.
We train dual encoder models for image-text and
text-text tasks, as well as a multitask dual encoder
model combining the image-text and text-text tasks.
Details of each model are described below.
The Image-Text dual encoder employs Resnet-
152 (He et al., 2016) as the image encoder on the
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left and a text encoder on the right. For text, we ex-
tract token-level features from a pretrained BERT-
Base model (Devlin et al., 2018), feed them into a
trainable transformer layer, and use features at the
0th token position as the caption representation.
Both inputs of the Text-Text dual encoder use
a single, shared text encoder with the same config-
uration as in the image-text dual encoder.
We also consider a Multitask dual encoder in
which the model is trained on a combination of
multiple dual-encoder tasks (Chidambaram et al.,
2019). Its architecture is the same as the image-
text dual encoder, and it is trained in the same
way, except that the final loss is a weighted sum of
image-text (i2t) and text-text (t2t) losses:
L = Li2t + c ∗ Lt2t (2)
where c is a scalar to control the weights of losses
from the two tasks. Note this model only has one
text encoder, shared between all retrieval tasks.
5.2 Pretrained Text / Image Representations
We also benchmark pre-trained text and image rep-
resentations for STS and SIS, respectively.
Universal Sentence Encoder is a sentence level
representation model trained from a variety of
tasks (Cer et al., 2018). It has shown the state-
of-the-art performance on the STS benchmark (Cer
et al., 2017) among all representation based ap-
proaches. We use the multilingual transformer ver-
sion from TensorFlow Hub (Yang et al., 2019b).5
InceptionV3 and ResNet-152 are deep convo-
lutional image classification models (Szegedy
et al., 2016; He et al., 2016) trained on the Ima-
geNet dataset. We extract 2048-dimensional image-
level representations on a central crop containing
87.5% of the original image area. The pretrained
models are accessed via TensorFlow Hub.6
6 Experiments
Experimental Setup The image encoder and
text encoder are both pre-trained in all experiments.
ResNet-152 pretrained on ImageNet is used in the
image encoder. It yields a vector representation
of size d = 2048. We employee the BERTBASE
model (Devlin et al., 2018) architecture in the text
encoder, which has 12 transformer layers with 12
attention heads and a hidden dimension of 3072; it
5universal-sentence-encoder-multilingual-large/1
6imagenet/inception v3/feature vector/4 and ima-
genet/resnet v1 152/feature vector/4, respectively
Model STS SIS SITSavg ± std avg ± std avg ± std
USE 71.4±0.4 - -
Inception V3 - 19.6±1.9 -
ResNet-152 - 59.2±1.3 -
DE T2T 72.9±0.4 - -
DE I2T 62.1±0.5 73.1±1.1 56.2±1.5
MultitaskI2T+T2T 73.3±0.4 68.8±1.2 55.7±1.6
Table 5: Spearman’s R Bootstrap Correlation (×100)
on MSCOCO 5k test set with CxC ratings.
outputs features of dimension 768. The additional
transformer layer has 8 attention heads, a hidden di-
mension of 3072, and also outputs 768-dimensional
token-level features. We use the features at the 0th
token position as the caption representation and
project it to 2048 dimensions to match the image
representation size. A word piece model with vo-
cab size 28,996 is used. BERT parameters are
initialized from the public BERT checkpoint7 and
frozen during training. The additional transformer
parameters are trainable and randomly initialized.
Preliminary results indicate freezing BERT param-
eters has minor impact on performance, but makes
the training much faster.
The Conceptual Captions dataset (Sharma et al.,
2018) contains 3.3 million pairs of images and
captions, much larger in scale compared to MS-
COCO. Following Ilharco et al. (2019), we use this
dataset during pre-training with image-to-caption
and caption-to-image losses for all our dual en-
coder models. Pre-training uses the Adam opti-
mizer (β1 = 0.9, β2 = 0.999) and a learning rate
that starts at 1e-4 and decays by 0.1% every 1000
steps. We stop pre-training after ≈30k steps and
select the model checkpoint that maximizes R@10
on a held-out set. We then fine-tune this checkpoint
on MS-COCO using the same hyper parameters,
except for a smaller learning rate of 5e-6.
The models are trained on 32-core slices of
Cloud TPU V3 pods, with a per-replica batch size
of 64 for pre-training and fine-tuning. As discussed
in Section 5.1, the loss is computed on item pairs
aggregated from all replicas; in this case, over the
global batch of 2048 examples.
6.1 Semantic Similarity Results
Table 5 shows Spearman’s R bootstrapped cor-
relation for all models on the Semantic Image-
Text Similarity (SITS), Semantic Textual Similar-
ity (STS), and Semantic Image Similarity (SIS)
7bert en uncased L-12 H-768 A-12/2
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Model Image→ Text Text→ ImageR@1 R@5 R@10 med r R@1 R@5 R@10 med r
MS-COCO Retrieval
DE I2T 40.1 70.6 80.7 2 28.1 57.2 69.9 4
MultitaskI2T+T2T 40.0 69.4 81.0 2 28.1 57.2 70.0 4
VSE++ 41.3 71.1 81.2 2 30.3 59.4 72.4 4
CxC Retrieval
DE I2T 41.9 73.1 83.6 2 30.1 60.5 73.2 3
MultitaskI2T+T2T 41.7 72.0 83.4 2 30.2 60.7 73.2 3
Table 6: Image↔ Text retrieval performance on MSCOCO 5k test set.
Model Text→ Text Image→ ImageR@1 R@5 R@10 med r R@1 R@5 R@10 med r
USEmling-large 31.2 51.5 61.3 5 – – – –
InceptionV3 – – – – 4.1 13.3 19.1 96
ResNet-152 – – – – 11.8 35.5 49.5 11
DE T2T 41.7 64.4 73.4 2 – – – –
DE I2T 31.2 53.6 63.8 4 30.2 63.9 76.8 3
MultitaskI2T+T2T 38.1 61.3 70.9 3 28.1 61.5 74.0 3
Table 7: Text↔ Text and Image↔ Image retrieval performance on MSCOCO 5k test set with CxC annotations.
tasks. A sample size of 1000 examples is used for
computing the boostrapped correlation coefficient
between the items ranked by the model and the
human labeled scores. MultitaskI2T+T2T performs
best on STS, while DE I2T achieves the highest
correlations on both SIS and SITS. The fact that
intermodal models improve over unimodal base-
lines is encouraging and demonstrates the value of
having a single set of annotations covering relat-
edness of a common set of images and captions.
Also, we expect that a multitask model which also
uses image-image training pairs should demon-
strate gains across all tasks.
6.2 Retrieval Results
Intermodal Retrieval Table 6 summarizes inter-
modal retrieval performance on both the original
MSCOCO annotations and CxC. The dual encoder
models perform competitively with the state-of-
the-art VSE++ model on the original annotations
(Faghri et al., 2017). New positive items added
by CxC annotations show improved retrieval per-
formance as they identify missing positives that
are incorrectly penalized when using only original
pairs (as noted in Ilharco et al. (2019) for Flickr8k).
Intramodal Retrieval Table 7 summarizes in-
tramodal retrieval performance. USEmling-large pro-
vides a strong baseline for Text→ Text, while In-
ceptionV3 and ResNet-152 are used as baselines
for Image → Image. The dual encoder model
DE T2T achieves the strongest performance on Text
→ Text. DE I2T provides the best performance
on Image → Image. For both modalities, the
best performing DE model outperforms the base-
line by a sizable margin. MultitaskI2T+T2T also
achieves much better retrieval performance than the
baselines for both Text→ Text and Image→ Im-
age. However, multitask training performs slightly
worse than the more specialized DE models for
each modality.
Figure 9 shows three examples of images re-
trieved for caption queries. The CxC annotations
capture missing examples in the first two cases,
and the last shows that there are still more positive
pairs that remain unassociated in the data. Figure
10 shows the same for captions retrieved from im-
age queries, again showing that many examples
are captured in CxC that were missing before. In
the case of the clock tower, all of the top retrieved
items would have been counted as misses in re-
trieval evaluation, but are correctly counted as hits
with CxC.
7 Conclusion
We introduce the Crisscrossed Captions dataset and
provide baselines for both correlation and retrieval
tasks. We hope to motivate further exploration
in this area with joint learning of intra- and inter-
modality tasks and possibly extend it to a multilin-
gual setting.
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Caption Ranked Images SITS
People at the beach sitting in the sand
and under umbrellas.
MS-COCO image rank: 2
4.58
5.0
4.83
A jet airliner is in the air with a cloudy
grey sky.
MS-COCO image rank: 2
4.87
5.0
N/A
Numerous trains are parked at a train
yard.
MS-COCO image rank: 3
N/A
N/A
4.72
Figure 9: Text→ Image Retrieval Results from MS-COCO test set using the DEI2T model. The retrieved images
are ranked from left to right and the respective scores (wherever available) are listed from top to bottom. The rank
of the image from the MS-COCO annotations has been mentioned with each caption.
Image Ranked Captions SITS
Five motorcycles are parked on the sidewalk in front of a building.
A row of motorcycles parked in front of a building.
A number of motorcycles parked near each other near a building.
Motorcycles parked in a row outside of metropolitan building.
A bunch of motorcycles parked beside a building.
5.0
5.0
4.97
4.77
4.94
Black and white photograph of two children holding hands.
A black and white photograph of boys posing for a school picture.
Two kids standing in front of a counter together.
A girl is standing next to a boy and looking ahead.
Two little kids going toward the school bus.
4.98
4.89
5.0
4.53
4.94
A wooden clock tower with a weather vain on top.
The top of a brick clock tower surrounded by birds.
Large stone clocktower with a giant clock on it.
A clock tower on top of a church with a weather vein.
An old wooden steeple with a clock on it.
5.0
4.94
4.94
4.92
5.0
Figure 10: Image → Text Retrieval Results from MS-COCO test set using the DEI2T model. The retrieved
captions are ranked from top to bottom. The MS-COCO annotated pairs are marked in bold text.
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