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1. INTRODUCTION 
Markov chains are of great use in the study of inventory control, pre- 
ventive maintenance, replacement problem, reliability theory and many 
other problems. 
The new type decision process, which is a marriage of Markov chain 
theory and mathematical programming, is a Murkoviun decision process. 
This decision process was first introduced in 1957 by Bellman [l]. Howard [2] 
has developed this process by the dynamic programming approach. Further- 
more, Blackwell [3] has discussed this method. On the other hand, Manne [4] 
formulated this problem by the linear programming approach. Wolfe- 
Dantzig [5], Derman [6] and many authors have developed this method. In 
former time this decision process was based on a discrete time Markov 
chain, or continuous time Markov chain. Both discrete and continuous time 
Markov chains are generalized to semi-Markov processes. 
In this paper we shall treat the decision process based on a semi-Markov 
process. This decision process is called a semi-Markovian decision process. 
Jewel1 [7], De Cani [8] and Howard [9] have developed semi-Markovian 
decision processes by using dynamic programming. We shall show that these 
problems occured in the classification of the processes are directly formulated 
by linear programming problems. Moreover, we shall show that these prob- 
lems with discounting are similarly formulated by linear programming 
problems, We shall also discuss the relation between linear programming and 
dynamic programming in this process. 
In Section 2 we define semi-Markov processes and discuss the classification 
and limiting behavior of the processes. In Section 3 we introduce the concept 
of returns associated with semi-Markov processes and obtain the average 
return per unit time that the system will get in the steady state, or the total 
expected return before absorption according to the classification of the proc- 
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esses. Furthermore, we consider the total expected returns where these 
processes have discounting. In Section 4 the decision process with ergodic 
property is formulated by a linear programming problem. In Section 5 we 
shall show that the other problems discussed in this paper are similarly 
formulated by linear programming problems. In Section 6 we consider the 
dual problems and show that these dual problems are equivalent to those of 
the dynamic programming approach. 
2. SEMI-MARKOV PROCESSES 
Semi-Markov processes were first discussed by Levy, Smith [lo] and 
Taklcs, independently, in 1954. The process is a generalization of both 
discrete and continuous time Markov chains. A semi-Markov process, 
roughly speaking, is a stochastic process which moves from one state to 
another with given probability law, but the sojourn time in a state is a 
random variable with distribution function depending on this state and the 
next visiting state. 
Let us consider a system that moves from state to state. We define a 
stochastic process (2,; t > 0}, where 2, = i denotes that the system is in 
state i at time t. The states are denoted by integers i = 1,2,..., m, and the 
number of states is confined to be finite throughout the paper. Let QU(t)‘s 
be mass functions defined on [0, co) satisfying 
Qfj(0) = 0 (i, j = I,..., m) 
(ii) ~Qi,@) = 1 (i = I,..., m); (1) 
We define an m x m matrix Q with element Qij(t), which is called a matrix 
of transition distributions. Furthermore, we set 
K(t) = f QuW (i = l,..., m), (2) 
j-l 
which is a distribution of the sojourn time in state i disregarding next designat- 
ing state. So, it is called a distribu .ion of unconditional sojourn time. Let the 
initial probability vector be a 1 x m vector a: 
a = (a, , us )..., a,). (3) 
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It is evident that 
Ein,=l, a,30 (;=I,..., m), (4) 
by the nature of probabilities. 
Then, the stochastic process (2,; t 3 0} is called a semi-Murkov process 
determined by 
(m, a, Q). (5) 
While, we are concerned with an m-dimensional renewal quantity 
N(t) = (W), N,(t),..., N,(t)), (6) 
then the stochastic process {N(t); t 3 0} is called a Murkov renewal process 
[13, 141 determined by (5). 
We define pi? = Qii(co) f or all i and j, and introduce an m x m matrix P 
with element pij , which is supposed to be transition matrix of the imbedded 
Markov chain. That is, if we restrict our attention to transition, state tran- 
sitions have the matrix P. Now, if pij > 0, we define Fij(t) = p;.Qii(t) and if 
p,, = 0, we take F,(t) arbitrary distribution function. Let F be an m x m 
matrix with element Fii(t). Fii(t) means the distribution of the sojourn 
time in state i knowing the next visiting state j. Let 
bij = I= t dFij(t) (i,j = I,..., m), 
and 
t dF,(t) = t pijbii 
j=l 
(7) 
(i = l,..., m), (8) 
be mean values of Fii(t) and H,(t), respectively. All these means are assumed 
to be finite. Moreover, for all i andj we suppose that Fij(t) has not pathological 
behavior. 
Semi-Markov processes include a renewal process, discrete time iMarkov 
chain and continuous time Markov chain as special cases. That is, a renewal 
process is a semi-Markov process with one state. A discrete time Markov 
chain is a semi-Markov process in which every sojourn time distribution is 
degenerate and lumps all of its mass in unity, and a continuous time Markov 
chain is a semi-Markov process in which all unconditional sojourn time 
distributions are exponential. 
In this paper we classify semi-Markov processes according to the classifi- 
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cation of the imbedded Markov chains. The classification of the imbedded 
Markov chains obeys that of Kemeny-Snell [I I]. For example, if an imbedded 
Markov chain is ergodic, we call the corresponding semi-Markov process 
ergodic. 
At first, we shall discuss the limiting behavior for an ergodic semi-Markov 
process. Consider the probability 
Pii = Prob(2, = j 1 Z,, = i) (i,j = l,..., m), (9) 
that the system is in state j at time t knowing that the system is in state i 
at time zero. We have the following equation of renewal type: For f > 0 
Pi&) = &[l - f&(t)1 + g s’Pki(t - 7) 4?ik(~) (i = l,..., m), (10) 
k-1 0 
where 
sii = 
I 
(i =j) 
(i #j). (11) 
The right-hand side of (10) implies that, when i = j, there are two events, 
one is that the system has stayed in the same state and another is that the 
system visits state li at time 7 and returns to state j at time t, where 7 spans 
between 0 and t. These two events are mutually exclusive. But, when i f j, 
only the latter occurs. 
In order to solve this equation of renewal type, we introduce the Laplace- 
Stieltjes transforms. Let 
f(s) = 1: e-st C(t) (s > 0) (12) 
be the Laplace-Stieltjes transform of a mass function F(t). 
We set the Laplace-Stieltjes transforms nij(s), qij(s) and hi(s) of p&t), 
Qij(t) and H,(t), respectively. Transforming (IO), we obtain 
k=l 
(i,j = l,..., m). (13) 
Let x(s) = [rrii(s)], q(s) = [qii(s)] and h(s) = [S&(s)] be m x m matrices. 
Rewriting (13) in matrix form, we have 
or 
4s) = f [I - WI + q(s) 44, 
[I - WI 44 = f [I - WI, (14) 
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where I is an m x m identity matrix. Solving (14) with respect to x(s), we find 
n(s) = [I - q(s)]-’ f [I - h(s)]. (15) 
The inverse matrix always exists because of the nature of mass function Qij(t). 
Using the final value theorem of the Laplace-Stieltjes transforms, the 
limiting probabilities are 
liil Pij@) = l;f$ Dr&) (i,j = l,..., m), (16) 
and 
l;% $x(s) = 1;s s[I - q(s)]-l f [I - h(s)]. 
But, we know that 
(17) 
and 
where nj is jth component of fixed vector in the imbedded Markov chain, 
that is, nj satisfies 
77j > 0 (j = l,..., m) 
rj = zlriPij (j = L-.,4 
gTj.=I* (20) 
Thus, we have 
Iii? m(s) = I$? s[I - q(s)]-l li.iy f [I - h(s)] 
IL 71 0 ., 0 72. '. ..' ‘.. 0  .
I 
> (21) 
d d .... ;,,h 
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(22) 
It is clear that the limiting probabilities are independent of the initial state. 
Secondly, we shall suppose that a semi-Markov process is absorbing. In 
this case by appropriately relabelling the number of states, we can write the 
transition matrix of the imbedded Markov chain as follows: 
(23) 
where I is a k x k identity matrix, R is an (m - k) x K matrix, 0 is an 
k x (m - K) matrix with element 0 and P, is an (m - k) x (m - k) sub- 
matrix of P. That is, states i = 1 ,..., k are absorbing and states i = k + l,..., m 
transient. 
Let ni be the mean time to absorption, starting from state i (i > K). We 
have 
or 
(i = k + l,..., m), (24) 
j=l +k+l 
EZ vi + c Pd3n3 
i=k+l 
(i = k + I,..., m). (25) 
Let 
be (m - k) x 1 vectors. Rewriting (25) in matrix form, we have 
n = rl + &n, 
or 
Solving (27), we have 
[I - P,] n = 9. 
n = [I - PJ-l q, 
(26) 
(27) 
(28) 
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or 
ni = f miivj (i = k + l,..., m), 
j=k+l 
(2% 
where 
[I - P&l = [mJ, (30) 
which is called a fundamental matrix in the discrete time Markov chain and 
mij denotes the mean frequency that the system is in state j starting from state 
i before absorption. 
3. SEMI-MARKOV PROCESSES WITH RETURNS 
In this section we shall consider the returns associated with semi-Markov 
processes. The returns assume arbitrary physical quantities, say dollars, 
units of inventory and many other suitable units. We suppose that the system 
obtains the returns yi (i = I,..., m) when it stays state i during a unit time. 
We shall consider the total expected return up to time t, q(t), which we can 
expect when the system starts from state i at time zero. Then, vi(t) satisfies 
the following equation of renewal type in the same way as we derive Pii( 
That is, for t > 0 
wi(t) = [l - Hi(t)] rit + i 1” [ri7 + Vj(t - T)] dQij(T) (i = I,..., m). 
j=l 0 
(31) 
First of all, we shall suppose that a semi-Markov process is ergodic. In 
this case we consider only the average return per unit time in the steady 
state. Therefore, for a very large t, the first term of the right-hand side of (31) 
tends to zero because of the finiteness of the mean of H,(t) and of the fact 
that [I - H,(t)] converges to zero more rapidly than rit diverges. Conse- 
quently, for a very large t, we have 
vi(t) = f  Jm [TiT + Wj(t - T)] dQij(T) (i = I,..., m), (32) 
j-1 0 
e),(t) = f Jrn ?‘iT d&(T) + t Jrn W,(t - T) dQij(7) (i = I,..., m). (33) 
j-1 0 j=l 0 
The first term of the right-hand side of (33) equals rivi , then we have for 
large t 
‘Jdt) = Yc’?~ + Jzl J,” Z’j(t - 7) ~Qu(T> (i = I,..., m). (34) 
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Introducing two m x 1 column vectors, 
(35) 
and rewriting (34) in matrix form, we have for large t 
v(t) = Hr + Q t v(t), (36) 
where H is an m x m matrix with element Giiqi , and Q * v(t) is formally 
same as ordinary matrix multiplication except that the numerical product is 
replaced with convolution denoted by *. Let V(s) denote the Laplace- 
Stieltjes transform of v(t). Taking the Laplace-Stieltjes transform of (36), we 
have 
VW = f Hr + q(s) W), 
or 
[I - q(s)] V(s) = f Hr. (37) 
Solving the above equation with respect to V(s), we have 
V(s) = f [I - q(s)]-l Hr. (38) 
The expected return up to time t starting from the initial probability vector a 
is av(t). But, av(t) + co as t + co. In fact, H and r are constant and 
lim,,, s[I - q(s)]-’ is constant. Hence, av(t) is linear with respect to t in 
the steady state. Therefore, we have 
g, = l.i+% 1 av(t) 
= I!% s[I - q(s)]-l Hr 
(39) 
Equation (39) is independent of the initial probability vector a and shows 
the result of the average of r with respect to the limiting probabilities in (22). 
It is intuitively evident. 
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Secondly, we introduce the returns associated with an absorbing semi- 
Markov process. Since we consider only the expected return before absorp- 
tion, it is sufficient for this case that the transition matrix of the imbedded 
Markov chain is the following form: 
(40) 
where R is an (m - 1) x 1 vector, 0 is a 1 x (m - 1) vector with 0, and Pi 
is an (m - 1) x (m - 1) submatrix of P. If we assume that the system 
starts from transient states at time zero, we have 
where 
a = (0, ad, (41) 
aI = (a2 , a3 ,..., 4. (42) 
Now, considering the total expected return before absorption, we take no 
account of the absorbing state 1. That is, we consider only the transient 
states i (i = 2,..., m). The expected return up to time t, vi(t), which we can 
expect starting from state i at time zero, satisfies the following equation of 
renewal type in the same way as we derive (24). We have for t > 0 
W = 1; li7 dQ,,(7) + f 1" [rig + q(t - ~11 ~Q,,(T) 
3==2 0 
(i = 2,..., m), 
while 
(43) 
Wj( co) = y+i w,(t) (i = 2,..., m), (44) 
which is valid since the system reaches the absorbing state with probability 1, 
Assuming that t + co in (43) and using vi(~), we have 
= rP?i + 2 P,U3r,(=)) (i = 2,..., m). (45) 
g=z 
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Introducing two (m - 1) x 1 vectors, 
and an (m - 1) x (m - 1) matrix 
. . . . . . 
(46) 
(47) 
we rewrite (45) in matrix form as follows: 
v1 = Hlrl + Plvl , 
or 
[I - P,] v, = H,r, . (48) 
Solving (48) with respect to vi , we have 
v1 = [I - P&l H,r, . (49) 
The total expected return starting from the probability vector a in (41) is 
g, = a,vl = aJI - P,]-l Hlr, , (50) 
or 
(51) 
In the preceding two cases we have not considered the decrease in return 
with the lapse of time. In the actual situations we have to take account of the 
decrease in return, that is, discounting. The rate of decreasing is denoted 
by discount factor. Since the system is continuous in time, we use a discount 
factor 01 (a > 0) of exponential type. That is, if we have an unit return at 
any time, we have the return e-mt after a time period t. The consideration 
of discounting is mathematically to avoid the divergence of the total expected 
return vi( co). 
Suppose that a semi-Markov process is ergodic. Let vi(t) be the expected 
return up to time t starting from state i at time zero with discounting. If we 
have yi at time 7, the accumulated return between 0 and t is 
i 
t 
y.e-47 & = -$ [l - e-at]. t (52) 
0 
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Therefore, we have similarly the equation of renewal type with respect to 
q(t) as follows: 
w,(t) = [l - H,(t)] $ [l - e-=t] 
+ g ,: I$ [l - e-“‘I -t e-“‘z+(t - T)/ d&(T) (i = l,..., m). (53) 
Considering the behavior in the steady state, we set 
Wi(a3) = pi q(t) (i = l,..., m). 
Assuming the limit in (53), we have 
q(co) = 2 [l - hf(ol)] + f Vj(co) Q&X) (i = 
j=l 
Introducing 
p&z) = 2 [I - hi(a)] (i = l,..., m) 
and putting two m x 1 vectors, 
(54) 
1 ,-**, 4. (55) 
(56) 
P(4 = (57) 
we rewrite (55) in matrix form 
v(m) = 44 + 4(4 V(W)> 
or 
[I - 441 v(m) = PW 
Since the inverse matrix [I - q(a)]-’ exists, we have 
v(a) = [I - s(41-’ 44. (58) 
Thus, the total expected return starting from the initial vector a given in (3) is 
or 
g3 = av(a) = 41 - q(~)l-’ e(a), (5% 
where 
g3 = f f Wid4 P,b>, (W 
i-1+1 
[I - sbw’ = r%b4* (61) 
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Finally, we shall consider an absorbing semi-Markov process with dis- 
counting. vi(t) satisfies 
q(t) = i: 2 [l - e-7-j ~Q,(T) 
+ f It 1% [l - e-UT] + e-aTvj(t - T)/ ~Q,(T) (i = 2,..., m), (62) 
j+ 0 
which is a renewal type equation. Since ZJ~( t) -+ vi( 03) as t -+ CO, we have 
Setting 
and 
we have the following matrix form, using (46) and (65): 
“1 = h(4 + 41(4 “1 * 
Solving with respect to vr , we have 
“1 = [I - %@)I-’ w. 
(63) 
(64) 
(65) 
(66) 
(67) 
The total expected return starting from the initial probability vector given 
in (41) is 
or 
g4 = wl = al[I - 4d4Y +4, v-33) 
where 
(6% 
1 . (70) 
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4. LINEAR PROGRAMMING FORMULATION 
OF SEMI-MARKOVIAN DECISION PROCESSES-I 
Semi-Markovian decision processes with which we are concerned may be 
stated as follows: When the system is in state i, we have Ki selections in each 
state i. If we choose a decision k in state i (i = l,..., m), the system obeys the 
probability law Q:j(t) =&F:.(t) (i = I,..., m), where Qfj(t) is the mass 
function defined earlier, p$ is the transition probability from state i to statej, 
and F:(t) is the distribution of the sojourn time in state i knowing that the 
next visiting state isj. And we get the return yik per unit time. In other words, 
we have Ki selections in each state i, that is, we have K = l,..., Ki selections 
Q:(t), (~,“l> F;(t)) and rlik (j = I,..., m) (71) 
for each i. 
Then, what decision, i.e., the combination of the selections for all states, 
maximizes gi (i = 1,2, 3,4) given in the last section ? 
We have four problems in accordance with the classification of the system 
and with discounting, that is, the processes are ergodic without discounting, 
absorbing without discounting, ergodic with discounting, and absorbing 
with discounting. 
Though we have four problems as above, from the mathematical viewpoint 
we have two methods, one is used in an ergodic case without discounting and 
the other the remaining three cases. Thus, in this paper we partition these 
problems into two parts. This section states an ergodic case without dis- 
counting. The following section states the rest. 
In the first case, we assume that the imbedded Markov chains are ergodic 
whatever the combinations of selections are. Howard [2] has called this 
system completely ergodic process in the discrete time Markov chains. We 
also assume that QZ(t)‘s h ave never pathological behavior. In the actual 
situations these assumptions are usually satisfactory. 
Let the probability that the system makes decision k in state i be 
dik (i = I,..., m; R = I,... Ki). 
It is obvious from the nature of probabilities that 
0 < dik < 1 (i = l,..., m; K = I,..., Ki) 
(72) 
gl dik = 1 (i = l,..., m). (73) 
In the practical situations for fixed i, dik takes unity for one K and the other 
remaining dix’s are zero. But, for convenience we assume that we may take 
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any value which satisfies (73). We shall discuss this question in detail after- 
wards. If we find all dir’s, then Qij(t), p, , and li of the system are 
&5(t) = ; Q:(t) dik (i,j = l,..., m) 
?C=l 
pij = z pf" dik 
k-1 
(i,j = 1 ,***, m) 
Ki 
Yi = C ri” di, 
k-l 
(i = l,..., m). 
Using (74), we obtain 
vi = f, 2 dik Srn t dQFj(t) = ; vi” di, (i = I,..., m), 
j=l k==l 0 &=l 
7ik = gl J,” t dQFi(t) = 2 pF$Fj (i = l,..., m; k = l,,.., Ki). (76) 
Using (39), (74), and (75), we have 
(74) 
(75) 
(77) 
where rj satisfies (20). Therefore, rewriting (20) by using dik’s, we have also 
7rj 3 0 (j = l,..., m) 
m Ki 
~j-~l~l~~p~jd,,-O (j=l,...,m> 
Now, we define 
xir = ?rj dik ( j = I,..., m; k = l,..., Kj). (79) 
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Rewriting (77) by using xilt’s, we have 
m Kj 
g1 = 
zl zl 77jkrikXjk 
m Kj 
;I ,c, %‘“‘jk ’ 
Similarly, (78) becomes 
xjk > 0 (j = I,..., m; k 
~l%k-~l$ldjxdk=o (j=h-,m> 
Z-Z 
(80) 
We are concerned with the average return per unit time, then we will make 
(80) as large as possible. Thus, this programming problem is reduced to the 
nonlinear programming that maximizes the nonlinear function (80) subject to 
(81). In this programming problem xjk’s are variables and the objective 
function (80) is a fraction of linear functions with respect to variables xjk’s. 
Also, the constraints (81) are linear functions. 
If we find xjk's, we can obtain 
djk: = xjk 
I 
4 
c xjk ( j = l,..., m; k = l,..., K,), (82) 
k=l 
that is the required decision. 
The nonlinear programming problem given in (80) and (8 1) can be reduced 
to a linear programming problem as follows: 
We transform the variables xjk’s to ylk’s and y such that 
and 
I 
m Ki 
Yik = Tikxjk c c Tikxjk (j = l,..., m; K = I,..., Kj), (83) 
j=l k=l 
y = 1 
I 
2 5 7)j’Xjk. (84) 
j-1 k-1 
Then, (80) is rewritten by yjk’s as 
m Kj 
g1 = c c ri”Yjk 7 
j=lk=l 
(85) 
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and similarly (81) becomes 
yik 3 0 (j = l,..., m; K = I,..., Kj) 
gl Yjk/?l? - i 2 Pfd’ivik/~? = 0 (j = l,..., m) 
f 2 Y,k/Qk =Y* 
i=l k=l 
Moreover, it holds that 
(86) 
(87) 
because of the transform of (83). 
We can obtain a linear programming problem that maximizes (85) subject 
to (86) and (87) with respect to (Kr + K, + *a* + K,, + 1) variables, yjk’s 
and y. 
Remark that the transformations (83) and (84) are possible since 11~” is
finite and positive for all j and k. 
We suppose that dik defined in (72) assumes any value between 0 and 1. 
But in the practical situations for fixed i, dik takes unity for one K and the 
other remaining dik’s are zero. In other words, for each i there is only one 
yik > 0 andy, = 0 for the other K’s. That is, we have to show the optimality 
of pure decision rules. We should show that the following theorem which is 
an extension of the theorem for the strictly Markov chain case given by 
Wolfe-Dantzig [5]. 
THEOREM 1. For the linear programming problem (819, (86) and (87), there 
exists a solution with property such that, for each i, there is only one yIk > 0 
and yik = 0 for the other k’s. 
PROOF. We show the step 1 of simplex tableau in Fig. 1 for the linear 
programming problem (89, (86), and (87). Since the second m equations of 
(86) have rank m - 1, we eliminate the equation of them for j = m. 
The fundamental property of the linear programming problem states that 
there is a solution with positive (m + 1) yik’s or y and the remaining zero 
variables provided that any solution exists. Because there are (m + 1) 
independent constraints given in (86) and (87), it is clear from the third 
equation of (86) that y is positive. Since y > 0 there is a solution with positive 
m yik’s. Now, the constant terms in Fig. 1 are zero except (m + 1)th term. 
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While, - PFjhik (i rfj) * is zero or negative and (1 - p$/$ is positive, then 
there is at least one term (1 - &)/qik for each row. That is, for each i there 
is at least one yik > 0. If there are two yik > 0 for any one i, there is a row 
without (1 - &J/$ somewhere. This is a contradiction. Therefore, there 
is only one yik > 0 for each i and the others yik’s are zero, which proves the 
theorem. 
Furthermore, we should show the following theorem. 
THEOREM 2. Semi-Markovian decision process under consideration is 
equivalent to the linear programming problem : 
Maximize 
m 4 
g1 = c c Y,‘lkYjk (88) 
subject to 
j-1 k=l 
Yik 2 0 ( j = l,..., m; k = l,..., Kj) 
$l%+?,L - ; ; p:,yik/$ = 0 (j = l,..., m) 
i-l k=l 
(89) 
That is, we need not to take account of the last equation of (87) and of the 
variable y. 
PROOF. Theorem 1 shows that the solution of the linear programming 
problem has always y > 0. But, we should require the optimal decision rules 
in (82) and the maximum average return per unit time in (85). It is clear 
that (85) has no relation to y. From the transformation of variables in (83) 
and (84), we have 
YYik 
Xjk = - 
77i” 
( j = 1 ,..., m; k = l,..., &). PO) 
Thus, the optimal decision rules are given by 
djk = + = YYjkhjk = yjkhk 
zl xik % YYzfk/%” 2 Yik/?ljk 
k=l k-l 
( j = l,..., m; k = l,..., K,), (91) 
where djk is independent of y. These prove the theorem. 
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Theorem 2 gives the linear programming problem (88) and (89) which has 
Kvariables and m constraints, where K = Kl + K, + --* + K,,, . One of the 
constraints (86) is redundunt, that is, one of them is obtained by linear 
combination of the others. 
5. LINEAR PROGRAMMING FORMULATION 
OF SEMI-MARKOVIAN DECISION PROCESSES-II 
In this section we shall treat three problems, that is, an absorbing case 
without discounting, an ergodic case with discounting and an absorbing case 
with discounting. For these problems we are concerned in common with the 
total expected returns instead of the average return per unit time in the 
steady state. Furthermore, the total expected returns have an effect on the 
initial conditions. 
In the first place we shall consider an absorbing case without discounting. 
It is to maximize 
given in (51). Since we have only attention to the process before absorption, 
we take no account of the decision in absorbing state 1. In (92) rnij is 
[I - PI-’ = [rnij], (93) 
so we have 
[I - PI-1 [I - P] = I (94) 
or 
g2 m&, - Pa) = h, (i, 2 = 2 ,..., m). (95) 
Let 
dik (i = 2 ,..., m; k = l,..., KJ (96) 
be the probability that the system makes decision K in state i as it stated in (72). 
Using this di, , we have 
Now, we set 
z~j, = C aim,qjk dj, > 0 
i=2 
(j = 2 ,..., m; k = l,..., K,), (98) 
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and calculate 
m Ki m m Kj 
z2 zl CsjZ - P3 %k/?f = 1 1 C (hz - P,“l> ai% 4k 
i=2 j=2 k-l 
= g2 (g2 mid%2 - Ad) ‘i 
that is, 
= a, (1 = 2,..., m), 
(I = Z..., m). 
While, (97) becomes 
rn Kj 
gz = C C rjkxjk * 
j=2 k-1 
w-v 
This states a linear programming problem of maximizing (100) subject 
to (99). This programming problem is similar to that of the ergodic case 
without discounting. 
In the next place we shall consider an ergodic case with discounting. It is to 
maximize 
given in (60). Let the probability that the system makes decision k in state i be 
4, (i = I,..., m; k = l,..., Ki), (102) 
in the same manner. Rewriting (101) using above dik’s, we have 
Setting 
g3 = 5 i fJ aivij(ol) pjk(a) djk . 
(~1 j=l k=l 
(103) 
xjk = F apij(a) di, > 0 
i=l 
(j = I,..., m; k = I,..., Kj) (104) 
376 
and using the relation 
OSAKI ANJ MINE 
or 
[I - 4(cw [I - s(a)1 = I, (105) 
we obtain 
m Ki 
in the same manner of obtaining (99). Then, g, given in (103) becomes 
This states a linear programming problem of maximizing (108) subject 
to (107). 
In the last place we shall consider an absorbing case with discounting. 
The objective function is 
g, = ; f 5 cxipij(cx) A,“(E) dfR , 
ix$ j-2 k-1 
as we consider in (92), where djk is defined in (96). Setting 
~20ipij(a)dik==~x~k>0 (j=2 ,..., m;k=l,..., Kj) 
and using the relation 
II - %(W [I - sd41 = 17 
or 
(i, 1 = Z..., m), 
we have 
g2 -g CL - &W) Xjk = a, (I = 2,..., m), 
(109) 
(110) 
(111) 
(112) 
(113) 
and (I 09) becomes 
(114) 
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This states a linear programming problem of maximizing (114) subject 
to (113). 
These linear programming problems are similar to those of the pre- 
ceding section. Then, for these problems, we have 
dj,c _ K:e [absorbing case:! = 2 ,..., m; K = l,..., &I , 
ergodic case:] = l,..., m; k = I,..., Kj (115) 
which is the optimal decision rule using xjk . But, there is only one dik: = 1 
and the others djk = 0 for each j. That is, we have to show the optimality 
of pure decision rules. This can be shown by the same method of the Theo- 
rem 1. This fact is not stated here in the form of theorem. 
6. RELATION BETWEEN LINEARPROGRAMMING AND DYNAMIC PROGRAMMING 
Consider the dual problems whose primal problems are formulated in the 
preceding two sections. Now, we shall consider a linear programming prob- 
lem (88) and (89). In this case one of m constraints given in the second 
equations of (89) is redundunt. So we omit a constraint for j = m. Then, the 
constraints are shown by 
yjk>o (j=l)~~~) m;k=l,...) Kj) 
ffl yik/?ljK Vi k$ PtYik/%k = 0 (j = l,..., m - 1) 
We can show the primal and dual problems in Tucker diagram [12] given 
in Fig. 2. 
The dual problem is: 
Minimize 
subject to 
V WZ (117) 
m-1 sij - & 
’ rlik 
Vj + V, > Tih, 
j=l 
or 
vm 3 Yik + -$ y p:*vj -- vi 
I 
(i = l,..., m; k = I,..., K,), (118) 
1 j=l 
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where 
vi : unconstrained in sign (i = I,..., m). (119) 
It is clear that there is a solution in the primal problem. So, there is a solution 
in the dual problem, which has the objective function g, . Hence, we can set 
V m =a 
by the duality theorem [12]. 
Therefore, the dual problem is: 
Minimize 
subject to 
g1 (120) 
gl 3 rik + + 
[ 
m,fl PFjVj - Vi 
1 
(i=l,..., m;k=l,..., Ki), (121) 
2 j=l 
where 
vui : unconstrained in sign (i = l,..., m - 1). (122) 
This linear programming problem is equivalent to that of Howard [9]. He 
has formulated the dual problem (120), (121), and (122) by the dynamic 
programming approach. He has showed that vi(t) is written as 
vi(t) = vi + g1t (i = l,..., m) (123) 
for large t. It is also shown that vi’s are relative values. Since one of vi’s 
assumes any value, we can set 21, = 0 and introduce a new variable g, . 
The dual variables vi’s correspond to those of (123). 
Consequently, the linear programming approach which is indicated in 
Section 4 is mutually dual to that of the dynamic programming shown by 
Howard [9]. 
Similarly, we can show the relation of the linear programming problems 
given in Section 5. Since the relation is almost similar, we consider only an 
ergodic case with discounting. 
In this case we show the primal and dual problems in Tucker diagram given 
in Fig. 3. 
Then, the dual problem is: 
Minimize 
subject to 
g, = F aivi 
i=l 
2 & - &b)) vj > pib(4, 
j=l 
(124) 
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or 
vi 3 Pik(‘y) + f Si”jCa) VI (i = I,..., m; k = l,..., KJ, (125) 
j=l 
where 
vi : unconstrained in sign (i = l,...) m). (126) 
This linear programming problem is equivalent to that of the dynamic 
programming. 
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