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A partir d’une décomposition en cônes de l’espace directeur d’un appartement d’un immeuble affine localement
fini, on définit une compactification de l’immeuble semblable à la compactification de Satake d’un espace symétrique.
Comme cas particuliers de cette construction, on retrouve la compactification polygonale classique telle que décrite
dans [Lan96] ou ses généralisation décrites dans [Wer07]. Un intérêt de la construction présentée ici est qu’elle st
totalement géométrique : elle est indépendante de l’exist nce d’un groupe agissant sur l’immeuble. On prouve au pas-
sage plusieurs résultats permettant d’identifier certaines parties de l’immeuble qui sont incluses dans un appartement,
par exemple on prouve que deux facettes de quartier sont, quittes à être réduites, incluses dans un même appartement.
Abstract
We define a compactification of an affine buildingI indexed by a family of partitions of the director space~A
of one of its appartmentsA. This compactification is similar to Satake’s compatification of a symetric space, and it
generalizes the quite well known polygonal compactification of an affine building in the sense that it is independant of
the action of a group on the building, and that it allows some variations depending on the choice of the partition of~A.
The different choices will mainly lead to different subgroups of the Weyl group acting on the border ofA. Along the
proofs, we get some results to help one find subsets of the building wich are included in an apartment, for exemple we
prove that two sector facets can always be reduced so that they fit in one apartment.
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2.4 Conséquences directes des hypothèses surF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.5 Exemples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 6
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6.4 I est à base dénombrable d’ouverts . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . 46
6.5 Injections canoniques . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . 46
6.5.1 L’injectionιI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.5.2 Les injectionsιA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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1 Introduction
Le but de cet article est de présenter une construction purement géométrique de la compactification polygonale
d’un immeuble affine localement fini, comme celle décrite par Landvogt [Lan96]. On s’affranchit totalement de l’usage
d’un groupe agissant sur l’immeuble, ce qui permet de définir u e compactification pour les quelques immeubles qui
pourraient ne pas être associés à un groupe muni d’une BN-paire.
On propose également une généralisation : on définit toute une famille de compactifications, indexée par l’ensembl
des partitions de l’espace directeur d’un appartement en cˆones assujettis à certaines conditions. Parmi elles se trouvent
la compactification polygonale classique définie dans [Lan96] ou [GR06] ainsi que celles décrites par Annette Werner
dans [Wer07].
Décrivons rapidement l’espace obtenu. L’adhérence de chaque appartement sera l’espace compact obtenu en ra-
joutant à l’infini un polygone, dont chaque face sera un complexe de Coxeter avec comme groupe un sous-groupe du
groupe de Weyl de l’immeuble. On peut choisir n’importe quelpolygone stable par le groupe de Weyl vectoriel, mais
pour un choix quelconque, la structure de complexe de Coxeter s ra triviale sur de nombreuses faces. La compactifi-
cation de l’immeuble est obtenue en étendant la compactification d’un appartement de référence, d’une manière qu’on
prouvera être unique dans la majorité des cas. Le bord ainsi r jouté à l’immeuble est en fait une réunion d’immeubles
affines, dont les groupes de Coxeter sont des sous-groupes du groupe de Coxeter de l’immeuble de départ. Le choix
de la décomposition en cônes au départ détermine lesquels de ces sous-groupes interviennent.
Par ailleurs, quelques résultats intermédiaires peuvent avoir leur intérêt propre, certains sont valides dans lecadre
d’un immeuble quelconque. Il s’agit principalement des réultats de la partie 4, qui donnent des critères pour s’as-
surer qu’une partie d’un immeuble est incluse dans un seul appartement. On prouve notamment que deux galeries
tendues sont, quitte à être réduites, incluse dans un même appartement (du système complet d’appartements), puis
on généralise au cas d’une galerie tendue et d’une chemin´ee. Ceci prouve par exemple que deux facettes de quartiers
quelconques contiennent des sous-facettes incluses dans un même appartement, généralisant le résultat similaire déjà
connu pour les quartiers (voir par exemple la proposition (9.5) de [Ron89]). Quelques résultats classiques sur l’enclos
d’une partie sont également prouvés, dans le cas d’une parti ne coupant aucune chambre.
Dans la partie, 2, on énonce et on analyse brièvement les conditions requises sur une décomposition en cônes de
l’espace directeur d’un appartement pour définir une compactification de l’immeuble. Dans la partie suivante, on définit
la compactification d’un appartement. L’interlude de la partie 4 permet d’énoncer les quelques résultats nécessair`
la suite qui peuvent avoir un intérêt propre. La partie 5 d´efinit l’ensemble qui sera l’immeuble compactifié, la partie
6 définit la topologie sur cet ensemble et prouve les propri´etés attendues, en particulier la compacité. Dans la partie
7, on vérifie que la compactification de l’immeuble ainsi défini est unique lorsqu’une compactification d’un apparte-
ment est fixée et que l’immeuble provient d’un groupe muni d’une donnée radicielle. Cela fournit un moyen simple
de comparer cette compactification avec d’autres, comme cell s définies dans [Lan96],[GR06] et [Wer07]. Enfin, la
partie 8 décrit le bord qu’on vient de rajouter à l’immeuble : il s’agit d’une réunion d’immeubles affines de dimensions
inférieures.
2 La donnée initiale
2.1 Conventions, notations
Un immeubleI sera vu a priori comme un complexe simplicial vérifiant les axiomes classique ([Bro89], [Tit74]),
ou comme un complexe polysimplicial comme dans [BT72]. Chaque appartementA est un complexe de Coxeter, dont
on noteW(A) le groupe de Coxeter. Ce groupe est indépendant deA à isomorphisme près. Lorsqu’on choisit une
chambrec de A, les réflexions par rapport aux cloisons dec forment une partieS(c) deW(A) telle que (W(A),S(c))
est un système de Coxeter. La classe d’isomorphisme deW(A) est caractérisée par un diagramme appelé diagramme
de Coxeter. Son ensemble de sommets est en bijection avecS(c), et les sommets correspondant aux réflexionss et t
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sont reliés siset t ne commutent pas. On précise alors sur l’arête l’ordre dest. Ce diagramme ne dépend pas du choix
deA ni dec.
On définit sur l’ensemble des facettes le type, c’est une foncti à valeur dansP(S(c)) qui permet de caractériser
les orbites des facettes d’un appartement sous l’action du gro pe de Weyl. Les isomorphismes entre appartements
préservent le type, par définition.
L’ensemble des chambres deI est muni d’une distance à valeur dansW(A), appeléeW-distance. En fait,I est tota-
lement déterminé par l’ensemble de ses chambres muni de saW-distance, c’est d’ailleurs le point de vue adopté dans
[Ron89].
Nous nous intéressons principalement aux immeubles affines. Dans ce cas, on identifieI à sa réalisation géométrique
affine, qui est un espace métrique complet dans laquelle les appartements sont des espaces affines euclidiens, les
groupes de Coxeter des groupes de transformations orthogonales affines, et les isomorphismes entre appartements des
isométries. Voir [Bro89], chapitre VI, [BT72], [Tit86], [Par00],[Rou08]. C’est cet espace qu’on se propose de compac-
tifier. Si A est un appartement, le groupeW(A) est engendré par les réflexions orthogonales par rapportà des hyperplans
appelés murs ([Bou68]). Les murs définissent une partition deA dont les parties sont identifiées aux facettes deA, l s
chambres étant les facettes de dimension maximale.
On note~A l’espace directeur deA, c’est lui aussi un complexe de Coxeter dont le groupeW(~A) est l’ensemble des
parties vectorielles des éléments deW(A). Il est engendré par les réflexions orthogonales par rapport aux murs de~A,
qui sont les espaces directeurs des murs deA. Les murs de~A définissent une partition de~A en cônes convexes appelés
facettes de Weyl ou facettes vectorielles. Ces parties sontide ifiées aux simplexes du complexe de Coxeter~A.
Il existe un système de racineφ ⊂ ~A∗ tel que les murs de~A sont les noyaux des racines et dontW(A) est le groupe de
Coxeter affine associé, au sens de [Bou68], 2.5.
Si on fixe une chambre de WeylC ⊂ ~A, on note, pours ∈ S(C) αs la racine correspondante (donc ker(αs) = Fix(s)).
Alors {αs}s∈S(C) est une base deφ etC = {x ∈ ~A | ∀s ∈ S(C), αs(x) > 0}. De plus, dans le diagramme de Coxeter de~A,
deux sommets et t sont reliés si et seulement siαs n’est pas orthogonale àαt. En considérant ce diagramme comme
un simple graphe, on définit les notions de connexité habituelles.
Lorsqu’on passe du point de vue complexe simplicial au pointde vue géométrique d’un immeuble affine, le voca-
bulaire change un peu :
Un complexe simplicial est en particulier un ensemble muni d’une relation d’ordre. On notera généralement⊏ cette
relation, et on dira quec est inclus dansd lorsquec ⊏ d. Mais lorsquec ⊏ d dans un immeuble affine, alors dans la
réalisation géométriquec est inclus dans l’adhérence de, avecc ⊂ d si et seulement sic = d. En général,c ⊂ ∂d.
De plus, dans un complexe simplicial, la facette maximale inf´ r eure àc et àd, notéec ∧ d est appelée l’intersec-
tion dec etd. Dans la réalisation géométrique, l’adhérence dec∧ d est égale à l’intersection des adhérences dec etd,
maisc∧d ne s’exprime pas de manière directe en fonction dec etd (en fait,c∧d est l’intérieur de ¯c∩d̄ dans Vect(¯c∩d̄)).
Si M est un mur etc une chambre dans un système de CoxeterA, on noteraD(M, c) le demi-appartement fermé
délimité parM et contenantc. Sauf précision, un demi-appartement signifiera un demi-appartement fermé. Un demi-
appartement peut aussi être défini à l’aide de deux chambres adjacentesc et d, ou d’une racineα (on voit a priori les
racines comme des formes affines sur un appartement) et d’un entierk : on noteraD(c, d) la réunion des chambres
fermées plus proches dec que ded, etD(α, k) = {x|α(x) + k ≥ 0}.
SoientD+ et D− les deux demi-appartements définis par un murM dans un appartementA. On dira que deux par-
tiesα et β de A sont séparées parM si α ⊂ D+ et β ⊂ D−, ou l’inverse. On notera alorsα|Mβ (Donc par exemple,
α ⊂ M ⇒ α|Mβ quel que soitβ). On dira que ces parties sont séparées strictement parM si en outreα 1 M etβ 1 M.
L’enclos d’une partieE dans un appartementA est l’intersection de tous les demi-appartements fermés deA conte-
nantE. On la note ClA(E).
LorsqueA et B sont deux appartements ayant au moins une chambre en commun,on peut naturellement identifier
~A avec~B. Lorsque la dimension deA∩Best moindre, on ne peut qu’identifier un sous-espace de~A avec un sous-espace
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de ~B, voici comment on procède :
Les sous-espaces Vect{ ~xy ∈ ~A | x, y ∈ A∩ B} ⊂ ~A et Vect{ ~xy ∈ ~B | x, y ∈ A∩ B} ⊂ ~B sont canoniquement isomorphes.
On identifie alors ces deux sous-espaces, et on note l’espaceobtenu~A∩ ~B. Cet espace vérifie la propriété suivante : si
E est un troisième appartement, siφ : A
∼
−→ E etψ : B
∼
−→ E sont deux isomorphismes qui coı̈ncident sur un ensemble
b ⊂ A∩ B, alors l’espace directeur~b de Aff(b) est inclus dans~A∩ ~B, et pour tout~v ∈ ~b, on a~φ(~v) = ~ψ(~v).
Cette ”intersection des espaces directeurs” ne vérifie pasl’associativité, en fait l’écriture (~A∩ ~B)∩ ~C n’a même aucun
sens, car~A ∩ ~B n’est pas uniquement défini au moyen de la structure vectorille de~A et ~B, mais bien de la structure
d’espaces affines deA et B. (Une notation commeA~∩B serait sans doute plus appropriée.)
Remarque:Dans la suite,~b ne signifiera pas en général l’espace directeur de Aff(b).
2.2 Cônes convexes
Dans cet article, tous les cônes seront supposé convexes apriori. Un cône vectoriel convexe dans unR-espace
vectoriel ~E est un sous-ensemble de~E stable par addition et multiplication par un scalaire strictement positif. Tout
cône vectoriel contient 0 dans son adhérence. SiE est un espace affine dirigé par~E, un cône convexe affine deE est
un sous-ensemble deE de la formef = s+ ~f où s ∈ E et ~f est un cône convexe de~E.
Lorsque ~f est un cône de~E ne contenant pas de droite (on dit aussi ”cône pointu”), alors l’écriture f = s+ ~f est
unique, ce qui permet de définirscomme étant lesommetde f , notés( f ).
Le cône vectoriel~f est quand à lui toujours bien déterminé, on l’appelle ladirectionde f . Deux cônes ayant la même
direction sont ditparallèles. Sig est un cône parallèle àf etg ⊂ f , alorsg est un sous-cône parallèle def , et on abrège
”sous-cône parallèle” en ”scp”.
Remarque:Dans [BT72], deux parties d’un appartement égales à translation près sont appelées équipollentes au
lieu de parallèles.
2.3 Décomposition d’un appartement en ĉones
On fixe désormais un appartementA0. On noteraW = W(A0) son groupe de Coxeter, etWv = W(
−→
A0) son groupe
de Coxeter vectoriel. On choisit un ensembleF de parties non vides de
−→






~f . (Le symbole⊔ signifie ”réunion disjointe”.)
(H2)F est fini.
(H3) {0} ∈ F .
(H4) Chaque élément deF est décrit par un système d’équations et d’inéquationslinéaires : pour tout~f ∈ F , il
existen ∈ N, α1, ..., αn ∈
−→
A0∗, r ∈ N tels que~f = {x ∈
−→
A0|αi(x) = 0, ∀i ∈ ~1, r, etα j(x) > 0, ∀i ∈ ~r + 1, n}. En
particulier, chaque élément deF est un cône convexe, ouvert dans son support.
(H5) Le bord d’un cône~f deF est une réunion d’autre cônes deF , qu’on appelle les faces de~f .
(H6) Si ~f , ~g ∈ F et si ~f est une face de~g, alors ~f = Vect( ~f ) ∩ ~g.
Lorsqu’on parle du bord d’un cône, on sous-entend ici le bord dans l’espace vectoriel qu’il engendre. Pour un cône
~f vérifiant (H4), qui est donc ouvert dans Vect(~f ), on a∂ ~f = ~f \ ~f .
A partir de ces données, on va définir une compactification de A0. Dès qu’on voudra l’étendre en une compactification
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deI, il faudra en outre supposer :
(H7)F est stable par le groupe de Weyl vectorielWv.
2.4 Conśequences directes des hypothèses surF
Chaque élément deF est un cône convexe, ouvert dans l’espace vectoriel qu’il engendre. De plus,{0} est le seul
cône à contenir 0, donc aucun élément deF ne contient de droite, ce qui permet de définir les sommets des cônes
affines de direction un élément deF .
Remarque:La condition (H3) a en fait pour unique but de permettre de définir le sommet d’un cône pour faciliter
les raisonnements dans la suite, mais elle semble superflue.Ét dions brièvement le cas général. Soitf ∈ F le cône
contenant 0. Commef est un cône ouvert dans Vect(f ), on a f = Vect(f ), c’est-à-dire quef est un espace vectoriel.
Comme l’adhérence de tout cône vectoriel contient 0, par (H5) on voit quef est dans le bord de chaque élément de
F . On vérifie alors que chacun de ces éléments est stable paraddition parf , on peut donc tout quotienter parf pour
obtenir un espace vectoriel muni d’une décomposition en cˆones vérifiant cette fois toutes les hypothèses (H1) - (H6).
Si ∂(A0/ f ) est le bord qu’on va définir dans la section 3, alors la mêmeprocédure appliquée àA0 etF conduirait à
rajouter exactement le même bord. En fait, la condition (H3) impose de rajouter àA0 un bord de codimension 1 et non
supérieure.
Lorsque (αi)i∈I⊔J est une famille de formes linéaires définissant~f comme dans la quatrième hypothèse surF , on
notera juste
~f = {αi > 0, α j = 0, i ∈ I , j ∈ J}
La famille (αi)i∈I⊔J est nécessairement génératrice de
−→
A0∗ sans quoi~f ou une de ses faces contiendrait un sous-espace
vectoriel de
−→
A0 non réduit à{0}.
Lorsque~g est une face de~f , alors il existe une famille (αi)i∈I⊔J⊔K telle que :

~f = {αi > 0, α j = 0, i ∈ I ⊔ J, j ∈ K}
~g = {αi > 0, α j = 0, i ∈ I , j ∈ J ⊔ K}
2.5 Exemples
Un premier exemple de telle décomposition de
−→
A0 en cônes est la décomposition en facettes de Weyl, notéeF ∅.
Les cônes affines dont les directions sont dansF ∅ sont les facettes de quartier, et la compactification qu’on obtiendra
alors est la compactification polygonale classique, décrite dans [Lan96].
Un exemple un peu plus général est celui considéré par Annette Werner dans [Wer07], où il s’agit grosso modo d’en-
lever à la décomposition en facettes de Weyl les cloisons d’un certain type. C’est cet exemple que je développe ici.
2.5.1 D́ecompositions en ĉones obtenues̀a partir d’une partie de S
On fixe une chambre de WeylC0 ⊂
−→
A0, soitS l’ensemble des réflexions par rapport aux cloisons deC0, de sorte
que les facettes de
−→
A0 sont typées par les parties deS. Soit J une partie deS, l’idée est de rassembler les chambres
séparées par une cloison de type{ j} avec j ∈ J. Pour assurer la convexité, il faut penser à rajouter alors les facettes
de dimension plus petite qui se trouvent entre plusieurs chambres rassemblées. Pour s’assurer que (H5) et (H6) seront
vérifiées, il faut aussi rassembler les facettes bordant plusieurs chambres rassemblées, lorsqu’elles engendrentle même
espace vectoriel. On arrive à la définition suivante :
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Définition 2.5.1 Si f une facette de Weyl de
−→
A0 de type I⊂ S , on notef̄ J la réunion de f et des facettes de son bord
de type inclus dans I∪ (J ∩ I⊥).
Si h et f sont deux facettes d’une même chambre fermée, avech d typeI ′ et f de typeI , alorsh est incluse dans
f̄ J si et seulement siI ′ est la réunion deI et d’une partie deJ disconnectée deI . Donc une facetteh n’est incluse dans
aucun f̄ J, avec f , h si et seulement si son type ne contient aucune composante conn xe incluse dansJ. Une telle
facette sera diteadmissible. On dira également que son type est admissible, de sorte qu’une facette est admissible ssi
son type est admissible.
Définition 2.5.2 Si f est une facette admissible deC0, on pose J. f =WvJ∩I⊥ . f̄
J.
On pose ensuiteF J =Wv.{J. f | f facette admissible de C0}.
Remarque:Conformément à la notation déjà introduite, l’ensemble des facettes de Weyl estF ∅.
Proposition 2.5.3 L’ensembleF J est un ensemble de cônes, qui vérifie les hypothèses (H1)-(H2) et (H4-H7). Chaque
facette de Weyl f est incluse dans un unique cône deF J, qu’on notera J. f . Lorsque J ne contient aucune composante
connexe de S , alorsF J vérifie également (H3).
Démonstration:
Les points (H2), et (H7) sont évidents, (H3) est vrai si et seulement si{0} est une facette admissible, ce qui équivaut
bien au fait queJ ne contient aucune composante connexe deS. Il est également clair que~A =
⋃
f∈F J f , et pour
prouver (H4) et (H5), il suffit de considérer des éléments deF J du typeJ. f , avecf une facette admissible deC0.
On commence par (H4). Soient{αi}i∈S l’ensemble des racines délimitantC0. Soit I ⊂ S et f la facette deC0 de
type I , alors
f = {αi = 0, α j > 0, i ∈ I , j ∈ S \ I },
et
f̄ J = {αi = 0, αk > 0, αl ≥ 0, i ∈ I , l ∈ J ∩ I⊥, k ∈ S \ (I ∪ (J ∩ I⊥))}.
NotonsL = J ∩ I⊥ et K = S \ (I ∪ (J ∩ I⊥)). Montrons queJ. f = {αi = 0, w(αk) > 0, i ∈ I , k ∈ K, w ∈ WvJ∩I⊥ }. En
attendant, notonsE ce dernier ensemble. C’est un ensemble délimité par des mur , donc une réunion de facettes. De
plus, pour toutw ∈WvJ∩I⊥ et touti ∈ I , w(αi) = αi , on voit donc queE est stable parW
v
J∩I⊥ .
Pour montrer queJ. f ⊂ E, il suffit donc de montrer quēf J ⊂ E. Soitx ∈ f̄ J, il vérifie déjà les conditionsαi(x) = 0,
i ∈ I . Soitk ∈ K et w ∈ WvJ∩I⊥ . On sait que{αs}s∈S est une base du système de racines de
−→
A0. Or, w ∈ WJ∩I⊥ = WL, et
L ∩ K = ∅. Doncw(αk) = αk +
∑
l∈L nlαl , avecnl ∈ N. Il apparaı̂t ainsi quew(αk)(x) > 0. Doncx ∈ E.
Montrons l’inclusion inverse. Soitx ∈ E, il existew ∈ WL tel que∀l ∈ L, αl(w.x) ≥ 0. CommeE est stable parw,
w.x ∈ E, et ainsiw.x vérifie toutes les inégalités prouvant qu’il appartientà f̄ J. Doncx ∈WL. f̄ J = J. f .
A présent, prouvons que chaque facette de Weyl est incluse dans un unique cône deF J. Ceci impliquera directe-
ment (H1) car les éléments deF J sont des réunions de facettes de Weyl.
Soit f ∈ F ∅ une facette de Weyl, incluse dans deux éléments deF J, disonsw1.J.g1 et w2.J.g2. En translatant tout par
un élément deWv, on peut supposerf ⊂ C̄0. Soit I1 le type deg1 et I2 celui deg2. Il existev1 ∈ WvJ∩I⊥1
et v2 ∈ WJ∩I⊥2
tels quef ⊂ w1v1ḡJ1 et f ⊂ w2v2ḡ
J





type de f s’écrit doncI ′ = I1 ⊔ J1 = I2 ⊔ J2 où J1 et J2 sont des parties deJ disconnectées respectivement deI1 t
de I2. Soit K une composante connexe du type def , lle est incluse soit dansI1 soit dansJ1. De deux choses l’une :
soit K ⊂ J et alorsK ne peut être incluse dansI1 carg1 est admissible, soitK 1 J et alors elle ne peut être incluse
dansJ1. On voit donc queJ1 est la réunion des composantes connexes deI ′ incluses dansJ, I1 est la réunion des
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autres composantes connexes. Le même raisonnement est valable pourI2 et J2, ce qui prouveI1 = I2 et J1 = J2. D’où
g1 = g2 et J.g1 = J.g2. Il reste à regarderw1 et w2. On sait quew1v1 ∈ Fix( f ) = WI ′ , et I ′ = I1 ∪ J1 ⊂ I ∪ (J ∩ I⊥).
D’où w1v1 ∈WvI∪(J∩I⊥), d’où w1J.g1 = J.g1. De même,w2J.g2 = J.g2 = J.g1 = w1J.g1. Ce qui prouve quef est incluse
dans un unique cône deF J.
Prouvons (H5). Soitf ∈ F ∅ une facette de Weyl admissible qu’on peut supposer incluse dansC0, soit I son type.
CommeJ. f est une union de facettes de Weyl, son bord l’est aussi. Soitg une facette de Weyl bordantJ. f . Quitte à
translaterg par un élément deWvJ∩I⊥ qui stabiliseJ. f , on peut supposerg ⊂ C̄0, et doncg ⊂ f̄ . CommeJ. f est ouvert
dans Vect(J. f ), on a mêmeg ⊂ f̄ \ f̄ J. NotonsJ.g le cône deF J contenantg, il s’agit de prouver queJ.g ⊂ ∂J. f . Soit
I ′ le sous ensemble deS obtenu en retirant au type deg toutes ses composantes connexes incluses dansJ. Soit h la
facette deC̄0 de typeI ′, alorsh est admissible etg ⊂ h̄J ⊂ J.h, doncJ.g = J.h. Si J1 est une composante connexe de
type(g) incluse dansJ alorsJ1 ∩ I est une réunion de composantes connexes deI incluses dansJ, d’où J1 ∩ I = ∅ car
I est admissible. Ceci prouve queI ⊂ I ′, et donch ⊂ f̄ . Ensuite,J.h = WvJ∩I ′⊥ .h̄
J ⊂ J. f carWvJ∩I ′⊥ ⊂ W
v
J∩I⊥ et h̄
J ⊂ f̄ .
Et commeJ.h , J. f carg ⊂ J.h, on aJ.h∩ J. f = ∅ d’où J.h ⊂ ∂J. f .
Il ne reste plus qu’à prouver (H6). SoitJ.h une face d’un côneJ. f . Comme dans le paragraphe précédent, on peut
supposer queh et f sont des facettes admissibles deC̄0. Soit I le type def et I ′ le type deh. Nous procédons par
récurrence sur Card(I ′ \ I ), en commençant par montrer l’hérédité.
On suppose donc Card(I ′ \ I ) ≥ 2. Commeh 1 f̄ J, il existe l ∈ I ′ \ (I ∪ (J ∩ I⊥). Soitg la facette deC̄0 de type
I ∪ {l}, elle est admissible. Par récurrence on aJ.g = J. f ∩ Vect(J.g). De plus,J.h est une face deJ.g, différente deJ.g
carh est admissible et ne peut donc être incluse dans ¯gJ. Donc par récurrence,J.h = J.g∩ Vect(J.h). La combinaison
des deux égalités donne bienJ.h = J. f ∩ Vect(J.h).
Traitons maintenant le cas Card(I ′ \ I ) = 1. Dans l’égalitéJ.h = Vect(J.h) ∩ J. f , l’inclusion ” ⊂ ” est évidente.
Soit x ∈ Vect(J.h) ∩ J. f , cela signifie, d’après la description deJ. f obtenue pour prouver (H4) :
– pour touti ∈ I ′, αi(x) = 0
– pour toutw ∈WvJ∩I⊥ et k ∈ S \ (I ∪ (J ∩ I
⊥)), w.αk(x) ≥ 0.
Et le but est de prouver :
– pour touti ∈ I ′, αi(x) = 0
– pour toutw ∈WvJ∩I ′⊥ et k ∈ S \ (I
′ ∪ (J ∩ I ′⊥)), w.αk(x) ≥ 0.
Parmi ces inégalités, celles qui ne sont pas directement dans la liste des hypothèses sont lesw.αk(x) ≥ 0 lorsque :
k ∈ (S\(I ′∪(J∩ I ′⊥))) \ (S\(I∪(J∩ I⊥))) = (I∪(J∩ I⊥))\(I ′∪(J∩ I ′⊥)) = (J∩ I⊥)\(I ′∪(J∩ I ′⊥)) = (J∩ I⊥)\(I ′∪ I ′⊥)
et lorsquew ∈WvJ∩I ′⊥ .
Soit k un tel indice etw ∈ WvJ∩I ′⊥ . En particulier,k ∈ W
v
J∩I⊥ . Soit l tel queI
′ \ I = {l}. CommeI ′ est admissible,
l < J ∩ I⊥.
Alors wk ∈WvJ∩I⊥ , et l ∈ S \ (I ∪ (J ∩ I
⊥)) d’où d’après les hypothèseswk.αl(x) ≥ 0. Mais :
wk.αl(x) = αl(kw−1x) = αl(w−1x− 2αk(w−1x).α∨k ) = αl(w
−1x) − 2wαk(x).〈αk|αl〉
Commel ∈ I ′ et w−1x ∈ Vect(J.h), on aαl(w−1x) = 0. Il reste donc−2wαk(x).〈αk|αl〉 ≥ 0.
Mais k , l car l ∈ I ′ et k < I ′. De plus, sik était orthogonal àl, il serait orthogonal àI ′, ce qui est exclus. Ainsi,
〈αk|αl〉 < 0, ce qui entraı̂newαk(x) ≥ 0. 
2.5.2 Comparaison avec [Wer07]
On peut dès à présent vérifier de façon élémentaire que les partitions de
−→
A0 en parties convexes définies dans
[Wer07] sont précisément du type précédent. Ces parties sont définies, pour l’immeuble de Bruhat-Tits d’un groupe
8
G(K) avecK un corps local, à partir d’une représentation linéaireρ fidèle et de dimension finie deG(K), mais ne
dépendent en fait que de la facette de Weyl deA∗0 dans laquelle se trouve le plus haut poidsλ0(∆) deρ une fois fixée
une base∆ du système de racine ([Wer07] théorème 4.5). SoitJ le type de cette facette (il est indépendant de∆).
Commeρ est fidèle,J ne contient pas de composante connexe deS. Pour∆ la base du système de racines correspon-




Soit∆ une base du système de racines etY ⊂ ∆. Il est immédiat d’après la définition donnée dans [Wer07] (définition
1.1) queY y est dit admissible si et seulement si il existeI ⊂ S admissible (au sens défini plus haut) tel queY = {αi}i∈I .
Les parties définies dans [Wer07] sont notéesF∆Y pour∆ une base du système de racines etY ⊂ ∆ une partie ad-
missible. Ce sont des réunions de facettes de Weyl ([Wer07], proposition 4.4), ouvertes dans leur support, qui réalisnt
une partition de
−→
A0 stable par le groupe de WeylWv. Soit∆ la base correspondant àC0, etY ⊂ ∆ une partie admissible.
Soit f la facette deC0 de typeI , avecY = {αi}i∈I , nous allons voir queF∆Y = J. f . Pour commencer, la proposition
[Wer07] 4.4 montre queF∆Y ∩C0 = f̄
J
= J. f ∩C0.
Montrons queF∆Y est stable parWJ∩I⊥ . Soit s ∈ J ∩ I
⊥, alors la facette deC0 de typeI ∪ {s} est incluse dansC0 ∩ F∆Y.
Or F∆Y est ouverte dans son support, qui est
⋂
i∈I ker(αi) et donc qui est stable pars. Alors F
∆
Y doit contenir la facette
s. f . D’où F∆Y ∩ s.F
∆
Y , ∅, d’où s stabiliseF
∆
Y. On déduit de ceci queJ. f ⊂ F
∆
Y.
Pour l’autre inclusion, soitx ∈ F∆Y. En choisissanty ∈ f de manière générique, on peut s’assurer que [x, y] ne rencontre
que des facettes de dimension dim(f )−1. Soitg la première facette différente def rencontrée par ce segment en partant
dey. Comme [x, y] ⊂ F∆Y, par convexité deF
∆
Y, on obtient queg ⊂ f̄ ∩ F
∆
Y = f̄
J. Commeg est de codimension 1 dans
f , le type deg estI ∪ {s}, avecs ∈ J∩ I⊥. Alors la facettes f est incluse dansJ. f , et elle contient ”la suite” du segment
[x, y], c’est à dire un intervalle ouvert ]u, v[ tel que ]u, v[∪([x, y] ∩ g) ∪ ([x, y] ∩ f ) est connexe. On aJ. f = J.(s f),




Y (car ces deux cônes contiennent la facettes f). On peut appliquer la proposition [Wer07] 4.4,
dans la chambres.C0, on obtient queF∆Y ∩ sC̄0 = J. f ∩ sC̄0 est la réunion des facettes des. f de type inclus dans
I ∪ (J∩ I⊥). Alors la prochaine facette rencontrée par le segment [x, y] est de typeI ∪ {t}, avect ∈ J∩ I⊥, elle est bien
incluse dansJ. f , la facette de dimension maximale suivante estst. f qui est aussi dansJ. f car st ∈ WJ∩I⊥ . Ainsi de
suite, on vérifie que tout le segment [x, y] est inclus dansJ. f (puisque [x, y] ne rencontre qu’un nombre fini de facettes).
2.5.3 Dessins, autres exemples
Voici les dessins de quelques décompositions en cônes de l’appartement vectoriel de typeA2. On notes et t les
réflexions par rapport aux cloisons de la chambre de base.
Fig. 1 – Décomposition en facettes de Weyl. Je la laisse en arri`ere-plan dans les exemples suivants.
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Fig. 2 – Décomposition de typeF {s} : on retire les cloisons de types.
Fig. 3 – Un autre exemple de décomposition vérifiant (H1)-(H7).
3 Compactification deA0
3.1 L’ensembleA0
Définitions 3.1.1 – UnF -cône affine dans A0 est un cône dont la direction est dansF . On noteFA0 l’ensemble
desF -cônes affines de A0.
– DeuxF -cônes affines sont équivalents lorsqu’ils sont parallèles et que leur intersection est non vide. L’inter-
section contient alors un autreF -cône affine, parallèle aux deux premiers. On note f∼A0 g, ou juste f∼ g
lorsqu’il n’y a pas d’ambiguı̈té.
Proposition 3.1.2 La relation ”être équivalent” est une relation d’équivalence surFA0.
Remarquons également que les relations ”être un sous-cône” et ”être un sous-cône parallèle” sont des relations d’ordre.
Définition 3.1.3 On poseĀ0 = FA0/ ∼A0. Pour f ∈ FA0, on note[ f ]A0, ou juste[ f ] lorsqu’aucune confusion n’est
possible, la classe de f . Et si x= [u+ ~f ]A0 avec u∈ A0, ~f ∈ F , on appelle~f le cône directeur ou la direction de x (il
est uniquement déterminé).
Pour ~f ∈ F , on note A0~f l’ensemble des points deA0 de cône directeur
~f , c’est la ”façade” de type~f de l’appartement
A0. La projection A0→ A0~f est notée pA0, ~f ou juste p~f . Lorsqu’un cône f de direction
~f est fixé, on pourra noter pour
simplifier Af = A~f .
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Lorsqu’un cône vectoriel~f ∈ F s’écrit ~f = {αi > 0, α j = 0, i ∈ I , j ∈ J} avec (αi)i∈I⊔J une famille de formes
linéaires, alors lesα j , j ∈ J s’identifient à des formes linéaires sur
−−→
A0~f , elles forment même une famille génératrice de
−−→
A0~f
∗. Quand auxαi , i ∈ I , on sait qu’elles envoient tout représentant de tout pointdeA0~f sur un voisinage de+∞ dans
R, on dira donc qu’elles prennent la valeur+∞ surA0~f .
3.2 Topologie surA0
3.2.1 D́efinitions
Définition 3.2.1 SoitU l’ensemble des voisinages de0 dans
−→
A0 stables par le groupe de Weyl Wv. Pour U un tel
voisinage, et g∈ FA0, on pose :
VA0(g,U) = {x ∈ Ā0 | ∃h ∈ x tq h⊂ g+ U}
C’est l’ensemble des points dēA0 ayant un représentant inclus dans g+ U.
Lorsqu’il n’y aura pas d’ambiguı̈té, je noterai justeV(g,U).
Remarque:Comme le produit scalaire de
−→
A0 estWv-invariant, les boules de centre 0 sont des exemples d’éléments
deU.
Proposition 3.2.2 Il existe une unique topologie sur̄A0 telle que pour tout x∈ Ā0, l’ensemble desVA0(g,U) pour
U ∈ UA0 et g∈ x soit une base de voisinage de x.
Démonstration:
Il suffit de vérifier que pour toutx ∈ Ā0, U,V ∈ UA0, g, g
′ ∈ x, il existeW ∈ UA0 et h ∈ x tels queVA0(h,W) ⊂
VA0(g,V) ∩ VA0(g
′,U). Mais commeg ∼A0 g
′, g ∩ g′ contient un autre représentanth de x. Soit W = U ∩ V, alors
h+W ⊂ g+ U ∩ g′ + V, d’oùVA0(h,W) ⊂ VA0(g,V) ∩VA0(g
′,U). 
Remarque:La fonctionVA0 ainsi définie est croissante en les deux variables : siU ⊂ V et f ⊂ g alorsV( f ,U) ⊂
V( f ,V) etV( f ,U) ⊂ V(g,U).
On remarque aussi qu’on peut remplacerU par n’importe quelle base de voisinages de 0 dans
−→
A0, on obtiendra alors
encore une base de la même topologie surA0. On peut notamment choisir une base dénombrable de voisinages de
0, ensuite si on se limite par exemple aux cônes dont les coordonnées du sommet sont rationnelles, on obtient une
base dénombrable de la topologie deA0 : A0 est à base dénombrable d’ouverts, les caractérisationspar des suites sont
possibles.
Afin de pouvoir raisonner à l’aide de suites dans la suite, onva donner une caractérisation des suites convergentes.
Commençons par le lemme suivant :
Lemme 3.2.3 Soit ~f ∈ F et soit{αi = 0, α j > 0, i ∈ I , j ∈ J} un système d’équations et d’inéquations déterminant~f .
Soit U ∈ U. Soit(xn)n une suite dans A0 telle queαi(xn)→n→∞ 0 pour i ∈ I, et limn→∞ α j(xn) = +∞ pour j ∈ J.
Alors à partir d’un certain rang, les xn sont dans U+ ~f .
Preuve du lemme:
La seule difficulté provient du fait que{αi}i∈I∪J est une famille génératrice mais pas forcément libre deA∗0. Soit I
′ ⊂ I
maximal tel que{αi}i∈I ′ soit libre. Soit ensuiteJ′ ⊂ J tel que {αi}i∈I ′∪J′ soit une base deA∗O. Il existe ǫ tel que
U′ := {x| |αi(x)| < ǫ ∀i ∈ I ′ ∪ J′} ⊂ U.
Pourn assez grand, on a|αi(xn)| < ǫ pour i ∈ I ′. Soit alorsyn ∈ A0 tel queαi(yn) = αi(xn) pour i ∈ I ′ et α j(yn) = 0
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pour j ∈ J′. Le pointyn est alors dansU, et il suffit de vérifier quexn − yn ∈ ~f .
Or pour touti ∈ I ′, αi(xn − yn) = 0. Comme toutαi , i ∈ I est combinaison linéaire desα j , j ∈ I ′, on obtient que
αi(xn − yn) = 0 pour touti ∈ I . Enfin,U ′ est borné, donc pour toutj ∈ J, α j(yn) aussi. Commeα j(xn) tend vers∞, on
vérifie bien queα j(xn) − α j(yn) est positif dès quen est assez grand. 
Il est maintenant facile de prouver la caractérisation dessuites convergentes suivante :
Proposition 3.2.4 Soit(xn)n∈N une suite deA0 dont tous les éléments ont la même direction~f . Soit l= [a+ ~g] ∈ A0.
Alors (xn)n converge vers l si et seulement si les deux conditions suivantes sont réalisées :
– ~f est une face de~g.
– Pour toute famille{αi}i∈I⊔J⊔K ⊂ A∗0 de formes linéaires telle que~g = {x|αi(x) = 0, α j(x) > 0 , i ∈ I , j ∈ J ⊔ K} et
~f = {x|αi(x) = 0, α j(x) > 0 , i ∈ I ⊔ J, j ∈ K} on a limn→∞ αi(xn) = αi(a) pour i ∈ I et limn→∞ α j(xn) = ∞ pour
j ∈ J. (Il existe une telle famille{αi} car ~f est une face de~g).
Démonstration:
On commence par supposer que (xn) tend versl. Si ~f n’est pas une face de~g, alors il existe une forme linéaireα telle
queα( ~f ) ⊂ R+ etα(~g) ⊂ R−, et un vecteur~v ∈ ~f tel queα(~v) > 0. Doncα( ~f ) contient un voisinage de l’infini (dans
R ∪ {±∞}), et il en va de même de tous lesα(h) pourh un représentant d’unxn. Il est donc impossible qu’un telh soit
inclus dans un ensemble de la formeU +a+~g dès queU est borné, il est alors impossible quexn soit dans le voisinage
V(a+ ~g,U) de l correspondant. EtU contient bien des éléments bornés, prendre par exemple des boules.
Soit ensuite un ensemble de formes linéaires{αi}i∈I⊔J⊔K ⊂ A∗0 tel que~g = {x|αi(x) = 0, α j(x) > 0 , i ∈ I , j ∈ J ⊔ K}
et ~f = {x|αi(x) = 0, α j(x) > 0 , i ∈ I ⊔ J, j ∈ K}. Soit i ∈ I , montrons queαi(xn) tend versαi(a). Soit ǫ > 0, il existe
U ∈ U tel queαi(U) ⊂]− ǫ, ǫ[. Et pourn assez grand,xn ∈ V(a+~g,U) doncxn a un représentant inclus dansU+a+~g.
Maisαi(U + a+ ~g) ⊂]αi(a)− ǫ, αi(a)+ ǫ[, carαi(~g) = {0}. On en déduit que|αi(a)− αi(xn)| < ǫ. On a ainsi prouvé que
limn→∞ αi(xn) = αi(a)
Soit j ∈ J, vérifions queα j(xn) tend vers l’infini. Soitm ∈ R. Commeα j(~g) est un voisinage de l’infini, il existe~v ∈ ~g
tel queα j(a+~v) > m+ 1. SoitU ∈ U tel queα j(U) ⊂] − 1, 1[. Commea+~v+ ~g est un autre représentant del, à partir
d’un certain rang,xn doit être dansV(a+ ~v+ ~g,U). Et cela impliqueα j(xn) > m.
A présent, supposons que les deux conditions sont vérifiées par la suite (xn) et montrons qu’elle converge alors
versl.
Commeαk( ~f ) contient un voisinage de∞ pour toutk ∈ K, on peut choisiryn un point d’un représentant dexn pour
tout n, de sorte que les suitesαk(yn) tendent vers∞. Les suitesαi(yn) pour i ∈ I et α j(yn) pour j ∈ J tendent quand
à elle obligatoirement vers lesαi(a) et∞, respectivement. SoitU ∈ U, qu’on peut supposer ouvert, et soita′ + ~g un
représentant del, on peut supposera′ ∈ a + ~g. On a pour touti ∈ I , αi(a) = αi(a′) cara et a′ diffèrent d’un élément
de~g. Alors le lemme indique queyn est dansU + a′ + ~g à partir d’un certain rang. Mais commeyn est un point d’un
représentant dexn, yn + ~f est un représentant dexn. Et yn ∈ U + a′ + ~g, avecU + a′ + ~g un ouvert, et~f ⊂ ~g implique
queyn + ~f ⊂ U + a′ + ~g. D’où xn ∈ V(a′ + ~g,U).
Ceci étant vrai pour toutU ∈ U ouvert, et pour touta′ ∈ a+ ~g, cela prouve la proposition. 
3.2.2 Śeparation
Proposition 3.2.5 L’espace topologiquēA0 est séparé.
Démonstration:
Soientx et y dansĀ0, x , y, et soientf ∈ x, g ∈ y des représentants. Il faut trouverU,V ∈ UA0, f




′,V) = ∅. D’après la définition deVA0, il suffit de s’assurer quef
′
+ U ∩ g′ + V = ∅.
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Pour commencer, supposons que~f = ~g, c’est-à-dire quef et g sont parallèles. Alorsf ∩ g = ∅ car sinon on aurait
f ∼A0 g puisx = y. Soient{αi}i∈I et {β j} j∈J des formes linéaires surA0 telles que~f = {z|∀i, αi(z) = 0 et∀ j, β j(z) > 0}.
Soitǫ > 0 tel que∃i ∈ I , |αi(x)−αi(y)| > 2ǫ, soitB une boule centrée en 0 telle queαi(B) ⊂] − ǫ, ǫ[. Alors U = V = B,
f ′ = f et g′ = g conviennent.
Étudions maintenant le cas où~f , ~g. Alors ~f ∩ ~g = ∅. Les adhérences de ces deux cônes ne sont pas égales,
supposons par exemple~f 1 ~̄g, soit~u ∈ ~f − ~̄g. Pour toutλ > 0, f + λ~u ⊂ f . Soitα une forme linéaire séparant~f et~g :
supposons par exempleα( ~f ) ⊂ R− etα(~g) ⊂ R+. Alorsα(~u) < 0, et pourλ assez grand,f + λ~u etg sont séparés par un
hyperplanα−1(k), k ∈ R. Quitte à choisirλ encore un peu plus grand, on peut supposer que∀z ∈ f +λ~u, α(z) ≤ k−1 et
∀z ∈ g, α(z) ≥ k. Soit alorsU ∈ UA0 tel queα(U) ⊂]−1/2, 1/2[, on a f +λ~u+U∩g+U = ∅, ce qui achève la preuve.
3.2.3 L’inclusion canonique
Définition 3.2.6 Soit i:
A0 → Ā0
x 7→ [{x}]A0
. Cette fonction est bien définie car{0} ∈ F . Il est immédiat qu’elle est
injective. On l’appelle l’injection canonique de A0 dansĀ0.
Proposition 3.2.7 L’injection canonique est continue, ouverte, d’image dense dansĀ0. De plus, pour U∈ U, et
f ∈ FA0, i
−1(V( f ,U)) = f + U.
Démonstration:
L’assertioni−1(V( f ,U)) = f + U découle directement des définitions. On voit alors que siU est ouvert,i−1(V( f ,U))
est ouvert. Comme une base de la topologie deA0 st constituée desV( f ,U) pourU ∈ U ouvert, ceci prouve quei
est continue.
L’image est dense : sif ∈ FA0, U ∈ U alors pour toutx ∈ f + U, {x} ∈ i(A0) ∩V( f ,U)
Enfin i est ouverte car les ensembles de la formex+ U, x ∈ A0, U ∈ U forment une base de voisinages deA0 et ont
pour image lesV({x},U). 
On identifie donc au moyen dei A0 à un ouvert dense dēA0. Une fois cette identification faite, on peut remarquer
l’égalité suivante :∀U ∈ U, f ∈ FA0,
VA0( f ,U) = f + U
3.2.4 Compacit́e
Proposition 3.2.8 L’espace topologiqueA0 est compact.
Démonstration:
Il reste à montrer que toute suite admet une valeur d’adhérenc . Soit donc (xn)n∈N une suite dansA0. CommeF est
fini, on peut supposer que tous lesxn ont une même direction~f . Fixons une origine 0∈ A0 et identifions
−→
A0 et A0.
Alors chaquexn a un représentant inclus dans un cône deF . CommeF est fini, on peut supposer qu’il existeF ∈ F
tel que chaquexn a un représentant dansF. On a forcément~f ⊂ F̄.
Choisissons un système d’inéquations pourF :
F = {x ∈ A0 |αi(x) > 0∀i ∈ I , αi(x) = 0∀i ∈ J}
les{αi}i∈I∪J étant une famille génératrice deA∗0. Un système d’inéquations de
~f est alors de la forme :
~f = {x ∈ A0 |αi(x) > 0∀i ∈ I1, αi(x) = 0∀i ∈ J ∪ I2}
où I = I1⊔ I2 est une partition deI . Pouri ∈ J, on aαi(xn) = 0 pour toutn puisque lesxn ont un représentant inclus
dansF. Et pouri ∈ I1, on aαi(xn) = ∞.
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Quitte à extraire une sous-suite de (xn), on peut supposer que pour touti ∈ I2, soitαi(xn) converge vers une limiteλi ,
soitαi(xn) tend vers∞. SoitC = {i ∈ I2| limn∞ αi(xn) = λi} et N = {i ∈ I2| limn∞ αi(xn) = ∞} (C pour ”convergent” et
N pour ”non convergent”).
Posons
~g = {x ∈ A0 |αi(x) > 0∀i ∈ I1 ⊔ N, αi(x) = 0∀i ∈ J ⊔C}.
Nous allons maintenant montrer qu’il existeu ∈ A0 tel que∀i ∈ C, αi(u) = λi , puis queg := u+~g ∈ FA0 puis enfin que
la suite{xn} converge vers [g]A0. Nous aurons besoin du lemme suivant :
Lemme 3.2.9 Soit E un espace vectoriel de dimension finie,(αi)i∈I⊔J une famille génératrice finie dans E∗, (xn)n une
suite dans E vérifiant∀i ∈ I, (αi(xn))n est bornée, et∀ j ∈ J, α j(xn) tend vers∞. Alors il existe z∈ E tel que∀i ∈ I,
αi(z) = 0 et∀ j ∈ J,α j(z) > 0.
Preuve du lemme:
On montre le lemme par récurrence sur|J| le cardinal deJ. On peut supposer que les coordonnées desxn selonJ sont
toujours non nulles.
Si |J| = 0 alorsz= 0 convient.
Si |J| = 1, soit j l’élément deJ. Soitzn =
xn
α j (xn)
. Alors pouri ∈ I , αi(zn)→ 0, etα j(zn) = 1 pour toutn. Tous lesαi(zn)
convergent donc, et comme la famille desαi est génératrice deE∗, la suitezn admet une limite dansE. Et cette limite
vérifie clairement les conditions requises.
Supposons maintenant|J| = k > 1. Quitte à prendre une sous suite de (xn)n, il existe une énumérationJ = {α j1 , ..., α jk}
telle que :
– ∀n ∈ N, α j1(xn) ≤ ... ≤ α jk(xn).
– ∀u ∈ ~1, k, la suite (α ju (xn)
α jk (xn)
)n converge.
On pose alorszn =
xn
α jk (xn)
, la suite (zn) converge vers une limitez∞ ∈ E. Cette limite vérifieαi(z∞) = 0 pour touti ∈ I ,
et elle a au moins une coordonnée (α jk) strictement positive. SoitJ1 = { j ∈ J|α j(z∞) > 0}.
En retirant auxxn un multiple convenable dez∞, et en prenant éventuellement encore une sous suite, on peut rendre
bornées un ensemble non vide{α j} j∈K de nouvelles coordonnées, avecK ⊂ J1, sans changer lesαi(xn), i ∈ I , et en
s’assurant que lesα j , j ∈ J1−K qui ne sont pas devenue bornées tendent toujours vers l’infini. Alors par hypothèse de
récurrence, il existez1 ∈ E qui annule lesαi , i ∈ I ⊔ K et tel queα j(z1) > 0 pour j ∈ J− K. Alors z= z1+ z∞ convient,
ce qui prouve le lemme. 
montrons l’existence d’un tel u:
Posonsλi = 0 pouri ∈ J. Si la famille{αi}i∈J⊔C est libre, l’existence deu ne pose aucun problème. SoitK ⊂ J ⊔C
tel que{αi}i∈K soit une sous famille libre maximale de{αi}i∈J⊔C. On peut alors trouveru tel queαi(u) = λi pouri ∈ K.
Si i ∈ (J ⊔C) \ K alorsαi est combinaison linéaire desα j , j ∈ K. Disonsαi =
∑
j∈K a jα j . En appliquant cette égalité
aux xn et en passant à la limite, on obtientλi =
∑
j∈K a jλ j . Doncαi(u) =
∑
j∈K a jα j(u) =
∑
j∈K a jλ j = λi . Ainsi, u
convient bien.
montrons que g∈ F :
Pour montrer queg = u+ ~g ∈ FA0, il faut montrer que~g ∈ F . On a~g ⊂ F̄, et~g est l’intérieur de Vect(~g) ∩ F. Donc
~g est une des faces deF, d’après les hypothèses faites surF . En fait, la seule difficulté est de montrer que~g , ∅. On
va pour ce faire construire directement un point de~g à partir de la suite (xn).
Pour toutn ∈ N, on peut choisirtn ∈ A0 un point d’un représentant dexn de sorte quetn ∈ F etαi(tn) →n→∞ ∞ pour
tout i ∈ I1. On a alorsαi(tn) → ∞ pour i dansI1 ⊔ N, αi(tn) → λi pour i ∈ C etαi(tn) = 0 pouri ∈ J. Alors le lemme
prouve l’existence d’un point de~g.
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Montrons que la suite(xn)n converge vers[u+ ~g]A0 :
Résumons : on dispose d’une famille génératrice (αi) deA∗0, indexée parI1 ⊔C ⊔ N ⊔ J, avec :
– αi(xn) = 0 pouri ∈ J.
– αi(xn) tend versλi pouri ∈ C.
– αi(xn) = ∞ pouri ∈ I1.
– αi(xn) tend vers∞ pouri ∈ N.
De plus~g = {x|αi(x) > 0, α j(x) = 0∀i ∈ I1 ⊔ N, j ∈ J ⊔C} et ~f = {x|αi(x) > 0, α j(x) = 0 ,∀i ∈ I1, j ∈ j ⊔ N ⊔C}, et
donc ~f ⊂ ~g.
Nous sommes donc exactement dans la situation de la propositi n 3.2.4, et la suite (xn)n∈N tend vers [u+ ~g]A0. 
3.3 Structure du bord de Ā0
3.3.1 Prolongement des automorphismes
Pour que les automorphismes deA0 se prolongent en des homéomorphismes deA0, il est nécessaire de supposer que
F est stable par le groupe de Weyl vectorielWv (hypothèse (H7)), ce que nous ferons dorénavant. Un tel prolongement
est forcément unique puisqueA0 est dense dansA0.




A0 7→ [w( f )]A0
. Alorsw̃ est un homéomorphisme bien défini deA0
qui prolonge w, c’est donc l’unique prolongement continu dew à A0.
Démonstration:
Si f = x+ ~f ∈ FA0, alorsw( f ) = w(x) + ~w( ~f ) ∈ FA0 car~w ∈W
v préserveF . DoncW préserveFA0. On voit également
queW préserve la relation d’équivalence∼A0 doncw̃ est bien défini. Comme de plusw est bijectif surFA0, on obtient
quew̃ est bijectif.
Soit x = [ f ]A0 ∈ A0, etV( f ,U) un voisinage dex, montrons que ˜w
−1(V( f ,U)) contient un voisinage de ˜w−1(x) =
[w−1( f )]. On calcule :w̃−1(V( f ,U)) = {[w−1(g)]|g ⊂ f + U} = {[g]|w(g) ⊂ f + U} = {[g]|g ⊂ w−1( f + U)}. Mais
w−1( f + U) = w−1( f ) + U doncw̃−1(V( f ,U)) = V(w−1( f ),U}, qui est un voisinage de ˜w−1(x). Doncw̃ est continue.
CommeA0 est compact (donc en particulier séparé), ˜w est automatiquement fermée, c’est donc un homéomorphisme.
Bien entendu, l’action deWv sur
−→





A0, ~f . L’action affine et l’action vectorielle sont compatibles au sens suivant: si w ∈W envoieA0~f surA0~g, si





est bien la partie vectorielle dew|A0~f .
3.3.2 Coeurs de ĉones
Pour faire le lien entre les cônes deF et les facettes de Weyl vectorielles, la notion du coeur d’uncône développée
dans ce paragraphe est utile. Il s’agit d’attacher à un cône deF une facette vectorielle, ou une partie de facette vecto-
rielle, qui le caractérise.
rappel : Dans un complexe de Coxeter abstrait, sif est une facette, alorsf ∗ est le complexe de Coxeter formé de
toutes les facettesg supérieures àf , c’est-à-dire telles quef ⊏ g.
Pour définir la notion similaire dans le cadre de la réalisation géométrique d’un immeuble abstrait, nous prenons les
conventions suivante : si~δ ⊂ ~A est un cône inclus dans une facette de Weyl, on appelleétoilede~δ dansA et~δ∗A (parfois
juste~δ∗) l’union de toutes les chambres fermées contenant~δ. C’est un cône convexe fermé d’intérieur non vide. L’étoile
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Si f = x+ ~f avec~f un cône inclus dans une facette de Weyl, on posef ∗A = x+ ~f
∗
A.
Définition 3.3.2 Soit ~f ∈ F , soit Wv
~f
= StabWv( ~f ) le stabilisateur de~f . On poseδ( ~f ) := ~f
Wv
~f = {x ∈ ~f | ∀w ∈
Wv
~f
, w(x) = x} = ~f ∩ FixA0(W
v
~f
), c’est le coeur de~f .
Voici quelques propriétés simples du coeur d’un cône. Remarquons qu’on obtient des informations non triviales
sur les cônes deF , en particulier sur leurs stabilisateurs dansWv.
Proposition 3.3.3 Soit ~f ∈ F . Alors :
1. ∀w ∈Wv, δ(w. ~f ) = w.δ( ~f ).
2. δ( ~f ) est un cône vectoriel convexe non vide.
3. Si ~f , ~g ∈ F , alorsδ( ~f ) ∩ δ(~g) = ∅.
4. δ( ~f ) est inclus dans l’intersection des murs coupant~f , et Wv
~f
contient les réflexions par rapport à ces murs.
5. Wv
~f
= FixWv(δ( ~f )), c’est à dire qu’un élément de Wv stabilise~f ssi il fixeδ( ~f ).
6. δ( ~f ) est inclus dans une facette de Weyl.
7. ~f ⊂ δ( ~f )∗.
8. (amélioration de 4.)δ( ~f ) est égal à l’intersection de~f et des murs coupant~f , et Wv
~f
est le sous groupe de
Coxeter engendré par les réflexions selon ces murs.















w.( ~f ∩ FixA0(W
v
~f
) = w.δ( ~f ).
2. L’ensemble des point fixes d’une application linéaire est un cône vectoriel convexe. Et~f aussi. Doncδ( ~f ) est
une intersection de cônes vectoriels convexe, c’en est donc un aussi. Soitz ∈ ~f . CommeWv
~f
est fini, on peut
définirg comme le barycentre de{w(z)|w ∈Wv
~f
}. Par convexité de~f , g ∈ ~f , et c’est un point fixe pourWv
~f
. Donc
δ( ~f ) , ∅.
3. Ceci est clair carδ( ~f ) ⊂ ~f .
4. Soit ~M un mur coupant~f , soitσ la réflexion selon~M. CommeF est stable parWv, σ( ~f ) ∈ F . Maisσ fixe au
moins un point de~f , donc ~f ∩ σ( ~f ) , ∅, doncσ( ~f ) = ~f etσ ∈Wv
~f
. Alors δ( ~f ) ⊂ Fix ~f (σ) = ~M ∩
~f .
5. Soitw ∈ Wv. Si w ∈ Wv
~f
alorsw fixe δ( ~f ) par définition. Réciproquement, siw fixe δ( ~f ), alorsw fixe au moins
un point de~f , doncw( ~f ) = ~f (on a déjà fait ce raisonnement).
6. Il s’agit d’abord de prouver que pour tout mur vectoriel~M, δ( ~f ) est soit inclus dans~M, soit inclus dans un des
deux demi-appartements ouverts délimités par~M. Mais c’est une conséquence de la convexité deδ( ~f ) et du
quatrième point. Ensuite, d’après le point précédent,il suffit de vérifier que FixWv(δ( ~f )) = FixWv(~g), où~g est la
facette de Weyl contenantδ( ~f ). Ceci découle du fait queWv préserve l’ensemble des facettes de Weyl, et que si
w ∈Wv stabilise une facette, alors il la fixe.
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7. SoitC une chambre fermée coupant~f . Montrons queC contientδ( ~f ). Supposons par l’absurde qu’il existe
y ∈ δ( ~f ) \C. Soit x ∈ C ∩ ~f , alors [x, y] ⊂ ~f . Soitz tel queC ∩ [x, y] = [x, z]. On az , y cary < C. Alors z est
dans un mur~M qui bordeC et qui ne contient par [x, y]. Mais z ∈ ~f , donc ~M coupe~f , donc d’après le quatrième
point,δ( ~f ) ⊂ ~M. En particulier,y ∈ ~M, d’où [x, y] ∈ ~M, ce qui est une contradiction.
8. Notons~g la facette de Weyl contenantδ( ~f ). Alors Wv
~f
= FixWv(~g), c’est un sous groupe de Coxeter deWv,
engendré par les réflexions selon les murs contenant~g. Mais ces murs sont justement les murs coupant~f (u iliser
4.), d’où la seconde partie de 8. On sait alors de plus que~g est l’ensemble des points fixes deWv
~f
, et aussi
l’intersection des murs contenant~g. On obtient alors queδ( ~f ) = ~g∩ ~f puis queδ( ~f ) et l’intersection de~f et des
murs coupant~f .
9. Si ~f ⊂ ~g, alorsδ( ~f ) ⊂ ~g ⊂ δ(~g)∗, d’où le résultat. 
Lorsque~f ∈ F , ~f n’est pas forcement inclus dans une facette de Weyl. On peut néanmoins poser~f ∗ = δ( f )∗. Ceci
contient~f , par le point 7. de la proposition. On notera alors, sif ∈ FA0, f
∗
= s( f ) + ~f ∗.
Exemples
– Dans le cas oùF = F ∅ est l’ensemble des facettes de Weyl de~A0, on aδ( ~f ) = ~f , pour tout~f ∈ F .
– Dans le cas oùF = F J comme dans 2.5, si~f est une facette admissible de~C0 de typeI , alors par définition,
WvJ∩I⊥ ⊂ Stab(J.
~f ). D’autre part, il est clair queWvI = Stab(
~f ) ⊂ StabJ. ~f . Il est facile de vérifier qu’en fait
Stab(J. ~f ) =WvI∪(J∩I⊥ . Dès lors, le coeur deJ.
~f est la facette de~C0 de typeI ∪ (J∩ I⊥). De manière plus générale,
si ~f est une facette admissible, alorsδ(J. ~f ) est la sous-facette de Weyl de~f de typeI ∪ (J ∩ I⊥).
– La figure 4 représente les coeurs des cônes de la décomposition du troisième exemple de 2.5.3. Les coeurs de
dimension 2 sont hachurés, ceux de dimension 1 sont en pointillé. Pour faciliter la lecture, la figure de gauche
rappelle cette décomposition en cônes.
Fig. 4 – Les coeurs d’un autre exemple de décomposition en cônes.
Pour finir, définissons le coeur d’un cône affine :
Définition 3.3.4 Soit f = x+ ~f un cône affine. On définit alorsδ( f ) = x+ δ( ~f ), c’est le coeur de f .
Le coeur d’un cône affine est toujours caractéristique du cône :
Proposition 3.3.5 L’ensemble des coeurs de cône affine possibles est{x + ~δ | x ∈ A0, ~δ ∈ δ(F )}. Et chacun de ces
coeurs est le coeur d’exactement un cône affine.
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Démonstration:Il est évident que chacun desx + ~δ, pour x ∈ A0 et ~δ le coeur d’un cône vectoriel est le coeur d’un
cône affine.Étudions l’unicité. Supposonsδ( f ) = δ(g) avec f , g ∈ FA0. Commeδ( f ) et δ(g) sont des sous-cônes def
et g, ils ne contiennent pas de sous-espace vectoriel non trivial et ont donc chacun un unique sommet, tout commef
et g. On peut alors conclure, d’après la définition du coeur d’un cône, que le sommet def est aussi celui deδ( f ), de
même pourg. Commeδ( f ) = δ(g), on obtient que tous ces sommets sont égaux. D’oùδ( ~f ) = δ(~g), puis ~f = ~g d’après
l’étude du cas vectoriel, d’où enfinf = g. 
Définition 3.3.6 Soit δ ∈ δ(FA0) un coeur de cône dans A0. On appelle cône affine de A0 engendré parδ l’unique
f ∈ FA0 tel queδ( f ) = δ.
Voici quelques propriétés immédiates du coeur d’un cône affine :
Proposition 3.3.7 Soit f ∈ FA0. Alors :
– Siδ est un coeur tel que~δ ⊂ δ( ~f ) et δ ⊂ f , alors le cône engendré parδ est inclus dans f . Si~δ ⊂ δ( ~f ) et δ ⊂ f̄ ,
alors le cône engendré parδ est inclus dans̄f .
– Pour tout w∈W, w( f ) = f si et seulement si w fixeδ( f ).
3.3.3 Structure de complexe de Coxeter vectoriel sur une fac¸ de
Fixons un cône~f ∈ F . Dans ce paragraphe, on noteraF := A0~f la façade deA0 de typef . C’est un espace affine
dont l’espace directeur est~F =
−→
A0/Vect(~f ). On munit ~F du produit scalaire obtenu en l’identifiant avec (~f )⊥. Nous
commençons par étudier la structure de~F. Notonsp = pA0, ~f la projection surF, et ~p :
−→
A0→ ~F sa partie vectorielle.
SoitMv l’ensemble (fini) des murs vectoriels contenant~f . Si ~M ∈ Mv, alorsp( ~M) est un hyperplan de~F. Nous
dirons que lesp( ~M), pour ~M ∈ Mv sont lesmursde ~F. La fonction pMv:
Mv → {murs de~F}
~M 7→ p( ~M)
est injective, nous
permettant d’identifierMv à l’ensemble des murs de~F. Cet ensemble de murs fait de~F un complexe de chambres,
nous voulons prouver qu’il s’agit en fait d’un complexe de Coxeter. Il nous reste donc à trouver un groupe de Coxeter
agissant simplement transitivement sur l’ensemble des chambres de~F.
Rappelons que le groupeWv agit sur∪ ~f∈F ~A0~f et que le stabilisateur de
~f estWv
~f
= {w ∈ Wv|w( ~f ) = ~f }. Pour
w ∈ Wv
~f
, on notep(w) l’application induite sur~F. Le groupep(Wv
~f
) préserveMv et le produit scalaire de~F, c’est le
candidat naturel comme groupe de Coxeter de~F. Montrons que c’est effectivement un groupe de Coxeter et qu’il agit









D’après le paragraphe précédent,Wv
~f
est le fixateur dansWv deδ( ~f ), ou encore le fixateur de la facette de Weyl
contenantδ( ~f ). Choisissons une chambreC contenantδ( ~f ) dans son adhérence, soitS le système générateur deWv
formé des réflexions par rapport aux murs deC. Alors il existe I ⊂ S tel queWv
~f
= WI =< s|s ∈ I >. De plus,
I = {s ∈ S|s(δ( ~f )) = δ( ~f )}.
CommeWv préserve le produit scalaire sur
−→
A0, les éléments deWv~f
stabilisent Vect(~f ) et (~f )⊥. Dans une base





, oùψ(w) est la matrice dew restreint à Vect(~f ) et φ(w)
est la matrice dew restreint à (~f )⊥, c’est aussi la matrice dep(w).
Soit s ∈ I , s est diagonalisable et préserve les espaces Vect(~f ) e (~f )⊥. On peut donc choisir une base adaptée comme
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précédemment en imposant en plus queψ(s) etφ(s) soient diagonales. Le spectre des st composé d’un seul−1 et les
autres valeurs propres sont 1, donc soitψ(s) est une réflexion etφ(s) = id, soitφ(s) est une réflexion etψ(s) = id.
NotonsI1 l’ensemble des réflexions deI se trouvant dans le premier cas, c’est-à-dire qui agissentsur ~f et fixent ~f⊥.
NotonsI2 l’ensemble des réflexions se trouvant dans le second cas, qui fixent ~f et donnent une réflexion sur~f⊥.




=WI =WI1⊔I2 est engendré parWI1 et WI2.
Par conséquent,Wv
~f
≃WI1 ×WI2, avecWI2 ≃ FixWv( ~f ) ≃ p(W
v
~f
) (I1 et I2 sont deux parties disjointes du diagramme de
Coxeter de~A0). En particulier,p(Wv~f
) est un groupe de Coxeter.
A présent, on vérifie que le complexe de chambres défini parMv sur ~F est isomorphe au complexe de Coxeter
WI2 .C. On dispose d’une fonctionWI2-équivariante deWI2 .C dans les chambres de~F : il s’agit de la fonctionpC qui a
une chambreD dansWI2 .C associe la chambre de~F contenantp(D).
Cette fonction est injective car les murs deWI2 .C contiennent tous les points fixes deWI2 donc en particulier~f , donc
ce sont tous des éléments deM. Deux chambres distinctes dansWI2 .C sont donc séparées par un mur deM
v, elles
donnent donc deux chambres distinctes dans~F.
Enfin vérifions quepC est surjective. Toutes les réflexions par rapport à un mur deMv sont des éléments deWI2.
Comme ces dernières agissent transitivement sur les chambre de~F et commepC estWI2-invariante, on obtient bien la
surjectivité.
Résumons :
Proposition 3.3.8 Soit ~f ∈ F , alors l’espace vectoriel directeur de la façade A0~f est muni d’une structure de complexe
de Coxeter où :
– les murs sont les hyperplans du type p( ~M) où ~M est un mur de~A0 contenant~f .
– le groupe de Coxeter est p(Wv
~f
) ≃ FixWv( ~f ) (isomorphe à WI2 avec les notations précédentes).
Si C est une chambre fermée contenantδ( ~f ), alors ce complexe de Coxeter est isomorphe àFixWv( ~f ).C, via l’applica-
tion pC : w.C 7→la chambre de~F contenant p(w.C).
Remarque:Ce complexe de Coxeter n’est pas forcément essentiel. Le cas xtrême est atteint lorsque~f est une
droite, incluse dans une chambre. AlorsI = ∅, doncA0~f est trivial comme complexe de Coxeter, et pourtant il est de
dimension dim(I) − 1.
En fait,A0~f est essentiel⇔ FixA0(WI2) = Vect(
~f ) ⇔ Vect(~f ) = Vect(Cl(~f )).
En particulier,A0~f est essentiel si
~f est une réunion de facettes de Weyl.
Dans la décompositionWv
~f
≃ WI1 ×WI2, le premier facteur est donc le groupe de Coxeter de~F. Concernant le
deuxième facteur, on montre facilement le résultat suivant :
Proposition 3.3.9 Soit ~E le supplémentaire orthogonal deV ct(δ( ~f )) dansVect(~f ), de sorte qu’en identifiant~F avec
~f⊥, on a ~A0 = Vect(δ( ~f )) ⊕ ~E ⊕ ~F, et la somme est orthogonale.
Alors les murs de~A0 contenantδ( ~f ) contiennent soit~E, soit ~F. On sait déjà que les premiers induisent les murs de~F,
les second définissent un complexe de Coxeter sur~E, dont le groupe de Coxeter est WI1. Ce complexe de Coxeter est
essentiel.
En terme de diagrammes de Dynkin, disons que siD est le diagramme deA0, I (qu’on identifie à un sous-
diagramme deD) est obtenu en enlevant les noeuds deD correspondant au type de la facette de Weyl contenant
δ( ~f ). Le diagramme obtenu est séparé en deux parties non reli´ees, e digrammeI1 de ~E et le diagrammeI2 de ~F.
Notons que si le diagramme deA
δ( ~f ) est connexe, alors~E ou ~F doit être trivial, c’est-à-dire sans mur, ce qui correspond
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aux situations suivantes :
– ~E trivial ⇔ I1 = ∅ ⇔ StabWv( ~f ) = StabWv(δ( ~f )) ⇔ ~f ⊂ Cl(δ( ~f )). Commeδ( ~f ) = Cl(δ( ~f )) ∩ ~f , ceci équivaut
en fait à ~f = δ( f ) donc à~E = {0}.
– ~F trivial ⇔ I2 = ∅ ⇔ FixWv( ~f ) = {e} ⇔ Cl( ~f ) contient une chambre.
3.3.4 Structure de complexe de Coxeter affine sur une façade
A présent, soitM = {M mur deA0 | ~M ∈ Mv}. AlorsM est un ensemble discret d’hyperplans.
Le sous-groupe deW qui stabilise la façadeF = A0~f estW~f = {w ∈ W|~w ∈ W
v
~f
} = {w ∈ W|~w( ~f ) = ~f }. Ce sous-
groupe contient les symétries par rapports aux murs deM, il préserve la structure euclidienne deF et cet ensemble
d’hyperplans. En notantp(w) l’élément deIsom(F) induit parw, on voit donc quep(W~f ) agit surF en préservantM,
et qu’il contient les réflexions orthogonales par rapport aux hyperplans deM.
Ceci suffit à prouver queM définit un complexe de Coxeter affine surF, et quep(W~f ) contient le groupe de Coxeter
correspondant.
Définition 3.3.10 L’ensemble des facettes deĀ0 est la réunion des ensembles de facettes de chacune de ses façades.
3.4 Compactification de chaque appartement
Soit A un appartement deI soitφ : A0→ A un isomorphisme et~φ :
−→
A0→ ~A sa partie linéaire.
On notera encoreF l’ensemble des~φ( ~f ), ~f ∈ F . Comme deux isomorphismes entreA0 et A diffèrent d’un élément
du groupe de WeylW, le choix deφ n’intervient pas dans cette définition. De la même manière, on notera encoreU
l’ensemble des~φ(U), U ∈ U, ou si l’on préfère, l’ensemble des voisinage de 0 dans~A stables parW(~A).
Comme dans la partie précédente, on définitFA l’ensemble des cônes affines deA, Ā le compactifié deA, {A~f |
~f ∈ F }
l’ensemble des façades deĀ,VA la fonction qui à un cône deFA et un élément deU associe un voisinage dansĀ, le
coeur d’un cône, etc...
Un isomorphismeψ : A
∼
−→ B entre deux appartements induit un isomorphisme entre chacun de ces objets pour
A et l’objet correspondant pourB. Il s’étend notamment en un unique homéomorphisme deĀ sur B̄, noté encoreψ.
Explicitement, on aφ([ f ]A0) = [φ( f )]A.
Pour toute façadeA~f deA, ψ induit une isométrie entreA~f et B~ψ( ~f ), cet homéomorphisme induit une bijection entre les
murs deA~f et ceux deB~ψ( ~f ), c’est donc un isomorphisme de complexes de Coxeter.
Dans la suite, on appellera isomorphismes d’appartements compactifiés les applications tellesφ qui sont des homéomorphismes
entre deux appartements compactifiés qui induisent sur chaque f çade un isomorphisme de complexe de Coxeter.
4 Quelques ŕesultats ǵenéraux sur les immeubles
Le but principal de cette section est de donner des critèrespermettant de s’assurer qu’une partie deI st incluse
dans un appartement. Les résultats de 4.1 sont vrais dans unimmeuble quelconque, nous cesserons donc pour cette
partie de supposerI affine.
A défaut d’une réalisation affine, il sera toujours possible d’utiliser la réalisation comme cône de Tits d’un complexe
de CoxeterΣ quelconque. Il s’agit d’un cône convexeC dans un espace vectoriel de dimension finieV dont le sommet
est 0. Les murs deΣ correspondent à des hyperplans vectoriels deV (qui rencontrent l’intérieur deC), les facettes sont
des cônes convexes de sommet 0, les facettes de dimensioni sont des cônes ouverts dans un sous-espace vectoriel de
dimensioni (voir [Bou68] 4.6).
La notation〈 f 〉 pour une facettef dans un complexe de CoxeterΣ représentera l’intersection des murs deΣ qui
contiennentf . Si Σ est un complexe de Coxeter affine, identifié à sa représentation affine, alors〈 f 〉 = Aff( f ), et siΣ
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est un complexe de Coxeter quelconque identifié à son cônede Tits, alors〈 f 〉 = Vect(f ).
On rappelle d’abord quelques résultats classiques, sur lequels s’appuie toute la suite :
Proposition 4.0.1 SoitI un immeuble, de système de Coxeter(W,S). Son système complet d’appartement est l’en-
semble des parties deI isomorphes au complexe de Coxeter de(W,S).
A partir de cette proposition, on montre le résultat fondamental suivant (voir [Ron89], théorème 3.6 page 31) :
Théorème 4.0.2Soit Z un ensemble de chambre deI, isométrique pour la W-distance deI à une partie deΣ(W,S).
Alors il existe un appartement du système complet d’appartements deI contenant Z.
On note immédiatement deux conditions équivalentes à celle donnée par le théorème :
Corollaire 4.0.3 Soit Z un ensemble de chambres dansI. Les conditions suivantes sont équivalentes :
– Pour tout c, d, e∈ Z, δ(c, e) = δ(c, d)δ(d, e), oùδ est la W-distance deI.
– Trois chambres quelconques de Z sont incluses dans un mêmeappartement.
– Il existe un appartement contenant Z.
Voici deux situations particulières où s’applique ce th´orème :
Corollaire 4.0.4 – Si Z est une galerie tendue (pas forcément finie), alors Z est contenu dans un appartement du
système complet d’appartements deI.
– Si D est un demi-appartement délimité par un mur M, et si c et une chambre deI dont une cloison est incluse
dans M, alors D∪ c est inclus dans un appartement du système complet d’appartements deI.
Enfin, voici une version assez générale du résultat parfois appelé« lemme fondamental des immeubles» :
Lemme 4.0.5 SoientΣ etΣ′ des complexes de chambres. On suppose que dansΣ′, toute cloison est dans au plus deux
chambres. Soit c une chambre deΣ et d une chambre deΣ′. Alors il existe au plus un morphisme de complexes de
chambres injectif deΣ dansΣ′ qui envoie c sur d.
En particulier, siΣ ⊂ Σ′ et c= d, un tel morphisme est forcément l’inclusion.
4.1 Parties closes dans un appartement
Voici quelques rappels sur la notion de partie close, principalement issus de [BT72] pour le cas affine. Pour le cas
général considéré ici, on peut se reporter à [Ré02] 5.4.3. On donne une preuve de deux résultats classiques, à savoir la
clôture de l’intersection de deux appartements et l’existnce d’un isomorphisme entre deux appartements fixant leur
intersection dans le cas général où l’intersection des appartements ne contient pas forcément de chambre.
Définition 4.1.1 (rappel) Une partie Z dans un appartement A est dite close si c’est une intersection de demi-
appartements de A. Si Z est une partie quelconque de A, on noteClA(Z) (ou juste Cl(Z)) et on appelle enclos de
Z la plus petite partie close contenant Z. C’est aussi l’intersection de tous les demi-appartements de A contenant Z.
Proposition 4.1.2 Si Z est la fermeture d’un ensemble E de chambres, alors Z est clos si et seulement si E contient
toutes les galeries minimales entre deux éléments de E.
Démonstration:
Le sens⇒ est clair. Pour l’autre sens, il s’agit de montrer que sic est une chambre deA qui n’est pas dansE, alors il
existe un mur séparantc de toutes les chambres deE.
Soit d1, ..., dk, c une galerie minimale deE à c. Alors d1 ∈ E et d2 < E. Soit M le mur entred1 et d2. Soite ∈ E, si M
séparaitd1 et e alors il existerait une galerie minimale entree t d1 passant pard2, ce qui impliquerait qued2 ∈ E, ce
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qui est impossible. DoncM séparec et E. 
Cette proposition permet une définition de la clôture dansI, pour des ensembles de chambres, cohérente avec la
précédente :
Définition 4.1.3 Un ensemble de chambres deI est dit clos s’il contient toutes les galeries minimales entre deux de
ses chambres. L’enclos d’un ensemble de chambres est le pluspetit ensemble de chambres clos le contenant.
La proposition précédente prouve que siZ est un ensemble de chambres inclus dans un appartementA, alorsZ est clos
(au sens 4.1.3) si et seulement siZ̄ est clos dansA (au sens 4.1.1).
L’enclos d’une partie, même convexe, d’un appartement n’est pas toujours évidente. Par exemple dans un appar-
tement de typẽB2 on trouve facilement des parties convexes de toute dimension on nulle, dont l’enclos contient des
chambres qui n’ont aucun point en commun avec la partie de départ.
4.1.1 Projection
Pour étudier la clôture d’ensembles de facettes qui ne sont pas forcement l’adhérence d’un ensemble de chambre,
la notion de projection est très utile. Rappelons-en les principales propriétés.
Définition 4.1.4 SoitΣ un complexe de chambres, soient c et d deux simplexes deΣ. On appelle projection de d sur c
et on note projc(d) l’intersection des chambres finales de toutes les galeries mnimales de d à c.
Proposition 4.1.5 SoitΣ un complexe de Coxeter, et c, d deux simplexes deΣ. Alors :
– projc(d) ⊂ Cl(c∪ d)
– Soit g la chambre terminale d’une galerie minimale de d à c,et soitM l’ensemble des murs contenant c et d.
Alors projc(d) est l’intersection de g et des murs deM.
– L’étoile de projc(d) est formée des chambres terminales des galeries tendues ded à c et des intersections de ces
chambres. Son groupe de Coxeter, c’est-à-direF xW(Σ)(projc(d)) est le groupe engendré par les réflexions selon
les murs deM.
– dim(pro jc(d)) ≥ dim(d) avec égalité si et seulement si c⊂ 〈d〉Σ.
Remarque:La dimension d’une facettef dans un complexe de CoxeterΣ est son nombre de sommet. Ceci coı̈ncide
avec la dimension de Vect(f ) dans le cône de Tits, et avec la dimension de Aff( f ) plus 1 dans une réalisation affine siΣ
est de type affine et irréductible. Dans le cas non irréductible, la repr´esentation affine deΣ contient des polysimplexes
qui engendrent un espace de dimension moindre que leur nombre de sommets moins 1.
Cependant, la proposition est encore vraie dans ces cas si onremplace la dimension d’une facette par la dimension de
l’espace affine qu’elle engendre.
Démonstration:
Pour le premier point, soitM+ un demi-appartement délimité par le murM et contenantc et d. Soit Γ une galerie
minimale ded àc, siΓ n’est pas incluse dansM+, alors en la pliant le long deM on obtient une autre galerie minimale
ded à c qui elle est incluse dansM+. La chambre finale de cette galerie contient projc(d), d’où projc(d) ⊂ M
+. Ceci
prouve que projc(d) ⊂ Cl(c∪ d).
Passons au second point. SoitΓ = g0, ..., gk une galerie tendue ded àc avecgk = g etk = d(c, d). Soit M ∈ M, no-
tonsσM la réflexion selonM. AlorsσM(Γ) est aussi une galerie minimale dèac, donc projc(d) ⊂ g∧σM(g) = g∧M.
Nous prouvons ainsi que projc(d) ⊂ g∧
∧
M∈M M.
Pour montrer l’inclusion réciproque, il s’agit de prouverque toute galerie tendue dèa c se termine par une chambre
contenantg ∧
∧
M∈M M. SoitΘ = h0, ..., hk une telle galerie. Il suffit de prouver que les murs séparantg de hk sont
dansM. Si N est un tel mur, il contientg∧ hk donc en particulierc. De plus, il ne peut couper niΓ ni Θ sans quoi on
pourrait réduire ces galeries par un pli le long deN. DoncN sépareg0 deh0, donc contientg0∧ h0, et en particulierd.
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Ceci prouve queN ∈ M, et conclut la démonstration du second point.
NotonsT l’ensemble des chambres terminales de galeries tendues ded à c. Notons aussiW′ le groupe engendré
par les réflexions selon un mur deM. Nous venons de voir que tout mur séparant deux chambres deT est dansM.
Nous avons vu juste avant queW′ stabiliseT . Ceci entraı̂ne queT = W′.g, et queT contient toutes les galeries ten-
dues entre deux de ses éléments. De plus, l’action deW′ surT est simplement transitive puisque celle deW(Σ) sur les
chambres deΣ l’est. SoitS′ l’ensemble des réflexions selon les murs deM bordantT . Si w ∈ W′, soitΛ une galerie
tendue deg àwg, elle est incluse dansT . Le premier mur qu’elle rencontre correspond à une réflexion s ∈ S′, et alors
l(sw) < l(w). On prouve ainsi par récurrence queW′ est engendré parS′, c’est donc le sous-groupe parabolique de
W(Σ) correspondant à la chambreg et aux réflexionsS′. C’est donc le fixateur de la facette deg fixée parS′. Mais
FixΣ(S′) = FixΣ(W′) =
⋂
w∈W′ wg, c’est l’intersection des chambres deT , et par définition, c’est projc(d). Au final,
W′ = FixW(Σ)(projc(d)), etT =W
′.g est l’ensemble des chambres de (projc(d))
∗. Ceci prouve le troisième point.
Pour le dernier point, on considère la réalisation géom´triqueC ⊂ V deΣ comme cône de Tits.
SoitMg l’ensemble des murs deM qui bordentg, ils correspondent à une famille d’hyperplans linéairement indépendants
(au sens où les formes linéaires les définissant sont ind´ependantes). Nous avons vu que projc(d) est l’intersection deg
et des murs deMg, d’où Codim(projc(d)) = Card(Mg) = Codim(
⋂
M∈Mg M). Comme tous ces murs contiennentd, on
a d ⊂
⋂
M∈Mg M, d’où dimd ≤ dim(
⋂
M∈Mg M) = dim(projc(d).
Le cas d’égalité est atteint lorsque tous les murs contenatd contiennent également projc(d). On a alorsc ⊏ projc(d) ⊂
〈d〉Σ. Réciproquement, sic ⊂ 〈d〉Σ, alors tous les murs contenantd contiennent aussic et donc sont dansM.
Au vu du point précédent,M est l’ensemble des murs contenant projc(d). On a donc〈d〉Σ = 〈projc(d)〉Σ d’où
dimd = dim(projc(d)). 
4.1.2 Les parties closes sont des complexes de chambre
Proposition 4.1.6 Une partie close dans un complexe de Coxeter est un complexe de chambre.
Démonstration:
Soit E une partie close dans un complexe de CoxeterΣ.
Soit c un simplexe deE, choisissonsd un simplexe de dimension maximale dansE. La proposition 4.1.5 montre que
projc(d) est inclus dansE et est de dimension supérieure à celle ded. Commed est de dimension maximale, les di-
mensions sont en fait égale, ceci prouve quec est inclus dans un simplexe de dimension maximale.
Il reste à prouver qu’entre deux simplexes deE de dimension maximale existe une galerie dansE. Soientc et d
deux tels simplexes, on procède par récurrence sur la distnce, dansΣ, entrec et d.
Si d(c, d) = 0, cela signifie quec etd sont inclus dans une même chambreC deΣ. Soit alorsc∨d la plus petite facette
deC contenantc et d, elle est incluse dans Cl(c, d) donc dansE. Commec et d sont de dimension maximales dansE,
on a dim(c∨ d) = dim(c) = dim(d), d’où c = c∨ d = d. La galerie de longueur 0 formée uniquement de la chambrec
reliec à d.
Si d(c, d) > 0, soitΓ = g0...gk, k ≥ 1, une galerie tendue dansΣ ded à c. Commec a gk−1, le simplexeσ := c∧ gk−1
est de codimension 1 dansc (c’est une cloison deE). Maintenant projσ(d) est une chambre deE adjacente àc et
strictement plus proche dansΣ ded quec. Ce qui conclut la récurrence. 
Le cas particulier d’une intersection de murs est intéressant, puisqu’on prouve alors qu’il s’agit d’un complexe de
chambre ”au plus mince” :
Lemme 4.1.7 Une intersection de murs dans un complexe de Coxeter est un complexe de chambres dans lequel une
cloison est incluse dans au plus deux chambres.
Démonstration:
SoitM un ensemble de murs dans un complexe de CoxeterΣ, t E leur intersection. En particulier, c’est une partie
close deΣ donc un complexe de chambres.
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Soitσ une cloison deE. On considère la réalisation géométriqueC comme cône de Tits du complexe de Coxeterσ∗
formé des simplexes deΣ contenantσ. La facette minimale deσ∗ estσ, elle correspond à{0} dans le cône de Tits. Les
chambres deE contenantσ correspondent à des demi-droites issues de 0. Nous voulonsm trer qu’il ne peut y avoir
qu’au plus deux telles demi-droites.
Les demi-appartements deΣ contenantE soit contiennentσ∗ soit contiennentσ dans le mur qui les bordent et in-
duisent alors un demi-appartement deσ∗. Ceci prouve queE∩σ∗ est égale à l’intersection des demi-appartements de
σ∗ induits par les demi-appartements deΣ contenantE ∩ σ∗ et dont le bord contientσ. DoncE ∩ σ∗ est une partie
close deσ∗. DansV, c’est l’intersection deC avec des demi-espaces, c’est donc un convexe. Donc sid est une chambre
de E contenantσ, alorsE ∩ σ∗ ⊂ Vect(d), en identifiantE ∩ σ∗ et d à leurs images dansV. Ainsi les chambres de
E contenantσ sont, dansV, des demi-droites issues de 0 incluse dans la droite Vect(d) : il n’y en a que deux possibles.
Ce dernier résultat permet de prouver la caractérisationgé métrique des parties closes suivante :
Proposition 4.1.8 SoitΣ un complexe de Coxeter,C ⊂ V sa réalisation comme cône de Tits dans l’espace vectoriel
V. Soit E un ensemble de facettes dont l’image dansC e t fermée et convexe. Alors E est une partie close.
Remarque:
– Réciproquement, une partie close deΣ st clairement convexe et fermée dansC, et égale à une union de facettes.
– Ce résultat est encore vrai dans le cadre d’un complexe de Cox ter affine en remplaçant la réalisation comme
cône de Tits par la réalisation comme espace affine (et en remplaçant dans la preuve Vect(f ) par Aff( f ) ).
Preuve du lemme:
On identifieE à son image dansC. Soit f ⊂ E une facette de dimension maximale. Soitx ∈ f . Pour touty ∈ E, le
segment [x, y] est contenu dansE. Commef est une facette maximale deE, ce segment doit rester, au voisinage dex,
dansf . Donc [x, y] ⊂ Vect(f ). Ceci prouve queE ⊂ Vect(f ).
A présent, soitg ⊂ Vect(f ) une facette qui n’est pas incluse dansE, montrons qu’il existe un murM tel queE|Mg.
Soit x ∈ f , y ∈ g. CommeE est fermée, il existez ∈ [x, y] tel que [x, y] ∩ E = [x, z]. Quitte à déplacer le pointx
dansf , on peut supposer quez est dans une facetteh ⊂ Vect(f ) de dimension dim(f ) − 1. Il existe un murM tel que
h = M ∩ Vect(f ), vérifions queM convient. S’il existait un pointa ∈ E tel quex|Ma, alors le segment [a, z] serait
inclus dansE. Mais il existe au plus deux facettes de dimension dim(f ) incluses dans Vect(f ) et contenantzdans leur
adhérence, par le lemme 4.1.7. Or [x, z] et [a, z] coupent deux telles facettes distinctes. Ceci prouve qu’il y en a deux,
et qu’elles sont dansE. Mais ceci contredit la définition dez car l’adhérence de leur réunion contient un voisinage de
zdans Vect(f ) inclus dansE. 
4.1.3 Intersection de deux appartements
Proposition 4.1.9 L’intersection de deux appartements A et B est une partie close de A et de B.
Démonstration:
Soit f une facette maximale dansA ∩ B, c’est à dire une facette qui n’est incluse dans l’adhérence d’aucune autre
facette incluse dansA∩ B. Montrons queA∩ B ⊂ 〈 f 〉A.
Soit g une facette dansA ∩ B. SoientΓA = a1, ..., ak et ΓB = b1, ..., bk deux galeries minimales def à g, l’une dans
A l’autre dansB (deux galeries minimales entre deux facettes ont forcément la même longueur). Soit∆ = (a1 =
d1, ..., dl = b1) une galerie minimale dea1 à b1 et Z un appartement la contenant. On aa1 ∧ b1 = f puisquef est une
facette maximale dansA∩ B, et toutes les chambres de∆ contiennentf .
Soit ρ = ρA,a1, ρ(ΓB) est une galerie minimale entref et g dansA. Si φ est l’isomorphisme deZ sur A fixant a1, les
murs séparanta1 et ρ(b1) sont les images parφ des murs deZ séparanta1 et b1. Si M est un tel mur,M ne sépare
pas f et g puisquef ⊂ M. Doncg ⊂ M, sans quoi une des galeriesΓA ou ρ(ΓB) traverseraitM et ne serait donc pas
minimale. Il reste donc à prouver que l’intersection de cesmurs est〈 f 〉A, ou de manière équivalente, que l’intersection
des murs deZ traversés par∆ est〈 f 〉Z.
24
Soit S le système générateur du groupe de CoxeterW deZ formé par les réflexions selon les cloisons dea1. Soit
I ⊂ S le type de f , WI =< I > le fixateur def dansW. SoientM1, ..,Ml les murs traversés par∆, σ1, ..., σl les
réflexions correspondantes, etU le groupe qu’elles engendrent. Il suffit de montrer queU = WI . Pour commencer,
σ1 ∈ I puisqueM1 est un mur dea1 et queσ1 fixe f . Notonss1 = σ1. Ensuite, on aσ2 = σ1 ◦ s2 ◦ σ1, avecs2 ∈ S.
On constate alors ques2 fixe f . En continuant ainsi jusqu’àσl , on constate queU =< s1, s2, s3, ..., sl > où lessi sont
des éléments deS qui fixent f , c’est à dire des éléments deI . Il ne reste plus qu’à prouver que chaque élément deI
apparaı̂t dans{s1, ..., sl}. Soit s ∈ I , supposons par l’absurde ques < {s1, ..., sl}. Soith la facette de typeI − {s}, c’est
une facette strictement plus grande quef , t elle est fixée par toutes lessi . Elle est donc fixée par toutes lesσi , mais
ceci entraı̂ne queh ⊂ a1 ∧ b1, et cela contredit l’hypothèse de maximalité surf .
Nous avons ainsi prouvé queA∩ B ⊂ 〈 f 〉A. On peut conclure par récurrence sur la longueurl de∆.
Si l = 0, alors f est une chambre. Il est alors bien connu que dans ce cas,A ∩ B est l’adhérence d’un ensemble de
chambres, et que toute galerie minimale entre deux chambresdeA∩ B est incluse dansA∩ B. DoncA∩ B est clos.
Si l > 0, utilisons le corollaire 4.0.4 pour trouver un appartement A1 contenant un demi-appartement deA délimité par
d1∧d2 ainsi qued1 etd2. Cet appartement contient le mur deA définit pard1∧d2, il contient donc en particulier〈 f 〉A,
doncA∩ B. DoncA∩ B = (A∩ A1)∩ (B∩ A1). Par hypothèse de récurrence,A∩ A1 et A1∩ B sont deux parties closes
deA1, donc (A∩ A1) ∩ (B∩ A1) est close dansA1. Mais il existe un isomorphisme deA1 surA qui fixe A∩ A1, donc
en particulier (A∩ A1) ∩ (B∩ A1), ce qui conclut la preuve. 
4.1.4 Isomorphisme entre deux appartements
Proposition 4.1.10Soient A et B deux appartements, alors il existe un isomorphismeφ : A
∼
−→ B fixant A∩ B. De
plus, siψ : A
∼
−→ B est un isomorphisme fixant une facette de dimension maximale de A∩ B, alorsψ fixe A∩ B.
Démonstration:
Par 4.1.9 et 4.1.6,A∩ B est un complexe de chambre. Soitd une chambre deA∩ B. SoientC et D des chambres deA
et B, respectivement, contenantd. SoitZ un appartement contenantC ∪ D. En composant un isomorphisme deA sur
Z fixantC puis un isomorphisme deZ surB fixant D, on obtient un isomorphismeφ : A
∼
−→ B fixant d. Montrons que
φ fixe A∩ B.
Le dernier point de la proposition 4.1.5 montre queA ∩ B ⊂ 〈d〉A et A ∩ B ⊂ 〈d〉B. Or φ(〈d〉A) = 〈d〉B, d’où
φ(A ∩ B) ⊂ 〈d〉B. Comme〈d〉B est un complexe de chambre ”au plus mince”, par 4.1.7, et queφ induit un mor-
phisme injectif entreA∩ B et 〈d〉B le ”lemme fondamental des immeubles” 4.0.5 montre queφ fixe A∩ B. 
4.2 Chemińees
La notion de cheminée permettra d’utiliser pleinement le th´ orème 4.5.2 (ci-dessous). Nous en donnons ici une
définition ainsi que les propriétés élémentaires. On suppose dorénavant queI est affine.
Lemme 4.2.1 Soit A un appartement, c une facette de A,~f une facette de~A. Alors les points de Cl(c + ~f ) restent à
distance bornée de c+ ~f .
De plus, si d est une autre facette de A,~g une autre facette de~A telles que Cl(d+ ~g) ⊂ Cl(c+ ~f ), alors~g ⊂ ~f .
Preuve du lemme:
Soit {αi}i∈I⊔J des formes affines surA telles que{~αi}i∈I⊔J soit une base du système de racines de~A avec~f = {~αi > 0, :
~α j = 0, i ∈ I , j ∈ J} et telles que les murs deA de direction kerαi sont lesα−1i ({n}) pourn ∈ Z. Alors :
c+ ~f ⊂ {αi > in fc(αi), α j ∈ α j(c), i ∈ I , j ∈ J} ⊂ {αi ≥ ni , : α j ∈ [n j,mj ], i ∈ I , j ∈ J}
en appelant, pouri ∈ I ⊔ J, ni la partie entière de infc(αi) et pour j ∈ J, mj le plus petit entier supérieur à supc(α j).
Le troisième ensemble est une intersection de demi-appartements donc une partie close, donc contient Cl(c+ ~f ). Il est
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de plus égal àb+ ~f avecb = {αi = ni , α j ∈ [n j,mj]}. Comme{~αi}i∈I⊔J est une base de~A∗ et qu’elle reste bornée surb,
on déduit queb est borné. Maisc est également borné, on voit alors facilement que les points deb+ ~f sont à distance
bornée dec+ ~f . Et ceci reste en particulier vrai pour les points de Cl(c+ ~f ).
Maintenant si~g 1 ~f , cela signifie qu’il existe~v ∈ ~g \ ~f . Alors d(~v, ~f ) > 0. Pourx un point ded, les points de la
formex+λ~v sont dans Cl(d+~g) et peuvent être rendus arbitrairement éloignés dec+ ~f , carc est borné. Ceci contredit
que Cl(d+ ~g) ⊂ Cl(c+ ~f ). 
Définition 4.2.2 – Une cheminée dans un appartement A est une partie de A de la forme R= Cl(c+ ~f ), où c est
une facette de A et~f une facette de~A. La facette~f est uniquement déterminée par R d’après le lemme 4.2.1,on
l’appelle la direction de R.
– Soient R et R′ deux cheminées. On dira que R′ est une sous-cheminée de R lorsque R′ ⊂ R. On dira que R′ est
une sous-cheminée pleine, abrégé en scp, lorsque de plusR et R′ ont la même direction etAff(R) = Aff(R′).
On abrège de la même manière sous-cheminée pleine et sous-cône parallèle, mais les deux notions ont à peu près
le même sens, l’une dans le cadre des cônes affines et l’autre dans le cadre des cheminées.
Proposition 4.2.3 Soit R= Cl(c+ ~f ) une cheminée dans A, soit d une facette de A incluse dans R. Alors Cl(d+ ~f ) ⊂ R,
c’est donc une sous-cheminée de R.
Démonstration:
Soit D un demi-appartement deA contenantR, montrons qu’il contientd + ~f . Ceci n’est pas tout à fait évident card,
et doncd + ~f n’est pas forcément incluse dansc + ~f . Soitα ∈ A∗, k ∈ Z tels queD = D(α, k) = {x ∈ A|α(x) ≥ k}.
Nous savons déjà qued ⊂ R ⊂ D. Soit~v ∈ ~f , x ∈ d, montrons quex + ~v ∈ D. Dans le cas contraire, nous aurions
α(x) ≥ k etα(x+~v) < k, d’où~α(~v) < 0. Choisissons alors un point quelconquey ∈ c, on auraα(c) ≥ k carc ⊂ D, mais
α(c+ λ~v) < 0 pourλ un réel assez grand. ceci contredit le fait quec+ ~f ⊂ D. Doncx+ ~v ∈ D. 
Le lemme suivant permet dans certains cas de se ramener à descheminées dont la base est une chambre.
Lemme 4.2.4 Soit R= Cl(x + ~f ) une cheminée. Soit x une chambre dont l’adhérence contient c, et R1 = Cl(x+ ~f ).
Alors toute sous-cheminée pleine de R1 contient une sous-cheminée pleine de R.
Preuve du lemme:Soit R′1 = Cl(y +
~f ) une scp deR1. Le côney + ~f ∗ contient une scpR′ deR, et pour montrer que
R′ ⊂ R′1, il suffit de prouver qu’aucun mur dont la direction contient
~f ne sépare strictementR deR′1. Soit M un tel
mur. CommeR et R′1 sont deux parties incluse dansR1 = Cl(x +
~f ), si M sépare strictementR deR′1, alorsM doit
séparer strictement deux parties dex+ ~f . Mais c’est impossible pour un mur dont la direction contient ~f . 
Définition 4.2.5 Soit R= Cl(c + ~f ) une cheminée. Une demi-droite caractéristique de R est une demi-droiteδ dont
l’extrémité est dans c et dont la direction est incluse dans ~f (en particulier,δ ⊂ R).
Remarque:Si δ est une demi-droite, alors Cl(δ) est une cheminée dontδ est caractéristique.




– Aff(Cl(δ)) est l’intersection des murs contenantδ
– Siδ′ est une demi-droite incluse dansδ, alors Cl(δ′) est une scp de R.
Démonstration:
Pour le premier point, la proposition 4.2.3 prouve que Cl(δ) ⊂ R. Pour montrer l’autre inclusion, soitD = D(α, k) un
demi-appartement contenantδ, montrons qu’il contientR. Soitx le sommet deδ, ~δ sa direction, de sorte queδ = x+~δ.
Le fait quex est dansc prouve queD contientc. Et le fait queD contient une demi droite dirigée par~δ prouve que
α(~δ) ⊂ [0,∞[. Mais~δ est inclus dans~f , etα est une racine, d’oùα( ~f ) ⊂ [0,∞[. On obtient alorsc+ ~f ⊂ D, d’oùR⊂ D.
Pour prouver le second point, soitMδ l’ensemble des murs contenantδ. Soit M ∈ Mδ, alorsδ est dans les deux
demi-appartements délimités parM, donc Cl(δ) est dans l’intersection de ces deux demi-appartements, c’e t-à-dire
dansM. Ceci prouve que Aff(Cl(δ)) ⊂
⋂
M∈Mδ M.
Pour l’inclusion réciproque, comme la répartition des murs deA est discrète, il existex ∈ δ qui n’est inclus dans aucun
autre mur que ceux deMδ. Soit ǫ la distance minimale entrex et un mur n’appartenant pas àMδ, on aǫ > 0 encore
par la répartition discrète des murs. Alors la boule dans
⋂
M∈Mδ M de centrex et de rayonǫ est incluse dans Cl(δ), ce
qui prouve que
⋂
M∈Mδ M ⊂ Aff(Cl(δ)).
Enfin pour le troisième point, il faut montrer que Aff(Cl(δ)) = Aff(Cl(δ′)). Ceci provient directement du point
précédent. 
Remarque:Guy Rousseau définit les cheminées comme l’enclos dansA d’une demi-droite, et d’un germe de seg-
ment de même origine. Dans le cas d’un immeuble où les murs sont répartis de manière discrète, c’est une définition
équivalente au vu de la proposition qui précède.
Ainsi, une cheminée peut-être caractérisée par une demi- roite. Nous allons maintenant voir qu’une demi-droite
est incluse dans une galerie tendue, ce qui permettra de ramener les raisonnements sur les cheminées à des raisonne-
ment sur les galeries tendues.
Proposition 4.2.7 Soitδ une demi-droite et s son origine, ouδ un segment et s une extrémité deδ. Alors pour toute
chambre c0 contenant s dans son adhérence, il existe une galerie tendue commençant par c0 contenantδ dans son
adhérence. De plus, l’adhérence de toute chambre ou cloison de cette galerie rencontreδ.
Preuve du lemme:
SoitM l’ensemble fini des murs contenantδ. Soit E l’intersection de tous les demi-appartementsD(M, c0) pour
M ∈ M. La demi-droiteδ est incluse dansE. Elle est découpée en segments d’intérieur non vide (pour la topologie
induite surδ), et chacun de ces segments est inclus dans une unique chambre fermée incluse dansE. En effet, si un
tel segment est inclus dans deux chambres, alors il existe unmur M séparant ces chambres et contenant ce segment.
Comme le segment est d’intérieur non vide,M contientδ, doncM ∈ M, donc au plus une des deux chambres est dans
E. Soient (Ik)k∈N ces segments, rangés de manière que le sommet deδ soit dansI0 et que∀k, Ik ∩ Ik+1 , ∅. Soient
(ck)k∈N les chambres correspondantes,c0 est bien la chambre donnée dans l’énoncé. Pourk ∈ N, soitΓk une galerie
minimale entreck et ck+1. C’est une galerie incluse dansE carE est clos. On définit enfinΓ comme la concaténation
desΓk auxquels on a retiré leurs dernières chambres, c’est à direck+1, pour éviter qu’elles n’apparaissent deux fois de
suite. Cette galerie contient bienδ, il reste à vérifier qu’elle est tendue.
Remarquons pour commencer que puisqueΓ ⊂ E, les murs deM ne séparent pas les chambres deΓ. Supposons qu’il
existe un murM coupant deux foisΓ, entred1 etd2 puis entree1 ete2. Il existek et l tels qued1∪d2 ⊂ Γk ete1∪e2 ⊂ Γl .
Toutes les chambres deΓk contiennent dans leur adhérence le point deIk ∩ Ik+1, doncM contient aussi ce point. De
mêmeM contient le point deI l ∩ I l+1. Mais M ne peut contenir deux points distincts de∆ sans contenir∆, donck = l.
Alors M coupeΓk deux fois, mais c’est impossible puisqueΓk est une galerie minimale. 
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4.3 Inclusion d’une partie d’appartement et d’une chambre dans un appartement
On suppose dorénavantI munit de son système complet d’appartements.
Considérons une galerie tendueΓ = c1, ..., cn de longueurn. Soit A1 un appartement contenantc1, le but est
d’étudier quelles parties deA1 sont incluses dans un appartement contenant égalementcn. On peut supposer quec2
n’est pas dansA1. Soit M1 le mur deA1 contenant la cloisonc1 ∧ c2. Alors d’après le corollaire 4.0.4, chacun des
deux demi-espaces deA1 délimités parM1 est inclus dans un appartement contenant égalementc2. Soit A2 un tel
appartement contenant un demi-appartement deA1 t c2. On définitM2 comme étant le mur deA2 contenant la cloi-
sonc2 ∧ c3. Alors chacun des demi-appartements deA2 peut être inclus dans un appartement contenantc3. Mais ces
demi-appartements contiennent en quelque sorte des quartsd’appartement deA1. En continuant ainsi jusqu’au bout de
la galerieΓ, on prouve la :
Proposition 4.3.1 Soit A un appartement et c une chambre. Soit n la longueur minimale entre une chambre de A et c.
Alors il existe un découpageP ⊂ P(A) de A en2n parties fermées, (certaines pouvant être vides) tel que
– P est obtenu en coupant A en deux le long d’un mur, puis en coupant ch cun des demi-appartements obtenus
encore en deux le long d’autres murs, et en répétant cette opération encore n− 2 fois
– chaque élément deP est inclus dans un appartement contenant également c.
Remarque:Cette proposition est vraie dans un immeuble quelconque.
Voici deux résultats qui seront très utiles par la suite dir ctement obtenus grâce à cette proposition.
Corollaire 4.3.2 – SoitΓ = c0, c1, ... une galerie tendue infinie. Soit d une chambre deI. Alors il existe n0 ∈ N et
un appartement A contenant d et tous les ci pour i ≥ n0.
– Soit f une facette de quartier, et c une chambre. Alors il exist un scp de f qui est inclus dans un appartement
contenant également c.
Pour prouver ce corollaire, il suffit de remarquer que siA est un appartement contenantΓ, si M est un mur deA alors
un des deux demi-appartements deA définis parM contient tous lesci à partir d’un certain rang, car une galerie tendue
ne peut être coupée deux fois par un même mur.
Et de la même manière, siA contient f , alors un des demi-appartements définis parM contient un scp def . 
Nous voulons maintenant préciser la proposition 4.3.1, endéterminant certaines zones deA qui seront obligatoire-
ment incluses dans un élément de la partitionP. Pour cela, il s’agit d’identifier des parties deA qui ne seront jamais
coupées par un mur ”séparantA dec”. Commençons par donner un sens précis à ceci :
Proposition 4.3.3 Soit A∈ A, soitΓ = (ci)i∈I une galerie tendue telle que c0 ∈ A, avec I un intervalle deN contenant
0. Soit Z un appartement contenantΓ, et φ : Z
∼
−→ A un isomorphisme fixant c0. Soitβ une partie de A, connexe,
contenant c0, telle qu’aucunφ(M) pour M un mur de Z traversé parΓ ne sépare strictement deux points deβ.
Alors il existe un appartement contenant Cl(β) ∪ Γ.
Démonstration:
On construit par récurrence une suite d’appartements (Yi)i∈I telle que pour touti ∈ I , on aitβ ∪ c0 ∪ c1 ∪ ... ∪ ci ⊂ Yi .
Pour i = 0, Y0 = A convient. Supposons à présentYi construit, aveci ∈ I tel quei + 1 ∈ I . Soit Mi le mur deYi
contenantci ∧ ci+1. Si nous prouvons queMi ne coupe pasβ alors ceci entraı̂nera queβ ∪ c1 ∪ ... ∪ ci ⊂ D(Mi , ci), et
le corollaire 4.0.4 prouvera l’existence d’unYi+1 convenable.
Supposons par l’absurde queMi rencontreβ. Soitχi : Yi
∼
−→ A l’isomorphisme fixantβ (il est unique carβ contient
la chambrec0). Alors χi(Mi) rencontreβ. Maisχi(Mi) = φ ◦ ψi(Mi), ouψi : Yi
∼
−→ Z est l’isomorphisme fixantc0. Et
ψi(Mi) est un mur deZ coupantΓ. Ceci contredit les hypothèses, et prouve donc l’existence deYi+1.
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ChaqueYi contient en fait Cl(β), carA∩Yi est une partie close. Et Cl(β) est égal à l’adhérence de l’ensemble de ses
chambres car il contient une chambre. A présent, pour tout triple (c, d, e) de chambres incluse dans Cl(β) ∪ Γ, il existe
Yi contenantc∪d∪e. Ceci prouve, en utilisant le corollaire 4.0.3 l’existenced’un appartementY contenant Cl(β)∪Γ.
Passons à présent à quelques situations particulièresou s’applique ce résultat.
Définition 4.3.4 Soit A un appartement et~δ un cône inclus dans une facette de~A. Soitδ = a+ ~δ un cône de direction
~δ. On appelle base deδ, et on note b(δ) l’intersection deδ et des demi-appartements contenant un voisinage de a pour
la topologie induite surδ.
Cette définition est indépendante de l’appartementA contenantδ choisi. De plus, comme les murs deA sont répartis
de manière discrète,b(δ) contient un voisinage dea pour la topologie induite surδ. En particulier, la base deδ contient
une base affine de AffB(δ), pour tout appartementB contenantδ. Dis autrement, AffB(b(δ)) = AffB(δ). Enfin,b(δ) est
inclus dans une facette deA.
Remarque:Cette définition sera utilisée en 6 pour définir la topologie sur l’immeuble compactifié.
Proposition 4.3.5 Soit A un appartement,~δ une facette de~A non triviale, a∈ A, on noteδ := a+ ~δ. Soit b la base de
δ. Soit B un autre appartement contenant b, etψ : A
∼
−→ B un isomorphisme fixant b. Soit x une facette de B incluse
dans a− ~ψ(~δ∗A) et telle qu’aucun mur dont la direction contient~δ ne sépare strictement a de x.
Alors pour toute chambre~C ⊂ ~A incluse dans~δ∗A, il existe un appartement Z contenant(a+ ~C) ∪ {x}.
En particulier, pour tout point t deδ∗A, il existe un appartement contenant t, a et x.
Remarque:
– ψ(δ) et ~ψ(~δ) sont indépendants du choix deψ.
– Commeb ⊂ A∩ B contient une base affine deδ, on a en fait~δ ⊂ ~A∩ ~B. Cependant, pour les démonstrations de
cette sous-partie, il me parait plus clair de ne pas faire cett identification, c’est-à-dire de distinguer~δ de~ψ(~δ).
– Dans la suite, on pourra noter−δ = a−~δ le cône opposé àδ, et de manière générale sif est un cône ne contenant
pas de droite,− f = s( f ) − ~f .
Démonstration:
Soit c0 une chambre deA, coupanta+ ~C et dont l’adhérence contientb. SoitΓ = c0, ..., ck une galerie tendue entrec0
et x. Si Z est un appartement contenantΓ, etψZ : A
∼
−→ Z un isomorphisme fixantb, alorsx est une facette deZ, les
seuls murs deZ dont la direction contient~ψZ(~δ) et qui séparenta dex contiennenta ou x, et enfinx ∈ −ψZ(δ)∗. On est
ainsi ramené au cas où l’intersection des deux appartements co sidérés contient la chambrec0.
Soitβ = (a+ ~C) ∪ c0, c’est un connexe contenantc0, il faut maintenant vérifier que pour tout murM deΓ, ψ−1Z (M)
ne coupe pasβ.
Soit M un tel mur. Alorsψ−1Z (M) sépare strictementc0 et x, donc coupe−δ
∗. Si en plusψ−1Z (M) coupeβ alors il coupe
a + ~C donc en particulier l’intérieur deδ∗. Ceci implique~δ ⊂
−−−−−−→
ψ−1Z (M) puis~δ ⊂ ~M. Mais alorsx ⊂ M ou a ∈ M. Le
premier cas est exclus carM sépare strictementx dec0. Quand au second cas, il impliqueδ ⊂ M, ce qui empêche que
M coupea+ ~C. 
Dans la variante suivante de ce résultat, on veut obtenir unappartement contenantδ∗ ∪ x. Pour cela on peut renfor-
cer l’hypothèse sur les murs dont la direction contient~δ, en imposant par exemple que les seuls murs séparantb de x
contiennentx.
Cependant, nous nous contenterons de l’hypothèsex ⊂ −ψ(δ), qui présente l’avantage qu’en poussant un tout petit peu
le raisonnement, on arrive à trouver un appartement contena non seulementx, mais en faitδ∗ ∪−ψ(δ). Ceci donne le
résultat :
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Proposition 4.3.6 Soient A,δ, a, b, B,ψ comme précédemment.
Alors il existe un appartement contenantδ∗A ∪ −ψ(δ)
Démonstration:
On commence, comme pour la preuve précédente, par se ramener au cas oùA∩ B contient une chambre. Soientc et
d deux chambres contenantb, incluses respectivement dansA et B. SoitΛ = d, d1, ..., dk, c une galerie entred et c.
En utilisantk + 1 fois le corollaire 4.0.4, on trouve une suiteB0 = B, B1, ..., Bk+1 d’appartements tels quedi ⊂ Bi (en
notantd0 = d et dk+1 = c) et tels queBi ∩ Bi+1 contient un demi-appartement délimité par le murMi deBi contenant
di ∧ di+1. Or ce mur contientb, on vérifie alors par une simple récurrence que pour touti, Mi contient−ψ(δ).
Soit Z = Bk+1 : cet appartement contient−ψ(δ) et une chambrec de A ∩ Z. Soit φ : Z
∼
−→ A fixant c, alors
−ψ(δ) = −φ−1(δ).
Soit l une demi-droite dansZ passant para, dont la direction est intérieure à−~φ−1(~δ), et dont l’origine est dansb.
Elle est donc incluse dans−ψ(δ) ∪ b. SoitΓ = (ci)i∈N une galerie tendue le long del, donnée par la proposition 4.2.7
telle quec0 = c. Soitβ = Cl(c0∪ δ∗A) ⊂ A. Pour pouvoir appliquer la proposition 4.3.3, il nous resteà prouver que pour
tout murM traversé parΓ, φ(M) ne coupe pasβ.
Soit M un tel mur, il coupel sans la contenir, donc~l 1 ~M, d’où ~φ−1(~δ) ∩ ~M = ∅ et ~M ne peut couper~φ−1(~δ∗).
Notons ~M+ et ~M− les deux demi-appartements de~Z délimités par ~M en choisissant~φ−1(~δ∗) ⊂ ~M+. SoientM+ et
M− les demi-appartements deZ correspondants, nous avons alorsc0 ⊂ M+. Passons du côté deA : nous savons que
c0 ⊂ φ(M+) et~δ∗ ⊂ ~φ( ~M+). Doncβ ⊂ Cl(c0 + ~δ∗) ⊂ φ(M+). Ainsi, φ(M) ne coupe pasβ.
D’après la proposition 4.3.3, il existe un appartementY contenantβ ∪ Γ. Alors l ⊂ Y ∩ Z d’où Cl(l) ⊂ Y ∩ Z. Mais
Cl(l) ⊃ −φ−1(δ) : c’est une conséquence de la proposition 4.2.6 (en fait Cl(l) est égal à la cheminée ClZ(b− ~φ−1(~δ))).
Comme−φ−1(δ) = −ψ(δ), la proposition est prouvée. 
4.4 Rétractions par rapport à deux chambres adjacentes
Nous étudions ici comment change une rétraction lorsqu’on remplace la chambre de base par une chambre adja-
cente.
Proposition 4.4.1 Soient c1 et c2 deux chambres adjacentes dans un appartement A. Soit f la cloison c1 ∧ c2 et M le
mur de A contenant f ,σ la réflexion selon M. Soient encoreρ1 = ρc1,A etρ2 = ρc2,A. Alors pour toute chambre d⊂ I,
– ρ2(d) = ρ1(d) ou bienρ2(d) = σ ◦ ρ1(d).
– Siρ1(d) est du même côté de M que c1 alorsρ2(d) = ρ1(d).
– Siρ1(d) est du même côté de M que c2 alors les deux possibilités peuvent survenir, et on aρ2(d) = ρ1(d) si et
seulement si c1 est dans l’enclos de d et c2.
on peut aussi énoncer un résultat un peu moins précis maisplus clair :
Corollaire 4.4.2 On reprend les hypothèses de la proposition. Alorsρ2(d) = ρ1(d) si et seulement si il existe un
appartement contenant c1, c2 et d.
Remarque:Le sens⇐ du corollaire est de toute façon une conséquence directe dla définition d’une rétraction.
Démonstration:
Soit B un appartement contenantc1 et d, soitφ : B→ A l’isomorphisme fixantc1. Alors ρ1(d) = φ(d).
Si ρ1(d) est du même côté deM quec1 alorsd est du même côté deφ−1(M) quec1. En vertu du corollaire 4.0.4, il
existe un appartementZ contenantd, c1 et c2, ce qui prouve queρ1(d) = ρ2(d).
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Dans l’autre situation, appelonsc′2 la chambre adjacente àc1 le long def dansB. Cette chambrec
′
2 est donc dans
l’enclos dec1 et ded. Si c′2 = c2 alorsc1, c2 et d sont dans un même appartement, d’oùρ1(d) = ρ2(d) et c2 est bien
dans l’enclos dec1 et ded. Il ne reste donc qu’à vérifier que sic2 , c′2 alorsρ2(d) = σ ◦ ρ1(d) et c
′
2 n’est pas dans
l’enclos dec1 et d. Le deuxième point est prouvé car nous disposons d’un appartement,B qui contientc1 et d, mais
pasc2 sans quoi il y aurait trois chambres contenantf dansB.
Pour prouver le premier point, constatons que la formuleρ2(x) = σ ◦ ρ1(x) est vraie lorsqued = c′2. Soit B
+ le
demi appartement délimité parφ−1(M) et contenantc′2, donc égalementd. Par le corollaire 4.0.4, il existe un autre
appartementB′ contenantB+ et c2. Si φ′ : B′ → A est l’isomorphisme correspondant, alorsρ2(d) = φ′(d) et l’égalité
ρ2(c2) = σ ◦ ρ1(c2) devientφ′(c2) = σ ◦ φ(c2). Restreignonsσ ◦ φ et φ′ à B+ : nous obtenons deux morphismes de
complexe de chambre injectifs deB+ dansA, qui coı̈ncident enc2. CommeB+ est convexe, ceci entraı̂ne queφ′ et
σ ◦ φ coı̈ncident surB+. 
4.5 Inclusion de deux galeries tendues dans un appartement
4.5.1 Le th́eorème
Définition 4.5.1 SoitΓ = (ci)i∈I une galerie. Une sous-galerie deΓ est une galerie obtenue en enlevant un nombre fini
de chambres àΓ. Dans le cas où I= N et oùΓ est tendue, une sous-galerie deΓ st donc de la forme(ci)i≥i0 pour un
i0 ∈ N.
Théorème 4.5.2SoientΓ = (ci)i∈N et∆ = (di)i∈N deux galerie tendues. Alors il existe une sous-galerie deΓ et une
sous-galerie de∆ qui sont incluses dans un même appartement.
Démonstration:
Notations :
Soit A un appartement contenantΓ. Pouri ∈ N, soit ρi = ρci ,A, Mi le mur deA entreci et ci+1, σi la réflexion selon
Mi , de sorte que pour touti et pour toute chambrec deI, on a en vertu de la proposition 4.4.1ρi+1(c) = ρi(c) ou
ρi+1(c) = σi ◦ ρi(c). Remarquons que par continuité deρi+1, la même formule s’applique pour le calcul deρi+1 pour
deux chambres adjacentes, sauf dans le cas où ces deux chambres sont projetées parρi sur des chambre adjacentes à
Mi .
Choisissons un point spécial 0 pour identifierA et ~A. Quitte à réduireΓ, cette galerie est incluse dans une chambre
vectorielleC. Grâce à la proposition 4.3.1, on voit que, quitte à la réduire, la rétraction d’une galerie tendue est
une galerie tendue. En particulier,ρi(∆) est incluse à translation près dans une chambre vectorielle. ChoisissonsDi
une chambre vectorielle à distance maximale deC contenant un translaté deρi(∆). Notons enfinδi la distance entre la
chambreC etDi . Comme le complexe de Coxeter vectoriel est fini, lesδi sont majorées par une certaine constanteδmax.
plan de la preuve :
Pendant cette démonstration, nous allons étudier en quoiρi peut différer deρi+1. Nous verrons qu’il y a trois cas à dis-
tinguer : soitρi etρi+1 coı̈ncident sur presque toutes les chambres de∆, soit elles diffèrent sur un nombre infini de ces
chambres etδi+1 > δi , soit elles diffèrent sur un nombre infini de ces chambres etδi+1 = δi . Nous allons commencer par
traiter le cas où seul le premier cas intervient (préliminaire 1). Ensuite, nous allons vérifier que les trois cas cit´es sont
effectivement les seuls possibles, nous en profiterons pour analyser un peu plus en détail le deuxième cas (préliminaire
2). Alors nous verrons qu’on peut réduireΓ pour se ramener à une situation où le deuxième cas n’apparı̂t pas, puis
qu’on peut la réduire une seconde fois pour que le troisième cas n’apparaisse plus non plus.
Préliminaire 0 : le cas très facile :
Supposons que pour touti ∈ N et pour toute chambred de∆, ρi(d) = ρi+1(d) = ρ(d). Cela implique par le corollaire
4.4.2 qued, ci et ci+1 sont inclus dans un même appartement pour touti et d. Par ailleurs, quitte à réduire∆, on peut
supposer que∆ est incluse dans un appartement contenant aussic1. L’égalité desW-distancesδ(a, c) = δ(a, b)δ(b, c)
est alors réalisée dans le cas où{a, b, c} = {c1, d, d′}, avecd, d′ ∈ ∆, et dans le cas où{a, b, c} = {ci , ci+1, d}, aveci ∈ N
et d ∈ ∆ (et bien sûr aussi dans le cas{a, b, c} ⊂ Γ ou {a, b, c} ⊂ ∆). Le cas{a, b, c} = {ci , c j, d}, i, j ∈ N et d ∈ ∆,
s’obtient aisément par récurrence sur|i − j|. Le dernier cas est{a, b, c} = {d, d′, ci} avecd, d′ ∈ ∆, il se traite à partir
des cas précédents :δ(d, d′) = δ(d, c1)δ(c1, d′) = δ(d, ci)δ(ci, c1)δ(c1, ci)δ(ci, d′) = δ(d, ci)δ(ci, d′).
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Il ne reste plus qu’à appliquer le théorème 4.0.2 :Γ et∆ sont incluses dans un même appartement.
Préliminaire 1 : le cas facile :
Supposons que pour touti, ρi(d) = ρi+1(d) = ρ(d) pour toutes les chambresd de∆ sauf un nombre fini (ce nombre
pouvant a priori varier aveci). Nous allons construire par récurrence une sous-galerie∆′ de∆ de sorte queΓ et ∆′
soient dans la situation très facile du préliminaire 0. Plus précisément, nous allons construire pour touti ∈ N une
sous-galerie∆i de∆ telle que∀k < i, ∀d ∈ ∆i , ρk(d) = ρk+1(d). Pour des raisons techniques, nous allons imposer en
outre queρi(∆i) = ρ1(∆i) est une galerie tendue. Ensuite, nous vérifierons que la suite (∆i) est stationnaire à partir d’un
certain rang, alors la ”limite” de cette suite conviendra.
Commençons par choisir pour∆1 une sous galerie de∆ telle queρ1(∆1) est tendue. Supposons ensuite construite∆i ,
et construisons∆i+1. Supposons qu’il existedk ∈ ∆i tel queρi+1(dk) = σi ◦ ρi(dk). Par la proposition 4.4.1,ρi(dk)
est dans le demi-appartementD(Mi , ci+1). Comme par hypothèse seul un nombre fini de chambrese de∆ vérifient
ρi+1(e) = σi ◦ ρi(e), il existedl ∈ ∆i tel queρi+1(dl) = ρi(dl). Nous pouvons choisirdk et dl adjacentes, c’est à dire
l = k ± 1. Alors ρi(dk), ρi(dl) = ρi+1(dl), ρi+1(dk) est une galerie de longueur 2 dansA, doncd(ρi(dk), ρi+1(dk)) ≤ 2.
Maisρi+1(dk) = σi(ρi(dk)) doncd(ρi(dk), ρi+1(dk)) est impair. En effetσi induit une involution sur l’ensemble des murs
séparantρi(dk) et ρi+1(dk), et cette involution n’a qu’un point fixe,Mi , car un mur stabilisé parσi ne peut séparer un
point et son image parσi . Il y a donc un nombre impair de murs séparantρi(dk) etρi+1(dk).
Ainsi d(ρi(dk), ρi+1(dk)) = 1, les deux chambresρi(dk) etρi+1(dk) sont de part et d’autre deMi , etρi+1(dk) = ρi+1(dl) =
ρi(dl). Commeρi(∆i) est tendue, elle ne peut couperMi une autre fois :k et l sont donc les seuls indices adjacents
tels queρi+1(dk) = σi ◦ ρi(dk) et ρi+1(dl) = ρi(dl). Nous en déduisons que la première formule est vraie pourtous
les indices inférieurs àk, et la seconde pour tous les indices supérieurs àk (en particulier,l = k + 1). Nous avons
donc une description précise de la situation : une partie findeρi(∆) est dans le demi-appartementD(Mi , ci+1), et
c’est précisément cette partie qui va être déplacée lors du passage àρi+1. On pose∆i+1 = (d j) j≥k, et cela conclut la
construction de la suite (∆i).
Il reste à vérifier qu’au cours de cette construction, il n’y a qu’un nombre fini d’étapes où on a réellement retiré des
chambres à∆i pour obtenir∆i+1. Soit I l’ensemble des indicesi tel que∆i+1 est différent de∆i . Nous allons montrer
qu’il ne peut y avoir deux indicesi et j dansI tels que~Mi = ~M j , ce qui prouvera queI est fini puisque l’ensemble des
murs vectoriels est fini. Supposons par l’absurde l’existence de telsi et j, aveci < j. Lors de la construction de∆i+1,
on a fait en sorte queρi+1(∆i+1) soit inclus dansD(Mi , ci). CommeΓ est tendue et~Mi = ~M j , D(Mi , ci) ⊂ D(M j , c j).
D’après la construction, la galerieρ j(∆ j) est une sous galerie deρi(∆i), elle est donc incluse dansD(M j , c j). Mais cela
implique alors queρ j+1|∆ j = ρ j|∆ j et cela contredit le fait quej ∈ I . Ce qui prouve le cas facile.
Préliminaire 2 : que se passe-t-il lorsqueρi , ρi+1 pour un nombre infini de chambres de∆?
Il s’agit à présent d’étudier ce qui se passe lorsqueρi+1 , ρi pour un nombre infini de chambres de∆, c’est à dire pour
toutes les chambres de∆ à partir d’un certain rang, puisqueρi(∆) est tendue à partir d’un certain rang. Supposons que
δi+1 ≤ δi (c’est le seul cas qu’il est utile d’étudier, comme nous allons le voir).
Tout d’abord,ρi(∆) est à partir d’un certain rang dans le demi appartementD(Mi , ci+1).
Par ailleurs,ρi+1(∆) est alors à translation près dans la chambre~σi(Di), doncd(C,Di) ≥ d(C, ~σi(Di)). Cela signifie que
~Mi sépareC et Di . Mais Mi est un translaté de~Mi dans la direction deC. (Pour résumer les placements des différentes
parties étudiées par rapport aux deux mursMi et ~Mi , je note :Γ, ci+1, ρi(∆)|Mi ci |
~Mi Di , où |M symbolise le murM.) Le
point qui nous intéresse est celui-ci : un translaté deρi(∆) est dansD(Mi , ci+1) donc dansD( ~Mi ,C) et un autre trans-
laté est dansDi donc dans−D( ~Mi ,C). Cela implique queρi(∆) reste à distance bornée de~Mi , au sens où il existe un
majorantM à la distance entre une chambre deρi(∆) et Mi .
Alors 2M est un majorant de la distance entreρi(d) etρi+1(d) pour les chambresd ∈ ∆. Ceci implique queρi+1(∆) est
incluse à translation près dans la même chambre vectorielle queρi(∆), c’est-à-dire dansDi . Mais commeδi+1 ≤ δi , on
trouve queδi+1 = δi et on peut choisirDi+1 = Di .
le coeur de la démonstration :
Lorsqueρi = ρi+1 pour presque toutes les chambres de∆, il est clair queδi = δi+1, et qu’on peut choisirDi+1 = Di .
Lorsqueρi , ρi+1 pour un nombre infini de ces chambres, nous venons de voir queδi+1 ≤ δi implique queδi+1 = δi et
qu’on peut encore supposerDi+1 = Di . Donc la fonctioni 7→ δi est croissante. Comme elle est bornée parδmax, elle
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est constante à partir d’un certain rang. Quitte à raccourcir Γ, on peut la supposer constante. Nous sommes alors pour
tout i soit dans le cas étudié dans le préliminaire 2, soit dans le casρi = ρi+1 pour presque toutes les chambres de∆. En
particulier on peut supposer que pour touti, Di = D1. Il s’agit bien sûr de se ramener à présent au cas du prélimina re 1.
SoitF la facette vectorielle égale à l’intersection de tous lesmurs vectoriels à distance bornée desquels resteρ1(∆).
SoitM l’ensemble des murs vectoriels contenantF, soitWvF = {w ∈W
v|wF = F}. Nous allons montrer que pour tout
i,M est égal à l’ensemble des murs à distance bornée desquels resteρi(∆).
Commençons pari = 1. SoientM1, ..,Mk les murs à distance bornée desquels resteρ1(∆), il s’agit en fait de vérifier
queM = {M1, ...,Mk}. Soientα1, .., αk des formes linéaires tels queM j = kerα j . Soit M = kerα un mur dansM.
Alors α est combinaison linéaire desα j . Mais chaqueα j est bornée surρ1(∆), doncα est également bornée surρ1(δ),
c’est à dire queρ1(∆) reste à distance bornée deM.
Supposons à présent le résultat vrai au rangi. Si ρi et ρi+1 ne diffèrent que sur un nombre fini de chambres de∆, le
résultat reste évidemment vrai au rangi + 1. Sinon, nous sommes dans le cas étudié dans le préliminaire 2. Doncρi(∆)
reste à distance bornée deMi , et par hypothèse de récurrence,~Mi ∈ M, etσi ∈ WvF . L’ensemble des murs à distance
bornée deρi+1(∆) est doncσi(M), mais ceci vautM puisqueσi fixe F.
On utilise maintenant la compactification deA définie parF = {facettes vectorielles de Weyl} (c’est à dire la
compactification polygonale classique). Soitp la projection deA sur l’espace affineAF ≃ A/Vect(~F). On prendp(0)
comme origine dansAF pour l’identifier à son espace vectoriel directeur. L’ensembleM s’identifie (via p) à l’en-
semble des murs vectoriel deAF , WvF = StabWv(F) est le groupe de Coxeter vectoriel. L’ensemble des murs affines de
AF est {p(M)|M mur affine deA et ~M ∈ M}, et si M ∈ M on notera encoreM au lieu depF(M). Enfin, siw ∈ W
vérifie ~w ∈WvF alorsw agit surAF en préservant les murs, notons ˜w ∈ GA(AF) l’automorphisme affine induit parw sur
AF . (Attention : la fonctionw 7→ w̃ n’est pas injective et ˜w n’est pas forcement dans le groupe de Coxeter deAF .)
Chaque galerieρi(∆) est tendue à partir d’un certain rang, et reste à distancebornée des murs deM, elle ne coupe
donc qu’un nombre fini de murs parallèles à un mur deM. Donc à partir d’un certain rang, sa projection surAF reste
dans une unique chambre deAF , notons cette chambregi. Les chambres vectoriellesC et D1 sont également projetées
dans des chambres vectorielles deAF (de manière pas nécessairement surjective a priori), qu’on notera encoreC et
D1 pour simplifier. Nous avons vu lors du préliminaire 2 que~Mi sépareC et D1, si ρi+1 , ρi pour un nombre infini de
chambres de∆. Comme ~Mi ∈ M, Mi est un mur deAF , et la relation ”Mi sépareD1 et C” est encore vraie dansAF .
On a de plus dans ce cas quegi+1 = σ̃i(gi). Mais Mi est un translaté de~Mi dans la direction deC, doncMi séparegi et
D1. Ceci entraı̂ne quegi+1 est strictement plus proche deD1 quegi , au sens où pour toute chambree incluse dansD1,
d(e, gi+1) < d(e, gi).
Et s’il existei tel quegi ∈ D1, alors la suite desgk est constante pourk ≥ i. Car sigk ⊂ D1, il n’est plus possible que
Mk sépareD1 degk, donc plus possible quegk+1 = σ̃k(gk).
Nous avons donc prouvé que la suite (gi) est finalement stationnaire. Nous pouvons raccourcirΓ de sorte qu’elle soit
complètement stationnaire. Cela implique que pour touti, ρi , ρi+1 seulement pour un nombre fini de chambres de∆.
Mais c’est précisément le cas, facile, du préliminaire 1: la preuve est faite. 
4.5.2 Conśequences
Nous voici en mesure d’énoncer les résultats les plus fortde cette partie. Nous allons voir par exemple qu’étant
donnés deux cônes affines f et g, il existe un appartementA contenant non seulement des sous-cônes parallèles de
f et g, mais encore un ”épaississement” de ces sous-cônes parallèles. Précisément,A contiendra des cheminées de
direction ~f et~g, contenant des scp def et g et dont les bases sont des chambres (4.5.4).
Pour commencer, le théorème permet de prouver que deux demi-droites peuvent être réduites pour être incluses
dans un même appartement :
Proposition 4.5.3 Soientδ1 etδ2 deux demi-droites. Alors il existeδ′1 etδ
′
2 deux demi-droites incluses respectivement
dansδ1 et δ2 et un appartement Z tel queδ′1 ∪ δ
′






preuve :Cela découle de la proposition 4.2.7 et du théorème 4.5.2 
Ceci permet de traduire le théorème en terme de cheminées:
Proposition 4.5.4 Soient R1 et R2 deux cheminées, dans les appartement respectifs A1 et 2. Alors il existe R′1 scp R1
et R′2 scp R2 deux sous cheminées pleines qui sont incluses dans un mêmeappartement.
Démonstration:
Soientδ1 et δ2 des demi-droites caractéristiques deR1 et R2. Soit B contenant une demi-droiteδ′1 incluse dansδ1 et
une demi-droiteδ′2 incluse dansδ2. Alors B contient Cl(δ
′
1) qui est une scp deR1 et Cl(δ
′
2) qui est une scp deR2. 
Le même procédé permet quelques variations :
Proposition 4.5.5 1. Soit R une cheminée et c une chambre, alors il existe un appartement contenant c et une scp
de R
2. Soient deux cônes f= x+ ~f et g= y+ ~g où ~f ⊂ ~A et~g ⊂ ~B sont inclus dans des facettes de Weyl. Alors il existe
un appartement contenant des sous-cônes parallèles f′ t g′ de f et g.
3. Soit f = x + ~f comme au point précédent, et soit c une chambre, alors il existe un appartement contenant c et
un scp de f .
Démonstration:
1. Soitδ une demi-droite caractéristique deR, Γ une galerie tendue la contenant dans son adhérence. D’apr`es 4.3.2,
il existeZ ∈ A contenantc et une sous-galerie deΓ, alorsZ contientc et une scp deR.
2. Soitδ1 = x + ~δ1 et δ2 = y + ~δ2 avec~δ1 ⊂ ~f et~δ2 ⊂ ~g. Soit B ∈ A et δ′1, δ
′
2 des sous-demi-droites deδ1 et δ2
tels queδ′1 ∪ δ
′




2) ⊂ B. Mais nous savons que Cl(δ
′
1) = Cl(c1 +
~h1) où c est la facette
affine contenant le sommet deδ′1 et
~h1 est la facette vectorielle contenant la direction deδ′1, c’est-à-dire~δ1. Alors
~f ⊂ ~h1. De plus,c1 contient le sommets1 deδ′1, qui est un point def . Donc au final, Cl(c1 +~h1) contient un scp
s1 + ~f de f . De même, Cl(δ′2) contient un scp deg.
3. Ce point est semblable aux précédents.

Faisons tout de suite le lien avec les coeurs de cônes affines :
Corollaire 4.5.6 Soient f ∈ FA et g ∈ FB deux cônes affines. Alors il existe un appartement Z contenant un scp de
δ( f ) et un scp deδ(g).
Ceci provient du fait que Cl(δ f )) et Cl(δ(g)) sont des cheminées.
Remarque:Tout ceci généralise le fait bien connu que deux quartierscontiennent des sous-quartiers inclus dans un
même appartement ([Ron89] proposition 9.5 page 121).
4.6 Syst̀emes d’appartements
Rappelons que selon les conventions adoptées ici, un immeuble st muni par définition d’un système d’appar-
tements, de sorte que rigoureusement, l’immeuble étudiédevrait être dénoté par (I,A), I n’étant que l’ensemble
sous-jacent. Si la définition des facettes est indépendante du système d’appartements choisis, celle des quartierset
autres cônes lui est au contraire très liée.
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Jusqu’ici, nous avons toujours supposé queA ´ tait le système complet d’appartements, mais il peut être in éressant
de noter que les résultats précédents sont encore vrais pour d’autres systèmes d’appartements (la construction d’u
compactifié deI ne sera cependant possible qu’en munissantI de son système complet d’appartements). Nous al-
lons étudier ici le cas d’un système d’appartementsA′ qui permet la définition d’un immeuble sphérique à l’infini
(I,A′)∞, c’est-à-dire que deux quartiers de (I,A′) contiennent toujours des sous-quartiers contenus dans unmême
appartement deA′. Un tel système d’appartements pourra être qualifié de ”cohérent” ou ”double” car c’est le type de
système d’appartement qui provient d’un système de Tits double selon la terminologie de [BT72] 5.1.3.
Fixons avant tout un peu de formalisme (A est toujours le système complet d’appartements) :
Définition 4.6.1 Un système d’appartements pour(I,A) est un sous-ensembleA′ deA tel que deux chambres deI
sont toujours incluses dans un élément deA′.
La proposition suivante est alors immédiatement vérifiée :
Proposition 4.6.2 – SiA′ est un système d’appartements pour(I,A), alors (I,A′) est un immeuble.
– Soit A∈ A etB une partie bornée de A. Alors il existe A′ ∈ A′ contenantB.
Définition 4.6.3 Un système d’appartementsA′ pour (I,A) est dit double, ou cohérent, si pour tous quartiers Q1 et
Q2 de(I,A′), il existe des sous-quartiers Q′1 et Q
′
2 ainsi qu’un appartement A∈ A
′ tels que Q′1 ∪ Q
′
2 ⊂ A.
D’après la proposition 4.5.5, le système complet d’appartementsA est double.
Pour tout système double d’appartements, on peut définir l’immeuble sphérique à l’infini (I,A′)∞, voir [Wei09].
On fixe à présent un système double d’appartements. La proposition suivante est la proposition 10.28 de [Wei09]
(où un système d’appartements est par définition double,et où un système ”plein” est un système où la conclusion de
la proposition suivante est vraie), elle affirme que le deuxième point du corollaire 4.0.4 est encore vrai dans (I,A′) :
Proposition 4.6.4 Soitα un demi-appartement de(I,A′), et c une chambre ayant une cloison dans∂α, alors il existe
A ∈ A′ tel queα ∪ c ⊂ A.
Voici les grandes lignes de la démonstration :
Soit m la cloison dec incluse dans∂α, on peut supposer quem contient un sommet spécialo. Alors l’immeuble à
l’infini ( I,A′)∞ est isomorphe à l’ensemble des facettes de quartier de sommet o, et l’applicationp : (I,A′)∞ → o∗
est un morphisme surjectif.
Soit Z contenantα, soientx et y les chambres deZ contenantm, avecx ∈ α, y ∈ −α. Soit d la chambre opposée ày
danso∗ ∩ Z.
SoientQx, Qy, Qd les quartiers inclus dansZ, de sommeto, contenantx, y etd respectivement, ces quartiers définissent
des chambres à l’infinix∞, y∞ et d∞. L’intersection dex∞ et y∞ est la cloisonm∞ de (I,A′)∞ correspondant au cône
inclus dans∂α, de sommeto et contenantm.
Nous voulons à présent montrer qu’il existe une chambrec∞ ∈ (m∞)∗ telle quep(c∞) = c. Ceci provient de [Wei09]
29.53, on reproduit ici l’argument.
SoitY ∈ A′ contenantx etc, soit x′ l’opposée dex dansY, donc il existe une galerie minimaleΓ dex à x′ passant par
c, de longueur égale au diamètred deo∗ et de (I,A′)∞. Soit x′∞ ∈ (I,A′)∞ telle quep(x′∞) = x′. Commep est un
morphisme de complexes de chambres, on ad(x, x′) ≤ d(x∞, x′∞), mais commed(x, x′) = d est déjà maximale, on a
en fait égalité. Doncx∞ et x′∞ sont opposées, et il existe une galerieΓ∞ reliant x∞ à x′∞ de même type queΓ. Cette
galerie est alors envoyée parp surΓ, par conséquent on peut choisir pourc∞ sa deuxième chambre.
Ensuite, il existeA tel que l’appartement à l’infiniA∞ contientc∞ et d∞, doncA contient des scp deQc et Qd.
Comme ces quartiers sont opposés eno, A contient en faitQc ∪ Qd et donc en particulierc. D’autre part,A∞ contient
toute galerie tendue ded∞ à c∞, et il en existe une qui passe parx∞. DoncA contient un scp deQx, mais commeA
contient le sommeto deQx, on obtientQx ⊂ A. Alors par clôture deA∩ Z, α ⊂ A. 
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Corollaire 4.6.5 Le résultat de 4.3.1 est encore vrai pour un immeuble muni d’un système double d’appartements.
Les corollaires de la proposition 4.3.1 sont eux aussi encore vrais pour un système double d’appartements, si on part
d’une galerie tendue ou d’une facette de quartier déjà incluse dans un appartement deA′ :
Corollaire 4.6.6 – SoitΓ une galerie tendue incluse dans un appartement deA′ t c une chambre, alors il existe
A ∈ A′ contenant c et une sous-galerie deΓ.
– Soit f une facette de quartier dans un appartement deA′ t c une chambre, alors il existe A∈ A′ contenant c
et un scp de f .
La proposition 4.5.4 reste elle aussi vraie dans un systèmedouble d’appartements :
Proposition 4.6.7 Soient R1 et R2 deux cheminées de(I,A′), alors il existe A∈ A′ contenant des sous-cheminées
pleines de R1 et R2.
Démonstration:
SoientA1,A2 ∈ A′ des appartements contenantR1 et R2, respectivement. Quitte à raccourcirR1 et R2, il existe un
appartementZ dans le système completA d’appartements tel queR1 ∪ R2 ⊂ Z. Par le lemme 4.2.4, on peut supposer
queR1 et R2 ont pour bases des chambres, disonsR1 = Cl(c1 + ~f1) et R2 = Cl(c2 + ~f2). Soientδ1 = s1 + R+~v1 et
δ2 = s2 + R+~v2 des droites caractéristiques pourR1 et R2 ; le fait de supposer que les bases de ces cheminées sont des
chambres entraı̂ne queRi contient un voisinage deδi , pouri ∈ {1, 2}. En particulier,Z ∩ Ai contient un ouvert, ce qui
fournit un isomorphisme canonique entre~Z t ~Ai .
NotonsMit = si + t~vi , pour i ∈ {1, 2} et t ∈ R






−−→s1s2 + t(~v2 − ~v1) est dans une chambre~D de~Z. En raccourcissantδ1 et δ2, on peut supposer que
c’est le cas pour toutt ∈ R+.
Soit ~Di la chambre correspondant à~D dans~Ai . Alors s1 + ~D1 et s2 − ~D2 sont deux quartiers de (I,A′), et il existe
A ∈ A′ contenant des sous-quartierss′1 + ~D1 et s
′
2 −
~D2. Montrons queA contientδ1 ∪ δ2.














t ] ⊂ A2 ∩ Z. On peut donc prolonger de
manière unique le segment [M1t ,M
2
t ] en un ensembleDt, dans l’appartementA1 d’un côté et dansA2 de l’autre, de










~D2, on voit queDt ∩ (s′1 + ~D1)
et Dt ∩ (s′2 − ~D2) sont deux demi-droites (non vides).
Montrons queDt est une droite. On noteDi = Dt ∩ Ai et DZ = Dt ∩ Z, doncDi ∩ DZ est un segment non trivial.
Soit i ∈ {1, 2}, on commence par montrer queDi ∪ DZ est une géodésique.
Soit c une chambre deZ ∩ Ai telle quec̄ contient un segment non trivial deDi ∩ DZ, et soitρ la rétractionρc,Z. Alors
ρ(Di ∪ DZ) est une demi-droite dansZ. Soientx, y ∈ Di ∪ DZ, notonslDt (x, y) (resp.lρ(Dt)(ρ(x), ρ(y)) ) la longueur
de la partie deDt entrex et y (resp. deρ(Dt) entreρ(x) et ρ(y)). Alors, en utilisant successivement queρ(Di ∪ DZ)
est une demi-droite, queρ induit une isométrie surDi et surDZ et queρ diminue les distances :d(ρ(x), ρ(y)) =
lρ(Dt)(ρ(x), ρ(y)) = lDt (x, y) ≥ d(x, y) ≥ d(ρ(x), ρ(y)). Par conséquent,d(x, y) = d(ρ(x), ρ(y) pour tousx, y ∈ Di ∪ DZ.
Commeρ(Di∪DZ) en est une, ceci prouve queDi∪DZ est une géodésique, grâce à l’égalité [x, y] = {z | d(x, z)+d(z, y) =
d(x, y)}.
Ainsi, D1 ∪ DZ et D2 ∪ DZ sont des géodésiques. Soitd une chambre deZ telle qued̄ contient un segment non trivial
de DZ, alorsρd,Z(D1 ∪ DZ ∪ D2) est une droite deZ. Le même raisonnement que précédemment prouve maintenant
queDt = D1 ∪ DZ ∪ D2 est une géodésique, donc une droite.
CommeA contient deux demi-droites opposées deDt, il contientDt, donc en particulier [M1t ,M
2
t ]. Doncδ1∪ δ2 ⊂
A, d’où R1 ∪R2 ⊂ A. 
Corollaire 4.6.8 – Soit R une cheminée de(I,A′), et c une chambre, alors il existe A∈ A′ contenant c et une
scp de R.
– Soient f et g deux cônes de direction incluse dans une facette d Weyl, alors il existe A∈ A′ contenant un scp
de f et un scp de f .
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– SoientΓ1 etΓ2 deux galeries, chacune incluse dans un appartement deA′. Alors il existe A∈ A′ contenant des
sous-galeries deΓ1 etΓ2.
Démonstration:Les deux premiers points forment l’analogue de 4.5.5, ils sont clairs. Le troisième point est l’ana-
logue de 4.5.2 à ceci près qu’il faut bien supposerΓ1 et Γ2 incluse à priori dans des appartements deA′. Pour le
prouver, il suffit de montrer le lemme suivant :
Lemme 4.6.9 SoitΓ = c0, c1, ... une galerie tendue infinie dans un appartement A. Alors il exist une cheminée R
contenant une sous-galerie deΓ et telle que toute scp de R contient une sous-galerie deΓ.
Preuve du lemme:
Pour toute racine vectorielle~α, une et une seule des trois possibilités suivantes est vérifiée (les racines sont vues ici
comme des demi-appartements) :
1. Il existe une racineα de direction~α contenant une sous-galerie deΓ, et toute racine de direction−~α ne contient
qu’une nombre fini de chambres deΓ.
2. Il existe une racine−α de direction−~α contenant une sous-galerie deΓ, et toute racine de direction~α ne contient
qu’une nombre fini de chambres deΓ.
3. Il existe une racineα de direction~α telle queα et−α − 1 contiennent des sous-galeries deΓ. Une telle racineα
est alors unique.
Soit N l’ensemble des racines affines obtenues dans le cas 3., soit i0 le premier indice tel queci0 ⊂
⋂
α∈N(α∩ (−α−1)).
Pour chaque racine vectorielle~β dans le cas 1., soitβ la plus petite racine contenant{ci}i≥i0, soit P l’ensemble de ces





La notion de cheminée permet, grâce à la proposition 4.5.4, d’étendre la notion de parallélisme à des cônes qui ne
sont pas forcément dans le même appartement :
Définition 4.7.1 Soient f et g deux cônes chacun inclus dans une facette de quartier, de sorte qu’il existe un appar-
tement contenant des scp f′ et g′ de f et g. On dit que f et g sont parallèles lorsque f′ est parallèle à g′ dans cet
appartement.
On vérifie facilement que la définition est indépendante des scp et de l’appartement choisi : sif etg sont parallèles,
alors dès que deux scpf ′ etg′ sont inclus dans un même appartementA, f ′ est un translaté deg′.
Nous savons qu’il existe toujours un appartement contenantdes scp def et g lorsquef et g sont (inclus dans) des
facettes de quartiers. Lorsquef ∥ g, on peut encore améliorer ce résultat : il existe un appartement contenant un des
deux cônes en entier. On peut même remplacer un des deux cônes par une cheminée.
Proposition 4.7.2 Soient f, g deux facettes de quartier parallèles, et R= Cl(c+ ~f ) où c est une chambre c contenant
s( f ) dans son adhérence (donc f⊂ R̄). Alors il existe un appartement contenant R et un scp de g.
Démonstration:
Soit Z un appartement contenant une scpR′ = Cl(c′ + ~f ) deR et un scpg′ deg. Soit f ′ un scp def inclus dansR′.
Comme~g′ = ~f ′, et quef ′∗Z est un cône d’intérieur non vide,g
′ doit couperf ′∗Z . Soity ∈ g
′∩ f ′∗Z . Soit ~C ⊂ ~Z une chambre
vectorielle, contenant~f ′ dans son adhérence et telle quey ∈ f ′+ ~C. Alorsy+~g′ = y+ ~f ′ ⊂ f ′+ ~C. Or, par la proposition
4.3.5, il existe un appartementX contenantc ∪ ( f ′ + ~C), donc en particulier,y+ ~g′ est un scp deg inclus dansX. Si
A est un appartement contenantf , la clôture deA∩X implique queR= Cl(c∪(x′+ ~f ′)) est également incluse dansX.
Remarque:Si f etg ne vérifient pas~f = ~g mais seulement~f ⊂ ~g, alors le résultat de la proposition est encore vrai.
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Proposition 4.7.3 Le parallélisme est une relation d’équivalence.
Démonstration:
Il est évident que le parallélisme est une relation réflexive et symétrique, montrons la transitivité. Soitf ∥ g et g ∥ h
trois cônes inclus dans des facettes de quartiers. On peut suppo erf etg inclus dans un appartementA, eth inclus dans
un appartementB contenant un scpg′ deg. Montrons quef ∥ h. On remarque que puisque le parallélisme à l’intérieur
d’un appartement fixé est une relation d’équivalence, s’il existe un appartement contenant un scp de chacun des trois
cônesf , g et h alors le résultat est vrai.
Soit x le sommet def etzcelui deh. SoitΓ = c1, ..., cl une galerie minimale entre une chambre deA contenantx dans
son adhérence et une chambre deB contenantzdans son adhérence. On raisonne par récurrence sur la longueurl deΓ.
Si l = 1, alorsx et z sont dans une même chambre ferméec ⊂ A∩ B. Alors A∩ B ⊃ {x} ∪ g′. Mais la clôture de
ceci dansA contient f , d’où f ⊂ A∩ B. Alors B contient f , h etg′, et dansB, f est translaté deg′ etg′ est translaté de
h. Ceci implique quef ∥ h.
Supposonsl > 1. Soitx′ ∈ c1 ∧ c2 et f ′ le cône deA parallèle àf (et donc àg) de sommetx′. Soit A2 contenant
c2 et un scpg2 deg. Alors A∩ A2 ⊃ g2 ∪ {x′}, d’où par convexité,f ′ ⊂ A2. Alors la galeriec2, ..., cl est de longueur
l − 1, elle part d’une chambre deA2 contenant le sommet def ′, et f ′ ⊂ A2, nous pouvons utiliser l’hypothèse de
récurrence pour obtenir quef ′ ∥ h. Enfin, siR est la cheminée Cl(c1 + ~f ) dansA, il existeZ ⊃ R∪ h2, avech2 un
scp deh (proposition 4.7.2). Par convexité deA∩Z, f ′ ⊂ Z. Et par transitivité du parallélisme à l’intérieur deZ, f ∥ h.
5 Construction deI
On procède de la même manière que pour la construction deA0 : l’ensembleI sera un ensemble de cônes quotienté
par la relation d’équivalence signifiant que deux cônes ont une intersection de dimension maximale. Ensuite ces cônes,
légèrement élargis, fourniront une base de voisinage dela topologie.
5.1 Préliminaires
Voici regroupés quelques résultats techniques qui serviront plusieurs fois dans la suite.
Lemme 5.1.1 Soient A,Z,Z′ ∈ A, soientφ : Z
∼
−→ A etφ′ : Z′
∼
−→ A deux isomorphismes qui coı̈ncident sur une facette




−→ Z fixantZ′ ∩ Z. Alors pour toutx ∈ Z∩ Z′, on aφ(x) = φ ◦ ξ ◦ φ
′−1 ◦ φ′(x). On posew = φ ◦ ξ ◦ φ
′−1 : w
fixe bienφ(b) = φ′(b), doncw convient. 
Proposition 5.1.2 Soient A∈ A, x ∈ A, ~γ ⊂ ~A un cône inclus dans une facette de Weyl, et b une partie d’une facette
de A. On suppose que b est incluse dans x+ ~γ, contient une base affine deAff(x+ ~γ) et que x∈ b̄.
On considère un point t∈ I inclus dans un appartement Z tel que b⊂ A ∩ Z. On suppose que t est envoyé par un
isomorphismeφ : Z
∼
−→ A fixant b dans une partie de A de la forme x+ ~g, où~g ⊂ ~A est convexe et incluse dans~γ∗A. On
suppose également que0 ∈ ~g et~g est stable par le fixateur de~γ dans W~A, qu’on note W~γ.
Si b′ est une autre partie incluse dans une facette, telle que~γ ⊂
−−−−−→
Aff(b′), et b′ ⊂ b − ~γ∗, si Z′ est un appartement
contenant b′ et t et siφ′ est un isomorphisme Z′
∼
−→ A fixant b′, alorsφ′(t) ∈ x+ ~g.
Remarque:Par continuité, on obtient directement que sit ∈ Z̄ vérifieφ(t) ∈ x+ ~g, alorsφ′(t) ∈ x+ ~g.
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Dans le cas oùb etb′ sont des chambres (c’est le cas essentiel comme on va le voir dès le ébut de la preuve), cette
proposition s’exprime beaucoup plus clairement :
Corollaire 5.1.3 Soient x,~γ et~g comme dans la proposition. Soit c une chambre de A telle que x∈ c̄ et c′ une autre
chambre telle que c′ ⊂ x− ~γ∗. Soit t un point deI tel queρc,A(t) ∈ x+ ~g alorsρc′ ,A(t) ∈ x+ ~g.
Démonstration de la proposition
SoitΓ = c1, ..., ck une galerie tendue deb àb′, notonsρi = ρA,ci la rétraction surA centrée enci . Commeb contient une
base dex+ ~γ, x + ~g est stable par FixWA(b). On déduit alors du lemme précédent queρ1(t) ∈ x+ ~g, et que le résultat
sera prouvé si nous prouvons queρk(t) ∈ x+ ~g. Montrons par récurrence que pour toutl ∈ ~1, k, ρl(t) ∈ x+ ~g, le cas
l = 1 est déjà vu.
Soit l ∈ ~2, k, supposonsρl−1(t) ∈ x + ~g. Soit Ml le mur deA contenantcl ∧ cl−1. Si Ml sépare, pas forcément
strictement,cl et ρl−1(t), alors on est dans la disposition :cl |Ml cl−1, ρl−1(t). Alors la proposition 4.4.1 affirme que
ρl(t) = ρl−1(t) ∈ x+ ~g.
Dans l’autre cas, on ab′, cl , ρl−1(t) |Ml cl−1, b, etρl−1(t) < Ml . Notonsσl la réflexion selonMl , les deux possibilités
ρl(t) = ρl−1(t) ouρl(t) = σl ◦ ρl−1(t) sont alors possibles. Dans le premier cas, on a évidemmentρl(t) ∈ x+ ~g, étudions
le second cas. On notey = ρl−1(t), doncρl(t) = σl(y).
Soit ~α ∈ ~A∗ tel que ~Ml = ker(~α). CommeMl est un mur d’une galerie minimale entreb et b′, il ne peut contenirb′,
donc il existeu ∈ b′ tel que~α( ~xu) , 0, on peut supposer~α( ~xu) > 0. Par ailleurs, avec ce choix de signe pour~α, on a
~α( ~xy) > 0. Mais ~xu ∈ −~γ∗ et ~xy ∈ ~γ∗. Ceci entraı̂ne que~Ml coupe~γ∗, et donc que~γ ⊂ ~Ml . En particulier,~σl ∈ W~γ et
donc~σl(~g) = ~g.
Soit z l’unique point de l’intersection [x, y] ∩ Ml (le cas où{x, y} ⊂ Ml est trivial, on a alorsρl(t) = ρl−1(t)). Par
convexité de~g et comme 0∈ ~g, z ∈ x + ~g. Nous savons que~σl( ~xy) ∈ ~g, et donc quex + ~σl( ~xy) ∈ x + ~g. Ensuite
σl(y) = z+ ~σl(~zy) = z+ λ~σl( ~xy) pour le scalaireλ ∈ [0, 1] adéquat. C’est alors une simple application du théorème de
Thalès que de vérifier queσl(y) ∈ [y, x+ ~σl( ~xy)], d’où σl(y) = ρl(t) ∈ x+ ~g par convexité. 
Lemme 5.1.4 Soit Z un appartement, f, g ∈ FZ avec g un scp de f . Alors g coupe le coeurδ( f ), et donc il existe un
scp g′ de g dont le coeur est un scp deδ( f ).
Preuve du lemme:
Soit x = s( f ) et y = s(g) les sommets des deux cônes. SoitW~f ⊂ Gl(~Z) le stabilisateur de
~f dans le groupe de




w( ~xy). Le pointzest bienW~f − f ixe. Comme~xy ∈




prouve qu’il est aussi dansg. doncz ∈ δ( f ) ∩ g, ce qui prouve le lemme. 
5.2 Cônes dans l’immeuble





oùφB est un isomorphisme quelconque de A sur B fixantδ( f ).
On noteFI l’ensemble de tous ces cônes pour tous les choix de A et de f possibles.
Le choix deφB dans la définition n’importe pas puisque deux choix diffèrent d’un automorphisme deA fixantδ( f )
donc stabilisantf .
Il est clair que sif ∈ FA et g ∈ FB sont des cônes tels queδ( f ) = δ(g), alors f̃ = g̃ : le coeur du cône affine suffit à
déterminer le cône de l’immeuble. Dit autrement, siB contientδ( f ), alors f̃ = g̃ où g est le cône deB de coeurδ( f ).
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Nous verrons plus tard que réciproquement, un cône d’immeuble définit un unique coeur de cône affine.
Lemme 5.2.2 Soit F = f̃ ∈ FI, avec f ∈ FA. Soit Z un appartement contenantδ( f ), etφ : A→ Z un isomorphisme
fixantδ( f ). Alors Z∩ f̃ = φ( f ).
Preuve du lemme:
L’inclusion⊃ est vraie par définition dẽf . Montrons⊂.
Soit y ∈ Z ∩ f̃ . Par définition, il existe un appartementY contenanty et δ( f ) et tout isomorphisme deY sur A fixant
δ( f ) envoiey dansf . Soitψ : Y→ Z un isomorphisme fixanty et δ( f ). Alors φ−1 ◦ ψ : Y → A est un isomorphisme
fixantδ( f ). Doncφ−1 ◦ ψ(y) ∈ f , doncy = ψ(y) ∈ φ( f ). 
Lemme 5.2.3 Soient f, g ∈ FA tels que f est un scp de g. Alorsf̃ ⊂ g̃.
Preuve du lemme:
Remarquons que pour montrer qu’un pointt ∈ f̃ appartient à ˜g, il suffit de trouver un appartement contenant
{t} ∪ δ( f ) ∪ δ(g).
Soit x le sommet def ety celui deg. Il n’y a qu’un nombre fini de murs parallèles àδ( ~f ) séparant strictementx et
y, soitn ce nombre. On raisonne par récurrence surn.
Si n = 0, soit t ∈ f̃ , et Y un appartement contenant{t} ∪ δ( f ). Comme f ⊂ δ( f )∗A, le lemme précédent indique que
f̃ ∩Y ⊂ δ( f )∗Y, en particulier,t ∈ δ( f )
∗
Y. Dès lors, on peut trouver une chambre~C de~Y telle queδ( f )∪ {t} ⊂ x+ ~C et la
proposition 4.3.5 prouve qu’il existeZ ∈ A contenant{t} ∪ δ( f ) ∪ {y}. Par convexité et fermeture deZ ∩ A, Z contient
aussix+ δ( ~f ) = δ(g) (car ~f = ~g dans~A). On conclut quet ∈ g̃.
Si n > 0, soit M un mur parallèle àδ( ~f ) séparant strictementx et y. Soitz = [x, y] ∩ M, alorsz+ ~f est scp deg,
et f est scp dez+ ~f . De plus, le nombre de murs parallèles àδ( ~f ) séparant strictementy et z est strictement inférieur
à n, de même que le nombre de murs parallèles àδ( ~f ) séparant strictementz et x. Donc par hypothèse de récurrence,
˜z+ ~f ⊂ g̃ et f̃ ⊂˜z+ ~f , d’où le résultat. 
Remarque:Il n’est pas vrai quef̃ ⊂ g̃ si f ⊂ g sans que~f = ~g.
5.3 Coeur d’un cône d’immeuble
Lemme 5.3.1 Soit f ∈ FA, etγ un scp deδ( f ). Soit B un appartement contenantγ, soit ξ : B→ A un isomorphisme
fixantγ. Soit x∈ B∩ f̃ , alorsξ(x) ∈ f . Plus précisément, si Z contient x etδ( f ), alors il existe un isomorphisme de Z
sur A, fixantδ( f ) et envoyant x surξ(x).
Preuve du lemme:
Soit Z ⊃ {x} ∪ δ( f ). Soitφ : Z → B un isomorphisme fixant l’intersectionZ ∩ B. Alors ξ ◦ φ est un isomorphisme de
Z surA qui vérifieξ ◦ φ(x) = ξ(x). Il suffit donc de prouver queξ ◦ φ fixe δ( f ) pour prouver le lemme. Maisξ ◦ φ fixe
γ, donc
−−−→
ξ ◦ φ fixe ~γ = δ( ~f ) ⊂ ~Z ∩ ~A. Doncξ ◦ φ fixe Z ∩ A∩ (γ + Vect(δ( ~f ))), ce qui contientδ( f ). 
Proposition 5.3.2 Si f ∈ FA et g∈ FB sont deux cônes tels quẽf = g̃, alorsδ( f ) = δ(g) ⊂ A∩ B.
Démonstration:
D’après la proposition 4.5.4, il existe un appartementZ contenant des scpδ1 et δ2 deδ( f ) et δ(g). Soient f ′, g′ ∈ FZ
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les cônes engendrés parδ1 et δ2. Nous allons commencer par montrer que~g′ = ~f ′.
Supposons par l’absurde que ce n’est pas le cas, donc~f ′ ∩ ~g′ = ∅. Il est alors impossible que~f ′ ⊂ ~g′ et~g′ ⊂ ~f ′,
d’après les hypothèses mises surF . on peut donc supposer qu’il existe~v ∈ ~g′ \ ~f ′.
Soit y le sommet deg, y′ celui deg′. Soitφ : Z
∼
−→ B un isomorphisme fixantδ2, alorsφ(g′) est le cône deB engendré
parδ2, c’est donc un scp deg. Par le lemme 5.2.3,̃φ(g′) ⊂ g̃, maisφ̃(g′) = g̃′, d’où g̃′ ⊂ g̃.
De la même manière, soitψ : Z → A un isomorphisme fixantδ1. Alors ψ( f ′) est un scp def , et on obtient que
f̃ ′ ⊂ f̃ = g̃.
Nous déduisons en particulier que∀λ ∈ R+, y′ + λ~v ∈ g̃. Et commeψ( f ′) est un scp def , ~ψ( ~f ′) = ~f . Pour tout réelλ,
ψ(y′ + λ~v) = ψ(y′) + λ~ψ(~v). Comme~v < ~f ′, on a~ψ(~v) < ~f . Donc pour lambda assez grand,ψ(y′ + λ~v) < f .
Commey′ + λ~v ∈ g̃ = f̃ , il existe un appartementX contenantδ( f )∪ {y′ + λ~v}. Soitη : X→ Z un isomorphisme fixant
X ∩ Z, en particulierη fixe δ1 et y′ + λ~v. Alorsψ ◦ η : X → A est un isomorphisme qui fixeδ1, et donc AffX(δ1) ∩ A,
ce qui contientδ( f ). Nous savons dans cette situation queX ∩ f̃ = (ψ ◦ η)−1( f ), d’où y′ + λ~v ∈ (ψ ◦ η)−1( f ), mais
ψ ◦ η(y′ + λ~v) = ψ(y′ + λ~v) < f , d’où la contradiction.
Nous avons donc prouvé que~f ′ = ~g′, nous allons maintenant montrer que les sommetsx t y de f etg coı̈ncident.
En utilisant la proposition 4.7.2, on peut supposer queZ contientδ( f ) en entier, donc̃f = f̃ ′, on peut même supposer
queZ = A. On peut également supposer queB contient un scpγ1 deδ( f ). En résumé,A∩ B contient un scpγ1 deδ( f )
et un scpδ2 deδ(g), et ces deux scp sont parallèles. L’égalitéδ( ~f ) = δ(~g) a donc un sens (et est vraie), dans~A∩ ~B.
Soit ξ : B→ A un isomorphisme fixantA∩ B. D’après le lemme précédent,ξ(y) ∈ f et ξ−1(x) ∈ g. La seconde égalité
impliquex ∈ ξ(g) = ξ(y)+ ~ξ(~g). Or~ξ(~g) est un cône vectoriel de coeur~ξ(δ(~g)) = δ( ~f ), puisqueξ fixe δ2 etδ(~g) = δ( ~f ).
Donc~ξ(~g) = ~f , et x ∈ ξ(y) + ~f .
Nous arrivons ainsi aux deux relations :x ∈ ξ(y) + ~f et ξ(y) ∈ x + ~f . Par unicité du sommet def , ceci implique
x = ξ(y). On utilise enfin la version précise du lemme précédent :soit T un appartement contenantδ( f ) et y, il existe
un isomorphismeζ : T → A fixantδ( f ) et tel queζ(y) = ξ(y). Maisζ−1(x) = x puisquex ∈ δ( f ), d’où x = y.
En particulier,x = y ∈ A∩ B, et par convexité deA∩ B, δ( f ) ⊂ A∩ B et δ(g) ⊂ A∩ B, et enfin on peut calculer, dans
A ou dansB : δ( f ) = x+ δ( ~f ) = y+ δ(~g) = δ(g). 
Cette proposition permet les définitions suivantes :
Définitions 5.3.3 – Le coeur d’un cônẽf de l’immeubleI estδ( f ). On le noteδ( f̃ ).
– On appelle sommet dẽf le sommet deδ( f ), on le note s( f̃ ).
– Deux cônes F,G ∈ FI sont dit parallèles lorsqueδ(F) ∥ δ(G), ceci définit une relation d’équivalence surFI.
– Si G, F ∈ FI sont deux cônes parallèles avec F⊂ G, on dit que F est un sous-cône parallèle de G, et on abrège
sous-cône parallèle en scp. Ceci définit une relation d’ordre surFI.
Lemme 5.3.4 Soient F,G ∈ FI tels que G est scp de F. Alors il existe un appartement contenaδ(F) ∪ δ(G).
Preuve du lemme:
Nous savons déjà qu’il existe (proposition 4.7.2) un appartementA1 contenantδ(G) et un scpδ deδ(F). Il existe aussi
A2 contenantδ(F)∪ {s(G)}, ceci cars(G) ∈ F. Alors A1∩A2 ⊃ {s(G)} ∪ δ, d’où par convexité,A1∩A2 ⊃ δ(G), et donc
A2 ⊃ δ(F) ∪ δ(G). 
5.4 Équivalence de ĉones, l’ensembleI
Nous définissons maintenant une relation d’équivalence sur l’ensemble des cônes de l’immeuble d’une manière
tout à fait semblable à la définition de la relation d’équivalence sur l’ensemble des cônes affines deA0.
Définition 5.4.1 Deux cônes F,G ∈ FI sont équivalents lorsqu’il existe H∈ FI qui est un scp de F et de G. On note
alors F ∼ G.
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Le lemme 5.2.3 montre que sif , g ∈ FA alors f ∼A g⇒ f̃ ∼ g̃.
Lemme 5.4.2 Soient F,G ∈ FI, alors F ∼ G si et seulement si F∥ G et F∩G , ∅.
Preuve du lemme:
Si F ∼ G, il est clair queF ∩G , ∅ et queF ∥ G (carF ∥ H ∥ G).
Supposons maintenant queF∩G , ∅ et queF ∥ G. Soitx ∈ F∩G, soitA etB des appartements tels queδ(F)∪{x} ⊂ A
et δ(G) ∪ {x} ⊂ B. Nous pouvons alors construire deux cônes :δ1 = x +
−−−→
δ(F) ⊂ A et δ2 := x +
−−−→
δ(G) ⊂ B. Ces deux
cônes sont parallèles, donc il existeZ contenantδ1 et un sous-cône parallèleδ′2 deδ2. Par convexité deZ ∩ B, on voit
qu’en faitδ2 ⊂ Z. Doncδ1 et δ2 sont deux cônes parallèles, inclus dansZ et de même sommet :δ1 = δ2. SoitH ∈ FI
tel queδ(H) = δ1. Il est à peu près clair queH ⊂ F ∩G, mais je détaille quand même le raisonnement :
Soit f ∈ FA tel queδ( f ) = δ(F). Alors x ∈ f , puisδ1 ⊂ f . Soit h1 ∈ FA tel queδ(h1) = δ1, alorsH = h̃1 et h1 ⊂ f .
CommeF = f̃ , on conclut par le lemme 5.2.3 queH ⊂ F. On procède de même pour prouver queH ⊂ G. 
Proposition 5.4.3 La relation ”être équivalent” est une relation d’équivalence surFI.
Démonstration:
Cette relation est symétrique et réflexive, montrons qu’elle est transitive. SoientF1, F2, F3 ∈ FI tels queF1 ∼ F2 et
F2 ∼ F3. Soit G1 un scp deF1 et F2, et G2 un scp deF2 et F3. Il nous suffit de trouver un côneH ∈ FI qui soit
un scp deG1 et deG2. Et comme nous savons déjà queG1 ∥ G2, grâce au lemme précédent, il suffit de prouver que
G1 ∩G2 , ∅.
Quitte à remplacerG1 par un scp, il existe un appartementZ1 contenantδ(F2) ∪ δ(G1). Le lemme 5.1.4 appliqué à
F2 ∩ Z1 etG1 ∩ Z1 dans l’appartementZ1 prouve l’existence d’un scpH1 deG1 dont le coeur est un scp deδ(F2). De
même, il existe un scpH2 deG2 dont le coeur est aussi inclus dansδ(F2).
Ainsi δ(H1) et δ(H2) sont deux scp du même côneδ(F2), leur intersection contient donc un troisième scp deδ(F2) (il




s(δ(F2)s(δ(H2)) ∈ δ(H1) ∩ δ(H2) ). Si H est le cône deI corres-
pondant à ce coeur, alorsH est un scp deH1 donc deG1 donc deF1, ainsi que deH2 donc deG2 donc deF3. Ce qui
prouve queF1 ∼ F3. 
Nous pouvons enfin définir l’ensembleI :
Définition 5.4.4 On poseI = FI/ ∼. Si F ∈ FI, on note[F] la classe d’équivalence de F pour∼.
Notons enfin ce petit résultat :
Lemme 5.4.5 Soit A∈ A, et f ∈ FA. Soit G∈ FI tel que f̃ ∼ G. Alors il existe f′ un scp de f tel quẽf ′ est un scp de
G.
Démonstration:D’après la proposition 4.7.2, il existe un appartementZ contenantδ( f ) et un scp deδ(G). Soitg′
le cône affine deZ engendré par ce scp. D’après le lemme 5.1.4, il existeδ′ un scp deδ( f ) qui est inclus dansg′. Alors
le cônef ′ engendré parδ′ dansA convient. 
5.5 Injections canoniques
Définitions 5.5.1 – Soit ιI:
I → I
x 7→ [{x}]
. C’est l’injection canonique deI dansI.




A 7→ [ f̃ ]
. C’est l’injection canonique dēA dansI.
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Quelques mots pour s’assurer que ces définitions sont licites :
– PourιI, il faut vérifier que{x} ∈ FI, ∀x ∈ I. C’est le cas car six est dans l’appartementA, alors{x} ∈ FA, et
˜{x} = {x}.
– Nous avons déjà vu que sif ∼A g alors f̃ ∼ g̃ ce qui montre queιA est bien définie.
Proposition 5.5.2 Les injections canoniques sont injectives.
Démonstration:
Il est clair queιI est injective. SoitA ∈ A, pour montrer queιA est injective, on considère deux cônesf , g ∈ FA tels
queιA([ f ]A) = ιA([g]A). C’est à dire quef̃ ∼ g̃. Donc il existeH ∈ FI qui est scp def̃ et g̃. Par le lemme 5.3.4, il
existeB ∈ A contenantδ( f ) ∪ δ(H). En utilisant le lemme 5.1.4 dansB, on obtient un nouveau côneH′ ∈ FI qui est
scp deH et dont le coeur est inclus dansδ( f ), donc dansA. Alors notanth′ = H′ ∩ A, on voit queh′ est scp dansA de
f et g, et doncf ∼A g. 
6 Topologie surI
6.1 Définition
Définition 6.1.1 Soit F ∈ FI, soit A∈ A(I) contenantδ(F). On note b(F) et on appelle base de F la base deδ(F).
De même, si f∈ FA, on notera b( f ) la base deδ( f ).
La définition de la base d’un cône dont la direction est dansune facette vectorielle est donnée en 4.3.4.
Maintenant, nous avons besoin d’un moyen de définir un voisinage de 0 dans les espaces directeurs de tous les
appartements à la fois. Nous avons déjà définiU comme étant l’ensemble des voisinages de 0 dans
−→
A0, où A0 est




A0. Alors siU ∈ U, si φ : A0
∼
−→ B
est un isomorphisme quelconque, l’image~φ(U) ⊂ ~B est indépendante de l’isomorphismeφ choisi. Nous pouvons
ainsi identifierU à un voisinage de 0 dans l’espace directeur de n’importe quel appartement. Et siφ : A
∼
−→ B est un
isomorphisme, nous pouvons écrireφ(x+ U) = φ(x) + U, ∀x ∈ A.
Définition 6.1.2 Soit F ∈ FI, A tel queδ(F) ⊂ A, f = A∩ F, et U ⊂ ~A, stable par W(~A). On pose
f̂ + U =
⋃
B⊃b(F)
φB(( f + U) ∩ δ( f )∗A)
L’union est prise sur tous les appartementsB qui contiennentb(F), etφB : A
∼
−→ B est un isomorphisme qui fixe
b(F).
Remarque:Il aurait pu paraı̂tre plus naturel de prendre l’union desφB( f + U), mais le fait de prendre l’intersection
avecδ( f )∗A permettra d’utiliser la proposition 4.3.5.
Le sous groupe deWA qui fixe b( f ) fixe aussiδ( f ), puisqueb( f ) contient une base affine de AffAδ( f ), et donc il
stabilise f , et sa partie vectorielle est un sous-groupe deWvA et donc stabiliseU. Ceci permet de vérifier que le choix
deφB n’importe pas.
Si A′ est un autre appartement contenantδ(F), et si f ′ = A′ ∩ F alors f̂ + U = ̂f ′ + U. Ceci permet la définition :
F̂ + U := f̂ + U
.
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Lemme 6.1.3 On garde les notations précédente. Si B est un appartementcontenant b(F), et siφB : A
∼
−→ B est un
isomorphisme qui fixe b(F), alors B∩ ̂( f + U) = φB(( f + U) ∩ δ( f )∗A). En particulier, A∩ ̂( f + U) = ( f + U) ∩ δ( f )
∗
A.
Preuve du lemme:Si x ∈ B∩ ̂( f + U), alors il existe un appartementC contenantb( f ) et un isomorphismeφC : A
∼
−→ C
fixantb( f ) tel quex ∈ φC(( f +U) ∩ δ( f )∗A). On choisit alorsψ : C
∼
−→ B fixantb( f ) ∪ {x}, commeψ ◦ φC : A
∼
−→ B fixe
b( f ), on aψ ◦ φC(( f + U) ∩ δ( f )∗A) = φB(( f + U) ∩ δ( f )
∗
A). D’où x ∈ φB(( f + U) ∩ δ( f )
∗
A). 
On peut maintenant définir les ensembles qui seront la base de voisinage de la topologie surI :
Définition 6.1.4 Soit F ∈ FI, et U ∈ U. On pose
VI(F,U) = {x ∈ I | un représentant de x est inclus danŝF + U}
Lorsqu’il n’y a pas de risque de confondreVI(F,U) avec un voisinageVA( f ,U) d’un point dans un appartement
compactifié, on pourra juste noterV(F,U).
Pour x∈ I, on noteVx = {V(F,U) | x = [F], U ∈ U}.
Lemme 6.1.5 Soient F,G ∈ FI et U,V ∈ U alors :
– f̃ ⊂ f̂ + U
– si F̂ + U ⊂ Ĝ+ V, alorsV(F,U) ⊂ V(G,V)
– si U ⊂ V, alorsF̂ + U ⊂ F̂ + V
– si F est scp de G, alorŝF + U ⊂ Ĝ+ U.
Preuve du lemme:
Les trois premiers points sont évidents.
Pour le quatrième point, on choisit un appartementA contenantδ(F) et δ(G) (lemme 5.3.4). On notef = A ∩ F le
cône engendré parδ(F) dansA, etg = A∩G le cône engendré parδ(G), donc f est un scp deg. Il ne reste plus qu’à
appliquer la même méthode que celle utilisée dans cette situation pour prouver quẽf ⊂ g̃ (en 5.2.3).
On commence par supposer qu’aucun mur deA, parallèle àδ(G) ne sépare strictements( f ) et s(g). Soitx ∈ F̂ + U,
il existe B ⊃ {x} ∪ b(F) et φ : A
∼
−→ B fixant b(F), tel quex ∈ φ(( f + U) ∩ f ∗A). En particulier,x ∈ φ( f )
∗
B. D’après
la proposition 4.3.5, il existe un appartementZ contenantb(G) ∪ b(F) ∪ {x}. Soitψ : Z
∼
−→ A fixant A ∩ Z, donc en
particulierb(F) ∪ b(G). Commex ∈ F̂ + U, ψ(x) ∈ ( f + U) ∩ f ∗A ⊂ (g+ U) ∩ g
∗
A, doncx ∈ Ĝ + U.
S’il existe un murM parallèle àδ(G) et séparant strictements( f ) et s(g), soitz= [s( f ), s(g)] ∩ M. Par récurrence,
on aF̂ + U ⊂
̂̃
z+ ~f + U et
̂̃
z+ ~f + U ⊂ Ĝ+ U. 
Proposition 6.1.6 Il existe une unique topologie surI telle que pour tout x∈ I,Vx soit une base de voisinages de x.
Démonstration:
Il faut montrer pour toutx ∈ I, queVx , ∅, que∀V ∈ Vx, x ∈ V, et que∀x ∈ I, V1,V2 ∈ Vx, ∃V3 ∈ Vx tel que
V3 ⊂ V1 ∩ V2. Les deux premières assertions sont claires.
Soit doncx ∈ I et V1,V2 ∈ Vx. SoientF1, F2 ∈ x et U1,U2 ∈ U tels queV1 = V(F1,U1) et V2 =V(F2,U2).
CommeF1 ∼ F2, il existeH qui est scp deF1 et deF2. SoitU = U1 ∩ U2, on a bienU ∈ U. Alors,V(H,U) ∈ Vx et
d’après le lemme,V(H,U) ⊂ V(F1,U1) ∩V(F2,U2). 
Notons tout de suite ce résultat évident, mais important :
Proposition 6.1.7 Soit g∈ Aut(I). Alors g se prolonge en un homéomorphisme deI, n posant g([F]) = [g(F)].
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6.2 Lien avec la topologie deĀ
Nous allons maintenant faire le lien entre les voisinages dutypeV(F,U) dans l’immeuble et lesVA( f ,U) dans un
appartement. La seule petite difficulté provient du fait que dans la définition dêf + U on fait intervenir (f + U) ∩ f ∗
et non justef + U comme dans lesVA( f ,U).
Définition 6.2.1 Soit A∈ A, U ∈ U et f ∈ FA, on note
V′A( f ,U) = {x ∈ Ā | un représentant de x est inclus dans( f + U) ∩ f
∗}
Proposition 6.2.2 Soit A∈ A. Alors l’ensemble desV′A( f ,U), pour f ∈ FA et U ∈ U est une base de voisinage de la
topologie surĀ
Démonstration:Déjà, quels que soientf ∈ FA et U ∈ U, on aV′A( f ,U) ⊂ VA( f ,U). Il reste à vérifier queV
′
A( f ,U)
est un voisinage de [f ]A.
Soit U′ ∈ U borné et inclus dansU. Commef ∗ est un cône d’intérieur non vide, il existex ∈ f tel quex+ U′ ⊂ f ∗.
Alors x+ ~f + U′ ⊂ ( f + U) ∩ f ∗ doncVA(x+ ~f ,U′) ⊂ V′A( f ,U), et [x+ ~f ]A = [ f ]A doncVA(x+ ~f ,U
′) est bien un
voisinage de [f ]A. 
Étant donnés un côneF ∈ FI et un appartementA contenantb(F), il existe un unique élément deFA dont le coeur
est image deδ(F) par un isomorphisme d’appartements fixantb(F). Nous noterons ce cônêF ∩A car il est en fait égal
à ̂F + {0} ∩ A. Si A contient un cônef tel queF = f̃ , c’est-à-dire siA contientδ(F), alorsF̂ ∩ A n’est autre quef . La
propriété principale dêF ∩ A est que pour toutU ∈ U, F̂ + U = ̂(F̂ ∩ A) + U.
Nous voici en mesure d’écrire un voisinage de base deI en fonction des voisinages de base des appartements :





L’union est prise sur tous les appartements A deI qui contiennent b(F).
Démonstration:
On commence par l’inclusion ”⊃”. Soit A ∈ A tel queb(F) ⊂ A, notonsf = F̂ ∩ A. Soit t ∈ V′A( f ,U), soitg ∈ FA un
représentant det inclus dans (f +U)∩ f ∗. CommeF̂ + U = f̂ + U, tout ce que nous devons montrer est que ˜g ⊂ f̂ + U.
Lemme 6.2.4 Soit A∈ A, U ⊂ ~A borné et stable par W(~A), et f, g ∈ FA tels que g⊂ ( f + U) ∩ f ∗. Alors il existe un
scp g′ de g tel quẽg′ ⊂ f̂ + U.
Preuve du lemme:On va appliquer la proposition 5.1.2, avec~γ = δ(~g), x = s(g′) et b = b(g′). Il nous faut choisirb′
de manière à ce queb′ ⊂ s(g′) − ~g∗,
−−−−−→
Aff(b′) ⊃ δ(~g). De plus, pour que la conclusion de la proposition 5.1.2 nous soit
utile, il faut queb( f ) ⊂ b′.
Comme~g ⊂ ~f , il existe une facette de Weyl~h tel queδ( ~f ) ∪ δ(~g) ⊂ ~h. Soit alorsb′ la base du cônes( f ) + ~h, de
sorte que
−−−−−→
Aff(b′) ⊃ δ(~g) et b( f ) ⊂ b′. Soitg′ un scp deg tel queb′ ⊂ s(g′) − ~g∗.
Soit z ∈ g̃′, soitZ ∈ A contenantb′ ∪ {z}, etφ : Z
∼
−→ A fixant b′. Alors la proposition 5.1.2 prouve queφ(z) ∈ g′, en
particulier,φ(z) ∈ ( f + U) ∩ f ∗. Commeφ fixe b′ qui contientb( f ), ceci prouve quez ∈ f̂ + U. 
On passe à l’autre inclusion. Soitt ∈ VI(F,U). Il existe un représentantG ∈ FI de t inclus dansF̂ + U et un
appartementA contenantb(F)∪ δ(G) (corollaire 4.3.2). Soitf = F̂ ∩A, alorsA∩ F̂ + U = ( f +U)∩ f ∗, (par le lemme
6.1.3) d’oùG ∩ A ⊂ ( f + U) ∩ f ∗. Et commet = [G∩ A]A, on a bient ∈ V′A( f ,U). 
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6.3 I est śeparé
Proposition 6.3.1 L’espace topologiqueI est séparé.
Démonstration:
Soientx et y deux points distincts deI. D’après la proposition 4.5.5, il existeA ∈ A, et f , g ∈ FA tels quex = [ f̃ ] et
y = [g̃]. D’après le lemme 5.2.3,f /A g. CommeĀ est séparé et que [f ]A , [g]A, on peut, quitte à restreindref et g à
des scp, supposer qu’il existeU ∈ U tel que f + U ∩ g+ U = ∅. Quitte à remplacerU par une boule incluse dansU,
on peut supposer queU est convexe.
On peut encore restreindreg à un scp pour s’assurer queb( f ) ⊂ s(g) − δ(~g)∗. Alors nous pouvons utiliser la propo-
sition 5.1.2 pour obtenir quêf + U ∩ ĝ+ U = ∅ : soit t ∈ ĝ+ U, soit Z ∈ A contenantb( f ) et t, soit φ : Z
∼
−→ A
fixant b(F), alors la proposition 5.1.2 affirme queφ(t) ∈ g + U, donc t < f̂ + U. Ceci implique directement que
V( f̃ ,U) ∩V(g̃,U) = ∅ : nous avons obtenu un voisinage dex t un dey qui sont disjoints. 
6.4 I està base d́enombrable d’ouverts
LorsqueI est localement fini, ou plus généralement lorsque chaque cloison n’est pas incluse dans plus qu’un
nombre dénombrable de chambres, la topologie qu’on vient ddéfinir est à base dénombrable d’ouverts. Voici en
quelques mots pourquoi.
Tout d’abord, pour calculer̂f + U, seulsU, s( f ) et b( f ) comptent. Or, pour un sommet fixé, il n’existe qu’un nombre
fini de bases le contenant. L’hypothèse surI implique qu’il n’y a qu’un nombre dénombrable de points deI à coor-
données rationnelles (en fixant une chambre de référence, t une base affine dans cette chambre). Donc en prenant tous
les sommets à coordonnées rationnelles dansI, toutes les bases correspondantes à ces sommets, et tous les voisinages
de 0 dans~A0 de la formeB(0, 1n), on obtient une base de voisinages pour la topologie deI qui est dénombrable.
6.5 Injections canoniques
6.5.1 L’injection ιI
Proposition 6.5.1 L’injection canoniqueιI : I → I est telle que, pour tout U∈ U, F ∈ FI on a ι−1I (VI(F,U)) =
F̂ + U. De plus, elle est continue, ouverte et d’image dense.
Démonstration:
SoientU ∈ U, F ∈ FI et x ∈ ι−1I (V(F,U)). On a alors{x} ⊂ F̂ + U, doncx ∈ F̂ + U.
L’autre direction est (encore plus) claire.
Il est maintenant clair que l’image deιI est dense dansI.
Montrons queιI est ouverte. SoitO un ouvert,x ∈ O. Il existe un voisinageB dex dansI, inclus dansO qui est une
boule dansI, B = B(x, ǫ). La boule dans~A0 B~A0(0, ǫ) est stable par le groupe de Weyl de
~A0, doncB~A0(0, ǫ) ∈ U. Il est
de plus clair queB = ̂{x} + B~A0(0, ǫ). (Ici, b({x}) = {b} et{x}
∗
A = A). Nous allons vérifier queιI(B) = VI({x}, B~A0(0, ǫ)) :
ce sera alors bien un voisinage deιI(x) dansI.
L’inclusion ⊂ découle directement de l’égalitéB = ̂{x} + B~A0(0, ǫ). Pour l’autre inclusion, il suffit de remarquer que
puisqueB est borné, siy = [ f̃ ] ∈ ιI(B) alors ~f = {0}.
Enfin, montrons queιI est continue. SoitO un ouvert deI, soit x ∈ ι−1I (O). Il existe un voisinage deιI(x) inclus
dansO de la formeV({x},U). Alors x ∈ ι−1
I
(V({x},U)) = ̂{x} + U ⊂ ι−1
I
(O). Il reste à prouver quê{x} + U contient
un voisinage dex dansI. Or U contient une bouleBA0(0, ǫ), donc ̂{x} + U ⊃ ̂{x} + BA0(0, ǫ) = BI(x, ǫ) qui est un
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voisinage dex dansI. 
Nous pouvons donc identifierI à l’ouvert denseιI(I). La relationι−1I (V(F,U)) = F̂ + U devient alorsV(F,U) ∩
I = F̂ + U
6.5.2 Les injectionsιA
Proposition 6.5.2 Soit A∈ A, alors l’injection canoniqueιA : A→ I est telle que, pour tout f∈ FA, U ∈ U borné,
il existe f′ ∈ FA un scp de f tel queVA( f ′,U) ⊂ ι−1A (VI( f̃ ,U)) ⊂ VA( f ,U). Cette injection est de plus continue et
fermée.
En particulier, c’est un homéomorphisme deĀ sur son image qui est un fermé compact deI.
Démonstration:
Soit f ∈ FA, U ∈ U, borné. Soit [g]A ∈ ι−1A (VI( f̃ ,U)), ce qui signifie que quitte à remplacerg par un scp, on a
g̃ ⊂ ̂̃f + U. Alors g ⊂ ̂̃f + U ∩ A = ( f + U) ∩ δ( f )∗ ⊂ f + U. Donc [g]A ∈ VA( f ,U).
Pour l’autre inclusion, notonsx = s( f ). On choisit f ′ un scp def tel que f ′ + U ⊂ δ( f )∗, ceci existe carU est borné
et δ( f )∗ est un cône convexe et d’intérieur non vide. Alorsf ′ + U ⊂ ( f + U) ∩ f ∗. Vérifions quef ′ convient.
Soit [g]A ∈ VA( f ′,U), on peut supposer queg ⊂ f ′ + U d’où g ⊂ ( f + U) ∩ f ∗. On peut aussi imposer que
b( f ) ⊂ b(g) − δ(~g)∗. Alors en utilisant la proposition 5.1.2 (prendreb = b(g), b′ = b( f ), ~γ = δ(~g)), on vérifie que
g̃ ⊂ f̂ + U, d’où ιA([g]A) ⊂ V( f̃ ,U).
La continuité deιA est alors immédiate. Le fait queιA est fermée provient alors de la compacité deĀ t de la
séparation deI. 
Nous pouvons dsormais identifier un appartement compactifi´e Ā à un fermé compact deI. La proposition 4.5.5
nous permet de prouver une généralisation de l’axiome indiquant que deux chambres doivent être incluses dans un
même appartement :
Soit c une chambre deI et x = [F] ∈ ∂I, alors il existeA ∈ A contenantc et un scp deδ(F). Doncc ∪ {x} ⊂ Ā. De
même, six = [F] et y = [G] sont deux points du bord deI, il existeA ∈ A contenant un scp deδ(F) et un scp deδ(G),
et alors{x} ∪ {y} ⊂ Ā.
Lemme 6.5.3 Soient x et y des facettes deI ou des points de∂I, alors il existe un appartement A tel que x∪ y ⊂ Ā.
(Ici, on identifie x à{x} dans le cas où x est un point.)
6.6 Rétractions
Nous avons vu que siA est un appartement etw ∈WA, alorsw s’étend de manière unique en un homéomorphisme
deĀ sur lui-même, puis que siφ : A
∼
−→ Best un isomorphisme, alorsφ s’étend de manière unique en un homéomorphisme
deĀ sur B̄, qu’on note encoreφ. Les rétractions peuvent aussi s’étendre àI :
Proposition 6.6.1 Soit A∈ A, et c une chambre de A, soitρ = ρc,A la rétraction sur A de centre c. Alorsρ s’étend de
manière unique en une fonction continueρ̄ deI sur Ā.
Démonstration:
Soit x ∈ ∂I, nous savons qu’il existeZ ∈ A tel que{x} ∪ c ⊂ Z̄. Soitφ : Z
∼
−→ A fixant c, alorsρ|Z = φ, il est donc
naturel de poserρ(x) = φ(x). Pour que cette définition soit valide, il faut s’assurer que siZ′ est un autre appartement
tel que{x} ∪ c ⊂ Z̄′ et siφ′ : Z′
∼
−→ A fixe c, alorsφ(x) = φ′(x).
Soient f ∈ FZ et f ′ ∈ FZ′ des représentants dex. Alors ρ( f ) = φ( f ) ∈ FA et ρ( f ′) = φ′( f ′) ∈ FA, etφ(x) = [ρ( f )]A,
φ′(x) = [ρ( f ′)]A. Il nous faut donc vérifier queρ( f ) ∼A ρ( f ′).
Quitte à raccourcirf et f ′, il existe un appartementY contenantδ( f ) ∪ δ( f ′). Quitte à raccourcir encoref , on peut
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supposer, dansZ : c ⊂ s( f ) − δ( ~f )∗Z. On peut raccourcir maintenantf
′, pour obtenir que, dansY, δ( f ′) ⊂ δ( f )∗.
Supposons dans un premier temps qu’aucun mur deY n sépare strictementδ( f ) deδ( f ′). Soitβ = Cl(δ( f )∪δ( f ′)).
Alors, en notantψY un isomorphisme deZ surY fixantδ( f ), si M est un mur deZ séparant strictements( f ) etc, ψY(M)
ne peut séparer strictement deux points deβ. La proposition 4.3.3 permet donc de trouver un appartementX contenant
δ( f ) ∪ δ( f ′) ∪ c. LesF -cônes engendrés parδ( f ) et δ( f ′) dansX sont équivalents. Soitχ : X
∼
−→ A fixant c, alors
ρ(δ( f )) = χ(δ( f ) et ρ(δ( f ′)) = χ(δ( f ′)). Il s’ensuit que les cônes engendrés parρ(δ( f )) et ρ(δ( f ′)) sont équivalents
dansA. Mais ces cônes sont exactementρ( f ) etρ( f ′).
Pour traiter le cas général, nous allons construire dansY une suiteδ( f ) = δ0, ..., δu = δ( f ′) de coeurs qui ne sont
séparés par aucun mur, et qui engendrent des cônesf0, ..., fk équivalents. La projectionpδ( f ) : Y → Yδ( f ) deY sur la
façadeYδ( f ) envoieδ( ~f ) et δ( ~f ′) dans deux facettes bien déterminées. SoitΓ = g0, ..., gk une galerie dansYδ( ~f ) entre
ces deux facettes. On notefY et f ′Y les cônes engendrés parδ( f ) et δ( f
′) dansY. D’après 3.3.3, après avoir choisi un
système de générateursS deW(~Y) adapté, on a une partitionI = I1 ⊔ I2, où I est le type deδ( ~fY), I1 est l’ensemble
des réflexions deS fixant ~f⊥ et I2 le type des réflexions fixant~fY. Si π est une cloison deYδ( f ) de type inclus dansI2,
M le mur deY correspondant, alors~M ⊃ ~fY. Par conséquent,M ne peut séparerδ( f ) deδ( f ′), car fY ∼Y f ′Y. Ainsi le
type de la galerieΓ est inclus dansI1.
On définit à présent la suite de coeursδ0, δ1, ..., δ2k et la suite de cônesf0, ..., f2k par récurrence. En plus des conditions
déjà citées, on requiert quepδ( f )(δi) ⊂ g i
2
lorsquei est pair.
On poseδ0 = δ( f ), f0 = fY. Ensuite siδ0, ..., δi et f0, ..., fi sont construits pouri un indice pair, soitσi la réflexion, dont
la direction fixeδ( ~fY) qui relève la réflexion deYδ( f ) définie par la cloisongi ∧ gi+1. La cloisongi ∧ gi+1 est de type un
élément deI1, donc~σi ∈ WI1, ~σi stabilise~fY et fixe ~f
⊥
Y . Soit s le sommet defi , par hypothèse de récurrence,fi ∼Y fY,
donc fi = s+ ~fY, etσi( fi) = σi(s) + ~σi( ~fY) = σi(s) + ~fY. Soit Mi le mur fixé parσi , donc ~f⊥Y ⊂ ~Mi , et soith le projeté
orthogonal dessurM. Alorsσi(s) = s+ 2~sh, et ~sh∈ ~M⊥ ⊂ ~f⊥⊥Y = Vect(~fY).
On pose alorsfi+1 := h+ ~fY = fi + ~shet fi+2 = σi( fi) = fi + 2~sh. Ces deux cônes sont équivalents àfi . On pose ensuite
δi+1 = δ( fi+1) et δi+2 = δ( fi+2). Les deux coeursδi et δi+1 sont projetés dans la même chambre fermée ¯g i
2
deYδ( f ), ce
qui signifie qu’aucun mur dont la direction contientδ( ~f ) ne sépare strictementδi deδi+1. Mais comme ces deux coeurs
sont parallèles de directionδ( ~f ), un mur dont la direction ne contient pasδ( ~f ) ne peut de toute façon pas les séparer,
donc aucun mur ne sépare strictementδi deδi+1. De même,δi+1 et δi+2 sont projetés dans la même chambre fermée
g i
2+1
, donc aucun mur ne sépare strictementδi+1 deδi+2.
Ainsi δi+1 et δi+2 vérifient les conditions requises. On construit ainsi les suite δ0, ..., δ2k et f0, ..., f2k. Alors δ2k est
projeté dans la même chambre ferméegk queδ( f ′) et f2k ∼Y fY ∼Y f ′Y, il ne reste donc plus qu’à poserf2k+1 = f
′
Y
et δ2k+1 = δ( f ′) pour obtenir une suite de cônes deY ´ quivalents allant defY à f ′Y telle que les coeurs de deux cônes
consécutifs ne sont séparés strictement par aucun mur.
Nous avons que dans ces conditions, deux coeurs consécutifont des scp dont les images parρ sont des coeurs de cônes
deFA équivalents. Doncδ( f ) et δ( f ′) ont des scpγ et γ′ envoyés parρ sur des coeurs de cônes deFA équivalents.
Mais ρ(γ) = φ(γ) et ρ(γ′) = φ′(γ), on a donc prouvé queφ( f ) = ρ( f ) ∼A φ′( f ′) = ρ( f ′). Ceci prouve queρ est bien
définie.
Montrons qu’elle est continue. CommeI est ouvert dansI, et queρ est continue, la continuité de ¯ρ est acquise en
tout point deI. Il s’agit donc de montrer, poury ∈ ∂A, pourx ∈ ρ̄−1({y}) et pourVA( f ,U) un voisinage dey dansĀ,
queρ̄−1(VA( f ,U)) contient un voisinage dex.
Soit Z ∈ A tel que{x} ∪ c ∈ Z̄, soit φ : Z
∼
−→ A fixant c. Commef n’est pas réduit à un point (y ∈ ∂A), on peut le
raccourcir pour s’assurer quec ⊂ s( f ) − δ( ~f )∗. Un voisinage de{x} dansI estV(φ−1( f ),U), vérifions qu’il est inclus
dansρ−1(VA( f ,U)). Soit B ⊃ b(φ−1( f )) ∪ {t} etψ : B
∼
−→ Z fixant b(φ−1( f )) tels queψ(t) ∈ (φ−1( f ) + U) ∩ φ−1( f )∗, il
faut montrer queρ(t) ∈ f + U.
Nous savons quec ⊂ s(φ−1( f )) − φ−1( f )∗Z, donc en utilisant la proposition 4.3.5, on voit qu’il existe B
′ ∈ A contenant
{t} ∪ b(φ−1( f )) ∪ c. Soitψ′ : B′
∼
−→ Z fixant B′ ∩ Z, en particulier,ψ′ fixe b(φ−1( f )) doncψ′(t) ∈ φ−1( f ) + U. Ensuite
φ ◦ ψ′ fixe c, doncρ(t) = φ ◦ ψ′(t) ∈ f + U.
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L’unicité deρ̄ découle de sa continuité et de la densité deI dansI. 
A présent, nous pouvons nous contenter de noterρ à la place de ¯ρ.
Les résultats obtenus pour les rétractions deI peuvent souvent s’étendre aux rétractions surI. Voici ce que devient
la proposition 4.4.1 (l’énoncé est un peu différent de celui sur les rétraction dansI car il faut prendre en compte la
possibilité queρ2(x) = σ ◦ ρ2(x)) :
Proposition 6.6.2 Soit A∈ A, c1 et c2 deux chambres adjacentes dans A, M le mur les séparant,σ la réflexion selon
M. Soitρ1 = ρA,c1 etρ2 = ρA,c2. Soit x∈ I, alors :
– Soitρ1(x) = ρ2(x), soitρ2(x) = σ ◦ ρ1(x).
– Siρ1(x) ∈ D(M, c1) alorsρ1(x) = ρ2(x).
– Siρ1(x) < D(M, c1) et siρ1(x) = ρ2(x), alors il existe un appartement B contenant c1, 2 et x.
Démonstration:
Les deux premiers points découlent de la proposition 4.4.1, et de la continuité deρ1, ρ2 etσ.
Pour le troisième point, on répète quasiment la preuve dela proposition 4.4.1. Supposonsρ1(x) < D(M, c1), soit
Z1 ∈ A tel que{x} ∪ c1 ⊂ Z1. Supposons quec2 1 Z1 et montrons qu’alorsρ2(x) = σ ◦ ρ1(x). Soitφ1 : Z1
∼
−→ A fixant
c1, alorsρ1(x) = φ1(x). Soitd la chambre deZ1, voisine dec1 le long deφ−11 (M) (en fait,d = φ
−1(c2)), d , c2 puisque
c2 1 Z1. Il existe un appartementZ2 contenantDZ1(φ
−1
1 (M), d) ∪ c2. Cet appartement contientx dans son adhérence
car il contientφ−11 (D(M, c2)), et il ne contient pasc1. Soit φ2 : Z2
∼
−→ A fixant c2, on aρ2(x) = φ2(x). On a aussi
φ2(d) = c1 = σ ◦ φ1(d). Alorsφ2 etσ ◦ φ1 coı̈ncident surD(φ−11 (M), d), puis surD(φ
−1
1 (M), d) donc enx. 
6.7 Compacit́e
Pour l’instant, la notation̂f + U est définie pourf un cône dans un appartement etU une partie de~A0. On définit






L’union est prise sur tous les appartements contenantc, etφB est un isomorphisme deA versB fixant c dont le choix
n’importe pas.
Avant de prouver la compacité deI, vérifions cette conséquence de la proposition 4.2.7 :
Lemme 6.7.1 Soit A un appartement, et C une partie convexe et ouverte de A.Soit E la réunion de toute les facettes
de A qui rencontrent C. Alors pour toute chambre c de E, et toutp int y∈ C̄, il existe une galerie tendue de c à y qui
reste dans E.
Preuve du lemme:Soientx ∈ C ∩ c, alors [x, y[⊂ C. Commec ∩ C est ouvert, on peut supposer que [x, y] ne
rencontre que des chambres et des cloisons (aucune facette de dimension inférieure) et que~xy n’est inclus dans au-
cune direction de mur deA. SoitΓ une galerie le long de [x, y], commençant parc, donnée par la proposition 4.2.7.
L’adhérence de chaque chambre deΓ coupe [x, y]. Soit e une de ces chambres, [x, y] rencontre soite soit une de ses
cloisons. Mais si elle rencontre une de ses cloisons, disonsm, on ne peut avoir~xy⊂ Vect(m) car Vect(m) est la direc-
tion d’un mur. Alors [x, y] rencontre aussie ( [x, y] ∩m est forcément dans ]x, y[). CommeC est convexe, [x, y[⊂ C et
e ∈ E. 
Il est temps de montrer queI est compact
Théorème 6.7.2Si l’immeubleI est localement fini, alors l’espaceI est compact.
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Démonstration:
Comme nous savons déjà queI est séparé et à base dénombrable d’ouverts, il ne reste plus qu’à montrer qu’il est
séquentiellement compact. Soit (xn)n∈N une suite dansI, trouvons lui une valeur d’adhérence.
Première étape
Quitte à remplacer(xn) par une sous-suite, il existe A∈ A, f ∈ FA, c une chambre de A, et~C une chambre de~A tels
que(ρA,c(xn))n∈N converge vers y∞ := [ f ]A, δ( f ) ⊂ c+ ~C et∀n ∈ N, ρA,c(xn) ∈ s( f ) + ~C.
Commençons par choisirc0 dansA0 au hasard, et notonsρ0 = ρA0,c0. CommeA0 est compact, on peut supposer
que la suite (ρ0(xn))n converge vers une limitey0 ∈ A0. On peut aussi supposer que tous lesρ(xn) sont dans une même
façade deA0, c’est à dire qu’ils ont tous la même direction~g. Soit f0 ∈ y0 un représentant dey0, alors~g ⊂ ~f0. On
peut de plus choisirf0 de sorte quec0 ⊂ s( f0) − ~f ∗0 . Comme un voisinage dey0 dansA0 est inclus dansδ( f0)
∗, on peut
supposer que tous lesρ0(xn) ont un représentantgn inclus dansδ( f0)∗. Mais δ( ~f0)∗ est une réunion finie de chambres
fermées, donc il existe~C0 chambre de~A0 telle ques( f0) + ~C0 contient une infinité degn, on peut supposer qu’il les
contient tous. Bien sûr, cela implique ques( f0) + ~C0 contient tous lesρ0(xn).
Pour conclure la première étape, il ne reste plus qu’à s’assurer queδ( f0) ⊂ c0 + ~C0, ce qui, puisqueδ( ~f0) ⊂ ~C0 revient
à s’assurer que ¯c0 coupes( f0) − ~C0. Pour l’instant,c0 est inclus seulement danss( f0) − δ( ~f0)∗. Soit d une chambre à
distance minimale dec0 dont l’adhérence coupes( f0) − ~C0.
Nous allons maintenant prouver par récurrence surk que s’il existeA′, c′, ~C′, f ′ etd′ dans la même configuration que
A0, c0, ~C0, f0 et d le sont actuellement, avecd(c′, d′) = k, alors il existeA, c, f , et ~C comme requis pour conclure la
première étape.
Si k = 0 la conclusion est immédiate,A′, c′, ~C′ et f ′ conviennent.
Si k > 0, soitΓ = (c′ = c0, c1, ..., ck = d′) une galerie minimale entrec′ et d′, et soitM = Vect(c0 ∧ c1) le premier
mur traversé, soitσM la symétrie deA′ selonM, notonsρ0 = ρA′,c′ etρ1 = ρA′ ,c1.
Siρ0(xn) = ρ1(xn) pour une infinité d’indicesn, alors on peut passer à une sous-suite pour supposer queρ0(xn) = ρ1(xn)
pour toutn. Alors il suffit de remplacerc′ parc1 pour pouvoir appliquer l’hypothèse de récurrence.
Par contre, dans l’autre cas, on peut supposer queρ1(xn) = σ ◦ ρ0(xn) pour toutn ∈ N. Alors la suite desρ1(xn) ne
vérifie plus du tout les hypothèses demandées, il va falloir changer d’appartement.
D’après la proposition 6.6.2, cette situation n’est possible que si pour toutn, ρ0(xn) < D(M, c′). De plus, pour
tout n ∈ N, il existe alors une chambreen voisine dec′ et dec1, et un appartement dont l’adhérence contienten, c′ et
xn. CommeI est supposé localement fini, il n’y a qu’un nombre fini de chambres voisines àc′ et àc1, on peut donc
remplacer (xn)n par une sous-suite pour qu’il existe une chambre fixee, voisine dec1 etc′ telle que pour toutn ∈ N, il
existeBn ∈ A tel quec′ ∪ e∪ {xn} ∈ B̄n.
SoitA′′ un appartement contenantc′ ete, et soitφ : Ā′
∼
−→ Ā′′ fixantA′∩A′′. Nécessairement,φ(c1) = e. Alors∀n ∈ N,
ρA′′ ,e(xn) = φ(ρ0(xn)). Comme de plusd(e, φ(d)) = k− 1, on peut appliquer l’hypothèse de récurrence àA′′, e= φ(c1),
φ(d), φ( f ), et~φ( ~C). Ceci conclut la première étape.
Seconde étape :
On noteρ = ρA,c la rétraction obtenue dans la première étape. On montre `a présent que soit la suite(xn)n admet une
valeur d’adhérence dansI, soit il existe une galerie tendue(dn)n∈N dans A issue de d0 = c et une suite(tn)n telle
que pour tout n, pour tout i≥ n, ρ(xi) ∈ dn + ~C, tn ∈ dn et limn→∞ tn = y∞. On peut enfin imposer que∀n ∈ N,
dn ∩ (c+ ~C) , ∅.
On noteρ = ρA,c.
On commence par regarder le cas où~f = {0}. Dans ce cas,y∞ ∈ A, et K =
⋃
c̄⊃y∞ c̄ est un voisinage dey∞ dansA,
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il contient donc tous lesρ(xn) à partir d’un certain rang. Maisρ−1(K) est une union finie de chambres fermées, donc
c’est un compact, et la suite (xn)n a une valeur d’adhérence dansρ−1(K) donc dansI.
Supposons à présent que~f , {0}. Par le lemme 6.7.1, il existe une galerie minimalec = d0, d1, ..., du dec à s( f )
telle que∀i ∈ ~0, u, di coupec+ ~C.
On choisit ensuite une demi-droite~l ⊂ δ( ~f ), et on prolonged0, ..., du par une galerie tendue dont l’adhérence contient
l := s( f )+~l (proposition 4.2.7). Vérifions qu’on peut s’assurer quedn∩ (c+ ~C) , ∅ pourn > u. NotonsMl l’ensemble
des murs contenantl, alors la construction faite dans la proposition 4.2.7 est tlle que chaque chambre de la galerie
(dn)n≥du est incluse dans
⋂
M∈Ml D(M, du). Par ailleurs,c + ~C est un convexe, délimité par un nombre fini de ses hy-
perplans d’appui, et ces hyperplans ont pour direction un mur de ~A. NotonsHl l’ensemble des hyperplans d’appui de
c+ ~C qui contiennentl.
Il suffit de montrer quedi ∩ (c+ ~C) , ∅ pour les chambresdi contenant un segment del dans leur adhérence, car alors
nous pourrons relier deux telles chambres par une galerie dont chaque chambre coupec+ ~C, et la construction donnée
dans la preuve de la proposition 4.2.7 consiste exactement `a définir d’abord les chambres contenant un segment del
dans leur adhérence, puis à relier ces chambres par des galeries tendues arbitraires. Soitdi une de ces chambres, soit
]x−~ǫ, x+~ǫ[ un segment del inclus dansd̄i . Les hyperplans d’appui dedi sont des murs en nombre fini, et ceux conte-
nantx doivent contenir ]x−~ǫ, x+~ǫ[ et sont donc des éléments deMl . Par conséquent, il existe un voisinageV dex tel
queV∩
⋂
M∈Ml D(M, du) ⊂ d̄i. De la même manière, les hyperplans d’appui dec+ ~C qui contiennentx doivent contenir
l carl ⊂ c+ ~C. Donc il existe un voisinageU dex tel queU ∩
⋂
H∈Hl D(H, c) ⊂ c+ ~C. Il ne reste plus qu’à vérifier que








M∈Ml D(M, du), nous
savons queS est d’intérieur non vide puisquedu contient un point disonsu dec+ ~C∩
⋂
M∈Ml D(M, du). De plus,l ⊂ S̄
etS est convexe. Il ne reste plus qu’à relieru à x par une droite pour finalement obtenir un point intérieur àU ∩V∩S.
Ceci permet d’obtenir quedn ∩ (c + ~C) , ∅ pour toutn. Vérifions que la galerie (dn)n∈N est tendue. Si ce n’est
pas le cas, c’est qu’il y a un murM qui séparedu de d0 et d’une chambredn avecn ≥ u. Mais s( f ) ∈ d̄u ∩ (c+ ~C)
et d̄n ∩ du + ~l , ∅, d’où l ⊂ M. En particuliers( f ) ∈ M, mais ceci est impossible puisqued0, ..., du est une galerie
minimale ded0 à s( f ).
Donc la galerie (dn)n∈N obtenue est bien tendue.
Pour touti ∈ N, soitsi ∈ l∩ d̄i . La suite (si) tend versy∞. Donc pour touti, lesρ(xn) sont inclus à partir d’un certain
rangNi danssi + δ( ~f )∗. Vérifions qu’en fait ils sont dansi + ~C. Soit n ≥ Ni , un représentantgn deρ(xn) est inclus
danssi + ~F où ~F est une facette vectorielle dont l’adhérence contientδ( ~f ) et~g. Disonsgn = si + ~v+ ~g avec~v ∈ ~F.
On calcule alors :gn = s( f ) +
−−−−→
s( f )si + ~v + ~g. Or
−−−−→
s( f )si ∈ δ( ~f ) donc
−−−−→
s( f )si + ~v ∈ ~F et gn ⊂ s( f ) + ~F. Mais nous
savons d’autre part queρ(xn) ∈ s( f ) + ~C. Donc ~F ⊂ ~C, etρ(xn) ∈ si + ~F ⊂ si + ~C.
Ainsi, pour touti ∈ N, lesρ(xn) sont inclus dansi + ~C à partir d’un certain rang. En passant à une sous-suite, onpeut
supposer que∀n ≥ i, ρ(xn) ∈ di + ~C.
Par ailleurs, en déplaçant un peu lessi on peut obtenir une suite (ti) convergeant versy∞ et telle queti ∈ di . Ceci
conclut la seconde étape.
Troisième étape
On suppose maintenant que(xn) n’a pas de valeur d’adhérence dansI. Montrons qu’il existe une sous-suite de(xn),
et une galerie tendueΓ = (ci)i∈N telle que c0 = d0 = c, que pour tout i,ρ(ci) = di et que les xk pour k ≥ i sont dans
l’adhérence dêci + ~C.
Ici, on note ̂ci + ~C =
̂ci + ~φi( ~C) pour un isomorphismeφi de A sur un appartementBi contenantc et ci qui fixe c.
On remarque que puisqueci est une chambre, on a en fait
̂ci + ~C = ρ−1Bi ,ci (ci +
~φi( ~C)), et l’adhérence de ceci vaut
ρ−1Bi ,ci (ci +
~φi( ~C)) (pour vérifier l’inclusion non évidente, utiliser le lemme 6.5.3 pour inclure un point etci dans un
même appartement).
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On commence par montrer par récurrence que pour touti, il existec0, ..., ci et une sous-suite (xin) de (xn) satisfaisant
aux conditions demandées.
D’après la première étape, tous lesxn sont dansρ−1(c+ ~C). Doncc0 = c convient bien.
Ensuite, supposonsc0, ..., ci construits. Commexn ∈
̂ci + ~C et ci coupe
̂c0 + ~C, en utilisant la proposition 4.3.5, on
trouve un appartementBn tel quec0 ∪ ci ∪ {xn} ⊂ B̄n. Soitφn : Bn
∼
−→ A fixant c0, commeφn(xn) = ρ(xn) ∈ di+1 + ~C,
pourn ≥ i + 1, on voit quexn ∈
̂
φ−1n (di+1) + ~C. Or φ
−1
n (di+1) est une chambre adjacente àci , et il n’y a qu’un nombre
fini de telles chambres. On peut donc passer à une sous suite (xi+1n ) de (x
i
n) pour que tous lesx
i+1
n soient dans un même
̂e+ ~C avece une chambre adjacente àci dont l’image parρ estdi+1. Il ne reste plus qu’à poserci+1 = e.
Enfin, on prend (yn) la sous-suite de (xn) définie paryn = xnn. Le couple (Γ = (c0, c1, ...), (yn)) satisfait aux condi-
tions demandées par l’étape 3. Pour ne pas alourdir les notations, dans la suite on noteraxn = yn.
quatrième étape
SoitZ un appartement contenantΓ, soitφ : Z
∼
−→ A fixantc0, soit x∞ = φ−1(y∞). Montrons quexn tend versx∞.
SoitV(g,U) un voisinage dex∞. CommeVA(φ(g),U)∩ φ(g)∗ est un voisinage dey∞, il existe un entierN tel que
dN ∩ (φ(g) + U) ∩ φ(g)∗ , ∅ et tel que∀n ≥ N, ρ(xn) ⊂ VA(φ(g),U)∩ φ(g)∗. Soitn ≥ N, montrons quexn ∈ V(g,U).
CommecN coupe
̂c0 + ~C et xn ∈
̂cN + ~C, la proposition 4.3.5 indique l’existence d’un appartement B tel que{xn} ∪
cN ∪ c0 ⊂ B̄. Dès lors, on a les égalités :ρZ,cN(xn) = ρZ,c0(xn) = φ
−1 ◦ ρ(xn), d’où ρZ,cN(xn) ∈ VZ(g,U) ∩ g
∗. Mais
commecN coupeb(g)+ ~g∗, on peut appliquer la proposition 5.1.2, qui prouve que si unappartement fermḗX contient
b(g) et xn, et siψ : X̄
∼
−→ Z̄ fixe b(g), alorsψ(xn) ∈ VZ(g,U) ∩ g∗. Ceci entraı̂ne bien quexn ∈ V(g,U). 
7 Unicité de la construction
On suppose dans cette partie queI, muni de son système complet d’appartements, est l’immeuble obtenu à partir
d’une donnée radicielle valuée discrète comme dans [BT72]. Rappelons brièvement quelques notations.
On choisit un appartementA0, ainsi qu’un sommet spécial 0∈ A0, qui permet d’identifierA0 et
−→
A0 ainsi que~A∗0 et les
formes affines surA0 s’annulant en 0. Il existe un système de racineφ, ´ ventuellement non réduit, sur~A0, et pour tout
α ∈ φ, il existeΓα un sous-groupe discret de (R,+) tel que les murs deA0 sont lesM(α, k) := {x ∈ A0 | α(x) + k = 0}
pourα ∈ φ et k ∈ Γα.
Un groupeG agit surI, pour toutα ∈ φ et k ∈ Γα, il existe un sous-groupeUα,k deG qui fixe le demi-appartement
D(α, k) := {x ∈ A0 | α(x) + k ≥ 0} ainsi que toutes les chambres ayant une cloison dans son int´erieur. Pourα ∈ φ et
k ≤ l ∈ Γα, on aUα,l ⊂ Uα,k, donc la réunionUα :=
⋃
k∈Γα Uα,k est un groupe. Le groupeUα,k agit transitivement sur
l’ensemble des appartements contenantD(α, k). Le groupeG est engendré par lesUα,k, pourα ∈ φ et k ∈ Γk ainsi que
par un autre sous-groupe notéH qui fixe A0.
Ces sous-groupes vérifient les axiomes d’une donnée radicielle valuée. On suppose de plus l’axiome sur les commu-
tateurs desUα,k vérifié au sens fort : pour toutα, β ∈ φ avecβ < R−.α, pour toutk ∈ Γα, l ∈ Γβ,
[Uα,k,Uβ,l] ⊂ 〈Upα+qβ,pk+ql | p, q ∈ N∗ et pα + qβ ∈ φ〉
Le groupeG est muni de la topologie de la convergence simple surI, c’est-à-dire qu’une base de voisinages dee
est l’ensemble des fixateurs de parties bornées. Alors l’action deG surI est continue.
Cette situation se retrouve en particulier lorsqueI est l’immeuble de Bruhat-Tits d’un groupe réductif sur un corps
local non archimédien.
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Nous allons montrer dans ce cas qu’une fois fixée une compactific tion deA0 de la manière présentée dans la par-
tie 3, il n’existe en fait qu’une seule manière de l’étendre en une compactification deI sur laquelleG agit par
homéomorphisme.
Le fixateur dansA0 d’un produit d’éléments de divers sous-groupes radiciels Uα,k est dans certains cas facile à
déterminer :
Proposition 7.1 Soientα1, ..., αk ∈ φ des racines deux à deux non colinéaires, soit(u1, ..., uk) ∈ Uα1 × ... × Uαk . On
suppose que
⋂
i FixA0(ui) contient au moins une chambre. AlorsFixA0(u1...uk) =
⋂k
i=1 FixA0(ui).
Remarque:Pour des racines dans un sous-système réduit et positif deφ, l’hypothèse ”non colinéaires” devient juste
”distinctes”.
Démonstration:
On noteg = u1...uk. Pour chaquei, l’ensemble des points fixes deui est un demi-appartementDi délimité par un mur
Mi de direction ker(αi).
La première inclusion est claire.
Soit x ∈ A0 \
⋂k
i=1Di , montrons quex n’est pas fixé parg. On remarque pour commencer qu’il est impossible quex
soit fixé parg et tous lesui sauf un.
Soit c une chambre incluse dans
⋂
iDi . Commec est ouvert dansA0, on peut choisiry ∈ c tel que [x, y] ne rencontre
pas d’intersection de murs. Six était fixé parg, alors [x, y] le serait aussi. Or le segment [x, y] sort de
⋂
iDi en coupant
un seul mur, disonsM j . Donc [x, y] contient un pointzqui est dans (
⋂
i, jDi) \ D j . Donczest fixe par tous lesui sauf
u j , ce qui est impossible. 
Rappelons ce résultat (voir [BT72] 7.4.33), exprimant quelorsqu’un élément deUα,k fixe une grande boule dans
un appartement, alors il fixe une petite boule de même centredans l’immeuble. On noteBA(o, r) la boule dansA de
centreo de rayonr, et BI(o, r) la boule dansI.
Proposition 7.2 Il existe une constanteλ dépendant uniquement deφ telle que pour tout o∈ A0, et r ∈ R+, siα ∈ φ et
k ∈ Λα sont tels que BA0(o, λr) ⊂ D(α, k) et si u∈ Uα,k, alors u fixe BI(o, r).
preuve :
Pourβ ∈ φ, notonsMβ le maximum, de|~β| sur la sphère unité, et soitλ = max{
Mα
Mβ
| α, β ∈ φ}.
Soientα ∈ φ etk ∈ Γα tels queBA0(o, λr) ⊂ D(α, k).
SoitV le groupe engendré par lesUpα+q1β1+...+qnβn,pk+q1l1+...+qnln pourn ∈ N, β1, ..., βn ∈ φ, (l1, ..., ln) ∈ Γβ1×...×Γβn et
p, q1, ..., qn ∈ N∗ tels quepα+q1β1+ ...+qnβn ∈ φ et chaqueD(βi , l i) contiento. Montrons que les éléments deV fixent
BA0(o, r). Déjà, pour~v le vecteur qui maximise~α sur la sphère unité, on ao− λr~v ∈ D(α, k) d’où (α + k)(o) ≥ λrMα.
Soit maintenantγ = pα + q1β1 + ... + qnβn et j = pk + q1l1 + ... + qnln comme dans la définition deV. Alors
γ(o)+ j ≥ p(α(o)+ k) ≥ λrMα. Ceci entraı̂ne que la bouleBA0(o, λ
Mα
Mγ
r) est incluse dansD(γ, j). CommeλMαMγ ≥ 1, on
obtient le résultat voulu.
A présent, soitu ∈ Uα,k, et d une chambre deI coupantBI(o, r). SoitΓ = c0, ..., cn = d une galerie tendue avec
o ∈ c̄0 ⊂ A0. Soit ρ la rétraction surA0 de centrec0. Il existeβ1 ∈ φ, l1 ∈ Γβ1 et v1 ∈ Uβ1,l1 tels quev1.c1 = ρ(c1)
etD(β1, l1) contientc0 donco. Ensuite il existeβ2 ∈ φ, l2 ∈ Γβ2, v2 ∈ Uβ2,l2 tels quev2v1c2 = ρ(c2), etD(β2, l2)
contientc0∪ ρ(c1) donc encoreo. On obtient finalementβ1, ..., βn, l1, ..., ln, v1, ..., vn tels queρ(d) = vn...v2v1.d. Notons
v = vn...v1.
Commeρ(d) coupeBA0(o, r) ⊂ BA0(o, λr), on a u.ρ(d) = ρ(d) = v.d = uv.d. Le fait que chaque commutateur
(u, vi) = uviu−1v−1i soit dansV permet de prouver par un calcul classique que (u, v) ∈ V, et donc que (u, v)
−1 fixe v.d.
Alors v.d = (u, v)vu.d d’où (u, v)−1v.d = vu.d puisd = u.d. 
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Corollaire 7.3 Soient A et B deux appartements, on suppose qu’il existe o∈ A∩ B et r > 0 tels que A∩ B contient la
boule BA(o, λr) oùλ est la constante de la proposition. Alors il existe g∈ G tel que g.A = B, et g fixe(A∩B)∪BI(o, r).
Démonstration:
Par conjugaison, on peut supposerA = A0. Le groupe engendré par lesUα,k tels queD(α, k) ⊃ BA(o, λr) est transitif
sur les appartements contenantBA(o, λr) et il fixe BI(o, r) d’après 7.2. 
Et voici la proposition annoncée :
Proposition 7.4 SoitÎ un espace topologique compact contenantI, tel queI est ouvert dense danŝI.
On suppose que l’adhérence de l’appartement de référencA0, qu’on noteÂ0 est homéomorphe ā̀A0 par un homéomorphisme
fixant A0. On note∧ : a 7→ â cet homéomorphisme.
On suppose que l’action de G surI s’étend en une action continue surÎ. Alors il existe un homéomorphisme
χ : I → Îqui est G-équivariant et qui fixeI.
Remarque:Par densité deA0 dansĀ0, et par densité deI dansI, les applications∧ : a 7→ â etχ sont uniques si
elles existent.
Démonstration:
Si A est un appartement deI, on noteraÂ son adhérence dansÎ. Les deux clôtures d’appartementsĀ et Â sont alors
homéomorphes, par un unique homéomorphisme qui vautg−1
|Â
◦ ∧ ◦ g|Ā, oùg ∈ G est tel queg.A = A0.
Il est donc naturel de vouloir définir une fonction de la sorte : χ: I → Î
g.a 7→ g.â
, pourg ∈ G et a ∈ Ā0.
Montrons queχ est bien définie : soientg, g′ ∈ G et a, a′ ∈ Ā0 tels quega = g′a′ et montrons quegâ = g′â′.
En remplaçantg par (g′)−1g, on se ramène au cas oùg′ = 1. Soientf un représentant dea et f ′ un représentant de
a′. Quitte à les réduire, il existeZ ∈ A contenantg(δ( f )) ∪ δ( f ′). Soientd et d′ des demi-droites incluses dansδ( f )
et δ( f ′) de directions incluses dans~f et ~f ′, de sorte quea est l’unique point dans̄I de d̄ \ d et a′ est l’unique point
dansĪ de d̄′ \ d′. Ainsi, d′ et g.d ont le même point limite dans̄Z, qui esta′. CommeZ̄ est homéomorphe ầZ par un
homéomorphisme fixantZ, on en déduit qued′ etg.d ont le même unique point limite dansẐ.
Le point limite ded′ dansÂ0 est â′ et commeÎ est séparé, c’est aussi l’unique point limite ded′ dansÎ donc en
particulier danŝZ. De même, l’unique point limite ded dansÎ esta, donc par continuité deg, le point limite deg.d
dansÎ, donc danŝZ estg.â. Ceci prouve que ˆa′ = g.â.
Doncχ est bien définie. C’est une fonctionG-équivariante qui fixeI, elle induit l’unique homéomorphisme dēA
sur Â pour chaque appartementA. Comme deux points quelconques deI sont toujours inclus dans l’adhérence d’un
même appartement (lemme 6.5.3), ceci entraı̂ne queχ est injective. Il ne reste plus qu’à montrer queχ st continue :
elle sera alors fermée par compacité deI t séparation dêI, et son image sera un fermé deÎ contenantI c’est-à-dire
Î lui-même.
Soit x ∈ I, montrons queχ est continue enx. Le cas oùx ∈ I est évident, et parG-équivariance deχ, on se ramène
au cas oùx ∈ Ā0. Au total, on peut supposerx ∈ ∂A0.
Soit O un ouvert deÎ contenantχ(x). Notonsρ̂ : G × Î → Î l’action deG sur Î. Par continuité de ˆρ, et
parce quee.x = x ∈ Ā0, il existe un voisinage ouvertQ de e dansG et un voisinage ouvert̂V de x̂ dansÎ tel que
Q.V̂ = ρ(Q× V̂) ⊂ O. SoitV = χ−1(V̂). Alors x ∈ Q.V ⊂ χ−1(Q.V̂) ⊂ χ−1(O). Il reste à prouver queQ.V contient un
voisinage dex dansI.
Soit f ∈ FA0 un représentant dex. On peut supposer queQ est le fixateur dansG d’une partie bornée, de la forme
BI(o, r), avecr ∈ R+∗ et o ∈ A0, on peut même imposero ∈ −δ( f ), où−δ( f ) signifies( f ) − δ( ~f ).
Soit λ la constante donne par la proposition 7.2. Soient{βi}i∈I l’ensemble des parties d’appartement égales à la
clôture deδ( f ) et d’une boule de centreo de rayonλr, c’est-à-dire :
{βi}i∈I = {β sous-complexe simplicial deI | ∃B ∈ A tq δ( f ) ⊂ B, o ∈ B etβ = Cl(BB(o, λr) ∪ δ( f ))}
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Cet ensemble est fini car l’ensemble des sous-complexes simpliciaux deBI(o, r) est fini.
On choisit alors{Bi}i∈I une famille d’appartements tels que∀i ∈ I , βi ⊂ Bi .
Pour touti ∈ I , χ induit un homéomorphisme entrēBi et B̂i. Commex ∈ B̄i , χ(x) = x̂ ∈ B̂i. De plus,V̂ ∩ B̂i est un
voisinage de ˆx dansB̂i, doncχ−1(V̂ ∩ B̂i) ⊂ V est un voisinage dex dansB̄i. Il contient donc un ensemble de la forme
V′Bi ( fi ,Ri), avecRi ∈ U et fi ∈ FBi , [ fi ] = x (V
′
Bi
( fi ,Ri) est défini en 6.2.1). Commeδ( f ) ⊂ Bi, on peut supposer que
δ( fi) ⊂ δ( f ) ⊂ A (voir 5.1.4). Soitγ un scp de
⋂
i∈I δ( fi) tel queBA(o, λr) ⊂ −γ
∗
A. Soit R =
⋂
i∈I Ri . Alors R ∈ U,
et γ est un coeur de cône affine. Soitg ∈ FA0 le cône engendré parγ, c’est un scp def donc [g] = x etVI(g,R) est
un voisinage dex dansI. Nous savons que pour touti ∈ I ,VI(g,R) ∩ Bi ⊂ V. Montrons queVI(g,R) ⊂ Q.V, cela
conclura la preuve.
Soit t ∈ VI(g,R), il suffit de montrer qu’il existeh ∈ Q et i ∈ I tel queh.t ∈ V′Bi ( fi ,Ri) .
D’après la proposition 6.2.3, il existe un appartementZ contenantb(g) et un représentantτ ∈ FZ de t, tel que
τ ⊂ (φZ(g) + R) ∩ φZ(g)∗, où φZ : A
∼
−→ Z est un isomorphisme fixantb(g). Quitte à réduireτ, on peut supposer
δ(τ) inclus dans un des quartiers de la formeb(g) + ~C avec ~C une chambre deφZ(γ)∗. Commeo a été choisi dans
−δ( f ), il est dans−γ, donc aucun mur deA0 dont la direction contient~γ ne sépare strictemento etb(g). La proposition
4.3.5 permet de conclure à l’existence d’un appartementY contenant{o} ∪ b(g) ∪ δ(τ).
Ensuite, la proposition 4.3.6 prouve qu’il existe un appartementX contenant−γ∗Y ∪ γ. En particulier,X ∩ A contient
o etγ, donco+ ~γ = o+ δ( ~f ), ce qui contientδ( f ). De plus, nous avons supposéBA(o, λr) ⊂ −γ∗A, ce qui entraı̂ne que
BY(o, λr) ⊂ −γ∗Y ⊂ Y∩ X.
Soit i ∈ I tel queBi ∩ X ⊃ BX(o, λr) ∪ δ( f ). Par le corollaire 7.3, il existeh ∈ G tel queh.Y = Bi, h fixe Y ∩ Bi et
BI(o, r). En particulier,h ∈ Q.
Enfin, siφY : A0
∼
−→ Y est un isomorphisme fixantb(g), alorsh.δ(τ) ⊂ h.((φY(g)+R)∩φY(g)∗) = (gi +R)∩g∗i , oùgi est
le cône engendré parγ dansBi. Commegi ⊂ fi etR⊂ Ri , on obtienth.δ(τ) ⊂ ( fi+Ri)∩ f ∗i , d’oùh.t ∈ V
′
Bi
( fi ,Ri) ⊂ V.
Ce résultat prouve que les compactifications deI définies par A. Werner dans [Wer07] sont identiques à celle
présentée ici pour les décompositions en côneF J décrites en 2.5. En effet, nous avons déjà vu que la décomposition
Σ(ρ) définie dans [Wer07] était égale àF J, et nous avons défini la compactification deA0 à partir deF J exactement
de la même manière que dans [Wer07].
En particulier, les compactifications de [Lan96] et [GR06] coı̈ncident avec celle présentée ici pourF = F ∅ la
décomposition en cônes de Weyl vectoriels.
8 Description deI
Dans cette partie, on vérifie principalement une propriété at endue deI, à savoir que son bord est réunion d’im-
meubles affines, dont les groupes de Coxeter sont des sous-groupes de Coxeter deW.
8.1 I est une ŕeunion d’immeubles
Lemme 8.1.1 Soient A, B ∈ A, soient x∈ Ā∩ B̄, y∈ Ā. Si y est dans la même facette deĀ que x alors y∈ B̄∩ Ā et x
et y sont dans la même facette deB̄.
Notons a cette facette, elle est donc incluse dansĀ∩ B̄. Il existe un isomorphismeφ : A
∼
−→ B dont le prolongement à
Ā dansB̄ envoie la façade de A contenant x sur la façade de B contenax et fixe a.
Enfin, si f ∈ FA, f ′ ∈ FB sont tels que x= [ f ]A = [ f ′]B, alors~φ( ~f ) = ~f ′.
Preuve du lemme:Si x et y dans une même facette deĀ, cela signifie qu’il existef , g ∈ FA tels quex = [ f̃ ] et
y = [g̃], avec ~f = ~g et tels qu’aucun mur dont la direction contient~f ne sépare au sens largef de g. C’est-à-dire
qu’aucun mur dont la direction contient~f ne séparef deg ni ne contient l’un sans contenir l’autre.
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D’autre part,x ∈ B̄ donc il existef ′ ∈ FB tel quex = [ f̃ ′].
On choisit un appartementZ contenant, quitte à les raccourcir,δ( f ) et δ( f ′). Nous allons montrer quey ∈ Ā∩ Z̄,
c’est-à-dire qu’il existe un scp deg dont le coeur est inclus dansA∩Z. Il suffit de montrer queg∩Cl(δ( f )) , ∅. (Pour
une compactification polygonale classique, oùF = F ∅, c’est automatique.)
On décompose~A en somme orthogonale de trois sous-espaces comme dans 3.3.9: ~A = Vect(δ( f )) ⊕ ~E ⊕ ~f⊥, où ~E est
le supplémentaire orthogonal de Vect(δ( ~f )) dans Vect(~f ). Notonsp~E la projection orthogonale sur~E, alorsp~E( ~f ) est
un cône convexe qui engendre~E et qui est stable par son groupe de Coxeter. Comme~E est essentiel, ceci implique que
p~E( ~f ) = ~E.
Il existe donc un pointv ∈ g tel quep~E(v) = p~E(s( f )). En rajoutant àv un élément assez grand deδ( ~f ), on peut aussi
s’assurer quev ∈ f ∗A. Vérifions quev ∈ Cl(δ( f )). Supposons qu’un murM = α
−1({0}) sépare strictementv et δ( f ).
Disons queα(δ( f )) > 0 etα(v) < 0. Alors ~α(δ( ~f )) ≥ 0 et ~α(
−−−→
s( f )v) < 0. Mais comme
−−−→
s( f )v ∈ ~f ∗, ceci implique
~α(δ( ~f )) = 0, c’est-à-direδ( ~f ) ⊂ ~M. Mais nous savons qu’un tel mur soit contient~E soit contient~f⊥. Le premier cas
est impossible car il implique~f ⊂ ~M et nous avons supposé qu’aucun mur dont la direction contient ~f ne séparef et
g. Quand au second cas, il implique que~α s’annule sur Vect(δ( ~f )) ⊕ ~f⊥. Mais commep~E(v) = p~E(s( f )), il est alors
impossible queM séparev et s( f ).
Ainsi, v+ ~f est un scp deg et son coeur est inclus dans Cl(δ( f ) donc dansA∩ Z. Ceci prouve quey ∈ Ā∩ Z̄. En
choisissant un isomorphismeφ1 : A
∼
−→ Z qui fixeδ( f ), et doncδ(v+ ~f ), on vérifie quex ety sont dans la même facette
de Z̄. Alors comme précédemment, on peut trouver un scpg′ deφ1(v+ ~f ) dont le coeur est dans Cl(δ( f ′)) donc dans
Z ∩ B. On obtient alors quey ∈ B̄ et x et y sont dans la même facette deB̄.
Il ne reste plus qu’à choisir un isomorphismeφ2 : Z
∼
−→ B fixantδ( f ′), et doncδ(g′), et à poserφ = φ2 ◦φ1 pour obtenir
un isomorphisme deA sur B dont le prolongement ā̀A fixe x. Il est immédiat que~φ( ~f ) = ~f ′ = ~g, doncφ(Af ) = Ag.
La définition deφ est indépendante dey, et les raisonnements que nous venons d’effectuer prouvent queφ fixe toute
la facette deĀ contenantx. 
Remarque:CommeĀ et B̄ sont fermés,̄A∩ B̄ contient en fait ¯a. Et commeφ est continu, il fixe ¯a.
LorsqueĀ∩ B̄ = ∅, mais queA contient un cônef , B un cônef ′ avec f ∥ f ′, on peut quand même, comme dans
la preuve précédente, en passant par un appartementZ co tenant un scp deδ( f ) et un scp deδ( f ′), prouver qu’il existe
un isomorphisme deA surB qui induit un isomorphisme entreAf et Bf ′ . Ceci prouve le
Lemme 8.1.2 Soient A et B deux appartements, f∈ FA, f ′ ∈ FB tels que f∥ f ′. Alors il existe un isomorphisme
φ : A
∼
−→ B induisant un isomorphisme de Af sur Bf ′ , tel que~φ( ~f ) = ~f ′.

On définit l’ensemble des facettes deI comme étant la réunion des ensembles de facettes de chaqueappartement
compactifié. Le lemme montre que deux facettes sont disjointes ou égales, et que si un appartement contient un point
d’une facette, alors il contient toute la facette, et son adhérence.
Comme un immeuble,I vérifie les assertions suivantes :
Proposition 8.1.3 – I =
⋃
A∈A Ā
– Pour deux facettes a et b, il existeĀ contenant les deux.
– SiĀ∩ B̄ contient deux facettes a et b, alors il existe un ”isomorphisme d’appartements compactifiés”φ : Ā
∼
−→ B̄
fixant a et b.
Mais bien sûr, les̄A ne sont pas des complexes de Coxeter.
Démonstration:
Le premier point vient directement de la définition deI. Le second est conséquence du lemme 6.5.3 et du fait que
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lorsqu’un appartement compactifié contient un point d’unefac tte, alors il contient toute cette facette.
Prouvons le troisième point. En remplaçantetb un point inclus dansa et un point inclus dansb, on se ramène au
cas oùa et b sont deux points.
Soit fA ∈ FA un représentant dea dansA, etgB ∈ FB un représentant deb dansB. Soientda une demi-droite incluse
dans l’intérieur deδ( fA) dans Aff(δ( fA)), et db une demi-droite incluse dans l’intérieur deδ(gB) dans Aff(δ(gb)). En
choisissant des galeries, dansA et B, le long de ces demi-droites (proposition 4.2.7), puis en choisissant un apparte-
ment contenant des sous-galeries de ces galeries, on obtient un appartementZ dont l’intersection avecA contient un
scp deδ( fA) et au moins une chambre disonscA. L’intersection deZ avecB contient un scp deδ(gB) et une chambre
cB. Quitte à réduirefA etgB, on supposeZ ⊃ δ( fA) ∪ δ(gB).
A présent, soitφ1 : B
∼
−→ Z un isomorphisme fixantB∩Z. Alorsφ est la restriction àB de la rétractionρZ,cB. Lorsqu’on
étendφ1 et ρZ,cB par continuité àB̄ et I, on obtientρZ,cB(a) = a et ρZ,cB(b) = b car a ∪ b ⊂ Z̄, d’où φ1(a) = a et
φ1(b) = b.
De la même manière il existeφ2 : Z̄
∼
−→ Ā qui fixea∪ b, alorsφ2 ◦ φ1 convient. 
Définition 8.1.4 Soit F ∈ FI, on noteIF = {[G] | G ∈ I, G ∥ F}. On appelleraIF la façade de l’immeubleI de
type F.
Bien sûr,IF ne dépend que de la classe de parallélisme deF, et même que de la classe de parallélisme deδ(F). Si
A est un appartement contenantδ(F), si f ∈ FA est le cône engendré parδ(F), on notera indifféremmentIF , I f , ou
mêmeIδ(F).
Proposition 8.1.5 Pour tout F∈ FI, IF est un immeuble affine. Ses appartements sont les Af pour tous les apparte-
ments A contenant un cône f tel quef̃ ∥ F.
Démonstration:
ChaqueAf est un complexe de Coxeter affine, et la réunion de ces complexes de Coxeter est bienIF . Si A et B sont
deux appartements contenant des cônesf t g tels que f̃ ∥ F ∥ g̃, alorsδ( f ) ∥ δ(g), et le lemme 8.1.2 prouve
l’existence d’un isomorphisme entreAf et Bg. Ainsi, tous les (présumés) appartements deIF sont isomorphes.
Soienta etb deux facettes deIF . Par la proposition 8.1.3, il existe un appartementA tel quea∪ b ⊂ Ā. Alors a et
b sont inclus dans des façades deA, disonsa ⊂ Ag etb ⊂ Ah, avecg, h ∈ FA. On peut choisirg représentant un élément
deaeth représentant un élément deb. Alors g̃ ∥ F ∥ h̃, d’oùAg = Ah = AF est un appartement deIF qui contienta∪b.
Enfin, soientAF et BF deux (présumés) appartements deIF , supposons queAF∩BF contienne deux facettesa etb,
et cherchons un isomorphisme deAF surBF fixanta∪b. Par la proposition 8.1.3, il existeφ : Ā
∼
−→ B̄ un isomorphisme
d’appartements compactifiés fixanta∪ b. Alorsφ induit l’isomorphisme cherché entreAF et BF . 
Si A est un appartement contenant un cônef t l que f̃ ∥ F, alors ~f est unique (car le parallélisme est une relation
d’équivalence : sig est un autre cône avec ˜g ∥ F, alors f ∥ g). Ceci autorise la
Définition 8.1.6 Si A est un appartement contenant un cône f tel quef̃ ∥ F, on note AF := Af .
La projection de A sur Af sera notée pA, f ou pA,F, ou juste pA, pf , pF selon le niveau de précision requis.
Donc en résumé, il y a trois notations pour le même objet :AF , Af et A~f .
Remarque:L’immeubleIF n’est pas forcément essentiel. Par exemple, si~δ(F) est contenu dans une chambre de
Weyl vectorielle, alorsIF est un seul appartement, sans mur (voir la remarque de 3.3.8).
Maintenant qu’on sait que les façades sont des immeubles, on peut montrer d’autres résultats dans la même veine,
par exemple :
Proposition 8.1.7 Soit F ∈ FI, soient A, B ∈ A deux appartements contenant des cônes parallèles àδ(F). Alors il
existe un isomorphismeφ : Ā
∼
−→ B̄ qui fixe AF ∩ BF .
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Démonstration:
Soit x une facette de dimension maximale deAF ∩ Bf . Il existeφ : Ā
∼
−→ B̄ fixant x et envoyantAF sur BF , par le
lemme 8.1.1. NotonsφF : AF
∼
−→ BF l’isomorphisme d’appartements deIF induit parφ. CommeφF fixe une facette
de dimension maximale deAF ∩ BF, il fixe nécessairementAF ∩ BF (proposition 4.1.10). D’où le résultat. 
8.2 Bord d’une façade
On vérifie ici que chaque façadeIF peut être compactifiée tout comme nous avons compactifiéI, et que le résultat
est homéomorphe à une réunion que nous préciserons, de plusi urs façades deI.
On fixe à présent un côneF ∈ FI.
8.2.1 Compactification deIF
ChoisissonsA un appartement contenantδ(F), soit p = pA,F la projectionA→ AF . Soit f = F ∩ A, alorsAF = Af
est un complexe de Coxeter affine et le groupe vectoriel associé est isomorphe via la projecti n p à FixW(~A)(
~f ).
On poseF F = {~p(~g) | ~g ∈ F et ~f ⊂ ~g}.
Lemme 8.2.1 Soit~g ∈ F dont ~f est une face, c’est-à-dire~f ⊂ ~g. Alors~g est stable par~f , c’est-à-dire~g+ ~f ⊂ ~g.
Remarque:En fait,~g+ ~f = ~g car~g est ouvert dans Vect(~g) et 0∈ ~f .
Preuve du lemme:C’est immédiat si on fixe une description de~g t de sa face~f en termes d’équations et d’inéquations
linéaires comme en 2.4, mais voici une preuve élémentaire.
Soit x ∈ ~g et v ∈ ~f . Comme~g est ouvert dans Vect(~g), il exister > 0 tel que la bouleB(x, r) dans Vect(~g) soit incluse
dans~g. Ensuitev ∈ ~g donc il existeǫ ∈ Vect(~g), de norme inférieure àr tel quev+ǫ ∈ ~g. Alors x+v = (x−ǫ)+(v+ǫ) ∈ ~g.

Proposition 8.2.2 L’ensembleF F vérifie les conditions requises pour définir une compactification deIF . De plus,
l’application~g 7→ ~p(~g) est une bijection entre l’ensemble des cônes deF ayant ~f comme face etF F .
Démonstration:
On commence par les points évidents :F F est fini, il contient{0} = ~p( ~f ), et il est stable par le groupe de Weyl
W(~AF) ≃ FixW(~A)( ~f ).
Montrons queAf =
⋃
~g∈F F ~g. Comme le terme de droite est stable par homothéties, il suffit de montrer qu’il
contient un voisinage de 0. Par conséquent, il suffit de montrer que, dansA,
⋃
{~g | ~f ⊂ ~g} contient un voisinage d’un
point de ~f . Soit x ∈ ~f . Si ~g ∈ F est un cône ne contenant pas~f dans son adhérence, alorsx < ~g (car ∂~g est une
réunion disjointe de cônes dansF ). Il existe doncU~g un voisinage dex dansA qui ne coupe pas~g. CommeF est fini,
le nombre desU~g ainsi définis pour~g variant parmi les cônes dont~f n’est pas une face est fini, et leur intersection est
un voisinage dex inclus dans
⋃
~g tq ~f⊂~g~g. Nous avons prouvé queAf =
⋃
~g∈F F ~g.
Montrons que cette union est disjointe. Soit~p(~g) et ~p(~h) deux éléments deF F , où~g, ~h ∈ F sont des cônes ayant~f
comme face. Supposons que~p(~g) ∩ ~p(~h) contient un point, écrivons ce point sous la forme~p(x) avecx ∈ ~A. Alors il
existev,w ∈ Vect(~f ) tels quex+v ∈ ~g et x+w ∈ ~h. Mais il existev1, v2,w1,w2 ∈ ~f tels quev = v1−v2 etw = w1−w2.
Alors le pointx + v1 + w1 = x + v + v2 + w1 = x + w + w2 + v1 est dans~g ∩ ~h, d’après le lemme. Ceci entraı̂ne que
~g = ~h, donc~p(~g) = ~p(~h).
Ceci montre également que l’application~g 7→ ~p(~g) est bijective.
Le petit raisonnement qu’on vient de faire fonctionne aussidans le cas de cônes affines, il donne le résultat suivant,
qu’on note pour utilisation ultérieure :
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Lemme 8.2.3 Soit h, g ∈ FA deux cônes affines tels que~f borde~g et~h. Si p(h) ∩ p(g) , ∅, alors h∩ g , ∅.

Passons à la description des cônes à l’aide d’un systèmed’équations et d’inéquations. Soit~g ∈ F ayant~f comme
face. Soient{αi}i∈I⊔J⊔K ∈ ~A∗ telles que

~g = {αi > 0, αk = 0, i ∈ I ⊔ J, k ∈ K}
~f = {αi > 0, αk = 0, i ∈ I , k ∈ J ⊔ K}
Lesαk pourk ∈ J ⊔ K définissent des formes linéaires sur~Af . Vérifions que~p(~g) = {α j > 0, αk = 0, j ∈ J, k ∈ K}.
L’inclusion ”⊂” est claire. Réciproquement, un point de l’ensemble de droite est de la forme~p(x) avecx ∈ ~A, α j(x) > 0
pour j ∈ J etαk(x) = 0 pourk ∈ K, et nous voulons montrer qu’il existev ∈ Vect(~f ) tel quex+ v ∈ ~g. On s’aperçoit
qu’il suffit de choisirv ∈ ~f assez grand.
Nous avons donc obtenu une description de~p(~g) en système d’équations et d’inéquations linéaires comme requis.
Passons aux deux conditions portant sur les faces d’un cône.
Soit ~p(~g) ∈ F F , vérifions que son bord est la réunion d’autres cônes deF F . Soit ~p(x) ∈ ∂~p(~g), soit ~p(~h) ∈ F F le cône
contenant~p(x). Nous allons montrer que~h ⊂ ∂~g. On choisitx pour quex ∈ ~h. Pour toutn ∈ N, il existe un point de
~p(~g) à distance inférieure à1n de~p(x). Cela signifie qu’il existeǫn ∈
~A, vn ∈ Vect(~f ) tels quex+ vn+ ǫn ∈ ~g et ||ǫn|| < 1n.







~f , on impose en outre que||x+ v1n|| ≥ 1. Alors x+ v
1
n ∈
~h et x+ v1n + ǫn ∈ ~g.




)n a une valeur d’adhérencey, a priori dans~h. Mais en fait, cette suite reste dansx+ ~f , etx+ ~f = x+ ~f ⊂ ~h




)n aussi admety comme valeur d’adhérence,
car ||x+ v1n|| ≥ 1 etǫn → 0. Doncy ∈ ~g∩ ~h. Comme~h , ~g, ~h est une face de~g : ~h ⊂ ∂~g. D’où ~p(~h) ⊂ ~p(∂~g) ⊂ ~p(~g).
Mais comme~p(~h) ∩ ~p(~g) = ∅, on arrive à~p(~h) ⊂ ∂~p(~g).
Ainsi, ∂~p(~g) est une réunion d’autres cônes deF F .
Enfin, il reste à montrer que~p(~h) = Vect(~p(~h)) ∩ ~p(~g), et nous savons que~h = Vect(h) ∩ ~g. Par conséquent, il suffit de
montrer que~p(~h) = ~p(~h) et ~p(~g) = ~p(~g). Les deux égalités, pour~h et~g sont similaires, on ne traite que celle concernant
~g. L’inclusion⊃ vient de la continuité de~p. Pour l’autre inclusion, il suffit de montrer que~p(~g) est fermé, ce qui revient
à montrer que~g+ Vect(~f ) est fermé. On reprend les{αi}i∈I⊔J⊔K comme au paragraphe précédent, on vérifie alors que
~g+ Vect(~f ) = {α j ≥, αk = 0, j ∈ J, k ∈ K}, c’est bien fermé. 
L’avant dernier paragraphe de la preuve prouvait en fait :
Lemme 8.2.4 Si~g, ~h ∈ F sont bordés par~f et si~p(~h) est une face de~p(~g), alors~h est une face de~g.
Nous pouvons donc compactifierIF à l’aide de la décompositionF F en cônes de l’appartementAF . On note
provisoirement̂IF l’espace obtenu, siBF est un appartement deIF , on noteB̂F sa compactification.
Vérifions rapidement quêIF ne dépend pas du choix de l’appartementA :
Proposition 8.2.5 Soit BF un appartement deIF , soit g le cône de B engendré par un coeur parallèle àδ(F), soit
pB = pB,F : B→ BF la projection. Alors l’ensemble des cônes vectoriels de BF est{~p(~h) | ~h ∈ F et~g ⊂ ~h}.
Démonstration:
Par définition, ceci est vrai pourB = A. PourB quelconque, l’ensemble des cônes vectoriels de~BF st{~φ(~k) | ~k ∈ F F }
oùφ : AF
∼
−→ BF est un isomorphisme de complexes de Coxeter dont le choix n’importe pas.
Comme f ∥ g, il existe ξ : A
∼
−→ B tel que~ξ( ~f ) = ~g (lemme 8.1.2). Alorsξ induit un isomorphisme entreAf
et Bg, on peut choisirφ comme étant égal à cet isomorphisme. On a alorsφ ◦ pA = pB ◦ ξ, et on vérifie que
{~φ(~k) | ~k ∈ F F} = {~pB(~h) | ~g ⊂ ~h}. 
Pour finir, étudions le lien entre le coeur d’un cône~g ∈ F bordé par~f et le coeur de~p(~g) ∈ F F :
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Proposition 8.2.6 Soit~g ∈ F un cône bordé par~f , soit BF un appartement deIF . Alors
– ~pB(δ(~g)) ⊂ δ(~pB(~g)).
– ~pB(~g∗) = ~pB(~g)∗
– Si g∈ FB est de direction~g, alors pB(b(g)) ⊂ b(pB(g)).
Démonstration:
Notonsp = pB et fixons f ∈ FB tel que f̃ ∥ f .
Soit x ∈ δ(~g), montrons que~p(x) ∈ δ(~p(~g)). Il faut donc montrer quex est fixé par StabW(~BF )(~p(~g)). Soit w ∈
StabW(~BF )(~pB(~g)), on identifiew à un élément de FixW(~B)(
~f ), ce qui assure déjà quew(~g) est encore bordé par~f .
Et comme~p(~g) = w(~p(~g)) = ~p(w(~g)), on obtient par la deuxième partie de la proposition 8.2.2 quew(~g) = ~g. Alors
w(x) = x par définition deδ(~g), et doncw(~p(x)) = ~p(x).
Passons au second point. Si~C est une facette de Weyl dans~B dont l’adhérence contientδ(~g), alors ~p(δ(~g)) ⊂
~p( ~C) ⊂ ~p( ~C). Notons ~CF la facette de Weyl de~BF qui contient~p( ~C), nous venons de prouver que son adhérence
contient~p(δ(~g)), elle contient donc toute la facette de Weyl contenant~p(δ(~g)), et cette facette contientδ(~p(~g)) par le
premier point. Donc~CF ⊂ ~p(~g)∗ et ~p( ~C) ⊂ ~p(~g)∗. Ce qui prouve~p(~g∗) ⊂ ~p(~g)∗.
Montrons l’autre inclusion : soit~CF une facette de Weyl de~BF dont l’adhérence contientδ(~p(~g)). Soient{αi}i∈I⊔J des
racines de~BF, identifiées à des racines de~B s’annulant surf , telles que~CF = {x ∈ ~BF | αi(x) = 0 etα j(x) > 0, ∀i ∈
I , j ∈ J}. Alors ~p−1( ~CF) contientδ(~g) et ~p−1( ~CF) = {x ∈ ~B | αi(x) = 0 etα j(x) > 0, ∀i ∈ I , j ∈ J}. Il existe une
facette~C de ~B incluse dans~p−1( ~CF ), de dimension maximale, et dont l’adhérence contientδ(~g) ∪ δ( ~f ) (proposition
3.3.3, point 9). Alors~C contient un cône~f1 inclus dans~f , tel que Vect(~f1) = Vect(~f ). Il existe des racines{αk}k∈K telles
que ~C = {x ∈ ~B | αi(x) = 0 etα j(x) > 0, ∀i ∈ I , j ∈ J ⊔ K}. On ne rajoute aucune condition du typeαk = 0 car ~C
est choisi de dimension maximale. S’il existek ∈ K tel queαk( ~f ) = 0, alors ker(αk) induit un mur de~BF , qui ne peut
couper~CF . Doncαk( ~CF) > 0, puisαk(~p−1( ~CF )) > 0, ce qui signifie que la conditionαk > 0 est inutile pour définir~C.
On peut donc supposer que pour toutk ∈ K, αk( ~f ) , {0}. Alors, pour toutk ∈ K, il existevk ∈ ~f1 tel queαk(vk) , 0.
Commevk ∈ ~f1 ⊂ ~C, on a automatiquementαk(vk) > 0 etαl(vk) ≥ 0 pour toutl ∈ k. En sommant tous cesvk, on
obtientw ∈ ~f tel que pour toutk ∈ K, αk(w) > 0. Alors pour toutx ∈ ~p−1( ~CF ), il existeλ ∈ R+ tel quex+ λw ∈ ~C, et
ceci prouve que~p( ~C) = ~CF . Commeδ(~g) ⊂ ~C, on a ~C ⊂ ~g∗, doncCF ⊂ ~p(~g∗).
Enfin, pour le dernier point, il faut montrer quep(b(g)) est dans chaque demi-appartement deBF contenant un
voisinage des(p(g)) dansp(g). NotonsDBF (M,+) un tel demi-appartement,M est un mur deBF , identifié à un mur de
B dont la direction contient~f . SoitO ouvert deBF tel queO∩g ⊂ DBF (M,+), alorsp
−1(O)∩g ⊂ p−1(O)∩p−1(p(g)) =
p−1(O∩ g) ⊂ p−1(DBF (M,+)). Ainsi p
−1(DBF (M,+)) est un demi-appartement deB contenant le voisinagep
−1(O)∩ g
des(g) dansg. Ceci entraı̂ne queb(g) ⊂ p−1(DBF (M,+)), donc quep(b(g)) ⊂ DBF (M,+). 
L’inclusion réciproque du premier point n’est en général pas vraie, mais c’est presque tout comme, car le fait que
~p(δ(~g)) ⊂ δ(~p(~g)) implique que~p(δ(~g)) est inclus dans la même facette de Weyl que celle contenanδ(~p(~g)). En terme
de cônes affines, on obtient le
Corollaire 8.2.7 Soit BF un appartement deIF , soit g ∈ FB un cône bordé par un cône parallèle à f . Alors
Cl(pB(δ(g))) = Cl(δ(pB(g))).
On ne peut pas dire directement la même chose pour les bases,c rb(g) est définie comme l’intersection deg avec
des demi-appartements fermés. Il se pourrait donc a prioriquep(b(g)) soit inclus dans un bord de la facette de Weyl
contenantb(p(g)). Mais ce n’est pas le cas. En eff t, si M est un mur contenantp(b(g)), alors le mur correspondant
contientb(g) et doncg, d’où finalementb(p(g)) ⊂ M. On peut donc énoncer le
Corollaire 8.2.8 Soit BF un appartement deIF , soit g∈ FB bordé par un cône parallèle à f . Alors Cl(pB(b(g))) =
Cl(b(pB(g))).
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8.2.2 ÎF comme ŕeunion de façades deI
On montre ici quêIF est homéomorphe à la réunion deIF et d’autres façades deI.
On pose :
B(F) = {G ∈ FI | ∃A ∈ A, F′ ∈ FI, G′ un scp deG tq F′ ∥ F, δ(F′) ∪ δ(G′) ⊂ A et A∩ F′ ⊂ A∩G′}
On dira queB(F) est l’ensemble des cônes deI bordés parF.
Proposition 8.2.9 L’espace topologiquêIF est homéomorphe à la réunion desIG pour G∈ B(F).











Un point[g]AF d’un appartement compactifiḗAF est envoyé sur le point dēA égal à[ga], où ga est un relevé de g
dans A, c’est à dire ga ∈ FA, pA(ga) = g et ~f ⊂ ~ga.
De plus,χ fixeIF .
Démonstration:
χ est bien défini :
Pour commencer, soitAF un appartement deIF , soientg et h deux cônes équivalents dansAF , soientga, ha ∈ FA des
relevés, montrons quega ∼A ha. On a égalité des directions :~p(~ga) = ~g = ~h = ~p(~ha), donc~ga = ~ha par la deuxième
assertion de la proposition 8.2.2. Etg∩ h , ∅ donc le lemme 8.2.3 s’applique :ga ∩ ha , ∅. Doncga ∼ ha.
Passons au cas général : soitx ∈ ÎF , soientAF et BF deux appartements deIF , soitg ∈ FAF et h ∈ FBF tels que
x = [g]AF = [h]BF . Soientga ∈ FA et hb ∈ FB des relevés. Alors{g̃a, h̃b} ⊂ B(F)
Il existe fa ∈ FA et fb ∈ FB tels queδ( fa) ∥ δ(F) ∥ δ( fb), fa ⊂ ḡa, fb ⊂ h̄b, s( fa) = s(ga), et s( fb) = s(hb). D’après
la proposition 3.3.3, point 9, il existe une facette de quartier k ⊂ A et une autrel ⊂ B telles queδ(ga) ∪ δ( fa) ⊂ k̄ et
δ(hb)∪ δ( fb) ⊂ l̄. On choisitk et l minimales. SoitZ ∈ A contenant un scp dek et un scp del, montrons queZ contient
alors le coeur d’un scp dega et le coeur d’un scp dehb.
Il y a deux possibilités : soitδ( ~fa) ⊂ δ(~ga) et alors~k est la facette de Weyl contenantδ(~ga) et doncδ(~ga) ⊂ ~ga ∩ ~k, soit
δ( ~fa) est disjoint deδ(~ga), alors~k est la plus petite facette fermée contenant Conv(δ( ~fa) ∪ δ(~ga)), alors ]u, v[⊂ ~ga ∩ ~k
pour n’importe quelu ∈ δ(~ga) et v ∈ δ( ~fa). Dans tous les cas,~k ∩ ~ga , ∅. Donc tout scp dek contient un point dega,
alorst+ δ(~g) ⊂ k par le lemme 8.2.1. Ceci prouve queA∩Z contient le coeur d’un scp dega. De même,B∩Z contient
le coeur d’un scp dehb. Notonsgz et hz les cônes engendrés par ces coeurs, ainsi ˜gz ∼I g̃a et h̃z ∼I h̃b.
CommeZ contient également un cône parallèle àfa, il contient un cône parallèle àf et fournit donc un apparte-
mentZF deIF . Nous voulons montrer que ˜ga ∼ h̃b, et pour cela il suffit de montrer quegz ∼Z hz. En raison du cas
particulier traité au début de la preuve, il suffit de prouver quepZ(gz) ∼ZF pZ(hz). Ce sera fait si nous prouvons que
g̃ = p̃A(ga) ∼IF p̃Z(gz) et h̃ = p̃B(hb) ∼IF p̃Z(hz). Bien sûr les deux égalités sont similaires, vérifionsjuste la première.
Quitte à remplacerga par le scp engendré parδ(gz), et g par la projection surAF du cône obtenu, on peut supposer
k ⊂ A∩ Z, δ(ga) = δ(gz) et pA(ga) = g. L’intersectionĀ∩ Z̄ est fermée, donc contientk̄. Or k̄ contientpA(k̄ ∩ A) car
δ( ~fa) ⊂ ~k donck̄∩ A est stable par addition avecδ( ~fa). DoncAF ∩ ZF ⊃ Cl(pA(δ(ga))). Et, d’après le corollaire 8.2.7,
AF ∩ ZF ⊃ δ(pA(ga)) = δ(g).
On peut maintenant choisirφ : Ā
∼
−→ Z̄ un ”isomorphisme d’appartements compactifiés” qui fixeAF ∩ ZF . Alors
φ(g) = φ ◦ pA(ga) = pZ ◦ φ(ga) = pZ(gz). Ainsi, pZ(gz) est l’image deg par un isomorphisme d’appartements qui fixe
δ(g), doncpZ(gz) et g ont le même coeur, et donc ˜g = p̃Z(gz).
Ceci achève de prouver queχ est bien définie.
Prenons note de ce résultat, que nous avons montré au passage car il resservira :
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Lemme 8.2.10Soient F′,G,H ∈ FI tels que G∈ B(F) et H ∈ B(F′). Alors il existe un appartement Z, il existe
gz, fz, f ′z , hz ∈ FZ tels queg̃z et h̃z sont des scp de G et H,̃fz et f̃
′
z sont parallèles à F et F
′, fz ⊂ ḡz et f′z ⊂ h̄z.
De plus, si A est un appartement deI contenantδ(G) et un cône parallèle àδ(F), si ga = A ∩ G, alors p̃A(ga) ∼IF
p̃Z(gz). Et similairement pour H et F′.
Remarque:En appliquant ce lemme au cas oùF′ = H etG ∼ H, on vérifie que siG ∈ B(F) et H ∼ G, alorsH ∈ B(F).
χ est surjective :Soit x ∈
⋃
G∈B(F) IG. Il existe un appartementA et un côneg ∈ FA tel quex = [g]A et F bordeg̃.
Alors pA(g) ∈ FAF et x = χ([pA(g)]AF ).
χ est injective :Soientx, y ∈ ÎF , x = [g]AF , y = [h]BF , et supposons queχ(x) = χ(y). Soientga ∈ FA, hb ∈ FB
des relevés, alors ˜ga ∼ h̃b. Quitte à raccourcirga et hb, on peut supposer grâce au lemme 8.2.10 qu’il existeZ ∈ A,
gz, hz, fz ∈ FZ tels que ˜gz ∼ g̃a, h̃z ∼ h̃b et f̃z ∥ F. Alors gz ∼Z hz, c’est-à-dire quegz ∩ hz contient un scp degz et de
hz. Alors l’image parpZ de ce scp est un scp depZ(gz) et depZ(hZ), doncpZ(gz) ∼ZF pZ(hZ). Mais le lemme affirme
en outre que ˜g = p̃A(ga) ∼IF p̃Z(gz) et similairement pourh. Ceci implique que ˜g ∼IF h̃ doncx = y.
χ est continue :Soit x = [g]AF un point d’un appartement compactifiéĀF deIF . Fixons un relevéga ∈ FA deg et
un ouvertU ∈ U de sorte queV := VI(g̃a,U) ∩ (∪G∈B(F)IG) est un voisinage deχ(x), et les voisinages obtenus de
la sorte forment une base de voisinages deχ(x). Montrons queχ−1(V) contient un voisinage dex, précisément, nous
allons montrer queVIF (g, ~p(U)) ⊂ χ
−1(V). Soit f ∈ FA un cône tel quẽf ∥ F.
Soit t ∈ VIF (g, ~p(U)), soitH ∈ FI un représentant det. Alors H est bordé parF, donc d’après la proposition 4.7.2, il
existeB ∈ A contenantb(ga) + δ( ~f ) et un scp deδ(H), on peut supposerδ(H) lui-même. L’intersection̄A∩ B̄ contient
alorsp(b(ga)) et doncb(g) par le corollaire 8.2.8. Soitφ : B̄
∼
−→ Ā induisant un isomorphismeBF
∼
−→ AF fixant b(g).
Alors φ(t) ∈ V′AF (g, ~p(U)) (voir 6.2.3). On aχ ◦ φ(t) = φ ◦ χ(t), il reste donc à vérifier queχ(φ(t)) ∈ V
′
A(ga,U).
Soith ∈ AF un représentant deφ(t) inclus dans (g+ ~pA(U)) ∩ g∗. CommepA(ga + U) = g+ ~p(U), il existes ∈ ga +U
tel quepA(s) = s(g). Mais alorss ∈ p−1(g∗), donc d’après la proposition 8.2.6, il existe~v ∈ ~f tel ques+ ~v ∈ g∗a. Alors
s+ ~v ∈ (ga + U) ∩ g∗a. On choisit le relevéha deh dont le sommet ests+ ~v, doncha = s+ ~v+ ~ha ⊂ (ga + U) ∩ g
∗
a, car
~ha est dans le bord de~ga (lemme 8.2.4). Ceci prouve queχ(φ(t)) ∈ V′A(ga,U), doncχ est continue.
χ est ferméecarÎF est compact etI est séparé.
χ fixeIF : Soit x ∈ IF , soit AF un appartement contenantx, soit f ∈ FA un représentant dex, on a f̃ ∥ f . On a
x = [{x}]AF et un relevé de{x} dansA est f . Doncχ(x) = [ f ]A = x. 
Ainsi, χ(ÎF) est compact, donc fermé dansI. De plus,IF est dense danŝIF , doncχ(IF) = IF est dense dans
χ(ÎF). D’où le
Corollaire 8.2.11 L’adhérence deIF dansI estχ(ÎF) =
⋃
G∈B(F) IG.
On peut donc identifier, au moyen deχ, la compactification̂IF deIF à la clôture deIF dansI.
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