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Acquired immunodeficiency syndrome (AIDS) is a life-threatening disease caused
by human immunodeficiency viruses (HIVs). The availability of antiretroviral drugs
has changed AIDS/HIV from a fatal disease to a controllable condition. However,
protective vaccination would help to get rid off the plague for good. The main
targets for the vaccinal antibodies are surface glycoproteins (gp120) that lie on the
viral envelope of HIV-1 in trimeric complexes. Each gp120 unit is characterized by
five variable (V) loops. Especially the major variable loops V1, V2, and V3 are
functionally important. However, due to their flexibility and variability they are
tricky targets and also hard to study experimentally.
Here, atomistic molecular dynamics (MD) simulations are harnessed to improve the
current understanding of the gp120 loop dynamics. In this study, all variable loops
of gp120 including the most varying loops V1 and V2, and additionally, the native
trimeric state of gp120 are considered for the very first time. The sequence of a
native HIV-1 isolate, YU-2, was chosen for the study. According to previous MD
studies the major variable loop V3 shows significant flexibility in monomeric gp120.
This is also observed in this study. Additionally, the flexibility of the V1/V2 domain
in monomeric gp120 is demonstrated for the first time. However, gp120 in the trimer
context tells a different story. According to the trimer simulation, the major variable
loops mostly have lost their flexibility, mobility, and concerted motion among the
loops in the trimer. The reduced motion seems to be due to inter-gp120 interactions,
where the V2 and V3 loops play key roles in stabilizing the trimer apex.
The results provide significant insight into gp120 variable loop dynamics on an
atomic level in the native trimeric state and facilitate understanding the mechanism
of the viral entry and its inhibition. However, similar MD simulations need to be
repeated in order to confirm the present findings.
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Immuunikato (AIDS) on immuunikatovirusten (HIV) aiheuttama hengenvaarallinen
sairaus. Nykyään AIDS/HIV-potilaiden tilaa voidaan kontrolloida antiretroviraali-
silla lääkkeillä, mutta virukselta suojaavan rokotteen avulla tästä ikävästä taudista
päästäisiin lopullisesti eroon. Kehitteillä olevien rokotteiden pääkohde on virusvai-
pan pinnalla lymyilevät gp120-glykoproteiinit, jotka muodostavat keskenään trimee-
risiä komplekseja. Kunkin gp120-proteiinin rakenteeseen kuuluu viisi muuntautu-
miskykyistä silmukkarakennetta. Näistä etenkin kolme suurinta silmukkaa (V1, V2
ja V3) ovat tärkeitä proteiinin toiminnan kannalta, mutta niiden tutkiminen kokeel-
lisesti on hankalaa, koska ne ovat joustavia ja niiden proteiinisekvenssi vaihtelee.
Tässä tutkimuksessa perehdytään gp120-proteiinin silmukoiden dynamiikkaan ato-
mitason molekyylidynaamisten (MD) simulaatioiden avulla. Kaikki gp120:n viisi
silmukkaa on tässä työssä ensimmäistä kertaa MD-simulaatioiden historiassa on-
nistuttu lisäämään proteiinin rakenteeseen. Lisäksi gp120:n trimeerinen rakenne on
toteutettu simuloitavaksi ensimmäistä kertaa. Proteiinin sekvenssi otettiin HIV-1
tyypin viruksen isolaatista, YU-2:sta. Edellisten MD-simulaatioiden perusteella vai-
kuttaisi siltä, että V3-silmukka on poikkeuksellisen joustava rakenne monomeeri-
sen gp120:n pinnalla. Tässä tutkimuksessa saatiin vastaavia tuloksia. Lisäksi tässä
tutkimuksessa osoitetaan ensimmäistä kertaa, että myös silmukat V1 ja V2 ovat
poikkeuksellisen joustavia gp120-monomeerissä. Osoittautuu kuitenkin, että trimee-
risessä kompleksissa gp120:n silmukat menettävät merkittävästi joustavuuttaan ja
liikkuvuuttaan. Myös V1, V2 ja V3 silmukoiden välillä havaittu kollektiivinen liike
vähenee trimeerissä verrattuna monomeeriin. Kyseiset dynaamiset erot aiheutune-
vat gp120-yksiköiden välisistä vuorovaikutuksista, missä etenkin V2- ja V3-silmukat
ovat aktiivisessa roolissa, tasapainottamassa trimeerin ulointa osaa.
Tässä tutkimuksessa saadut tulokset vaikuttavat keskeisesti ymmärrykseemme sii-
tä, miten gp120:n silmukkarakenteet käyttäytyvät atomitasolla niiden luonnollises-
sa tilassa trimeerikompleksissa, ja auttavat ymmärtämään viruksen tunkeutumista
soluun ja kyseisen tapahtuman torjumista. Vastaavia MD-simulaatioita tarvitaan
kuitenkin lisää varmistamaan saatuja johtopäätöksiä.
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11. INTRODUCTION
Acquired immunodeficiency syndrome (AIDS) is a life-threatening disease that has
been a worldwide health problem and a plague for human society [1]. It is caused
by a retrovirus termed human immunodeficiency virus (HIV) [1]. Two types of HIV
have been characterized, the type 1 (HIV-1) and 2 (HIV-2), of which the aforemen-
tioned is the cause of the majority of HIV infections globally [2]. The viruses can
further be divided into groups, subtypes, and finally isolates that have diverged in
infected individuals over time. Typically, certain isolates appear in greater extent at
particular geographical locations.
The HIV-1 displays trimeric envelope glycoproteins termed Envs on its surface [3].
Their structural information is of critical importance for rational vaccine design and
for understanding the detailed mechanism of viral entry [3]. Env is a noncovalent-
ly bound complex of three heterodimers consisting of transmembrane glycoproteins
(gp41) and surface glycoproteins (gp120) [3]. The gp120 mediates attachment of the
virus to the target cell, whereas gp41 attaches gp120 to the viral membrane and is
required for the fusion of the viral and target cell membranes [4]. So far, numerous
crystal structures of these Env subunits as well as of the complete trimer have been
reported [3]. However, some details from the structure are still missing, especial-
ly from the less studied native trimeric conformation. Additionally, the numerous
structural studies which are the starting point and the ultimate basis of every pro-
tein study, lack an essential character often needed to describe protein function, the
dynamic aspect.
The gp120 subunits of Env are the main target for neutralizing antibodies and hence
of great interest in HIV-1 study. Gp120 has a relatively rigid, conserved, and well
described core sructure within various HIV-1 isolates. Additionally, it has five flexible
and, among different isolates, highly varying loop structures that are well exposed
on the protein surface [5]. The crystallization of these variable (V) domains or loops
appeared to be a challenging task, and hence they have often been unresolved in or
excluded from the structural determination. However, due to their high flexibility
this kind of regions generally have fundamental roles in determining the protein
dynamics, such as large concerted motions, conformational transitions as well as the
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recognition and binding of receptors [6]. There are three major variable loops (V1,
V2, and V3 ) in one gp120 which are known to play important functional roles and
significantly affect the gp120 dynamics. Additionally, there are two shorter variable
loops (V4 and V5 ). However, only the dynamics of the V3, V4, and V5 loops have
been covered in previous molecular dynamics simulation studies [6, 7]. What is more,
in these studies only the dynamics of gp120 as a monomer have been studied, even
though the native state of gp120 is a trimer.
This study aims at answering these shortcomings by using atomistic molecular dy-
namics (MD) simulations. MD is a novel computational method that can be used
to complement experiment-based structural studies, such as nuclear magnetic re-
sonance (NMR) spectroscopy, cryo-electron microscopy, and X-ray crystallography.
MD is based on classical Newtonian mechanics where the motion of atoms is descri-
bed by their nuclei. When the crystal structure of a protein is known, it is possible
to run MD simulations that imitate the real-life behavior of the protein. The simu-
lation may be then visualized and analyzed with various computational tools. In
this way, events in the atomic scale become understandable to human eyes and real
quantities from the protein can be measured. MD often enables experiments that
are not even possible or are too expensive to carry out in practice. Additionally,
instead of a static view that is gained in many experimental methods, MD shows
the dynamics, the time evolution of the structure. Hence, MD has power to support,
explain, and predict experimental observations.
This study concentrates on examining the conformational dynamics of the HIV-1
envelope glycoprotein gp120 both in monomer and trimer conformations. All variable
loops (V1 to V5) are included in the gp120 structure. Thus, the improvements
to previous studies are the inclusion of the variable loops V1 and V2, and the
native trimeric state. Special emphasis is laid on the major variable loops, V1,
V2 and V3. The structure of this Thesis is the following. Chapter 2 introduces
the underlying biology. Chapter 3 covers the methodology of molecular dynamics
simulations. Chapter 4 introduces the simulation systems and the protocol followed
here. Chapter 5 covers the results and discussion. Finally, Chapter 6 concludes the
most important findings.
32. BIOLOGICAL BACKGROUND
In this Chapter an overview of AIDS and its cause HIV is given. First, historical and
general knowledge of the disease are provided. Then, the structure and functions of
the most relevant components on the virus are presented. Finally, all parts are put
together in the context of viral entry, that is, how the virus recognizes and penetrates
its target cell in order to infect it.
2.1 Past Three Decades of AIDS
AIDS is a life-threatening disease that is induced by HIVs and simian immunode-
ficiency viruses (SIVs) in their respective human and simian hosts [1, 8, 9, 10]. HIV
spreads horizontally, that is, from one individual to another by sexual routes and
blood contact [1]. The lethality of the disease comes from the pronounced depression
of cellular immunity [1]. The virus targets cells that play central roles in the immune
system such as T lymphocytes, monocytes, dendritic cells, and brain microglia [11].
These target cells are characterized by CD4 surface glycoproteins [11].
There are two types of HIV with similar virological properties, the type 1 (HIV-
1) and 2 (HIV-2) [2]. Early investigations following the identification of HIV have
indicated the type 1 to be more infectious and capable of inducing AIDS than the
type 2 [2]. Thus, it has awoken more interest on research fields as well as in this
study. The strains of HIV-1 can further be classified into four groups, the major
group M, the outlier group O and two other groups, N and P [12]. Most HIV-1
infections are globally caused by group M viruses [13]. Within group M there are
plenty of subtypes or clades. They are designated by the letters A-D, F-H, J and K
[12], see Figure 2.1. In Europe the subtype B is the most common, and also comprises
10 % of the HIV-1 infections worldwide [13]. Finally, the subtypes may further be
divided into isolates.
An estimated 60 million people have been infected with HIV-1 since the beginning
of the AIDS pandemic and approximately half of them have died [14]. According to
estimates of Joint United Nations Programme on HIV/AIDS more than 30 million
people are currently infected with HIV with the most of them living in sub-Saharan
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Figure 2.1 The groups and subtypes of HIV-1 and the phylogenetic relationships between
representative strains of group M subtypes A-D, F-H, and J-K from env (gene) nucleotide
sequence comparison. The picture on the right is from Reference [12].
Africa [14]. Despite the educational campaigns about HIV transmission and the
fact that highly effective antiretroviral drugs became available in the mid-1990s still
in some regions, such as Kazakhstan and Sri Lanka, the incidence of HIV infec-
tions is still increasing [14]. The availability of highly efficient antiretroviral drugs
has significantly improved the prospects for patients with HIV infection [14]. Es-
pecially in the industrialized world antiretroviral drugs are widely available, and
thus HIV/AIDS has changed from a rapidly fatal disease to a chronic, controllable
condition [14]. However, the development of protective vaccination has made little
practical progress [14], and to this day there is no known complete cure for AIDS
[14]. One reason for this is that HIV is a rapidly mutating virus exhibiting a range
of genetically diverse strains [15]. Additionally, the main targets for antibodies on
the viral envelope of HIV-1 are masked by flexible protein loops and glycans [4]. The
dynamics of these structures are poorly understood.
2.2 Characteristic Viral Envelope of HIV-1
HIV-1 is an envelope virus with dimensions of about 100 nm to 150 nm [17]. A
schematic picture of an HIV-1 virion is shown in Figure 2.2. Envelope viruses are
covered with viral envelopes derived from portions of the host cell membranes. The
envelopes are essential for the entry into host cells [18]. Specific glycoproteins on
their surface serve to identify and bind to receptors on the host [18]. The glycopro-
teins are composed of two kinds of glycoprotein (gp) subunits, gp41 and gp120 [19].
The subunits form noncovalently linked heterodimers, gp41-gp120, that each furt-
her bind noncovalently to two other heterodimers [20]. Hence, the mature envelope
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Env
Viral envelope
HIV-1
Figure 2.2 Schematic picture of the HIV-1 virion. The viral envelope is characterized by
trimeric structures termed Envs that are composed of gp120 and gp41 subunits. The picture
is modified from Reference [16].
glycoprotein termed Env is a heterotrimer. For Envs, see again Figure 2.2. Gp120
and gp41 originate from a same precursor gp160. In the Golgi, gp160 is extensively
glycosylated and proteolytically cleaved into gp120 and gp41 [20]. For the sequence
and cleavage, see Figure 2.3. Envelope glycoproteins are of great interest as inhibi-
ting their functions would directly disturb the viral fusion, and hence prevent the
virus from spreading. Next, the Env subunits gp41 and gp120 are presented more
closely. In this study gp120 is of interest and more extensively discussed. The topic
has also been discussed in various reviews [4, 11, 19, 21].
2.2.1 Transmembrane Protein Gp41
The transmembrane protein gp41 is a subunit of the Env trimer. Its structure has
been extensively studied [11, 22, 23, 24, 25]. Gp41 consists of about 300 residues
that form an extracellular domain and a transmembrane domain. The extracellular
domain is composed of a fusion peptide, two helical heptad repeats (HR), a loop
region, and a membrane proximal external region. For the sequence of gp41, see
Figure 2.3. Gp41 subunits attach gp120 subunits to the viral membrane and play
key roles in the fusion of viral and host-cell membranes. Gp41 is known to undergo
major conformational changes during the fusion discussed in more detail in Section
2.3. Two conformational states before and after the fusion are shown in Figure 2.4.
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Figure 2.3 Sequence and cleavage of the precursor gp160 into the gp120 and gp41
subunits. The sequence of gp120 can be divided into five conserved (C) and five variable
(V) domains. The sequence of gp41 comprise the fusion peptide (FP), two heptad repeats
(HR1, HR2), the loop region, the membrane proximal external region (MPER), and the
transmembrane (TM) domain.
2.2.2 Surface Protein Gp120
The surface protein gp120 is the other subunit of the Env trimer. In contrast to gp41,
it lies exterior to the membrane, and hence forms the apex of the viral envelope.
Based on its sequence, gp120 is divided into five conserved (C) and five variable (V)
regions [26]. For the sequence, see Figure 2.3. The conserved domains fold into a
gp120 core [19], whereas the variable domains are well exposed loops on the surface
of gp120 [27, 28, 29]. The first crystal structure of the gp120 core came out in
the late 1990s [19], whereas the characterization of the variable loops appeared
to be challenging and took much longer. After the first crystal structure, various
crystal structures of gp120 cores have been published [30, 31, 32]. Crystal structures
of proteins are often derived in complex with other molecules or parts of them,
such as antibodies and receptors that they bind to. The binding usually stiffens the
protein structure, which in turn enhances the resolution. Accordingly, gp120 is often
crystallized in a complex with its primary receptor CD4 in the CD4-liganded state,
and with specific antibodies. For such bound state, see Figure 2.7.
The overall conformation of the gp120 core in all resolved crystal structures is prac-
tically the same. Typically the inner and outer domains are clearly separated, the
nomenclature indicating the expected orientation of the domains within an Env.
The inner domain faces the heart of the trimer, whereas the outer domain is mostly
exposed on the surface. Additionally, there is a β-sheet domain termed a bridging
sheet that forms a link between the inner and outer domains. For the domains, see
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Figure 2.4 A schematic picture of two conformational states of the trimeric gp41. A pre-
fusion and a post-fusion state are shown. The picture (a) represents the crystal structure
in Reference [33]. The picture (b) is modified from Reference [34].
.
Figure 2.5. However, since the gp120 core remains unchanged even if it is bound to
different antibodies and receptors, possible conformational changes and functional
effects caused by them are to be seen somewhere else than in the core conformation.
An example of such a functional effect is the inhibiting effect of antibodies. Instead
of the core, in gp120 these kinds of effects may, however, lie in minor differences
in the binding site, in quaternary conformational changes, and/or in the variable
domains that are not easily accessible to crystallization [17].
The main function of gp120 is to direct target cell recognition and viral tropism
[11]. Gp120 binds both to CD4 glycoprotein receptors on the target cells and to
chemokine coreceptors. The binding site for CD4 on gp120 lies in the interface
between the inner domain, bridging sheet, and outer domain [19, 36]. The coreceptor-
binding site on gp120 lies in the vicinity of the V3 loop [37, 38]. Gp120 is also
the main target for neutralizing antibodies and thus in developing vaccines against
HIV [4]. However, gp120 is a challenging target due to its heavy glycosylation and
variable loops [4]. Glycosylation is a posttranslational modification, where glycans
are covalently attached to a protein [39]. Glycans are compounds of glycosidically
linked monosaccharides. Both variable loops and glycans are flexible and varying
and hard to crystallize [4]. Additionally, they extensively mask potential binding
epitopes on gp120 [4]. The glycosylation of gp120 is shortly discussed next and the
variable loops in more detail in the next section.
Glycans are known to be crucial for many protein features and functions in cells
[40]. They comprise about half of the total mass of gp120 [41, 42]. The inner domain
is largely devoid of glycans, whereas the outer domain is mostly covered by them
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Figure 2.5 On the left, a schematic gp120 monomer is shown. The viral envelope would
be located below it. The core of gp120 is composed of the outer domain, the inner domain,
and the bridging sheet. On the right, gp120 is shown in its trimeric conformation. The
approximate location of the major variable loops, V1/V2 and V3, and some illustrative
glycans masking the gp120 outer domain are also shown. The Env core formed by gp41
heptad repeats is not shown but the location is pointed out with a star (*). The picture is
modified from Reference [35].
[19, 36]. In gp120 glycans are thought to be important for the stabilization and
correct folding of the protein [43, 44], and they have been shown to increase the
binding affinity of gp120 for CD4 [45]. Additionally, the extent of glycosylation has
been linked to specificity of gp120 [38, 46]. What is more, glycosylation hinders
the antibody recognition [31]. In fact, so called glycan shielding [47] is one of the
mechanisms through which viruses have evolved to escape immune system. This
is due to the fact that carbohydrate-protein interactions are typically weak [48].
However, nowadays a variety of antibodies are also known that directly bind to the
HIV glycan coat [31, 49].
2.2.3 Variable Domains
Variable domains or loops of gp120 are named for their varying sequences. They
contain extensive amino acid substitutions, insertions, and deletions among various
viral isolates [41]. Despite the variations, the loops are important determinants or
indicators for coreceptor and antibody specificity, virus pathogenesis, and disease
progression [47, 50, 51, 52]. The first four variable regions, V1 to V4, form surface
exposed loops that contain disulphide bonds at their base [41]. The loops V1 and
V2 are adjacent and often regarded as a joint region (V1/V2) that comprises the
2.2. Characteristic Viral Envelope of HIV-1 9
Figure 2.6 Schematic picture of variable domain locations. The major variable domains,
V1/V2 and V3, locate on the apex of Env. The picture is modified from Reference [36].
most extent variable domain of gp120. Additionally, V3 is an extent loop, whereas
V4 and V5 are relatively small. The V1/V2 and V3 loops are often regarded as the
most important variable regions in the context of gp120 functions. The location of
the variable loops are shown in Figure 2.6.
The V3 domain first characterized in atomic-level in 2005 is a single loop that ty-
pically consists of 31 to 39 residues [30]. The loop emanates from the outer domain
of gp120 and is almost 50 Å long from the disulphide bridge at its base, see Figure
2.7. Structurally V3 can be divided into three regions: a conserved base, a flexible
stem, and a β-hairpin tip [30]. The V3 loop plays the key role in co-receptor bin-
ding and specificity [51]. Additionally, V3 is an important factor in determining the
overall sensitivity of the virus to neutralization [28]. That is, the loop masks conser-
ved domains on gp120 that would otherwise be ideal binding sites for neutralizing
antibodies [28].
The V1/V2 domain, comprised of about 50 to 90 residues, is the most varying domain
of gp120 and highly glycosylated [53]. It lies on the apex of gp120, and is of a key
role determining the overall sensitivity of gp120 to neutralization [28]. The V1/V2
domain resisted atomic-level characterization for long despite extensive effort. Not
until 2011, the first accurate crystal structure of gp120 with the V1/V2 domain came
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Figure 2.7 Disposition and structure of the variable loop V3. On the left, the crystal
structure of gp120 core (gray) with a V3 loop (red) is shown. A part of the CD4-binding
epitope (yellow) and the light and heavy chains of the X5 antibody (two shades of blue) that
bind to gp120 are also shown. On the right, the structure of the V3 loop is presented. The
pictures are from Reference [30].
out [53]. This structure is shown in Figure 2.8. The V1/V2 domain forms a four-
stranded β-sheet domain. The strands are designated A, B, C and D. The strands
A and B form the V1 loop, and the strands C and D the V2 loop. The strands
mostly bind to each other by inter-strand disulphide bonds and hydrogen bonds.
Additionally, according to the authors [53] the loops V1 and V2 do not just form a
continuous sequence but share important structural elements, such as a hydrophobic
core and disulphide bonds crossing the strands. Thus, the domain should in their
opinion be structurally considered as a single topological entity.
However, the V1/V2 apparently undergo major conformational changes during the
CD4 binding [54, 55, 56]. Thus, differences in the conformation of the V1/V2 domain
in regard to the above-described may well arise. In a trimer ensemble used to build
the model in this study [33] the four-stranded β-sheet structure is partly lost, for
instance. A more recent monomer structure [57], in turn, again suggests it to be
present. The latter structure has more resolved residues, however, it only describes a
monomer and not the native trimer conformation. Nonetheless, the newest structure
came out too late in regard to this Thesis project, and hence is not part of it but to
be considered in the future.
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Figure 2.8 The structure of the V1/V2 domain of gp120 in complex with the PG9
antibody. On the left, the overall structure of V1/V2 and its binding to GP9 are shown.
The V1/V2 domain (violet) emanates from gp120 (white). Two glycans at the residue
positions 156 and 160 are also shown. The viral membrane is positioned toward the top of
the page. The light and heavy chains of PG9 (yellow and blue) and their complementary
determining regions (CDRs) are pointed out. CAP45 refers to an HIV-1 strain. On the
right, the V1/V2 domain structure is shown alone. The β-strands are labeled A, B, C, and
D. The pictures are modified from Reference [53].
2.3 Viral Entry of HIV-1
In the previous section Env trimers mediating the recognition of and fusion into the
target cell were presented in detail. Especially, the structure and functions of the
subunits gp120 and gp41 were discussed. In this section these parts are put together
in order to get an overview of viral entry. Interestingly, the viral fusion of HIV-1
strikingly reminds that of other enveloped viruses, such as influenza and Ebola [58].
In these viruses, a precursor is derived and cleaved into subunits that form trimeric
envelope glycoproteins on the cell surface, similarly to the derivation and cleavage
of gp160 into gp120 and gp41 and the formation of the Envs. Thus, understanding
the mechanism of HIV-1 virus entry possibly serves to establish a general model for
viral membrane fusion of several envelope viruses.
HIV-1 delivers its genetic material into the cell by direct fusion of the viral membra-
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Figure 2.9 A current model of the viral entry. First, Env is in a native state. The complex
triggering mechanisms that activate Env involve the target cell CD4 and coreceptors. The
activation results in a prehairpin-intermediate state. A slow reaction results in the trimer-
of-hairpins conformation. The final state is the post-fusion state. The picture is modified
from Reference [61].
ne with the cell membrane of the host [59]. A current model of the viral fusion is de-
monstrated in Figure 2.9. For the sake of clarity, only one Env is shown even though
several of them are needed for an efficient fusion to take place [21]. In the native
state the viral membrane is characterized by the Env glycoproteins, where the gp120
spike masks the gp41 subunits that root Envs to the viral membrane and contain
the machinery for the fusion with the host cell membrane [21, 60]. The triggering
mechanisms that activate Env from this native state are rather complex involving
target cell CD4 receptors, coreceptors, and possibly other cell surface components
[21, 60].
First, gp120 binds to CD4 [62, 63] and its coreceptor on the host membrane [64,
65, 66]. A major function of the CD4 binding is to initiate conformational changes
in gp120 that contribute to the formation or exposure of the binding site for the
coreceptor [67, 68]. Additionally, the CD4 binding promotes conformational changes
in gp41 [21]. The function of the coreceptor binding, in turn, has been thought
to induce further conformational changes in the envelope glycoprotein complex [21].
Most HIV-1 primate isolates use CCR5 coreceptor and later in the course of infection
CXCR4 coreceptor in addition to CCR5 [66, 69]. The preference for one over the
other has been defined to arise from the amino acid sequence of the variable loop
V3 [51].
However, in the final conformation the gp41 fusion peptide becomes exposed and is
inserted into the target membrane which results in the formation of a pre-hairpin
structure [60]. After this, a further slow reaction results in membrane apposition,
2.3. Viral Entry of HIV-1 13
trimer-of-hairpins formation [60]. The interactions crucial for the fusion are unk-
nown but may involve aggregation of gp41 trimers to form fusion pores [21, 60]. Fi-
nally, the structure adapts the post-fusion state. In this final conformation the fusion
peptide and the transmembrane segment of gp41 lie within the same membrane for-
ming a six-helix bundle [70]. In the meantime, the viral genome has been released
to the target cell where it may attach to the host genome. The infected host starts
to produce new viral particles that are further gathered and budded from the cell
membrane as new virions.
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3. MOLECULAR DYNAMICS SIMULATIONS
This study aims at understanding possible functions arising from the conformational
dynamics of the HIV-1 envelope glycoprotein gp120. For this purpose a novel com-
putational method, molecular dynamics (MD), was applied. MD is a computational
simulation technique that represents the interface between theory and experiment
[71]. Simulations in general serve to imitate real-world systems over time. Today,
MD is recognized as a method that offers important tools for understanding the
physical basis of the structure and function of biological ensembles [72, 73]. The
method is often used to interpret experiments and to complement them, but also to
try out something new that is perhaps too expensive or impossible to carry out with
current experimental methods [72]. It has especially shed light on cellular membrane
research, that is, on membrane proteins carrying out vital functions together with
their modulators, lipids [74]. What is more, proteins are no more regarded as rigid
structures, instead their dynamic nature, internal motions, and resulting conforma-
tional changes are seen more and more relevant [72]. MD is a great research method
for studies of such soft dynamic structures.
The simulations for this study were carried out by using the GROMACS software
package [75]. In this Chapter an overview of the methodology is given. The Chapter
is based on the manual of GROMACS package [75] and References [76, 71, 77].
First, design and preparation of the systems, and the underlying physics are covered.
Next, setting up experimental conditions, temperature and pressure, are presented.
Then, how an originally finite simulation system is handled as an infinite lattice, is
covered. Then, running MD simulations is presented, and the analysis part is shortly
discussed. Lastly, the limitations of MD simulations are discussed.
3.1 Structure Defines Atomic Positions
An overview of running molecular dynamics simulations is shown in Figure 3.1. In
this Section, preparation the system is discussed. Firstly, one needs to consider the
research problem. Based on it, biologically relevant systems are designed. Things
to consider are the number of different macromolecules (proteins, lipids, carbohy-
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drates, nucleic acids) and the solution where they naturally are dissolved in (water
and its ion concentration). One aims to get a possibly natural imitation, however,
simplifications are required due to limited computational resources and expenses,
but also, to keep the system understandable or manageable. In order to study a
membrane bound receptor, for instance, one does not need to take the whole cell
with its membranes and thousands of receptors but rather a tiny patch of the main
membrane with one or a few receptors might well be sufficient. The studied system
is originally finite but actually becomes infinite by means of periodic boundaries
discussed in Section 3.4.
Next, the desired 3-dimensional structures need to be found in databases such as
the RCSB Protein Data Bank (http://www.rcsb.org/) for proteins and nucleic acids.
The Protein Data Bank (PDB) is a textual file format describing the atomic posi-
tions and connectivity. The structural data is gained in experimental crystallographic
or nuclear magnetic resonance (NMR) studies, for example. However, the structures
might still lack some crucial information. Frequently, protein sequences are incomple-
te, and flexible and varying parts of the proteins, such as loops and glycans, are mis-
sing from the structure. Additionally, experimental procedures applying antibodies
and unnatural solutions might have caused changes in the structure. Many structu-
res are provided in their bound conformations, for example, which make them more
rigid, and hence easier to crystallize. In these structures there are receptors and an-
tibodies bound to proteins or parts of them, see Figures 2.7 and 2.8. In order to
prepare the desired systems, one often needs to remove what is not relevant, and on
the other hand, add what is missing. There are special programs to assist the pre-
paration. However, choosing the most relevant structures and the preparation often
requires good understanding of the underlying biology and many trials and errors
when trying to fit all parts together.
3.2 Force Field Describes Underlying Physics
When the system has been adequately chosen and prepared, it is time to consider the
physical laws and parameters governing it. For this, a suitable force field is chosen
and described in the topology. Force field includes the mathematical formulas and
parameters that are used to describe the potential energy experienced by atoms.
Potential energy is the energy that an atom has only due to its position. It is based
on two kinds of interactions, bonded and non-bonded. The total potential energy
function is the sum of the two,
Vtotal = Vbonded + Vnon−bonded. (3.1)
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Figure 3.1 General algorithm for molecular dynamics simulation. First, the structure
is needed to describe atomic positions and optionally the initial velocities of the system.
The topology describes the underlying physics, such as masses, charges, and bonded and
non-bonded interactions. Second, calculations are performed. The same calculation pattern
is repeated again and again. As a result, new coordinates and velocities are gained at each
step. Third, the output describes the coordinates, velocities, and other desired quantities
over time. Finally, analyses are carried out.
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However, not only the potential energy but also the forces are of interest. Mathe-
matically forces are easily derived from the potential energy functions. Additionally,
special potentials from fixed lists are used to impose restraints on the motion of the
system [75]. Different kinds of restraints, such as position and orientation restraints,
are used to avoid destructive deviations or to include knowledge from experimental
data [75].
Force fields have been developed by using high level quantum calculations or fitting
to experimental data [75]. There are numerous force fields for different purposes.
They do not usually belong to the simulation packages themselves, but compatibility
between those two is required [75]. Popular force fields specifically designed for
atomistic simulations are AMBER, CHARMM and OPLS/AA [78]. In this study
OPLS/AA was used. Typically, the potential energy functions between different force
fields are similar to each other. Instead, the parametrizations may vary significantly.
In the next sections, some general formulation of the potential energy functions in
force fields are described.
3.2.1 Bonded Interactions
Bonded interactions describe the interplay between atoms that are covalently linked
to each other. They are based on fixed lists of atoms and hence no new covalent
bonds can be formed during the simulation. Bonded interactions can be described
by bond stretching, angle bending, and torsions or dihedrals. The potential energy
function of bonded interactions may be written as
Vbonded = Vbonds + Vangles + Vdihedrals. (3.2)
The bond stretching is a 2-body interaction determined between two covalently
bonded atoms i and j at a distance rij from each other. For the stretching see
Figure 3.2(a). It is often represented by harmonic potential or Hooke’s law formula,
Vbonds =
1
2
kr(rij − r0)2, (3.3)
where kr represents the force constant, and r0 is the reference bond length value
defined by the force field. Hooke’s law is usually a sufficient and computationally
efficient formula and thus widely used in different force fields. A more accurate
representation, when needed, can be achieved by Morse potential.
The angle bending is a 3-body interaction defined between three atoms i, j, and k.
For bending, see Figure 3.2(b). It is also often represented by a harmonic potential
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(a) Bond stretching (b) Angle bending
Figure 3.2 Bond stretching and angle bending. Their potential energy functions are often
formulated by harmonic potentials.
and thus equals
Vangles =
1
2
kθ(θijk − θ0)2, (3.4)
where kθ is the angular force constant, θijk is the angle between ij and jk, and θ0 is
the reference angle value defined by the force field. A more accurate form for angle
bending can be derived by adding higher-order terms to the harmonic potential.
The terms of bond stretching and angle bending are often regarded as "hard" degrees
of freedom, as considerable energies are required to cause significant deformations
from their reference values. Instead, most of the structural variations and relative
energies arise from a more complex interplay, that is, non-bonded interactions and
dihedrals [76]. The non-bonded contribution is not discussed until the next section.
The dihedral potentials concern a quartet of atoms and are thus 4-body interactions.
There are two kinds of interactions, proper and improper. Thus, one may write
Vdihedrals = Vproper + Vimproper. (3.5)
The proper dihedrals are used to prevent bond rotations of atoms i, j, k and l. For
rotation, see Figure 3.3(a). The proper dihedral potentials are commonly described
either by periodic potential functions or potential functions of a cosine series ex-
pansion. The latter, the so called Ryckaert-Belleman potential, is also used in this
study and equals
Vproper =
5∑
n=0
Cn(cosφ)
n. (3.6)
In this form the constant Cn is defined in the force field and φ is the torsion angle.
Finally, the improper dihedrals are used to restrain chiral and planar centers. For
instance, the aromatic ring of benzene is kept planar, and phosphate is held tetrahe-
dral. For an example of improper dihedral, see Figure 3.3(b). The simplest improper
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(a) Proper dihedral (b) Improper dihedral
Figure 3.3 Examples of dihedral angles. (a) Proper dihedrals restrain the rotation of the
bond between atoms j and k. (b) Improper dihedrals restrain out-of-plain bending (shown
here), and molecules from flipping over to their mirror images (not shown here).
dihedral representation is the harmonic potential form,
Vimproper =
1
2
kξ(ξijkl − ξ0)2, (3.7)
where kξ is the force constant, ξijkl represents the improper dihedral angle, and ξ0
is its reference value defined by the force field.
3.2.2 Non-bonded Interactions
Non-bonded interactions describe the interplay between atoms that are not covalent-
ly linked to each other but remain within a certain distance. Unlike bonded interac-
tions they are based on varying lists of atoms that are continuously updated during
the simulation. Non-bonded interactions can be described by van der Waals inte-
raction, that is, short-range repulsion and long-range attraction between two atoms.
For this there are two commonly used potentials, the Lennard-Jones (LJ) potential
and the Buckingham potential. Both potential functions consist of two terms, the
repulsion and the attraction term. Additionally, if interacting atoms are charged, a
Coulomb potential term has to be included in the non-bonded interactions. Hence,
the potential energy function of non-bonded interactions is written
Vnon−bonded = Vrepulsion + Vattraction︸ ︷︷ ︸
van der Waals
+ VCoulomb.︸ ︷︷ ︸
electrostatics
(3.8)
The Buckingham potential has a more flexible and realistic repulsive term than
Lennard-Jones, but it is more expensive to compute [75]. The Lennard-Jones poten-
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Figure 3.4 Schematic Lennard-Jones potential energy function that describes the inte-
raction between non-bonded particles. The potential comprises a repulsive term of the form
1
r12
and an attractive term of the form − 1
r6
.
tial VLJ between the atoms i and j at a distance rij from each other equals
VLJ = Vrepulsion + Vattraction =
C1
12
r12ij
− C2
6
r6ij
, (3.9)
where the parameters C1 and C2 depend on atom types. A schematic plot of the
Lennard-Jones potential is shown in Figure 3.4.
The Coulomb potential VCoulomb between two charged particles is given by
VCoulomb =
1
4pi0
qiqj
rrij
, (3.10)
where qi and qj represent the charges of the particles, 0 equals the vacuum permit-
tivity, and r is the relative permittivity.
3.3 Temperature and Pressure Are Set Analogically to Expe-
riments
Next in the work flow, it is time to consider ideal laboratory conditions for the stu-
died systems and how it is possible to mimic them computationally. MD simulations
are occasionally performed in microcanonical conditions, where the number of par-
ticles N , and the volume V , and energy E of the system are held constant (NVE
conditions). However, in experiments a certain temperature T and pressure p are
crucial for specific biological and chemical processes. The most common implemen-
tations in MD are therefore constant volume and temperature (NVT) conditions,
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and constant pressure and temperature (NpT) conditions. In this study the latter,
constant temperature and pressure ensemble was chosen.
Common methods for maintaining constant temperature in the simulation are the
weak coupling scheme of Berendsen [79], the extended ensemble Nosé-Hoover scheme
[80, 81], and the velocity rescaling (v-rescale) scheme [82]. In the Berendsen algo-
rithm the system is coupled to an external heat bath with a given temperature T0.
The algorithm corrects the deviation of the temperature from this value according
to
dT
dt
=
T0 − T
τ
, (3.11)
where τ is a time constant. Thus, the temperature deviation decays exponentially,
and the strength of the coupling can be varied to the requirements with the time
constant. This is an advantage of the Berendsen method. However, the method
suppresses the fluctuations of the kinetic energy making the sampling incorrect.
The error has been corrected in the velocity rescaling method used in this study. It
is essentially a Berendsen thermostat, but additionally it has a stochastic term that
ensures a correct energy distribution. The term equals
dK = (K0 −K) dt
τT
+ 2
√
KK0
Nf
dW√
τT
. (3.12)
In the form K is the kinetic energy and K0 is its reference value. Nf is the number
of degrees of freedom and dW a Wiener process. The parameter τT is close to the
time constant τ .
Common methods for simulating constant pressure are Berendsen algorithm [79],
the extended ensemble Parrinello-Rahman approach [83], and the velocity Verlet
variants, the Martyna-Tuckerman-Tobias-Klein (MTTK) implementations of pres-
sure control [84]. In this study the Parrinello-Rahman coupling was implemented. In
this barostat, the box vectors represented by the matrix b obey the matrix equation
of motion,
d2b
dt2
= VW−1b′−1P−Pref . (3.13)
In this form, the volume of the box is denoted by V , and W is a matrix parameter
defining the strength of the coupling. P is the pressure and Pref the reference pres-
sure matrix. The equations of motion for the particles are also changed. Thus the
Parrinello-Rahman modification becomes
d2ri
dt2
=
Fi
mi
−Mdri
dt
, (3.14)
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M = b−1
[
b
db′
dt
+
cd
dt
b′
]
b′−1. (3.15)
Here W−1 is the inverse mass parameter matrix that determines the strength of
coupling and how the box can be deformed. For its determination one needs to pro-
vide the approximate isothermal compressibilities β and the pressure time constant
τP . Thus a matrix element becomes
(
W−1
)
ij
=
4pi2βij
3τ 2PL
, (3.16)
where L equals the largest box matrix element. The Parrinello-Rahman algorithm
can be combined with any of the temperature coupling methods available in GRO-
MACS and thus its usage together with the velocity rescaling scheme in this study
is justified.
3.4 Periodic Boundaries Make System Infinite
As mentioned before, even though the studied system is originally finite, there are
ways to make it infinite. The need arises from the boundaries of the system, where
the matter would otherwise interact with a container or vacuum. At these interfaces
tedious edge effects might come up, and additionally the original system should be
rather big in the first place. That is why periodic boundary conditions (PBCs) are
often used in molecular dynamics simulations. Using PBCs aims at minimizing edge
effects. The idea is to have one unit cell, and to surround the cell by translated copies
of itself called images, see Figure 3.5. In practice, when a protein or any molecule
in the system enters a wall during the simulation, the entered part appears on the
other side of the box. In this way, the originally finite system becomes infinite and
ideally there are no more disturbing edge effects. However, artifacts may also occur
due to the periodic boundary conditions. Especially crucial is the size of the unit
cell. A small system is often favored to make the computation faster, but in small
systems, particles might experience the same interactions more than once due to the
PBCs, which may ruin the simulation.
For dealing with the interactions within the lattices of unit cells, different kinds of
algorithms are available. For short non-bonded interactions the periodic boundary
conditions in GROMACS are used in combination with a minimum image conven-
tion meaning that only one, the nearest, image of each particle is considered. For
long-range non-bonded interactions this might not be accurate enough, and instead
lattice sum methods such as the Ewald sum and the particle mesh Ewald (PME)
technique, are used. In the PME used in this study the charges are assigned to a
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Figure 3.5 Implementation of periodic boundaries for a 2-dimensional box with four wa-
ter molecules. The picture demonstrates how a finite unit cell (on the left) is used to describe
an infinite lattice (on the right) when the periodic boundary conditions are implemented.
The picture is from Reference [85].
grid using interpolation. The implementation in GROMACS uses cardinal β-spline
interpolation, which is referred to as smooth particle mesh Ewald (SPME) [86].
3.5 Molecular Dynamics Is Based on Newtonian Mechanics
Before running a simulation, the system has to be energy minimized. Especially, if
the starting structure is far from its equilibrium, the forces may be too large, which
in turn might result in simulation failure. Additionally, energy minimization reduces
the thermal noise in the structures and potential energies so that they can be com-
pared better. Finally, the simulation may be started. First, it is good to know that
molecular dynamics relies on Newtonian mechanics, and thus quantum mechanics
is not considered. What this means is that the electronic motions in the system
are ignored, and instead the motion of atoms is only described by their nuclei [76].
The simplification is denoted as the Born-Oppenheimer approximation. In this way
calculations on systems containing significant numbers of atoms can be performed at
a reasonable calculation expense. For most of the atoms, the approximations work
well at normal temperatures [75]. However, quantum mechanical simulation methods
are also available, when needed [76].
A simulation is ran based on simulation parameters defined by the user. The para-
meters give all instructions to the simulation program concerning the performance,
what is the total length and time step, and what information is saved and how often,
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for example. Additionally, all options regarding the simulation, electrostatics, van
der Waals interaction, pressure, temperature, periodic boundaries, and others are set
in the simulation parameter file. In the simulation, the same calculation protocol is
repeated again and again. Time step is the time interval that defines how frequently
the calculations are repeated. At each step the following calculations are performed.
First, the forces on atoms are derived from the potential energy functions. The force
acting on the atom i at position ri may be written as
Fi = −∂Vi
∂ri
, (3.17)
where Vi represents the potential energy. Secondly, the corresponding Newton’s equa-
tions of motions are solved. For the atom i having a mass mi this equals
Fi = mi
d2ri
dt2
. (3.18)
These two derivations are carried out simultaneously. There are many algorithms for
integrating the equations of motion. However, all algorithms assume that positions
and dynamics properties, such as velocities and accelerations, can be approximated
by Taylor series expansions. One of the most widely used method is the Verlet
algorithm [87]. This algorithm uses the position and acceleration at time t, and the
position from previous step at time t− δt. Hence, the Taylor series expansions may
be written as functions of the positions r(t), and r(t− δt), and the acceleration a(t).
The velocities do not explicitly appear in the Verlet algorithm, which is one of the
disadvantages of the method. One of the variations of the Verlet algorithm that does
explicitly include the velocities is the leap-frog algorithm [88]. This method uses the
following relations for the position r and the velocity v:
r(t+ δt) = r(t) + δtv(t+
1
2
δt), (3.19)
v(t+
1
2
δt) = v(t− 1
2
δt) + δta(t). (3.20)
However, one disadvantage of leap-frog is that positions and the velocities are not
synchronized which means that the contribution of kinetic energy to the total ener-
gy can not be calculated simultaneously when the positions are defined. Nonethe-
less, both the Verlet and leap-frog algorithms are straightforward and have modest
storage requirements.
After solving forces from potential energy functions and Newton’s equations the ove-
rall configuration of the system can be updated. Additionally, output data may be
written down. The output file describing the time evolution of a quantity, such as
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atomic coordinates, is termed a trajectory file. Usually it is not worth saving the
quantities to the trajectory at each time step to limit the usage of memory capacity.
Too dense data is not always even relevant for analyses that are carried out as the
final task. Many simulation packages offer ready tools for analysis. What exactly is
analyzed depends on the studied system. If the dynamics of a protein are of inte-
rest, for instance, a common analysis is root-mean-square deviation (RMSD) that
measures the average deviation of atoms from a reference structure. This enables
comparing the simulation structure to experimentally resolved structures. After all,
an experimental structure is just a snapshot and might have artifacts due to dele-
ted loops and binding of antibodies, for example, that actually might change the
structure.
3.6 Limitations
Molecular dynamics has a rather simple idea, as described above. However, the met-
hod is extremely delicate. It may produce brilliant results with ultimate atomistic
resolution but like any other method it also suffers from limitations. This is due to
the many approximations and assumptions needed to make the computations ef-
ficient, and due to the parametrization that is based on experiments and quantum
mechanical calculations. First, the simulations are classical, meaning that the ato-
mic motion is described by Newtonian mechanics. For most of the atoms at normal
temperatures this is all right but there are few exceptions. Hydrogen atom pos-
sessing one single proton may experience quantum phenomena such as tunneling.
Such processes can not be dealt with classical mechanics. Additionally, in the Born-
Oppenheimer approximation electrons are expected to remain in their ground state.
Thus, electron transfer processes and electronically excited states can not be treated.
Neither can chemical reactions be considered without special algorithms.
Second, the role of the used force field can not be overvalued. If the description of
the underlying potential energy functions and parameters fails, nothing good can
come out of it. For this there is a saying in computer sciences that hears "garbage
in, garbage out". However, the force fields are constantly updated to become more
accurate, comparable to experimental results, and comparisons of different force
fields are also carried out once in a while [78, 89]. This helps one to choose the most
accurate force field for different purposes. Additionally, although the force fields
are not really parts of the simulation method, the forms of the forces that can be
used in a particular program is limited. The GROMACS force field for example is
pair-additive (apart from long-range Coulomb forces), meaning that all non-bonded
forces result from the sum of non-bonded pair interactions. As a result it can not
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incorporate polarizabilities and does not contain fine-tuning of bonded interactions,
which give rise to some limitations.
The third aspect to the limitations of molecular dynamics is about what rationally
can be performed. In principle, the method offers unlimited temporal and spatial
resolution, a feature which often restricts experimental procedures. However, the
limitations rather come along with bigger scales, that is how long and big simulations
are possible to carry out and what can be deduced from them. Today, the temporal
time scales of atomistic simulations span some microseconds. The number of atoms
in such a system may roughly be a million. These scales are only reached with the aid
of massively parallel supercomputers. To account for reproducibility, MD simulations
often need to be repeated a few times to get reliable results which make it even more
time and computational resource consuming. Finally, the current achievable scales
in MD are still at the limit where it is not clear whether protein functions, as a case
in point, can be studied. Simply put, a simulation must be able to span similar time
scales as the studied real-life processes do.
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4. SIMULATION SYSTEMS AND
PARAMETERS
In this Chapter, the preparation of the studied systems and their simulation details
are presented. Neither of the tasks were carried out in the framework of this Thesis.
Instead, the performance is all thanks to the professional co-workers of the project,
Dr. Pekka Postila (systems), and Dr. Moutusi Manna (systems and simulations).
However, presenting their valuable work is necessary and of importance for the
analysis part that is the core of this Thesis. In the building process it is extremely
crucial to pay attention to the underlying biology, and thus special emphasis was laid
on the validity of choices. Good sources for gaining such information are the Protein
Data Bank (PDB) archive, the single worldwide repository of information about
the 3-dimensional structures of proteins and nucleic acids, as well as the Universal
Protein Resource (UniProt), a comprehensive resource for protein sequence and
annotation data. Additionally, HIV databases funded by the Division of AIDS of the
National Institute of Allergy and Infectious Diseases (NIAID), a part of the National
Institutes of Health (NIH), is a useful source of information. The computing facilities
for this study were provided by the Partnership for Advanced Computing in Europe
(PRACE) DECI-10 project HIV1-GSL and the Finnish IT Center for Science (CSC).
4.1 Models of Monomer and Trimer
As pointed out in Section 2.1, HIV-1 has a variety of subtypes that further are
divided into isolates. In this study, the major group M and its subtype B were of
interest. Most of different kinds of functional studies so far have used the isolate
designated HXB2. However, this is not a native isolate, but an isolate generated in
laboratory as a recombinant virus. For this study, the second most studied and a
native isolate, extracted from humans with HIV-1 infection, was chosen. The isolate
is designated YU-2. In comparison to the HXB2 isolate, YU-2 is an even more
difficult target for antibodies. In the UniProt database the isolate used can be found
with the identifier P35961.
Many molecular dynamics simulations quite similar to this study have been perfor-
4.1. Models of Monomer and Trimer 28
V3
V4
V5 Core
(a) Truncated monomer
V1/V2
(b) Complete monomer
Figure 4.1 Ribbon representations of the gp120 monomers built for this study. (a) The
truncated monomer comprised of the gp120 core and three variable loops (V3, V4, and V5).
(b) The complete monomer comprised of the gp120 core and all five variable loops (V1, V2,
V3, V4, and V5).
med earlier to study gp120 dynamics. However, these studies have only considered
the core and the variable loops V3, V4, and V5 [5, 6, 7, 90, 91, 92]. The variable
loops V1 and V2 have been absent without exception. However, as described in
Section 2.2.3, the major variable loops, V1 to V3, play essential roles in gp120 func-
tions, and thus they should all be taken into account to get the whole picture. What
is more, the V1/V2 complex comprises a long sequence that lies in the immediate
vicinity of the V3 loop. Thus, the three major loops might well function in concert.
Additionally, the trimeric Env has not been studied with the aid of molecular dy-
namics simulations either. Yet, it is known that understanding gp120 dynamics in
its native conformation, in the trimer, is crucial for antibody recognition in vivo. In
this study, all variable loops as well as the trimer have been taken into account.
To fulfill these aims two gp120 monomers and a trimer were built. To this end,
three structures from the PDB archive were used. Their PDB identifiers are 4NCO
[33], 1G9N [93], and 4JZZ [94]. The resolution of these structures is 4.70 Å, 2.90
Å, and 1.49 Å, respectively. As the preparation of the model systems was not part
of this Thesis, the detailed description of the process is not presented here. There
are three gp120 systems in total. The first one is a gp120 monomer possessing only
three varible loops, V3 to V5, and is termed the truncated monomer. The second
one is a gp120 monomer possessing all five variable loops, V1 to V5, and is termed
4.1. Models of Monomer and Trimer 29
gp41
gp120
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Figure 4.2 Ribbon representation of the gp120 trimer built for this study. (a) The
subunits of the trimer are composed of noncovalently linked gp120 and gp41. The gp120
subunits are all identical to the complete monomer. (b) The trimer is composed of three
gp120-gp41 subunits. The subunits are termed 1st, 2nd, and 3rd unit in this study.
the complete monomer. The monomer structures are shown in Figure 4.1. The third
system is a trimer consisting of three gp120-gp41 units. Each gp120 unit is identical
to the complete monomer. For simplicity, the units are termed 1st, 2nd, and 3rd
unit. The trimer is shown in Figure 4.2. Until today, the most advanced molecular
dynamics studies have only considered the gp120 core with its three variable loops,
V3 to V5. Thus, in this study there is a great possibility to directly analyze effects of
the V1/V2 domain inclusion by comparing the truncated and complete monomers.
In addition, there is a chance to compare the gp120 dynamics in the monomer and
trimer conformations. Finally, the systems are shortly described in Table 4.1.
However, it has to be mentioned that the so-called complete monomer is not fully
inclusive, which is simply due to the lack of its complete structure. As pointed out
in Section 2.2.2, the crystallization of gp120 has not been straightforward. Until to-
day, neither the complete 3-dimensional structure for gp120 monomer nor for the
trimer is known. By the time of the system preparation, the used PDB structures
gave the most accurate achievable and biologically relevant model for gp120. Howe-
ver, towards the end of this Thesis project a new crystal structure came out that
would have given a somewhat better description [57]. In this new structure the N-
and C-terminus of gp120 are more extent. Additionally, gp41 is also more extent.
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Table 4.1 Simulation systems.
Type Name(s) No. of gp41 No. of gp120 Variable loops Length
Monomer Truncated
monomer
0 1 V3 to V5 1 µs
Monomer Complete
monomer
0 1 V1 to V5 1 µs
Trimer 1st, 2nd,
3rd unit
3 3 V1 to V5 1 µs
However, in this study gp120 was of interest and gp41 was only included to keep the
trimer as whole. Those parts of gp41 needed to hold the trimer together (the heptad
repeat in the trimer core) did already exist and were used here. For comparison,
gp120 and gp41 used here were superimposed with the new crystal structure. The
superimposition is shown in Figure A.1. All in all, the structures used in this stu-
dy are still relevant considering the main targets of the study that were the major
variable loops.
The complete monomer was comprised of 437 and the truncated of 367 residues.
Both monomers were hydrated with about 40000 water molecules. The trimer was
comprised of 1422 residues and was hydrated with about 130000 water molecules.
Additionally, sodium and chlorine ions were added such that the concentration cor-
responded to the native physiological environment with an ion concentration of 0.15
mol/dm3. For the parametrization of all molecules and ions, the OPLS-all atom force
field [95] was used, and for water the TIP3P model was employed as it is compa-
tible with OPLS parametrization [96]. Finally, the conserved and variable domains
were defined with the aid of the UniProt database. The gp120 structure used in this
study was simply aligned to the database structure with the identifier P35961. The
resulting domain definitions are shown in Table 4.2. The first residue index of gp120
was 44 and the last was 480.
4.2 Simulations and Parameters
Three unbiased molecular dynamics simulations were performed in order to investi-
gate the dynamics of gp120. For this the GROMACS 4.6.5 package [75] was used.
Before the simulations, energy minimization calculations were carried out for each
system to find the local potential energy minimum near the starting structure. For
this, two algorithms were applied, the steepest descent and the conjugate gradient
algorithms. After energy minimization, simulations spanning 1 microsecond were
performed. For the numerical integration, a time step of 2 fs was set. In all three
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Table 4.2 The definition of the residue compositions of gp120 domains.
Domain Truncated Complete Length
C1 44–123 44–130 80/87
V1 - 131–155 0/25
V2 - 156–193 0/38
C2 194–292 194–292 99
V3 293–326 293–326 34
C3 327–380 327–380 54
V4 381–406 381–406 26
C4 407–448 407–448 42
V5 449–459 449–459 11
C5 460–480 460–480 21
directions the periodic boundary conditions with the usual minimum image conven-
tion were used. The LINCS algorithm [97] was used to preserve hydrogen covalent
bond lengths. The simulations were run under NpT conditions. The reference tem-
perature was set to 310 K. For temperature coupling, the v-rescale thermostat [82]
with 0.1 ps time constant was used. Separate heat baths for the solvent and the so-
lute were provided. The reference pressure was set at 1 bar. For pressure coupling,
the Parrinello-Rahman barostat [83] with 1.0 ps time constant was used. Van der
Waals interactions described by the Lennard-Jones potential were cut-off at 1.0 nm.
Particle mesh Ewald method [86] with a real space cut-off of 1.0 nm, β-spline in-
terpolation (order of 6), and direct sum tolerance of 10−6 was employed to describe
electrostatic interactions.
32
5. RESULTS AND DISCUSSION
In this Chapter the analyzed results of the studied systems are presented. The
systems were described in Table 4.1 and the domain definitions, essential for the
analysis, were given in Table 4.2. Ready GROMACS and VMD tools were used
for the analyses. Additional statistical calculations were carried out in Matlab. The
pictures were created in VMD. The plots were created in Latex.
5.1 Loops Fluctuate More in Monomer than in Trimer
The stability of the three-dimensional structure of a globular protein can be measu-
red by comparing the deviation of the structure during the simulation to a reference
structure, such as, the starting structure. For this, the root-mean-square deviation
(RMSD) can be used. Zero as value indicates that the structure is identical to the
reference structure, whereas a large RMSD value means that the structure signi-
ficantly deviates from the reference structure. Here, the GROMACS tool g_rms
was used to measure RMSD as a function of time. The calculations were performed
on the Cα atoms. First, the RMSDs from the monomer cores were calculated. Then,
the variable loops were included in the calculation in pairs or one by one to see their
contribution to the deviation in detail. The V4 and V5 loops were first included in
the calculation, followed by the V3 loop and finally the V1 and V2 loops. All re-
sults are shown in Figure 5.1. The RMSDs from the monomer cores and from the
V4 and V5 loops were very similar between the truncated and complete monomers,
which suggests that these domains were mostly unaffected by the presence of the
V1/V2 domain. When the V3 loop was included in the calculation, increase in the
RMSD was noticed in both truncated and the complete monomer. The increase was
somewhat larger in the truncated monomer. This suggests that the structure of the
the V3 loop deviated more from its starting structure in the absence of the V1/V2
domain.
The RMSDs were accordingly calculated from the trimer units. All results are shown
in Figure 5.2. The RMSDs from the cores and from the V4 and V5 loops were rather
similar and of the same order than in the monomers. This suggests that the core
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Figure 5.1 The RMSDs from the truncated and complete monomers.
structure and the V4 and V5 loops remain rather similar regardless of the V1/V2
domain and whether the context is a monomer or a trimer. The result is in agreement
with the current understanding. When the V3 loop was included in the calculations,
the RMSDs from the trimer units changed a bit differently: The RMSD from the
3rd trimer unit increased significantly but the changes in the other two subunits
of the trimer were rather minor. Finally, when the V1 and V2 loops were included
in the calculations, the RMSDs increased in all gp120 subunits of the trimer. All
in all, the differences between the trimer unit’s RMSDs suggest that the major
variable loops can play a bit different roles in different circumstances. This might
be, for example, due to different interactions between the trimer units. For final
comparison, the average RMSDs from each simulation were calculated with their
standard deviations. The results are shown in Table B.1.
Next, the flexibility of the gp120 structure was studied. It can be measured by the
magnitude of motion of atoms. For this, the root-mean-square fluctuation (RMSF)
was used. In general, the larger the RMSF value of an atom, the more flexible
it is. Here the GROMACS tool g_rmsf was used to measure average RMSF as a
function of atom index. The calculation was performed on the Cα atoms. First,
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Figure 5.2 The RMSDs from the gp120 subunits of the trimer.
the RMSFs were calculated from the monomers. With the g_rmsf tool it was also
possible to convert given RMSF values to β-factor values that were used to color a
ribbon representation of the truncated monomer. Accordingly, the RMSFs from the
complete monomer were calculated and the corresponding ribbon representation was
drawn. The resulting graphs and pictures are shown in Figure 5.3. The RMSFs from
the truncated monomer point out that the major variable loop V3 was the most
flexible domain. The corresponding coloring in the ribbon representation shows the
tip of the V3 loop in blue highlighting its flexibility. Most of the core is shown in
red indicating its rigidity. The RMSFs from the complete monomer, in turn, show
that the major variable loops V1, V2, and V3 were the most flexible domains. The
corresponding ribbon representation similarly shows the variable loops V1 to V3 in
green indicating their high flexibility. The results are in agreement with the current
understanding.
The RMSFs were calculated from the gp120 subunits of the trimer. The ribbon
representations of the subunits were colored similarly to the monomers. The graphs
and pictures are shown in Figure 5.4. In general, one can notice that the RMSFs
from the gp120 subunits of the trimer do not exhibit as high RMSF values as those
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Figure 5.3 The average RMSF from the monomer simulations and the corresponding
ribbon representations. The first 200 ns of the simulations were excluded from the calcula-
tions.
from the complete monomer. Especially, the peaks from the major variable loops
seem to have decreased or vanished. Only the 2nd trimer unit exhibits a high peak
at the V1 loop. The ribbon representations similarly highlight the reduced flexibility
of the major loops in all gp120 subunits of the trimer mostly showing these domains
in red. As there has not been any similar simulations from the trimer so far, this is
a new finding. Finally, all flexible residues from the variable loops of the monomers
and trimer, arbitrarily defined by RMSF value greater than or equal to 0.40 nm,
were listed in Table B.2.
5.2 Loop Tips Are More Mobile in Monomer than in Trimer
The mobility of the variable loops in the trimer context was studied and compa-
red with the monomer systems. The size of globular proteins can be determined,
for example, by the radius of gyration (RG) that refers to the distribution of the
components of an object around an axis. It defines the perpendicular distance from
the axis of rotation to a point mass that gives an equivalent inertia to the original
object. Here, the GROMACS tool g_gyrate was used to calculate the RG from the
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Figure 5.4 The average RMSFs from the trimer simulation and the corresponding ribbon
representation. The first 200 ns of the simulation was excluded from the calculations.
Cα atoms as a function of time. First, the RG from the cores of both monomers and
the trimer units were calculated. Secondly, the V3 to V5 loops were included in the
calculations, and finally, the V1 and V2 loops were included in the calculation. All
results are shown in Table B.3. It was found out that the RG from the truncated
and complete monomers were very similar. Additionally, the RG from the cores were
almost the same in all systems. However, when the major variable loops were inclu-
ded in the calculations there were some differences between the trimer units. The
RG from the 1st unit appeared to be systematically the smallest, and those from
the 3rd unit the greatest. The change in RG between the units was not big, only
about 8 %. However, it demonstrated that there might be some differences in the
disposition of the variable loops during the simulation.
To study this more closely, center of mass (COM) distances between the gp120 core
and the tips of the V1, V2, and V3 loops were calculated. For this, the GROMACS
tool g_dist was used. Three residues from each variable loop tip were chosen for the
calculation: in the V1 loop the residues 142 to 144, in the V2 loop the residues 164
to 166, and in the V3 loop the residues 308 to 310. First, the distance of the loops
in the monomers were calculated. Then the distance of the loops in the trimer units
were calculated. The results are shown in Figure 5.5.
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Figure 5.5 The center of mass distance of the loop tips from the gp120 core.
In general, the most drastic changes in the distances were seen in the monomers. In
the truncated monomer the tip of the V3 tip shifted up to 2 nm and in the complete
monomer the V1 tip up to 2.5 nm during the simulations. These most significant
changes occurred in the beginning of the simulation. However, it can be clearly seen
that in the trimer there was not similar loop tip oscillation than in the monomers.
Instead, the loops seemed to stick to particular positions throughout the trimer
simulation. What is more, all loop tip distances in the 1st and the 2nd trimer units
were rather similar, whereas in the 3rd trimer unit the distance of the V3 loop from
the protein core was the largest of all systems. The results are in agreement with
the RG calculations which suggested that the 3rd trimer unit exhibited the largest
RG. Based on this, it seems that the V3 loop of the 3rd trimer unit is more exposed
than the V3 loop in the 1st and the 2nd trimer units. In fact, it seems to be even
more exposed than the V3 loop in the monomers.
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Then, conformational distribution of gp120 was studied. First, the number of con-
tacts between the major variable loops and the core as a function of time was calcu-
lated with the GROMACS tool g_mindist. Then, the number of the contacts was
plotted as a function of RG. Secondly, the COM loop tip distance from the gp120
core that was calculated earlier was similarly plotted as a function of RG. The re-
sulting distributions are shown in Figure 5.6. It was found out that the trimer units
had rather dense conformational distributions in comparison to the monomers. The
distributions of the monomers were more spread out. This is clearly seen in Figu-
re 5.6(f), for example. The 3rd trimer unit differed the most from the trimer units
because it had the largest RG which shifted the distribution to the right. The mes-
sage is basically the same that was found out before: The V3 loop of the 3rd trimer
unit was the most exposed, and hence the 3rd trimer unit also had the largest con-
formational distribution during the simulation. Additionally, it was found out that
the distributions of the complete monomer were mostly concentrated on two spots.
The difference was most clearly seen in Figure 5.6(e), where two spots are pointed
out with arrows. The one distribution with smaller RG resembles more the confor-
mation of the 1st and the 2nd gp120 subunits, a more packed conformation. The
other distribution with greater RG is more similar to that of the 3rd gp120 subu-
nit, a less packed conformation. All in all, the monomeric gp120 seems to be more
dynamic than the trimeric gp120. This is probably due to stabilizing interactions
between the trimer units.
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Figure 5.6 Conformational distributions. On the left column: Distribution of the number
of contacts between the loops and the core. On the right column: Distribution of the distance
between the loop tips and the core. The radius of gyration was calculated without the V1/V2
domain to make the systems comparable. The first 200 ns of the simulations were excluded.
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Figure 5.7 The eigenvalues and the RMSFs from the principal components of the trunca-
ted monomer.
5.3 Loops Show Concerted Motion in Monomer but not in
Trimer
In order to gain a better understanding of the differences in the gp120 dynamics in
different systems and to identify functionally relevant motion, principal component
analyses (PCAs) were carried out. PCA is a statistical procedure where the principal
components (PCs) of the data are looked for. PCs are the directions where there
is the most variance in the data, that is, the directions where the data is the most
spread out. In molecular dynamics it is often difficult to recognize the most relevant
trends of the motion as everything moves at the same time. Hence, PCA is used to
filter local (often fast) motion from collective (often slow) motion, the latter regarded
as more relevant. Next, carrying out a PCA in the context of molecular dynamics is
reviewed.
First in PCA of an MD trajectory, a covariance matrix is calculated. In the matrix
an element in the i,j position tells the covariance between the ith and jth elements
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Figure 5.8 The eigenvalues and the RMSFs from the principal components of the comple-
te monomer.
of a random coordinate. In these elements all directions x, y, z, have to be considered
separately. For example, if two atoms 1 and 2 are described by the 3-dimensional
coordinates (x1,y1,z1) and (x2,y2,z2) the covariance matrix will include the cova-
riances from all possible coordinate combination, x1x1, x1y1, x1z1, x1x2, x1y2, and
so on. For two atoms with 3-dimensional coordinates there will be 32 = 9 combina-
tions in total. The covariance between the coordinates of the atoms measures how
much the coordinates change together. Similar behavior results in positive and dissi-
milar in negative covariance. After the calculation, the covariance matrix is further
diagonalized. This is a useful operation as the eigenvalues and eigenvectors of a
diagonalized matrix are known. In PCA, they turn out to be valuable objects.
Eigenvectors and eigenvalues exist in pairs. Eigenvectors are orthogonal vectors cha-
racterizing direction in the data. Each eigenvector has a corresponding eigenvalue
that is a number telling how much variance there is in the data in that direction.
Thus, the eigenvectors having the largest corresponding eigenvalues are the direc-
tions that possess the biggest variance in the data, which is exactly what was origi-
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nally looked for. In fact, the eigenvectors with the largest eigenvalues are the princi-
pal components of the data. When principal components are found, the original x-y-z
coordinate system can be forgotten and instead a more relevant representation can
be gained by setting the principal components as new axes. Then, the original tra-
jectory (or its frames) can be projected on the PCs instead of the familiar x, y, and
z directions. In this way, the trajectory projected on the first principal component,
for example, shows the motion in the direction of the greatest variance. The percen-
tage of variance in each eigenvector direction is characterized by their corresponding
eigenvalue.
Here, the GROMACS tool g_covar was used to calculate and diagonalize the cova-
riance matrix from the trajectories. The tool produces a trajectory of the eigenvec-
tors and lists the corresponding eigenvalues in increasing order. Typically, one easily
notices that the magnitude of the eigenvalues decreases fast after the first three or
so eigenvectors. Then, how many eigenvectors are chosen as principal components is
one’s own choice. Here, the principal components were chosen such that their motion
described over 60 % of the total motion. The judgement was based on the magnitu-
de of the eigenvalues. Then, the GROMACS tool g_anaeig was used to analyze the
eigenvectors. The tool takes the original trajectory as input and projects its data on
the chosen eigenvectors. This produces "filtered" trajectories that show the motion
in the direction of each PC.
First, the PCs of the truncated monomer simulation were found. The first five ei-
genvectors were responsible for 60 % of the total motion of the system, and thus
these eigenvectors were chosen as principal components. The original trajectory was
filtered in regard to the PCs, and hence five new filtered trajectories were produced.
Then, the RMSFs were calculated from the trajectories. The proportion of the va-
riance of the the first 25 eigenvectors and the RMSFs corresponding to the first three
PCs are shown in Figure 5.7. All RMSFs from the truncated monomer show a peak
in the V3 domain. This suggests that the motion of the V3 loop plays a major role
in the total motion in the truncated monomer.
Next, the PCs from the complete monomer simulation were looked for. The propor-
tion of the first three eigenvectors corresponded to 64 % of the total motion, and
hence these eigenvectors were chosen as PCs. Accordingly, three filtered trajectories
were produced. The RMSFs from these trajectories were calculated. The proportion
of the variance of the the first 25 eigenvectors and the RMSFs corresponding to the
first three PCs are shown in Figure 5.8. The trajectory filtered in the direction of the
first PC clearly shows two peaks, in the V1/V2 and V3 domains. Along the second
and third PC the peaks decrease but are still present. This clearly suggest that the
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Figure 5.9 The eigenvalues and the RMSFs from the principal components of the 1st
gp120 subunit of the trimer.
motion of the V1/V2 and V3 domains plays a significant role of the total motion
and that the two domains move in concert in the complete monomer.
Then, the PCs from the trimer units were similarly looked for. In the 1st trimer
unit, first four eigenvectors corresponding to 60 % of the total motion were chosen
as principal components. In the 2nd unit, first five eigenvectors were chosen as PCs.
They corresponded to 60 % of the total motion. Finally, in the 3rd trimer unit, three
first eigenvectors that corresponded to 64 % of the total motion were chosen as PCs.
The proportion of the variance of the first 25 eigenvectors and the RMSFs from the
first three filtered trajectories of the trimer units are shown in Figures 5.9 - 5.11.
In comparison to the RMSFs from the filtered monomer trajectories, the RMSFs
from the filtered trimer trajectories do not show as clear peaks in the V1/V2 and
V3 domains. In fact, the peak of the V3 loop is only present in the 3rd trimer unit.
In the 2nd trimer unit there is a high peak in the V1 domain but in the 1st and the
3rd trimer unit these peaks are clearly decreased. This suggests that the motions of
the V1/V2 and V3 domains are restrained in the trimer. Also the concerted motion
5.3. Loops Show Concerted Motion in Monomer but not in Trimer 44
0 5 10 15 20 25
0
10
20
30
40
50
Eigenvector index
P
ro
po
rt
io
n
of
va
ri
an
ce
(%
)
2nd
100 200 300 400
0
0.2
0.4
0.6
Cα
<
R
M
SF
>
(n
m
)
PC1
100 200 300 400
0
0.2
0.4
0.6
Cα
<
R
M
SF
>
(n
m
)
PC2
100 200 300 400
0
0.2
0.4
0.6
Cα
<
R
M
SF
>
(n
m
)
PC3
Figure 5.10 The eigenvalues and the RMSFs from the principal components of the 2nd
gp120 subunit of the trimer.
of the two domains mostly seems to be lost.
Finally, the results of the principal component analysis was demonstrated by visuali-
sing the range of the movement of the V1, V2, and V3 loops along the first principal
components. First, the range of the movement of the V3 loop in each system was
visualized and is shown in Figures 5.12(b) - 5.12(f). The pictures clearly show that
the range of the movement is the largest in the truncated and complete monomer.
In the trimer units the range seems to be very small. Additionally, the V3 loop in
the 1st and the 2nd trimer units seem to bend in similar manner, whereas that in
the 3rd trimer unit is clearly "streched up". This is in line with the observation that
the peak in the V3 domain was lost or decresed in the RMSFs of the filtered trajec-
tories. Additionally, this is in agreement with the COM distance calculations where
the tip of the V3 loop of the 3rd trimer unit clearly seemed to lie further away from
the core.
Then, the range of the movement of the V1 loop in each system was visualized
and is shown in the Figures 5.13(b) - 5.13(e). The pictures clearly show that the
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Figure 5.11 The eigenvalues and the RMSFs from the principal components of the 3rd
trimer unit.
range is the greatest in the complete monomer and in the 2nd trimer unit. This is
again in agreement with the results from the principal component RMSFs of the 2nd
trimer unit shown in Figure 5.10, where there were clear peaks in the V1 domain.
Additionally, it was found out before that the V1 loop of the 2nd trimer unit was
very flexible which is in line with the observation. Finally, the range of the movement
of the V2 loop in each system was visualized and is shown in the Figures 5.14(b) -
5.14(e). The range of the movement in the complete monomer is clearly the widest
which was expected as the RMSFs from the filtered trajectories showed clear peaks
in this domain. In turn, the range of the movement in the V2 loop of the 2nd trimer
unit is very narrow. In comparison to this, the V2 loop of the 1st and the 3rd
trimer units seem to move more along the first PC, however, not as much as in the
monomer. Also in the RMSFs from the filtered trajectories there were peaks in these
cases but they were significantly decreased in comparison to the complete monomer.
Nonetheless, the pictures also show that the range of the movement of the V2 loop
is rather different between the monomer and the trimer units. The V2 loop in the
complete monomer might be, for example, more exposed.
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(a) (b) Truncated
(c) Complete (d) 1st
(e) 2nd (f) 3rd
Figure 5.12 Range of movement of the V3 loops along the first principal component.
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(a) (b) Complete
(c) 1st (d) 2nd
(e) 3rd
Figure 5.13 Range of movement of the V1 loops along the first principal component.
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(a) (b) Complete
(c) 1st (d) 2nd
(e) 3rd
Figure 5.14 Range of movement of the V2 loops along the first principal component.
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5.4 Inter-Loop Interactions Explain Reduced Mobility in Tri-
mer
Next, noncovalent interactions within each system was studied. First, mean smal-
lest distances between the residues were calculated in order to see which residues
lie in close vicinity. For this, the GROMACS tool g_mdmat was used. The results
were then visualized with color maps. The maps from each gp120 are shown in Fi-
gures C.1 - C.3. As might be expected, differences were especially seen between
the V1/V2 and V3 domains. Then, hydrogen bonds and salt bridges between the
core and these domains were calculated. A hydrogen bond is an electrostatic att-
raction between polar molecules. It occurs when a hydrogen atom binds to highly
electronegative atoms, oxygen (O), nitrogen (N), and fluorine (F). Hydrogen bonds
were calculated in VMD with the Hydrogen Bonds extension. The donor-acceptor
distance was set at 0.325 nm and the cutoff angle at 35o. A salt bridge, in turn, is
a bond between oppositely charged residues that are sufficiently close to each ot-
her. Salt bridges occur between negatively and positively charged amino acids, that
is, between Aspartic and Glutamatic acid (negative), and Arginine, Histidine, and
Lysine (positive). Salt bridges were calculated in VMD with the Salt Bridges ex-
tension. A salt bridge was considered when the distance between an amide N and
a carboxyl O was less than or equal to 0.45 nm. In all calculations the first 200 ns
from the trajectories were excluded.
First, the average number of the hydrogen bonds with their standard deviations
were calculated. The calculation was performed on between the core and each ma-
jor variable loops seprately and then between the major variable loops. The results
are shown in Table D.1. No remarkable differences were found between the sys-
tems. However, when the occurrence of certain bonds was studied in detail, some
differences were found. The occurrence of certain hydrogen bonds and salt bridges
between the core and V3 domain are shown in Tables D.2 and D.3. Those between
the core and the V1/V2 domain in Table D.4. All bonds that existed at least 10 % of
the time after the stabilization were considered. Then, similarities and remarkable
differences between the systems were looked for.
Between the core and the V3 domain five bonds were found in all systems (marked in
Tables D.2 and D.3). This indicates that rather many interactions remained between
the V3 loop and the core regardless of the presence of the V1/V2 domain and the
trimer conformation. In addition, there was one hydrogen bond that only existed in
the complete monomer and in the 3rd trimer unit. The disposition of this bond is
shown in Figure 5.15(a). Between the core and the V1/V2 domain one bond was
found in all systems (marked in Table D.4). Additionally, one bond was found in all
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V3
(a) ILE408–GLN324
V1
(b) ARG407–GLU152
V2
(c) TYR176–GLN410
V3
V2
(d) LEU174–THR315
Figure 5.15 Hydrogen bonds that were only found (a) in the complete monomer and in
the 3rd trimer unit (b) in the trimer units (c)-(d) in the 1st and the 2nd trimer units.
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Figure 5.16 Number of hydrogen bonds between the trimer units.
trimer units but not in the monomer. The disposition of this bond is shown in Figure
5.15(b). One bond was also found that only existed in the 1st and the 2nd trimer
units. The disposition of this bond is shown in Figure 5.15(c). Between the V1/V2
and V3 domains no common bonds between the systems were found. However, one
hydrogen bond was only found in the 1st and 2nd trimer units. The disposition of
this bond is shown in Figure 5.15(d). Nonetheless, even though several bonds were
found that only existed in two or more systems, their effect on the conformation was
not recognized here.
Then, hydrogen bonds between the trimer units were looked for. First, the total
number of hydrogen bonds between the units were calculated. The time evolution
of the hydrogen bonds is shown in Figure 5.16. It was found out that there were
clearly the most hydrogen bonds between the 1st and the 3rd trimer unit. This
indicates that the trimer units interacted asymmetrically in the simulation. Then,
the occurrence of certain hydrogen bonds and salt bridges were studied between
each variable loop and its adjacent gp120 units. The results are shown in Table D.6.
It was found out that there were also the most residues taking part in the bonding
between the 1st and the 3rd trimer units. One certain hydrogen bond appeared
to exist between all trimer units (marked in Table 5.16), and in fact, it was found
out to be the most permanent (84 % of the time) between the 1st and the 3rd
trimer unit. Additionally, it was found out that the V2 and V3 loops were the most
active domains in forming hydrogen bonds between the trimer units. Finally, three
hydrogen bonds were found between a variable loop and its adjacent gp120 core.
Two of them were found between the 1st and the 3rd trimer unit and the third
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between the 2nd and the 3rd trimer units. All in all, as not big changes in the
hydrogen bonding inside gp120 between monomer and trimer systems were found,
the reduced motion of the major variable loops in the trimer was propably mostly
due to inter-gp120 interactions.
5.5 V1/V2 Increases Structural Dynamics of V3 Loop in Mo-
nomer
Finally, the secondary structure of the major variable loops of the gp120 was calcula-
ted with the DSSP program [98]. GROMACS package provides an interface, do_dssp,
that was used to run the program. First, the average number of residues with each
secondary structure type and their standard deviations were calculated. It was found
out that β-structures, especially β-sheets, were the most abundant structures pre-
sent. The average number of residues in the loop domains possessing them are listed
in Table E.1. Then, the secondary structure of the variable loops were calculated
as a function of time. The secondary structures of the V3 loops are shown in the
Figure E.1 and those of the V1/V2 loops in Figure E.2. It was found out that the
secondary structure of the V3 loop of the complete monomer varied the most du-
ring the simulation. Accordingly, the secondary structure of the V1/V2 domain of
the complete monomer varied the most during the simulation. This indicates that
the loop structures of the complete monomer were the most dynamic. However, the
secondary structure of the V3 loop of truncated monomer did not vary much. Hence,
according to the simulations carried out here, the V1/V2 domain might increase the
dynamics of V3 loop secondary structure in the monomer conformation. There were
also differences in the secondary structure of the loops in the trimer: The V3 loop of
the 1st gp120 subunit had the least β-sheets. The V1/V2 domain of the 2nd gp120
subunit of the trimer had the least β-sheets. However, there were not remarkable dy-
namic changes. Instead, the variable loops of the trimer mostly maintained constant
secondary structures during the simulation.
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6. CONCLUSIONS
In this Thesis, the conformational dynamics of functionally important loops of HIV-
1 gp120 was studied with the aid of atomistic molecular dynamics (MD) simulations.
Gp120 is the main target for vaccines against HIV infection. In experiments only
the monomeric gp120 is often considered, even though the native state of the pro-
tein is a trimer. Additionally, the functionally important variable loops (V1, V2,
and V3) are often unresolved or excluded in experimental studies. What is more,
experiments have only been able to give static pictures of the protein even though
it is known that the protein functions often arise from its dynamics. There are some
atomistic molecular dynamics studies that have managed to enlighten gp120 dyna-
mics [5, 6, 7, 90, 91, 92]. However, all these MD studies have only considered the
monomeric gp120. In addition, the V1 and V2 loops have not been included in the
gp120 structure.
In this MD study, these shortcomings have been overcome. All variable loops of
gp120, including the previously missing V1 and V2 loops, have been included in the
systems. Additionally, the trimeric gp120 has been considered. The preparation of
the systems was carried out by combining known crystal structures of gp120 and
by following the sequence of a native HIV-1 isolate YU-2. In all, three systems were
built: First, a monomeric gp120 core with only three variable loops, V3 to V5. Then,
a monomeric gp120 core with all variable loops, V1 to V5. Finally, a trimer of three
gp120 subunits with all variable loops, V1 to V5, and three gp41 subunits that are
needed for the trimer stability. With these systems it was possible to study whether
the V1/V2 domain inclusion affects gp120 dynamics and if the dynamics change in
a trimer context. The systems were all dissolved in water with a physiolocigal salt
concentration and simulated for 1 µs.
It is known that the gp120 core is a rather stable structure [4, 17]. It does not deviate
much even if gp120 binds to different receptors and antibodies. It is also known
that in the monomeric gp120 the V3 loop is extremely flexible and plays key roles
in the functions of gp120, for example, in determining the co-receptor speficificity
[90]. In this study, similar observations of the V3 loop flexibility were made. The
V3 loop was found out to be very flexible in both gp120 monomers despite the
6. Conclusions 54
presence of the V1/V2 domain. However, in the trimer the V3 loop was not found
to be flexible anymore. Similarly, the V1/V2 domain was discovered to be very
flexible in the monomer but generally not in the trimer. In addition, all major loops
showed dynamic mobility during the monomer simulations, whereas in the trimer
simulation the loop mobility was significantly reduced. Conformational distribution
of the structure during the simulations also verified the gp120 monomer dynamics in
comparison with the trimeric gp120. Then, the principal component analysis showed
that there was prominent concerted motion in the monomer between the V1/V2 and
V3 domains. However, the concerted motion was mostly lost in the trimer. When
the range of the movement of the major variable loops along the first principal
component, i.e. the direction of greatest variance, was visualised, it was found out
that especially the V3 loop movement was significantly narrower in the trimer than
in the monomer. Similarly, the range of the movement of the V1 and V2 loops along
the first principal component was also generally narrower but was more clearly seen
in some trimer units than in the others.
To investigate the causes of the changes in gp120 variable loop dynamics, intra-
and inter-gp120 hydrogen bonds and salt bridges were looked for. Additionally, the
secondary structure of the loops was studied. Some changes were found inside gp120
in hydrogen bonding. However, the most probable causes for the reduced flexibility,
mobility, and lost concerted motion in the trimer were the inter-gp120 interactions. It
was found out that especially the variable loops V2 and V3 actively formed hydrogen
bonds with their adjacent gp120 variable loops in the trimer. Previous structural
studies also suggest that the gp120 subunits are held together, at least in part,
by association of the V1, V2, and V3 regions at the apex of the trimer [99, 100,
55]. Additionally, it was found out that the interaction between the trimer units
was asymmetrical. Two of the three gp120 subunits interacted significantly more
via hydrogen bonding. This probably explains small differences between the gp120
subunits that were seen throughout the analysis.
Nonetheless, the most crucial findings in this study were the differences in the va-
riable loop dynamics of the monomeric and trimeric gp120. The V3 loop has been
shown to be well exposed in monomeric gp120 in the presence of the CD4 receptor
[30, 101, 102]. In addition, atomistic MD simulation studies suggest high flexibility
in the V3 domain and it has been proposed that the plasticity of the loop is crucial
for the CD4 receptor binding [90]. However, it has been unclear whether the V3 loop
is similarly extended on the trimers of the viral spike.
According to the simulations ran for this Thesis, the V3 loop is neither extended
nor flexible in the trimer. Instead, numerous hydrogen bond interactions between
6. Conclusions 55
the variable loops of gp120 subunits of the trimer hold the loop at rest on the trimer
spike. In these interactions, the variable loops V2 and V3 play key roles in stabilizing
the trimer apex. Similarly and due to the same interactions, the V1/V2 domain has
partly lost its mobility in the trimer spike. This suggests that the major variable
loops, especially the V3 loop, do not necessarily need to be exposed before CD4
binding and that Env has to undergo significant conformational changes in order
to have the loop region accessible for receptor binding. These changes are achieved
either by inherent conformational dynamics or are induced by the receptor.
For the sake of the reliability of the results, MD simulations carried out for this
Thesis need to be repeated. Additionally, one crucial factor should be taken into
consideration. The viral spike of HIV-1 is known to be highly glycosylated. Half of the
mass of gp120 comes from its glycan shield [4]. Until now, experimental methods have
been rather powerless in studying these flexible and varying carbohydrate structures
that significantly mask the gp120 surface and hinder the binding of antibodies.
Most importantly, the effects of the glycans on the protein dynamics are poorly
understood. Instead, MD has great potential in this regard as various permanent
glycan binding sites on gp120 are known. In fact, some progress in studying the
influence of the glycans in the V3 loop dynamics has already been done [5]. What is
more, MD simulation systems representing native HIV-1 isolates, other than YU-2
used here, would aid in development of a general model for the viral entry mechanism
and most importantly in developing vaccines against the virus.
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A. APPENDIX. SUPERPOSITION OF GP120
CRYSTAL STRUCTURES
gp120
gp41
Figure A.1 Superposition of gp120 and gp41 crystal structures. The bright structu-
re (PDB identifiers: 4NCO [33], 1G9N [93] and 4JZZ [94]) was used in this Thesis. The
transparent structure (PDB identifier: 4TVP [57]) that has more resolved residues, especial-
ly in gp41, was revealed too late in regard to this Thesis. However, the structure used in
this Thesis is relevant because gp120 with its major variable loops was of main interest and
those residues did belong to the structure used here. Additionally, the part of gp41 that was
needed to link three gp120s to the complex was included in the structure. Nonetheless, the
new structure is to be used for an even more accurate model in future work.
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B. APPENDIX. DEVIATION, FLEXIBILITY
AND SIZE OF GP120
Table B.1 The average RMSDs (in unit of nm). The first 200 ns of each simulation was
excluded from the calculation.
Domains Truncated Complete 1st 2nd 3rd
core 0.29±0.03 0.29±0.02 0.30±0.01 0.25±0.01 0.36±0.04
core+V4–V5 0.30±0.03 0.31±0.01 0.32±0.02 0.25±0.01 0.36±0.04
core+V3–V5 0.53±0.05 0.41±0.05 0.37±0.02 0.28±0.01 0.52±0.04
core+V1–V5 - 0.57±0.04 0.55±0.02 0.42±0.02 0.63±0.04
Table B.2 The most flexible residues of gp120 variable loops defined by the average
RMSF greater or equal to 0.4 nm. The first 200 ns of each simulation was excluded from
the calculation.
Loop Truncated Complete 1st 2nd 3rd
V1 - 143–147, 150 143-150
V2 - 162–167
V3 309–315 301–311
V4 396
V5 450–451
Table B.3 The radius of gyration (in unit of nm) of gp120. The first 200 ns of each
simulation was excluded from the calculation.
Domains Truncated Complete 1st 2nd 3rd
Core 2.15±0.02 2.10±0.01 2.09±0.01 2.09±0.01 2.11±0.01
Core+V3–V5 2.20±0.02 2.28±0.03 2.25±0.01 2.26±0.01 2.36±0.01
Core+V1–V5 - 2.45±0.03 2.40±0.01 2.45±0.01 2.59±0.02
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C. APPENDIX. MEAN SMALLEST DISTANCES
BETWEEN GP120 RESIDUES
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Figure C.1 The truncated monomer. The mean smallest distance between the residues.
The missing residues 124 to 193 are marked with a star (*) in the coordinate system.
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Figure C.2 The complete monomer and the 1st trimer unit. Mean smallest distance
between the residues.
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Figure C.3 The 2nd and 3rd trimer units. Mean smallest distance between the residues.
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D. APPENDIX. HYDROGEN BONDING IN
LOOP DOMAINS
Table D.1 Number of hydrogen bonds between the domains.
Domains Truncated Complete 1st 2nd 3rd
Core–V1/V2 - 6±2 5±2 6±1 7±2
Core–V3 7±2 8±1 8±1 9±1 7±1
V1/V2–V3 - 4±2 4±1 4±1 5±2
Table D.2 Monomers. Occurrence of the hydrogen bonds (and salt bridges) in time
between the V3 domain and the core. The first 200 ns were excluded. All hydrogen bonds
existing at least 10 % of the remaining time are shown. Bond marked in bold existed in all
systems.
System Donor Acceptor Occurrence (%)
Truncated ARG295-Main ILE431-Main 38.85
ARG295-Side GLY429-Main 91.21
ARG295-Side GLU377-Side 94.58 (21.80)
ARG310-Side ASP59-Side 11.87 (12.69)
CYS293-Main CYS433-Main 78.35
CYS433-Main CYS293-Main 59.95
ILE408-Main ARG323-Main 78.22
ILE431-Main ARG295-Main 51.84
THR294-Side ILE431-Main 78.89
Complete ARG295-Main ILE431-Main 43.66
ARG295-Side GLU377-Side 99.80 (99.79)
ASN298-Side PRO426-Main 19.30
ASN298-Side ARG428-Main 19.99
CYS293-Main CYS433-Main 86.47
CYS433-Main CYS293-Main 87.35
GLN430-Main ARG295-Main 15.97
GLY429-Main ASN298-Main 24.32
ILE408-Main GLN324-Side 77.10
THR294-Side ILE431-Main 46.22
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Table D.3 Trimer units. Occurrence of the hydrogen bonds (and salt bridges) in time
between the V3 domain and the core. The first 200 ns were excluded. All hydrogen bonds
existing at least 10 % of the remaining time are shown. Bonds marked in bold existed in all
systems.
System Donor Acceptor Occurrence (%)
1st ARG295-Main ILE431-Main 27.42
ARG295-Side GLU377-Side 99.82 (97.53)
ARG301-Side PRO426-Main 36.11
ARG310-Side PRO124-Main 23.45
ARG310-Side THR199-Side 20.07
CYS293-Main CYS433-Main 85.83
CYS433-Main CYS293-Main 88.25
GLN200-Main TYR313-Side 76.05
THR294-Side ILE431-Main 34.70
TYR313-Side GLN200-Main 11.06
TYR313-Side MET422-Main 78.97
2nd ARG295-Main ILE431-Main 72.89
ARG295-Side GLU377-Side 99.87 (99.48)
ARG301-Side CYS202-Main 60.04
ARG301-Side PRO203-Main 82.81
ASN297-Side ARG428-Main 60.76
CYS293-Main CYS433-Main 87.87
CYS433-Main CYS293-Main 87.77
GLN430-Main ASN297-Main 20.75
GLN430-Main ASN297-Side 24.98
ILE431-Main ASN297-Side 34.46
THR294-Side ILE431-Main 17.52
3rd ARG295-Main ILE431-Main 71.70
ARG295-Side GLY429-Main 13.37
ARG295-Side GLU377-Side 96.96 (33.59)
CYS293-Main CYS433-Main 74.05
CYS433-Main CYS293-Main 90.46
GLN324-Side GLN410-Side 17.69
GLN430-Side PRO296-Main 23.82
ILE408-Main GLN324-Side 76.95
THR294-Side ILE431-Main 73.25
THR315-Side PRO426-Main 16.50
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Table D.4 The complete monomer and the trimer units. Occurrence of the hydrogen
bonds (and salt bridges) in time between the V1/V2 domain and the core. The first 200 ns
were excluded. All hydrogen bonds existing at least 10 % of the remaining time are shown.
Bonds marked in bold existed in all systems.
System Donor Acceptor Occurrence (%)
Complete ARG407-Side LEU178-Main 19.14
ARG407-Side ASP179-Side 17.80 (5.17)
ASN159-Main ASN130-Main 52.73
ASN185-Side GLU417-Side 10.83
ASN194-Main ILE183-Main 43.59
ASN194-Side ASP184-Side 34.72
GLN410-Main ASN177-Side 59.25
ILE411-Main ASN177-Side 30.97
LEU129-Main ILE191-Main 64.35
THR128-Side CYS193-Main 48.07
THR195-Side ASN185-Side 13.20
TYR188-Side GLU417-Side 17.26
1st ARG407-Side GLU152-Side 27.96 (27.14)
ARG407-Side GLU149-Side 60.56 (9.65)
ASN130-Side CYS131-Main 34.45
ASN130-Side TYR188-Side 10.40
ASN159-Main ASN130-Main 50.39
ASN159-Side THR128-Main 13.46
ASN159-Side ASN130-Main 47.67
ASN177-Side GLN410-Side 10.79
ASN194-Main SER192-Side 10.15
GLN410-Side LEU174-Main 24.20
ILE191-Main ASN130-Side 13.74
LEU129-Main SER192-Main 13.50
LYS420-Side ASP179-Side 13.05 (15.77)
TYR176-Main GLN410-Side 79.67
2nd ARG407-Side GLU152-Side 99.89 (99.84)
ASN130-Side TYR188-Main 10.59
ASN159-Main ASN130-Main 89.17
ASN159-Side VAL127-Main 60.36
LYS409-Side ASP179-Side 38.07 (50.31)
LYS420-Side ASP179-Side 54.96 (68.11)
TYR176-Main GLN410-Side 89.25
3rd ARG407-Side GLU152-Side 55.19 (54.86)
ASN130-Side SER187-Main 33.45
ASN130-Side ASP184-Side 44.22
ASN130-Side ASP184-Main 44.37
ASN155-Side PRO426-Main 16.23
ASN159-Main ASN130-Main 62.03
ASN159-Side THR128-Side 54.18
ASP184-Main LEU129-Main 19.28
ILE183-Main LEU129-Main 49.83
THR128-Main ASN159-Main 42.88
THR128-Side ASN159-Main 52.69
TYR176-Side TYR423-Main 50.41
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Table D.5 The complete monomer and the trimer units. Occurrence of the hydrogen
bonds (and salt bridges) in time between the V1/V2 and the V3 domain. The first 200 ns
were excluded. All hydrogen bonds existing at least 10 % of the remaining time are shown.
System Donor Acceptor Occurrence (%)
Complete ARG310-Side GLU171-Side 90.37 (78.61)
ARG310-Side GLN169-Side 12.52
ASN139-Side GLU317-Main 12.07
GLN324-Side TYR176-Main 30.15
ILE319-Main THR141-Main 10.95
ILE319-Main SER142-Side 21.34
LEU174-Main TYR313-Side 24.25
SER143-Main GLY320-Main 11.00
SER143-Side ASP321-Side 12.83
TYR172-Side GLY320-Main 16.78
1st ASN305-Main SER163-Main 58.08
GLN324-Side TYR176-Side 69.08
LEU174-Main THR315-Main 75.17
SER143-Side GLY320-Main 65.67
TYR176-Side GLY320-Main 21.71
2nd ARG295-Side TYR176-Side 48.93
LEU174-Main THR315-Main 74.41
LYS302-Side GLU171-Side 90.20 (5.77)
THR314-Side TYR172-Main 65.81
THR315-Side LEU174-Main 63.22
3rd ARG295-Side TYR176-Side 15.53
ASN297-Side SER142-Main 74.52
GLN324-Side GLU152-Side 60.72
GLU146-Main ILE318-Main 41.70
GLU317-Main THR141-Main 37.39
GLY320-Main SER144-Main 59.75
THR141-Side GLU317-Main 55.36
THR315-Main TYR172-Side 20.42
TYR172-Side THR315-Side 23.64
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Table D.6 Trimer units. Occurrence of hydrogen bonds (and salt bridges) in time between
the variable loops and their adjacent gp120 units in the trimer. The first 200 ns were
excluded. All hydrogen bonds existing at least 10 % of the remaining time are shown. Bonds
marked in bold existed in all systems.
Units Donor Acceptor Domains Occurrence (%)
1st–2nd ARG165-Side ASP166-Side V2–V2 32.00 (34.18)
ASN305-Side ILE191-Main V3–V2 33.09
ASN305-Side LEU190-Main V3–V2 10.76
CYS193-Main ASN305-Main V2–V3 25.78
GLY307-Main CYS193-Main V3–V2 77.06
1st–3rd ARG165-Side ASP166-Side V2–V2 84.26 (0.00)
ARG165-Main ASP166-Main V2–V2 77.87 (0.00)
ARG301-Side ASP184-Side V3–V2 50.46 (58.59)
ARG310-Side ALA186-Main V3–V2 21.95
ARG310-Main LEU134-Main V1–V3 50.53
ARG310-Side ASP179-Side V3–V2 44.09 (25.06)
GLN169-Side CYS126-Main V2-core 15.21
GLN169-Side THR128-Side V2–core 25.28
SER192-Main GLU171-Side V2–V2 50.20
SER192-Side GLU171-Side V2–V2 54.75
TYR188-Main ALA311-Main V3–V3 65.44
TYR313-Main TYR188-Main V3–V2 59.15
VAL168-Main ARG165-Main V2–V2 43.58
2nd–3rd ARG165-Side ASP166-Side V2–V2 34.84 (00.25)
ARG165-Main LEU190-Main V2–V2 64.89
ARG165-Side THR162-Main V2–V2 21.41
ARG165-Side SER163-Main V2–V2 29.33
ARG189-Side ASP166-Side V2–V2 38.45 (47.92)
ARG310-Side GLU417-Side V3–core 73.25 (82.10)
ASP166-Main LEU190-Main V2–V2 20.59
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E. APPENDIX. SECONDARY STRUCTURE OF
LOOPS
Table E.1 The average number of residues with β-structure types on V3 and V1/V2.
Domain Structure Truncated Complete 1st 2nd 3rd
V3 β-sheet 12±2 7±4 1±2 11±1 9±2
β-bridge 0 0±1 1±1 0 0
V1/V2 β-sheet - 7±4 16±1 9±3 14±1
β-bridge - 2±2 4±1 2±1 1±1
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Figure E.1 Secondary structure of the V3 domain as a function of time in each system.
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Figure E.2 Secondary structure of the V1/V2 domain as a function of time in each
system.
