Abstract: This paper builds a novel multi-criteria, non-parametric classification framework in order to improve the accuracy of pricing European options. The proposed approach is based on classifying financial options according to their implied volatility, time to maturity and moneyness. Using a recent data set for the daily S&P 500 index call options, the multi-criteria modular neural network model demonstrates its superior out-of-sample pricing performance relative to competing parametric and non-parametric models. By observing the model's pricing errors across various option types, the analysis provides additional insights into pricing biases and stresses the importance of selecting appropriate classification criteria.
Introduction
A time series of financial option prices is in general subject to discrete regime shifts that reflect changes in business cycles, government policy and random shocks, originating from systemic and firm-specific events. To handle the problem of option pricing under regime switching, various approaches have been developed. They include the regime switching model by Hamilton (1989) , GARCH option pricing models by Duan (1995) , Markov switching-type models (Elliott and Siu 2013) , non-parametric models (Kukolj, Gradojevic, and Lento 2012) and Bayesian approaches (Martin, Forbes, and Martin 2005) . Furthermore, Naik (1993) , Bollen (1998) and Duan, Popova, and Ritchken (2002) valued options when a regime switching process governs underlying asset returns. Bates (1996) developed a closed-form solution for the problem of valuing options when underlying asset returns are governed by a jump-diffusion model. This solution and its sophisticated extensions were applied to explain the stock market crash of 1987 in Bates (1991) and Bates (2000) . In a more recent contribution, Chourdakis, Dendramis, and Tzavalis (2014) priced the risk of multiple regime shifts directly in a discrete-time option pricing model for European options.
In addition to potential structural breaks resulting from temporal regime shifts, the estimation (or training) of option pricing models on heterogeneous data can be problematic for several reasons. First, the cross-sectional heterogeneity is associated with option traders who have different time horizons and risk preferences. At the more static level of the trading mechanism are the fundamental traders who trade on longer time horizons. At dynamic layers, there are high-frequency (day traders) and short-term traders with a time horizon of a few days. Each of these types of traders may be interested in buying and selling options of specific maturity and "moneyness".
1 Also, some traders may trade by observing the implied volatility movements. For instance, trading strategies that exploit the so-called "volatility skew" involve the situation when a higher-strike option is overpriced relative to lower-strike options, and vice-versa. Overall, it is the combination of traders' preferences and their trading activities across trading horizons that generates market prices. Consequently, during its estimation, an option pricing model could become trapped in local minima or may generalize poorly (Ronco and Gawthrop 1995) . Moreover, it could be susceptible to the "recency effect": the model parameters adapted unduly in favor of the most recent training data. Feldkamp and Puskorius (1998) approach the recency effect through multistream learning where the data set is split into multiple files (streams) and, in each training cycle, the estimated parameters in streams are updated independently. This procedure improves the generalization properties of a non-linear model and is an increasing function of the number of streams.
This paper builds on the recent literature that documents the effectiveness of the notion of modularity in option pricing, i.e. decomposing the data into modules organized with regard to certain classification (Gradojevic, Gençay, and Kukolj 2009; Gradojevic and Kukolj 2011; Kukolj, Gradojevic, and Lento 2012) . Each module represents a sub-model that is estimated independently. Finally, option price predictions from the sub-models are combined into a global option pricing function. The novelty of the current paper is that it improves upon the previous research contributions by taking them to a multi-criteria setting, thus providing valuable insights into option pricing and its biases. Specifically, the proposed multi-criteria method classifies options while taking into account the following three dimensions: moneyness, maturity and implied volatility. The findings confirm the usefulness of the non-parametric, multi-criteria methodology that results in the most accurate out-of-sample pricing performance, relative to the competing parametric and non-parametric models. Compared to the Black-Scholes model, the average out-of-sample accuracy gains are statistically significant and range from roughly 90% to 98% (in the last quarter) and from 81% to 85% (in the first quarter). The improvements in pricing accuracy over the alternative models are also remarkable: about 80% for the feedforward neural network (NN) model with the "hint" (Garcia and Gençay 2000) and about 95% for the semi-parametric model by Aït-Sahalia and Lo (1998) . Moreover, as in Gençay and Gibson (2009) , the results show that the out-of-sample pricing performance of the NN model dominates standard parametric models for the S&P 500 index. Thus, it can be concluded that the proposed multi-criteria approach exhibits superior forecasting ability.
Further analysis presents various biases in option pricing that are of significant practical importance to investors. First, while the increased complexity of the three-criteria option pricing model is in general beneficial, certain option types such as the long-term and in-the-money options with low implied volatility have been found difficult to price accurately. In this context, an empirical investigation that compares several multi-criteria settings shows that pricing biases in a two-criteria model that omits the volatility input are not as large as the ones in a three-criteria model. In all, the largest pricing biases arise from the implied volatility, which is followed by the biases associated with moneyness. Both of these cases produce more serious biases when compared the pricing errors related to the maturity of options.
The remainder of the paper is laid out as follows. Section 2 briefly reviews the relevant option pricing literature. Section 3 explains the multi-criteria modular NN model as well as the competing models. Section 4 describes the data and the results of the out-of-sample pricing exercises. Section 5 provides concluding remarks.
Literature review
From the finance perspective, accurate option pricing is important for several reasons: 1) an accurate pricing model enables traders to avoid selling underpriced or buying overpriced options, 2) it provides an arbitrage-free method of pricing other less liquid options given the observed pricing function on e.g. the liquid S&P 500 index options, 3) to hedge options investors need a model that is able to explain the behavior of option prices across different strike prices and maturities, and 4) the information from the option market helps the understanding of the underlying asset dynamics.
For the above reasons, since the seminal work by Black and Scholes (1973) , option pricing has become the focus of scholarly attention. However, past literature suggests that the standard assumptions of the BlackScholes model are rarely satisfied. For instance, the well-documented "volatility smile" and "volatility smirk" pricing biases violate the Black-Scholes model assumption of constant volatility. Additionally, stock returns have been shown to exhibit non-normality and jumps. Finally, biases also occur across option maturities.
3
In order to address the biases of the Black-Scholes model, research efforts have focused on developing parametric and non-parametric models. With regard to parametric models, the research has mainly focused on three models: the stochastic volatility (SV), stochastic volatility random jump (SVJ) and stochastic interest rate (SI) parametric models. All three models have been shown to be superior to the Black-Scholes model in out-of-sample pricing and hedging exercises (Bakshi, Cao, and Chen 1997) . Specifically, the SV model has been shown to have first-order importance over the Black-Scholes model (Gençay and Gibson 2009 ). The SVJ model further enhances the SV model for pricing short-term options, while the SI model extends the SVJ model in regards to the pricing of long-term options.
In general, scholarly efforts in the study of parametric models have tackled the issue of developing parsimonious price processes that are rich enough to encompass varying temporal shapes of the implied volatility surface. The initial modeling work was aimed at the one-factor stochastic volatility (Hull and White 1987) and the affine jump-diffusions (Bates 1996; Bakshi, Cao, and Chen 1997; Duffie, Pan, and Singleton 2000) models. However, these models have been found unable to capture the variability of the implied volatility surface. Consequently, various multi-factor models were introduced, which included affine (Bates 2000 (Bates , 2012 Christoffersen, Heston, and Jacobs 2009; Christoffersen et al. 2010a ) and non-affine (Christoffersen, Jacobs, and Mimouni 2010b) models.
Although parametric models appear to be successful in relaxing the assumptions that underlie the BlackScholes model, while simultaneously improving pricing accuracy, these models may exhibit some moneynessrelated biases for short-term options (Bakshi, Cao, and Chen 1997) . In addition, the pricing improvements produced by the parametric models are generally not robust and are inferior to non-parametric approaches (Gençay and Gibson 2009; Gradojevic, Gençay, and Kukolj 2009) . For example, the out-of-sample performance of an artificial NN model was compared to the SVJ, SI and SV parametric approaches for the S&P 500 stock market index over the 1989-1991 data span. The comparison concludes that the NN pricing model with the GARCH (1, 1) volatility dominates all parametric models. The nonparametric approaches to option pricing have also been used by Hutchinson, Lo, and Poggio (1994) , Garcia and Gençay (2000) , Qi and Maddala (1996) , Gençay and Qi (2001) , Andreou, Charalambous, and Martzoukos (2008) and Gençay and Altay-Salih (2003) .
In this vein, an overview of notable papers that have previously employed NNs for option pricing and hedging purposes spans the last 20 years. An early work by Malliaris and Salchenberger (1993) used transaction data for 1990 and priced call options written on the S&P 100 index. They found that NN models outperform the Black-Scholes model in about 50% of the cases considered, as measured by the mean-squared error. Similarly, Lajbcygier et al. (1996) developed hybrid NN option pricing models for the Australian Stock Exchange all ordinaries share-price index (SPI) futures options that could improve predictions and correct pricing biases of the Black-Scholes model. In these models, the target function for training NNs is the residual between the actual option market price and the parametric option price estimate. Lajbcygier (2004) extended this work to achieve accurate option prices that were constrained in such a way that pricing was rational at the optionpricing boundaries. The imposed constraints lead to statistically and economically significant out-of-sample performance relative to alternative conventional and non-constrained NN-based option pricing models.
The evidence that data partitioning could be useful was presented by Yao, Li, and Tan (2000) . Specifically, they forecasted option prices of the Nikkei 225 stock market index futures by using backpropagation NNs. The results suggested that in volatile markets an NN model dominates the traditional Black-Scholes model, while the latter model remained useful for pricing at-the-money options. They also stressed that a partition according to moneyness should be applied. This notion is related to the current paper where the partitioning is more refined and performed according to the multiple criteria method. Meissner and Kawano (2001) showed that a slight modification of the standard GARCH equation results in a good modeling of historical volatility. This input of the NN model was combined with other standard predictors of option prices on individual high-tech stocks such as the stock price, strike price, time to maturity, and interest rate. This resulted in an improved pricing performance relative to the Black-Scholes model. The modification of the volatility input to the GARCH (1,1) volatility proxy was also crucial for the success of the NN models in Gençay and Gibson (2009) . They argued that time-varying volatility can account for some of the non-normality in returns better than the parametric (SV or SVJ) models. The same research direction was followed by Zapart (2002) who proposed a dynamic volatility model based on wavelets and NNs. The pricing performance of the Black-Scholes and the dynamic volatility approach was studied for the individual stocks (AOL Time Warner, IBM and Motorola). The results concluded that the Black-Scholes model was inferior, especially over the periods characterized by high volatility and uncertainty. Amilon (2003) tested the pricing and hedging performance of the NN model for the daily Swedish stock index call options from 1997 to 1999. The rival models were the Black-Scholes settings with historical and implied volatility estimates. Comparisons revealed that the NN models outperformed the benchmarks in both pricing and hedging performances, although the results were sometimes insignificant at the 5% level. Such findings essentially confirmed Garcia and Gençay (2000) for an earlier data sample that ended in 1993.
Various variants of the NN models were recently introduced. For instance, Andreou, Charalambous, and Martzoukos (2010) applied an NN model in tandem with non-linear deterministic volatility regression functions to price the S&P 500 index call options from 2002 to 2004. It was found that the proposed model delivers theoretically consistent option prices and hedging parameters, while, as in Gençay and Gibson (2009) , its performance was superior to the that of the SV and SVJ models. Furthermore, Andreou, Charalambous, and Martzoukos (2014) showed that a non-linear specification of the implied volatility functions of the S&P 500 index options produced pricing models that were resilient to extreme market conditions and were as accurate as the SV and SVJ models. Quite recently, the dominance of NN option pricing models was confirmed for interest rate options (Chen and Sutcliffe 2012) . The hybrid NN model was statistically significantly superior to both the modified Black model and the standard NN model in pricing call and put options on Short Sterling futures. Finally, concerning the real-time pricing (and hedging) ability of NN models, von Spreckelsen, von Mettenheim, and Breitner (2014) demonstrated the effectiveness of the NN models that outperformed the closed-form benchmark model -the Black model. As a conclusion, von Spreckelsen, von Mettenheim, and Breitner (2014) suggested a regime-switching NN as a viable and robust enhancement of their model.
In this respect, the current paper represents a natural extension of Gradojevic, Gençay, and Kukolj (2009) and Gradojevic and Kukolj (2011) , whereas it offers a more sophisticated, multi-criteria setting. Moreover, it tests the pricing performance of a novel NN model architecture against its parametric rival models. The superiority of non-parametric NN models over the parametric ones may not always hold, since option prices may fluctuate over time according to economic conditions. Hence, the paper complements Gibson (2009), Andreou, Charalambous, and Martzoukos (2010) and Andreou, Charalambous, and Martzoukos (2014) in that it offers a "horse race" comparative exercise between regime-switching parametric and nonparametric NN models, while relying on the recent historical data.
Some other important contributions are the mixture of distributions model by Melick and Thomas (1997) and Bhat and Kumar (2012) , and the semi-parametric estimator by Aït-Sahalia and Lo (1998) . These models have shown sizable improvements in option pricing accuracy compared to the Black-Scholes model; however, their out-of-sample pricing is inferior to non-parametric modular NN models (Gradojevic, Gençay, and Kukolj 2009 ). Also, non-Gaussian approaches such as the affine jump-diffusion models (Carr and Wu 2004) 
Option pricing methodologies

Multi-criteria modular neural network
To explain the concept of a multi-criteria modular NN (MCMNN) modeling of option prices, it will be assumed that a function of four variables c t (c t = φ(x 1t , x 2t , x 3t , x 4t )+ε t ) is driven by different functions defined over known domains of x 1t , x 2t , x 3t , and x 4t , where t denotes the time index. Namely, the function φ(x 1t , x 2t , x 3t , x 4t ) can be written as a linear combination of functions c 1t , c 2t , …, c Mt as follows (Jang, Sun, and Mizutani 1997) :
This function can be approximated by a MCMNN (Figure 1) . A meaningful decomposition of the function φ(x 1t , …, x 4t ) would be to approximate it locally by M modules c 1t , c 2t , …, c Mt and then to sum the output of each module, while applying the appropriate weights ω 1 , ω 2 , …, ω M . In this work, a partitioning approach that sets only one ω i = 1, while all other ω k = 0 for k≠i, k = 1, …, M, is applied. This can be viewed as a "crude partitioning" of the (x 1t , …, x 4t ) space, i.e. the weights are redistributed to only one module at the time.
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Modules and weights are specified by using the moneyness (S t /K), implied volatility (σ IV ) and time to maturity (τ) criteria. The modules are feedforward (backpropagation) NNs and are in general estimated as:
In this example, s = 4 (i = 1, 2, 3, 4) and q k is the number of hidden nodes for the kth module. The single hidden and the output layers of the modules are characterized by two flexible classes of non-linearities: ψ k and g k , respectively. The backpropagation learning algorithm requires continuous differentiable non-linearities. The types used in this paper are the sigmoid logistic or hyperbolic tangent functions in the hidden layer, and the
Option price prediction 
More specifically, the out-of-sample predictions (C t /K) are generated from 18 different NN models that span the whole testing set.
linear function in the output layer. α kij and β kj denote appropriate connection weights between the adjacent layers for the modules. Subscripts 0 for α and β stand for NN biases. The option pricing formula is defined in the spirit of Hutchinson, Lo, and Poggio (1994) and Garcia and Gençay (2000) :
where C t is the call option price, S t is the price of the underlying asset, K is the strike price, τ is the time to maturity, r is the risk-free interest rate and σ IV is the implied volatility. Assuming the homogeneity of degree one of the pricing function φ with respect to S t and K, one can write the option pricing function as follows:
In general, options are often referred to as plain vanilla derivatives because their payoff (or price) is determined by the so-called underlying, which is in our case the S&P-500 stock market index. Call options are more profitable for the buyer when, ceteris paribus, the price of the underlying (S t ) increases or the strike price (K) decreases. Therefore, intuitively, these two variables must be integral parts of the option pricing formula. Further, when time to maturity (τ) increases, call options become more valuable. This is explained by the fact that it is more likely that the option will be in the money (S t -K > 0) and, thus, worthwhile exercising at maturity. The preceding explanatory variables are extended with the implied volatility and the risk-free interest rate that are considered standard inputs to an option pricing model. Similar model specifications and their variants have been used in Hutchinson, Lo, and Poggio (1994) , Garcia and Gençay (2000) , Gradojevic, Gençay, and Kukolj (2009), Andreou, Charalambous, and Martzoukos (2008) and Chen and Sutcliffe (2012) . The current paper opts for a conservative approach that utilizes standard input variables due to the fact that it aims to complement these contributions on a level playing field.
The pricing function φ is approximated by a MCMNN with 18 modules determined by the three criteria (S t /K, τ and σ IV ). The time to maturity cutoff points are selected as follows: τ < 0.1 (short-term options), 0.1 ≤ τ ≤ 0.2 (medium-term options) and τ > 0.2 (long-term options). 5 The selection of modules according to the moneyness criterion is performed as follows: (S t /K) < 0.98 (out-of-the-money options), 0.98 ≤ (S t /K) ≤ 1.02 (near-the-money options) and (S t /K) > 1.02 (in-the-money options). The implied volatility criteria classifies options across two ranges: σ IV ≤ 0.15 (low volatility options) and σ IV > 0.15 (high volatility options).
6 Thus, the pricing function is decomposed along the three dimensions into 18 separate non-linearities (3 × 3 × 2 = 18). The modules are trained independently on the data for the 18 option types and, during prediction, based on the values of x 1 , x 2 and x 3 , only one is active: Table 1 describes the modules specified over different ranges of S t /K, τ and σ IV that are used to estimate functions c kt (k = 1, …, 18). The choice of the number of modules, first, follows the logic of categorizing options based on maturity (short-term, medium-term, long-term), then, moneyness (out-of-the-money, near-the-money, in-the-money), and, finally, by their implied volatility (low, high). The breakpoints of the categories are adapted from Table 4 of Garcia and Gençay (2000) . Therefore, a "hard-partitioning" approach is used to choose both the number of modules and the cut-off points. This approach is by no means considered an optimal multi-criteria option pricing model and the goal of the paper is not to search for an optimal number of modules (and their boundaries). Rather, the intention is to demonstrate that even a crude multi-criteria classification scheme can result in a superior forecasting performance. Furthermore, this setting allows a thorough examination of the role of implied volatility in option pricing. 
Alternative estimators
The out-of-sample pricing performance of an MCMNN model is first compared to the Black-Scholes model. The Black-Scholes call prices (C t ) are computed using the standard formula:
where N is the cumulative normal distribution, S t is the price of the underlying asset, K is the strike price, τ is the time to maturity, r is the risk-free interest rate, and σ is the volatility of the underlying asset. A popular non-parametric alternative to NNs to estimate the pricing function is kernel regression (Aït-Sahalia and Lo 1998). In contrast to NNs, where observational errors are reduced by averaging the data based on a recursive error minimization procedure, for kernel regression this is achieved by local averaging (smoothing). The kernel method estimates the price based on the weighted sum of the information from the in-sample data. More specifically, given some vector (x 1t ; x 2t ; x 3t ; x 4t ), to estimate the price, more weight is assigned to the observations at locations that are closer to the vector. Suppose that an option pricing model has four regressors. In that case, the appropriate kernel pricing function would be constructed as a product of four univariate kernels. The usual trade-off between smoothness and goodness-of-fit is achieved by the choice of the bandwidth of the kernel function. Aït-Sahalia and Lo (1998) show that the kernel estimation errors for the SPD and option delta lie within one per cent of the theoretical values. The out-of-sample pricing performance of their model is also impressive and superior over the NN model. It is noteworthy that the kernel pricing function from Aït-Sahalia and Lo (1998) that is used for forecasting is semi-parametric. It is informed by dividend yield, τ, K, S t , risk-free interest rate, and non-parametrically estimated volatility. To forecast option prices out-of-sample, a semi-parametric kernel approach from Aït-Sahalia and Lo (1998) is The options are categorized based on maturity (short-term, medium-term, long-term), moneyness (out-of-the-money, near-themoney, in-the-money) and implied volatility (low volatility, high volatility). The three criteria generate the out-of-sample predictions that are estimated from a MCMNN with 18 modules. Specifically, ω i 's for all 18 modules are specified in the following fashion:
8 The MCMNN non-parametric model is conceptualized for pricing European options. As such, it is not appropriate for any discrete time applications. Nevertheless, for the short to medium maturities, when the early exercise feature of American options is not highly advantageous, the MCMNN model can be reasonably used for valuing American options (Brennan and Schwartz 1977) . There also exist less approximate methods that are based on combining a non-parametric model such as MCMNN with a path integral approach to option pricing (Morelli et al. 2004) or the Monte Carlo simulation (Kohler, Krzyzak, and Todorovic 2010). followed. First, implied volatilities were estimated based on futures price, the exercise price and time to maturity using the Nadaraya-Watson kernel estimator. Then, call option prices were computed from the estimated volatility function via the Black-Scholes formula.
Another competing model that is estimated is the Garcia and Gençay (2000)'s model with the hint. This model represents a generalizations of the Black-Scholes formula in the sense that the normal distribution function is replaced by another distribution function in an otherwise similarly shaped formula which stems from the convexity of the terminal payoff. The separation into blocks is consistent not only with the BlackScholes model, but also with an array of other models which keep the homogeneity property of the option pricing function. The homogeneity restriction is called a "hint". The "hint" involves utilizing additional prior information about the properties of an unknown (pricing) function that is used to guide the learning process. This information helps to avoid overfitting and improves the model's out-of-sample performance. In the context of Garcia and Gençay (2000) , this means breaking up the pricing function into four parts, controlled by x 1 (S t /K), x 2 (τ), x 3 (σ IV ) and x 4 (r). Each part contains a cumulative distribution function which is estimated non-parametrically through NN models: 
where θ denotes the parameters of the NN model that are to be estimated (β and γ) and d is the number of hidden units in the NN model, which is set according to the best performing NN model in terms of the magnitude of the mean-squared prediction error (MSPE) on the validation data. To control for possible sensitivity of the NNs to the initial parameter values, the estimation is performed from ten different random seeds and the average MSPE values are reported. The averaging approach is also applied to the MCMNN model and the average measures of forecasting performance are reported. The statistical significance of the difference in the out-of-sample (testing set) performance of alternative models is tested using the Diebold-Mariano test (Diebold and Mariano 1995) . The null hypothesis that there is no difference in the MSPE of the two alternative models is tested. 
Results
Data
The data are provided by DeltaNeutral and represent the daily S&P 500 index European call option prices, taken from the Chicago Board Options Exchange. Call options across different strike prices and maturities are first considered for 2012. 10 Since it is one of the deepest and the most liquid option markets in the United States, the S&P 500 index option market is sufficiently close to the theoretical setting of the Black-Scholes 9 West (1996) argued that the Diebold and Mariano (1995) statistic is potentially unreliable. More precisely, forecast errors can be both serially and contemporaneously correlated. However, in relatively large samples such as the options data at hand, the statistical power of the test increases and should not be a source of concern. 10 An extended data set for 1990-1993 and 2010-2012 is used in Sub-section 4.3. model. The implied volatility used in the estimations is a proprietary mean estimate provided by DeltaNeutral. The risk-free rate is approximated by the monthly yield of the U.S. Treasury bills.
To reduce the size of the data set, options with zero volume on a given day were eliminated, and, due to theoretical considerations, the focus was only on the near-the-money options (with strike prices between 95% and 105% of the underlying S&P 500 index). The data were divided into three parts: the first two quarters of 2012 (estimation data), third quarter of 2012 (validation data) and fourth quarter of 2012 (testing data). This produced the following non-overlapping sub-samples: -Training sample: 15,001 observations; -Validation sample: 10,542 observations; -Testing sample: 10,457 observations. The optimal NN architecture for each module is determined from the out-of-sample performance on the validation set with respect to the MSPE. To keep the complexity of the NNs close to Garcia and Gençay (2000) and Gradojevic, Gençay, and Kukolj (2009) , the modules are single hidden layer NNs with either sigmoid logistic or hyperbolic tangent activation functions.
11 Hence, the search for an optimal NN architecture involves specifying the number of hidden nodes (from 1-15 hidden nodes) and their activation functions. This approach to selecting the complexity of the NNs based on their performance in an out-of-sample validation period was also adopted by Garcia and Gençay (2000) and Gradojevic, Gençay, and Kukolj (2009) .
The parameters are estimated using the standard Levenberg-Marquardt algorithm, such as in Hutchinson, Lo, and Poggio (1994) , Chen and Sutcliffe (2012) and Gradojevic, Gençay, and Kukolj (2009) . This optimization algorithm is considered the fastest backpropagation algorithm for training moderate-sized feedforward NNs. Overfitting is prevented by early stopping, i.e. stopping the training process when the validation set error starts to increase Gençay and (Gençay and Qi 2001) . To control for possible sensitivity of the NNs to the initial parameter values, the training is performed from ten different random seeds and the average MSPE and the mean absolute percentage error (MAPE) values are reported. Table 2 presents the pricing, out-of-sample performance of the MCMNN model with 18 modules. The average pricing errors with respect to the average MSPE of each module is also reported. The total average MSPE is 0.102 × 10 -4 , which is comparable to the most accurate performances for the S&P 500 call options in Garcia and Gençay (2000) and Gradojevic, Gençay, and Kukolj (2009) . The MSPEs across the modules, however, exhibit some variability, with the largest errors observed in modules (6), (8) and (9), which are underlined in the table. It appears that pricing biases arise mainly due to the difficulties in pricing specific moneyness and volatility (in-the-money, low volatility options). The most elusive option type to price is an in-the-money, low volatility, long-term option (module 9). The median values of the errors confirm the findings, while the large standard deviation values for modules (6) and (9) can be interpreted as a substantial instability in the performance of NN models in those modules.
MCMNN model specifications
To investigate in more detail the pricing biases of the MCMNN model, Figure 2 plots all out-of-sample , , 10,457) t t c c t pricing errors on the Z-axis in a three-dimensional space against the following predictors on the X-and Y-axes: 1) implied volatility (σ IV ) and maturity (τ) in Panel A, 2) implied volatility (σ IV ) and moneyness (S t /K) in Panel B, and 3) maturity (τ) and moneyness (S t /K) in Panel C. Panel A of Figure 2 shows relatively large pricing biases for the low volatility options. Panel B confirms that the low implied volatility options are difficult to price, but it also points to another source of large pricing errors, namely the in-the-money options. The area of large pricing errors due to moneyness and volatility is represented in Panel B by a sizeable vertical spike. As the area of mispricing in the last panel is located identically, it can be concluded that the biases related to moneyness are systematic. In all, the model frequently misprices some inthe-money and low volatility options, while the degree of mispricing seems unrelated to the maturity. Hence, the shape of the error surface in Figure 2 complements the above analysis based on Table 2 . Table 3 compares the out-of-sample pricing performance of the MCMNN model with 18 modules, the NN model with the hint, the kernel pricing model from Aït-Sahalia and Lo (1998) and the Black-Scholes model in terms of the MSPE and MAPE performance measures. The MCMNN and the NN model with the hint models are estimated ten times from ten different sets of starting values and the average MSPE and MAPE are reported. The pricing errors uncover the superiority of the MCMNN approach, followed by the NN model with the hint as the best alternative. The Black-Scholes model performed especially poorly and its pricing performance was statistically significantly worse (at the 1% significance level) according to the Diebold-Mariano statistic than the non-parametric models. The pricing performance of the MCMNN model in the fourth quarter is remarkable considering that the third quarter (validation) data are not included in the training set. 13 Next, to gain additional insight into the generalization properties of the MCMNN model, its pricing ability is compared to all variants of the model that employ two classification criteria. This exercise will also provide 13 Similar pricing performance was obtained by using the third and the fourth quarter of 2012 as training data, the second quarter as validation data and the first quarter as testing data. This "reverse" pricing exercise demonstrated the robustness of the MCMNN methodology. For brevity reasons, the results are not included in the current paper, but they can be obtained from the author by request. a rationale for extending an MNN model to a MCMNN model. Three classification schemes with nine modules each are considered: 1) MNN with moneyness (S t /K) and volatility (σ IV ) classification criteria, 2) MNN with maturity (τ) and volatility (σ IV ) classification criteria, and 3) MNN with moneyness (S t /K) and maturity (τ) classification criteria. The first specification uses the two variables that produced the largest pricing biases in the MCMNN model and its pricing errors for the modules are listed in Table 4 . The overall average MSPE can be found in the bottom-left corner of the table and it is substantially greater than the one for the MCMNN model. Clearly, the average MSPE is inflated by the poor pricing of the in-the-money, low volatility options (module 3). Hence, for this MNN specification, it is beneficial to extend the set of classification criteria with the maturity variable to a MCMNN model. With the second MNN variant, the goal is to improve upon the first model variant. This is to a certain extent expected because one of the problematic classification criteria (moneyness) is replaced by the "well-behaved" maturity classification criterion. This resulted in a reduction of the average MSPE from 0.357 × 10 -4 to 0.153 × 10 -4 (Table 5) . Nevertheless, the pricing error is still greater than the MCMNN model's error. Module (3) involved a relatively large average MSPE that contributed the most to the deterioration of the model's performance. It can be concluded that the long-term, low volatility options are somewhat difficult to price. Noteworthy, it is advantageous to extend the MNN model with an additional classification criterion, which increases the pricing accuracy. The last MNN variant utilizes the most informative classification criteria (moneyness and maturity) that do not seem to exhibit the strongest pricing biases. Table 6 suggests that this improves the average overall , which becomes smaller than that of the MCMNN model. Although the pricing improvement relative to the MCMNN model is marginal (roughly 2.5%), the results stress that increasing the classification complexity does not necessarily imply superior performance. Therefore, supplying an uninformative classification criterion such as the volatility to an MNN model may worsen its generalization ability.
Based on the above results, it is apparent that, for a given set of model inputs, the choice of the classification scheme is vital for the MCMNN model's superior performance. This evidence is in line with some other studies that focused on pricing of certain types of options (i.e. deep out-of-the-money options) and found that the classification of the data increases the pricing accuracy of the NN models (Gençay and AltaySalih 2003; Bennell and Sutcliffe 2004) . However, as shown in Table 6 , one has to be cautious when using available domain knowledge to identify modules. Over-classification may result in pricing biases due to an inappropriate partitioning of the input space and potentially insufficient amount of training data in certain modules.
Robustness and comparative performance
This sub-section tests the robustness of the proposed MCMNN model with respect to the time period and more sophisticated competing parametric models (SV and SVJ). The sample is extended to include 2010, 2011 and 2012, along with 1990, 1991, 1992 and 1993 . Older data are used for the comparison with other relevant option pricing studies such as Garcia and Gençay (2000) and Gradojevic, Gençay, and Kukolj (2009) . The data source remained DeltaNeutral. The findings are summarized in Table 7 where the out-of-sample pricing performance on the last quarter of each year is reported for the BS model, SV model, SVJ model, and MCMNN model with 18 modules.
Before the results are explained, a discussion on the numerical implementation of rival models warrants attention. During the calibration of the SV and SVJ models potential problems with the choice of initial parameter values have been encountered. For such a reason, a global optimization algorithm called adaptive simulated annealing (ASA) is used as it provides computational efficiency and accuracy (Ingber 1996) . Estimations of the structural parameters for the SV and SVJ models and the implied spot variance are based on all available call options on a given day (Bakshi, Cao, and Chen 1997; Gençay and Gibson 2009) . Essentially, the squared differences between vanilla option market prices and that of the model are minimized over the parameter space. Then, out-of-sample prices are calculated for the following day. In order to calculate the measures of forecast accuracy (MSPE and MAPE), this adaptive procedure is repeated for all days in the testing set. Clearly, such an approach that relies on the previous day's information puts the MCMNN model at an unfair disadvantage, because the MCMNN model relies on the data from the first two quarters, with no "rolling" information updates. Yet, in terms of computational times for estimation (calibration) and forecasting, the MCMNN model performs substantially faster. Overall, the results suggest that the MCMNN model prices more accurately than its parametric counterparts consistently across all years. Although more data was used for computations in the recent years, the prediction performance of all models is markedly worse in 2010, 2011 and 2012, relative to the 1990s. These difficulties in option pricing were likely the result of the structural breaks in 2008 (the U.S. subprime mortgage crisis) and 2010 (the European sovereign debt crisis). Likewise, in 1990, when the stock market crash of 1987 still resonated, pricing errors were greater than in 1991, 1992 and 1993. Among the parametric models, the SVJ model appears the most accurate. The relative success of the SVJ model can be attributed to its additional flexibility provided by the jump component, which tackles the skewness and excess kurtosis in the data. Overall, the SVJ model provides a better out-of-sample fit in comparison to the SV model and the BS model. These results are consistent with Bakshi, Cao, and Chen (1997) and Gençay and Gibson (2009) . 
Conclusions
The purpose of this paper is to propose an extension of the MNN model to a multi-criteria setting called the MCMNN model. This model is estimated for the S&P 500 European call options in 1990-1993 and 2010-2012 . The use of recent data is advantageous since it allows for a comparative study across an array of competing models such as the feedforward NN model with the "hint" (Garcia and Gençay 2000) , the semi-parametric model of Aït-Sahalia and Lo (1998), the two-criteria MNN model (Gradojevic, Gençay, and Kukolj 2009 ), the SV model, the SVJ model, and the standard Black-Scholes model. Also, it provides a valuable insight into the models' out-of-sample performance relative to the past studies in the field of option pricing. The findings show that the MCMNN approach yields substantial pricing improvements over all the competing models. In general, there are two possible explanations for the superiority of NN models: flexible functional forms that capture non-normality of return distributions and the adaptive learning ability (Gençay and Gibson 2009) . The accuracy of the model is, however, somewhat plagued by certain biases that arise from the implied volatility classification criterion. These biases are most pronounced when estimating the in-themoney, low volatility options that prove to be the most difficult to price. In all, the evidence favors the multicriteria classification, but warns that the classification criteria have to be selected with care. Another point that requires further consideration is the amount data available for training of individual modules. Setting too many classification criteria reduces the size of the training set and may impede the learning ability of the NN models in some modules. Thus, it is of utmost importance to balance the complexity of the model with its forecasting ability. Yet, the success of the MCMNN model rests upon its multi-dimensional modularity feature that allows NNs to "specialize" in pricing certain types of options.
With all the preceding issues in perspective, it can be concluded that the idea of multi-dimensional modularity represents a promising research route and its potential applicability should not be limited only to option pricing. Furthermore, the current paper's choice for the number of classification criteria, the number of modules and the breakpoints between the modules is arbitrary, but sensible and intuitive in the context of pricing financial options. Consequently, in future research, the attention should be placed on classification algorithms and selection of modules based on "intelligent" methodologies from the statistical learning theory.
