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Based on Rayleigh–Ritz procedure, a new method is proposed for a few eigenpair partial
derivatives of large matrices. This method simultaneously computes the approximate
eigenpairs and their partial derivatives. The linear systems of equations that are solved
for eigenvector partial derivatives are greatly reduced from the original matrix size. And
the left eigenvectors are not required. Moreover, errors of the computed eigenpairs and
their partial derivatives are investigated. Hausdorff distance and containment gap are
used to measure the accuracy of approximate eigenpair partial derivatives. Error bounds
on the computed eigenpairs and their partial derivatives are derived. Finally numerical
experiments are reported to show the efficiency of the proposed method.
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1. Introduction
Let p = (p1, . . . , pN)T ∈ RN , and A(p) ∈ Cn×n be analyticalmatrix-valued function on a neighbourhoodN (p∗) of p∗ ∈ RN .
We consider the computation of partial derivatives of eigenvalues and eigenvectors of the following eigenvalue problem:
A(p)x(p) = λ(p)x(p), λ(p) ∈ C, x(p) ∈ Cn. (1.1)
In structural optimization, many analyses of a system are generally carried out until a satisfactory outcome is achieved.
A full dynamic analysis for a system is expensive and time consuming. Hence, it is desirable to enable rapid reanalysis of
the modified system as a result of the changes in the system parameters. Partial derivatives of eigenpairs with respect to
system parameters play an important role in such studies because these partial derivatives help to avoid repeated analysis
of system. Also eigenpair partial derivatives are essential to finding search directions when gradient-based mathematical
programming methods are used for optimizing the design of system. In addition, eigenpair partial derivatives are very
useful in model updating and damage detection. For structural control system, eigenpair partial derivatives have direct
application for system identification and robust performance tests. Because of such widespread applications of eigenpair
partial derivatives, many papers have been focused on the computation of partial derivatives ∂λ(p
∗)
∂pj
and ∂x(p
∗)
∂pj
of (1.1).
Nelson [1] proposed an effective method which yields the exact solutions of eigenpair partial derivatives by only using
the eigenpairs under consideration. This method is well-accepted. However, it requires the left eigenvectors. [2] computes
eigenpair partial derivatives by solving (n + 1) × (n + 1) linear systems, which avoids the use of left eigenvectors and is
not limited to the standard eigenvalue problem. Fox and Kapoor [3] presented eigenvector partial derivatives as a series of
eigenvectors. Nevertheless, this method requires all eigenvectors of system, and hence the computational cost is expensive.
Wang [4], Augkün [5] etc. improved the method of Fox and Kapoor, and computed eigenvector partial derivatives using a
part of eigenvectors. Rudisill and Chu [6] first proposed an iterative method for eigenpair partial derivatives. Andrew [7]
analysed this method, and provided a simultaneous iterative method to calculate a few eigenpair partial derivatives.
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Most of above-mentioned methods are unsatisfactory for computing partial derivatives of many eigenpairs of large
matrix. However, in many cases the system has a large size and a number of eigenpair partial derivatives are required.
In this paper, we propose a new method to approximately compute partial derivatives of many eigenpairs of large matrix.
It is well-known that Rayleigh–Ritz procedure is an efficient technique to compute many eigenpairs of large matrix.
Extending Rayleigh–Ritz procedure of matrix to matrix-valued function, we define Rayleigh–Ritz procedure of matrix-
valued function. By Rayleigh–Ritz procedure of matrix-valued function, linear systems of equations that are solved for
eigenvector partial derivatives are greatly reduced from the original matrix size. And the left eigenvectors are not required.
Moreover, our method simultaneously computes eigenpairs and their partial derivatives. Thus the computational cost is
economized.
In Section 2, our newmethod is proposed for simultaneous computation of eigenpairs and their partial derivatives. Errors
of the computed eigenpairs and their partial derivatives is analysed in Section 3. In Section 4, numerical experiments are
given to demonstrate the validity and efficiency of the proposed method.
Throughout this paper, we use the following notations. Un denotes the set of all n × n unitary matrices. Pi,j is the
permutation matrix resulted by permuting i-th column and j-th column of identity matrix. A∗ denotes the conjugate
transpose of matrix A, and A−∗ = A−1∗. σmin (A) , σmax(A) respectively stand for the minimal and maximal singular values
of matrix A. k2(A) is the spectral condition number of matrix A.Λ(A) is the set of all eigenvalues of matrix A. ∥ · ∥2 denotes
the Euclidean vector norm and the spectral matrix norm. dim(V) is the dimension of subspaces V . θ (W,V) denotes the
angle of subspacesW and V .
2. The proposed method
Suppose that λ1, . . . , λk are the first k eigenvalues of A(p∗) with some feature such as the k algebraically smallest
eigenvalues or the k algebraically largest eigenvalues, and λ1, . . . , λk are all simple, and x1, . . . , xk are respectively
eigenvectors corresponding to λ1, . . . , λk with ∥xi∥2 = 1(i = 1, . . . , k). By [8], there exists a neighbourhood N1(p∗) ⊆
N (p∗) of p∗ and k functions λ1(p), . . . , λk(p) and k vector-valued functions x1(p), . . . , xk(p) ∈ Cn, such that λi(p), xi(p)(i =
1, . . . , k) are analytical onN1(p∗), and λi(p∗) = λi, xi(p∗) = xi(i = 1, . . . , k), and
A(p)xi(p) = λi(p)xi(p), i = 1, . . . , k. (2.1)
Without loss of generalization, we still denoteN1(p∗) asN (p∗). In this section, a newmethod is proposed to approximately
compute λi, xi,
∂λi(p∗)
∂pj
,
∂xi(p∗)
∂pj
(i = 1, . . . , k).
2.1. Main idea
In order to determine eigenvector partial derivatives, normalization conditions are usually imposed on eigenvectors. In
this paper, eigenvectors are normalized so that
x∗i xi(p) ≡ 1, p ∈ N (p∗). (2.2)
Differentiating (2.1), (2.2) with respect to pj results in
A(p∗)− λiI
 ∂xi(p∗)
∂pj
− ∂λi(p
∗)
∂pj
xi = −∂A(p
∗)
∂pj
xi, (2.3)
x∗i
∂xi(p∗)
∂pj
= 0. (2.4)
Eq. (2.3) is often called the governing equation for eigenpair partial derivative.When k eigenpairs and their partial derivatives
of A(p) at p∗ are desired, one needs to compute k eigenpairs of large matrix A(p∗) and solve k large linear systems (2.3) and
(2.4). The main aim of our method is to effectively reduce the size of large eigenvalue problem and large linear systems.
It is well-known that Rayleigh–Ritz procedure is an efficient technique to compute a few eigenpairs of large matrix. By
extending Rayleigh–Ritz procedure to matrix-valued function, we may define Rayleigh–Ritz procedure of matrix-valued
function. Based on Rayleigh–Ritz procedure of matrix-valued function, our method is presented.
Let V ⊆ Cn be a subspace with dimension r (k ≤ r ≤ n). We define Rayleigh–Ritz procedure of A(p) as follows.
1. Compute an orthogonal basis V for V .
2. Compute H(p) = V ∗A(p)V .
3. Let (θi(p), yi(p)) (i = 1, . . . , k) be eigenpairs of H(p), where θi = θi(p∗)(i = 1, . . . , k) have the same feature as
the feature of eigenvalues λi(i = 1, . . . , k) of A(p∗). Denote yi = yi(p∗)(i = 1, . . . , k). We normalize eigenvectors
yi(p)(i = 1, . . . , k) so that
y∗i yi(p) ≡ 1, p ∈ N (p∗). (2.5)
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4. Let
x˜i(p) = Vyi(p), i = 1, . . . , k. (2.6)
We take

θi(p), x˜i(p)

(i = 1, . . . , k) as the approximations to (λi(p), xi(p)) (i = 1, . . . , k).
Denote x˜i = x˜i(p∗). Observe that performing Rayleigh–Ritz procedure of A(p) at p∗ leads to Rayleigh–Ritz procedure
of matrix A(p∗). Hence, Ritz-pairs

θi, x˜i

(i = 1, . . . , k) are the approximations to (λi, xi) (i = 1, . . . , k). Clearly, the
approximations to (λi, xi) (i = 1, . . . , k) are obtained by solving the partial eigensolutions of small matrixH (p∗). In order to
improve the accuracy of

θi, x˜i

, it is evident that V should be constructed to contain a good approximation to the invariant
subspace of A(p∗) corresponding to λ1, . . . , λk.
Now we consider the computation of approximate eigenpair partial derivatives. Recall that λ1, . . . , λk are all simple.
Hencewemay assume that θ1, . . . , θk are all simple eigenvalues ofH(p∗). Otherwise, θ1, . . . , θk are not good approximation
to λ1, . . . , λk, and V should be reconstructed. Thus by [8], θi(p), yi(p)(i = 1, . . . , k) are analytical on some neighbourhood
N (p∗) of p∗. Hence, x˜i(p)(i = 1, . . . , k) are analytical onN (p∗). According to Rayleigh–Ritz procedure of A(p), we may take
the partial derivative

∂θi(p∗)
∂pj
,
∂ x˜i(p∗)
∂pj

as the approximation to

∂λi(p∗)
∂pj
,
∂xi(p∗)
∂pj

. From (2.6), we have
∂ x˜i(p∗)
∂pj
= V ∂yi(p
∗)
∂pj
, i = 1, . . . , k. (2.7)
Hence, computation of approximate eigenpair partial derivatives

∂θi(p∗)
∂pj
,
∂ x˜i(p∗)
∂pj

(i = 1, . . . , k) is reduced to the
computation of

∂θi(p∗)
∂pj
,
∂yi(p∗)
∂pj

(i = 1, . . . , k), which are just the partial derivatives of eigenpairs of small matrix H(p)
at p∗. In this paper, we use the method of [2] to compute eigenpair partial derivatives of H(p) at p∗. Note that yi(p) satisfies
the normalization condition (2.5). Thus,

∂θi(p∗)
∂pj
,
∂yi(p∗)
∂pj

(i = 1, . . . , k) can be obtained by solving (r + 1)× (r + 1) linear
systems as follows.

θiI − H(p∗) yi
y∗i 0

∂yi(p∗)
∂pj
∂θi(p∗)
∂pj
 =
∂H(p∗)∂pj yi
0
 . (2.8)
As a result, by solving k small linear systems of size (r + 1) × (r + 1)(r ≪ n) we get the approximations to the desired
eigenpair partial derivatives.
2.2. Our algorithm
Our complete algorithm for the approximate computation of (λi, xi) ,

∂λi(p∗)
∂pj
,
∂xi(p∗)
∂pj

(i = 1, . . . , k) are described as
follows.
Algorithm 1.
1. Choose a subspaceV ⊆ Cn with dim(V) = r(k ≤ r ≤ n), and choose a matrix V ∈ Cn×r such that V ∗V = Ir ,R(V ) = V;
2. Compute H(p∗) = V ∗A(p∗)V , ∂H(p∗)
∂pj
= V ∗ ∂A(p∗)
∂pj
V ;
3. Compute the k eigenpairs (θi, yi) (i = 1, . . . , k) of H(p∗) with ∥yi∥2 = 1(i = 1, . . . , k), where θ1, . . . , θk have the same
feature as the eigenvalues λ1, . . . , λk of A(p∗);
4. If θ1, . . . , θk are all simple, go to step 5; Otherwise, V should be reconstructed, and go to step 1;
5. Compute x˜i = Vyi(i = 1, . . . , k), then Ritz-pairs

θi, x˜i

(i = 1, . . . , k) are the approximations to (λi, xi) (i = 1, . . . , k);
6. Compute

∂θi(p∗)
∂pj
,
∂yi(p∗)
∂pj

(i = 1, . . . , k) by solving (2.8);
7. Compute ∂ x˜i(p
∗)
∂pj
(i = 1, . . . , k) by (2.7), then

∂θi(p∗)
∂pj
,
∂ x˜i(p∗)
∂pj

(i = 1, . . . , k) are the approximations to
∂λi(p∗)
∂pj
,
∂xi(p∗)
∂pj

(i = 1, . . . , k).
In step 1, we use the following technique to choose the subspaceV . If a subspaceV0 is known to be a good approximation
to the invariant subspace of A(p∗) corresponding to λ1, . . . , λk, then V is chosen as V0. Otherwise, V is constructed by the
implicitly restarted Arnoldi method(IRAM) [9,10].
3. Properties of the proposed method
In this section, wewill first show that eigenvectors and their partial derivatives computed by Algorithm 1 are nonunique,
and then estimate the errors of approximate eigenpairs and their partial derivatives obtained by Algorithm 1.
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3.1. Nonuniqueness
Let λi be a simple eigenvalue of A(p∗). Clearly, the unit eigenvectors of A(p∗) corresponding to λi are nonunique. Let
A(p∗)xi = λixi, A(p∗)zi = λizi, ∥xi∥2 = ∥zi∥2 = 1. Then there exists l ∈ C such that
xi = lzi, |l| = 1.
Further from (2.3), (2.4), we see that ∂λi(p
∗)
∂pj
is independent on the choice of the eigenvectors of A(p∗) corresponding to
λi, and
∂xi(p∗)
∂pj
= l∂zi(p
∗)
∂pj
.
That is to say, the eigenvectors and their partial derivatives corresponding to λi with normalization condition (2.2) may vary
within a unit modular multiplier. For any fixed simple eigenvalue λi of A(p∗) and j ∈ {1, . . . ,N}, we use Fj (λi) to stand for
the set of all eigenvector partial derivatives of A(p) corresponding to λi with respect to pj satisfying condition (2.4), and
denote
Dj (λi) =

∂λi(p∗)
∂pj
,
∂xTi (p
∗)
∂pj
T
∈ Cn+1
 ∂xi(p∗)∂pj ∈ Fj (λi)

.
From above analysis, we know that for any fixed

∂λi(p∗)
∂pj
,
∂xTi (p
∗)
∂pj
T
∈ Dj (λi),
Fj (λi) =

k
∂xi(p∗)
∂pj
 |k| = 1, k ∈ C ,
Dj (λi) =

∂λi(p∗)
∂pj
, k
∂xTi (p
∗)
∂pj
T  |k| = 1, k ∈ C

. (3.1)
Next, we discuss the uniqueness of numerical results obtained by Algorithm 1.
It is easily seen that for a fixed V ∈ Cn×r in step 1, eigenvectors yi(i = 1, . . . , k) and their partial derivatives
∂yi(p∗)
∂pj
(i = 1, . . . , k) of H(p∗) may vary within a unit modular multiplier. Hence, x˜i, ∂ x˜i(p∗)∂pj (i = 1, . . . , k) also may vary
within a unit modular multiplier. Furthermore, for a fixed subspace V ⊆ Cn and two different matrices V1, V2 with
V ∗1 V1 = V ∗2 V2 = Ir ,R(V1) = R(V2) = V , we have the following result.
Theorem 1. Suppose that V ⊆ Cn is the subspace in step 1 of Algorithm 1, and V1, V2 ∈ Cn×r , V ∗1 V1 = V ∗2 V2 = Ir ,R(V1) =
R(V2) = V . Let

θ
(1)
i , x˜
(1)
i

(i = 1, . . . , k) and

∂θ
(1)
i (p
∗)
∂pj
,
∂ x˜(1)i (p
∗)
∂pj

(i = 1, . . . , k) be the approximate eigenpairs and their
partial derivatives computed by Algorithm 1 with V1, and

θ
(2)
i , x˜
(2)
i

(i = 1, . . . , k) and

∂θ
(2)
i (p
∗)
∂pj
,
∂ x˜(2)i (p
∗)
∂pj

(i = 1, . . . , k)
be the approximate eigenpairs and their partial derivatives computed by Algorithm 1 with V2. Then there exist k unit complex
numbers l1, . . . , lk and a permutation π of {1, . . . , k} such that for i = 1, . . . , k,
θ
(2)
π(i) = θ (1)i , x˜(2)π(i) = lix˜(1)i ,
∂θ
(2)
π(i)(p
∗)
∂pj
= ∂θ
(1)
i (p
∗)
∂pj
,
∂ x˜(2)π(i)(p
∗)
∂pj
= li ∂ x˜
(1)
i (p
∗)
∂pj
.
Proof. For convenience, H(p∗), ∂H(p
∗)
∂pj
, θi, yi computed by Algorithm 1 with matrix V1 are respectively denoted by
H1(p∗), ∂H1(p
∗)
∂pj
, θ
(1)
i , y
(1)
i , and H(p
∗), ∂H(p
∗)
∂pj
, θi, yi computed by Algorithm 1 with matrix V2 are respectively denoted by
H2(p∗), ∂H2(p
∗)
∂pj
, θ
(2)
i , y
(2)
i .
Evidently, there exists an unitary matrix G ∈ C r×r such that
V2 = V1G. (3.2)
Hence,
H2(p∗) = G∗H1(p∗)G, ∂H2(p
∗)
∂pj
= G∗ ∂H1(p
∗)
∂pj
G. (3.3)
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From (3.2) and the first equation in (3.3), it is easily seen that there exists a permutation π of {1, . . . , k} and k unit complex
numbers l1, . . . , lk such that
θ
(2)
π(i) = θ (1)i , y(2)π(i) = liG∗y(1)i , x˜(2)π(i) = lix˜(1)i , i = 1, . . . , k.
Observe that (2.8) shows
H˜(1)i

∂y(1)i (p
∗)
∂pj
∂θ
(1)
i (p
∗)
∂pj
 = f (1)i , H˜(2)i

∂y(2)π(i)(p
∗)
∂pj
∂θ
(2)
π(i)(p
∗)
∂pj
 = f (2)i , (3.4)
where matrices
H˜(1)i =

θ
(1)
i I − H1(p∗) y(1)i
y(1)i
∗
0

, H˜(2)i =
θ (2)π(i)I − H2(p∗) y(2)π(i)
y(2)π(i)
∗
0
 ,
f (1)i =
∂H1(p∗)∂pj y(1)i
0
 , f (2)i =
∂H2(p∗)∂pj y(2)π(i)
0
 .
Let Ki = diag (liG∗, 1) , Li = diag (G/li, 1). Note that KiH˜(i)1 Li = H˜(i)2 , Kif (1)i = f (2)i . Hence, from the first equation in (3.4) we
see that
H˜(i)2

liG∗
∂y(1)i (p
∗)
∂pj
∂θ
(1)
i (p
∗)
∂pj
 = f (2)i .
By [11], we know that H˜(i)2 is nonsingular. Thus, combining above equation with the second equation in (3.4) and further
using (2.7), (3.2), we get
∂θ
(2)
π(i)(p
∗)
∂pj
= ∂θ
(1)
i (p
∗)
∂pj
,
∂y(2)π(i)(p
∗)
∂pj
= liG∗ ∂y
(1)
i (p
∗)
∂pj
,
∂ x˜(2)π(i)(p
∗)
∂pj
= li ∂ x˜
(1)
i (p
∗)
∂pj
. 
Theorem 1 shows that for any fixed subspace V ⊆ Cn, the approximate eigenvalues and their partial derivatives
computed by Algorithm 1 are unique, however, the approximate eigenvectors and their partial derivatives computed by
Algorithm 1 are dependent on the choice of orthonormal basis ofV . Given any fixedV ⊆ Cn, i ∈ {1, . . . , k}, j ∈ {1, . . . ,N},
we use F˜j(V, i) to stand for the set of all
∂ x˜i(p∗)
∂pj
computed by Algorithm 1with all matrices V satisfyingR(V ) = V, V ∗V = Ir
and use D˜j(V, i) to stand for the set of all

∂θi(p∗)
∂pj
,
∂ x˜Ti (p
∗)
∂pj
T
computed by Algorithm 1 with all matrices V satisfying
R(V ) = V, V ∗V = Ir . Then it is easily seen from Theorem 1 that for any fixed

∂θi(p∗)
∂pj
,
∂ x˜Ti (p
∗)
∂pj
T
∈ D˜j(V, i),
F˜j(V, i) =

k
∂ x˜i(p∗)
∂pj
 |k| = 1, k ∈ C ,
D˜j(V, i) =

∂θi(p∗)
∂pj
, k
∂ x˜Ti (p
∗)
∂pj
T  |k| = 1, k ∈ C

. (3.5)
3.2. Error estimation
In this part, error bounds on the computed eigenpairs and their partial derivatives will be given. Throughout the
remainder, we make the following assumptions:
(1) p = (p1, . . . , pN)T ∈ RN , and A(p) ∈ Cn×n is matrix-valued function analytical on a neighbourhoodN (p∗) of p∗ ∈ RN ;
(2) (λi, xi) (i = 1, . . . , k) are eigenpairs of A(p∗)with ∥xi∥2 = 1(i = 1, . . . , k), and λ1, . . . , λk are all simple;
(3) W is invariant subspace of A(p∗) corresponding to λ1, . . . , λk, and V is the subspace in step 1 of Algorithm 1 with
dim(V) = k, and α = θ(W,V).
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Note that both eigenpair partial derivatives and approximate eigenpair partial derivatives computed by Algorithm 1 are
nonunique. We may measure the errors of computed eigenpair partial derivatives by Hausdorff distance as follows.
Definition 1 ([12]). LetA,B ⊆ Cn be non-empty bounded closed sets. The quantity
d(A,B) = max

sup
a∈A
inf
b∈B ∥a− b∥2, supb∈B infa∈A ∥a− b∥2

is called Hausdorff distance ofA andB.
Theorem 2. Let W ∈ Cn×k with W ∗W = Ik,R(W ) = W , and let S = W ∗A(p∗)W. Then
(1) there exists a permutation π of {1, . . . , k} such thatλj − θπ(j) ≤ 4∥A(p∗)∥2 (2+ tanα)1− 1k (tanα) 1k , e1(α), j = 1, . . . , k; (3.6)
(2) Let
U∗i A(p
∗)Ui =

λi a∗i
O Bi

, i = 1, . . . , k,
where Ui ∈ Un, ai ∈ Cn−1, Bi ∈ C (n−1)×(n−1). Denote σmin (Bi − λiI) = σi. If
1+ 5∥ai∥2
σi

sinα ≤ σi
15∥A(p∗)∥2 , (3.7)
then
sin θ

R(xi),R

x˜π(i)
 ≤ 12∥A(p∗)∥2 sinα
σi
; (3.8)
(3) Denote the argument of

∂ x˜π(i)(p∗)
∂pj
,
∂xi(p∗)
∂pj

as βi. Then there exist ξi = eiβi ∂xi(p∗)∂pj ∈ Fj(λi) and

∂λi(p∗)
∂pj
, ξ Ti
T ∈ Dj (λi)
such that
d

Fj(λi), F˜j(V, π(i))
 = ∂ x˜π(i)(p∗)∂pj − ξi

2
=
∂xi(p∗)∂pj
2
2
+
∂ x˜π(i)(p∗)∂pj
2
2
− 2
∂x∗i (p∗)∂pj ∂ x˜π(i)(p∗)∂pj
 , ϵi, (3.9)
d

Dj(λi), D˜j(V, π(i))
 =


∂θπ(i)(p∗)
∂pj
,
∂ x˜Tπ(i)(p
∗)
∂pj
T
−

∂λi(p∗)
∂pj
, ξ Ti
T
2
=
∂λi(p∗)∂pj − ∂θπ(i)(p∗)∂pj
2 + ϵ2i ; (3.10)
(4) Let
Q ∗i SQi =

λi ω
∗
i
O Ci

, Qi ∈ Uk, ωi ∈ Ck−1, Ci ∈ C (k−1)×(k−1), (3.11)
Gi =

1 ω∗i
O Ci − λiI

, i = 1, . . . , k.
Denote τi = σmin (Ci − λiI) , γi = σmin (Gi). If, under the hypothesis (3.7),
1+ ∥ωi∥2
τi

tanα ≤ τi
25∥A(p∗)∥2 , (3.12)
e1(α)+ 5

1+ 4
τi

∥A(p∗)∥2 tanα ≤ γi, (3.13)
then
d

Dj(λi), D˜j(V, π(i))
 ≤ A˜−1i 2
I − VV ∗ ∂A(p∗)∂pj V

2
+ 12
√
2
σi
∂A(p∗)∂pj

2
A(p∗)2 sinα
+

12
√
2
σi
+ 3
A(p∗)2 sinα + e1(α)

gi(α)

, (3.14)
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where
A˜i =

λiI − A(p∗) xi
x∗i 0

,
gi(α) = τi sec
2 α
τiγi − τie1 (α)− 5 ∥A(p∗)∥2 (τi + 4) tanα
∂A(p∗)∂pj

2
.
Proof. (1) By Theorem 4.1 in [13], there is a matrix E satisfying
∥E∥2 ≤ ∥A(p∗)∥2 tanα (3.15)
such that λ1, . . . , λk are eigenvalues ofH(p∗)+E. Further by Elsner’s Theorem [14], we know that there exists a permutation
π of {1, . . . , k} such thatλj − θπ(j) ≤ 4 H(p∗)2 + H(p∗)+ E21− 1k ∥E∥ 1k2 .
Using above inequality and inequality (3.15), we haveλj − θπ(j) ≤ 4 2 H(p∗)2 + ∥E∥21− 1k ∥E∥ 1k2
≤ 4 A(p∗)2 (2+ tanα)1− 1k (tanα) 1k .
(2) Let
ri = A(p∗)x˜π(i) − θπ(i)x˜π(i), i = 1, . . . , k.
By [15], we know that for any fixed i ∈ {1, . . . , k}, the approximate eigenpair θπ(i), x˜π(i) is eigenpair of A(p∗)+ Ei, where
∥Ei∥2 ≤ ∥ri∥2. (3.16)
Denote
R = A(p∗)V − VH(p∗). (3.17)
Evidently,
∥ri∥2 ≤ ∥R∥2. (3.18)
Denote
C = W ∗V , (3.19)
Y = V −WC, X = WW ∗ − VV ∗. (3.20)
By [16], we have
sinα =

1− σ 2min(C) = ∥X∥2 = ∥Y∥2. (3.21)
Note that W is invariant subspace of A(p∗) corresponding to λ1, . . . , λk. Hence, Λ(S) = {λ1, . . . , λk} , A(p∗)W = WS.
Postmultiplying above equation by C yields
A(p∗)WC = WSC . (3.22)
Subtracting above equation from (3.17) and utilizing (3.20), we get
R = A(p∗)Y +WSC − VH(p∗).
Taking the norm of above expression and using (3.19)–(3.21) results in
∥R∥2 ≤ ∥A(p∗)∥2∥Y∥2 + ∥WW ∗A(p∗)WC − VV ∗A(p∗)V∥2
≤ ∥A(p∗)∥2∥Y∥2 + ∥XA(p∗)WC∥2 + ∥VV ∗A(p∗)Y∥2
≤ 2∥A(p∗)∥2∥Y∥2 + ∥A(p∗)∥2∥X∥2
= 3∥A(p∗)∥2 sinα. (3.23)
Further form (3.16), (3.18), we get
∥Ei∥2 ≤ 3∥A(p∗)∥2 sinα. (3.24)
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Combining (3.7) with (3.24) yields
∥Ei∥2

1+ 5∥ai∥2
σi

≤ σi
5
.
Hence, it follows from Ref. [15] and Eq. (3.24) that
sin θ

R(xi),R

x˜π(i)
 ≤ 4∥Ei∥2
σi
≤ 12∥A(p
∗)∥2 sinα
σi
.
(3) The proof of (3.9), (3.10) are similar. In the following we only prove (3.10).
For any ω = ω1, ωT2T ∈ Dj(λi) (ω1 ∈ C, ω2 ∈ Cn), Eq. (3.1) shows that there exists k ∈ C such that ω1 = ∂λi(p∗)∂pj , ω2 =
k ∂xi(p
∗)
∂pj
, |k| = 1. Then

∂θπ(i)(p∗)
∂pj
,
∂ x˜Tπ(i)(p
∗)
∂pj
T
− ω

2
2
≥
∂λi(p∗)∂pj − ∂θπ(i)(p
∗)
∂pj
2 + ∂ x˜π(i)(p∗)∂pj
2
2
+
∂xi(p∗)∂pj
2
2
− 2
∂x∗i (p∗)∂pj ∂ x˜π(i)(p
∗)
∂pj

, ϵ˜i.
On the other hand,

∂λi(p∗)
∂pj
, ξ Ti
T ∈ Dj(λi), and

∂θπ(i)(p∗)
∂pj
,
∂ x˜Tπ(i)(p
∗)
∂pj
T
−

∂λi(p∗)
∂pj
, ξ Ti
T
2
2
= ϵ˜i.
Hence, we have
inf
ω∈Dj(λi)


∂θπ(i)(p∗)
∂pj
,
∂ x˜Tπ(i)(p
∗)
∂pj
T
− ω

2
=

ϵ˜i.
Evidently, above equation holds for any element in D˜j (V, π(i)). Thus,
sup
ω˜∈D˜j(V,π(i))
inf
ω∈Dj(λi)
∥ω − ω˜∥2 =

ϵ˜i.
Similarly, we have
sup
ω∈Dj(λi)
inf
ω˜∈D˜j(V,π(i))
∥ω − ω˜∥2 =

ϵ˜i.
Therefore, Eq. (3.10) holds.
(4) Result (4) of this theorem will be proved by three steps.
(I) Firstly, we will give an upper bound of

∂yT
π(i)(p
∗)
∂pj
,
∂θπ(i)(p∗)
∂pj
T
.
Let
Ti =

θπ(i)I − H(p∗) yπ(i)
y∗π(i) 0

, i = 1, . . . , k.
From (2.8), we see that

∂yTπ(i)(p
∗)
∂pj
,
∂θπ(i)(p∗)
∂pj
T
2
≤ ∥T−1i ∥2
∂H(p∗)∂pj

2
≤ ∥T−1i ∥2
∂A(p∗)∂pj

2
. (3.25)
Let C bematrix in (3.19). Note that (3.12) implies that α < π/2. Further from (3.21), we see that matrix C is nonsingular.
Hence, we may take µi = y∗π(i)C∗qi/
Cyπ(i)22 , νi = q∗i C−∗yπ(i)/ C−∗yπ(i)22 (i = 1, . . . , k), where qi is the first column of
Qi in (3.11). Observe that
diag (Ik, νi) diag (C, 1) Tidiag

C−1, 1

diag (Ik, µi) =

θπ(i)Ik − CH(p∗)C−1 µiCyπ(i)
νiy∗π(i)C
−1 0

, Fi.
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Taking the inverse of both sides of above equation, we have
T−1i = diag

C−1, 1

diag (Ik, µi) F−1i diag (Ik, νi) diag (C, 1) .
Note that |µi| ≤ secα, |νi| ≤ σmax(C) ≤ 1. Hence,taking the norm of above equation leads toT−1i 2 ≤ F−1i 2 sec2 α. (3.26)
Denote
G˜i =

λiIk − S qi
q∗i 0

, i = 1, . . . , k.
Observe that
diag

Q ∗i , 1

G˜idiag (Qi, 1) Pk+1,1diag (1,−Ik−1, 1) = diag (Gi, 1) .
Hence, we haveG˜−1i 2 = diag G−1i , 12 = 1/γi. (3.27)
Let E˜i = G˜i − Fi(i = 1, . . . , k). Evidently,
E˜i =

λi − θπ(i)

Ik −

S − CH(p∗)C−1 qi − µiCyπ(i)
q∗i − νiy∗π(i)C−1 0

.
Then E˜i
2
≤ max qi − µiCyπ(i)2 , qi − ν¯iC−∗yπ(i)2+ λi − θπ(i)+ S − CH(p∗)C−12 . (3.28)
Using (3.17), (3.20)–(3.23), we haveCH(p∗)C−1 − S2 ≤ CH(p∗)− SC2 C−12
= W CH(p∗)− SC2 secα
= WCH(p∗)− A(p∗)WC2 secα
= A(p∗)V − A(p∗)Y − VH(p∗)+ YH(p∗)2 secα
≤ ∥R∥2 + 2∥A(p∗)∥2∥Y∥2 secα
≤ 5∥A(p∗)∥2 tanα. (3.29)
Further from (3.12), we see thatS − CH(p∗)C−12 [1+ ∥ωi∥2/τi] ≤ τi/5.
Observe that

θπ(i), Cyπ(i)

is eigenpair of CH(p∗)C−1, and θπ(i) is an approximation to λi as an eigenvalue of S, and
sin θ

R(qi),R(Cyπ(i))
 = qi − µiCyπ(i)2 .
Hence, it follows from Ref. [15] and inequality (3.29) thatqi − µiCyπ(i)2 ≤ 4 S − CH(p∗)C−12 /τi
≤ 20∥A(p∗)∥2 (tanα) /τi. (3.30)
In similar way, we getqi − ν¯iC−∗yπ(i)2 ≤ 4∥A(p∗)∥2 (tanα) /τi. (3.31)
Therefore, it follows from (3.6), (3.28), (3.29), (3.30), (3.31) thatE˜i
2
≤ e1(α)+ 5 [1+ 4/τi]
A(p∗)2 tanα. (3.32)
Further from (3.13) and (3.27), we have
E˜i
2
G˜−1i 2 ≤ 1. Thus, by Ref. [16] and expressions (3.27), (3.32) we get
F−1i 2 ≤
G˜−1i 2
1−
G˜−1i 2 E˜i2 ≤
τi
γiτi − [τie1(α)+ 5 (τi + 4) ∥A(p∗)∥2 tanα]
.
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Consequently, it follows from (3.25), (3.26) and above inequality that

∂yTπ(i)(p
∗)
∂pj
,
∂θπ(i)(p∗)
∂pj
T
2
≤ τi sec
2 α
γiτi − [τie1 (α)+ 5 (τi + 4) ∥A(p∗)∥2 tanα]
∂A(p∗)∂pj

2
, fi(α). (3.33)
(II) Denote the argument of

x˜π(i), xi

as φi. Then we will derive an upper bound of
ηi =

∂ x˜Tπ(i)(p
∗)
∂pj
,
∂θπ(i)(p∗)
∂pj
T
−

eiφi
∂xTi (p
∗)
∂pj
,
∂λi(p∗)
∂pj
T
.
Let zi = eiφixi, and
Aˆi =

λiI − A(p∗) zi
z∗i 0

, bˆi =
∂A(p∗)∂pj zi
0
 . (3.34)
Eqs. (2.3), (2.4) show that
Aˆi
e
iφi
∂xi(p∗)
∂pj
∂λi(p∗)
∂pj
 = bˆi. (3.35)
Define
ri =

r˜i
χi

= bˆi − Aˆi

∂ x˜π(i)(p∗)
∂pj
∂θπ(i)(p∗)
∂pj
 , r˜i ∈ Cn−1, χi ∈ C . (3.36)
Subtracting (3.36) from (3.35) leads to Aˆiηi = −ri. By [11], Aˆi is nonsingular. Thus ηi = −Aˆ−1i ri. Taking the norm of above
equation, we have ∥ηi∥2 ≤
Aˆ−1i 2 ∥ri∥2. Observe that Aˆi = diag In, e−iφi A˜idiag In, eiφi. It means that Aˆ−1i 2 = A˜−1i 2.
Hence,
∥ηi∥2 ≤
A˜−1i 2 ∥ri∥2 . (3.37)
Now we try to give the expression of ri and further get an upper bound of ∥ri∥2.
From (2.7), (2.8), (3.17), (3.34), (3.36), we have
r˜i = A(p∗)V ∂yπ(i)(p
∗)
∂pj
− λiV ∂yπ(i)(p
∗)
∂pj
− ∂θπ(i)(p
∗)
∂pj
zi + ∂A(p
∗)
∂pj
zi
= VH(p∗) ∂yπ(i)(p
∗)
∂pj
+ R∂yπ(i)(p
∗)
∂pj
− λiV ∂yπ(i)(p
∗)
∂pj
− ∂θπ(i)(p
∗)
∂pj
zi + ∂A(p
∗)
∂pj
zi
= ∂θπ(i)(p
∗)
∂pj
x˜π(i) − V ∂H(p
∗)
∂pj
yπ(i) + θπ(i)V ∂yπ(i)(p
∗)
∂pj
− λiV ∂yπ(i)(p
∗)
∂pj
+ R∂yπ(i)(p
∗)
∂pj
− ∂θπ(i)(p
∗)
∂pj
zi + ∂A(p
∗)
∂pj
zi
= ∂θπ(i)(p
∗)
∂pj

x˜π(i) − zi
+ θπ(i) − λi V ∂yπ(i)(p∗)
∂pj
+ ∂A(p
∗)
∂pj

zi − x˜π(i)

+ R∂yπ(i)(p
∗)
∂pj
+ I − VV ∗ ∂A(p∗)
∂pj
Vyπ(i).
χi = −z∗i V
∂yπ(i)(p∗)
∂pj
+ y∗π(i)V ∗V
∂yπ(i)(p∗)
∂pj
= x˜π(i) − zi∗ V ∂yπ(i)(p∗)
∂pj
.
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Hence,
∥ri∥2 ≤
∂A(p∗)∂pj

2
x˜π(i) − zi2 + I − VV ∗ ∂A(p∗)∂pj V

2
+ ∥R∥2
∂yπ(i)(p∗)∂pj

2
+ x˜π(i) − zi2 + θπ(i) − λi


∂yTπ(i)(p
∗)
∂pj
,
∂θπ(i)(p∗)
∂pj
T
2
. (3.38)
Evidently,
x˜π(i) − zi2 = 2 1− x˜π(i), zi ≤ √2 sin θ R(x˜π(i)),R(xi) . Thus, it follows from (3.6), (3.8), (3.23), (3.33),
(3.38) and above inequality that
∥ri∥2 ≤ 12
√
2
σi
∂A(p∗)∂pj

2
A(p∗)2 sinα + I − VV ∗ ∂A(p∗)∂pj V

2
+

12
√
2
σi
+ 3
A(p∗)2 sinα + e1(α)

fi(α) , gi(α).
Further from (3.37), we get
∥ηi∥2 ≤
A˜−1i 2 gi(α). (3.39)
(III) Finally, using inequality (3.39) and Definition 1 we will complete the proof of conclusion (4) of this theorem.
From above analysis, we see that for any fixed

∂θπ(i)(p∗)
∂pj
,
∂ x˜T
π(i)(p
∗)
∂pj
T
∈ D˜j (V, π(i)), there exists

∂λi(p∗)
∂pj
, eiφi ∂x
T
i (p
∗)
∂pj
T
∈
Dj (λi) such that (3.39) holds. Hence,
sup
ω˜∈D˜j(V,π(i))
inf
ω∈Dj(λi)
∥ω˜ − ω∥2 ≤
A˜−1i 2 gi(α). (3.40)
On the other hand, (3.39) implies that there exist
ω∗ =

ω∗1
ω∗2

∈ Dj (λi) , ω˜∗ =

ω˜∗1
ω˜∗2

∈ D˜j (V, π(i)) , ω∗1, ω˜∗1 ∈ C, ω∗2, ω˜∗2 ∈ Cn
such thatω∗ − ω˜∗2 ≤ A˜−1i 2 gi(α). (3.41)
For any fixed ω = ω1, ωT2T ∈ Dj (λi), (3.1) shows that ω1 = ω∗1, ω2 = kω∗2, |k| = 1, k ∈ C . Let ω˜2 = kω˜∗2, ω˜ = ω˜∗1, ω˜T2T .
By (3.5), we see that ω˜ ∈ D˜j (V, π(i)). Evidently, ∥ω − ω˜∥2 = ∥ω∗ − ω˜∗∥2. Further from (3.41), we have
sup
ω∈Dj(λi)
inf
ω˜∈D˜j(V,π(i))
∥ω˜ − ω∥2 ≤
A˜−1i 2 gi(α). (3.42)
Consequently, (3.14) follows from (3.40) and (3.42). 
For any matrix W , V ,Ui,Qi satisfying the conditions of Theorem 2, it is easily known that σi, ∥ai∥2, ∥ωi∥2, τi, γi in
Theorem 2 remain invariable. Thus, the conclusions of Theorem 2 are independent on the choice of matricesW , V ,Ui,Qi.
From Theorem 2, we see that the smaller angle α and norm
(I − VV ∗) ∂A(p∗)∂pj V2 are, the better approximations
θi, x˜i,
∂θi(p∗)
∂pj
,
∂ x˜i(p∗)
∂pj
are. Specially, if α = 0, then we have the following result.
Corollary 1. If V in step 1 of Algorithm 1 is invariant subspace of A(p∗) corresponding to λ1, . . . , λk, then there exists a
permutation π of {1, . . . , k} such that
θπ(i) = λi, i = 1, . . . , k,
and x˜π(i)(i = 1, . . . , k) are respectively eigenvectors of A(p∗) corresponding to λi(i = 1, . . . , k). Moreover,
d

Dj(λi), D˜j(V, π(i))
 ≤ A˜−1i 2
I − VV ∗ ∂A(p∗)∂pj V

2
. △
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Now we will consider the case that matrix A(p∗) is normal.
Theorem 3. If A(p∗) is normal, then
(1) there exists a permutation π of {1, . . . , k} such that k
i=1
θπ(i) − λi2 ≤ 5k A(p∗)2 tanα , f1(α);
(2) Denote σ˜i = minλj≠λi;λj∈Λ(A(p∗))
λi − λj (i = 1, . . . , k). If
sinα ≤ σ˜i
15 ∥A(p∗)∥2
, (3.43)
then
sin θ

R (xi) ,R

x˜π(i)
 ≤ 12∥A(p∗)∥2 sinα
σ˜i
;
(3) For any i ∈ {1, . . . , k}, we denote τ˜i = minj≠i;j=1,...,k
λi − λj , γ˜i = min{1, τ˜i}. If, under the condition (3.43),
tanα ≤ τ˜i
25 ∥A(p∗)∥2
, f1(α)+ 5

1+ 4
τ˜i
 A(p∗)2 tanα ≤ γ˜i,
then (3.14) holds, where σi = σ˜i, τi = τ˜i, γi = γ˜i, e1 (α) = f1 (α).
Proof. Since A(p∗) is normal, there exists Ui ∈ Un such that
U∗i A(p
∗)Ui = diag (λi,Λi) , i = 1, . . . , k,
whereΛi ∈ C (n−1)×(n−1) is diagonal matrix.
Clearly, σmin (Λi − λiIn−1) = σ˜i. Thus conclusion (2) of this theorem follows from conclusion (2) of Theorem 2.
LetW = [x1, . . . , xk] , C = W ∗V . Evidently,W ∗W = Ik,R(W ) = W , and
S = W ∗A(p∗)W = diag (λ1, . . . , λk) . (3.44)
Observe that Λ(S) = {λ1, . . . , λk} and Λ

CH(p∗)C−1
 = {θ1, . . . , θk} and matrix S is normal. By [16], there exists a
permutation π of {1, . . . , k} such that k
j=1
λj − θπ(j)2 ≤ √k S − CH(p∗)C−1F .
Utilizing inequality (3.29) in the proof of Theorem 2, we haveS − CH(p∗)C−1F ≤ √k S − CH(p∗)C−12 ≤ 5√k A(p∗)2 tanα.
Consequently, we get conclusion (1) of this theorem.
Note that (3.44) implies that τi and γi in Theorem 2 equals to τ˜i and γ˜i, respectively. Hence, conclusion (3) of this theorem
follows from conclusion (4) of Theorem 2. 
Theorems 2 and 3 estimate the errors of computed eigenpair partial derivatives by Hausdorff distance. In the following
we will give the errors of computed eigenpair partial derivatives by another measurement defined as follows.
Definition 2 ([17]). LetW,V be two sets of Cn, the containment gap ofW,V be defined as
δ (W,V) = sup
x∈W
inf
y∈V
∥y− x∥2
∥x∥2 .
By Definition 2 and the proof of Theorem 2, we have the following result.
Theorem 4. Suppose that

∂λi(p∗)
∂pj
,
∂xTi (p
∗)
∂pj
T
∈ Dj (λi), and

∂θπ(i)(p∗)
∂pj
,
∂ x˜T
π(i)(p
∗)
∂pj
T
∈ D˜j (V, π(i)) is an approximation of
∂λi(p∗)
∂pj
,
∂xTi (p
∗)
∂pj
T
obtained by Algorithm 1, and ϵi is as in (3.9). If
∂xi(p∗)
∂pj
≠ 0, then
δ

Fj (λi) , F˜j (V, π(i))
 = ϵi ∂xi(p∗)∂pj 2 . (3.45)
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If

∂λi(p∗)
∂pj
,
∂xTi (p
∗)
∂pj
T
≠ 0, then
δ

Dj (λi) , D˜j (V, i)
 =
 ∂λi(p∗)∂pj − ∂θi(p∗)∂pj 2 + ϵ2i ∂λi(p∗)∂pj , ∂xTi (p∗)∂pj T

2
.
Moreover, under the hypothesis of Theorem 2, we have
δ

Dj(λi), D˜j(V, π(i))
 ≤ k2

A˜i

 ∂A(p∗)∂pj xi2
I − VV ∗ ∂A(p∗)∂pj V

2
+ 12
√
2
σi
∂A(p∗)∂pj

2
A(p∗)2 sinα
+

12
√
2
σi
+ 3
A(p∗)2 sinα + e1(α)

gi(α)

. △
In our numerical experiments, (3.45) will be used to estimate the errors of approximate eigenvector partial derivatives.
4. Numerical experiments
In this section, two numerical examples are given to test the efficiency of Algorithm 1 and to compare Algorithm 1 with
Nelson’s method.
In our numerical experiments, subspace V in step 1 of Algorithm 1 is constructed by IRAM [9,10], where the deflation
tolerance is denoted by η.
Let (λi, xi) ,

∂λi(p∗)
∂pj
,
∂xi(p∗)
∂pj

(i = 1, . . . , k) be the k wanted eigenpairs and their partial derivatives of A(p∗), and
θi, x˜i

,

∂θi(p∗)
∂pj
,
∂ x˜i(p∗)
∂pj

(i = 1, . . . , k) be the approximations of (λi, xi) ,

∂λi(p∗)
∂pj
,
∂xi(p∗)
∂pj

(i = 1, . . . , k) computed by
Algorithm 1. Then the errors of

θi, x˜i

,
∂θi(p∗)
∂pj
,
∂ x˜i(p∗)
∂pj
are respectively assessed by ri, E
(i)
1 , E
(i)
2 as follows.
ri =
A(p∗)x˜i − θix˜i2 ,
E(i)1 =

∂θi(p∗)∂pj
 ∂λi(p∗)∂pj
 ≤ τ ∂θi(p∗)∂pj − ∂λi(p∗)∂pj  ∂λi(p∗)∂pj 
∂λi(p∗)∂pj
 > τ , E
(i)
2 =

∂ x˜i(p∗)∂pj

2
∂xi(p∗)∂pj

2
≤ τ
ϵi
∂xi(p∗)∂pj

2
∂xi(p∗)∂pj

2
> τ
,
where τ > 0 is a given constant, and ϵi is as in (3.9). We take τ = 1e − 12 and use Nelson’s method to obtain
∂λi(p∗)
∂pj
,
∂xi(p∗)
∂pj

(i = 1, . . . , k). Moreover, CPU time ratio of Algorithm 1 and Nelson’s method is given as Rt = tA/tN , where
tA, tN are respectively the CPU time of Algorithm 1 and Nelson’s method.
Example 1. In this example, we choose A(p∗) as a 2000×2000 randommatrix generated byMATLAB command rand(2000,
2000), and take ∂A(p
∗)
∂pj
= 12A(p∗). The k = 18 eigenpairs of A(p∗) with smallest real part and their partial derivatives are
sought.
By Nelson’s method, eigenpair partial derivatives of A(p∗) corresponding to (λi, xi) (i = 1, . . . , k) are
∂λi(p∗)
∂pj
= λi
2
,
∂xi(p∗)
∂pj
= 0, i = 1, . . . , k. (4.1)
Now we compute the wanted eigenpairs and their partial derivatives of A(p∗) by Algorithm 1, where r = 18. The deflation
tolerance of IRAM for constructing subspace V in step 1 is taken as η = 1e− 6. Numerical results are listed in Table 1.
Table 1 shows that the wanted eigenpairs and their partial derivatives have been effectively determined by Algorithm 1.
Moreover, Algorithm 1 saves about 85% in CPU time over Nelson’s method.
Example 2. We consider the Orr–Sommerfeld operator [18] defined by
1
αR
L2y− i ULy− U ′′y− λLy = 0,
where α and R are positive parameters, λ is a spectral parameter number, U = 1 − t2, y is a function defined on [−1, 1]
with y (±1) = y′ (±1) = 0, and L = d2dt2 − α2. In this example, we take α = 1 and take R as a variable.
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Table 1
Numerical results for Example 1.
i ri E
(i)
1 E
(i)
2 Rt
1 1.3575e−6 6.1254e−9 1.7490e−14
3 3.6881e−7 5.4273e−9 2.2267e−14
6 6.3703e−7 4.2689e−9 1.5478e−14
9 9.8616e−7 1.2020e−9 1.5406e−14 0.1309
12 1.5331e−6 1.4004e−8 1.0004e−14
15 4.1843e−5 9.6340e−7 9.8526e−15
18 6.0152e−5 1.2685e−7 8.9768e−15
Table 2
Numerical results of Example 2 for different η.
η 1e−3 1e−5 1e−7
r1 5.2925e−4 1.1033e−5 1.3287e−7
r2 1.4222e−3 8.3309e−6 7.5168e−8
r3 1.0137e−3 1.0105e−5 8.0800e−8
r4 7.6340e−4 1.1679e−5 7.7440e−8
E(1)1 1.6770e−8 1.4142e−9 2.6297e−11
E(2)1 7.6682e−7 7.3582e−9 5.1226e−11
E(3)1 1.2623e−6 6.0031e−8 2.7878e−8
E(4)1 4.5989e−6 5.4525e−8 6.4453e−8
E(1)2 2.6155e−3 5.7827e−5 7.7633e−7
E(2)2 1.1539e−2 1.6545e−4 1.1883e−6
E(3)2 5.0612e−2 3.7898e−4 1.6419e−4
E(4)2 2.8491e−2 5.1291e−3 2.6331e−4
Rt 0.1803 0.2066 0.2302
Table 3
Numerical results of Example 2 for different r .
r 8 10 12
r1 1.2271e−6 1.0127e−6 1.6616e−6
r2 8.6659e−7 7.1643e−7 8.0614e−7
r3 1.0534e−6 8.0407e−7 7.7464e−7
r4 9.0465e−7 6.3193e−7 7.9158e−7
E(1)1 2.0058e−10 1.0594e−10 2.6775e−11
E(2)1 5.8477e−10 2.5169e−10 4.7659e−10
E(3)1 2.9252e−8 1.4268e−9 4.1057e−10
E(4)1 6.7014e−8 2.4002e−9 6.8485e−9
E(1)2 9.3526e−6 3.2481e−6 3.2427e−6
E(2)2 2.1045e−5 2.0891e−5 8.4569e−6
E(3)2 2.0395e−4 2.3163e−5 2.7087e−5
E(4)2 3.8469e−4 1.5156e−4 3.5397e−5
Rt 0.2048 0.2388 0.3236
Discretizing this operator using the following simple approximation
ti = −1+ ih, h = 2n+ 1 ,
Lh = 1h2 Tridiag

1,−2− h2, 1 , Uh = diag 1− t21 , . . . , 1− t2n 
gives rise to the eigenvalue problem
A(R)x(R) = λ(R)x(R), where A(R) = 1
R
Lh − iL−1h (UhLh + 2In) .
Let n = 1000, R∗ = 5000.We compute the four leftmost eigenpairs and their derivatives of A(R∗) by Algorithm 1. Table 2
lists the numerical results for r = 8 and several values of deflation tolerance η of generating subspace V . Table 3 lists the
numerical results for η = 1e− 6 and several values of dimension r of subspace V .
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Tables 2 and 3 show that Algorithm 1 also performs well on this example. Besides, from Tables 2 and 3 we see that
1. If deflation toleranceη becomes smaller, then the errors ofwanted eigenpairs and their partial derivatives usually become
smaller.
2. If dimension r of subspace V becomes larger, then the errors of wanted eigenpairs and their partial derivatives usually
become smaller.
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