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Abstract
In this article, we study the eliminations in noncommutative operator algebras and modify the Zeil-
berger algorithm, so that terminating hypergeometric identities, q-proper-hypergeometric identities
as well as identities with the integral sign can be proven automatically. Besides, based on the Wu
method, we also give an algorithm for proving multivariate hypergeometric identities.
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1. Introduction
In [7], Zeilberger presented an approach to special functions identities including all ter-
minating hypergeometric identities, besides providing a general mathematical framework
for the proof machinery. This leads to mathematically and algorithmically challenging
questions such as elimination in noncommutative operator algebras (Weyl algebras).
The intention of the Zeilberger algorithm is to find the recurrence relations satisfied by
both sides of the identity. What it makes use of is Sylvester’s classical dialytic elimina-
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verified successfully.
Taking into account of this problem, we develop eliminations in noncommutative alge-
bras of operators, i.e., shift operator, dilation operator, and differential operator. And we
modify the Zeilberger algorithm by the eliminations. With the modified Zeilberger algo-
rithm, terminating hypergeometric identities, q-proper-hypergeometric identities as well as
identities with the integral sign, can be proven automatically. Besides, with the Wu method,
a set of mechanical approaches established by Wu Wentsun [4,5], we present an automatic
approach to proving terminating hypergeometric identities of several variables.
This article is organized as follows. Elimination under the shift operators will be
studied in Section 2. In this section, we will generalize the Euclidean algorithm to the
noncommutative context of the Weyl algebra, and then give the main theorem of this ar-
ticle, that is, given two polynomials A,B ∈ C〈N,K,n〉, there always exist polynomials
u,v ∈ C〈N,K,n〉 such that uA = vB , where N,K are the shift operators according to
n, k, respectively. Finally, we will show how to eliminate indeterminate k from two poly-
nomials P , Q which belong to C〈N,K,n, k〉. In Section 3, we will present the modified
Zeilberger algorithm. A Maple program based on it will also be given there. Basic idea for
verifying multivariate identities as well as the corresponding algorithm will be introduced
in Section 4. And at last, in Section 5, we will give the final conclusions on dilation operator
and differential operator, which lead to the algorithms of proving q-proper-hypergeometric
identities and identities with the integral sign, respectively.
2. Elimination in Weyl algebra
Let us define the shift operators N and K by Nf (n, k) := f (n + 1, k), Kf (n, k) :=
f (n, k + 1). A partial recurrence operator with polynomial coefficients is any polyno-
mial in the four indeterminates N,K,n, k. They satisfy the commutation relations: Nn =
(n+1)N , Kk = (k+1)K , NK = KN , Nk = kN , nK = Kn, nk = kn. And C〈N,K,n, k〉
is the noncommutative algebra generated by the indeterminates N , K , n, k.
Given two polynomials A,B ∈ C〈N,K,n〉, A,B could be considered as polynomials
in n:
A = aini + ai−1ni−1 + · · · + a0, ai = 0,
B = bjnj + bj−1nj−1 + · · · + b0, bj = 0,
where ai, bj ∈ C〈N,K〉, aibj = bjai . The following theorem can be achieved.
Theorem 1. For any given polynomials A,B ∈ C〈N,K,n〉, there always exist polynomi-
als u,v, r ∈ C〈N,K,n〉, such that uA = vB + r , where degn r < degn B . r is called the
remainder of A to B and denoted by Rem(A/B).
Proof. If i < j , degn A < degn B , we can choose u = 1, v = 0, r = A.
If i = j , degn A = degn B , since aibj = bjai , we can choose u = bj , v = ai so thatr = bjA − aiB and degn r < degn B .
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bj = cxNx + cx−1Nx−1 + · · · + c0, where cx = 0. Since (n + x)i−j cx = cx(n + x)i−j ,
(n + x)i−jNx = Nxni−j , then
(n + x)i−jB
= (n + x)i−j (bjnj + bj−1nj−1 + · · · + b0)
= (n + x)i−j [(cxNx + cx−1Nx−1 + · · · + c0)nj + · · · + b0]
= [cxNxni−j + cx−1Nx−1(n + 1)i−j + · · · + c0(n + x)i−j ]nj + · · · + b0(n + x)i−j
= (cxNx + cx−1Nx−1 + · · · + c0)ni + lower degree terms in n
= bjni + lower degree terms in n.
Let B1 = (n + x)i−jB , then degn A = degn B1 = i, r1 = bjA − aiB1 = bjA −
ai(n + x)i−jB = bj (aini + ai−1ni−1 + · · · + a0) − ai(bjni + lower degree terms in n),
which also follows that degn r1 < degn A = i.
Case 1. If degn r1 < degn B , then r1 is the remainder of A to B when we choose u = bj ,
v = ai(n + x)i−j .
Case 2. If degn r1  degn B , suppose degn r1 = c1 and rewrite it as
r1 = d1,c1nc1 + d1,c1−1nc1−1 + · · · + d1,0, d1,c1 = 0.
Following the same way above we have
(n + x)c1−jB = bjnc1 + lower degree terms in n,
r2 = bj r1 − d1,c1(n + x)c1−jB = bj
(
bjA − ai(n + x)i−jB
)− d1,c1(n + x)c1−jB
= b2jA −
(
bjai(n + x)i−j + d1,c1(n + x)c1−j
)
B.
If degn r2 < degn B , then r2 is the remainder when we choose
u = b2j , v = bjai(n + x)i−j + d1,c1(n + x)c1−j ;
otherwise, repeating the operations above, we get r1, r2, . . . . Since the power decreases
each time we perform these operations, that is, if we let degn rl = cl , then i > c1 > c2 >
· · · > cl > · · ·, and we can find out that there must be some rm such that cm < j , i.e.,
degn rm < degn B , then rm is just the remainder we want to find and uA = vB + rm, where
u = bmj ,
v = bm−1j ai(n + x)i−j + bm−2j d1,c1(n + x)c1−j
m−3 c2−j cm−1−j+ bj d2,c2(n + x) + · · · + dm−1,cm−1(n + x) . 
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when we choose u = 1, v = 1. It can also be easily proved that the remainder of any
polynomial to a constant is zero.
Armed with Theorem 1, we can prove the main theorem in Weyl algebra C〈N,K,n〉.
Theorem 2. For any given polynomials A,B ∈ C〈N,K,n〉, there always exist polynomials
u,v ∈ C〈N,K,n〉, such that uA = vB .
Proof. We follow the same process as the Euclidean algorithm.
If A,B ∈ C〈N,K〉, i.e., A,B are both constants, then we can choose u = B,v = A.
If A ∈ C〈N,K,n〉, B ∈ C〈N,K〉, i.e., B is a constant, following from Remark 1, there
are u,v such that uA − vB = 0, which induces that uA = vB .
If A,B ∈ C〈N,K,n〉, by repeating using Theorem 1, we get
u1A = v1B + r, degn r < degn B,
u2B = v2r + r1, degn r1 < degn r,
u3r = v3r1 + r2, degn r2 < degn r1,
· · · · · ·
um+1rm−2 = vm+1rm−1 + rm, degn rm< degn rm−1,
um+2rm−1 = vm+2rm + 0.
Thus 0 = um+2rm−1 − vm+2rm = um+2(umrm−3 − vmrm−2) − vm+2(um+1rm−2 −
vm+1rm−1) = · · · = uA − vB,i.e., uA = vB . 
Based on the preceding discussion, we designed an algorithm Getuv.
Algorithm 1 (Getuv algorithm).
INPUT: two polynomials A,B ∈ C〈N,K,n〉.
OUTPUT: two polynomials u,v ∈ C〈N,K,n〉, such that uA = vB .
1. If degn A < degn B , we have an exchange between A and B .
2. Apply the Euclidean algorithm to get u,v. We can do this by the following substeps:
2.1. Find out u1, v1, r1, such that u1A = v1B + r1 and degn r1 < degn B .
2.2. Accumulate to compute u, v.
2.3. If r1 = 0, set A := B , B := r1, return to Step 2.1; otherwise turn to Step 3.
3. If A,B have been interchanged, then interchange u,v.
4. Return u, v.
At this stage, we will consider elimination in Weyl algebra C〈N,K,n, k〉. More pre-
cisely, given two operators P(N,K,n, k),Q(N,K,n, k) ∈ C〈N,K,n, k〉, we will find an
operator R(N,K,n), independent of k, in the left ideal I generated by P and Q.Write P,Q in the canonical forms, we get
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Q = I (Q)kj + lower degree terms in k,
where we consider P,Q as polynomials in indeterminate k, degk P = i, degk Q = j , and
I (P ), I (Q) ∈ C〈N,K,n〉 are polynomials in indeterminate n. Similarly with the discus-
sion on getting remainders in C〈N,K,n〉, we give the following theorem.
Theorem 3. For any given polynomials P,Q ∈ C〈N,K,n, k〉, there always exist poly-
nomials u,v,R ∈ C〈N,K,n, k〉, such that uP = vQ + R, where degk R < degk Q. R is
called the remainder of P to Q and denoted by Rem(P/Q).
Proof. The reasoning is the same as Theorem 1.
If i < j , we can choose u = 1, v = 0, R = P .
If i = j , let A = I (P ),B = I (Q). Using Getuv algorithm, we get u,v satisfying
uI (P ) = vI (Q), then R = Rem(P/Q) = uP − vQ.
If i > j , express I (Q) in descending powers of K
I (Q) = I ′(Q)Ks + lower degree terms in K,
then (k + s)i−jQ = I (Q)ki + lower degree terms in k. Let A = I (P ), B = I (Q), apply
Getuv algorithm to find out u1, v1, such that u1I (P ) = v1I (Q) and we have R1 = u1P −
v1(k + s)i−jQ, degk R1 < degk P = i.
Case 1. If degk R1 < degk Q, then R1 = Rem(P/Q).
Case 2. If degk R1  degk Q, suppose degk R1 = c1, and write R1 in the canonical form
R1 = I (R1)kc1 + lower degree terms in k.
Apply Getuv algorithm to find out u2, v2, such that u2I (R1) = v2I (Q), then R2 =
u2R1 − v2(k + s)c1−jQ = u2u1P − (v2(k + s)c1−j +u2v1(k + s)i−j )Q, where degk R2 <
degk R1. If degk R2 < degk Q, then R2 = Rem(P/Q); otherwise, repeating the preceding
process, there must be some Rm such that degk Rm < degk Q, and we get the remainder
Rm = Rem(P/Q) = uP − vQ, where
u = umum−1 · · ·u1,
v = umum−1 · · ·u2v1(k + s)i−j + umum−1 · · ·u3v2(k + s)c1−j + · · ·+ vm(k + s)cm−1−j . 
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C〈N,K,n〉, we have
u1P = v1Q + R1, degk R1 < degk Q,
u2Q = v2R1 + R2, degk R2 < degk R1,
· · · · · ·
umRm−2 = vmRm−1 + Rm, degk Rm < degk Rm−1.
It is clear that the remainders’ powers according to k decrease with these operations and
this procedure is finite. That is to say, we can finally get a polynomial independent of k.
Maybe this polynomial is a nonzero one, which implies that we have found an operator
independent of k, in the left ideal generated by P and Q, and we succeed in eliminating
indeterminate k; otherwise, the polynomial is just zero, which does not satisfy the require-
ment, and we fail. However, practice proves that it is efficient to eliminate in Weyl algebra
using this method and the second case is rare.
Thus we can give an algorithm based on the procedure above.
Algorithm 2 (GetR algorithm).
INPUT: two polynomials P,Q ∈ C〈N,K,n, k〉.
OUTPUT: polynomial R ∈ C〈N,K,n〉, independent of k, satisfying R = SP + TQ.
1. If degk P > 0, turn to Step 2; otherwise, turn to Step 5.
2. If degk P < degk Q, interchange P and Q.
3. Using Getuv algorithm to find u,v for the leading coefficients A,B , respectively, of
P,Q according to k.
4. Set P := uP −v(k+degK B)pk−qkQ, and return to Step 1. Here pk,qk are the highest
degrees of P,Q according to k, respectively.
5. Set R := P . If R = 0, return “fail”; otherwise, return R.
3. Algorithm for verifying terminating hypergeometric identities
Now, we have finished discussion on elimination in Weyl algebra C〈N,K,n, k〉, and we
will modify the Zeilberger algorithm by replacing Sylvester’s classical dialytic elimination
with this method to verify terminating hypergeometric identities of the form
∑
k
F (n, k) = rhs(n), (1)
where F(n, k) and rhs(n) should be quotients of products of factorial expressions of the
form (an + bk + c)!. See [7] for more details.For convenience, we will list the theorems of Zeilberger in [7].
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module. For every n + 1 generators out of the 2n generators 〈x1, . . . , xn,D1, . . . ,Dn〉 of
An(C) there is a nonzero member of L that only depends on these n + 1 generators.
This lemma shows that every holonomic function in n variables has n “ordinary” opera-
tors Pi(Di, x1, . . . , xn), i = 1, . . . , n, that annihilate it, and it is always possible to eliminate
any n − 1 of the generators. This lemma holds for continuous case. In fact, it can be gen-
eralized to discrete realm as well.
Theorem 4. Let F :Z2 → C be such that ∑k F (n, k) converges for every n (this happens,
in particular, if F(n, ·) has finite support, like in all terminating hypergeometric series).
If F(n, k) is a solution of a linear partial recurrence equation with polynomial coefficients
of the form
R(n,N,K)F(n, k) ≡ 0,
with k missing from R, then a(n) := ∑k F (n, k) satisfies the following ordinary linear
recurrence equation with polynomial coefficients:
S(n,N)a(n) ≡ 0,
where S(n,N) = R˜(n,N, I) and R˜ is obtained from R by dividing by the highest possible
power of (I − K).
Then we will give our algorithm for verifying terminating hypergeometric identities.
The readers are encouraged to compare this with the algorithm in [7].
Algorithm 3 (Algorithm for verifying terminating hypergeometric identities of form (1)).
INPUT: the identity or recurrence relation to be verified.
OUTPUT: a human readable proof or refutation of the identity or recurrence relation (the
same as [7]).
1. Find operators p(n, k,N,K) and q(n, k,N,K) that annihilate F(n, k). You do this by
computing the rational functions F(n + 1, k)/F (n, k) and F(n, k + 1)/F (n, k):
F(n + 1, k)
F (n, k)
= P(n, k)
Q(n, k)
,
F (n, k + 1)
F (n, k)
= P
′(n, k)
Q′(n, k)
,
where P , Q, P ′, Q′ are polynomials in n and k and gcd(P,Q) = 1, gcd(P ′,Q′) = 1.
The operators p and q are given by
p(n, k,N,K) := NQ (n − 1, k) − P(n, k),
′ ′q(n, k,N,K) := KQ (n, k − 1) − P (n, k).
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ator with polynomial coefficients that annihilates rhs(n). You do this by computing
rhs(n + 1)/rhs(n) = P¯ (n)/Q¯(n), and set
conj(n,N) := NQ¯(n − 1) − P¯ (n).
3. Apply GetR algorithm to eliminate k from p,q and get R(n,N,K). R(n,N,K) anni-
hilates F(n, k).
4. Find R¯(n,N,K) such that R(n,N,K) = (1 − K)gR¯(n,N,K), where g is as big as
possible.
5. Let S(n,N) be the ordinary linear recurrence operator with polynomial coefficients
(in n) obtained by substituting K = 1 in R¯(n,N,K): S(n,N) := R¯(n,N,1). S(n,N)
annihilates a(n) :=∑k F (n, k).
6. Use the Euclidean algorithm to find operators T (n,N) and rem(n,N) such that
S(n,N) = T (n,N) conj(n,N) + rem(n,N), where the degree of rem(n,N) in N is
smaller than that of conj(n,N), i.e., degN(rem(n,N)) < degN(conj(n,N)).
7. If rem(n,N) = 0, then the identity is false; if rem(n,N) ≡ 0, then conj(n,N)a(n) ≡ 0
and
∑
k F (n, k) ≡ rhs(n) provided they are true at some initial points.
For the proofs of Lemma 1 and Theorem 4 as well as some more detailed problems
concerning the algorithm, the reader is referred to [7].
A Maple program based on this algorithm was developed, and we have already proven
identities in [7], including Saalschutz’s identity, the Vandermonde–Chu convolution for-
mula, and Dixon’s identity, and 196 identities in [2].
The following table lists some information of the identities have been proved in [2].
CPU time <0.05 s 0.05–0.1 s 0.1–0.5 s 0.5–1 s 1–2.5 s 2.5–30 s
Number 132 21 35 2 3 3
Proportion 67.347% 10.714% 17.857% 1.020% 1.531% 1.531%
For example, the first column shows that the time of computation of 132 identities,
a number representing about 67.347% of the total proven identities, is less than 0.05 sec-
onds.
These data were obtained on our personal computer (CPU 2.4 GHz, 512 Mb RAM).
Example 1. Prove that a(n) :=∑k (nk)(n+kk ) satisfies the recurrence
(n + 2)a(n + 2) − (6n + 9)a(n + 1) + (n + 1)a(n) = 0.
#THIS IS THE INPUT
expli:=0:
summand:=(n+k)!/(k!^2*(n-k)!):
conj:=(n+2)*N^2-(6*n+9)*N+(n+1):
#END OF INPUTWhen our program was run with the input above, the output was as follows:
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the standard form in which n is in front of N ; if it is not, it is still meant that way)
10Nn + 4Nn2 + 13N2K + 4N2n2 − 2Kn − 3NK + 30N2 + 22N2n − 6N3Kn
+ N2Kn2 − N3Kn2 + NKn2 − Kn2 − 9N3K + 6N − K + 8N2Kn.
Therefore, putting K = 1, we get an operator A(N,n) annihilating the left side of the
identity
−1 − n2 − 2n + 5Nn2 + 10Nn + 3N + 5N2n2
+ 30N2n + 43N2 − N3n2 − 6N3n − 9N3.
The conjectured rhs is annihilated by the following operator B(N,n)
(n + 2)N2 − (6n + 9)N + n + 1.
Now A(N,n) = S(N,n) ∗ B(N,n) (check!), where S(N,n) is −Nn − 3N − n − 1.
Since S has order 1 in N , THE IDENTITY IS TRUE provided it is true for n = 0,1, . . . ,0,
and at the positive integer roots of the leading term of S, which is −n − 3.
Time: .015000 seconds.
Example 2. Prove Saalschutz’s identity
∑
k
(
a − b + c
k
)(
n + b − c
n − k
)(
b + k
a + n
)
=
(
b
a
)(
c
n
)
.
expli:=1:
summand:=(b+k)!/(k!*(a-b+c-k)!*(n-k)!*(b-c+k)!*(b+k-a-n)!):
rh:=b!*c!*(a+n)!/(a!*(b-a)!*n!*(c-n)!*(a-b+c)!*(n+b-c)!):
We only give the main results:
We get an operator A(N,n) annihilating the left side of the identity
(N + 1)(−b + a)(−2Na − Nan + Nca + ac − an − N2n2 − 6N2n − 9N2 − N2bn
− 3N2b + N2nc + 3N2c − 5N − Nbn + 2Nnc − Nb − 2Nn2 − 7Nn + 4Nc − n
+ nc + c − n2).
The conjectured rhs is annihilated by the following operator B(N,n)
(n + 1)(−n − 1 − b + c)N + ac − an + nc − n2 + c − n.
Now A(N,n) = S(N,n) ∗ B(N,n) (check!), where S(N,n) is −N2b + N2a + 2Na −
2Nb − b + a.
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Let F(n, k1, . . . , kr ) be a holonomic function. It follows from Lemma 1 that there exist
r + 1 linear recurrence operators with polynomial coefficients that annihilate F :
A0(N,n, k1, . . . , kr )F = 0,
A1(K1, n, k1, . . . , kr )F = 0,
. . .
Ar(Kr,n, k1, . . . , kr )F = 0,
where N,K1, . . . ,Kr are the shift operators according to n, k1, . . . , kr , respectively.
And analogously to Theorem 4, we have
Theorem 5. Let F :Zr+1 → C be such that ∑k1,...,kr F (n, k1, . . . , kr ) converges for
every n. If F(n, k1, . . . , kr ) is a solution of a linear partial recurrence equation with poly-
nomial coefficients of the form
R(n,N,K1, . . . ,Kr)F (n, k1, . . . , kr ) ≡ 0,
with k1, . . . , kr missing from R, then a(n) :=∑k1,...,kr F (n, k1, . . . , kr ) satisfies the follow-
ing ordinary linear recurrence equation with polynomial coefficients:
S(n,N)a(n) ≡ 0,
where S(n,N) = R˜(n,N, I, . . . , I ) and R˜ is obtained from R by dividing by the highest
possible power of (I − Ki), i = 1, . . . , r .
Now, for proving or refuting terminating hypergeometric identities of the form
∑
k1,...,kr
F (n, k1, . . . , kr ) = rhs(n),
we should first find operators Ai , i = 0, . . . , r , which annihilate F(n, k1, . . . , kr ). These
are obtained by computing the following rational functions:
F(n + 1, k1, . . . , kr )
F (n, k1, . . . , kr )
= P0(n, k1, . . . , kr )
Q0(n, k1, . . . , kr )
, (2)
F(n, k1, . . . , ki + 1, . . . , kr )
F (n, k1, . . . , ki, . . . , kr )
= Pi(n, k1, . . . , kr )
Qi(n, k1, . . . , kr )
, i = 1, . . . , r, (3)where Pi , Qi are polynomials in n, k1, . . . , kr and gcd(Pi,Qi) = 1, i = 0, . . . , r . Then
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Ai(Ki, n, k1, . . . , kr ) := KiQi(n, k1, . . . , ki − 1, . . . , kr )
− Pi(n, k1, . . . , ki, . . . , kr ), i = 1,2, . . . , r. (5)
Next, eliminate k1, . . . , kr from Ai , i = 0, . . . , r , to get an operator R(n,N,K1, . . . ,Kr).
Let
R(n,N,K1, . . . ,Kr) = (1 − K1)α1 · · · (1 − Kr)αr R¯(n,N,K1, . . . ,Kr),
where αi is the highest possible power of (1 − Ki), i = 1, . . . , r , and we get S(n,N) :=
R¯(n,N,1, . . . ,1), which annihilates a(n) :=∑k1,...,kr F (n, k1, . . . , kr ).
We have just found a recurrence satisfied by the left side of the identity and, finally, we
should check whether the right side rhs(n) also satisfies the same recurrence and whether
the initial conditions match.
Hence, our problem could be solved using the method of elimination. We now introduce
the algorithm for eliminating several variables.
To begin with, let us first introduce the following concepts.
We will again view all operators in C〈N,K1, . . . ,Kr, n, k1, . . . , kr 〉 as polynomials in
variables n, k1, . . . , kr with coefficients that belong to C[N,K1, . . . ,Kr ].
For a non-constant polynomial P ∈ C〈N,K1, . . . ,Kr, n, k1, . . . , kr 〉, suppose K0 := N ,
k0 := n, and let c be the greatest subscript for which kc appears actually in P . Let d be then
the degree of P considered as a polynomial in kc. Such a polynomial can then be written
in the canonical form
P = I ∗ kdc + lower degree terms in kc,
with coefficients themselves polynomials in C〈N,K1, . . . ,Kr, n, k1, . . . , kc−1〉. We shall
call c the class and d the degree of P , to be denoted by Cls(P ) and degkc P , respectively.
For a non-zero constant polynomial the class will be defined to be −1 while the degree
will be left undefined.
Because the process of elimination is performed on the set AS := {A0, . . . ,Ar}, where
A0, . . . ,Ar annihilate F(n, k1, . . . , kr ), we only discuss this special case, without consid-
ering the general case in C〈N,K1, . . . ,Kr, n, k1, . . . , kr 〉.
And, for any two polynomials Ai,Aj ∈ AS, we only take into account the case that Ai ,
Aj belong to the same class, say, Cls(Ai) = Cls(Aj ) = t . Let Ai ∈ C〈Ki,n, k1, . . . , kt 〉,
Aj ∈ C〈Kj ,n, k1, . . . , kt 〉, then Ai,Aj ∈ C〈Ki,Kj ,n, k1, . . . , kt 〉. Without loss of gener-
ality, let degkt Ai  degkt Aj . Write Ai , Aj in the canonical forms
Ai = I (Ai)kmt + lower degree terms in kt ,
Aj = I (Aj )knt + lower degree terms in kt ,
where m n and I (Ai), I (Aj ) ∈ C〈Ki,Kj ,n, k1, . . . , kt−1〉. We can consider kl , 0 l 
t −1, l = i, j as constants because the multiplications between kl and Ki,Kj , ki, kj satisfy
the general commutation relations. Then I (Ai), I (Aj ) ∈ C〈Ki,Kj , ki, kj 〉. It follows from
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final remainder is zero, which shows that there always exist two polynomials u, v such that
uI (Ai) = vI (Aj ). Let the degree of I (Aj ) in Kt be s, then we can find a polynomial R1 :=
uAi − v(kt + s)m−nAj , which satisfies degkt R1 < degkt Ai = m. Apply the Euclidean
algorithm once again and finally we will accomplish the elimination of kt from Ai and Aj .
Next, let us consider the method of verifying terminating hypergeometric identities of
the following form
∑
k1, k2
F(n, k1, k2) = rhs(n).
We should do as follows:
Algorithm 4 (Algorithm for verifying identities of two variables).
INPUT: the identity to be verified.
OUTPUT: a human readable proof or refutation of the identity.
1. Find operators Ai , i = 0,1,2, that annihilate F(n, k1, k2) with (2, 3, 4, 5).
2. Set AS := {A0,A1,A2}, and divide AS into two subsets B,C satisfying B = {Ai ∈
AS;Cls(Ai) < 2}, C = {Ai ∈ AS;Cls(Ai) = 2}.
3. If there is only one polynomial in C, say, A2, then move A2 out of AS. Now, AS =
{A0,A1}, where A0,A1 ∈ C〈N,K1, n, k1〉, and we can find a polynomial R free of
k1, k2 by applying Algorithm 2.
Else, let |C| = m, 2m 3, choose Cj satisfies degk2 Cj = min{degk2 Ci , Ci ∈ C},
construct m − 1 pairs {Ci,Cj }, Ci ∈ C, i = j , and get m − 1 polynomials Ri,1 
i  m − 1, by eliminating k2, using the method discussed above. Then, append Ri
into B , and set AS := B . Now, |AS| = 2. Denote AS = {A11,A12}, then A11,A12 ∈
C〈N,K1, n, k1〉 for k2 has just been eliminated. Applying Algorithm 2, we can find a
polynomial R free of k1, k2.
4. Find S(n,N) by using the polynomial R obtained in Step 3. That is, find the recurrence
satisfied by the left side of the identity.
5. Check whether rhs(n) also satisfies the same recurrence and whether the initial condi-
tions match.
Now, for given polynomials A0,A1, . . . ,Ar in r + 1 variables n, k1, . . . , kr , we can get
a polynomial R(n,N,K1, . . . ,Kr) free of k1, k2, . . . , kr . In fact, we perform the following
steps:
Algorithm 5 (Algorithm for eliminating several variables).
INPUT: polynomials Ai , which has the form (4) or (5), i = 0,1, . . . , r .
OUTPUT: polynomial R, independent of k1, k2, . . . , kr .
1. Classification.
Set AS := {P0,P1, . . . ,Pn}, then |AS| = n+ 1. Classify AS into two classes B = {Pi ∈
AS;Cls(Pi) < t}, C = {Pi ∈ AS;Cls(Pi) = t}, where t = max{Cls(Pi), Pi ∈ AS}. See
that at the beginning AS = {A0,A1, . . . ,Ar} and t = r .
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Consider the first execution of this step.
If |C| = m = 1, i.e., there is only one polynomial, which can be denoted by C1, in
class C. Set AS := AS −C, which follows that |AS| = r and the polynomials belong to
AS are free of kt . Return to Step 1.
If |C| = m > 1, now, the polynomials in C belong to the same class, and we can write
them in the canonical forms
Ci = I (Ci)kdit + lower degree terms in kt , i = 1, . . . ,m.
Choose Cj satisfies degkt Cj = min{degkt Ci , i = 1, . . . ,m}, and construct m− 1 pairs{Ci,Cj }, 1 i m, i = j . Eliminate kt for each pair, and obtain R1,R2, . . . ,Rm−1,
respectively. Ri satisfies Cls(Ri) < t , i = 1, . . . ,m−1. Append R1,R2, . . . ,Rm−1 into
B and set AS := B , then |AS| = r . Return to Step 1.
Notice that now the polynomials of AS may have two forms: some come from the orig-
inal set B constructed at Step 1 and belong to C〈Kl,n, k1, . . . , kt−1〉; others come from
R1,R2, . . . ,Rm−1 and belong to C〈Kl′ ,Kj ,n, k1, . . . , kt−1〉. Hence, when we eliminate
the next variable, maybe, kt−1, the leading coefficients of two polynomials according to
it, say, I (A11), I (A12) belong to C〈Kl,Kl′ ,Kj , kl, kl′ , kj 〉, where j is fixed. Then Al-
gorithm 4 implies that we still can find some u,v satisfying uI (A11) = vI (A12), which
makes the process of elimination continue.
When the program executes Step 2 again, the recursive process will be performed once
more to make the elimination work well. Then we may eliminate kr , kr−1, . . . , k1 succes-
sively and we get an operator R(n,N,K1, . . . ,Kr) independent of k1, k2, . . . , kr .
Based on the discussion above, we can accomplish the problem of proving or refuting
multivariate terminating hypergeometric identities.
We also developed a Maple program based on Algorithm 4, and checked the identity
∑
k1,k2
(
n
k1
)(
n
k2
)
= 4n,
as well as
∑
i
∑
j
(
r
i
)(
s
j
)(
t
n − i − j
)
=
(
r + s + t
n
)
.
But when we tried to verify the next identity [3, p. 33]
∑
r,s
(−1)n+r+s
(
n
r
)(
n
s
)(
n + r
r
)(
n + s
s
)(
2n − r − s
n
)
=
∑
k
(
n
k
)4
,
we had a block: after eliminating the variable s, we found one of the left polynomials was
too complex to continue the execution.
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Zeilberger and his colleagues have already studied the algorithms for proving q-proper-
hypergeometric identities as well as identities with the integral sign [1,6]. But their works
are not based on eliminations. We find that using the same method showed by Section 2, we
can establish eliminations under dilation operators and differential operators, respectively.
Then, with the eliminations as well as the fundamental theories proposed in [1,6], we
can construct algorithms, which are analogous to Algorithm 3, to verify identities of the
following forms:
∑
k
F
(
qn, qk
)= rhs(qn),
+∞∫
−∞
F(x, y)dy = a(x), (6)
where F(qn, qk) is a q-proper-hypergeometric term, and F(x, y) is an hyperexponential
function (see [1,6] for more details about these two concepts).
In fact, we have the following theorems.
Theorem 6. For any given polynomials A,B ∈ C〈Qn,Qk, qn〉 or C〈Dx,Dy, x〉, there
always exist polynomials u,v, r ∈ C〈Qn,Qk, qn〉 or C〈Dx,Dy, x〉, respectively, such that
uA = vB + r , where degqn r < degqn B or degx r < degx B , respectively.
Theorem 7. For any given polynomials A,B ∈ C〈Qn,Qk, qn〉 or C〈Dx,Dy, x〉, there
always exist polynomials u,v ∈ C〈Qn,Qk, qn〉 or C〈Dx,Dy, x〉, respectively, such that
uA = vB .
Theorem 8. For any given polynomials P,Q ∈ C〈Qn,Qk, qn, qk〉 or C〈Dx,Dy, x, y〉,
there always exist polynomials u,v,R ∈ C〈Qn,Qk, qn, qk〉 or C〈Dx,Dy, x, y〉, respec-
tively, such that uP = vQ + R, where degqk R < degqk Q or degy R < degy Q, respec-
tively.
In the theorems above, the dilation operator, e.g., Qn, satisfies Qnqn = q · qn ·Qn, and
the differential operator, e.g., Dx , satisfies Dxx = xDx + 1. These theorems will not be
proven here, since they are similar to the corresponding ones in Section 2.
We have also proved the identities in [1,6] with the Maple programs based on the theo-
rems above. Here are some examples.
Example 3. Prove that
∞∑
k=0
(
n + k
n
)
q
zk = 1
(z)n+1
.
Since
(
n k
) (n + k) k (q)n+k kF q ,q =
n q
z =
(q)n(q)k
z ,
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expli:=1:
summand:=simplify(expand(qjc(q,n+k)*z^k)/
expand(qjc(q,n)*qjc(q,k))):
rh:=simplify(1/expand(qjc(z,n+1))):
F(qn, qk) is annihilated by the following, qk-free, operator
(Qk − 1)z + z − zq(Qk − 1)qn − zqnq + Qnz2qqn − Qnz2
(
qn
)2
q2 − (Qk − 1)zQn
− zQn + Qnzq(Qk − 1)qn + Qnzqnq.
Therefore, putting Qk = 1, we get an operator A(Qn,qn) annihilating the left side of the
identity
z − zqnq + Qnz2qqn − Qnz2
(
qn
)2
q2 − zQn + Qnzqnq.
The conjectured rhs is annihilated by the following operator B(Qn,qn)
−1 + Qn − Qnzqnq.
Now A(Qn,qn) = S(Qn,qn) ∗ B(Qn,qn)(check!), where S(Qn,qn) is −z + zqn+1.
Example 4. Find the annihilated operator of
∑
k
F
(
qn, qk
)=∑
k
(q)n
(q)k(q)n−k
.
summand:=simplify(expand(qjc(q,n))/
expand(qjc(q,k)*qjc(q,n-k))):
F(qn, qk) is annihilated by the following, qk-free, operator
−(qn)3q7 + (qn)2q6 + q5(qn)2 − qnq4 − 2Qn(qn)2q6 − Qn(qn)2q6(Qk − 1)
+ 2Qnqnq4 + Qnqnq4(Qk − 1) + Q2n
(
qn
)2
q6(Qk − 1) + Q2n
(
qn
)2
q6
− Q2nqnq4(Qk − 1) − Q2nqnq4.
Therefore, putting Qk = 1, we get an operator A(Qn,qn) annihilating the left side of the
identity
−(qn)3q7 + (qn)2q6 + q5(qn)2 − qnq4 − 2Qn(qn)2q6 + 2Qnqnq4 + Q2n(qn)2q6
2 n 4− Qnq q .
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∞∫
−∞
exp
(
−x
2
y2
− y2
)
dy = √π exp(−2x).
expli:=1:
fun:=exp(-x^2/y^2-y^2):
rh:=sqrt(Pi)*exp(-2*x):
F(x, y) is annihilated by the following, y-free, operator
−4D2xD2yx − 4D3xD2yx2 − 96x − 96Dxx2 − 40D3xx2 − 40xD2x − 24D4xx + 16D5xx2
+ 16x3D4x − 32x3D2x − 2x3D6x.
Therefore, putting Dy = 0, we get an operator A(Dx,x) annihilating the left side of the
identity
−96x − 96Dxx2 − 40D3xx2 − 40xD2x − 24D4xx + 16D5xx2 + 16x3D4x − 32x3D2x
− 2x3D6x.
The conjectured rhs is annihilated by the following operator B(Dx,x)
Dx + 2.
Now A(Dx,x) = S(Dx, x) ∗ B(Dx,x) (check!), where S(Dx, x) is
−2(D3x − 2D2x − 4Dx + 8)D2xx3 + 2(5D3x − 4D2x − 24)Dxx2
+ (−4D3x − 8D2x − 24Dx − 48)x − 4D2x − 24.
Example 6. Find the annihilated operator of
+∞∫
−∞
F(x, y)dy =
+∞∫
−∞
(1 − xy)−ayb−1(1 − y)c−b−1 dy.
fun:=(1-x*y)^(-a)*y^(b-1)*(1-y)^(c-b-1):
We get an operator A(Dx,x) annihilating the left side of the identity
2Dx − 4Dxabx − bx2D2x − 7aD2xx2 + 9aDxx − 6a2Dxx + 2Dxac + 2Dxa2 − a3
+ aD2xbx2 + ba3 + 2a2Dxbx + cD2xx − D2xa2x + a3Dxx − D2xacx − Dxa2c
− aD3xx2 + 2D2xa2x2 + 5aD2xx + D3xx2 − D3xx3 + aD3xx3 + 2a2 − 4Dxx − a − 4D2xx
+ 5D2xx2 − 4aDx − cDx − 2ba2 + ba + 2Dxxb.
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