Abstract. The formulation and the semismooth Newton solution of Nash equilibria multiobjective elliptic optimal control problems are presented. Existence and uniqueness of a Nash equilibrium is proved. The corresponding solution is characterized by an optimality system that is approximated by second-order finite differences and solved with a semismooth Newton scheme. It is demonstrated that the numerical solution is second-order accurate and that the semismooth Newton iteration is globally and locally quadratically convergent. Results of numerical experiments confirm the theoretical estimates and show the effectiveness of the proposed computational framework.
Introduction
Many application problems involve the simultaneous optimization of several competing objectives and constraints that define the class of multiobjective or multicriteria optimization problems. In this class of problems, we can distinguish between finite-and infinitedimensional optimization problems. The former are characterized by finite-dimensional models and often refer to game theory problems. The latter can be associated to models in function spaces and, in particular, to differential models. A well-known application for infinite-dimensional multiobjective optimization occurs in aerodynamic shape optimization for the design of airplanes where one focus is the lift maximization in the critical phase of take-off and landing and the other one is drag minimization in the cruise regime since it directly determines kerosene consumption [9, 15] . Another application is multi-loading structural design [32] . Multiobjective PDE optimization would be also important in the treatment of models and data uncertainties where it is required to compute a robust optimal solution and minimize variance and other statistical moments [4] .
We focus on multiobjective optimization problems governed by PDE models and in this case much less is known on the characterization and the solution of these problems. The starting point of our research are the works of Pareto, Nash, and Stackelberg; see [5, 8, 10] and references therein for more details on their ground breaking contributions and subsequent results.
These works usually consider finite-dimensional models, whereas part of our motivation is to consider an infinite-dimensional setting where optimization problems with partial differential equations (PDE) are involved. While the Pareto solution may be found in a number of works dealing with infinite-dimensional optimization problems, cf. [23, 24] , much less is known regarding the Nash solution concept in multiobjective PDE-optimization problems. An exception are two recent papers [29, 30] by Ramos et al. devoted to a multiobjective optimization with a specific unconstrained control mechanism and solved with a conjugate gradient scheme. One of our purposes is to generalize this setting by considering a larger class of constrained controls and to solve the resulting problem with semismooth Newton methods.
Although the Nash formulation is typically viewed as a stronger solution concept than Pareto, the latter appears to be more popular in applications. On the other hand, it is only recently that powerful methods for the solution of finite-dimensional Nash equilibrium problems have been proposed. The purpose of this paper is to introduce the Nash equilibrium as a solution concept to multiobjective PDE-optimization problems and to show how to extend powerful finite-dimensional methods to solve the resulting discretized Nash equilibrium problems (NEPs, for short).
From the PDE optimization point of view, the class of problems considered in this paper are simple. Each of the two objectives are (strongly) convex as a function in the variable of the corresponding player (control), and the PDE is of the elliptic type. However, we do not consider two separate optimization problems, since we are looking for a Nash equilibrium, and even in the finite-dimensional setting with strongly convex objective functions, neither existence nor uniqueness of a Nash solution is guaranteed. This is very much in contrast to standard optimization theory, and points out the difficulty inherent in the solution of NEPs, cf. [11, 14] for more details.
The paper is organized as follows. In Section 2, we formulate the class of multiobjective PDE-optimization problems considered throughout this paper and formally introduce the Nash solution concept. Section 3 gives an existence and uniqueness result for this class of problems in the infinite-dimensional setting. A finite difference discretization together with its approximation properties is then discussed in Section 4. In Section 5, we restate a semismooth Newton method for the solution of general NEPs which may be viewed as a standard solver and which is known to be both globally and locally quadratically convergent under certain assumptions. The two subsequent Sections 6 and 7 focus on the particular structure of the discretized multiobjective PDE-optimization problem and show that the conditions for global and local fast convergence hold. Numerical results are presented in Section 8, and we conclude with some final remarks in Section 9.
Multiobjective Elliptic Control Problems
This section defines the class of problems considered in this paper and contains the definition of the Nash solution concept. We consider multiobjective optimization problems governed by a linear elliptic partial differential equation as follows.
and
where f ∈ L 2 (Ω) and Ω is a convex open bounded set in R 2 . The cost functionals J j , j = 1, 2, are of the tracking type and are given by
where z 1 , z 2 ∈ L 2 (Ω) are given target functions and ν j > 0, j = 1, 2, are the weights of the costs of the controls.
The set of admissible controls U ad = U ad,1 × U ad,2 is the space product of two closed convex subsets of L 2 (Ω) given by
where l j and r j , j = 1, 2, are elements of L ∞ (ω j ) and ω j are measurable subsets of Ω.
, are chosen depending on the particular application, and suitable assumptions on them will be given later. In the case of different controls defined on different subsets of Ω, we have the extension operator given by
With this setting, we have y ∈ H 1 0 (Ω) ∩ H 2 (Ω). In order to define a suitable solution concept for the multiobjective PDE optimization problems (1) and (2), first note that J 1 depends on y and u 1 , but not explicitly on u 2 . Similarly, J 2 depends on y and u 2 , but not explicitly on u 1 . Since y is given by a solution of a PDE which is controlled by u 1 and u 2 , we are essentially in the situation that J 1 is a function of u 1 and J 2 is a function of u 2 , i.e. each of the objectives has its own variables. This is the typical situation for which the solution concept by Nash can be used.
To make this more precise, let us introduce the reduced formulation of (1) and (2) . We denote with y(u 1 , u 2 ) the unique solution of the PDE as a function of (u 1 , u 2 ). With our setting, the mapping (u 1 , u 2 ) → y(u 1 , u 2 ) is affine and continuous. Then, we define the reduced cost functionalŝ
We have that the mappings (u 1 , u 2 ) →Ĵ j (u 1 , u 2 ), j = 1, 2, are twice Fréchet differentiable [19, 34] . Using these reduced cost functionals, we obtain the following reduced (equivalent) formulation of (1) and (2) . We have
In this formulation, u 1 is the variable in optimization problem (6) and u 2 is the variable in optimization problem (7) . That is, we are in the situation where both objectives control different sets of variables. Moreover, since we have multiple objectives that are in conflict with one another and therefore a multiobjective optimization problem does not have a single solution that could optimize all objectives simultaneously, the solution of multiobjective optimization problems should consist of all optimization functions that can best attain the prioritized objectives as good as possible. This leads to the following multiobjective solution concept by Nash.
Hence, we have a Nash equilibrium if no benefit is attained by changing one control unilaterally while the other control is kept fixed. Similarly, we call a triple (ȳ,ū 1 ,ū 2 ) a Nash solution of the original multiobjective optimization problem from (1), (2) if (ū 1 ,ū 2 ) is a Nash equilibrium of the reduced formulation (6), (7) andȳ = y(ū 1 ,ū 2 ) holds.
Existence and Uniqueness of a Nash Equilibrium
In this section, we show that there is a unique Nash equilibrium of the problem (1)- (2) . The analysis is motivated by the one in [29] . To this end, we come back to the reduced formulation (6)- (7). It is not difficult to see that the mappings u 1 →Ĵ 1 (u 1 ,ū 2 ) and u 2 →Ĵ 2 (ū 1 , u 2 ) are convex for fixedū 2 andū 1 , respectively. Hence (ū 1 ,ū 2 ) is a Nash equilibrium if and only if this pair satisfies the following
In order to get a convenient expression for the gradient ofĴ j , we introduce the functions
, as the unique solution to the adjoint equations
where y = y(ū). Then the gradient ofĴ j can be represented as follows
for j = 1, 2. Using the adjoint operator B * j , the necessary and sufficient first-order optimality conditions are given by
Altogether, it follows that the solution to (1)- (2) is characterized by the following optimality system. We have
in Ω,
Then, we can rewrite (9) as follows
where we put b := (b 1 , b 2 ),ū := (ū 1 ,ū 2 ), v := (v 1 , v 2 ), and the operator A : H → H is defined by
Here, for the given (u 1 , u 2 ), thep 1 andp 2 are obtained by first solving the following problem
and in the next step, we computep 1 andp 2 solving the equations
with homogeneous Dirichlet boundary conditions. Notice thatp 1 andp 2 coincide in our case. However, they would be different, in general, considering different tracking functionals.
We have that A results to be the linear part of the optimality condition operator which is an affine mapping. In fact, the inhomogeneous term b = (b 1 , b 2 ) is defined in terms of f and the target functions z 1 and z 2 , and it is zero when these functions are zero. Specifically, the construction of b 1 and b 2 proceeds as follows. Defineŷ as a solution of −∆ŷ = f with homogeneous Dirichlet boundary conditions. Then, b 1 and b 2 are given by b j = B * jp j (j = 1, 2), wherep j (j = 1, 2) solve the equation −∆p j = −(ŷ − z j ) with homogeneous Dirichlet boundary conditions. Now, we define the mapping a :
Thenū = (ū 1 ,ū 2 ) is a Nash equilibrium if and only if it satisfies the variational inequality
The central properties of the mapping a are summarized in the following result. 
where λ(·) denotes the Lebesgue-measure of a set. Then the mapping a : H × H → R from (10)- (13) is bilinear, continuous, and coercive.
Proof. Clearly the operator A is linear, bounded, and continuous in H. Therefore, we immediately obtain that a is bilinear and continuous. We show that a is coercive. For this purpose, we consider the following
In view of the assumed coercivity of B * j B j , the statement follows if we are able to show that the last two terms in (16) are nonnegative. In fact, we have
whereỹ is the solution to (11) with u 1 and u 2 in the right-hand side. Similarly, we prove that
The central result of this section is a direct consequence of Proposition 3.1.
Theorem 3.2
There exists a unique Nash equilibrium of the reduced problem (6)- (7) (and therefore also a unique Nash solution to (1)- (2)).
Proof.
Recall thatū = (ū 1 ,ū 2 ) is a Nash equilibrium of (6)-(7) if and only if this pair satisfies the variational inequality (14) . However, since a is bilinear, continuous and coercive in view of Proposition 3.1, it follows from the Lions-Stampacchia-Theorem (see, e.g., [1, 21] ) that this variational inequality has a unique solution.
Finite Difference Discretization
In this section, we discuss a finite difference discretization of the multiobjective linear optimality system (9) . To this end, we consider the simpler case without constraints on the controls. Then we can use the resulting optimality conditions to eliminate the control functions by expressing them in terms of the state and the adjoint variables.
Specifically, consider a sequence of grids {Ω h } h>0 given by
We assume that Ω is a rectangular domain and that the values of the mesh size h are chosen such that the boundaries of Ω coincide with grid lines. For grid functions v h and w h defined on Ω h we introduce the discrete L 2 -scalar product
. We also use |v h | ∞ = max x∈Ω h |v h (x)|. First-order backward and forward partial derivatives of v h in the x i direction are denoted by ∂ − i and ∂ + i , respectively, and given by
whereî denotes the i coordinate direction vector and v h is extended by 0 on grid points outside of Ω; see [16] . In this framework, the discrete H 1 -norm is given by
The spaces L 
]; see [16] for more details.
The restriction operator R h :
In the following, this operator is also used as mapping R h :
Alternatively, for sufficiently smooth functions
The second-order five-point approximation to the Laplacian with homogeneous Dirichlet boundary conditions is defined by ∆ h = ∂
We have the following consistency result
see, e.g., [16] . Next, an a priori estimate of the accuracy of solutions to the optimality system (9) without constraints on the control is discussed. The last equation in (9) then becomes ν j B * j B j u j − B * j p j = 0, which we can use in the first equation of the system to eliminate the control variable u. After discretization, we have the following discrete optimality system:
where f h =R h f and z h j =R h z j . We assume from now on that the discrete linear operators B h j are injective, i.e. of full column rank. This corresponds to the coercivity condition of B * j B j used in Proposition 3.1. We then define Q
It follows that the I h − Q h j , j = 1, 2 are also projectors. We have
Next, we use this fact to eliminate the control variables from the optimality system. For simplicity, we take ν 1 = ν 2 = ν; we obtain
For the purpose of our analysis, we add and subtract p 
Summing up the three equations (27) , (28), (29), we get
j is a projection operator, and using the Cauchy-Schwarz inequality yields
where the operator ∇ h is defined by
f . Now, we need the following result from [33] .
Lemma 4.1 (Poincaré-Friedrichs inequality for finite differences) For any grid function v h , there exists a constant c * , independent of v h and h, such that
Lemma 4.1 immediately gives
Applying the Cauchy inequality |ab| ≤
and assuming c * sufficiently small, we obtain
where c is a positive constant depending on ν and c * .
Using (31), we are now able to determine the degree of accuracy of the optimal solution. For this purpose, notice that (24)- (26) (18) . These statements are summarized in the following theorem where we explicitly consider possibly different ν 1 and ν 2 .
Theorem 4.2 Let y ∈ C
4 (Ω), and p ∈ C 4 (Ω), be solutions of (9) (26) . Then there exists a constant c, depending on Ω, and independent of h, such that
Remark 4.3 The second-order accuracy estimate stated in Theorem 4.2 can also be proved in the context of finite differences assuming y, p ∈ H 1 0 (Ω) ∩ H 3 (Ω); see [3] . In the context of finite elements, we could prove that the same order of accuracy holds with
Theorem 4.2 states second-order accuracy of the solution of the finite-difference approximation to (9) assuming no constraints on the control. On the other hand, in the presence of active constraints, the analysis given above does not hold. In this case, in the context of finite differences and using the analysis given in [2, 25] it is possible to prove only a first-order accuracy estimate. In the context of finite elements it would be possible to extend results given in [26, 31, 34] , for the case of single-objective optimization, to prove O(h 2 ) convergence for the state and the adjoint variables and O(h 3/2 ) for the constrained control variables.
The Semismooth Newton Method
In this section, we discuss the semismooth Newton method to solve our discrete multiobjective optimal control problem. Alternatively, it might be possible to develop an infinitedimensional semismooth Newton method like in [17, 19, 35] in other contexts. Here, however, we follow the first discretize then optimize approach [18] . We assume a square domain with a uniform grid with mesh size h = 1/(N +
Correspondingly, the discretized reduced objectives are given bŷ
respectively, whereas the (box) constraints of the controls u 1 and u 2 read as follows
Now, consider the following optimization problem
The Lagrangian of this problem is given by
with suitable Lagrange multipliers λl 1 , λr 1 . Hence, the KKT conditions are as follows
Similarly, for the control u 2 we obtain the corresponding KKT conditions
with suitable multipliers λl 2 , λr 2 . Introducing slack variables wl 1 , wr 1 for control 1 and wl 2 , wr 2 for control 2, we obtain from the definition of y the combined KKT conditions
where • denotes the Hadamard (componentwise) product of two vectors. Similar to (8), we next define the adjoint variables
respectively. Then we can write the combined KKT-conditions as follows:
Here, the dimensions of the corresponding data and the variables are (with n = N 2 ):
The vector of variables is z := (y, u 1 , u 2 , p 1 , p 2 , λl 1 , λr 1 , λl 2 , λr 2 , wl 1 , wr 1 , wl 2 , wr 2 ).
denote the Fischer-Burmeister-function introduced in [13] . It has the important property that
Hence the combined KKT-condition can be rewritten as an unconstrained system of nonlinear equations
where
Since ϕ is nonsmooth, the mapping H is also nonsmooth in general. However, we have the following result that can be derived in a standard way.
Theorem 5.1 The mapping H is strongly semismooth.
The semismooth Newton method from [27, 28] can therefore be applied to the system of equations H(z) = 0. In order to present a globalized version of the locally convergent semismooth Newton method, we will also exploit the corresponding merit function
Despite the nonsmoothness of H, it turns out that this merit function is continuously differentiable. We formulate this in the following result whose proof is again standard and therefore omitted here.
Theorem 5.2 The merit function
Exploiting the smoothness of Ψ, we are now able to restate the globalized semismooth Newton method from [7] , adapted to our context. (In this and the next two sections ∆ denotes differences and not the Laplacian operator.) 2 ), parameters ρ > 0, p > 2, β ∈ (0, 1), σ ∈ (0, 1/2), ε > 0, and set k := 0.
(S.4) Compute a solution ∆z k of the linear system of equations V k ∆z = −H(z k ). If this system is not solvable or the solution does not satisfy the sufficient decrease condition
∇Ψ(z k ) T ∆z k ≤ −ρ ∆z k p , then set ∆z k := −∇Ψ(z k ). (S.5) Compute a stepsize t k = max{β ℓ | ℓ = 0, 1, 2, .
. .} satisfying the Armijo condition
Ψ(z k + t k ∆z k ) ≤ Ψ(z k ) + σt k ∇Ψ(z k ) T ∆z k . (S.6) Set z k+1 := z k + t k ∆z k , k ← k + 1
, and go to (S.1).
The corresponding local and global convergence result from [7] , once again slightly adapted to our case, then reads as follows.
Theorem 5.4 The following statements hold: (a) Algorithm 5.3 is well-defined. (b) Every accumulation point of a sequence {z k } generated by Algorithm 5.3 is a stationary point of Ψ. (c) If an accumulation pointz of the sequence {z
k } is such that all matrices V ∈ ∂H(z) are nonsingular, thenz is a solution of H(z) = 0, and the sequence {z k } convergence locally quadratically toz.
The previous result raises the following important questions: 1) Is a stationary point of Ψ already a global minimum, hence a solution of H(z) = 0 and, therefore, also a solution of our (discretized) Nash equilibrium problem? 2) Are all matrices V ∈ ∂H(z) at a solutionz automatically nonsingular? These two questions will be discussed in detail in the subsequent two sections.
A Stationary Point Result
The aim of this section is to show that a stationary point z * of the merit function Ψ is already a global minimum of this function, hence a solution of the nonlinear system of equations H(z) = 0 and, consequently, also a solution of the (discretized) Nash equilibrium problem. In view of Theorem 5.4, it then follows that every accumulation point of a sequence {z k } generated by Algorithm 5.3 is a solution of the Nash equilibrium problem. In order to prove the main result of this section, we need the generalized Jacobian of the mapping H. To this end, we first recall that the convex subdifferential (which is identical to the generalized gradient in this case) of the Fischer-Burmeister-function at an arbitrary point (a, b) ∈ R 2 is given by
Then we write D
with diagonal elements (a
In a similar way, we define the corresponding diagonal matrices
In view of the previous representation of the subdifferential of ϕ, it follows immediately that all diagonal matrices are negative semidefinite, and that the sum of each pair like D is a negative definite diagonal matrix since the diagonal elements at the same position cannot be equal to zero at the same time. This simple observation will play some role in our subsequent analysis.
Using standard calculus rules for nonsmooth mappings from [6] , it is now easy to see that each element V ∈ ∂H(z) has the following structure: 
We know from the previous discussion that all the diagonal matrices D 
hence nonsingular. In general, this assumption does not hold, but we will see later how to exploit this condition in the main result of this section. ) being appropriately partitioned. Taking into account the special structure of an arbitrary element V ∈ ∂H(z), this can be rewritten as
Using (40)- (43), we obain
Substituting these expressions into the remaining equations yields
Exploiting assumption (33), we may further solve equations (53)- (56) with respect to ∆λl 1 , ∆λr 1 , ∆λl 2 , ∆λr 2 and obtain
Replacing these terms in (48)- (52), we get
Note that (57) and (58) can be reformulated as
with suitable positive definite diagonal matrices D 1 , D 2 . Since A is nonsingular, it follows from (60) and (61) that
Inserting this into (62) and (63), we get
Furthermore, we obtain
from (59). Substituting this expression into (64) and (65) yields
In matrix-vector notation, the previous two equations are equivalent to
which, in turn, can be rewritten as
Now the first matrix is obviously positive definite. We claim that the second matrix is positive semidefinite. To this end, it remains to show that
is positive semidefinite. To see this, first recall that A is symmetric positive definite. Hence the inverse A −1 is also symmetric positive definite. Therefore,
arbitrary and writing p = (p 1 , p 2 ) :
Hence we obtain (∆u 1 , ∆u 2 ) = (0, 0). This, in turn, successively implies ∆z = 0 so that the generalized Jacobian is indeed nonsingular.
The previous result allows us to apply a standard trick from [12] in order to show that every stationary point of Ψ is already a global minimum of this function and, therefore, a solution of the Nash equilibrium problem. Proof. Using Clarke's generalized chain rule, it follows that 0 = ∇Ψ(z) = V T H(z) for some matrix V ∈ ∂H(z). Now, we can assume without loss of generality that assumption (33) holds since zero entries in one of the diagonal matrices from (33) can only occur if the corresponding entry of the vector H(z) is zero, hence these entries of the diagonal matrices can be modified without changing the gradient. Hence, Proposition 6.1 implies that V is nonsingular. However, the nonsingularity of V together with 0 = V T H(z) immediately gives H(z) = 0. This, in turn, implies that the corresponding components of z are a solution of the underlying Nash equilibrium problem.
A Nonsingularity Result
Here we want to show that all matrices V ∈ ∂H(z) are nonsingular at a solutionz. In view of Theorem 5.4, this implies that the semismooth Newton method is locally quadratically convergent.
To this end, we state the following assumption. This assumption holds, for example, for
This is precisely the situation that we will consider in our numerical experiments, and it is the only case discussed in [29] (where, however, the controls u 1 and u 2 are unconstrained). Now, letz = (y, u 1 , u 2 , p 1 , p 2 , λl 1 , λr 1 , λl 2 , λr 2 , wl 1 , wr 1 , wl 2 , wr 2 ) be a solution of H(z) = 0, and let V ∈ ∂H(z) an arbitrary element from the generalized Jacobian of H atz. Then V has precisely the structure as indicated before Proposition 6.1 except that, in addition, we have B T 1 B 1 = I n 1 and B T 2 B 2 = I n 2 in our particular situation, cf. Assumption 7.1. We need to show that this matrix V is nonsingular, and we want to verify this statement without the additional condition from (33) . Unfortunately, the proof is quite involved and needs some technical notation.
To this end, we first recall thatz being a solution of H(z) = 0, we, in particular, have that u 1 is feasible, hence, for any index i ∈ {1, . . . , n 1 }, we either have u 1,i = l 1,i (the variable is equal to the lower bound) or u 1,i ∈ (l 1,i , r 1,i ) (the variable is inactive) or u 1,i = r 1,i (the variable is equal to the upper bound).
In the first case, where u 1,i = l 1,i , we automatically have wl 1,i = 0 and wr 1,i > 0, which in turn implies λr 1,i = 0. Since λl 1 ≥ 0, we therefore have the two subcases λl 1,i > 0 and λl 1,i = 0. On the other hand, the second case u 1,i ∈ (l 1,i , r 1,i ) automatically gives wl 1,i > 0 and wr 1,i > 0 which, in turn, yields λl 1,i = 0 and λr 1,i = 0. Finally, in the third case u 1,i = r 1,i , we have wr 1,i = 0 and wl 1,i > 0, which then gives λl 1,i = 0. Using λr 1 ≥ 0, there are the two remaining subcases λr 1,i > 0 and λr 1,i = 0. Summarizing this discussion, we see that the following five index sets form a partition of the set {1, . . . , n 1 }: In order to understand the meaning of the two tables from Lemma 7.2, let us take a closer look at the diagonal matrix D l 1 a , for example: Then the first line of the first table means that the subblocks of this diagonal matrix are given by
whereas the block entry D l 1 a β 1 β 1 has no special structure (it is negative semidefinite, but nothing else can be said). The other lines in the two tables have to be interpreted in a corresponding way. This particular structure of the diagonal matrices will play a central role in our subsequent analysis.
We now consider the homogeneous linear system of equations V · ∆z = 0 and partition the vector ∆z in exactly the same way as in (34) . Following the proof of Proposition 6.1, we arrive at (48)-(56). From that point on, we have to change the proof since condition (33) does not hold any longer. To this end, we first observe that (51) and (52) immediately give ∆p 1 = ∆p 2 =: ∆p and, therefore, ∆y = −A∆p.
Substituting this into (50) yields
Taking into account Assumption 7.1, system (48)-(56) thus reduces to
Solving (68), (69) for ∆u 1 and ∆u 2 , respectively, we obtain
Inserting these expressions into (70) and rearranging terms gives
where, for simplicity of notation, we put
We next replace ∆u 1 , ∆u 2 from (75), (76) also in equations (71)- (74) to obtain
Reordering terms, system (68)-(74) therefore reduces to
We now exploit the fact that the vectorz under consideration is a solution of H(z) = 0. Hence, the index sets α i , β i , γ i , δ i , ε i form a partition of the set {1, . . . , n i } for i = 1, 2. Therefore, considering equations (81), (82) for each of the blocks α 1 , β 1 , γ 1 , δ 1 , ε 1 as well as equations (83), (84) for each of the block components α 2 , β 2 , γ 2 , δ 2 , ε 2 separately and exploiting the special structure of the diagonal matrices from Lemma 7.2, we obtain
Taking into account that several block components of ∆λl 1 , ∆λr 1 , ∆λl 2 , ∆λr 2 are equal to zero, we may further reduce the nontrivial terms to
Hence we obtain
with diagonal matrices Λ 1 and Λ 2 given by
The central property of these two diagonal matrices are summarized in the following result.
Lemma 7.3
The matrices I + Λ 1 and I + Λ 2 are both positive semidefinite.
Proof. We verify the statement only for the matrix I + Λ 1 since the proof is similar for the second matrix I + Λ 2 . To this end, we take a closer look at the block components of the matrix Λ 1 corresponding to the blocks defined by the index sets α 1 , β 1 , γ 1 , δ 1 , and ε 1 , respectively. We have to show that all entries of the diagonal matrix Λ 1 are greater or equal to −1. together with Lemma 7.2 then shows that
Next, for the index set β 1 , we can argue as for the index set ε 1 , see below. The diagonal elements of Λ 1 belonging to the index set γ 1 are equal to zero by definition. Using Lemma 7.2 once again, we immediately see that the δ 1 -block is given by
Finally, let us consider the block corresponding to the index set ε 1 , and take an arbitrary element i ∈ ε 1 . The definition of the matrix Λ 1 shows that the diagonal element d i belonging to this index is given by
An elementary calculation then shows that d i ≥ −1 holds. Altogether, this completes the proof.
We are now in a position to verify the nonsingularity of the given matrix V ∈ ∂H(z). To this end, let us come back to equation (77). Exploiting (85), we obtain
In view of the definition (79) of the two vectors ∆q 1 and ∆q 2 , this may be rewritten as
Recalling the definition (78) of M, this is equivalent to
Since A and, therefore, also A 2 is positive definite, it now follows from Lemma 7.3 that ∆p = 0. By definition, this means that ∆p 1 = 0 and ∆p 2 = 0, which in turn also gives ∆y = 0, cf. (67). Furthermore, it also follows from (79) that ∆q 1 = 0 and ∆q 2 = 0. This immediately gives ∆λl 1 = 0, ∆λr 1 = 0, ∆λl 2 = 0, and ∆λr 2 = 0. Hence (75), (76) yield ∆u 1 = 0 and ∆u 2 = 0. Finally, this also gives ∆wl 1 = 0, ∆wr 1 = 0, ∆wl 2 = 0, and ∆wr 2 = 0. We have thus proven the following result. Recall that Theorem 7.4 is highly important since it guarantees the local quadratic convergence of the semismooth Newton method applied to H(z) = 0. Hence, together with Theorem 6.2, it follows that Algorithm 5.3 has very nice global and local convergence properties.
Numerical Results
We validate our globalized semismooth Newton scheme (Algorithm 5.3 in MATLAB) using the stepsize parameters σ = 10 −4 and β = 0.5 as well as the termination parameter ε = 10 −8 . Since we never observed singularity problems, we always took the Newtontype direction and remove the switching to the antigradient direction from Algorithm 5.3 in our implementation. We use Ω = (0, 1) × (0, 1), the matrices B 1 and B 2 from (66), and the starting point z 0 = 0. We tested several examples with different choices of the stepsize h = 1/(N + 1), the lower and upper bounds l 1 , r 1 , l 2 , r 2 , the weights ν 1 , ν 2 , the target values z 1 , z 2 , and the right-hand side f . Our method was able to solve all cases with typical Newton efficiency and showing robustness with respect to the optimization parameters.
For the purpose of validating the accuracy of the computed optimal solution, we define the following test case with known analytical solution. We have i.e. halving the stepsize h, results in an accuracy that is about four times better. This is consistent with the second-order error estimate given in Theorem 4.2, although the controls are active and a lower degree of convergence of the controls could be expected. Finally, we take a look at the behaviour of our method for decreasing values of the regularization parameters ν 1 , ν 2 . To this end, we take the same test problem data as before, using the fixed discretization N = 64, and let ν 1 = ν 2 =: ν go down from ν = 1 to ν = 10 −8 . The number of iterations needed by our semismooth Newton method are reported in Table 3 . The number of iterations increases slightly, but eventually stays constant, using nine iterations for all sufficiently small values of ν j .
In fact, the method is able to solve the resulting problem also in the limiting case ν 1 = ν 2 = 0 in nine iterations, though this case is not covered by our theory. More precisely, in this case we cannot use (86), (87) to construct the functions u 1 , u 2 . Therefore, we take small positive values ν 1 = ν 2 := 10 −16 to define these functions, just to get a suitable test problem, and afterwards we do all the calculations with the semismooth Newton method using ν 1 = ν 2 = 0, i.e. without a regularization term. This means that the functions u 1 , u 2 generated via (86), (87) are no longer the analytical solutions of this example. However, the algorithm still works very well, and the (bang-bang) solution is depicted in Figure 2 .
Conclusion
The formulation and the semismooth Newton solution of Nash equilibria multiobjective elliptic optimal control problems was presented. The convergence of the semismooth Newton method resulted to be quadratic as predicted by the theoretical investigation. Second-order accuracy of the finite difference approximation to the unique Nash equilibrium solution was demonstrated. Future research will focus on the analysis of the case of more than two objectives and of different control mechanisms. 
