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ON A REAL ANALOGUE OF BEZOUT INEQUALITY AND THE
NUMBER OF CONNECTED COMPONENTS OF SIGN
CONDITIONS
SAL BARONE AND SAUGATA BASU
Abstract. Let R be a real closed field and Q1, . . . , Q` ∈ R[X1, . . . , Xk] such
that for each i, 1 ≤ i ≤ `, deg(Qi) ≤ di. For 1 ≤ i ≤ `, denote by Qi =
{Q1, . . . , Qi}, Vi the real variety defined by Qi, and ki an upper bound on the
real dimension of Vi (by convention V0 = R
k and k0 = k). Suppose also that
2 ≤ d1 ≤ d2 ≤ 1
k + 1
d3 ≤ 1
(k + 1)2
d4 ≤ · · · ≤ 1
(k + 1)`−3
d`−1 ≤
1
(k + 1)`−2
d`,
and that ` ≤ k. We prove that the number of semi-algebraically connected
components of V` is bounded by
O(k)2k
 ∏
1≤j<`
d
kj−1−kj
j
 dk`−1` .
This bound can be seen as a weak extension of the classical Bezout inequality
(which holds only over algebraically closed fields and is false over real closed
fields) to varieties defined over real closed fields.
Additionally, if P ⊂ R[X1, . . . , Xk] is a finite family of polynomials with
deg(P ) ≤ d for all P ∈ P, cardP = s, and d` ≤ 1k+1d, we prove that the
number of semi-algebraically connected components of the realizations of all
realizable sign conditions of the family P restricted to V` is bounded by
O(k)2k(sd)k`
 ∏
1≤j≤`
d
kj−1−kj
j
 .
These results have found applications in discrete geometry, for proving inci-
dence bounds [11], as well as in effcient range-searching [20].
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1. Introduction
1.1. History and motivation. Let R be a fixed real closed field, and we denote by
C the algebraic closure of R. Bounds on the number of semi-algebraically connected
components, and in fact on all the Betti numbers of real algebraic varieties and
of semi-algebraic subsets of Rk in terms of the number and the degrees of the
polynomials used to define them is a well studied problem in quantitative real
algebraic geometry. The classical bounds, going back to the work of Ole˘ınik and
Petrovski˘ı [23], Thom [27] and Milnor [21], bounded the sum of the Betti numbers
of real algebraic varieties, as well as those of basic closed semi-algebraic sets. These
and related bounds (see below) are extremely important in real algebraic geometry
[10], but have also been used extensively in other areas such as combinatorics [3],
discrete and computational geometry [15], and theoretical computer science [22]
(the cited references are not by any means exhaustive but only given for illustrative
purposes – we refer the reader to [9] for a more extensive survey).
An important application of the bounds mentioned above is in bounding the
number of semi-algebraically connected components of the realizations of various
sign conditions of a family of polynomials in Rk or more generally sign conditions
restricted to a given real sub-variety of Rk. In order to state these results more
precisely, we introduce some notation.
Notation 1.1. For P ⊂ R[X1, . . . , Xk] a finite family of polynomials, a sign con-
dition σ on P is an element of {0, 1,−1}P . The realization Reali(σ, V ) of the sign
condition σ on a semi-algebraic set V ⊂ Rk is the semi-algebraic set defined by
Reali(σ, V ) = {x ∈ V | sign(P ) = σ(P ), P ∈ P}.
Notation 1.2. For any finite family of polynomials Q ⊂ R[X1, . . . , Xk] we will
denote by Zer(Q,Rk) the set of real zeros of Q in Rk. If Q = {Q}, then we will
use the notation Zer(Q,Rk) instead. We will denote by Qh (respectively, Qh) the
homogenizations of the polynomials in Q (respectively, the polynomial Q), and
denote by Zer(Qh,PkC) (respectively, Zer(Qh,PkC)) the common zeros of the family
Qh (respectively, the polynomial Qh) in the projective space PkC.
Notation 1.3. For any Q ∈ R[X1, . . . , Xk] we will denote by deg(Q) the degree of
Q. More, generally for a tuple of polynomials Q = (Q1, . . . , Q`) ∈ R[X1, . . . , Xk]`
we will denote deg(Q) = (d1, . . . , d`) where di = deg(Qi), 1 ≤ i ≤ `.
Notation 1.4. For any semi-algebraic set S ⊂ Rk, we will denote by bi(S) the
i-th Betti number of S. In particular, b0(S) is the number of semi-algebraically
connected components of S.
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Notation 1.5. For any semi-algebraic set S ⊂ Rk, we will denote by dimS the
real dimension of S. For any x ∈ S, we denote by dimx S the local real dimension
of S at x. Note that unlike complex varieties, an irreducible real variety can have
have different local dimensions at different points.
Remark 1.6. We will at times slightly abuse notation and use the same letter to
denote a tuple of polynomials as well as the ordered finite set whose elements are
the elements of the tuple. This should not cause any confusion.
The following theorem gives a reasonably tight bound on the number of semi-
algebraically connected components of the realizations of all realizable sign condi-
tions of a finite family of polynomials restricted to a variety. It generalizes earlier
results of Alon [3], Warren [29] and Pollack and Roy [24], and has found several
applications in discrete geometry.
Theorem 1. [5] Let P,Q ⊂ R[X1, . . . , Xk] be finite families of polynomials such
that the degrees of the polynomials in P,Q are bounded by d, cardP = s, and
dimR(V ) = k
′, where V = Zer(Q,Rk). Then,∑
σ∈{0,1,−1}P
b0(Reali(σ, V )) ≤ O(1)ksk′dk.
Notice that in the bound in Theorem 1, while the exponent of s depends on
the dimension of the variety V , the exponent of d is that of the ambient space.
Moreover, the bound depends only on the maximum degree of the polynomials in
P and Q. This is a consequence of the fact that the proof involves taking sums of
squares of the polynomials in P and Q, and thus only the maximum degree plays a
role in the argument. This feature of taking the sum of squares is something that is
common in the proofs of all the bounds mentioned above. As such they all depend
on the maximum of the degrees of the polynomials used to define the given set or
sign conditions.
More recently, a new application of the bounds described above in discrete and
computational geometry, triggered by the work of Guth and Katz [16], raised the
question whether even the part of the bound in Theorem 1 that depends only on
the degree d could have a finer dependence on the degrees of the polynomials in P
and Q, in the case when the degrees of the polynomials in Q and those in P differ
significantly (see [16, 26, 18, 17, 30, 20]). This is one of the primary motivations
behind the results proved in the current paper (see Section 1.2 below for more
detail). A second motivation is to prove a version of the Bezout inequality on
bounding the number of isolated complex solutions (or more generally the number
of connected components) of an affine polynomial system by the product of the
degrees, over real closed fields where the original statement of the inequality does
not hold (see Section 1.3, and in particular Example 1.8 and Remark 1.11 below).
A first step was taken in this direction in [4] where the authors of the current
paper proved the following theorem (actually a more precise statement appears in
[4] but the following simplified version is what is important for the present purpose).
Theorem 2. [4] Let P,Q ⊂ R[X1, . . . , Xk] be finite subsets of polynomials such
that deg(Q) ≤ d1 for all Q ∈ Q, deg(P ) ≤ d2 for all P ∈ P. Suppose also that
d1 ≤ d2, and the real dimension of V = Zer(Q,Rk) is k1 ≤ k, and that cardP = s.
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Then, ∑
σ∈{0,1,−1}P
b0(Reali(σ, V )) ≤ O(1)k(sd2)k1dk−k11 .
Remark 1.7. One should compare Theorem 2 with Theorem 1. The new aspect
of Theorem 2 is the more refined dependence on the two different degrees, taking
into account the dimension of the variety V and the fact that d1 ≤ d2.
Notice that Theorem 2 implies the following corollary about the number of semi-
algebraically connected components of real varieties.
Corollary 3. Let Q1, Q2 ∈ R[X1, . . . , Xk] such that deg(Q1) ≤ d1,deg(Q2) ≤ d2,
d1 ≤ d2. Let V1 = Zer(Q1,Rk) and dimV1 ≤ k1, and let V2 = Zer({Q1,Q2},Rk).
Then,
b0(V2) ≤ O(1)kdk−k11 dk12 .
Proof. In Theorem 2, take Q = {Q1}, P = {Q2} and V = V1. 
1.2. Applications in discrete geometry. While Theorem 2 (in particular, also
Corollary 3) has already proved useful in certain applications in discrete and com-
putational geometry (see [2, 26, 20]), some even more recent developments seem to
require a more detailed analysis.
The requirement of refined bounds from real algebraic geometry in the applica-
tions mentioned above originates in the so called “polynomial partitioning” method
due to Guth and Katz [16], which provides a framework for proving bounds in sev-
eral types of problems in discrete geometry involving finite sets of points (such as
incidence problems [26], unit and distinct distance problems [16, 17, 30] etc.).
The original polynomial partitioning result states that given any set, S, of n
points in Rk, and an auxiliary parameter r, 0 < r < n, there exists a polyno-
mial P ∈ R[X1, . . . , Xk] of degree at most O
(
r
1
k
)
, having the property that each
semi-algebraically connected component C of Rk \ Zer(P,Rk) contains at most nr
of the points of S. The number of such semi-algebraically connected components
C (using for instance Theorem 1) is bounded by O(r), and it is at this point that
a quantitative bound on the number of semi-algebraically connected components
of a semi-algebraic set or sign conditions enters the proof. The polynomial parti-
tioning theorem is a tool to decompose a given problem involving the set S into
sub-problems of smaller size (corresponding to the point sets C ∩ S where C is
a semi-algebraically connected component of Rk \ Zer(P,Rk)). However, it might
happen that most or even all the points of S are contained in Zer(P,Rk) which is
problematic for a “divide-and-conquer” type argument. In this case, an obvious
idea is to try to extend the polynomial partitioning theorem to varieties of lower
dimensions, and continue the partitioning recursively. However, in order to prove
the strongest result possible using this approach, one requires tight bounds on the
number of semi-algebraically connected components of real varieties defined by a
sequence polynomials of strictly increasing degrees, which has a much more refined
dependence on the sequence of degrees than what was provided in Theorem 2 men-
tioned above (where the length of the sequence is restricted to at most 2). Note
however that in the applications related to the polynomial partitioning method, the
length of the sequence of degrees could be as large as the dimension of the ambi-
ent space, and Theorem 2 is insufficient to deal with cases with degree sequences
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of lengths greater than 2. The main result of this paper (Theorem 4) is geared
towards handling this situation, and has already proved useful in applications in-
volving the polynomial partitioning technique. For example, Theorem 4 plays a
crucial role in a recent application of multi-level polynomial partition technique for
proving the tightest known bound for the point-hypersurface incidence problem in
R4 [11, Theorem 1.5].
1.3. Failure of the naive version of Bezout inequality over the reals. Before
stating our results let us consider what kind of refined bounds are plausible. In the
case of a real variety V of Rk, which is a non-singular complete intersection (even
at infinity) and defined by polynomials of degrees d1 ≤ d2 ≤ · · · ≤ d`, the number
of semi-algebraically connected components of V is bounded by (see Proposition
3.22 as well as Remark 3.23 below)
O(1)kd1 . . . d`−1d`dk−`` .
Notice that k−` = dimV . It is thus natural to hope that such a bound continues to
hold even if the given variety is not a non-singular complete intersection – namely,
one might hope that the number of semi-algebraically connected components of
a real variety V ⊂ Rk defined by a sequence of ` polynomials having degrees
d1 ≤ d2 ≤ · · · ≤ d` is bounded by O(1)kd1 . . . d`ddimV` . However, the following well
known (counter-)example (that appears in [14]) already shows that this is not the
case.
Example 1.8. Let k = 3 and let
Q1 = X3,
Q2 = X3,
Q3 =
2∑
i=1
 d∏
j=1
(Xi − j)2
 .
The real variety defined by {Q1, Q2, Q3} is 0-dimensional, and has d2 isolated
(in R3) points, whereas the degree sequence (d1, d2, d3) = (1, 1, 2d), and thus the
conjectured bound is d1 . . . d`d
dimV
` = O(d). In particular, this example shows that
the (naive version of) Bezout inequality which states that the number of isolated
complex zeros of a system of polynomial equations is bounded by the product of the
degrees of the polynomials appearing in the system, is not true over if we replace
the complex numbers by a real closed field. Notice however that the polynomials
Q1, Q2, Q3 do not define a non-singular complete intersection.
While this might seem discouraging at first glance, one way to repair the situ-
ation is to formulate a bound that depends not just on the degree sequence and
the dimension of the last variety V = V3 = Zer({Q1, Q2, Q3},Rk), but also takes
into account the dimensions of the intermediate varieties V1 = Zer(Q1,R
k), V2 =
Zer({Q1, Q2},Rk) etc. Notice that in Example 1.8 the dimensions k1 = dimV1, and
k2 = dimV2 are both equal to 2, whereas k3 = dimV3 = 0. The number of semi-
algebraically connected components in this case is bounded by O(dk−k11 d
k1−k2
2 d
k2
3 ),
where di = degQi. This is the starting point of the formulation of the new results
proved in this paper.
We prove the following theorems where the shapes of the bounds should be seen
in the light of Example 1.8.
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1.4. Main results. For the rest of the paper we will use the following notation.
Notation 1.9. Let Q1, . . . , Q` ∈ R[X1, . . . , Xk] such that for each i, 1 ≤ i ≤ `,
deg(Qi) ≤ di. For 1 ≤ i ≤ `, denote by Qi = {Q1, . . . , Qi}, Vi = Zer(Qi,Rk), and
dimR(Vi) ≤ ki. We set V0 = Rk, and adopt the convention that ki = k for i ≤ 0.
It is clear that k = k0 ≥ k1 ≥ · · · ≥ k`.
With these assumptions we have the following generalization of Corollary 3.
Theorem 4. Suppose that
2 ≤ d1 ≤ d2 ≤ 1
k + 1
d3 ≤ 1
(k + 1)2
d4 ≤ · · · ≤ 1
(k + 1)`−2
d`.
Then,
b0(V`) ≤ O(1)k
∑
τ=(τ0,τ1,...,τ`−1)
F (k, τ)
dτ`−1` ∏
1≤i<`
((k − τi−1 + 1)di)τi−1−τi

where the sum on the right hand side is taken over all τ ∈ N`, with k = τ0 ≥ τ1 ≥
· · · ≥ τ
`−1 ≥ 0, and τi ≤ ki, for each i, 1 ≤ i < `, and
F (k, τ) = (k − τ`−1 + 1)
(
k − τ`−1
τ0 − τ1, τ1 − τ2, . . . , τ`−2 − τ`−1
)
.
This implies that
b0(V`) ≤ O(1)`O(k)2k
 ∏
1≤j<`
d
kj−1−kj
j
 dk`−1` ,
and in particular if ` ≤ k,
b0(V`) ≤ O(k)2k
 ∏
1≤j<`
d
kj−1−kj
j
 dk`−1` .
Remark 1.10. Note that since the real dimension of each variety Vi is at most
the complex dimension of Vi, Theorem 4 remains true if we replace real dimension
by complex dimension in the statement. This observation is important in the
application of Theorem 4 to incidence problems (see [11]).
Remark 1.11. In view of Example 1.8 above, Theorem 4 can be viewed as a weak
version of the Bezout inequality over real closed fields.
The following slight modification of Example 1.8 shows that the dependence on
the degrees in the bound in Theorem 4 cannot be improved.
Example 1.12. Let k = k0 ≥ k1 ≥ k2 ≥ · · · ≥ k` = 0, and d1, . . . , d` be even. For
1 ≤ i ≤ `, let
Qi =
k−ki∑
j=k−k
i−1+1
di/2∏
h=1
(Xj − h)
2 .
Then, for 0 ≤ i ≤ `, deg(Qi) = di, the real dimension of the variety Vi =
Zer(Qi,Rk) where Qi = {Q1, . . . , Qi}, is clearly ki, and
b0(V`) =
1
2k
dk0−k11 d
k1−k2
2 · · · dk`−2−k`−1`−1 dk`−1` .
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With the same assumptions as in Theorem 4, suppose additionally that P ⊂
R[X1, . . . , Xk] is a finite family of polynomials with deg(P ) ≤ d for all P ∈ P, and
cardP = s, and suppose that d` ≤ 1k+1d.
Theorem 5. ∑
σ∈{0,1,−1}P
b0(Reali(σ, V`)) ≤
k∑`
j=0
4j
(
s
j
)
O(1)k∆(1)
where ∆ is defined by
∆ =
∑
τ=(τ0,τ1,...,τ`)
F (k, τ)dτ`
 ∏
1≤i≤`
((k − τi−1 + 1)di)τi−1−τi
 ,
where the sum is taken over all τ ∈ N`+1, with k = τ0 ≥ τ1 ≥ · · · ≥ τ` ≥ 0, and
τi ≤ ki, for each i, 1 ≤ i ≤ `, and
F (k, τ) = (k − τ` + 1)
(
k − τ`
τ0 − τ1, τ1 − τ2, . . . , τ`−1 − τ`
)
.
This implies that∑
σ∈{0,1,−1}P
b0(Reali(σ, V`)) ≤ O(1)`O(k)2k(sd)k`
 ∏
1≤j≤`
d
kj−1−kj
j
 .
In particular, if ` ≤ k,∑
σ∈{0,1,−1}P
b0(Reali(σ, V`)) ≤ O(k)2k(sd)k`
 ∏
1≤j≤`
d
kj−1−kj
j
 .
Remark 1.13. Notice that in the case ` = 1, the bound (1) in Theorem 5 implies
that of Theorem 2, and hence Theorem 5 is a strict generalization of Theorem 2.
With the same assumptions as in Theorem 5, let for P ∈ P, dP = deg(P ), and
for any subset I ⊂ P let
dI = (k + 1)(
cardI
2 )+(k`−card I)(card I−1)
(∏
P∈I
dP
)
(max
P∈I
dP )
k`−card I .(2)
We have the following variant of Theorem 5 (the extra precision with respect to the
degrees of polynomials in P might be useful in applications in incidence geometry).
Using Notation 1.9 and notation introduced in (2) above:
Theorem 6.∑
σ∈{0,1,−1}P
b0(Reali(σ, V`)) ≤
∑
I⊂P
j=card I≤k`
4jO(1)`O(k)2kdI
 ∏
1≤j≤`
d
kj−1−kj
j
 .
Remark 1.14. The condition on the degrees in Theorems 4 and 5 might look
unnatural at first glance but is forced on us by the method of the proof, which
involves taking minors of matrices of size at most (k + 1) × (k + 1) with entries
which are polynomials of degree di, 1 ≤ i ≤ `. We want at each step, the degree di
to majorize the degree of the polynomial obtained as a minor in the previous step
whose entries have degree at most dj , where j < i. Notice that in the case ` = 2,
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the condition on the degree sequence is just d1 ≤ d2, and this allows us to recover
Theorem 2 from Theorem 5.
Remark 1.15. We also note that in [25] the authors define the “complexification”
of a semi-algebraic set as the smallest complex variety containing it, and prove
an effective bound on the geometric degree of this complexification which depend
amongst other quantities on the real dimension of the given set. This degree could
be thought of as the “real degree” of the semi-algebraic set. It is possible that
Theorem 5 could serve as an alternative basis for a good definition of the “real
degree” of a real variety – in the sense that the “real degree” of a real variety
V should control the number of semi-algebraically connected components of the
intersection of V with any real hypersurface of sufficiently large degree. We do not
pursue this idea further in the current paper.
Finally, we conjecture that the bounds in Theorems 4 and 5 extend to the sum
of all the Betti numbers (instead of just the zero-th one). The techniques developed
in this paper are not sufficient to prove this conjecture.
1.5. Outline of the proofs of the main theorems. The main difficulty that
one faces in order to prove bounds having the shapes of Theorems 4 and Theorem
5 is that in order to respect the degree sequence one has to be careful about taking
“sums of squares” which spoil the dependence on the degrees. The crucial idea
is to use the notion of “approximating” varieties. An approximating variety is a
variety which is infinitesimally close to the given variety of the same dimension, but
having good algebraic properties which allow one to give a precise bound on the
number of its semi-algebraically connected components in terms of the sequence of
degrees of polynomials defining it (rather than just the maximum degree). If the
given variety can be covered (in a technical sense made precise later) by a small
number of such approximating varieties, then the problem of bounding the number
of semi-algebraically connected components of the given varieties reduces to the
problem of bounding the total number of semi-algebraically connected components
of these approximating varieties.
The idea of using approximating varieties originates in algorithmic semi-algebraic
geometry and it was used in [7] to give efficient algorithms for computing sample
points on varieties and in [8] to compute roadmaps of semi-algebraic sets. The
combinatorial part of the complexities of these algorithms depends on the dimension
of the given variety rather than that of the ambient space, and this is where the
approximating varieties play an important role in those papers. In quantitative
semi-algebraic geometry, the notion of approximating varieties was used in [4] in
order to prove Theorem 2.
The approximation scheme that we use, which is a generalization of the one used
in [4] is described in Section 3.1 below. One difficulty in generalizing the scheme in
[4] is that the non-singularity of polar varieties of smooth hypersurfaces with respect
to generic projections that is used in that paper no longer holds for smooth varieties
of higher co-dimension. A second difficulty is that the sequence of local (real)
dimensions at a point x ∈ V` of the varieties V1, . . . , V` is not globally constant, but
is only a local invariant (see Example 3.3 and Figure 1). Thus, one cannot expect
to have a single global approximating variety with good properties. We overcome
the latter problem by taking into account all possible sequences of local dimensions
whether they actually occur or not (indexed by the set A below), and construct
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approximating varieties with acceptable degree sequences to approximate each of
them.
Consider the subset of points of Ui of V` having local dimension i ≤ k`. At each
point x ∈ Ui the dimension of V`−1 is between i and k`−1 . Suppose we have already
constructed approximations of subsets of V`−1 consisting points having some fixed
local dimension at V`−1. Using these approximations and adding appropriately
many equations in each case we construct a set of approximations of Ui. Taking all
these approximating varieties, for all i, 0 ≤ i ≤ k`, and noticing that V` is the union
of the Ui’s we obtain a global approximation of V` (see Example 3.17 and Figures
3, 4, 5, 6 and 7 below).
More precisely, we construct a family of basic semi-algebraic sets each of the
form,
Bas(P,Q) := {x ∈ R′k | P (x) = 0, Q(x) ≤ 0, P ∈ P, Q ∈ Q},
where R′ is some real closed extension of R depending on the particular approxi-
mating set. The family of pairs {(Pατ,`,Qατ,`)}τ∈A⊂N`,α∈I(τ) defining these approx-
imating varieties are indexed by a pair of indices τ, α coming from two finite set
of indices A` ⊂ N`, and I`(τ). While the definition of the second, I`(τ), is a bit
technical and which we defer for later, the definition of the index set A` is the
following.
A` := {τ = (τ1, . . . , τ`) ∈ N` | k ≥ τ1 ≥ τ2 ≥ · · · ≥ τ`, τi ≤ ki, 1 ≤ i < `}.
For any given τ ∈ A`, let Vτ ⊂ V` denote the closure of the set of points x ∈ V` such
that the local real dimension of Vi at x is equal to τi, for each i, 1 ≤ i ≤ `. The union
of the approximating sets V ασ,` = Bas(Pασ ,Qασ) with σ ≤ τ , “approximates” Vτ in a
certain precise sense (see Proposition 3.13 below), and since clearly V` =
⋃
τ∈A Vτ ,
the union of all the approximating sets {V ατ,`}τ∈A⊂N`,α∈I(τ) approximate the whole
variety V`. Because of the approximating property, in order to bound the number
of semi-algebraically connected components of V` it suffices to bound the sum of
the number of semi-connected components of each one of the approximating sets
V ατ,`. The tuples Pατ,`,Qατ,` have the following properties that enable us to obtain
good bounds on the number of semi-algebraically connected components of V ατ,` (see
Proposition 2.13 below).
a) The tuple of polynomials Pατ,` define a non-singular, bounded complete inter-
section of dimension τ` ≤ k`. In particular, this means that the cardinality of
Pατ,` is equal to k − τ`. Suppose that Pατ,` = (P1, . . . , Pk−τ`). Let for 1 ≤ i ≤ `,
`i = τi−1 − τi, with the convention that τ0 = k, and Li =
∑i
h=1 `h. Then for
each i, 1 ≤ i ≤ `, the degrees of the polynomials PLi−1+1, . . . , PLi are bounded
by O(kdi).
b) Qατ,` is either empty or contains one polynomial, Qατ,`, with deg(Qατ,`) = O(d`),
and P ′, Qατ,`, where P ′ is any subset of Pατ,`, defines a non-singular complete
intersection.
It remains to bound the number of semi-algebraically connected components of each
V ατ,` and take the sum of these bounds, for which we use the same result as in [4]
where a bound is derived using a classical formula for the Betti numbers of com-
plex non-singular complete intersections and the Smith inequality (see Proposition
3.22 below). The number of approximating varieties (which is independent of the
given degree sequence) and the bounds on the degree sequences of their defining
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polynomials as stated in Properties a) and b) above are good enough to give us the
bound in Theorem 4.
Theorem 5 follows from Theorem 4 using standard techniques already used in
[6] and no fundamentally new ingredients.
The rest of the paper is organized as follows. In Section 2, we recall some basic
facts about real closed fields of Puiseux series that we need for making deforma-
tion arguments. We also recall some results proved in [4] on the choice of generic
coordinates. Finally, in Section 3 we prove the main theorems.
2. Preliminary results
2.1. Deformation of several equations to general position. In this section
we describe how to deform a system of equations using infinitesimals so that the set
of common zeros of the deformed equations (in certain real closed non-archimedean
extensions of the ground field) has good properties. For this we first need to recall
some properties of Puiseux series with coefficients in a real closed field. We refer
the reader to [10] for further detail.
We begin with some notation.
Notation 2.1. For R a real closed field we denote by R〈ε〉 the real closed field of al-
gebraic Puiseux series in ε with coefficients in R. We use the notation R〈ε1, . . . , εm〉
to denote the real closed field R〈ε1〉〈ε2〉 · · · 〈εm〉. Note that in the unique ordering
of the field R〈ε1, . . . , εm〉, 0 < εm  εm−1  · · ·  ε1  1. Also, note that both
fields R〈ε〉,R〈δ〉 are sub-fields in a natural way of R〈ε, δ〉.
Notation 2.2. If R′ is a real closed extension of a real closed field R, and S ⊂ Rk
is a semi-algebraic set defined by a first-order formula with coefficients in R, then
we will denote by Ext(S,R′) ⊂ R′k the semi-algebraic subset of R′k defined by the
same formula. It is well-known that Ext(S,R′) does not depend on the choice of
the formula defining S [10].
Notation 2.3. For x ∈ Rk and r ∈ R, r > 0, we will denote by Bk(x, r) the open
Euclidean ball centered at x of radius r. If R′ is a real closed extension of the real
closed field R and when the context is clear, we will continue to denote by Bk(x, r)
the extension Ext(Bk(x, r),R
′). This should not cause any confusion.
Notation 2.4. For elements x ∈ R〈ε〉 which are bounded over R we denote by
limε x to be the image in R under the usual map that sets ε to 0 in the Puiseux
series x.
Notation 2.5. Let Q ∈ R[X1, . . . , Xk], 0 ≤ q ≤ k, and H ∈ R[Xq+1, . . . , Xk]. Let
ζ be a new variable. We denote
Def(Q, ζ, q,H) = (1− ζ)Q− ζH.
Notation 2.6. For P = (P1, . . . , Pm), with each Pi ∈ R[X1, . . . , Xk], 1 ≤ q ≤ k,
and G = (G1, . . . , Gm) with each Gi ∈ R[Xq+1, . . . , Xk], and ζ a new variable, we
denote by Def(P, ζ, q,G) the tuple
(Def(P1, ζ, q,G1), . . . ,Def(Pm, ζ, q,Gm)),
and by Def(P, ζ, q,G)h the corresponding tuple of homogenized polynomials
(Def(P1, ζ, q,G1)
h, . . . ,Def(Pm, ζ, q,Gm)
h).
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Notation 2.7. For F = (F1, . . . , Fk−p), q ≤ p ≤ k, we denote the jacobian matrix
Jac(F , p, q) :=

∂F1
∂Xq+1
· · · ∂Fk−p∂Xq+1
...
...
∂F1
∂Xk
· · · ∂Fk−p∂Xk

whose rows are indexed by [q + 1, k] and columns by [1, k − p].
For J ⊂ [q+ 1, k], card J = k−p and k ∈ J , let JacJ denote the (k−p)× (k−p)
matrix extracted from the matrix Jac(F , p, q) by extracting the rows whose index
are in J , and let
jacJ = det(JacJ).
Let
FJ := F ∪
⋃
i∈[q+1,k]\J
{jacJ∪{i}\{k}},(3)
and the finite constructible set
CJ(F) := {x ∈ Zer(FJ ,Rk) | jacJ(x) 6= 0}.(4)
Proposition 2.8. Let F = (F1, . . . , Fk−p), each Fi ∈ R[X1, . . . , Xk], and such that
the variety Zer(Fh,PkC) is a non-singular complete intersection. Let x ∈ Rk be a
non-generate critical point of the projection map to the Xk-coordinate restricted to
the variety V = Zer(F ,Rk). Then, there exists a subset J ⊂ [1, k], card J = k − p,
k ∈ J , satisfying the following two conditions.
1. The (k − p) × (k − p) matrix, JacJ , extracted from the matrix Jac(F , p, 0) by
extracting the rows whose index are in J , evaluated at x is non-singular.
2. The point x is a simple zero of the system FJ (see (3) for definition).
Proof. First note that using the Jacobian criteria for non-singularity of real alge-
braic varieties (see for example [12, Definition 3.3.4]), we have that the variety
V is of dimension equal to p and non-singular. Moreover, x is a critical point of
the projection map to the Xk coordinate restricted to V , by the inverse function
theorem we can choose p coordinates (not including Xk) such that the remaining
k−p co-ordinates of points of V in a small enough neighborhood U of x are smooth
functions of these chosen p co-ordinates. Without loss of generality let these p coor-
dinates be X1, . . . , Xp. We will denote the remaining co-ordinate functions on U by
Xp+1(X1, . . . , Xp), . . . , Xk(X1, . . . , Xp) noting that they are smooth semi-algebraic
functions of X1, . . . , Xp.
We use that
(1) Jac(F , p, 0)(x) has full rank since x is a non-singular point of V , and
(2) Hess(Xk(X1, . . . , Xp))(x) is non-singular since x is a non-degenerate critical
point with respect to Xk.
Let J = [p+ 1, k], and consider the Jacobian matrix Jac(FJ , 0, 0).
Jac(FJ , 0, 0) =

∂F1
∂X1
. . .
∂Fk−p
∂X1
∂ jacJ∪{1}\{k}
∂X1
. . .
∂ jacJ∪{p}\{k}
∂X1
...
...
...
...
∂F1
∂Xk
. . .
∂Fk−p
∂Xk
∂ jacJ∪{1}\{k}
∂Xk
. . .
∂ jacJ∪{p}\{k}
∂Xk
 .
Since, by definition of the functions Xp+1(X1, . . . , Xp), . . . , Xk(X1, . . . , Xp)
Fi(X1, . . . , Xp, Xp+1(X1, . . . , Xp), . . . , Xk(X1, . . . , Xp)) ≡ 0,
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for 1 ≤ i ≤ k − p, by the chain rule for 1 ≤ j ≤ p,
0 =
∂F1
∂Xj
+
∂F1
∂Xp+1
∂Xp+1
∂Xj
+ . . .+
∂F1
∂Xk
∂Xk
∂Xj
,
...
(5)
0 =
∂Fk−p
∂Xj
+
∂Fk−p
∂Xp+1
∂Xp+1
∂Xj
+ . . .+
∂Fk−p
∂Xk
∂Xk
∂Xj
.
Let ∆ = det Jac(F , p, p). Notice that in the sub-matrix Jac(F , p, 0) of Jac(FJ , 0, 0),
for each 1 ≤ j ≤ p, adding
k∑
i=p+1
∂Xi
∂Xj
· rowi(Jac(F , p, 0))
to the j-th row and using (5) we can clear out the first p rows. Since, rank(Jac(F , p, 0)(x)) =
k − p, this implies that ∆(x) 6= 0.
From Cramer’s Rule, we have
∂Xk
∂X1
=
− jacJ∪{1}\{k}
∆
,
...
∂Xk
∂Xp
=
− jacJ∪{p}\{k}
∆
.
Let for 1 ≤ i ≤ p,
Gi(X1, . . . , Xp) = − jacJ∪{i}\{k}(X1, . . . , Xp, Xp+1(X1, . . . , Xp), . . . , Xk(X1, . . . , Xp)).
Substituting above we get that
∂Xk
∂X1
=
G1(X1, . . . , Xp)
∆
,
...
∂Xk
∂Xp
=
Gp(X1, . . . , Xp)
∆
.
From the quotient rule,
∂2Xk
∂Xi∂Xj
=
∂Gi
∂Xj
∆−Gi ∂∆∂Xj
∆2
,
and in particular
Hess(Xk)(x) =
(
∂2Xk
∂Xi∂Xj
(x)
)
16i,j6p
=
(
∂Gi
∂Xj
(x)
∆(x)
)
16i,j,6p
noticing that since x is a critical point of the function Xk restricted to V , G1(x) =
· · · = Gp(x) = 0.
Applying the chain rule again we have that for 1 ≤ i, j ≤ p,
(6)
∂Gi
∂Xj
= −∂ jacJ∪{i}\{k}
∂Xj
− ∂ jacJ∪{i}\{k}
∂Xp+1
∂Xp+1
∂Xj
− · · · − ∂ jacJ∪{i}\{k}
∂Xk
∂Xk
∂Xj
.
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Finally, for each 1 ≤ j ≤ p, adding
k∑
i=p+1
∂Xi
∂Xj
· rowi(Jac(FJ , 0, 0))
to the j-th row, and using (5) and (6), we see that Jac(FJ , 0, 0)(x) is row equivalent
to the matrix (
0 −Hess(Xk)∆ (x)
Ik−p ∗
)
which is clearly non-singular, since x is a non-degenerate critical point of Xk, which
implies that the Hess(Xk)(x) is non-singular, and we have already observed that
∆(x) 6= 0. 
Definition 2.9. Let X ⊂ PkC be a non-singular variety, and (Hµ)µ=(µ0:µ1)∈P1C a
pencil of hyperplanes. We call the pencil of varieties (Xµ = X ∩Hµ)µ a Lefschetz
pencil if it satisfies the two following conditions.
1. The base locus B is smooth of co-dimension two in X.
2. Each member Xµ of the pencil has at most one ordinary double point as a
singularity.
The main result about Lefschetz pencil we will require is the following well known
result from complex algebraic geometry (see for example [28, Corollary 2.10]).
Proposition 2.10. If X ⊂ PkC is a non-singular variety, then any generic pencil
of hyperplane sections of X is Lefschetz.
Remark 2.11. Observe that a generic tuple of polynomials G = (G1, . . . , Gk−p)
where each Gi ∈ R[X1, . . . , Xk] with deg(Hi) = di and is chosen generically, will
have the property that the variety W = Zer(G,PkC) is non-singular and the pencil
of hyperplane sections (Wµ = W ∩Hµ)µ indexed by µ = (µ0 : µ1), where Hµ ⊂ PkC
is defined by the equation µ0X0 + µ1Xk = 0, is a Lefschetz pencil for the variety
W by Proposition 2.10 above.
Let 0 ≤ p ≤ k, ε¯ = (ε1, . . . , εm) be a tuple of variables, and P = (P1, . . . , Pk−p),
Pi ∈ R〈ε¯〉[X1, . . . , Xk] with degPi ≤ di, and P ∈ R[X1, . . . , Xk], degP ≤ d.
Let 0 ≤ q < p ≤ k and G = (G1, . . . , Gk−p) be a tuple of polynomials with
Gi ∈ R[Xq+1, . . . , Xk] with deg(Gi) = di, and G ∈ R[Xq+1, . . . , Xk] be another
polynomial with deg(G) = d, such that
1. The variety W = Zer(G ∪ {G},Pk−qC ) is a non-singular complete intersection.
2. The pencil of hyperplane sections (Wµ = W ∩Hµ)µ indexed by µ = (µ0 : µ1) ∈
P1C, where Hµ ⊂ Pk−qC is defined by the equation µ0X0 +µ1Xk = 0, is a Lefschetz
pencil for the variety W .
We also need the following notation.
Notation 2.12. For 1 ≤ p ≤ q ≤ k, we denote by pi[p,q] the projection map on the
coordinates Xp, . . . , Xq, and also denote by R
[p,q] the subspace spanned by these
coordinates. For any set S ⊂ Rk, and z ∈ R[1,p] we will denote by Sz the fiber
S ∩ pi−1[1,p](z).
Proposition 2.13. For every z ∈ Rq, the following holds.
1. Def(P, η, q,G)(z, ·)h,Def(P, δ, q,G)(z, ·)h defines a non-singular complete inter-
section Vz ⊂ Pk−qC〈δ,ε¯,η〉 of dimension p− q − 1.
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2. The pencil of hyperplane sections (Vz,µ = Vz ∩Hµ)µ indexed by µ = (µ0 : µ1),
where Hµ ⊂ Pk−qC〈δ,ε¯,η〉 is defined by the equation µ0X0 +µ1Xk = 0, is a Lefschetz
pencil for the variety Vz.
3. For each singular point x ∈ Ck of the pencil (Vz,µ)µ, there exists J ⊂ [k−q+1, k],
card J = k − p and k ∈ J , such that x ∈ CJ(Fz) (see (4) for definition), and x
is a simple zero of the system (Fz)J (see (3) for definition), where
Fz = Def(P, η, q,G)(z, ·),Def(P, δ, q,G)(z, ·).
Proof. Replacing η and δ by new variables s and t (respectively), and setting s =
t = 1 we have that (Def(P, 1, q,G)(z, ·)h,Def(P, 1, q, G)(z, ·)h) = (Gh, Gh) define
a non-singular complete intersection in W ⊂ Pk−qC〈ε¯〉 (by hypothesis). Moreover,
the pencil of hyperplane sections (Wµ = W ∩ Hµ)µ is Lefschetz by hypothesis.
Since the property of being a non-singular complete intersection as well as a fixed
pencil of hyperplane section being Lefschetz is stable, it also holds for an open
neighborhood of the point (s, t) = (1, 1). The set of pairs (s, t) for which any of
these two properties is violated is Zariski closed, defined over C〈ε¯〉, and is not the
whole of P1C〈ε¯〉×P1C〈ε¯〉. In particular the complement contains the point (η, δ) (since
η, δ are algebraically independent over C〈ε¯〉). This proves parts 1. and 2. of the
proposition. Part 3. follows from Proposition 2.8. 
We also need the following proposition.
Proposition 2.14. Let C be a bounded s.a. connected component of Bas(P,Q).
Then, there exists a subset subset Q′ ⊂ Q, and a semi-algebraically connected
component D of Zer(P ∪Q′,Rk) such that D ⊂ C.
Proof. See Proposition 13.1 in [10]. 
Proposition 2.15. Let F = (F1, . . . , Fk) be a tuple of polynomials with Fi ∈
R[X1, . . . , Xk] and let G = (G1, . . . , Gk), with Gi ∈ R[X1, . . . , Xk], be a tuple of
polynomials with deg(G) ≤ deg(F). Let x ∈ Rk a simple zero of F . Then, there
exists a simple zero x˜ ∈ Zer(Def(F , ζ, 0,G),R〈ζ〉k), such that limζ x˜ = x.
Proof. It follows from the fact that x is a simple zero of the family F that any
infinitesimal perturbation of the family F will have a simple zero, x˜ ∈ C〈ζ〉k, in an
infinitesimal neighborhood of x. To see this observe that since x ∈ Rk (and is thus in
particular bounded over R), it belongs to the image under the limζ map (extended to
elements of C〈ζ〉k which are bounded over R) of Zer(Def(F , ζ, 0,G),C〈ζ〉k). Thus,
there exists x˜ ∈ Zer(Def(F , ζ, 0,G),C〈ζ〉k), such that limζ x˜ = x. Moreover, since x
is a simple zero of Zer(F ,Rk), we have that det(Jac(F , 0, 0))(x) 6= 0 (see Notation
2.7). Since,
lim
ζ
(det(Jac(Def(F , ζ, 0,G), 0, 0))(x˜)) = det(Jac(F , 0, 0))(x),
this implies that
det(Jac((Def(F , ζ, 0,G), 0, 0)))(x˜) 6= 0
as well, since det(Jac(F , 0, 0))(x) ∈ R \ {0}, and hence x˜ is a simple zero of
Def(F , ζ, 0,G).
Moreover, x˜ must belong to R〈ζ〉k as long as the perturbed polynomials also have
real coefficients. Otherwise, since complex zeros must occur in conjugate pairs, if
x˜ 6∈ R〈ζ〉k, then x˜ 6= x˜, while limζ x˜ = limζ x˜ = x, and this implies that x is not a
simple zero of F . 
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2.2. Generic coordinates. We recall in this section a result proved in [4] that we
will require.
Notation 2.16. For a real algebraic set V = Zer(Q,Rk)we let reg(V ) denote the
non-singular points in dimension dimV of V (Definition 3.3.9 in [12]).
Definition 2.17. Let V = Zer(Q,Rk) be a real algebraic set. Define V k = V , and
for 0 ≤ i ≤ k − 1 define
V (i) = V (i+1) \ reg(V (i+1)).
Let dV (i) denote the dimension of V
(i).
Definition 2.18. Let V = Zer(Q,Rk) be a real algebraic set, 1 ≤ j ≤ k, and
` ∈ Gr(k, k − j). We say that the linear space ` is j-good with respect to V if
either:
• j 6∈ dV ([0, k]),
• or dV (i) = j, and the set
{x ∈ reg(V (i)) | dimTx V (i) ∩ ` = 0}
is a non-empty dense Zariski open subset of V (i).
Definition 2.19. Let V = Zer(Q,Rk) and B = {v1, . . . , vk} be a basis of Rk. We
say that the basis B is generic with respect to V if for each j, 1 ≤ j ≤ k, the linear
space span(v1, . . . , vk−j) is j-good with respect to V .
The following proposition appears in [4].
Proposition 2.20. Let V = Zer(Q,Rk) and {v1, . . . , vk} be a basis of Rk. Then,
there exists a non-empty open semi-algebraic subset U of linear transformations
GL(k,R) such that for every T ∈ U the basis {T (v1), . . . , T (vk)} is generic with
respect to V .
3. Proofs of the main theorems
We now fix polynomialsQ1, . . . , Q` and and the varieties V1, . . . , V` as in Theorem
4. We will assume if necessary by initially squaring each polynomial that each Qi
is non-negative over Rk. Since this increases each degree by a multiplicative factor
of 2, this does not affect the asymptotics of the bound.
The section is organized as follows. In Subsection 3.1 we define certain approxi-
mating semi-algebraic sets and prove their important properties. In Subsection 3.2
we recall and then apply in the current context certain well-known bounds on the
Betti numbers of non-singular cmplete intersections. Finally, we prove the main
theorems of this paper in Subsections 3.3 and 3.4.
3.1. Definitions and main properties of approximating semi-algebraic sets.
We first introduce in 3.1.1 some necessary notation, and then in Subsection 3.1.2
below we describe the construction of certain semi-algebraic sets approximating
the varieties Vj . The main properties of these sets is then proved in Subsection
3.1.3. The approximating properties of these sets are proved in Proposition 3.13,
and the quantitative estimates on the degrees of the polynomials appearing in the
description of these approximating sets is proved in Proposition 3.21.
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3.1.1. Notation.
Notation 3.1. For any semi-algebraic set S and x ∈ S, we denote by dimx S the
local dimension of S at x. For 0 ≤ j ≤ ` and x ∈ Vj , we denote
dim(j)(x) = (dimx V1, . . . ,dimx Vj).
Notation 3.2. We will use the natural partial order on the sets Nj , and denote
for σ = (σ1, . . . , σj), τ = (τ1, . . . , τj) ∈ Nj , σ ≤ τ , if σi ≤ τi for all 1 ≤ i ≤ j.
Before proceeding further we illustrate the notation introduced above by consid-
ering some examples.
We first consider again Example 1.8 from Section 1.
In this example, (following Notation 1.9) we have
V1 = Zer(X3,R
k),
V2 = Zer(X3,R
k),
V3 = {1, . . . , d}3.
The various functions dim(j) : Vj → Nj , j = 1, 2, 3 (cf. Notation 3.1) are as
follows.
dim(1)(x) = (2) if x ∈ V1,
dim(2)(x) = (2, 2) if x ∈ V2 = V1,
dim(3)(x) = (2, 0) if x ∈ V3.
The next example is slightly more involved but is helpful in understanding the
proof of Proposition 3.13 below.
Example 3.3. Let k = 4, ` = 3, and
Q1 = (X1 +X2 +X3 +X4)(X
2
3 +X
2
4 ),
Q2 = X
2
3 +X
2
4 ,
Q3 = X
2
3 +X
2
4 + (X
2
1 −X32 )2.
We denote by (ei)1≤i≤4 the elementary basis vectors in R4. Denote by L1 the
hyperplane defined by X1 + X2 + X3 + X4 = 0, by L2 = span(e1, e2), the linear
subspace defined by X3 = X4 = 0, and by C3 the cubic curve contained in L2,
defined by the equation X21 −X32 = 0. Notice that L1∩L2 is the line in span(e1, e2)
defined by X1 +X2 = 0, and it meets C3 at the points x
0 = 0 (which is a singular
point of C3), and x
1 = (−1, 1, 0, 0, 0) (which is a regular point of C3). These sets
are depicted in Figure 1.
We have using Notation 1.9,
V1 = L1 ∪ L2,
V2 = L2,
V3 = C3.
The various functions dim(j) : Vj → Nj , j = 1, 2, 3 can now be described as
follows.
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Figure 1. The sets L1, L2 and C3 in Example 3.3 restricted to
the hyperplane X4 = 0
dim(1)(x) = (3) if x ∈ L1,
dim(1)(x) = (2) if x ∈ L2 \ L1,
dim(2)(x) = (3, 2) if x ∈ L2 ∩ L1,
dim(2)(x) = (2, 2) if x ∈ L2 \ L1,
dim(3)(x) = (3, 2, 1) if x = x0, x1,
dim(3)(x) = (2, 2, 1) if x ∈ C3 \ {x0, x1}.
Remark 3.4. Observe that in Example 3.3 above, the point x0 = 0 is a singular
point of V3, and x
0 ∈ V(3,2,1). However, for any open neighborhood U ⊂ V3 of x0
in V3, and x
′ ∈ U \ {x0}, we have that x′ is a regular point of V3, and if moreover
x′ 6= x1, dim(3)(x′) = (2, 2, 1) < (3, 2, 1) (cf. Notation 3.2). Notice also that (2, 2, 1)
is a minimal element of the set {dim(3)(x) | x ∈ V3}, and the semi-algebraic subset
of V3 defined by
{x ∈ V3 | dim(3)(x) = (2, 2, 1)} = V3 \ {x0, x1}
is open in V3 (cf. Proposition 3.5 below).
The following property of the function dim(j) : Vj → Nj will be important later.
Following Notation 1.9 as before we have the following proposition.
Proposition 3.5. Let σ ∈ Nj , 1 ≤ j ≤ `. Then, the semi-algebraic subset V ≤σj ⊂
Vj defined by
V ≤σj = {x ∈ Vj | dim(j)(x) ≤ σ}
is open in Vj. In particular, if U ⊂ Vj is an open semi-algebraic subset of Vj, and
σ ∈ Nj is such that σ is a minimal element of the set {dim(j)(x) | x ∈ U}, then the
semi-algebraic subset {x ∈ U | dim(j)(x) = σ} is open in Vj.
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Proof. The proof is by induction on j. If j = 1, then the proposition follows
immediately from the upper semi-continuity property of the dimension function.
Now suppose that the proposition is true for all smaller values of j. Let σ =
(σ1, . . . , σj) and let σ
′ = (σ1, . . . , σj−1). Using the induction hypothesis we have
that V ≤σ
′
j−1 is open in Vj−1. This implies that there exists an open semi-algebraic
subset U ⊂ Rk, such that V ≤σ′j−1 = Vj−1 ∩ U . Also, the semi-algebraic set V ≤σjj =
{x ∈ Vj | dimx(Vj) ≤ σj} ⊂ Vj is open in Vj . Thus, there exists an open
semi-algebraic set U ′ ⊂ Rk, such that V ≤σj = Vj ∩ U ′. Now,
V ≤σj = V
≤σj
j ∩ V ≤σ
′
j−1
= (Vj ∩ U ′) ∩ (Vj−1 ∩ U)
= Vj ∩ U ∩ U ′ (since Vj ⊂ Vj−1).
Hence, V ≤σj is open in Vj . 
Notation 3.6. For 0 ≤ j ≤ ` we call τ = (τ1, . . . , τj) ∈ Nj admissible if it satisfies
the following two conditions.
1. τ1 ≥ · · · ≥ τj ,
2. for 1 ≤ i < j, τi ≤ ki.
We denote the subset of admissible tuples of Nj by Aj , and denote by A the set
A`. For σ = (σ1, . . . , σj), τ = (τ1, . . . , τj) ∈ Aj , we say σ ≤ τ , if σi ≤ τi for each
i, 1 ≤ i ≤ j.
Notation 3.7. For each j, 1 ≤ j ≤ `, we denote by Rj the real closed field
R〈δj , . . . , δ1, η1, ζ1, . . . , ηj , ζj〉.
Notice that Rj is a real closed extension of the field Rj−1. For any semi-algebraic
subset S ⊂ Rj , we will denote by Sb the union of semi-algebraically connected
components of S which are bounded over R.
Remark 3.8. For readers familiar with arguments in real algebraic geometry in-
volving multiple infinitesimals, this ordering of the infinitesimals in Notation 3.7
might seem somewhat counter-intuitive, since we will consider the varieties Vi’s in
the order V1, V2, etc., and the infinitesimal δi will be used to perturb the variety
Vi, one would expect that the infinitesimals δi’s to be ordered the other way round.
The reason behind this ordering of the infinitesimals will become clear in the proof
of Proposition 3.13 below.
3.1.2. Definition of sequences of approximating semi-algebraic sets. We now de-
scribe the construction of certain semi-algebraic sets approximating the varieties
Vj . We assume that V1, and hence each Vj , are bounded over R.
We will also use the following notation.
Notation 3.9. For any set X and j ≥ 0 we will denote by (Xj ) the set of all subsets
of X of cardinality j.
Definition 3.10. For any τ ∈ Aj we define an index set Ij(τ), and a family
(V ατ,j ⊂ Rkj )α∈Ij(τ) as follows. Each V ατ,j =
(
Bas(Pατ,j , {Qατ,j})
)
b
, where Pατ,j , is an
ordered tuple of polynomials, and Qατ,j ∈ Rj [X1, . . . , Xk] defined inductively as
follows.
1. If j = 0, then for τ = (), define I0(τ) = {−1}, and P(−1)τ,0 = (0), Q(−1)τ,0 = 0.
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2. Otherwise, we denote by τ ′ = (τ1, . . . , τj−1) and let p = τj−1, q = τj . Let
G be a generic polynomial in R[Xq+1, . . . , Xk] strictly positive over R
k−q with
deg(G) = deg(P¯j),
P¯j =
∑
1≤i≤j
Qi ∈ R[X1, . . . , Xk],
P˜j = Def(P¯j , δj , q,H) ∈ R〈δj〉[X1, . . . , Xk].
3.
Ij(τ) = Ij−1(τ ′)× {−1}, if τj−1 = τj ,
= Ij−1(τ ′)×
(
[τj + 1, k]
k − τj−1 + 1
)
, else
(where × denotes the usual Cartesian product).
4. For each triple (α ∈ Ij−1(τ ′),Pατ ′,j−1, Qατ ′,j−1)
• if τj−1 = τj , then denoting β = (α,−1) let
Pβτ,j = Pατ ′,j−1,
Qβτ,j = P˜j .
• otherwise, suppose that
P = Pατ ′,j−1 = (P1, . . . , Pk−p) ⊂ Rj−1[X1, . . . , Xk]k−p,
with deg(Pi) = d
′
i, for 1 ≤ i ≤ k − p, and d′ = (d′1, . . . , d′k−p). Let
G = (G1, . . . , Gk−p)
be generic polynomials in R[Xq+1, . . . , Xk] with deg(Gi) = d
′
i and strictly
positive over Rk−q, 1 ≤ i ≤ k − p.
We define (using Notation 2.6)
P˜ = Def(P, ηj , q,G)
F = (P˜, P˜j).(7)
Finally, for each J ∈ ( [τj+1,k]
k−τj−1+1
)
, denoting β = (α, J), and following the
notation introduced above (and using Notation 2.7)
Pβτ,j = Def(FJ , ζj , k,G′),(8)
Qβτ,j = Q
α
τ ′,j−1,
where G′ = (G′1, . . . , G′k−q) is another tuple of generic polynomials strictly
positive over Rk with deg(G′) = (d¯α, dj , d′, . . . , d′), where d′ = (k−p+ 1)dj
and d¯α = deg(P).
Notation 3.11. For each j, 0 ≤ j ≤ `, τ ∈ Aj , let (cf. Notation 3.1)
V˜τ =
⋃
α∈Ij(τ)
V ατ,j ,
Vτ = {x ∈ Vj | dim(j)(x) = τ}.
Using Notation 3.11:
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Proposition 3.12. For each j, 1 ≤ j ≤ `,
Vj =
⋃
τ=(τ1,...,τj)∈Aj ,τj≤kj
Vτ .
Proof. This is immediate from the definition of Aj and the various Vτ ,
τ = (τ1, . . . , τj) ∈ Aj , τj ≤ kj ,
and the fact that dimVi ≤ ki for 0 ≤ i ≤ j. 
3.1.3. Properties of the approximating sets. The following proposition and its corol-
lary guarantees the approximating properties of the sets V ατ,j defined above and is
the main technical proposition of the paper.
Assume that the given system of coordinates is generic with respect to the finite
number of varieties Vτ (cf. Proposition 2.20).
Proposition 3.13. For all τ = (τ1, . . . , τj) ∈ Aj, with τj ≤ kj,
Vτ ⊂Wτ ⊂ Vj ,
where
Wτ =
⋃
σ
lim
δj
V˜σ,
and the union is taken over all σ ∈ Aj with σj = τj, and σi ≤ τi for all 1 ≤ i < j.
In the proof of Proposition 3.13 we need the following technical lemma that we
prove first. We draw the attention of the reader to the ordering of the infinitesimals
in this lemma, which is particularly delicate and plays a very important role in the
proof of the lemma. In particular, notice that if ε¯ = (ε1, . . . , εm), δ are variables,
then we have the following diagram of real closed subfields of the real closed field
R〈δ, ε¯〉.
R〈δ, ε¯〉
R〈δ〉
- 
;;
R〈ε¯〉Q1
cc
RR2
dd
, 
::
?
OO
In particular, if V (respectively, Z) is a semi-algebraic subset of R〈ε¯〉k (respec-
tively, R〈δ〉k), then Ext(V,R〈δ, ε¯〉),Ext(Z,R〈δ, ε¯〉) (recall Notation 2.2) are semi-
algebraic subsets of R〈δ, ε¯〉k.
Lemma 3.14. Let P,H ∈ R[X1, . . . , Xk], P non-negative, and H strictly positive
at all points of Rk. Let V ⊂ R〈ε¯〉k be a semi-algebraic set bounded over R, where
ε¯ = (ε1, . . . , εm). Let P˜ = (1 − δ)P − δH, and Z a semi-algebraically connected
component of Zer(P˜ ,R〈δ〉k), such that Z = Zer(P˜ ,R〈δ〉k) ∩ Bk(x, r), for some
x ∈ Rk and r > 0, r ∈ R . Suppose that limε1(Ext(V,R〈δ, ε¯〉)) ∩ Z 6= ∅. Then,
Ext(V,R〈δ, ε¯〉) ∩ Ext(Z,R〈δ, ε¯〉) 6= ∅.
Before proving Lemma 3.14 we illustrate it with a simple example.
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Figure 2. Example illustrating Lemma 3.14
Example 3.15. In this example, k = 2, and
V = Zer((X21 +X
2
2 − 1)2 − ε,R〈ε〉2) (shown in blue in Figure 2),
P = (X1 − 1)2 +X22 ,
H = 1.
We display the various sets occurring in this example in Figure 2 after choosing
ε, δ, to be certain sufficiently small positive real numbers, with ε  δ. It is clear
from definition that P is non-negative, Zer(P,Rk) consists of the single point (1, 0)
(shown in black in Figure 2), and the variety Zer(P˜ ,R〈δ〉2), where P˜ = (1− δ)P −
δH, has one semi-algebraically connected component, Z, which is also depicted in
black. The semi-algebraic set limε V = Zer((X
2
1 + X
2
2 − 1)2,R2) is the unit circle
centered at the origin (shown in red), and Ext(V,R〈δ, ε〉) meets Ext(Z,R〈δ, ε〉) in
two points, and Ext(V,R〈δ, ε〉) ∩ Ext(Z,R〈δ, ε〉) is not empty, and consists of four
points as can be seen in Figure 2.
Proof of Lemma 3.14. Let G ∈ R(X1, . . . , Xk) denote the rational function PP+H
which is continuous, and takes non-negative values at all points of Rk by hypothesis.
Let y ∈ Ext(V,R〈δ, ε¯〉) be such that z = limε1 y ∈ Z. Since, Z is contained in
Bk(x, r), and y ∈ Ext(V,R〈δ, ε¯〉) is ε1-infinitesimally close to z ∈ Z, it is clear that
Ext(V,R〈δ, ε¯〉) ∩ Bk(x, r) contains y and in particular is not empty. Let C be the
semi-algebraically connected component of Ext(V,R〈δ, ε¯〉)∩Bk(x, r) which contains
y.
We prove that Ext(C,R〈δ, ε¯〉) ∩ Ext(Z,R〈δ, ε¯〉) 6= ∅. Suppose otherwise. Then,
G(y) 6= δ. Suppose without loss of generality that G(y) − δ > 0. Since, z =
limε1 y ∈ Zer(P˜ ,R〈δ〉k), it is clear that limε1(G(y)− δ) = 0. Let h = infx∈C G(x).
Since, C is a semi-algebraic set defined over R〈ε¯〉, and G is a continuous rational
function defined over R, it follows that h ∈ R〈ε¯〉. Moreover, since Ext(C,R〈δ, ε¯〉)∩
Zer(P˜ ,R〈δ, ε¯〉k) = ∅, G(y) − δ > 0, and C is closed and bounded, the infimum of
G over C is achieved at a point, and hence h > δ. On the other hand, from the
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Figure 3. The variety V1.
fact that limε1(G(y)− δ) = 0, it follows that limε1 h = δ. This is impossible, since
limε1 h ∈ R. 
Lemma 3.16. Suppose that σ = (σ1, . . . , σj), τ = (τ1, . . . , τj) ∈ Aj with σi ≤
τi, 1 ≤ i < j, and σj = τj. Then, Wσ ⊂Wτ .
Proof. Obvious from the definitions of Wσ and Wτ . 
Before giving the proof of Proposition 3.13 we consider the following three-
dimensional example which illustrates some of the finer points.
Example 3.17. Let k = 3, ` = 3, and
Q1 = (X
2
1 +X
2
2 +X
2
3 − 1)(X23 + (X21 +
1
2
X22 − 1)2),
Q2 = (X
2
3 + (X
2
1 +
1
2
X22 − 1)2),
Q3 = X
2
3 +X
2
2 + (X1 − 1)2.
The variety V1 (shown in Figure 3) is bounded, and equal to the union of the unit
sphere S ⊂ R3 (shown in orange), and an ellipse, C (shown in green), contained
in the plane span(e1, e2), with S ∩ C = {(±1, 0, 0)} (shown in red). The variety
V2 = C, and V3 = {(1, 0, 0)}.
The various functions dim(j) : Vj → Nj are as follows.
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dim(1)(x) = (2) if x ∈ S,
dim(1)(x) = (1) if x ∈ C \ S,
dim(2)(x) = (2, 1) if x ∈ S ∩ C,
dim(2)(x) = (1, 1) if x ∈ C \ S,
dim(3)(x) = (2, 1, 0) if x = (1, 0, 0).
It follows that
V(2) = S,
V(1) = C,
V(1,1) = C,
V(2,1) = S ∩ C.
In the Figures 4, 5 and 6 below we depict the approximating semi-algebraic sets
V˜τ , for τ = (2), (1) and (1, 1), respectively. Note that in order to be able to draw
these pictures we used (small) finite values of the infinitesimals, and so the pictures
are for illustrative purposes only.
Figure 4. The approximating set V˜(2).
In Figure 4 we depict the approximating set V˜(2). Notice that in this example
V(2) ⊂ limδ1 V˜(2) ⊂ V1. The first inclusion is proper, while the second one is an
equality.
24 BARONE AND BASU
Figure 5. The approximating set V˜(1) in blue.
In Figure 5 we depict the approximating set V˜(1) (in blue). Note that V(1) ⊂
limδ1 V˜(1) ⊂ V1. Observe that both inclusions are proper in this case. The image of
the curve V˜(1) (shown in blue in Figure 5) under the limδ1 map contains the curve
C (shown in green), as well as an additional part contained in the sphere S.
The set V˜(1,1) is the intersection of V˜(1) with the set defined by the inequality
P˜2 ≤ 0, which is a tube containing the set C, and V(1,1) = C ⊂ limδ2 V˜(1,1) ⊂ V2.
Both inclusions are equalities in this case. This is depicted in Figure 6.
In Figure 7 we depict the approximating set V˜(2,1) (in blue). Note that the set
V(2,1) = {(±1, 0, 0)}, and we have the inclusions V(21) ⊂ limδ2 V˜(21) ⊂ V2. Observe
that both inclusions are proper in this case.
We now prove Proposition 3.13. While reading the proof particular attention
should be paid to the ordering of the infinitesimals, δi, ηi, ζi, 1 ≤ i ≤ j which plays
a crucial role.
Proof of Proposition 3.13. We first prove the inclusion Vτ ⊂Wτ .
Let x ∈ Vτ with dim(j)(x) = τ . We will prove that x ∈ Wτ which suffices to
prove the inclusion Vτ ⊂ Wτ , since Wτ is closed and Vτ is the closure of the set of
points y with dim(j)(y) = τ . The proof of the claim that x ∈ Wτ is by induction
on j. Suppose the claim holds for j − 1. There are two cases to consider.
(1) τj = τj−1: The induction hypothesis implies that x ∈ limδj−1 V˜σ′ , where
σ′ ∈ Aj−1 with σ′j−1 = τj−1 = τj , and σ′i ≤ τi for 1 ≤ i < j − 1. Let
α ∈ Ij−1(σ′) be such that x ∈ limδj−1(V ασ′,j−1). Hence, there exists x′ ∈
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Figure 6. The approximating set V˜(11).
V ασ′,j−1 such that limδj−1 x
′ = x. Moreover, since, P¯j(x) = 0, we have that
limδj−1 P¯j(x
′) = 0. From the definition of P˜j and the fact that δj  δj−1 >
0, we obtain that P˜j(x
′) ≤ 0, and hence x′ ∈ V βσ,j , and x ∈ limδj V βσ,j where
σ = (σ′, τj), and β = (α,−1).
(2) q = τj < τj−1: We prove that every neighborhood, U , of x in Vj contains
a point of Wτ . Let U be a small enough neighborhood of x in Vj . Then
there exists a non-empty open subset U ′ ⊂ U such that each x′ ∈ U ′ is a
regular point of Vj of dimension q.
For each x′ ∈ U ′, shrinking U ′ further if necessary, we have the inequali-
ties q ≤ dimx′ Vj−1 ≤ dimx Vj−1 = τj−1, the second inequality coming from
upper semi-continuity property of the dimension function. There are two
subcases.
Case (a) If there exists x′ ∈ U ′, with dimx′ Vj−1 = q = dimx′ Vj , we are
reduced to Case (1) as follows. Let σ = (τ1, . . . , τj−2, q, q). Then, σ ≤ τ ,
and using Case (1), x′ ∈Wσ, and Wσ ⊂Wτ (using Lemma 3.16).
Case (b) We assume that q < dimx′ Vj−1 ≤ τj−1 for each x′ ∈ U ′. Using
the genericity of the given co-ordinates and shrinking U ′ if necessary by
subtracting a Zariski closed set of co-dimension at least one we can assume
that the tangent space Tx′Vj is transversal to pi
−1
[1,q](z
′) (recall Notation
2.12), where z′ = pi[1.q](x′), and hence in particular that x′ is an isolated
point of (Vj)z′ for all x
′ ∈ U ′.
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Figure 7. The approximating set V˜(21) in blue.
Shrinking U ′ further if necessary we can also assume that x′ is not an
isolated point of (Vj−1)z′ where z′ = pi[1.q](x′) for all x′ ∈ U ′. To see this
suppose that there exists a non-empty open subset U ′′ of U ′ such that for
all x′′ ∈ U ′′, x′′ is an isolated point of (Vj−1)z′′ where z′′ = pi[1.q](x′′).
Then, there exists for any x′′ ∈ U ′′ an open neighborhood W of x′′ in Vj−1
contained in (Vj−1)pi[1,q](U′′) such that the dimension of W is ≤ q, which is
contrary to our assumption.
Now for each x′ ∈ U ′, since x′ is an isolated point of (Vj)z′ , and
limδj ((Bas(∅, {P˜j}))z′)b = (Vj)z′ , there exists a unique semi-algebraically
connected component of ((Bas(∅, {P˜j}))z′)b, and hence of Zer(P˜j ,R〈δj〉k)z′
(which we will denote by Z(x′)) such that limδj Z(x
′) = x′. Since x′ is not
an isolated point of (Vj−1)z′ , Ext((Vj−1)z′ ,R〈δj〉) ∩ Z(x′) 6= ∅.
We claim that there exist, σ′ = (σ′1, . . . , σ
′
j−1) ∈ Aj−1, σ′ ≤ τ ′ :=
(τ1, . . . , τj−1), α ∈ Ij−1(σ′), x′ ∈ U ′, z′ = pi[1.q](x′), such that
lim
δj−1
((V ασ′,j−1)z′)b ∩ Ext((Vτ ′)z′ ,R〈δj〉) ∩ Z(x′) 6= ∅,
where Z(x′) is the unique semi-algebraically connected component of
Zer(P˜j ,R〈δj〉k)z′
such that limδj Z(x
′) = x′ (see previous paragraph).
To see this let σ′ be a minimal element in Aj−1 such that U ′′ := V
≤σ′
j−1 ∩
U ′ 6= ∅. By Proposition 3.5, (see also Example 3.3 and Remark 3.4 following
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it) U ′′ is a non-empty open subset of U ′. Now suppose that
lim
δj−1
((V ασ′,j−1)z′)b ∩ Ext((Vσ′)z′ ,R〈δj〉) ∩ Z(x′) = ∅,
for every x′ ∈ U ′′ and z′ = pi[1,q](x′). Now, pi[1,q](U ′), and hence pi[1,q](U ′′),
is a non-empty open subset of R[1,q], since the map pi[1,q]|U ′ is a semi-
algebraic diffeomorphism by the semi-algebraic implicit function theorem,
and the fact that Tx′Vj is transversal to pi
−1
[1,q](pi[1,q](x
′)) for every x′ ∈ U ′
(see above). This contradicts the inductive hypothesis, which implies that
Vσ′ ⊂Wσ′ .
Now fix x′, z′, σ′, α as above. Notice that since limδj Z(x
′) = x′, there
exists r > 0, such that
Z(x′) = Zer(P˜j ,R〈δj〉k)z′ ∩Bk(x′, r)z′ .
It now follows from Lemma 3.14 (applied after taking δ = δj and ε¯ =
(δj−1, . . . , δ1, η1, ζ1, . . . , ηj−1, ζj−1)) that
lim
δj−1
((V ασ′,j−1)z′)b ∩ Z(x′) 6= ∅
implies that
(9) Ext((V ασ′,j−1)z′ ,R
′) ∩ Ext(Z(x′),R′) 6= ∅,
where R′ = R〈δj , . . . , δ1, η1, ζ1, . . . , ηj−1, ζj−1〉. Moreover, it is clear that
(9) implies that
Ext((V ασ′,j−1)z′ ,Rj) ∩ Ext(Z(x′),Rj) 6= ∅.
Note that the order δj  δj−1 is important here (cf. Remark 3.8).
It follows that there exists a semi-algebraically connected component C
of Zer((Pασ′,j−1, P˜j),Rkj )z′ , such that x′ ∈ limδj C, and C ⊂ (V ασ′,j−1)z′ .
Moreover, using the fact that z′ ∈ R[1,q], and applying Proposition 2.13
with η = ηj , δ = δj , and ε¯ = (δj−1, . . . , δ1, η1, ζ1, . . . , ηj−1, ζj−1), we deduce
that the polynomials in (Pασ′,j−1(z′, ·), P˜j(z′, ·)) define a non-singular com-
plete intersection of dimension p − q − 1 in R[q+1,k]j , where p = σ′j−1. Let
P˜ = Pασ′,j−1, and let F be the tuple of polynomials defined by (7). Then,
there exists a semi-algebraically connected component C˜ of Zer(F ,Rkj )z′
such that x′ ∈ limδj C˜. There are a finite number of Xk-critical points
(all of which are simple) on C˜z by Remark 2.11 and Proposition 2.13. If
(z′, w′), w′ ∈ R[q+1+,k]j , is one such critical point, then (z′, w′) is con-
tained in the finite constructible set CJ(F) (cf. (4) and part 3. of Propo-
sition 2.13) for some J ∈ ([q+1,k]k−p+1), and such that w′ is a simple zero of
the system FJ(z′, ·). Hence, applying Proposition 2.15 (with the field
of coefficients R in the Proposition 2.15 taken to be the real closed field
R〈δj , . . . , δ1, η1, ζ1, ηj−1, ζj−1, ηj〉 and ζ = ζj) we have that there exists a
simple zero, w′′, of the system Pβσ,j(z, ·) (cf. (8)) where σ = (σ′, τj) and
β = (α, J), such that limζj w
′′ = w′. Clearly, then x′′ = (z′, w′′) ∈ V βσ,j , ,
and x′ = limδj x
′′ and thus x′ ∈ limδj V βσ,j . Notice that σj = τj and σ ≤ τ .
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The inclusion limδj V˜τ ⊂ Vj , from which the second inclusion Wτ ⊂ Vj follows
immediately, is due to the fact that for each β ∈ Ij(τ), V βτ,j is either contained in
the part of the semi-algebraic set defined by P˜j ≤ 0 which is bounded over R, or
in the algebraic variety Zer(P˜j ,R
k
j )b depending on whether τj−1 = τj or τj−1 > τj
respectively. It is clear from definition of P˜j , that the images under limδj of the
last two sets are contained in Vj . 
The following slight refinement of Proposition 3.13 is required to ensure that the
degree of the last polynomial does not enter the bound with a factor of (k−τi−1−1)
as is the case of the other degrees di, with i < `, but rather just as d`. This slight
improvement is possible since we do not need to ensure that the dimension of the
approximating varieties drops appropriately (to k`) when we approximate the last
variety V`. If we were not interested in obtaining the tightest possible dependence
on k in the multiplicative factor in the bound (the factor that is independent of the
degrees), then this refinement would not have been necessary. However, in order
to ensure that the results in the current paper properly generalize the results in [4]
we need to take this extra care.
Notation 3.18. For all σ = (σ1, . . . , σj) ∈ Aj , 2 ≤ j ≤ `, denote by
σˆ = (σ1, . . . , σj−1, σj−1).
Corollary 3.19. For all τ ∈ Aj,
Vτ ⊂W ′τ ⊂ Vj ,
where
W ′τ =
⋃
σ=(σ1,...,σj)∈Aj
σi≤τi,1≤i<j,σj=τj
lim
δj
V˜σˆ.
Proof. It is clear from the definition that for all σ ∈ Aj
V˜σ ⊂ V˜σˆ,
and that limδj V˜σˆ ⊂ Vj . The corollary now follows from Proposition 3.13. 
Corollary 3.20.
b0(V`) ≤
∑
τ∈A`
∑
β∈I`(τˆ)
b0(V
β
τˆ,`).
Proof. Follows immediately from Corollary 3.19 after noting that (using Proposition
3.12)
V` =
⋃
τ∈A
Vτ .

Following notation introduced above we have the following proposition.
Proposition 3.21. Let τ ∈ Aj, τj−1 = p, and α ∈ Ij(τˆ).
1. Then cardPατˆ,j = k − p.
2. Suppose that Pατˆ,j = (P1, . . . , Pk−p). Let for 1 ≤ i ≤ j−1, `i = τi−1−τi, with the
convention that τ0=k, and Li =
∑i
h=1 `h. Then for each i, 1 ≤ i < j, the degrees
of the polynomials PLi−1+1, . . . , PLi are bounded by (k− τi−1 + 1)di ≤ (k+ 1)di.
3. deg(Qατˆ,j) ≤ d`.
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4. b0(V
α
τˆ,j) ≤ b0(Zer(Pατˆ,j ∪ {Qατ,j},Rkj )b) + b0(Zer(Pατˆ,j ,Rkj )b).
Proof. Follows from the definitions of the tuples Pατˆ,j , and the polynomials Qατˆ,j
(see Definition 3.10), as well as Proposition 2.14. 
3.2. Bounds on the 0-th Betti number of non-singular complete inter-
sections. The following proposition appears in [4], and is a consequence of the
classical formula for the Euler-Poincare´ characteristic of non-singular complex pro-
jective intersections and the Smith inequality.
Proposition 3.22. Let F = {F1, . . . , Fm} ⊂ R[X1, . . . , Xk] with deg(Fi) = di,
d1 ≤ d2 ≤ · · · ≤ dm. Moreover, assume that Fh = {Fh1 , . . . , Fhm} defines a non-
singular complete intersection in PkC. Then,
b0(Zer(F ,Rk)b) ≤
(
k + 1
m+ 1
)
d1 · · · dm−1dk−m+1m + 2(k −m+ 1).
Remark 3.23. We note that in Proposition 3.22 if the polynomials in F do not
define a non-singular complete intersection, it is still possible to bound the sum of
the Betti numbers of the corresponding complex variety by O(1)mO(mdm)
k using
a result of Katz [19], which in turn uses previous results of Bombieri [13], and
Adolphson and Sperber [1]. These results use the theory of exponential sums over
finite fields, and are of a much deeper nature than the classical formula giving
the Betti numbers in terms of the degree sequence in the non-singular complete
intersection case which is used to prove Proposition 3.22. However, the results of
Katz [19] which do not assume non-singularity and are very general, do not have
the finer dependence on the degree sequence (see the bound given above), and this
finer dependence on the degree sequence is the key point in Proposition 3.22 above.
Corollary 3.24. For each τ = (τ1, . . . , τ`) ∈ A` and α ∈ I`(τˆ) and Q ⊂ {Qατˆ,`},
b0(Zer((Pατˆ,` ∪Q)b,Rk` )) ≤ O(1)kdτ`−1`
∏
1≤i<`
((k − τi−1 + 1)di)τi−1−τi .
Proof. Follows from parts 1., 2. and 3. of Proposition 3.21, and Proposition 3.22.

It now follows from Corollary 3.24 and part 4. of Proposition 3.21 that
Corollary 3.25. For each τ = (τ1, . . . , τ`) ∈ A` and α ∈ I`(τˆ)
b0(V
α
τˆ,`) ≤ O(1)kdτ`−1`
∏
1≤i<`
((k − τi−1 + 1)di)τi−1−τi .
Let τ ∈ A` and d1, . . . , d` satisfy the hypothesis of Theorem 4.
Lemma 3.26. Then,
d
τ`−1
`
∏
1≤i<`((k − τi−1 + 1)di)τi−1−τi
d
k`−1
`
∏
1≤i<`((k − ki−1 + 1)di)ki−1−ki
≤ O(k)k.
Proof. Using the inequality that for 2 ≤ i ≤ `,
di−1
di
≤ 1k+1 ≤ 1k−ki−2+1
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we get that the expression on the left hand side of the proposition is bounded by∏
1≤i<`(k − τi−1 + 1)τi−1−τi∏
1≤i<`(k − ki−1 + 1)ki−1−τi
.
The sum of the various exponents of the numerator is
`−1∑
i=1
(τi−1 − τi) = τ0 − τ`−1 ≤ k,
and for each i, 1 ≤ i < `, (k − τi−1 + 1) ≤ (k + 1). The denominator is a non-zero
integer. 
We next bound the cardinality of the index set A`.
Lemma 3.27. The cardinality of A` is bounded by
O(1)k+`.
Proof. The number of tuples τ = (τ1, . . . , τ`) in which k ≥ τ1 > τ2 > · · · > τ` ≥ 0
is bounded by the volume of the corresponding `-dimensional simplex in R` which
is equal to (k+1)
`
`! . Allowing some of the τi’s to be equal, the number of tuples is
bounded by ∑
0≤i≤`
(
`
i
)
(k + 1)`−i
(`− i)! ≤ 2
`
∑
0≤i≤`
(k + 1)`−i
(`− i)! = O(1)
k+`.

Lemma 3.28. For each τ = (τ1, . . . , τ`) the cardinality of the index set I`(τ) is
bounded by
(k − τ` + 1)
(
k − τ`
τ1 − τ2, . . . , τ`−1 − τ`
)
.
Proof. It is clear from the definition that the cardinality of the index set I`(τ) is
bounded by
∏
1≤j≤`
(
k − τj + 1
k − τj−1 + 1
)
=
(k − τ` + 1)!
(τ0 − τ1)!(τ1 − τ2)! · · · (τ`−1−τ`)!
= (k − τ` + 1)
(
k − τ`
τ0 − τ1, τ1 − τ2, . . . , τ`−1 − τ`
)
.

3.3. Proof of Theorem 4. We now prove Theorem 4.
Proof of Theorem 4. We first prove the theorem in case V0 is bounded. It follows
from Corollary 3.20 and Corollary 3.25 that
b0(V`) ≤
∑
τ∈A`
∑
α∈I`(τˆ)
O(1)kdτ`−1` ∏
1≤i<`
((k − τi−1 + 1)di)τi−1−τi
 .
ON A REAL ANALOGUE OF BEZOUT INEQUALITY 31
Using Lemma 3.28 to bound the cardinality of the index set I`(τˆ), we get that the
right hand side of the above inequality is bounded by
O(1)k
∑
τ∈A`
F (k, τ)
dτ`−1` ∏
1≤i<`
((k − τi−1 + 1)di)τi−1−τi
 ,
where
F (k, τ) = (k − τ`−1 + 1)
(
k − τ`−1
τ0 − τ1, τ1 − τ2, . . . , τ`−2 − τ`−1
)
.
The theorem in the bounded case now follows from Lemma 3.26 and Lemma 3.27.
In the general case, we first replace the given sequence of polynomials Q1, . . . , Q`,
by a new sequence, Q0, Q1, . . . , Q`, where
Q0 =
k+1∑
i=1
X2i − Ω,
where Ω is infinitely large and positive over R. For each i, 0 ≤ i ≤ `, defining
Qˆi = {Q0, . . . , Qi}, and Vˆi = Zer(Qˆi,R〈1/Ω〉k+1) we have that each V̂i is bounded
over R〈1/Ω〉, and also that b0(V`) ≤ b0(Vˆ`). Applying the same arguments as in
the bounded case we obtain that
b0(Vˆ`) ≤ O(1)k
∑
τ=(τ−1,τ0,...,τ`−1)
F (k, τ)
dτ`−1` ∏
1≤i<`
((k − τi−1 + 1)di)τi−1−τi
 ,
where the sum is taken over all τ ∈ N`, with k+1 = τ−1 > k = τ0 ≥ τ1 · · · ≥ τ`−1 ≥
0, and τi ≤ ki, for each i, 1 ≤ i < `, and
F (k, τ) = (k − τ`−1 + 1)
(
k − τ`−1
τ0 − τ1, τ1 − τ2, . . . , τ`−2 − τ`−1
)
.
Notice that since the local dimension of the variety Vˆ0 is constant, it suffices to fix
τ0 = k in the sum above, and the contribution of the degree of the polynomial Q0
(note that deg(Q0) = 2) gets absorbed into the O(1)
k term.

3.4. Proof of Theorem 5. We now prove Theorem 5.
We introduce a new family of polynomials defined as follows:
P˜ =
⋃
1≤i≤s
{Pi ± εγi, Pi ± δγi},
where ε, δ, γ1, . . . , γs new variables.
For any subset I = {(1, σ1, i1), . . . , (m,σm, im)} ⊂ {+1,−1}×{ε, δ}×{1, . . . s},
we denote by P˜I the subset of P˜ defined by
P˜I =
⋃
1≤j≤m
{Pij + jσjγij}.
Let R′ denote the real closed field R〈ε, δ, γ1, . . . γs〉.
Proposition 3.29. For each I ⊂ {+1,−1}×{ε, δ}×{1, . . . , s}, the dimension of the
variety Zer(P˜,R′k)∩Ext(V`,R′) is at most k`− card I. In particular, Zer(P˜,R′k)∩
Ext(V`,R
′) is empty if card I > k`.
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Proof. It follows immediately from the fact that the various γi’s are algebraically
independent over R. 
Notation 3.30. For any finite family F ⊂ R[X1, . . . , Xk] we call a formula∧
F∈F
FσF 0,
where each σF ∈ {≥,≤}, a weak sign condition on F .
Proposition 3.31. Let V1 be bounded, and let σ ∈ {−1, 0, 1}P and C a semi-
algebraically connected component of Reali(σ, V`) ⊂ Rk. Then, there exists a weak
sign condition σ˜ on P˜, and a semi-algebraically connected component C˜ of
Reali(σ˜,Ext(V`,R
′))
such that
lim
δ
C˜ ⊂ Ext(C,R′).
Proof. The proof is similar to the proof of Proposition 4 in [6] and omitted. 
The following proposition occurs in [10] (Proposition 13.1).
Proposition 3.32. Let V1 be bounded and let F ⊂ R[X1, . . . , Xk] be a finite set
of polynomials and σ˜ a weak sign condition on F . Let C be a semi-algebraically
connected component of Reali(σ˜,Ext(V`,R
′)). Then there exists a subset F ′ ⊂ F ,
and a semi-algebraically connected component D of Zer(F ′,Ext(V`, R′)), such that
D ⊂ C.
Proof of Theorem 5. In the case V1 is bounded, using successively Propositions
3.31 and 3.32 it suffices to bound the total number of semi-algebraically connected
components of the real algebraic sets
Zer(Q` ∪ P˜I ,R′k)
for subsets I ⊂ {+1,−1}×{ε, δ}×{1, . . . s}. Moreover, using Proposition 3.29, the
set of different subsets I that we need to consider is bounded by
k∑`
j=0
4j
(
s
j
)
= (O(s))k` .
Notice that each Zer(Q` ∪ P˜I ,R′k) = Zer((Q1, . . . , Q`, PI),R′k), where PI =∑
P∈P˜I P
2. Also, notice that
(deg(Q1), . . . ,deg(Q`),deg(PI)) = (d1, . . . , d`, 2d).
Now apply Theorem 4 to finish the proof. In the general case, use the same tech-
nique as in the proof of Theorem 4 to reduce to the bounded case. 
Proof of Theorem 6. In the proof of Theorem 5 instead of bounding the number of
semi-algebraically connected components of the various algebraic sets
Zer({Q1, . . . , Q`, PI},R′k)
using Theorem 4, apply Theorem 4 directly to the sequence Q, P˜I , noting that
its real zeros are the same as Zer({Q1, . . . , Q`, PI},R′k), and also that the degree
sequence associated to P˜I can be made to satisfy the requirement of Theorem 4 by
multiplying, for each i, the i-th largest degree in the sequence by (k + 1)i−1. 
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