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We consider the periodic discrete nonlinear Schr¨ odinger equations with the temporal frequency belonging to a spectral gap. By
using the generalized Nehari manifold approach developed by Szulkin and Weth, we prove the existence of ground state solutions
oftheequations.Weobtaininfinitelymanygeometricallydistinctsolutionsoftheequationswhenspeciallythenonlinearityisodd.
The classical Ambrosetti-Rabinowitz superlinear condition is improved.
1. Introduction
The following discrete nonlinear Schr¨ odinger equation
(DLNS):
𝑖 ̇ 𝜓𝑛 =− Δ 𝜓 𝑛 +𝜀 𝑛𝜓𝑛 −𝜎 𝜒 𝑛𝑓𝑛 (𝜓𝑛),𝑛 ∈ Z, (1)
where 𝜎=± 1and
Δ𝜓𝑛 =𝜓 𝑛+1 +𝜓 𝑛−1 −2 𝜓 𝑛 (2)
is the discrete Laplacian operator, appears in many physical
problems, like polarons, energy transfer in biological materi-
als, nonlinear optics, and so forth (see [1]). The parameter 𝜎
characterizesthefocusingpropertiesoftheequation:if𝜎=1 ,
theequationisself-focusing,while𝜎=− 1correspondstothe
defocusing equation. The given sequences {𝜀𝑛} and {𝜒𝑛} are
a s s u m e dt ob e𝑇-periodic in 𝑛,t h a ti s ,𝜀𝑛+𝑇 =𝜀 𝑛 and 𝜒𝑛+𝑇 =
𝜒𝑛.M o r eo v er ,{𝜒𝑛}isa positivesequence.Here, 𝑇isa positive
integer. We assume that 𝑓𝑛(0) = 0 and the nonlinearity 𝑓𝑛(𝑢)
is gauge invariant, that is,
𝑓𝑛 (𝑒
𝑖𝜃𝑢) =𝑒
𝑖𝜃𝑓𝑛 (𝑢),𝜃 ∈ R. (3)
We are interested in the existence of solitons of (1), that
is, solutions which are spatially localized time-periodic and
decay to zero at infinity. Thus, 𝜓𝑛 has the form
𝜓𝑛 =𝑢 𝑛𝑒
−𝑖𝜔𝑡,
lim
|𝑛|→∞
𝜓𝑛 =0 ,
(4)
where {𝑢𝑛} is a real-valued sequence and 𝜔∈R is the
temporal frequency. Then, (1)b e c o m e s
−Δ𝑢𝑛 +𝜀 𝑛𝑢𝑛 −𝜔 𝑢 𝑛 =𝜎 𝜒 𝑛𝑓𝑛 (𝑢𝑛),𝑛 ∈ Z, (5)
lim
|𝑛|→∞
𝑢𝑛 =0 (6)
holds. Naturally, if we look for solitons of (1), we just need to
get the solutions of (5)s a t i s f y i n g( 6).
Actually, we consider a more general equation:
𝐿𝑢𝑛 −𝜔 𝑢 𝑛 =𝜎 𝜒 𝑛𝑓𝑛 (𝑢𝑛),𝑛 ∈ Z, (7)
with the same boundary condition (6). Here, 𝐿 is a second-
order difference operator
𝐿𝑢𝑛 =𝑎 𝑛𝑢𝑛+1 +𝑎 𝑛−1𝑢𝑛−1 +𝑏 𝑛𝑢𝑛, (8)2 Abstract and Applied Analysis
where {𝑎𝑛} and {𝑏𝑛} are real-valued 𝑇-periodic sequences.
When 𝑎𝑛 ≡− 1and 𝑏𝑛 =2+𝜀 𝑛,w eo b t a i n( 5).
We consider (7) as a nonlinear equation in the space 𝑙
2
of two-sided infinite sequences. Note that every element of 𝑙
2
automatically satisfies (6).
As it is well known, the operator 𝐿 is a bounded and self-
adjointoperatorin𝑙
2.Thespectrum𝜎(𝐿)is a union of a finite
number of closed intervals, and the complement R \ 𝜎(𝐿)
consists of a finite number of open intervals called spectral
gaps. Two of them are semi-infinite (see [2]). If 𝑇=1 ,t h e n
finite gaps do not exist. However, in general, finite gaps exist,
and the most interesting case in (7) is when the frequency 𝜔
belongstoafinitespectralgap.Letusfixanyspectralgapand
denote it by (𝗼,𝗽).
DNLS equation is one of the most important inherently
discrete models. DNLS equation plays a crucial role in the
modelingofagreatvarietyofphenomena,rangingfromsolid
state and condensed matter physics to biology (see [1, 3–6]
and references therein). In the past decade, solitons of the
periodic DNLS have become a hot topic. The existence of
solitons for the periodic DNLS equations with superlinear
nonlinearity [7–10] and with saturable nonlinearity [11–13]
has been studied, respectively. If 𝜔 is below or above the
spectrum of the difference operator −Δ + 𝜀𝑛,s o l i t o n sw e r e
shown by using the Nehari manifold approach and a discrete
version of the concentration compactness principle in [14].
If 𝜔 is a lower edge of a finite spectral gap, the existence
of solitons was obtained by using variant generalized weak
linking theorem in [10]. If 𝜔 lies in a finite spectral gap, the
existence of solitons was proved by using periodic approxi-
mations in combination with the linking theorem in [8]a n d
thegeneralizedNeharimanifoldapproachin[9],respectively.
The results were extended by Chen and Ma in [7]. In this
paper, we employ the generalized Nehari manifold approach
instead of periodic approximation technique to obtain the
existence of a kind of special solitons of (7), which called
ground state solutions, that is, nontrivial solutions with least
possible energy in 𝑙
2. We should emphasize that the results
are obtained under more general super nonlinearity than
the classical Ambrosetti-Rabinowitz superlinear condition
[8, 9, 15].
Th i sp a p e ri so r g a n i z e da sf o l l o w s .I nSection 2,w efi r s t
establish the variational framework associated with (7)a n d
transfer the problem on the existence of solutions in 𝑙
2
of (7) into that on the existence of critical points of the
corresponding functional. We then present the main results
of this paper and compare them with existing ones. Section 3
i sd e v o t e dt ot h ep r o o fso ft h em a i nr e s u l t s .
2. Preliminaries and Main Results
The following are the basic hypotheses to establish the main
results of this paper:
(𝑉 1) 𝜔 ∈ (𝗼,𝗽),
(𝑓1) 𝑓𝑛 ∈𝐶 ( R,R) and 𝑓𝑛+𝑇(𝑢) = 𝑓𝑛(𝑢), and there exist
𝑎>0and 𝑝 ∈ (2,∞) such that
򵄨 򵄨 򵄨 򵄨𝑓𝑛 (𝑢)򵄨 򵄨 򵄨 򵄨 ≤𝑎( 1+|𝑢|
𝑝−1)∀ 𝑛 ∈ Z,𝑢∈R, (9)
(𝑓2) 𝑓𝑛(𝑢) = 𝑜(|𝑢|) as 𝑢→0 ,
(𝑓3)l i m |𝑢|→∞𝐹𝑛(𝑢)/𝑢
2 =∞ ,w h e r e𝐹𝑛(𝑢) is the primitive
function of 𝑓𝑛(𝑢),t h a ti s ,
𝐹𝑛 (𝑢) = ∫
𝑢
0
𝑓𝑛 (𝑠)𝑑𝑠, (10)
(𝑓4) 𝑢 򳨃→𝑓 𝑛(𝑢)/|𝑢| is strictly increasing on (−∞,0) and
(0,∞).
To state our results, we introduce some notations. Let
𝐴=𝐿−𝜔 , 𝐸=𝑙
2 (Z). (11)
Consider the functional 𝐽 defined on 𝐸 by
𝐽(𝑢) =
1
2
(𝐴𝑢,𝑢)𝐸 −𝜎∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑢𝑛), (12)
where (⋅,⋅)𝐸 is the inner product in 𝐸 and ‖⋅‖ 𝐸 is the
correspondingnormin𝐸.Thehypotheseson𝑓𝑛(𝑢)implythat
thefunctional𝐽∈𝐶
1(𝐸,R)and(7)iseasilyr ecognizedasthe
corresponding Euler-Lagrange equation for 𝐽.Th u s ,t ofi n d
nontrivial solutions of (7), we need only to look for nonzero
critical points of 𝐽 in 𝐸.
For the derivative of 𝐽,w eh a v et h ef o l l o w i n gf o r m u l a :
(𝐽
򸀠 (𝑢),V)=(𝐴𝑢,V)𝐸 −𝜎∑
𝑛∈Z
𝜒𝑛𝑓𝑛 (𝑢𝑛)V𝑛,∀ V ∈𝐸 . (13)
By(𝑉 1),weha ve𝜎(𝐴) ⊂ R\(𝗼−𝜔,𝗽−𝜔).So ,𝐸=𝐸
+⊕𝐸
−
corresponds to the spectral decomposition of 𝐴 with respect
to the positive and negative parts of the spectrum, and
(𝐴𝑢,𝑢)𝐸 ≥( 𝗽−𝜔 )‖𝑢‖
2
𝐸,𝑢 ∈ 𝐸
+,
(𝐴𝑢,𝑢)𝐸 ≤ (𝗼−𝜔 )‖𝑢‖
2
𝐸, 𝑢∈𝐸
−.
(14)
For any 𝑢,V ∈𝐸 ,l e t t i n g𝑢=𝑢
+ +𝑢
− with 𝑢
± ∈𝐸
± and
V = V
+ + V
− with V
± ∈𝐸
±, we can define an equivalent inner
product (⋅,⋅) and the corresponding norm ‖⋅‖on 𝐸 by
(𝑢,V) = (𝐴𝑢
+,V
+)𝐸 − (𝐴𝑢
−,V
−)𝐸, ‖𝑢‖ = (𝑢,𝑢)
1/2, (15)
respectively. So, 𝐽 c a nb er e w r i t t e na s
𝐽(𝑢) =
1
2
򵄩 򵄩 򵄩 򵄩𝑢
+򵄩 򵄩 򵄩 򵄩
2
−
1
2
򵄩 򵄩 򵄩 򵄩𝑢
−򵄩 򵄩 򵄩 򵄩
2
−𝜎∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑢𝑛). (16)
We define for 𝑢∈𝐸\𝐸
−,t h es u b s p a c e
𝐸(𝑢) := R𝑢+𝐸
− = R𝑢
+ ⊕𝐸
−, (17)
and the convex subset
̂ 𝐸(𝑢) := R
+𝑢+𝐸
− = R
+𝑢
+ ⊕𝐸
−, (18)
of 𝐸,w h e r e ,a su s u a l ,R
+ =[ 0 ,∞ ) .L e t
M ={ 𝑢∈𝐸\𝐸
− :𝐽
򸀠 (𝑢)𝑢=0 , 𝐽
򸀠 (𝑢)V =0∀ V ∈𝐸
−},
(19)
𝑐=inf
𝑢∈M
𝐽(𝑢). (20)Abstract and Applied Analysis 3
Inthispaper,wealsoconsiderthemultiplicityofsolutions
of (7).
For each ℓ∈Z,l e t
ℓ∗𝑢=( 𝑢 𝑛+ℓ𝑇)𝑛∈Z,∀ 𝑢 = ( 𝑢 𝑛)𝑛∈Z, (21)
which defines a Z-action on 𝐸. By the periodicity of the
coefficients, we know that both 𝐽 and 𝐽
򸀠 are Z-invariants.
Therefore,if𝑢∈𝐸isacriticalpointof𝐽,soisℓ∗𝑢.T wocritical
points 𝑢1,𝑢 2 ∈𝐸of 𝐽 are said to be geometrically distinct if
𝑢1 ̸ =ℓ∗𝑢 2 for all ℓ∈Z.
N o w ,w ea r er e a d yt os t a t et h em a i nr e s u l t s .
Theorem 1. Suppose that conditions (𝑉 1),(𝑓1)–(𝑓4) are satis-
fied. Then, one has the following conclusions.
(1) Ifeither𝜎=1and 𝗽 ̸ =∞or𝜎=− 1and 𝗼 ̸ =−∞ ,then
(7) has at least a nontrivial ground state solution.
(2) If either 𝜎=1and 𝗽=∞or 𝜎=− 1and 𝗼=− ∞ ,
then (7) has no nontrivial solution.
Theorem 2. Suppose that conditions (𝑉 1),(𝑓1)–(𝑓4) are satis-
fied and 𝑓𝑛 is odd in 𝑢.I fe i t h e r𝜎=1and 𝗽 ̸ =∞or 𝜎=− 1
and𝗼 ̸ =−∞ ,then(7)hasinfinitelymanypairsofgeometrically
distinct solutions.
In what follows, we always assume that 𝜎=1 .Th eo t h e r
case can be reduced to 𝜎=1by switching 𝐿 to −𝐿 and 𝜔 to
−𝜔.
Remark 3. In [8], the author considered (7)w i t h𝑓𝑛 defined
by
𝑓𝑛 (𝑢) = |𝑢|
2𝑢, (22)
which obviously satisfies (𝑓1)–(𝑓4); the author also discussed
the case where 𝑓 satisfies the Ambrosetti-Rabinowitz condi-
tion; that is, there exists 𝜇>2such that
0<𝜇 𝐹 𝑛 (𝑢) ≤𝑓 𝑛 (𝑢)𝑢, 𝑢 ̸ =0. (23)
Clearly, (23)i m p l i e st h a t𝐹𝑛(𝑢) ≥ 𝑐|𝑢|
𝜇 >0for |𝑢| ≥ 1.S o ,i t
is a stronger condition than (𝑓3).
Remark 4. In [9], the author assumed that 𝑓𝑛 satisfies the
following condition: there exists 𝜃 ∈ (0,1) such that
0<𝑢
−1𝑓𝑛 (𝑢) ≤𝜃 𝑓
򸀠
𝑛 (𝑢),𝑢 ̸ =0. (24)
Obviously, (24)i m p l i e s( 23)w i t h𝜇 = 1 + (1/𝜃),s oi ti s
a stronger condition than the Ambrosetti-Rabinowitz con-
dition. In our paper, the nonlinearities satisfy more general
superlinear assumptions instead of (24) which also implies
(𝑓4). However, we do not assume that 𝑓𝑛 is differentiable and
satisfies(24),Misnota𝐶
1 manifoldof𝐸,andtheminimizers
onMmaynotbecriticalpointsof𝐽.Hence,themethodof[9]
doesnotapplyanymore.Nevertheless,Misstillatopological
manifold, naturally homeomorphic to the unit sphere in 𝐸
+
(see in detail in Section 3). We use the generalized Nehari
manifold approach developed by Szulkin and Weth which is
basedonreducingthestronglyindefinitevariationalproblem
to a definite one and prove that the minimizers of 𝐽 on M are
indeed critical points of 𝐽.
Remark 5. In [7], it is shown that (7) has at least a nontrivial
solution 𝑢∈𝑙
2 if 𝑓 satisfies (𝑉 1), (𝑓2), (𝑓3),a n dt h ef o l l o w i n g
conditions:
(𝐵1)𝐹 𝑛(𝑢) ≥ 0 for any 𝑢∈R and 𝐻𝑛(𝑢) := (1/2)𝑓𝑛(𝑢)𝑢 −
𝐹𝑛(𝑢) > 0 if 𝑢 ̸ =0,
(𝐵2)𝐻 𝑛(𝑢) → ∞ as |𝑢| → ∞, and there exist 𝑟0 >0and
𝗾>1such that |𝑓𝑛(𝑢)|
𝗾/|𝑢|
𝗾 ≤𝑐 0𝐻𝑛(𝑢) if |𝑢| ≥ 𝑟0,
where 𝑐0 is a positive constant,
In our paper, we use (9)a n d(𝑓4) instead of (𝐵1) and (𝐵2).
3. Proofs of Main Results
We assume that (𝑉 1) and (𝑓1)–(𝑓4) a r esa ti s fi edfr o mn o wo n .
Lemma 6. 𝐹𝑛(𝑢) > 0 and (1/2)𝑓𝑛(𝑢)𝑢 > 𝐹𝑛(𝑢)for all 𝑢 ̸ =0.
Proof. By (𝑓2) and (𝑓4),i ti se a s yt og e tt h a t
𝐹𝑛 (𝑢) >0 ∀ 𝑢 ̸ =0. (25)
Set 𝐻𝑛(𝑢) = (1/2)𝑓𝑛(𝑢)𝑢 − 𝐹𝑛(𝑢).I tf o l l o w sf r o m(𝑓4) that
𝐻𝑛 (𝑢) =
𝑢
2
𝑓𝑛 (𝑢) − ∫
𝑢
0
𝑓𝑛 (𝑠)𝑑𝑠
>
𝑢
2
𝑓𝑛 (𝑢) −
𝑓𝑛 (𝑢)
𝑢
∫
𝑢
0
𝑠𝑑𝑠 = 0.
(26)
So, (1/2)𝑓𝑛(𝑢)𝑢 > 𝐹𝑛(𝑢) for all 𝑢 ̸ =0.
Tocontinuethediscussion,weneedthefollowingpropo-
sition.
Proposition 7 (see [16, 17]). Let 𝑢,𝑠,V ∈ R be numbers with
𝑠≥− 1and 𝑤: =𝑠 𝑢+V ̸ =0.Th e n ,
𝑓𝑛 (𝑢)[𝑠(
𝑠
2
+1 )𝑢+(1+𝑠 )V]+𝐹 𝑛 (𝑢) −𝐹 𝑛 (𝑢+𝑤 ) <0 .
(27)
Lemma 8. If 𝑢∈M,t h e n
𝐽(𝑢+𝑤 ) <𝐽(𝑢) 𝑓𝑜𝑟 𝑒𝑣𝑒𝑟𝑦 𝑤 ∈ 𝑈
:= {𝑠𝑢 + V :𝑠≥ − 1 ,V ∈𝐸
−}, 𝑤 ̸ =0 .
(28)
Hence, 𝑢 is the unique global maximum of 𝐽|̂ 𝐸(𝑢).
Proof. We rewrite 𝐽 by
𝐽(𝑢) =
1
2
(𝐴𝑢
+,𝑢
+)𝐸 +
1
2
(𝐴𝑢
−,𝑢
−)𝐸 −𝜎∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑢𝑛).
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Since 𝑢∈M,w eh a v e
0=( 𝐽
򸀠 (𝑢),
2𝑠 + 𝑠
2
2
𝑢+(1+𝑠 )V)
=
2𝑠 + 𝑠
2
2
(𝐴𝑢
+,𝑢
+)𝐸 +
2𝑠 + 𝑠
2
2
(𝐴𝑢
−,𝑢
−)𝐸
+ (1+𝑠 )(𝐴𝑢
−,V)𝐸
− ∑
𝑛∈Z
𝜒𝑛𝑓𝑛 (𝑢𝑛)(
2𝑠 + 𝑠
2
2
𝑢𝑛 + (1+𝑠 )V𝑛).
(30)
Together with Proposition 7,w ek n o wt h a t
𝐽(𝑢+𝑤 ) −𝐽(𝑢)
=
1
2
{(𝐴(1+𝑠 )𝑢
+,(1+𝑠 )𝑢
+)𝐸 − (𝐴𝑢
+,𝑢
+)𝐸}
+
1
2
{(𝐴((1+𝑠 )𝑢
− + V),(1+𝑠 )𝑢
− + V)𝐸 − (𝐴𝑢
−,𝑢
−)𝐸}
+ ∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑢𝑛)−∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑢𝑛 +𝑤 𝑛)
=
2𝑠 + 𝑠
2
2
(𝐴𝑢
+,𝑢
+)𝐸 +
2𝑠 + 𝑠
2
2
(𝐴𝑢
−,𝑢
−)𝐸 +
1
2
(𝐴V,V)𝐸
+ (1+𝑠 )(𝐴𝑢
−,V)𝐸 + ∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑢𝑛)−∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑢𝑛 +𝑤 𝑛)
=
1
2
(𝐴V,V)𝐸 + ∑
𝑛∈Z
𝜒𝑛 {𝑓𝑛 (𝑢𝑛)[𝑠(
𝑠
2
+1 )𝑢 𝑛 + (1+𝑠 )V𝑛]
+𝐹 𝑛 (𝑢𝑛)−𝐹 𝑛 (𝑢𝑛 +𝑤 𝑛)}<0.
(31)
The proof is complete.
Lemma 9. (a) There exists 𝗼>0such that 𝑐: =infM𝐽(𝑢) ≥
inf𝑆𝗼𝐽(𝑢) > 0,w h e r e𝑆𝗼 := {𝑢 ∈ 𝐸
+ :‖ 𝑢 ‖=𝗼 } .
(b) ‖𝑢
+‖≥max{‖𝑢
−‖,√2𝑐} for every 𝑢∈M.
Proof. (a) By (𝑓1) and (𝑓2),i ti se a s yt os h o wt h a tf o ra n y𝜀>
0, there exists 𝑐𝜀 >0such that
򵄨 򵄨 򵄨 򵄨𝑓𝑛 (𝑢)򵄨 򵄨 򵄨 򵄨 ≤𝜀|𝑢| +𝑐 𝜀|𝑢|
𝑝−1, 򵄨 򵄨 򵄨 򵄨𝐹𝑛 (𝑢)򵄨 򵄨 򵄨 򵄨 ≤𝜀 |𝑢|
2 +𝑐 𝜀|𝑢|
𝑝.
(32)
‖⋅‖isequivalenttothe𝐸normon𝐸
+and𝐸⊂𝑙
𝑞 for2≤𝑞≤∞
with ‖𝑢‖𝑙𝑞 ≤‖ 𝑢 ‖ 𝐸.H e n c e ,f o ra n y𝜀 ∈ (0,1/2) and 𝑢∈𝐸
+,w e
have
𝐽(𝑢) ≥
1
2
‖𝑢‖
2 −𝜀 ‖𝑢‖
2 −𝑐 𝜀𝜒‖𝑢‖
𝑝, (33)
which implies inf𝑆𝗼𝐽(𝑢) > 0 for some 𝗼>0(small enough),
where 𝜒=max{𝜒𝑛}.
ThefirstinequalityisaconsequenceofLemma 8sincefor
every 𝑢∈M,t h e r ei s𝑠>0such that 𝑠𝑢
+ ∈ ̂ 𝐸(𝑢) ∩ 𝑆𝗼.
(b) For 𝑢∈M,b y( 25), we have
𝑐≤
1
2
򵄩 򵄩 򵄩 򵄩𝑢
+򵄩 򵄩 򵄩 򵄩
2
−
1
2
򵄩 򵄩 򵄩 򵄩𝑢
−򵄩 򵄩 򵄩 򵄩
2
− ∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑢𝑛)
≤
1
2
(򵄩 򵄩 򵄩 򵄩𝑢
+򵄩 򵄩 򵄩 򵄩
2
− 򵄩 򵄩 򵄩 򵄩𝑢
−򵄩 򵄩 򵄩 򵄩
2
).
(34)
Hence, ‖𝑢
+‖≥max{‖𝑢
−‖,√2𝑐}.
Lemma10. LetW ⊂𝐸
+\{0}be a compact subset. Then, there
exists 𝑅>0such that 𝐽≤0on 𝐸(𝑢) \ 𝐵𝑅(0) for every 𝑢∈W,
where 𝐵𝑅(0) denotes the open ball with radius 𝑅 and center 0.
Proof. Suppose by contradiction that there exist 𝑢
(𝑘) ∈ W
and 𝑤
(𝑘) ∈𝐸 ( 𝑢
(𝑘)), 𝑘∈N,s u c ht h a t𝐽(𝑤
(𝑘))>0for all 𝑘
and ‖𝑤
(𝑘)‖→∞ as 𝑘→∞ . Without loss of generality,
we may assume that ‖𝑢
(𝑘)‖=1 for 𝑘∈Z. Then, there exists
a subsequence, still denoted by the same notation, such that
𝑢
(𝑘) →𝑢∈𝐸
+.S e tV
(𝑘) =𝑤
(𝑘)/‖𝑤
(𝑘)‖= 𝑠
(𝑘)𝑢
(𝑘) + V
(𝑘)−.
Then,
0<
𝐽(𝑤
(𝑘))
򵄩 򵄩 򵄩 򵄩𝑤(𝑘)򵄩 򵄩 򵄩 򵄩
2 =
1
2
((𝑠
(𝑘))
2
−
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)−򵄩 򵄩 򵄩 򵄩 򵄩
2
)
− ∑
𝑛∈Z
𝜒𝑛
𝐹𝑛 (𝑤
(𝑘)
𝑛 )
(𝑤
(𝑘)
𝑛 )
2 (V
(𝑘)
𝑛 )
2
.
(35)
By (25), we have
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)−򵄩 򵄩 򵄩 򵄩 򵄩
2
≤( 𝑠
(𝑘))
2
=1−
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)−򵄩 򵄩 򵄩 򵄩 򵄩
2
. (36)
Consequently, we know that ‖V
(𝑘)−‖≤1 / √2 and 1/√2≤
𝑠
(𝑘) ≤1 . Passing to a subsequence if necessary, we assume
that 𝑠
(𝑘) →𝑠∈[ 1 / √2,1], V
(𝑘) ⇀ V, V
(𝑘)− ⇀ V
−
∗ ∈𝐸
−,a n d
V
(𝑘)
𝑛 → V𝑛 for every 𝑛.H e n c e ,V =𝑠 𝑢+V
−
∗ ̸ =0and V
−
∗ = V
−.I t
follows that for 𝑛0 ∈ Z with V𝑛0 ̸ =0, |𝑤
(𝑘)
𝑛0 |=‖ 𝑤
(𝑘)‖⋅| V
(𝑘)
𝑛0 |→
∞,a s𝑘→∞ .Th e n ,b y(𝑓3),w eh a v e
∑
𝑛∈Z
𝜒𝑛
𝐹𝑛 (𝑤
(𝑘)
𝑛 )
(𝑤
(𝑘)
𝑛 )
2 (V
(𝑘)
𝑛 )
2
򳨀→ ∞, (37)
which contradicts with (35).
Lemma 11. For each 𝑢∈𝐸
+ \{ 0 } ,t h es e tM ∩ ̂ 𝐸(𝑢) consists
o fp r e c i s e l yo n ep o i n tw h i c hi st h eu n i q u eg l o b a lm a x i m u mo f
𝐽|̂ 𝐸(𝑢).
Proof. By Lemma 8,i ts u ffi c e st os h o wt h a tM ∩ ̂ 𝐸(𝑢) ̸ =0.
Since ̂ 𝐸(𝑢) = ̂ 𝐸(𝑢
+/‖𝑢
+‖), we may assume that 𝑢∈𝑆
+.B y
Lemma 10, there exists 𝑅>0such that 𝐽≤0on 𝐸(𝑢) \ 𝐵𝑅(0)
provided that 𝑅 is large enough. By Lemma 9 (a), 𝐽(𝑡𝑢) > 0
for small 𝑡>0 .M o r e o v e r ,𝐽≤0on ̂ 𝐸(𝑢) \ 𝐵𝑅(0).H e n c e ,
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LetV
(𝑘) ⇀ V in ̂ 𝐸(𝑢).Th e n,V
(𝑘)
𝑛 → V𝑛 as 𝑘→∞ for all 𝑛
afterpassingtoasubsequenceifnecessary.Hence,𝐹𝑛(V
(𝑘)
𝑛 )→
𝐹𝑛(V𝑛).L e t𝜑(V)=∑𝑛∈Z 𝜒𝑛𝐹𝑛(V𝑛).Th e n ,
𝜑(V) = ∑
𝑛∈Z
lim
𝑘→∞
𝜒𝑛𝐹𝑛 (V
(𝑘)
𝑛 )
≤ liminf
𝑘→∞
∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (V
(𝑘)
𝑛 )
= liminf
𝑘→∞
𝜑(V
(𝑘));
(38)
that is, 𝜑 is a weakly lower semicontinuous. From the weak
lower semi-continuity of the norm, it is easy to see that 𝐽 is
weakly upper semicontinuous on ̂ 𝐸(𝑢). Therefore, 𝐽(𝑢0)=
sup̂ 𝐸(𝑢)𝐽 for some 𝑢0 ∈ ̂ 𝐸 ( 𝑢 )\{ 0 } .B yt h ep r o o fo fLemma 10,
𝑢0 is a critical point of 𝐽|̂ 𝐸(𝑢).I tf o l l o w st h a t(𝐽
򸀠(𝑢0),𝑢0)=
(𝐽
򸀠(𝑢0),𝑧) = 0forall𝑧∈𝐸andhence𝑢0 ∈ M.T osummarize,
𝑢0 ∈ M ∩ ̂ 𝐸(𝑢).
According to Lemma 11,f o re a c h𝑢∈𝐸
+ \{ 0 } ,w em a y
define the mapping ̂ 𝑚:𝐸
+ \{ 0 } → M, 𝑢 򳨃→ ̂ 𝑚(𝑢),w h e r e
̂ 𝑚(𝑢) is the unique point of M ∩ ̂ 𝐸(𝑢).
Lemma 12. 𝐽 is coercive on M;t h a ti s ,𝐽 ( 𝑢 )→∞ as ‖𝑢‖ →
∞, 𝑢∈M.
Proof. Suppose,bycontradiction,thatthereexistsasequence
{𝑢
(𝑘)}⊂M such that ‖𝑢
(𝑘)‖→∞ and 𝐽(𝑢
(𝑘))≤𝑑 for
some 𝑑∈[ 𝑐 , ∞ ) .L e tV
(𝑘) =𝑢
(𝑘)/‖𝑢
(𝑘)‖. Then, there exists
a subsequence, still denoted by the same notation, such that
V
(𝑘) ⇀ V and V
(𝑘)
𝑛 → V𝑛 for every 𝑛 as 𝑘→∞ .
First, we knowthat thereexist 𝗿>0and 𝑛𝑘 ∈ Z such that
򵄨 򵄨 򵄨 򵄨 򵄨V
(𝑘)+
𝑛𝑘
򵄨 򵄨 򵄨 򵄨 򵄨 ≥𝗿 . (39)
Indeed, if not, then V
(𝑘)+ →0 in 𝑙
∞ as 𝑘→∞ .B y
Lemma 9(b), 1/2 ≤ ‖V
(𝑘)+‖
2
≤1 ,w h i c hm e a n st h a t‖V
(𝑘)+‖𝑙2
is bounded. For 𝑞>2 ,
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
𝑞
𝑙𝑞 ≤
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
𝑞−2
𝑙∞
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
2
𝑙2. (40)
Then, V
(𝑘)+ →0 in all 𝑙
𝑞,𝑞>2.B y( 32), for any 𝑠∈R,
∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑠V
(𝑘)+
𝑛 )≤𝜀 𝑠
2𝜒
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
2
𝑙2 +𝑐 𝜀𝑠
𝑝𝜒
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
𝑞
𝑙𝑝, (41)
which implies that ∑𝑛∈Z 𝜒𝑛𝐹𝑛(𝑠V
(𝑘)+
𝑛 )→0 as 𝑘→∞ .
Since 𝑠V
(𝑘)+ ∈ ̂ 𝐸(𝑢
(𝑘)) for 𝑠≥0 , Lemma 8 implies that
𝑑≥𝐽( 𝑢
(𝑘))≥𝐽( 𝑠 V
(𝑘)+)
=
𝑠
2
2
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
2
− ∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑠V
(𝑘)+
𝑛 )
≥
𝑠
2
4
− ∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑠V
(𝑘)+
𝑛 )򳨀 →
𝑠
2
4
,
(42)
as 𝑘→∞ . This is a contradiction if 𝑠>√4𝑑.
Due to the periodicity of coefficients, both 𝐽 and M are
invariant under 𝑇-translation. Making such shifts, we can
assume that 1≤𝑛 𝑘 ≤𝑇 − 1 in (39). Moreover, passing
to a subsequence if needed, we can assume that 𝑛𝑘 =𝑛 0 is
independent of 𝑘. Next, we may extract a subsequence, still
denoted by {V
(𝑘)},s u c ht h a tV
(𝑘)+
𝑛 → V
+
𝑛 for all 𝑛∈Z.I n
particular,for𝑛=𝑛 0,in eq uali ty(39)s h o wsth a t|V
+
𝑛0|≥𝗿and
hence V
+ ̸ =0.
Since |𝑢
(𝑘)
𝑛 |→∞ as 𝑘→∞ , it follows again from (𝑓3)
and Fatou’s lemma that
0≤
𝐽(𝑢
(𝑘))
򵄩 򵄩 򵄩 򵄩𝑢(𝑘)򵄩 򵄩 򵄩 򵄩
2 =
1
2
(
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
2
−
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘)−򵄩 򵄩 򵄩 򵄩 򵄩
2
)
− ∑
𝑛∈Z
𝜒𝑛
𝐹𝑛 (𝑢
(𝑘)
𝑛 )
(𝑢
(𝑘)
𝑛 )
2
×( V
(𝑘)
𝑛 )
𝑉
򳨀→ −∞ as 𝑘򳨀 →∞ ,
(43)
a contradiction again. The proof is finished.
Lemma13. (a)Themapping ̂ 𝑚:𝐸
+\{0} → Miscontinuous.
(b) The mapping 𝑚=̂ 𝑚|𝑆+ :𝑆
+ → M is a
homeomorphism between 𝑆
+ and M,a n dt h ei n v e r s eo f𝑚 is
given by 𝑚
−1(𝑢) = 𝑢
+/‖𝑢
+‖,w h e r e𝑆
+ := {𝑢 ∈ 𝐸
+ :‖ 𝑢 ‖=1 } .
(c) The mapping 𝑚
−1 : M 򳨃→𝑆
+ is the Lipschitz
continuous.
Proof. (a) Let (𝑢
(𝑘))⊂𝐸
+ \{ 0 }be a sequence with 𝑢
(𝑘) →
𝑢.S i n c ê 𝑚(𝑤) = ̂ 𝑚(𝑤
+/‖𝑤
+‖), without loss of generality,
we may assume that ‖𝑢
(𝑘)‖=1 for all 𝑘.Th e n ,̂ 𝑚(𝑢
(𝑘))=
‖̂ 𝑚(𝑢
(𝑘))
+‖𝑢
(𝑘) + ̂ 𝑚(𝑢
(𝑘))
−.B yLemma 10, there exists 𝑅>0
such that
𝐽(̂ 𝑚(𝑢
(𝑘))) = sup
𝐸(𝑢(𝑘))
𝐽≤sup
𝐵𝑅(0)
𝐽
≤ sup
𝑢∈𝐵𝑅(0)
򵄩 򵄩 򵄩 򵄩𝑢
+򵄩 򵄩 򵄩 򵄩
2
=𝑅
2 for every 𝑘.
(44)
It follows from Lemma 12that ̂ 𝑚(𝑢
(𝑘)) is bounded. Passing to
a subsequence if needed, we may assume that
𝑡
(𝑘) :=
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
̂ 𝑚(𝑢
(𝑘))
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򳨀→ 𝑡,
̂ 𝑚(𝑢
(𝑘))
−
⇀𝑢
−
∗ in𝐸 as 𝑘→∞ ,
(45)
where 𝑡≥√2𝑐 > 0 by Lemma 9(b). Moreover, by Lemma 11,
𝐽(̂ 𝑚(𝑢
(𝑘))) ≥ 𝐽(𝑡
(𝑘)𝑢
(𝑘) + ̂ 𝑚(𝑢)
−)򳨀 →𝐽( 𝑡 𝑢+̂ 𝑚(𝑢)
−)
=𝐽(̂ 𝑚(𝑢)).
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Therefore, using the weak lower semicontinuity of the norm
and 𝜑 (defined in Lemma 11), we get
𝐽(̂ 𝑚(𝑢)) ≤ lim
𝑘򳨀→∞
𝐽(̂ 𝑚(𝑢
(𝑘)))
= lim
𝑘→∞
(
1
2
(𝑡
(𝑘))
2
−
1
2
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
̂ 𝑚(𝑢
(𝑘))
−򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
2
− ∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (̂ 𝑚(𝑢
(𝑘)
𝑛 )))
≤
1
2
𝑡
2 −
1
2
򵄩 򵄩 򵄩 򵄩𝑢
−
∗
򵄩 򵄩 򵄩 򵄩
2
− ∑
𝑛∈Z
𝜒𝑛𝐹𝑛 (𝑡𝑢𝑛 +𝑢
−
∗,𝑛)
=𝐽( 𝑡 𝑢+𝑢
−
∗)≤𝐽(̂ 𝑚(𝑢)),
(47)
which implies that all inequalities above must be equalities
and ̂ 𝑚(𝑢
(𝑘))
− →𝑢
−
∗.B yLemma 11, 𝑢
−
∗ = ̂ 𝑚(𝑢)
− and hence
̂ 𝑚(𝑢
(𝑘))→̂ 𝑚(𝑢).
(b) This is an immediate consequence of (a).
(c) For 𝑢,V ∈ M,b y(b),w eh a v e
򵄩 򵄩 򵄩 򵄩 򵄩𝑚
−1 (𝑢) −𝑚
−1 (V)
򵄩 򵄩 򵄩 򵄩 򵄩 =
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
𝑢
+
‖𝑢+‖
−
V
+
‖V+‖
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
=
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
𝑢
+ − V
+
‖𝑢+‖
+
(򵄩 򵄩 򵄩 򵄩V
+򵄩 򵄩 򵄩 򵄩 − 򵄩 򵄩 򵄩 򵄩𝑢
+򵄩 򵄩 򵄩 򵄩)V
+
‖𝑢+‖‖V+‖
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
≤
2
‖𝑢+‖
򵄩 򵄩 򵄩 򵄩(𝑢−V)
+򵄩 򵄩 򵄩 򵄩 ≤ √2
𝑐
‖𝑢−V‖.
(48)
We will consider the functional ̂ Ψ:𝐸
+ \{ 0 } → R and
Ψ:𝑆
+ → R defined by
̂ Ψ: =𝐽(̂ 𝑚(𝑤)),Ψ : = ̂ Ψ|𝑆+. (49)
Lemma 14. (a) ̂ Ψ∈𝐶
1(𝐸
+ \{ 0 } ,R) and
̂ Ψ
򸀠 (𝑤)𝑧=
򵄩 򵄩 򵄩 򵄩̂ 𝑚(𝑤)
+򵄩 򵄩 򵄩 򵄩
‖𝑤‖
𝐽
򸀠 (̂ 𝑚(𝑤))𝑧∀ 𝑤 , 𝑧 ∈ 𝐸
+,𝑤 ̸ =0. (50)
(b) Ψ∈𝐶
1(𝑆
+,R) and
Ψ
򸀠 (𝑤)𝑧=򵄩 򵄩 򵄩 򵄩̂ 𝑚(𝑤)
+򵄩 򵄩 򵄩 򵄩𝐽
򸀠 (𝑚(𝑤))𝑧∀ 𝑧 ∈ 𝑇 𝑤𝑆
+
={ V ∈𝐸
+ : (𝑤,V) =0 }.
(51)
(c) {𝑤𝑛} is a Palais-Smale sequence for Ψ if and only if
{𝑚(𝑤𝑛)} is a Palais-Smale sequence for 𝐽.
(d) 𝑤∈𝑆
+ is a critical point of Ψ if and only if 𝑚(𝑤) ∈ M
is a nontrivial critical point of 𝐽. Moreover, the corresponding
values of Ψ and 𝐽 coincide and inf𝑆+Ψ=infM𝐽=𝑐 .
Proof. (a) We put 𝑢=̂ 𝑚(𝑤) ∈ M,s ow eh a v e𝑢=
(‖𝑢
+‖/‖𝑤‖)𝑤 + 𝑢
−.L e t𝑧∈𝐸
+.C h o o s e𝗿>0such that 𝑤𝑡 :=
𝑤+𝑡𝑧∈𝐸
+\{0}for |𝑡| < 𝗿and put 𝑢𝑡 = ̂ 𝑚(𝑤𝑡)∈M.W ema y
write𝑢𝑡 =𝑠 𝑡𝑤𝑡+𝑢
−
𝑡 with𝑠𝑡 >0 .F r o mthep r oo fo fLemma 13,
the function 𝑡 򳨃→𝑠 𝑡 is continuous. Then, 𝑠0 =‖ 𝑢
+‖/‖𝑤‖.B y
Lemma 11 and the mean value theorem, we have
̂ Ψ(𝑤 𝑡)−̂ Ψ(𝑤) =𝐽( 𝑢 𝑡)−𝐽(𝑢)
=𝐽( 𝑠 𝑡𝑤𝑡 +𝑢
−
𝑡 )−𝐽( 𝑠 0𝑤+𝑢
−)
≤𝐽( 𝑠 𝑡𝑤𝑡 +𝑢
−
𝑡 )−𝐽( 𝑠 𝑡𝑤+𝑢
−
𝑡 )
=𝐽
򸀠 (𝑠𝑡 [𝑤 + 𝜂𝑡 (𝑤𝑡 −𝑤 ) ]+𝑢
−
𝑡 )𝑠 𝑡𝑡𝑧
(52)
with some 𝜂𝑡 ∈ (0,1).S i m i l a r l y ,
̂ Ψ(𝑤 𝑡)−̂ Ψ(𝑤) =𝐽( 𝑠 𝑡𝑤𝑡 +𝑢
−
𝑡 )−𝐽( 𝑠 0𝑤+𝑢
−)
≥𝐽( 𝑠 0𝑤𝑡 +𝑢
−)−𝐽( 𝑠 0𝑤+𝑢
−)
=𝐽
򸀠 (𝑠0 [𝑤 + 𝜏𝑡 (𝑤𝑡 −𝑤 ) ]+𝑢
−)𝑠 0𝑡𝑧,
(53)
with some 𝜏𝑡 ∈ (0,1). Combining these inequalities and the
continuity of function 𝑡 򳨃→𝑠 𝑡,w eh a v e
lim
𝑡򳨀 →0
̂ Ψ(𝑤 𝑡)−̂ Ψ(𝑤)
𝑡
=𝑠 0𝐽
򸀠 (𝑢)𝑧=
򵄩 򵄩 򵄩 򵄩̂ 𝑚(𝑤)
+򵄩 򵄩 򵄩 򵄩
‖𝑤‖
𝐽
򸀠 (̂ 𝑚(𝑤))𝑧.
(54)
Hence, the Gˆ ateauxderivativeof ̂ Ψisboundedlinearin𝑧and
continuous in 𝑤.I tf o l l o w st h a t̂ Ψ is of class 𝐶
1 (see [15]).
(b) It follows from (a) by noting that 𝑚(𝑤) = ̂ 𝑚(𝑤) since
𝑤∈𝑆
+.
(c)Let{𝑤𝑛}beaPalais-SmalesequenceforΨ,andlet𝑢𝑛 =
𝑚(𝑤𝑛)∈M.S i n c ef o re v e r y𝑛∈Z,w eh a v ea no r t h o g o n a l
splitting 𝐸=𝑇 𝑤𝑛𝑆
+ ⊕𝐸 ( 𝑤 𝑛);u s i n g(b),w eh a v e
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝑤𝑛)
򵄩 򵄩 򵄩 򵄩 򵄩 = sup
𝑧∈𝑇𝑤𝑛𝑆
+
‖𝑧‖=1
Ψ
򸀠 (𝑤𝑛)𝑧
=
򵄩 򵄩 򵄩 򵄩 򵄩𝑚(𝑤𝑛)
+򵄩 򵄩 򵄩 򵄩 򵄩 sup
𝑧∈𝑇𝑤𝑛𝑆
+
‖𝑧‖=1
𝐽
򸀠 (𝑚(𝑤𝑛))𝑧
= 򵄩 򵄩 򵄩 򵄩𝑢
+
𝑛
򵄩 򵄩 򵄩 򵄩 sup
𝑧∈𝑇𝑤𝑛𝑆
+
‖𝑧‖=1
𝐽
򸀠 (𝑢𝑛)𝑧,
(55)
because𝐽
򸀠(𝑢𝑛)V =0forallV ∈𝐸 ( 𝑤 𝑛)and𝐸(𝑤𝑛)isorthogonal
to 𝑇𝑤𝑛𝑆
+.U s i n g(b) again, we have
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝑤𝑛)
򵄩 򵄩 򵄩 򵄩 򵄩 ≤ 򵄩 򵄩 򵄩 򵄩𝑢
+
𝑛
򵄩 򵄩 򵄩 򵄩
򵄩 򵄩 򵄩 򵄩 򵄩𝐽
򸀠 (𝑢𝑛)
򵄩 򵄩 򵄩 򵄩 򵄩
= 򵄩 򵄩 򵄩 򵄩𝑢
+
𝑛
򵄩 򵄩 򵄩 򵄩 sup
𝑧∈𝑇𝑤𝑛𝑆
+,V∈𝐸(𝑤𝑛)
𝑧+V ̸ =0
𝐽
򸀠 (𝑢𝑛)(𝑧+V)
‖𝑧+V‖
≤ 򵄩 򵄩 򵄩 򵄩𝑢
+
𝑛
򵄩 򵄩 򵄩 򵄩 sup
𝑧∈𝑇𝑤𝑛𝑆+\{0}
𝐽
򸀠 (𝑢𝑛)(𝑧)
‖𝑧‖
=
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝑤𝑛)
򵄩 򵄩 򵄩 򵄩 򵄩.
(56)
Therefore,
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝑤𝑛)
򵄩 򵄩 򵄩 򵄩 򵄩 = 򵄩 򵄩 򵄩 򵄩𝑢
+
𝑛
򵄩 򵄩 򵄩 򵄩
򵄩 򵄩 򵄩 򵄩 򵄩𝐽
򸀠 (𝑢𝑛)
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According to Lemma 9(b) and Lemma 12, √2𝑐 ≤ ‖𝑢
+
𝑛‖≤
sup𝑛‖𝑢
+
𝑛‖<∞ .H e n c e ,{𝑤𝑛} is a Palais-Smale sequence for
Ψ if and only if {𝑢𝑛} is a Palais-Smale sequence for 𝐽.
(d) By (57), Ψ
򸀠(𝑤) = 0 if and only if 𝐽
򸀠(𝑚(𝑤)) = 0.Th e
other part is clear.
Proof of Theorem 1. (1)Weknowthat𝑐>0by Lemma 9(a).If
𝑢0 ∈ M satisfies 𝐽(𝑢0)=𝑐 ,t h e n𝑚
−1(𝑢0)∈𝑆
+ is a minimizer
ofΨandthereforeacriticalpointofΨandalsoacriticalpoint
of𝐽byLemma 14.Weshallshowthatthereexistsaminimizer
𝑢∈M of 𝐽|M.L e t{𝑤
(𝑘)}⊂𝑆
+ be a minimizing sequence
for Ψ. By Ekeland’s variational principle, we may assume that
Ψ(𝑤
(𝑘))→𝑐 andΨ
򸀠(𝑤
(𝑘))→0 as𝑘→∞ .Then,𝐽(𝑢
(𝑘))→
𝑐and𝐽
򸀠(𝑢
(𝑘))→0 as𝑘→∞ byLemma 14(c),where𝑢
(𝑘) :=
𝑚(𝑤
(𝑘))∈M.B yLemma 12, {𝑢
(𝑘)} is bounded, and hence
{𝑢
(𝑘)} has a weakly convergent subsequence.
First, we show that there exist 𝗿>0and 𝑛𝑘 ∈ Z such that
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)
𝑛𝑘
򵄨 򵄨 򵄨 򵄨 򵄨 ≥𝗿 . (58)
Indeed, if not, then 𝑢
(𝑘) →0 in 𝑙
∞ as 𝑘→∞ .F r o mt h e
simple fact that for 𝑞>2 ,
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)򵄩 򵄩 򵄩 򵄩 򵄩
𝑞
𝑙𝑞 ≤
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)򵄩 򵄩 򵄩 򵄩 򵄩
𝑞−2
𝑙∞
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)򵄩 򵄩 򵄩 򵄩 򵄩
2
𝑙2, (59)
we have 𝑢
(𝑘) →0 in all 𝑙
𝑞,𝑞>2.B y( 32), we know that
∑
𝑛∈Z
𝜒𝑛𝑓𝑛 (𝑢
(𝑘)
𝑛 )𝑢
(𝑘)+
𝑛 ≤𝜀 𝜒∑
𝑛∈Z
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)
𝑛
򵄨 򵄨 򵄨 򵄨 򵄨 ⋅
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)+
𝑛
򵄨 򵄨 򵄨 򵄨 򵄨
+𝑐 𝜀𝜒∑
𝑛∈Z
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)
𝑛
򵄨 򵄨 򵄨 򵄨 򵄨
𝑝−1
⋅
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)+
𝑛
򵄨 򵄨 򵄨 򵄨 򵄨
≤𝜀 𝜒
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)򵄩 򵄩 򵄩 򵄩 򵄩𝑙2 ⋅
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩𝑙2
+𝑐 𝜀𝜒
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)򵄩 򵄩 򵄩 򵄩 򵄩
𝑝−1
𝑙𝑝 ⋅
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩𝑙𝑝
≤𝜀 𝜒
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)򵄩 򵄩 򵄩 򵄩 򵄩𝑙2 ⋅
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
+𝑐 𝜀𝜒
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)򵄩 򵄩 򵄩 򵄩 򵄩
𝑝−1
𝑙𝑝 ⋅
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩,
(60)
whichimpliesthat∑𝑛∈Z 𝜒𝑛𝑓𝑛(𝑢
(𝑘)
𝑛 )𝑢
(𝑘)+
𝑛 = 𝑜(‖ 𝑢
(𝑘)+ ‖)as𝑘→
∞. Therefore,
𝑜(
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩)=( 𝐽
򸀠 (𝑢
(𝑘)),𝑢
(𝑘)+)
=
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
2
− ∑
𝑛∈Z
𝜒𝑛𝑓𝑛 (𝑢
(𝑘)
𝑛 )𝑢
(𝑘)+
𝑛
=
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩
2
−𝑜(
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)+򵄩 򵄩 򵄩 򵄩 򵄩).
(61)
Then, ‖𝑢
(𝑘)+‖
2 →0 as 𝑘→∞ ,c o n t r a ryt oLemma 9(b).
From the periodicity of the coefficients, we know that 𝐽
and 𝐽
򸀠 are both invariant under 𝑇-translation. Making such
shifts, we can assume that 1≤𝑛 𝑘 ≤𝑇−1in (58). Moreover,
passing to a subsequence, we can assume that 𝑛𝑘 =𝑛 0 is
independent of 𝑘.
Next, we may extract a subsequence, still denoted by
{𝑢
(𝑘)},s u c ht h a t𝑢
(𝑘) ⇀𝑢 and 𝑢
(𝑘)
𝑛 →𝑢 𝑛 for all 𝑛∈Z.
Particularly, for 𝑛=𝑛 0,i n e q u a l i t y( 58)s h o w st h a t|𝑢𝑛0|≥𝗿 ,
so 𝑢 ̸ =0. Moreover, we have
(𝐽
򸀠 (𝑢),V)= lim
𝑘→∞
(𝐽
򸀠 (𝑢
(𝑘)),V)=0 , ∀ V ∈𝐸 ; (62)
that is, 𝑢 is a nontrivial critical point of 𝐽.
Finally, we show that 𝐽(𝑢) = 𝑐.B yLemma 6 and Fatou’s
lemma, we have
𝑐= lim
𝑘→∞
(𝐽(𝑢
(𝑘))−
1
2
𝐽
򸀠 (𝑢
(𝑘))𝑢
(𝑘))
= lim
𝑘→∞
∑
𝑛∈Z
𝜒𝑛 (
1
2
𝑓𝑛 (𝑢
(𝑘)
𝑛 )𝑢
(𝑘)
𝑛 −𝐹 𝑛 (𝑢
(𝑘)
𝑛 ))
≥ ∑
𝑛∈Z
𝜒𝑛 (
1
2
𝑓𝑛 (𝑢𝑛)𝑢 𝑛 −𝐹 𝑛 (𝑢𝑛))
=𝐽(𝑢) −
1
2
𝐽
򸀠 (𝑢)𝑢=𝐽(𝑢) ≥𝑐 .
(63)
Hence,𝐽(𝑢) = 𝑐.Thatis,𝑢isanontrivialgroundstatesolution
of (7).
(2) If 𝗽=∞ , by way of contradiction, we assume that (7)
has a nontrivial solution 𝑢∈𝐸 .Th e n ,𝑢 is a nonzero critical
point of 𝐽 in 𝐸.Th u s ,𝐽
򸀠(𝑢) = 0.B u tb yLemma 6,
(𝐽
򸀠 (𝑢),𝑢)=((𝐿−𝜔 )𝑢,𝑢) − ∑
𝑛∈Z
𝜒𝑛𝑓𝑛 (𝑢𝑛)𝑢 𝑛 <0 . (64)
This is a contradiction, so the conclusion holds.
This completes the proof of Theorem 1.
Now, we are ready to prove Theorem 2.F r o mn o wo n ,w e
always assume that 𝑓𝑛 is odd in 𝑢. We need some notations.
For 𝑎≥𝑏≥𝑐 , denote
𝐽
𝑎 = {𝑢∈M :𝐽(𝑢) ≤𝑎 },
𝐽𝑏 := {𝑢∈M :𝐽(𝑢) ≥𝑏 },
𝐽
𝑎
𝑏 =𝐽
𝑎 ∩𝐽 𝑏,
Ψ
𝑎 ={ 𝑤∈𝑆
+ :Ψ(𝑤) ≤𝑎 },
Ψ𝑏 := {𝑤 ∈ 𝑆
+ :Ψ(𝑤) ≥𝑏 },
Ψ
𝑎
𝑏 =Ψ
𝑎 ∩Ψ 𝑏,
𝐾={ 𝑤∈𝑆
+ :Ψ
򸀠 (𝑤) =0 },
𝐾𝑎 = {𝑤∈𝐾:Ψ(𝑤) =𝑎 },
](𝑎) = sup{‖𝑢‖ :𝑢∈𝐽
𝑎}.
(65)
It is easy to see that ](𝑎) < ∞ for every 𝑎 by Lemma 12.
Proof of Theorem 2. It is easy to see that mappings 𝑚,𝑚
−1 are
equivariantwithrespecttotheZ-actionbyLemma 13;hence,
the orbits O(𝑢) ⊂ M consisting of critical points of 𝐽 are in
1-1 correspondence with the orbits O(𝑤) ⊂ 𝑆
+ consisting of8 Abstract and Applied Analysis
critical points of Ψ by Lemma 14(d). Next, we may choose a
subset F ⊂𝐾such that F =− F and F consists of a unique
representative of Z-orbits. So, we only need to prove that the
set F is infinite. By contradiction, we assume that
F is a finite set. (66)
Let
Γ𝑗 ={ 𝐴⊂𝑆
+ :𝐴=− 𝐴 ,𝐴is closed and 𝗾(𝐴) ≥𝑗 }, (67)
where 𝗾 denotes genus and 𝑗∈N.W ec o n s i d e rt h es e q u e n c e
of the Lusternik-Schnirelmann values of Ψ defined by
𝑐𝑘 = inf {𝑑∈R :𝗾(Ψ
𝑑) ≥𝑘 ,𝑘∈N}. (68)
Now, we claim that
𝐾𝑐𝑘 ̸ =0, 𝑐 𝑘 <𝑐 𝑘+1. (69)
Firstly, we show that
𝜅=inf {‖V −𝑤 ‖ : V,𝑤∈𝐾,V ̸ =𝑤} >0 . (70)
In fact, there exist V
(𝑘),𝑤
(𝑘) ∈ F,a n d𝑔𝑘,𝑙 𝑘 ∈ Z such that
V
(𝑘) ∗𝑔 𝑘 ̸ =𝑤
(𝑘) ∗𝑙 𝑘 for all 𝑘 and
򵄩 򵄩 򵄩 򵄩 򵄩V
(𝑘) ∗𝑔 𝑘 −𝑤
(𝑘) ∗𝑙 𝑘
򵄩 򵄩 򵄩 򵄩 򵄩 򳨀→ 𝜅 as 𝑘򳨀 →∞ . (71)
Let 𝑚𝑘 =𝑔 𝑘 −𝑙 𝑘. Passing to a subsequence, V
(𝑘) = V ∈ F,
𝑤
(𝑘) =𝑤∈F,andeither𝑚𝑘 =𝑚∈Zforall𝑘or|𝑚𝑘|→∞ .
In the first case, 0<‖ V
(𝑘) ∗𝑔 𝑘 −𝑤
(𝑘) ∗𝑙 𝑘‖=‖ V −𝑤∗𝑚 ‖=𝜅
for all 𝑘. In the second case, 𝑤∗𝑚 𝑘 ⇀0and therefore 𝜅=
lim𝑘→∞‖V −𝑤∗𝑚 𝑘‖≥‖ V‖=1 .B y( 70), 𝗾(𝐾𝑐𝑘)=0or 1.
Next,weconsiderapseudogradientvectorfieldofΨ [18];
that is, there exists a Lipschitz continuous map 𝑉: 𝑆
+ \𝐾 →
𝑇𝑤𝑆
+ and for all 𝑤∈𝑆
+ \𝐾 ,
‖𝑉(𝑤)‖ <2
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝑤)
򵄩 򵄩 򵄩 򵄩 򵄩,
⟨𝑉(𝑤),Ψ
򸀠 (𝑤)⟩>
1
2
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝑤)
򵄩 򵄩 򵄩 򵄩 򵄩
2
.
(72)
Let 𝜂:D →𝑆
+ \𝐾be the corresponding Ψ-decreasing flow
defined by
𝑑
𝑑𝑡
𝜂(𝑡,𝑤) =− 𝑉( 𝜂(𝑡,𝑤)),
𝜂(0,𝑤) =𝑤 ,
(73)
where D = {(𝑡,𝑤) : 𝑤 ∈ 𝑆
+ \𝐾 ,𝑇
−(𝑤) < 𝑡 < 𝑇
+(𝑤)} ⊂ R ×
(𝑆
+\𝐾),and𝑇
−(𝑤) < 0,𝑇
+(𝑤) > 0arethemaximalexistence
times of the trajectory 𝑡→𝜂 ( 𝑡 , 𝑤 ) in negative and positive
direction.Bythecontinuitypropertyofthegenus,thereexists
𝗿>0such that 𝗾(𝑈) = 𝗾(𝐾𝑐𝑘),w h e r e𝑈=𝑁 𝗿(𝐾𝑐𝑘): ={ 𝑤∈
𝑆
+ : dist(𝑤,𝐾𝑐𝑘)<𝗿 }and𝗿<𝜅 / 2 .Followingthedeformation
argument (Lemma A.3), we choose 𝜀=𝜀 ( 𝗿 )>0such that
lim
𝑡→𝑇 +(𝑤)
Ψ(𝜂(𝑡,𝑤))<𝑐 𝑘 −𝜀 for 𝑤∈Ψ
𝑐𝑘+𝜀 \𝑈 . (74)
Then, for every 𝑤∈Ψ
𝑐𝑘+𝜀\𝑈, there exists 𝑡∈[ 0 ,𝑇
+(𝑤)) such
that Ψ(𝜂(𝑡,𝑤)) < 𝑐𝑘 −𝜀 . Hence, we may define the entrance
time map
𝑟:𝑤∈Ψ
𝑐𝑘+𝜀 \𝑈򳨀 →[0,∞),
𝑟(𝑤) = inf {𝑡 ∈ [0,𝑇
+ (𝑤)):Ψ( 𝜂(𝑡,𝑤))≤𝑐 𝑘 −𝜀 },
(75)
which satisfies 𝑟(𝑤) < 𝑇
+(𝑤) for every 𝑤∈Ψ
𝑐𝑘+𝜀 \𝑈 .S i n c e
𝑐𝑘 −𝜀is not a critical value of Ψ by (74), it is easy to see that 𝑟
is a continuous and even map. It follows that the map
𝑔:Ψ
𝑐𝑘+𝜀 \𝑈򳨀 →Ψ
𝑐𝑘−𝜀,𝑔 (𝑤) =𝜂(𝑟(𝑤),𝑤) (76)
is odd and continuous. Then, 𝗾(Ψ
𝑐𝑘+𝜀 \𝑈)≤𝗾(Ψ
𝑐𝑘−𝜀)≤𝑘−1,
and consequently,
𝗾(Ψ
𝑐𝑘+𝜀)≤𝗾( 𝑈 )+𝑘−1=𝗾( 𝐾 𝑐𝑘)+𝑘−1 . (77)
So, 𝗾(𝐾𝑐𝑘)≥1 . Therefore, 𝐾𝑐𝑘 ̸ =0. Moreover, the definition
of 𝑐𝑘 and of 𝑐𝑘+1 implies that 𝗾(𝐾𝑐𝑘)≥1 if 𝑐𝑘 <𝑐 𝑘+1 and
𝗾(𝐾𝑐𝑘)>1 if 𝑐𝑘 =𝑐 𝑘+1.S i n c e𝗾(F)=𝗾 ( 𝐾 𝑐𝑘)≤1 , 𝑐𝑘 <
𝑐𝑘+1. Therefore, there is an infinite sequence {±𝑤𝑘} of pairs
of geometrically distinct critical points of Ψ with Ψ(𝑤𝑘)=𝑐 𝑘,
which contradicts with (66). Therefore, the set F is infinite.
This completes the proof of Theorem 2.
Appendix
H e r e ,w eg i v eap r o o fo f( 74). We state the discrete property
of the Palais-Smale sequences. It yields nice properties of the
corresponding pseudogradient flow.
Lemma A.1. Let 𝑑≥𝑐 .I f{𝑤
(𝑘)
1 }, {𝑤
(𝑘)
2 }⊂Ψ
𝑑 are two Palais-
Smale sequences for Ψ, then either ‖𝑤
(𝑘)
1 −𝑤
(𝑘)
2 ‖→0 as
𝑘→∞ or limsup𝑘→∞‖𝑤
(𝑘)
1 −𝑤
(𝑘)
2 ‖ ≥ 򰜚(𝑑) > 0,w h e r e򰜚(𝑑)
depends on 𝑑 but not on the particular choice of the Palais-
Smale sequences.
Proof. Set 𝑢
(𝑘)
1 =𝑚 ( 𝑤
(𝑘)
1 ) and 𝑢
(𝑘)
2 =𝑚 ( 𝑤
(𝑘)
2 ).Th e n ,{𝑢
(𝑘)
1 },
{𝑢
(𝑘)
2 }⊂𝐽
𝑑 are the bounded Palais-Smale sequences for 𝐽.W e
fix 𝑝 in (𝑓2) and consider the following two cases.
(i) ‖𝑢
(𝑘)
1 −𝑢
(𝑘)
2 ‖𝑙𝑝 →0 as 𝑘→∞ .
By a straightforward calculation and (32), for any 𝜀>0 ,
there exist 𝐶1,𝐶 2 >0 ,a n d𝑘0 such that for all 𝑘≥𝑘 0,
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
2
=𝐽
򸀠 (𝑢
(𝑘)
1 )(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+
−𝐽
򸀠 (𝑢
(𝑘)
2 )(𝑢
(𝑘)
2 −𝑢
(𝑘)
2 )
+
+ ∑
𝑛∈Z
𝜒𝑛 [𝑓𝑛 (𝑢
(𝑘)
1𝑛 )−𝑓 𝑛 (𝑢
(𝑘)
2𝑛 )](𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+
≤𝜀
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
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+ 𝜒∑
𝑛∈Z
[𝜀(
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)
1𝑛
򵄨 򵄨 򵄨 򵄨 򵄨 +
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)
2𝑛
򵄨 򵄨 򵄨 򵄨 򵄨)
+𝑐 𝜀 (
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)
1𝑛
򵄨 򵄨 򵄨 򵄨 򵄨
𝑝−1
+
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)
2𝑛
򵄨 򵄨 򵄨 򵄨 򵄨
𝑝−1
)]
×
򵄨 򵄨 򵄨 򵄨 򵄨 򵄨(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+򵄨 򵄨 򵄨 򵄨 򵄨 򵄨
≤𝜀
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
+ 𝜒𝜀(
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)
1
򵄩 򵄩 򵄩 򵄩 򵄩 +
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)
2
򵄩 򵄩 򵄩 򵄩 򵄩)
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
+ 𝜒𝑐𝜀 (
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)
1
򵄩 򵄩 򵄩 򵄩 򵄩
𝑝−1
𝑙𝑝 +
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)
2
򵄩 򵄩 򵄩 򵄩 򵄩
𝑝−1
𝑙𝑝 )
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩𝑙𝑝
≤𝜀
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 + 𝜒𝜀𝐶1
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
+ 𝜒𝑐𝜀𝐶2
򵄩 򵄩 򵄩 򵄩 򵄩𝑢
(𝑘)
1 −𝑢
(𝑘)
2
򵄩 򵄩 򵄩 򵄩 򵄩𝑙𝑝.
(A.1)
This implies limsup𝑘→∞‖(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+
‖
2
≤ limsup𝑘→∞(1 +
𝜒𝐶1)𝜀‖(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+
‖.H ence,‖(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
+
‖→0 .Simila rl y ,
‖(𝑢
(𝑘)
1 −𝑢
(𝑘)
2 )
−
‖→0 . Therefore, ‖𝑢
(𝑘)
1 −𝑢
(𝑘)
2 ‖→0 as 𝑘→
∞.B yLemma 13(c), we have ‖𝑤
(𝑘)
1 −𝑤
(𝑘)
2 ‖=‖ 𝑚
−1(𝑢
(𝑘)
1 )−
𝑚
−1(𝑢
(𝑘)
2 )‖ → 0 as 𝑘→∞ .
(ii) ‖𝑢
(𝑘)
1 −𝑢
(𝑘)
2 ‖𝑙𝑝 򴀀򴀂򴀠0as 𝑘→∞ .
There exist 𝗿>0and 𝑛𝑘 ∈ Z such that
򵄨 򵄨 򵄨 򵄨 򵄨𝑢
(𝑘)
1𝑛𝑘 −𝑢
(𝑘)
2𝑛𝑘
򵄨 򵄨 򵄨 򵄨 򵄨 ≥𝗿 . (A.2)
For bounded sequences {𝑢
(𝑘)
1 },{𝑢
(𝑘)
2 }, we may pass to subse-
quences so that
𝑢
(𝑘)
1 ⇀𝑢 1 ∈𝐸 , 𝑢
(𝑘)
2 ⇀𝑢 2 ∈𝐸 , (A.3)
where 𝑢1 ̸ =𝑢 2 by (A.2)a n d𝐽
򸀠(𝑢1)=𝐽
򸀠(𝑢2)=0 ,a n d
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򳨀→ 𝗼 1,
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򳨀→ 𝗼 2, (A.4)
where √2𝑐 ≤ 𝗼𝑖 ≤ ](𝑑), 𝑖=1 ,2by Lemma 9(b).
If𝑢1 ̸ =0and𝑢2 ̸ =0.Then,𝑢1,𝑢 2 ∈ Mand𝑤1 =𝑚
−1(𝑢1)∈
𝐾, 𝑤2 =𝑚
−1(𝑢2)∈𝐾 , 𝑤1 ̸ =𝑤 2. Therefore,
liminf
𝑘→∞
򵄩 򵄩 򵄩 򵄩 򵄩𝑤
(𝑘)
1 −𝑤
(𝑘)
2
򵄩 򵄩 򵄩 򵄩 򵄩 = liminf
𝑘→∞
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
(𝑢
(𝑘)
1 )
+
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
−
(𝑢
(𝑘)
2 )
+
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
2 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
≥
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
𝑢
+
1
𝗼1
−
𝑢
+
2
𝗼2
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
= 򵄩 򵄩 򵄩 򵄩𝗽1𝑤1 −𝗽 2𝑤2
򵄩 򵄩 򵄩 򵄩,
(A.5)
where 𝗽1 =‖ 𝑢
+
1‖/𝗼1 ≥ √2𝑐/](𝑑) and 𝗽2 =‖ 𝑢
+
2‖/𝗼2 ≥
√2𝑐/](𝑑).S i n c e‖𝑤1‖=‖ 𝑤 2‖=1 ,w eh a v e
liminf
𝑘→∞
򵄩 򵄩 򵄩 򵄩 򵄩𝑤
(𝑘)
1 −𝑤
(𝑘)
2
򵄩 򵄩 򵄩 򵄩 򵄩 ≥ 򵄩 򵄩 򵄩 򵄩𝗽1𝑤1 −𝗽 2𝑤2
򵄩 򵄩 򵄩 򵄩
≥ min{𝗽1,𝗽 2}򵄩 򵄩 򵄩 򵄩𝑤1 −𝑤 2
򵄩 򵄩 򵄩 򵄩 ≥
√2𝑐𝜅
](𝑑)
.
(A.6)
If 𝑢1 =0 ,t h e n𝑢2 ̸ =0and
liminf
𝑘→∞
򵄩 򵄩 򵄩 򵄩 򵄩𝑤
(𝑘)
1 −𝑤
(𝑘)
2
򵄩 򵄩 򵄩 򵄩 򵄩 = liminf
𝑘→∞
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
(𝑢
(𝑘)
1 )
+
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
1 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
−
(𝑢
(𝑘)
2 )
+
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩(𝑢
(𝑘)
2 )
+򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
≥
򵄩 򵄩 򵄩 򵄩𝑢
+
2
򵄩 򵄩 򵄩 򵄩
𝗼2
≥
√2𝑐
](𝑑)
.
(A.7)
Similarly,if𝑢2 =0 ,then𝑢1 ̸ =0andliminf𝑘→∞‖𝑤
(𝑘)
1 −𝑤
(𝑘)
2 ‖≥
√2𝑐/](𝑑).
The proof is complete.
Lemma A.2. For every 𝑤∈𝑆
+,t h el i m i tlim𝑡→𝑇 +(𝑤)𝜂(𝑡,𝑤)
exists and is a critical point of Ψ.
Proof. Fix𝑤∈𝑆
+ andset𝑑=Ψ ( 𝑤 ) .W edistinguishtwocases
to finish the proof.
Case 1(𝑇
+(𝑤) < ∞).For 0≤𝑠<𝑡<𝑇
+(𝑤),b y(72)and(73),
we have
򵄩 򵄩 򵄩 򵄩𝜂(𝑡,𝑤) −𝜂(𝑠,𝑤)򵄩 򵄩 򵄩 򵄩
≤ ∫
𝑡
𝑠
򵄩 򵄩 򵄩 򵄩𝑉(𝜂(𝜏,𝑤))򵄩 򵄩 򵄩 򵄩𝑑𝜏
≤2 √2∫
𝑡
𝑠
√⟨Ψ򸀠 (𝜂(𝜏,𝑤)),𝑉(𝜂(𝜏,𝑤))⟩𝑑𝜏
≤2 √2(𝑡−𝑠 )(∫
𝑡
𝑠
⟨Ψ
򸀠 (𝜂(𝜏,𝑤)),𝑉(𝜂(𝜏,𝑤))⟩𝑑𝜏)
1/2
=2 √2(𝑡−𝑠 )[Ψ(𝜂(𝑠,𝑤))−Ψ( 𝜂(𝑡,𝑤))]
1/2
≤2 √2(𝑡−𝑠 )[Ψ(𝑤) −𝑐 ]
1/2.
(A.8)
Since 𝑇
+(𝑤) < ∞, this implies that lim𝑡→𝑇 +(𝑤)𝜂(𝑡,𝑤) exists
and is a critical point of Ψ, otherwise the trajectory 𝑡→
𝜂(𝑡,𝑤) could be continued beyond 𝑇
+(𝑤).
Case 2 (𝑇
+(𝑤) = ∞). To prove that lim𝑡→𝑇 +(𝑤)𝜂(𝑡,𝑤) exists,
we claim that for every 𝜀>0 , there exists 𝑡𝜀 >0such that
‖𝜂(𝑡𝜀,𝑤)−𝜂(𝑡,𝑤)‖ < 𝜀for 𝑡≥𝑡 𝜀. If not, then there exist
0<𝜀 0 < (1/2)򰜚(𝑑) (򰜚(𝑑) i st h es a m en u m b e ri nLemma A.1)
and a sequence {𝑡𝑛}⊂[ 0 , ∞ ) with 𝑡𝑛 →∞ such that
‖𝜂(𝑡𝑛,𝑤)−𝜂(𝑡 𝑛+1,𝑤)‖ = 𝜀 0 for every 𝑛. Choose the smallest
𝑡
1
𝑛 ∈( 𝑡 𝑛,𝑡 𝑛+1) such that ‖𝜂(𝑡𝑛,𝑤) − 𝜂(𝑡
1
𝑛,𝑤)‖ = 𝜀 0/3.L e t
𝜄𝑛 = min𝑠∈[𝑡𝑛,𝑡1
𝑛]‖Ψ
򸀠(𝜂(𝑠,𝑤))‖.B y( 72)a n d( 73), we have
𝜀0
3
=
򵄩 򵄩 򵄩 򵄩 򵄩𝜂(𝑡
1
𝑛,𝑤)−𝜂(𝑡 𝑛,𝑤)
򵄩 򵄩 򵄩 򵄩 򵄩
≤ ∫
𝑡
1
𝑛
𝑡𝑛
򵄩 򵄩 򵄩 򵄩𝑉(𝜂(𝜏,𝑤))򵄩 򵄩 򵄩 򵄩𝑑𝜏
≤2∫
𝑡
1
𝑛
𝑡𝑛
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝜂(𝜏,𝑤))
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≤
2
𝜄𝑛
∫
𝑡
1
𝑛
𝑡𝑛
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝜂(𝜏,𝑤))
򵄩 򵄩 򵄩 򵄩 򵄩
2
𝑑𝜏
≤
4
𝜄𝑛
∫
𝑡
1
𝑛
𝑡𝑛
⟨Ψ
򸀠 (𝜂(𝜏,𝑤)),𝑉(𝜂(𝜏,𝑤))⟩𝑑𝜏
=
4
𝜄𝑛
(Ψ(𝜂(𝑡𝑛,𝑤)) − Ψ(𝜂(𝑡
1
𝑛,𝑤))).
(A.9)
Since Ψ(𝜂(𝑡𝑛,𝑤)) − Ψ(𝜂(𝑡
1
𝑛, 𝑤 ) )→0 as 𝑛→∞ , 𝜄𝑛 →0
and there exist ̃ 𝑡
1
𝑛 ∈[ 𝑡 𝑛,𝑡
1
𝑛] such that Ψ
򸀠(𝑤
1
𝑛)→0 ,w h e r e
𝑤
1
𝑛 =𝜂 ( ̃ 𝑡
1
𝑛,𝑤).S i m i l a r l y ,w ec h o o s et h el a r g e s t𝑡
2
𝑛 ∈( 𝑡
1
𝑛,𝑡 𝑛+1)
such that ‖𝜂(𝑡𝑛+1,𝑤)−𝜂(𝑡
2
𝑛,𝑤)‖=𝜀 0/3. Then, there exist̃ 𝑡
2
𝑛 ∈
[𝑡
2
𝑛,𝑡 𝑛+1] such that Ψ
򸀠(𝑤
2
𝑛)→0 ,w h e r e𝑤
2
𝑛 =𝜂 ( ̃ 𝑡
2
𝑛,𝑤).S i n c e
‖𝑤
1
𝑛−𝜂(𝑡𝑛,𝑤)‖≤𝜀 0/3and‖𝑤
2
𝑛−𝜂(𝑡𝑛+1,𝑤)‖≤𝜀 0/3,{𝑤
1
𝑛},{𝑤
2
𝑛}
a r et w ot h eP a l a i s - S m a l es e q u e n c e ss u c ht h a t
𝜀0
3
≤
򵄩 򵄩 򵄩 򵄩 򵄩𝑤
1
𝑛 −𝑤
2
𝑛
򵄩 򵄩 򵄩 򵄩 򵄩
≤
򵄩 򵄩 򵄩 򵄩 򵄩𝑤
1
𝑛 −𝜂( 𝑡 𝑛,𝑤)
򵄩 򵄩 򵄩 򵄩 򵄩
+ 򵄩 򵄩 򵄩 򵄩𝜂(𝑡 𝑛,𝑤)−𝜂(𝑡 𝑛+1,𝑤)򵄩 򵄩 򵄩 򵄩 +
򵄩 򵄩 򵄩 򵄩 򵄩𝑤
2
𝑛 −𝜂( 𝑡 𝑛+1,𝑤)
򵄩 򵄩 򵄩 򵄩 򵄩
≤2 𝜀 0 <򰜚(𝑑),
(A.10)
which contradicts with Lemma A.1.Th i sp r o v e st h ec l a i m .
Therefore, lim𝑡→𝑇 +(𝑤)𝜂(𝑡,𝑤)exists, and, obviously, it must be
a critical point of Ψ.Th i sc o m p l e t e st h ep r o o f .
Lemma A.3. Let 𝑑≥𝑐 . Then, for every 𝗿>0 , there exists
𝜀=𝜀 ( 𝗿 )>0such that
(a) Ψ
𝑑+𝜀
𝑑−𝜀 ∩𝐾=𝐾 𝑑,
(b) lim𝑡→𝑇 +(𝑤)Ψ(𝜂(𝑡,𝑤)) < 𝑑 − 𝜀 for 𝑤∈Ψ
𝑑+𝜀 \𝑁 𝗿(𝐾𝑑).
Proof. (a)Accordingto(66),for𝜀>0smallenough,itiseasy
to see that (a) is satisfied.
(b) Without loss of generality, we may assume that
𝑁𝗿(𝐾𝑑)⊂Ψ
𝑑+1 and 𝗿 < 򰜚(𝑑 + 1).S e t
𝜏=inf {
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝑤)
򵄩 򵄩 򵄩 򵄩 򵄩 :𝑤∈𝑁 𝗿 (𝐾𝑑)\𝑁 𝗿/2 (𝐾𝑑)}. (A.11)
We claim that 𝜏>0 .I n d e e d ,i fn o t ,t h e nt h e r ee x i s t sa
sequence {𝑤
(𝑘)
1 }⊂𝑁 𝗿(𝐾𝑑)\𝑁 𝗿/2(𝐾𝑑) such that Ψ
򸀠(𝑤
(𝑘)
1 )→
0.B yt h eZ-invariance of Ψ and assumption (66), we may
assume 𝑤
(𝑘)
1 ∈𝑁 𝗿(𝑤0)\𝑁 𝗿/2(𝑤0) for some 𝑤0 ∈𝐾 𝑑 after
passing to a subsequence. Let 𝑤
(𝑘)
2 →𝑤 0.Th e n ,Ψ
򸀠(𝑤
(𝑘)
2 )→
0 and
𝗿
2
≤ limsup
𝑛→∞
򵄩 򵄩 򵄩 򵄩 򵄩𝑤
(𝑘)
1 −𝑤
(𝑘)
2
򵄩 򵄩 򵄩 򵄩 򵄩 ≤𝗿<򰜚(𝑑+1 ), (A.12)
which contradicts with Lemma A.1.Th i sp r o v e st h ec l a i m .
Let
𝑀=sup{
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝑤)
򵄩 򵄩 򵄩 򵄩 򵄩 :𝑤∈𝑁 𝗿 (𝐾𝑑)\𝑁 𝗿/2 (𝐾𝑑)}. (A.13)
Choose 𝜀<𝗿 𝜏
2/8𝑀 such that (a) holds. By Lemma A.1 and
(a), the only way that (b) can fail is that 𝜂(𝑡,𝑤) → ̃ 𝑤∈𝐾 𝑑 as
𝑡→𝑇
+(𝑤) for some 𝑤∈Ψ
𝑑+𝜀 \𝑁 𝗿(𝐾𝑑). In this case, we let
𝑡1 = sup{𝑡 ∈ [0,𝑇
+ (𝑤)):𝜂(𝑡,𝑤) ∉𝑁 𝗿 (̃ 𝑤)},
𝑡2 = inf {𝑡 ∈ (𝑡1,𝑇
+ (𝑤)):𝜂(𝑡,𝑤) ∈𝑁 𝗿/2 (̃ 𝑤)}.
(A.14)
Then,
𝗿
2
= 򵄩 򵄩 򵄩 򵄩𝜂(𝑡 1,𝑤)−𝜂(𝑡 2,𝑤)򵄩 򵄩 򵄩 򵄩
≤ ∫
𝑡2
𝑡1
򵄩 򵄩 򵄩 򵄩𝑉(𝜂(𝜏,𝑤))򵄩 򵄩 򵄩 򵄩𝑑𝜏
≤2∫
𝑡2
𝑡1
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝜂(𝜏,𝑤))
򵄩 򵄩 򵄩 򵄩 򵄩𝑑𝜏
≤2 𝑀( 𝑡 2 −𝑡 1),
Ψ(𝜂(𝑡 2,𝑤)) − Ψ(𝜂(𝑡1,𝑤))
=−∫
𝑡2
𝑡1
⟨Ψ
򸀠 (𝜂(𝜏,𝑤)),𝑉(𝜂(𝜏,𝑤))⟩𝑑𝑠
≤−
1
2
∫
𝑡2
𝑡1
򵄩 򵄩 򵄩 򵄩 򵄩Ψ
򸀠 (𝜂(𝑠,𝑤))
򵄩 򵄩 򵄩 򵄩 򵄩
2
𝑑𝑠
≤−
1
2
𝜏
2 (𝑡2 −𝑡 1)≤−
𝗿𝜏
2
8𝑀
.
(A.15)
It follows that Ψ(𝜂(𝑡2,𝑤 ) )≤𝑑+𝜀−( 𝗿 𝜏
2/8𝑀) < 𝑑 and
therefore𝜂(𝑡2,𝑤)򴀀򴀂򴀠 ̃ 𝑤,acontradictionagain.Thiscompletes
the proof.
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