Abstract-This paper is devoted to the problem of designing a sliding surface for an underlying system, while H 2 /H ∞ performance specifications of the closed-loop system are under control. This scheme is different from a large number of the existing methods in the literature for the sliding surface design, in the sense that it will penalize the required level of control effort to maintain sliding. This novel scheme consists of two stages. First, exploiting a certain partial eigenstructure assignment method, a state feedback gain is selected that ensures precise locations for some of the closed-loop system poles while minimizing the H ∞ -norm (H 2 -norm) of a specific closedloop transfer function and satisfying an H 2 -norm (H ∞ -norm) constraint on the same or another closed-loop transfer function. Following this, the second stage derives the sliding surface and thereby the control law associated with the particular state feedback designed in the first stage by using one of an approach developed for this purpose. We present a numerical example to demonstrate the remarkable performance of the proposed scheme.
I. INTRODUCTION
Sliding mode control (SMC) is now a well-developed method of control and its invariance properties against the matched uncertainty has inspired researchers to apply this technique to different applications [1] - [8] . Traditionally, SMC is designed in two stages. Firstly, one needs to find a sliding surface so that its associated sliding motion has appropriate dynamics. A large number of methods have been proposed in the literature for this purpose; e.g. eigenstructure assignment, pole placement, optimal quadratic methods, and Linear Matrix Inequality (LMI) methods; see for instance [4] , [5] , [9] , [10] . Then, a controller is designed to induce and maintain the sliding motion.
However, from the standpoint of having limits on the available control action, almost all the traditional methods developed in the literature have shortcomings [3] . This drawback basically arises from the previously mentioned traditional two-stage design procedure of SMC. Indeed, during the first stage of traditional SMC, where the sliding function is synthesized, there is no sense of the level of the control action that is required to induce and maintain sliding. {A.Savkin, B.Celler}@unsw.edu.au Accordingly, a sliding surface (and thus a control law) can be obtained which is not practically applicable.
To tackle this problem, for instance, the authors of [11] propose a scheme to design a sliding surface which minimizes a cost functional of system state and control input, in the meantime. On the other hand, in order to address the limitations of [11] , the reference [12] proposes a scheme to design the SMC (the discrete-time SMC) which is close to an LQR control. To do so, firstly, a weighting matrix is computed that seeks to be the closest to the desired one and also results in the desired eigenvalues. The SMC then can be designed according to the obtained eigenvalues and weighting matrix. However, both methods in [11] , [12] are only applicable to single input systems. Moreover, according to the H 2 methods a scheme is developed in [4] which includes two stages. While the second stage utilizes an H 2 optimization (using an objective function which penalizes the control effort) to obtain a designing freedom in the control law, the H 2 based sliding surface design framework proposed in the first stage does not penalize the control effort. Hence, again large control efforts may be required for retaining sliding motion in this scheme. Alternatively, [3] considers this problem by proposing two new frameworks which are quite different from the above mentioned methods. However, the proposed methods in [3] rely on two special system coordinate transformations. This paper proposes a new method which offers several advantages compared to the aforementioned references. This novel method contains two stages. First, the so-called partial eigenstructure assignment, constructed based on the improved LMI characterizations (see e.g. [13] , [14] ), is exploited to design a state feedback gain which ensures precise locations for some of the closed-loop system poles while enforcing several Lyapunov-type constraints such as the H 2 /H ∞ and reginal pole placement. Then, in the second step, the sliding surface and thus control law, associated with the obtained state feedback in the first stage, will be derived. Since the method here requires only solving LMIs, it is highly practical. Furthermore, it offers the possibility to combine the SMC technique with the mixed H 2 /H ∞ or multi-channel H 2 /H ∞ synthesis problems, or even other Lyapunov-type constraints, e.g. reginal pole placement ones, in order to achieve a satisfactory transient response.
II. PROBLEM STATEMENT AND PRELIMINARIES

A. Problem statement
Consider the following LTI system:
where x ∈ R n , u ∈ R m , y ∈ R p , z 2 (t) ∈ R q 1 and z ∞ (t) ∈ R q 2 are the state vector, control input vector, output vector, H 2 performance output vector and H ∞ performance output vector of system, respectively. The matrices in (1) are constant and of appropriate dimensions. The unknown signal ζ (t, x, u) : (1) and is norm bounded by a known function ρ(t, x, u). Without loss of generality, it is also assumed that m ≤ q i ≤ n, i = 1, 2, rank(B 2 ) = m and the matrix pair (A, B 2 ) is controllable. The main goal of this paper is to design an H 2 /H ∞ based sliding mode control for the system in (1). Consider the following linear switching surface:
where the full rank matrix S ∈ R m×n will be designed later so that the corresponding reduced order sliding mode has appropriate dynamics. Now, the controller is assumed to be of the following structure,
where Φ ∈ R m×m is a stable matrix, ϑ (t) ∈ R m denotes the nonlinear part of the controller with the following form
in which the scalar function ρ(·) satisfies ρ(t, x, u) ≥ SB 2 ζ (t, x, u) . Moreover, the controller in (3) will be designed hereafter such that the resulting reduced (n − m) order sliding mode dynamics is stable. Thus, our problem is to design a sliding matrix S and Φ so that the associated reduced order sliding mode, when the system states are confined to S , is stable and meets (H 2 /H ∞ ) performance specifications. Notice that the role of the term (SB 2 ) −1 ΦSx(k) in the controller (3) is to govern the convergence rate of the system state to the sliding manifold in association with the nonlinear controller. Here, similar to [3] , it is assumed that Φ = λ I m , where λ < 0 is a given constant value. Note that unlike in [3] , λ can also belong to the spectrum of A. Owing to the special form of Φ, it can commute with S and then the control law u(k) in (3) can be written
where A λ = λ I n − A. Now assuming that there is no matched uncertainty in (1), we can consider the controller in (5) contains only the linear part. Hencė
where w(t) is a fictitious mismatched disturbance. This paper then will endeavour to choose S, with a given λ < 0, so that the resulting reduced order sliding mode • ensures T wz 2 2 2 < δ , where T wz 2 2 denotes the H 2 -norm of the closed loop transfer function from w(t) to z 2 (t) and δ > 0 is a prescribed closed-loop H 2 performance, and further, • minimizes the H ∞ performance, subject to the above constraint. Remark 1: It should be noted that designing the sliding surface with only the linear controller by ignoring the matched uncertainty/disturbance is a standard scheme in the existing literature of SMC; see e.g. [15] . In order to design the sliding surface, one may now suggest to solve state-feedback H 2 /H ∞ synthesis problem and then finding the sliding matrix associated with the state feedback gain. However, this procedure may not necessarily lead to any solution, unless at least m poles of the closed-loop system obtained from applying the state feedback (say F) are precisely located at λ ; see Theorem 1 and Lemma 2 for details. Hence, in order to design an H 2 /H ∞ based SMC, we need to deal with two problems: 1) finding a state-feedback F that ensures stability and additional (H 2 /H ∞ ) performance specifications while precisely locating m poles of the closed-loop system, obtained from applying the state feedback F, at λ ; 2) deriving the sliding matrix S associated with the particular state feedback F, obtained from the problem in the previous step. The next section will endeavour to solve the above mentioned problems. Moreover, a reciprocal version of the Projection Lemma, that is useful in the sequel of this paper, is recalled from [13] .
Lemma 1 ( [13]): Let P be any positive definite matrix. The following two statements are equivalent.
2) The following LMI is feasible with respect to U,
Notice that while the above lemma gives a necessary and sufficient condition, if we impose some constraints (e.g., structural constraints) on U, broadly speaking, the sufficiency of the lemma is not violated. In other words, always 2) ⇒ 1).
III. H 2 /H ∞ SLIDING MODE CONTROL DESIGN A. LMI characterizations
We need to consider the state feedback synthesis with a combination of H 2 /H ∞ performance specifications. In what follows, to avoid the conservatism introduced by the socalled quadratic approach for the design of feedback gains with respect to H 2 /H ∞ performance specifications, we need to recall the so-called extended LMI methods developed for the H 2 and H ∞ control problems from e.g. [13] and [14] . This form of LMI characterization will also be shown to be very useful for the novel SMC of this paper, as it provides us with the possibility to design a certain partial eigenstructure assignment scheme, which can ensure precise locations for some of the closed-loop system poles.
1) H 2 LMI characterization [13] : The H 2 problem, by assuming the control law as u(t) = Fx(t), can be cast as the following optimization problem:
with respect to decision variables X i , i = 1, · · · , N , Z, Y and G, where X i and Z are s.p.d matrices. N hereafter denotes the number of constraints and thus the independent Lyapunov variables. As G + G T > 0, G will be invertible and the state feedback is obtained as
2) H ∞ LMI characterization [14] : Given scalar 0 < ν 1, the H ∞ problem, by assuming the control law as u(t) = Fx(t), can be set as the following minimization problem.
with respect to decision variables
It is worth mentioning that the advantage of both LMIs (7) and (10) lies in the fact that the product terms between the matrix A and the Lyapunov matrices X i disappear which is particularly useful for a wide range of applications such as mixed H 2 /H ∞ feedback gain design and cases where the system matrices belong to a given polytopic region. Besides, as seen from (7) and (10), the control gain does not depend on the Lyapunov matrix, but rather the instrumental matrix variable G.
3) Mixed H 2 /H ∞ state feedback using improved LMI characterizations: An interesting application of the mentioned so-called extended LMI characterizations for H 2 and H ∞ is the mixed H 2 /H ∞ state feedback problem. The aim is to design feedback gains such that they
• ensure the H 2 performance which means that for a prescribed closed-loop H 2 performance δ > 0, we have T wz 2 2 2 < δ ;
• minimize the H ∞ performance, subject to the above constraint. This problem can be formulated through an LMI program in decision variables
subject to (7), (8), (9), and (10), where δ > 0 and 0 < ν 1 are the given scalars. Notice that another alternative for addressing the mixed H 2 /H ∞ state feedback problem is the so-called quadratic approach (see e.g. [16] ), which is a well-known scheme to address the nonlinearity involved in the matrix inequalities by using a common Lyapunov matrix for all the involved objectives. However, this scheme introduces a significant conservatism to the problem in most of the practical cases. The other alternatives, such as (MHH), which are more computationally expensive, have been basically considered in the literature in order to reduce the conservatism of the quadratic approach.
Remark 3: Another alternative for the mixed control problem is to design a feedback gain that minimizes the H 2 -norm of one channel closed-loop transfer function while satisfying an H ∞ -norm constraint on the same or another closed-loop transfer function (channel); see e.g. [17] . Hence, in this case, the mixed H 2 /H ∞ problem, for given γ > 0 and 0 < ν 1, can be set as:
subject to (7), (8), (9) , and (10),
where
B. Partial eigenstructure assignment problem
Locating exactly m poles at a specific location can fortunately be performed through the LMI characterization presented in the previous section. Our specific partial assignment of the set of eigenvalues
by state feedback can be implemented in two steps:
] with conformable partitioning; 2) with arbitrary η i ∈ R m , i = 1, · · · , m, the state feedback will be obtained as F = Y G −1 with
in which 
with κ i ∈ R n and ι i ∈ R n . Notice that vectors η i correspond to the placement of the m poles at λ and as seen other vectors (κ i and ι i ) are not used for the aim of the pole placement problem and thus can be used to meet additional Lyapunov-type constraints, such as regional pole placement. Now, equipped with the LMI characterization e.g. (MHH), the first step of our H 2 /H ∞ based SMC design can be summarized by recasting (MHH) as an LMI problem in the variables
subject to (7), (8), (9), (10), and (12).
The following lemma verifies that the set of closed-loop system eigenvalues contains (11). Lemma 2: The set of closed-loop system eigenvalues, obtained by applying the state feedback F = Y G −1 , with Y and G given in (12) , to the system in (1), contains the subset (11) .
Proof: Using (12), it can be written
in which e i denotes the canonical basis of R n . Remark 4: Note that as (A, B 2 ) is assumed to be controllable, it can easily be proved that M λ is full rank, and more importantly, there always exists a set of η i such that A + B 2 F has m linearly independent eigenvectors associated with λ , i.e. M λ η i , i = 1, · · · , m. Moreover, the nature of the state feedback F = Y G −1 = NΣ N (MΣ M ) −1 , obtained via the LMI problem in (MHH2), ensures the existence of m linearly independent eigenvectors, associated with the eigenvalue λ , for the closed-loop system A + B 2 F; i.e. MΣ M is required to be full rank.
C. Obtaining the switching function matrix
We represent the approach to obtain the sliding matrix, associated with the state feedback F, in the following theorem.
Theorem 1: Assume that (A, B 2 ) is a controllable matrix pair. Then i) ∀ λ ∈ R − , there always exists a feedback matrix F such that m of the eigenvalues of A+B 2 F are equivalent to λ , and A + B 2 F has m independent eigenvectors associated with λ .
where v i is a left eigenvector of
A + B 2 F associated with the eigenvalue λ , then, S(A λ − B 2 F) = 0 and SB 2 is invertible. Proof: i) As (A, B 2 ) is controllable, we can claim that (λ I − A, B 2 ) is also controllable for any λ ∈ R − . Then, it is easy to see that we can always find F such that the null space of A λ − B 2 F has dimension m, which implies that A + B 2 F has m independent eigenvectors associated with λ .
where Ω ∈ R m×m . If Ω is not full rank, then there exists a nonsingular matrix Λ such that the first row of ΛΩ is zero. This is equivalent to 
which is in contradiction with the controllability of (A, B 2 ). In simper terms, if there exists a left eigenvector of A + B 2 F associated with λ that is orthogonal to B 2 so (A, B 2 ) must be uncontrollable, which is a contradiction. In brief, by virtue of Theorem 1, the switching function matrix S, associated with the state feedback F, obtained through solving the LMI problem in (MHH2), can be selected as the set of m linearly independent left eigenvectors of A + B 2 F associated with the (arbitrarily selected) repeated eigenvalue λ ∈ R − .
IV. DESIGN OF SMC WITH ADDITIONAL REGIONAL POLE-PLACEMENT CONSTRAINTS
Note that the proposed method here offers the advantage of introducing additional convex constraints, with appropriate LMI representations, on the closed-loop dynamics. It is known that by constraining the poles of the closedloop system to lie in a predetermined region, a satisfactory transient response can be ensured [16] . Hence, the objective now is not only to solve the optimization problems previously described, but also to guarantee that the poles of the closedloop system are located in a suitable subregion. As we have ensured that m of the closed-loop poles are precisely located on a negative real value (λ ), the remaining poles belong to the spectrum of the reduced n − m order sliding motion. Therefore, by constraining the poles that govern the sliding motion, a satisfactory transient response for the sliding motion can be achieved. In brief, an LMI region is a subset D of the complex plane as
in which Ξ = Ξ T ∈ R ξ ×ξ and Π ∈ R ξ ×ξ are real matrices. f D (z) is referred to as the characteristic equation of the region D.
Definition 1 ( [18]):
A real matrix A is said to be Dstable if all its eigenvalues lie within the LMI region D.
Lemma 3 ( [18]):
where ⊗ denotes the Kronecker product. However, the regional pole placement problem considered in e.g. [16] or [18] is developed for the conventional LMI characterization of control problems such as H 2 and H ∞ . As discussed in [18] , the synthesis problem is not convex when different Lyapunov matrices are used for the LMI region constraints. We alternatively extend the regional pole clustering constraint(s) in terms of the Lyapunov matrices X i and the instrumental matrix G to remove the product terms between the system matrix A and the Lyapunov matrices X i . Before stating the main theorem, an instrumental theorem is represented here. We assume for this theorem that Ξ > 0. Theorem 2: Let A be a real matrix. The following statements, involving symmetric matrix variable X, the general matrix variable G and given real matrices 0 < Ξ ∈ R ξ ×ξ and Π ∈ R ξ ×ξ , are equivalent.
1)
A is D-stable, where D is given in (14) . 2) ∃ X such that
Proof: Refer to Appendix. Although the condition (16) gives a necessary and sufficient condition for D-stability, in terms of control synthesis purposes it has shortcomings. Moreover, the above result is not applicable to the standard continuous-time systems stability, since Ξ = 0. However, by letting G = I ξ ⊗ G, a sufficient condition can be derived which is a suitable one for the control synthesis purposes.
Theorem 3: Let A , 0 ≤ Ξ ∈ R ξ ×ξ and Π ∈ R ξ ×ξ be real matrices. If there exist a G and an s.p.d matrix X such that:
then A is D-stable. Proof: The proof is similar to the proof of Theorem 2 with G = I ξ ⊗ G. As seen the above theorem does not require Ξ > 0, but Ξ ≥ 0. This result can be seen as a generalization of the extended Lyapunov theorem presented in Theorem 3.1 of [13] . In other words, for the usual stability region, with Ξ = 0 and Π = 1, (17) 
for which its equivalence to the standard Lyapunov stability inequality for continuous-time linear systems is shown in [13] . As stated earlier, pole clustering specifications can be combined with other LMI performance constraints. For preserving tractability, the synthesis problem e.g. in [16] requires using of a common matrix decision variable for all the LMIs involved in the problem, at the expense of having a more conservative framework. However, the extended LMI region developed here obviates the need for utilizing the same Lyapunov variable in the synthesis problem. This also leads to the possibility to combine the pole clustering LMI regions to the aforementioned performance constraints in Section III-A.
V. NUMERICAL EXAMPLE
A numerical example is presented here in order to evaluate the effectiveness of the proposed method for the design of SMC. All the LMI optimization problems are solved by YALMIP [19] as the interface and SDPT3 [20] as the solver. Consider a double integrator system,
This system is considered as the first example in [3] . Let C 2 = [10 0] and D 2 = τ, with τ > 0 some scalar. The key feature of this system is that for all choices of τ, the state feedback obtained from the standard LQR problem results in a closed-loop system governed by complex poles with a damping ratio of ζ = 0.7071 [3] , [21] . As discussed before, this solution cannot be a feasible solution to the sliding mode problem. Solving the minimization problem in (MHHN), with B 1 = I, C ∞ = C 2 and D ∞ = D 2 , augmented by partial eigenstructure assignment constraint in (12) , and letting τ = 1, γ = 5 and ν = 0.001 and λ = 10, the state feedback gain is obtained as F = −16.0231 −11.6023 , and, using the given approach in subsection III-C, the associated sliding function matrix S = −0.8483 −0.5294 .
The closed-loop poles are at {−10, −1.6023}, and the associated true value of H 2 cost is 7.6380. Remark 5: Note that the value of the H 2 cost obtained from (MHH2) is not the true one, due to the conservatism introduced by using common G and Y in all the LMI constraints involved. Nevertheless, the true value can be computed by solving the following Lyapunov equation
One can then find the H 2 cost as trace(B T 1 X true B 1 ). Notice that a standard LQR calculation with the choices of Q = C T 2 C 2 and R = D T 2 D 2 , and in the absence of H ∞ performance constraint, results in closed-loop poles at 2.2361 ± 2.2361i and an optimal value of 7.0138. Once again, for comparison, we extend the LMI problem given in equations (27) and (28) of [3] by the H ∞ performance constraint:
in which γ = 5 and the Lyapunov decision matrix X is block diagonal (refer to [3] ). Solving the obtained problem, by using a common Lyapunov matrix for the two involved objectives, gives us a sliding motion pole at −2.6923 and an H 2 cost of 7.9762. The sliding function matrix, in this case, is S = 2.6923 1.0000 .
VI. CONCLUSIONS
This paper has developed a novel framework for addressing the issue of designing a sliding surface for a given system while enforcing several Lyapunov-type constraints such as the H 2 /H ∞ and/or reginal pole placement. To do so, firstly, by exploiting the so-called partial eigenstructure assignment scheme, we design a state feedback gain, through a convex optimization approach, which allows us to precisely locate some (m) of the closed-loop system poles at a predetermined place, while also satisfying the H 2 /H ∞ -norm constraint(s). Then, through a second step, the associated H 2 /H ∞ based sliding surface is derived. The developed method offers some advantages to the problem of sliding surface design, such as: (a) it is numerically very efficient; (b) it allows the integration of several Lyapunov-type constraints, e.g. reginal pole placement constraints in order to reach a satisfactory transient response. The simulation results illustrate the effectiveness of our proposed approach.
APPENDIX
A. Proof of Theorem 2
Notice that the equivalence between 1) and 2) can be obtained from Lemma 3. We will show the equivalence between 2) and 3) here. The use of Lemma 1 with Ψ = Ξ⊗X, U =Ḡ and S = Π ⊗ (XA ), withX = X −1 , yields P − (Ḡ +Ḡ T ) + Ξ ⊗X Π ⊗ (XA ) +Ḡ −P < 0, or equivalently, P − (Ḡ +Ḡ T ) + Ξ ⊗X Π ⊗ A + (I ξ ⊗ X)Ḡ −(I ξ ⊗ X)P(I ξ ⊗ X) < 0, (21) By performing the congruence transformation G 0 0 I , with G =Ḡ −1 , and using the Schur complement, (21) The above inequality finally linearizes to (16) with the choice P = I ξ ⊗ X −1 .
