Abstract. In the paper we have developed a theory of stability preserving structural transformations of systems of second-order ordinary differential equations (ODEs), i.e., the transformations which preserve the property of Lyapunov stability. The main Theorem proved in the paper can be viewed as an analogous of the Erugin's theorem for the systems of second-order ODEs.
Introduction
In the present paper we concentrate our attention on the following system of second-order ordinary differential equations (ODEs):
(1.1)
J (t)ẍ (t) + (D (t) + G (t))ẋ (t) + (P (t) + Π (t)) x (t) = F (t, x (t))
where x (t) = col [x 1 (t) , x 2 (t) , . . . , x m (t)] is an unknown vector-function. It is well known that a great number of dynamical systems can be approximately described by system (1.1).
From the physical point of view the matrix J (t) = J T (t) > 0 (the upper index T denotes the operation of transposition) describes the inertia characteristics of a dynamical system; the matrices D (t) = D T (t) , G (t) = −G T (t) , P (t) = −P T (t) and Π (t) = Π T (t) represent a dissipative, gyroscopic, non-conservative positional and potential forces respectively; the vectorfunction F (t, x (t)) represents an external forces acting on the system. We assume that all matrices are of dimension m × m and their elements are real-valued functions of t ∈ [0, ∞) .
Also, we assume that the vector-function F (t, x (t)) satisfies the condition F (t, x) = O( x 2 ).
System (1.1) also will be referenced to as the second-order matrix differential equation.
As it was pointed out in [9] , when the gyroscopic terms in system (1.1) are periodic in t with some period τ > 0 then the formal application of the averaging method to the system could result in the discarding of gyroscopic structures though this structures had some stabilizing effect on the system before averaging. Thus, it is very desirable to have a theoretical framework which allows us to transform the initial system into the system possessing the same stability properties and containing no gyroscopic structures.
A similar problem can be stated regarding the non-conservative positional structures P (t) .
An elimination of the non-conservative positional structures from system (1.1) without changing its stability properties has a particular interest in the case when system (1.1) is autonomous, that is, Suppose that the matrix L(t) is a Lyapunov matrix (see [5, p. 117] ). In several cases the application of a substitution (1.3) x(t) = J (1.4)ξ (t) + V 1ξ (t) + W 1 ξ (t) = 0 which do not contain a gyroscopic (V = V T ) and/or nonconservative positional structures (W = W T ). Since the matrix L(t) is a Lyapunov matrix, the null solutions of systems (1.2) and (1.4) are stable, asymptotically stable or unstable simultaneously. On the other hand, because of the symmetrical properties of system (1.4) the stability investigation of its null solution can be an easier task than the stability investigation of the null solution of system (1.2).
The approach to the stability investigation of the second-order system of ODEs (1.2) which consists of reducing the initial problem to the problem of stability investigation of the corresponding equivalent (in the sense of Lyapunov, see [5, p. 118] ) symmetric system (1.4), was 1) For simplisity the vector function of external forces was not taken into account. 2) In what follows, saying that equation (1.4 ) is autonomous we also will bear in mind that the elements of the matrices V 1 , W 1 are real.
first suggested by D. L. Mingori in [19] . He has shown that such approach can be very useful and fruitful for the stability investigation in analytical mechanics. In [19] the author has considered the case when D > 0 only. Though in [20] the results of D. L. Mingori were extended on the case when D ≥ 0 the necessary and sufficient conditions providing that a given non-symmetric second-order system of ODEs is equivalent in the sense of Lyapunov to some symmetric second-order system remains unknown: both papers [19] and [20] contain sufficient conditions only.
Later the necessary and sufficient conditions providing that the autonomous system (1.2) can be reduced to some other autonomous system (1.4) with W 1 = W T 1 via substitution (1.3) were found in papers [11] and [12] . However, the results of that papers were obtained under additional assumptions that G = HĜ,
where H denotes a positive numerical parameter.
In some cases the parameter H can be a part of matrix Π. This will be the case when equation
(1.2) describes a perturbed motion of a gyroscopic systems installed on the platform which rotates around the vertical with the angular velocity ω. Using assumptions (1.5) and assuming that Π = Π (0) + HΠ (H) , where matrices Π (0) , Π (H) are independent on H, the necessary and sufficient conditions providing the reducibility of system (1.2) to some other system (1.4) with
where obtained in [13] . In the present paper without any additional assumptions we have obtained the necessary and sufficient conditions (in terms of the matrix coefficients) providing that a given system of second-order ODEs is equivalent in the sense of Lyapunov to some other system of secondorder ODEs with symmetric matrix coefficients. We have considered both the autonomous and non-autonomous cases. In the case when the initial system is autonomous we require that the reduced system be autonomous too.
The paper is organized as follows.
In Section 2 we introduce the notion of the structural transformation of a system of secondorder ODEs and give the definition of the L k -equivalent systems of second-order ODEs. Using the notion of the L k -equivalence we formulate two symmetrization problems for the nonautonomous system of second-order ODEs: the problem of Elimination of Gyroscopic Structures (EGS problem) and the problem of Elimination of Non-conservative Positional Structures (ENPS problem). In the section the necessary and sufficient conditions providing the solvability of the both problems where obtained.
In Section 3 we reformulate the EGS and ENPS problems for the case of the autonomous systems and introduce the notion of the L-equivalence of two autonomous systems of secondorder ODEs. Theorem 6 proved in the section can be considered as an analogous of the Erugin's theorem (see [5, p. 121] ) for the autonomous systems of second-order ODEs. Some useful consequences from Theorem 6 are stated in Section 5. Among them there is a theorem which generalizes the theorems of Mingori (see [19] ) and Müller (see [20] ).
In Section 5 we discuss the question of the interconnection between the notions of the L kequivalence and equivalence in the sense of Lyapunov.
In Section 6 we demonstrate how the using of structural transformations can facilitate the stability investigation of the null solution of the autonomous second-order system of ODEs describing the rotary motion of a rigid body suspended on a string. Section 7 contains several conclusions about the theoretical results presented in the paper.
Structural transformations of the non-autonomous systems of second-order ordinary differential equations
Let us consider the following system of second-order ordinary differential equations:
T is an unknown vector-function. By default, we assume that A (t) , B (t) are square matrices of order m whose elements are continuous on [t 0 , +∞)
. Also we will use the notation M m (C i [t 0 , +∞)) , i = 1, 2 to denote the linear spaces of square matrices of order m whose elements belong to the functional space C i [t 0 , +∞) , i = 1, 2, and the notation M m,n (R) will be used to denote the space of constant real matrices of dimension m × n.
Definition 1. The structural transformation of the second-order system of ordinary differential equations (2.1) is the transformation of unknown vector x which can be expressed in the form
Applying transformation (2.2) to system (2.1) we obtain the following system of second-order ordinary differential equations:
or , in more convenient form,
Apparently we have that
. Therefore, applying transformation (2.2) to the system with continuous on [t 0 , +∞) matrix coefficients (2.1), we arrive at system (2.4) whose matrix coefficients are continuous on [t 0 , +∞) too.
Definition 2. We say that the system of second-order ODEs
According to the definition given in [2,
where L (t) is an L 2 -matrix can also be referenced to as a Lyapunov transformation of system of second-order ODEs (compare with the definition of a Lyapunov transformation form [5, p.
116]).
Let us consider the following symmetrization problems for the given system of second-order ODEs (2.1):
1) the problem of Elimination of Gyroscopic Structures (EGS problem) which consists in
2) the problem of Elimination of Non-conservative Positional Structures (ENPS problem) which consists in finding an L k -matrix L (t) (k = 0, 1, 2) together with matrices
If the matrices L (t) , V (t) , W (t) mentioned in items 1) and/or 2) exist then we say that the EGS and/or ENPS problems for system (2.1) can be solved by means of L k -transformation.
Both symmetrization problems can be stated in terms of the L k -equivalence in the following way:
1) to find a system (2.4) which is L k -equivalent to the given system (2.1) and such that
2) to find a system (2.4) which is L k -equivalent to the given system (2.1) and such that
Let us find the necessary and sufficient conditions (in terms of matrices A (t) , B (t)) providing the solvability of the EGS and/or ENPS problems for the given system (2.1), or, in other words, the necessary and sufficient conditions providing that system (2.1) is L k -equivalent to some system (2.4) with V (t) = V T (t) and/or W (t) = W T (t) for some k = 0, 1, 2.
Supposing that the matrix coefficient in front of the vector-functionξ in system (2.4) is symmetric (i.e., there is no gyroscopic structures), we arrive at the following matrix differential equation with respect to the unknown L k -matrix L (t):
Similarly to that, assuming that the matrix coefficient in front of the vector-function ξ in system (2.4) is symmetric (i.e., there is no non-conservative positional structures) we arrive at the equation
It is easy to verify that there exists a unique pair of matrices K(t), S(t), such that
If matrix L (t) is an L k -matrix (k = 0, 1, 2) then matrices K (t) and S (t) (2.8) belongs to
It is easy to see that
Taking into account equalities (2.8), (2.10), we can rewrite equations (2.6) and (2.7) in the form of (2.11)
and (2.12)
respectively. The question arises: what necessary and sufficient requirements have to be imposed on the matrices K (t) and S (t) to provide the existence of an L k -matrix L (t) which satisfy equality (2.8)? The answer to this question is given by the following theorem.
which satisfies equality (2.8) exists if and only if the matrices K (t) , S (t) belong to M m (C [t 0 , +∞)) and satisfy the following inequalities:
for some constants µ > 0, η > 0 and real valued positive definite symmetric matrix
Proof. Necessity. Suppose that there exists a matrix L (t) which belongs to M m (C 1 [t 0 , +∞)) and satisfies equality (2.8) together with inequalities for some constants µ > 0, η > 0. It easy to see that the matrices K (t) , S (t) appearing in (2.8)
, and the necessity of conditions (2.13), (2.14) immediately follows from (2.10). The necessity in the theorem is proved.
inequalities (2.13), (2.14) hold true for some constants µ > 0, η > 0 and some positive definite symmetric matrix S 0 . Assuming that the matrix L = L (t) satisfies equality (2.8) ∀t ∈ [t 0 , +∞) together with the initial condition
we arrive at the conclusion that equality (2.10) together with inequality (2. 
Taking into account inequality (2.18) we can obtain from inequality (2.14) the estimate
which leads us to the inequality
Since det(L(t)) = 0, ∀t ∈ [t 0 , +∞), equality (2.8) can be rewritten in the form of
Now we intend to show that the matrix-valued function F (t, L) satisfies conditions of the Picard-Lindelöf theorem (see, for example, [6, p. 8] ) in the rectangle
Taking into account that the elements of matrix-functions S (t) and K (t) are continuous on [t 0 , +∞), it remains only to show that the matrix-valued function F (t, L) is Lipschitz-continuous on P (2.20) with respect to its second argument L. This fact follows from the following inequalities, which are valid for any matrices
In the above formula we have used the equality (see, for example, [4, p. 113 
and the evident identity
Using (2.21) we can estimate the norm of F (t, L) on the rectangle P (2.20) in the following way: Apparently, after a finite number of iterations we will prove that the solution exists on [t 0 , T ] .
From the arbitrariness of T it follows that the solution to the Cauchy problem (2.17), (2.19) exists on [t 0 , +∞) . The theorem is proved.
It is not hard to verify that the matrix K (t) + S (t) where
, +∞] and/or belongs to M m (C k [t 0 , +∞)) if and only if both of the two matrices K(t) and S(t) are bounded on [t 0 , +∞) and/or belong to M m (C k [t 0 , +∞)). Taking this fact into account and using Theorem 1 we can make several conclusions stated below.
8) exists if and only if
) and the following conditions hold true:
2) sup
Equation (2.11) and Corollary 1 imply the following theorem.
Theorem 2. The given system of second-order ODEs (2.1) with
and satisfy conditions 1) (2.13), (2.14) for some constants µ > 0, η > 0;
From Theorem 2 we obtain the following corollary.
Corollary 2. The given system of second-order ODEs (2.1) with
From equation (2.12) and Corollary 1 we can easily obtain the theorem which gives the necessary and sufficient conditions for solvability of the ENPS problem.
4)
In the case when k = 0 condition 2) should be neglected.
Theorem 3. The given system of second-order ODEs
t) if and only if there exist the symmetric matrices
, S 0 > 0 and the skew-symmetric matrix K (t) which satisfy the matrix differential equation
and conditions 1), 2) of Theorem 2.
It is worth to emphasize that for any initial condition 
It is easy to see that the conditions of the Picard-Lindelöf theorem for the Cauchy problem (2.24) are fulfilled and its solution N(t) exists and is unique on [t 0 , +∞) . Therefore, the problem has the trivial solution only, that is, N (t) = 0, ∀t ∈ [t 0 , +∞) and
Such conclusion can also be obtained from the analysis of the analytical expression for the general solution K (t) of equation (2.23) (see, for example, [17, p. 188] ).
From Theorem 3 we can easily obtain the corollary.
Corollary 3. The given system of second-order ODEs (2.1) is always L 0 -equivalent to some other system (2.4) with W (t) = W T (t) .
Combining Theorems 4 and 2 we arrive at the following one.
Theorem 4. The given system of second-order ODEs (2.1) with
only if there exist the symmetric matrices
which define the skew-symmetric matrix K (t) (2.22) and satisfy conditions 1), 2) of Theorem 2 together with equality
Condition ( Then each suitable L k -matrix L (t) can be found as the solution to the matrix differential equation
Additionally to that, the matrix coefficients of the respective symmetrized system (2.4) can be found via formulas (2.5).
Structural transformations of the autonomous systems of second-order ordinary differential equations
Let us consider the two systems of second-order ordinary differential equations
Definition 3. We say that the given autonomous system (3.1) is L-equivalent to system (3.2)
if there exists a regular on [0, +∞) matrix L (t) which satisfies equalities
From the first equality of (3.3) we can easily obtain
It is easy to see that if the matrix L (t) (3.4) is regular on [0, +∞) (see definition on page 5)
then it is an L k -matrix for k = 0, 1, 2. Hence, we can see that the notion of the L k -equivalence (k = 0, 1, 2) for two autonomous systems according to definition 2 is tantamount to the notion of the L-equivalence according to definition 3. In this section we consider the following symmetrization problems for the autonomous systems of second-order ODEs (3.1):
1) to find an autonomous system (3.2) with V = V T which is L-equivalent to the given system (3.1) (compare with the EGS problem);
2) to find an autonomous system (3.2) with W = W T which is L-equivalent to the given system (3.1) (compare with the ENPS problem).
Let us find the necessary and sufficient requirements which have to be imposed on matrices A, B to provide the solvability of the EGS and/or ENPS problems for autonomous system (3.1).
To proceed with this task we have to introduce several convenient notations. We will use the notation [A, B] to describe a commutator of two square matrices A and B, that is,
Also, we will use the notation {A 1 A 2 . . . A n } to describe a superposition of commutators, that is,
It is easy to ensure that the commutators obey the following properties:
It is well known that every matrix A ∈ M m (R) can be expressed in the form of According to formulas (3.7) and (3.8) we define (3.9)
Using the notion of real Jordan canonical form of a real matrix (see [7, p. 184]) it is not hard
Let us consider a Jordan matrix (see, for example, [7, p. 150 
where J i (λ i ) denotes a Jordan block of size m i corresponding to the eigenvalue λ i ∈ R, i = 1, . . . , s. For definiteness we will use the assumption that
In the above formula m i denotes an algebraic multiplicity of the eigenvalue λ i of matrix J R (see [7, p. 58] ). The following lemma holds true.
Lemma 1. Suppose that the matrix L(t) is defined by the formula
) is a regular on [0, +∞) matrix if and only if the matrix Q possesses the following structure:
and O ij denotes a zero-matrix of dimension m i × m j , i, j = 1, 2, . . . , s.
Proof. Without loss of generality, we consider the case when s = 2, that is, when the matrix J R has only two different eigenvalues λ 1 , λ 2 ∈ R, λ 1 > λ 2 of an algebraic multiplicity m 1 ≥ 0 and
From formula (3.11), taking into account notation (3.16), we obtain (see [4, p. 157 
Necessity. Assume that the matrix L (t) (3.13) is a regular on [0, +∞) matrix. Taking into account formulas (3.17) we obtain (3.18)
Since the matrices
are nonsingular, it is easy to see that the matrix L (t) (3.13) has unbounded norm on [0, ∞) unless Q 21 = O 21 and matrices L 11 (t) , L 22 (t) , whose elements are polynomials of t, are constant. The latter fact implies that
Particulary, from equalities (3.19) it follows that det (Q jj ) = 0, j = 1, 2. Taking into account the equalities
from (3.18) and (3.19) we obtain
Equalities (3.20) imply that [G j , Q jj ] = 0, j = 1, 2, and we immediately arrive at the conclusion about necessity of commutative equalities in formula (3.15) . The proof of the necessity is complete.
Sufficiency. Assume that the matrix Q has a structure described in (3.14) , that is,
and conditions (3.15) holds true. Then, taking into account equalities (3.17), we get (3.21)
Conditions (3.15) together with assumption (3.12) imply that the matrix L (t) (3.21) is regular on [0, +∞). Hence, the sufficiency is proved and the Theorem is proved.
is regular on [0, +∞) then the spectra of matrices A and V has the same real part (see definition
, that is, there exists a nonsingular matrix C 1 ∈ M m (R), such that
Proof. From the commutativity of matrices A I and A R (3.10) it follows that
Taking into account the definitions of matrices A I and V I and equality (3.23) we arrive at the conclusion that the matrix L (t) is regular on [0, +∞) if and only if the matrix
is regular on [0, +∞). On the other hand, it is easy to see that the matrix L 1 (t) represents the general solution to the matrix differential equation (supposing that C represents an arbitrary matrix from space M m (R))
In [4, pp. 121-125] it was proved that equation (3.24) possesses a solution L 1 (t) that is a regular on [0, +∞) matrix if and only if the matrices A R and V R has the same set of elementary devisors. It is known (see [7, p. 185] ) that if the matrices A R , V R ∈ M m (R) has the same set of elementary devisors then they are similar, furthermore, the similarity matrix C 1 can be chosen from the space M m (R) . This completes the proof of the Theorem.
is regular on [0, +∞) and
Then there exists a nonsingular matrix
is a regular on [0, +∞) matrix satisfying the identity
Proof. Suppose that the conditions of the Lemma are fulfilled. Then, according to Lemma 2, the spectra of matrices A and V has the same real part. Thus, there exist nonsingular matrices
where J R is the Jordan matrix defined in (3.11).
Let us consider the matrix L(t) (3.25). Using notation (3.31), we can rewrite it in the form (3.32)
From Lemma 1 it follows that T −1
A CT V = Q, where Q ∈ M m (R) is the matrix defined in (3.14).
Formula (3.32) leads us to the equality
From equality (3.33), owing to the commutation properties (3.15), we get
where
It is easy to see that identity (3.26) can be rewritten in the form of
It is not hard to verify that the elements of matrix E 0 (t) (3.34) can be expressed as linear combinations of functions of type
On the other hand, the elements of matrix E 1 (t) (3.34) can be expressed as linear combinations of functions of type
If the matrix E 0 (t) + E 1 (t) commutates with the constant matrix T
−1
A ZT A for all t ≥ 0 (see (3.35)) then the same remains true for each of the summands E 0 (t) and E 1 (t) separately.
Indeed, assume to the contrary that there exists a value t 1 ≥ 0, such that E 0 (t 1 ) , T
A ZT A = 0. It is obvious that in this case E 1 (t 1 ) , T
A ZT A = 0. Taking into account the continuity of elements of matrices E 0 (t) , E 1 (t) , we obtain (3.38)
for some sufficiently small positive real number δ.
It is easy to see that each element of the matrix E 0 (t) , T
A ZT A can be expressed as a linear combination of functions of type (3.36) and each element of the matrix E 1 (t) , T
A ZT A can be expressed as a linear combination of functions of type (3.37). Since the functions of types (3.36) and (3.37) are linearly independent, we conclude that 35) . This contradiction proves the incorrectness of our assumption. Therefore we proved the identity
Setting t = 0 in (3.39) we obtain (3.40)
Let us construct a matrix C 1 ∈ M m (R) , det (C 1 ) = 0 satisfying equality (3.28). Using equality (3.40) we get (3.41)
From equalities (3.41) it follows that the matrix C 1 satisfying condition (3.28) can be chosen in the following way (3.42)
Equality (3.27) can be obtained from the following chain of equalities
Let us prove that the matrix L 1 (t) (3.29) is regular on [0, +∞). Taking into account equality (3.27) and executing several elementary transformations, we get
It is easy to see that the matrix exp (−A I t) C 1 exp (V I t) is regular on [0, +∞).
Now we intend to prove identity (3.30). Equalities
D . together with commutation identities (3.39) and (3.40) immediately lead us to the equalities
which are valid for all t ≥ 0.
The Theorem is proved.
Let us denote by X n the set containing all the solutions of the system of linear matrix equations
where Z, A ∈ M m (R) are given matrices and X is the unknown square matrix of order m.
Theorem 5.
There exists a positive integer number n < m 2 , such that the set equalities
Proof. It is not hard to verify that the set X n can be represented in the multi-parametric matrix form (3.45)
, where χ To begin with, we prove that if for some non-negative integer n ∈ N {0} the set equality
holds true then equalities (3.44) hold as well. Indeed, equality (3.46) implies that
From here and below by equality of type (3.47) we mean the equality for every element of set X n . From (3.47) it follows that
From equality (3.46) and inclusion (3.48) it follows that (3.49)
i.e., X n ⊆ X n+2 . On the other hand, from the definition of the set X n it follows that X n ⊇ X n+1 ⊇ X n+2 . Therefore, we have
Using reasoning similar to that used above and the method of mathematical induction it is not hard to prove that equality (3.46) implies equalities (3.44).
Now let us prove that the non-negative integer n ∈ N {0} , mentioned in the Theorem, exists and is less then m 2 . For this purpose we consider the system of matrix equations
with respect to unknown matrix X ∈ M m (R). If we would show that every solution X of system (3.51) satisfies equalities
we will prove the Theorem.
Let us consider the process of solving of system (3.51). Suppose that n = 0. There are only two possible cases (see representation (3.45)):
that is, we already have found a non-negative integer n = 0, such that equalities (3.46) hold true. Therefore, as it was proved above, equalities (3.51), (3.52) hold true for all X ∈ X 0 , the process is completed and the Theorem is proved; b) equality and we arrive at the case a). Thus, equality (3.53) can be viewed as a system of m 2 linear homogeneous equations with respect to the arbitrary parameters c k , k = 1, 2, . . . , p 0 . Since this system possesses a non-zero solution, the rank r 1 of its matrix satisfies the two-sided inequality 0 < r 1 < p 0 . If we would solve the given system we will arrive at the matrix (set) X 1 (3.45). In addition to that (see [16, p. 40-41] ) p 1 = p 0 − r 1 . Therefore, p 1 < p 0 , that is, the number of the arbitrary parameters has decreased. Again, there are only two possible cases a)
i.e., the process is completed and the Theorem is proved; b) equality If we would solve this new system we will arrive at the matrix (set) X 2 (3.45). It is obvious that in this case p 2 < p 1 , that is, the number of the arbitrary parameters has decreased again. And so on.
This process could not contain more than p 0 < m 2 steps. The Theorem is proved.
Lemma 4.
Suppose that A, V, Z, C ∈ M m (R) and det (C) = 0. Then the commutation identity
holds true if and only if the infinite system of matrix equalities
holds true.
Proof. Necessity. The matrix-valued function L (t) (3.56) satisfies the equalities
Suppose that the commutation identity (3.55) holds. Let us proved that it implies the iden-
In order to prove this, we will use the method of mathematical induction with respect to n. If n = 0 then identity (3.60) coincides with (3.55). If n = 1 then form identity (3.55), using (3.59) and the properties of commutators (3.6), we get
Equality (3.61) proves identity (3.60) with n = 1. Let us assume that identity (3.60) is proved for n = k ≥ 2 and let us prove it for n = k + 1. Using equality (3.59) and the properties of commutators (3.6), from the latter assumption we obtain (3.62)
Therefore, according to the principle of mathematical induction, we have that identity (3.60) holds for all n ∈ N ∪ {0} .
Taking into account the arbitrariness of n ∈ N∪{0} in formula (3.60), we can obtain equalities (3.57) via differentiation of identity (3.60) with respect to t and subsequent substitution t = 0.
Sufficiency. Suppose that equalities (3.57) hold. Let us prove that they imply identity (3.55).
If n = 0 then from (3.57) we get
If n = 1 then from (3.57), taking into account (3.6), (3.58) and (3.63), we obtain
Let us assume that we already have proved equalities
for some positive integer k ≥ 2.
From equalities (3.57), assumption (3.65), properties of commutators (3.6) and equality (3.58)
we get
Thus, according to the principle of mathematical induction, we have that equalities (3.65) hold for every non-negative integer n ∈ N ∪ {0} .
From (3.56) it follows that the matrix series
is dominated by the number series
Thus, the matrix series is uniformly convergent on [0, +∞) and its sum coincides with the matrix 
Proof. Sufficiency. Suppose that for some nonsingular matrix C ∈ M m (R) conditions (3.69), (3.70) and (3.71) are fulfilled. It is easy to see that the matrix
is regular on [0, +∞). Substituting the matrix L (t) (3.72) into the first equality of (3.3) we obtain the identity (3.73)
From the second equality of (3.3) we get (3.74)
Here we have taken into account that equalities (3.71), according to Theorem 5 and Lemma 4, are equivalent to the commutation identity
Since the regular on [0, +∞) matrix L (t) (3.72) satisfies conditions (3.3), systems (3.67) and (3.68) are L-equivalent. The sufficiency is proved.
Necessity. Suppose that systems (3.67) and (3.68) are L-equivalent. Then, according to the definition of the L-equivalence, there exists a regular on [0, +∞) matrix L (t) , such that
From (3.76) we obtain that
where C ∈ M m (R) , det (C) = 0. Then from (3.77), using formula (3.78) and setting t = 0, we obtain equality (3.70) and commutation identity (3.75).
Since the conditions of Lemma 3 are fulfilled, we can assume that the matrix C is chosen in such a way that identity (3.75), equality (3.70) and condition (3.69) hold and in addition to that matrix (3.78) is regular on [0, +∞) . From identity (3.75), according to Lemma (4), we get equalities (3.71). The necessity is proved and the proof of the Theorem is completed.
Remark 2.
Suppose that A, V, C ∈ M m (R) and det (C) = 0. If for some non-negative integer n ∈ N∪{0} the spectrum of the matrix Z n = (4B − A 2 ) A (n) is simple, i.e., all the eigenvalues of matrix Z n are different, then conditions (3.71) are equivalent to the equalities
Proof. It is almost obvious that conditions (3.79) and (3.80) imply conditions (3.71).
Suppose that conditions (3.71) are fulfilled and for some non-negative integer n the spectrum of matrix Z n is simple. Then there exists a nonsingular matrix T, such that the matrix T −1 Z n T is diagonal with pairwise different diagonal elements. Thus, (see [4, p. 221]) we have that
Using Theorem 5 and equalities (3.71) we obtain
Applying the same reasoning as above to the latter equalities we arrive at the following representation, which is similar to (3.81):
(3.82)
It is not hard to verify that representation (3.82) implies equality [A, CV C −1 − A] = 0 which, on its own account, implies equality (3.80). Additionally to that equality (3.79) obviously follows from (3.71). The proof is completed.
Though Theorem 6 gives us the necessary and sufficient conditions providing that systems (3.67) and (3.68) are equivalent (L-equivalent, to be precise), conditions (3.69), (3.70) and (3.71)
of the Theorem do not possess the property of symmetry, which is one of the main properties of an equivalence relation. However, this is only the matter of the wording. In that form the theorem about L-equivalence will be useful in the further sections of the paper. Theorem 6 can be reformulated in the "symmetric" form presented below.
Theorem 7 (An analogue of the Erugin's theorem in the "symmetric" form). Suppose that A, B, V, W ∈ M m (R) . The two systems of second-order differential equations (3.67) and (3.68)
are L-equivalent if and only if there exists a nonsingular matrix C ∈ M m (R) , such that
Proof. To prove the Theorem it is enough to show that conditions (3.69) -(3.71) are equivalent to conditions (3.83) -(3.85). It is easy to see that condition (3.69) is equivalent to condition (3.83), as well as condition (3.70) is equivalent to condition (3.84).
Taking into account (3.84), from equalities (3.85) with n = 0 we obtain the equalities
which lead us to condition (3.71) with n = 0. Multiplying equality (3.86) on C −1 from the left and on C from the right and rearranging the summands, we get
From equalities (3.85) with n = 1, taking into account (3.84) and (3.87), we obtain the equalities
which lead us to condition (3.71) with n = 1. Multiplying equality (3.88) on C −1 from the left and on C from the right and rearranging the summands, we get
Combining the latter equality with (3.87) we obtain
Therefore we have proved that the first two equalities of (3.71) (with n = 0, 1) are equivalent to the first two equalities of (3.85) (with n = 0, 1) respectively. Besides that we have proved the auxiliary equalities (3.87) and (3.89). Let us assume that for some positive integer k, 2 < k < m 2 − 1 we have proved that the first k equalities of (3.71) are equivalent to the first k equalities of (3.85) (with n = 0, 1, . . . , k − 1) respectively and the auxiliary equality (similar to
holds. Then from equalities (3.85) with n = k, taking into account (3.90), we obtain equalities
which lead us to condition (3.71) with n = k. In addition to that, multiplying equality (3.91)
on C −1 from the left and on C from the right and rearranging the summands, we obtain
Combining the latter equality with assumption (3.90) we get
Therefore we have proved that the first k + 1 equalities of (3.71) are equivalent to the first k + 1 equalities of (3.85) (with n = 0, 1, . . . , k) respectively. Also, we have proved the auxiliary equality (3.92). According to the principle of mathematical induction we can conclude that equalities (3.71) are equivalent to equalities (3.85), provided that condition (3.84) holds. This completes the proof of the Theorem.
Consequences from Theorem 6
Below we have stated several consequences from Theorem 6 that are related to the question of symmetrization of the matrix differential equation (or, in other words, the system of differential equations)
Corollary 4. Suppose that there exist a symmetric matrix V ∈ M m (R) and a nonsingular matrix C ∈ M m (R) satisfying conditions
Then the autonomous equation (4.1) is L-equivalent to the autonomous equation
containing no gyroscopic structures (V = V T ).
Corollary 5. Suppose that there exist matrices V, C ∈ M m (R) , det (C) = 0 satisfying conditions (4.3)-(4.5) and
Then the autonomous equation (4.1) is L-equivalent to the autonomous equation (4.6), (4.7), containing no non-conservative positional structures (W = W T ).
Corollary 6. Suppose that there exist a symmetric matrix V ∈ M m (R) and a nonsingular matrix C ∈ M m (R) satisfying conditions (4.3)-(4.5) together with the equality
Then the autonomous equation (4.1) is L-equivalent to the "symmetric" autonomous equation
Corollary 7. If for some non-negative integer n the spectrum of the matrix
is simple then the conditions of Corollaries 4-6 are the necessary ones (not only sufficient!).
Combining Theorem 6 with the theorems of Kelvin -Tait -Chetayev it is not hard to prove the following theorem that can be viewed as a generalization of the Mingori's [19] and Müller's [20] theorems.
If the symmetric matrix
is positive definite then the null solution of system (4.1) is asymptotically stable (in the sense of Lyapunov ) and if matrix (4.13) is nonsingular and has at least one negative eigenvalue then the null solution of system (4.1) is unstable (in the sense of Lyapunov).
It is easy to see that if P = 0 then conditions (4.10) -(4.12) can be satisfied once we take V = A, C = E. In this case we would have that W = Π. This means that Theorem 8 can be considered as a generalization of the 3-rd and 4-th theorems of Kelvin -Tait -Chetayev (see [18] ).
It is not hard to verify that the conditions of the Mingori's [19] and Müller's [20] theorems implies conditions (4.10) - (4.12) . However the following example shows that the converse of above proposition is not correct in general.
Example. Assume that (4.14) 
,
Both, the Mingori's [19] and Müller's [20] theorems demand the commutativity of the matrices P and D. However, it is easy to verify that for the matrices P and D (4.15) this condition is not fulfilled in general. Thus, we can't use the results of the mentioned theorems for the stability investigation of system (4.1), (4.15) . On the other hand, the matrices (4.16)
satisfy conditions (4.3) -(4.5) of Theorem 8, according to which the matrix W (4.13) can be expressed in the form of It is well known that systems (2.1) and (2.4) can be rewritten in the form of
respectively. Suppose that systems (5.1) and (5.2) are connected by the transformation
. It is not hard to verify that this would be the case if and only if the
hold true ∀t ∈ [t 0 , +∞) .
In accordance with the definition of the equivalence in the sense of Lyapunov of two systems of first-order ODEs that was given in [5, p. 118] we can introduce the same notion for the case of second-order systems. Let us assume that the matrix L (t) (5.3) satisfies conditions
Then from equalities (5.4) we immediately obtain that L 21 (t) =L 11 (t) , L 22 (t) = L (t) ; transformation (5.3) reduces to the form 
Thus, we can conclude that if systems (2.1) and (2.4) are L 2 -equivalent according to Definition 2 then they are equivalent in the sense of Lyipunov according to Definition 4. However, it is almost obvious that the converse of above proposition is not correct in general. It is easy to see that the notion of the equivalence in the sense of Lyapunov includes the notions of the L 2 -equivalence (see Definition 2) and the L-equivalence (see Definition 3) as partial cases. Therefore, when we consider the possibility of using structural transformations to aid the investigation of stability of the null solution of system (2.1), we inevitably arrive at the following general problems of symmetrization:
1) for the given system (2.1), find a Lyapunov matrix L (t) (5.3) and matrices V (t) , W (t) ∈ M m (C [t 0 , +∞)) which satisfy the symmetry conditions V (t) = V T (t) and/or W (t) = W T (t) together with equalities (5.4), (5.5) ∀t ∈ [t 0 , +∞) ;
2) for the given autonomous system (2.1), i.e,
find a Lyapunov matrix L (t) (5.3) and matrices V (t) = V ∈ M m (R) , W (t) = W ∈ M m (R) which satisfy the symmetry conditions V = V T and/or W = W T together with equalities (5.4), (5.5) ∀t ∈ [0, +∞) .
In the case when systems (2.1) and (2.4) are autonomous, i.e., A 
Thus, we arrive at the conclusion that systems (2.1) and (2.4) are equivalent in the sense of Lyapunov if and only if system (5.8) possesses a solution Z (t) satisfying conditions
The general problems of symmetrization (GPS) stated above have not been studied in this paper. However, on my opinion, the problem of finding necessary and sufficient conditions for solvability of the GPS can be interesting from both practical and theoretical points of view. This problem is significantly more complicated then the problem of finding necessary and sufficient conditions for solvability of the EGS and/or ENPS problems (see definitions on pp. 5 and 13).
The main reason for that is the significant complexity of conditions (5.8), (5.9) for finding the matrices L (t) , V (t) , W (t) . On the other hand, as it was mentioned above, in some cases to solve the GPS for the given system the one should be able to determine the Jordan canonical form of the system's matrix (see the conditions of the Erugin's theorem). Evidently, in this case the using of structural transformations can't facilitate the stability investigation of the null solution of the system.
Application of the structural transformations to the stability investigation of dynamical systems
The stability of rotary motion of a rigid body suspended on a string. Let us consider the symmetrization problem for the system of second-order differential equations describing the perturbed motion of a heavy, symmetric rigid body suspended to the stationary point O by the inextensible weightless string. We assume that the string attaches to the body at the point S lying on the body's symmetry axis. We denote the distance between point S and the center of 
In equations (6.1) by ω > 0 we denote the angular velocity of rotation of the body, by m -the mass of the body, by gthe free fall acceleration, and by J * = diag [J 1 , J 1 , J 3 ] -the central tensor of inertia of the body.
The authors of [8] assume that the body is effected by the dissipative moment
Additionally, we assume that 2J 1 − J 3 = 0,
It is easy to see that system (6.1) is equivalent to system (4.1) with
where O (2) denotes the square zero matrix of order 2. Furthermore, using notation (4.2) we get (6.2)
3)
(gb
.
Let us find out the sufficient conditions in terms of the parameters of system (6.1) which provide that the system is equivalent to some other system does not containing the gyroscopic structures and (or) non-conservative positional structures.
The elimination of the gyroscopic structures. It is easy to verify that the spectrum of Taking into account representation (6.4) and the fact that matrix V is real we arrive at the conclusion that condition (4.5) can be satisfied if and only if (6.5)
Taking into account (6.4) and (6.5), from condition (4.4) we can find that (6.6) CV C −1 = diag λJ From formula (6.6) it follows that the matrix V is a symmetric matrix if and only if (6.7) J 3 = 0, v 12 = 0.
Thus, the gyroscopic structures can be excluded from system (6.1) if and only if J 3 = 0.
We can assume that the condition J 3 = 0 is satisfied if the value of the inertia moment J 3 is fairly small in comparison with the value of 2J 1 . This can be the case when the body is heavy and has a shape of a cylinder with a very small transverse section.
Following to the Sommerfeld-Greenhill concept we can set λ = µJ 1 , λ 1 = µJ 3 , where µ is a small constant coefficient depending on the environment characteristics. Returning to the case of a heavy cylinder with a very small transverse section, we can assume that λ 1 = 0.
The elimination of the non-conservative positional structures. As it was shown above, conditions (4.3) -(4.5) led us to representation (6.6). Let us take C = E (4) . To satisfy condition (4.8) we take v 12 = − 
We see that, according to Corollary 5, the elimination of the non-conservative positional structures is possible without any additional restrictions on the parameters of system (6.1).
Once the non-conservative positional structures are eliminated, we can try to find out the region of the asymptotic stability of the null solution of system (6.1). Since systems (6.1) and (4.6), (6.8) are L-equivalent, that is, equivalent in the sense of Lyapunov, their regions of the asymptotic stability coincide. Let us find the region of the asymptotic stability of system (4.6), (6.8) .
Unfortunately, the matrix V (6.8) is not a positive definite matrix, that is, the conditions of Theorem 8 are not fulfilled. However, this problem can be overcame. First of all let us emphasize the fact that if the parameters of system (6.1) are chosen in such a way that det (W ) = 0 then the null solution of system (6.1) is unstable. Thus, we can assume that the matrix W is nonsingular.
It is easy to verify that if (6.9) W > 0 then function V (ξ) =ξ Tξ + ξ T W ξ where ξ = ξ(t) represents an arbitrary solution of system (4.6), (6.8), satisfies the conditions of the Krasovsky theorem on asymptotic stability (see, for example, [18, p. 42] ). On the other hand if the symmetric matrix W (6.8) is nonsingular and has at least one negative eigenvalue then the function −V (ξ) satisfies the conditions of the Krasovsky theorem on instability (see, for example, [18, p. 51] ). Thus, we can conclude that condition (6.9) describes the required region of asymptotic stability.
The conditions of Sylvester's criterion, when applied to the matrix W (6.8), lead us to the following system of inequalities:
(6.10) P > 0, P S − R 2 > 0, where
Returning to the case of a heavy cylinder with a very small transverse section and setting λ 1 = 0 we see that
Therefore, the first inequality of (6.10) is fulfilled and the second one reduces to the form
It is worth to emphasize that conditions (6.10) are in good agreement with the similar conditions obtained in [15] . On the other hand, a sophisticated method proposed in paper [8] for the stability investigation of the null solution of system (6.1) results in a set of inequalities which do not describe the region of asymptotic stability of the system (contrary to the expectations of the authors of the paper). The reason for that is an essential error introduced in [8] by the authors.
Conclusions
In the present paper we have extended and generalized the results of a series of papers devoted to the question of stability investigation of the null solution of systems of second-order ODEs via the stability preserving structural transformations. The series was started with D.L. Mingori [19] and then continued by Von P. C. Müller [20] , V.N. Koshlyakov [10] , V.N. Koshlyakov and V.L. Makarov [14, 11, 12, 13] , V.N. Koshlyakov and V.A. Storozhenko [15] .
In the paper we have found the necessary and sufficient conditions providing that a given autonomous (non-autonomous) system of second-order ODEs is equivalent in the sense of Lyapunov to some autonomous (non-autonomous) system of second-order ODEs which do not contain gyroscopic and/or non-conservative positional structures. Theorem 8 proved in the paper generalizes the 3-rd and 4-th Kelvin -Tait -Chetayev theorems as well as the Mingori's [19] and Müller's [20] theorems. In Section 6 it was shown that the theoretical results presented in the paper can be successfully applied to the stability investigation of the null solution of systems of second-order ODEs.
