A key challenge in developing efficient local search solvers is to intelligently balance diversification and intensification. This study proposes a heuristic that integrates a new dynamic scoring function and two different diversification criteria: variable weights and stagnation weights. Our new dynamic scoring function is formulated to enhance the diversification capability in intensification phases using a user-defined diversification parameter. The formulation of the new scoring function is based on a probability distribution to adjust the selecting priorities of the selection between greediness on scores and diversification on variable properties. The probability distribution of variables on greediness is constructed to guarantee the synchronization between the probability distribution functions and score values. Additionally, the new dynamic scoring function is integrated with the two diversification criteria. The experiments show that the new heuristic is efficient on verification benchmark, crafted and random instances.
Introduction
Stochastic Local Search (SLS) is a competitive and an efficient approach to find the optimal solution or the approximately optimal solution for very large and complex combinatorial problems. Some examples of practical combinatorial problem instances that have been solved efficiently by SLS under the Satisfiability (SAT) framework are hardware verification and planning. Despite this significant progress, SLS solvers still have limitations compared with systematic solvers in practical and structured SAT problems as evident through the series of SAT competitions. Because structured and practical SAT problems have tighter constraints than randomized SAT problems, SLS algorithms are easily trapped in local minima and have difficulty to escape from stagnation. This problem does not exist in systematic search algorithms because of the nature of complete searching strategies.
Since the introduction of the GSAT algorithm [15] , there have been huge improvements in developing efficient SLS algorithms for SAT. These improvements need to properly regulate diversification and intensification in local search. There are some common techniques to boost diversification such as random walk [10] and In terms of intensification enhancement, the majority of local search solvers greedily explore the search space. More specifically, a local search will choose the most decreasing variable (i.e. a variable that leads to the most decrease in the number of unsatisfied clauses if being flipped). If there is more than one best decreasing variable, the algorithm prefers the variable with better diversification (i.e the least recently flipped or the lowest variable weight). The diversification mode is invoked when the search cannot greedily explore the search space. During the intensification mode, the scoring function (i.e. objective function) is very important. The drawback of most scoring function and variable selection methods is a lack of compromise between scores and tiebreak criteria. Mostly the tiebreak criteria are variable properties such as variable ages in most SLS solvers and variable weights in VW2 or stagnation weights in gNovelty + PCL. The tiebreak criteria are considered as diversification boosting properties. Despite the fact that the current gradient-based scoring function (i.e. score in G2WSAT) in greedy phases works efficiently with current SLS solvers, a more advanced scoring function is needed to balance the score and the diversification tiebreaks. It motivates us to develop a single scoring function that combines greedy scores and diversification criteria.
In this work, we present a new SLS solver which uses an integration of a new probability-based dynamic scoring function as the objective function and two diversification criteria. The proposed dynamic function is controlled by a diversification noise α and is designed as a combination of clause-weighting score function and diversification criteria. The remainder of this paper is structured as follows. Section 2 summaries the background of SLS in developing objective functions. The motivation and construction of the probability-based dynamic formula are presented in section 3. Section 4 describes our algorithm, named PCF. The experiments on verification, crafted and random instances of SAT competitions are reported in section 5. This section also discusses the coverage of optimal diversification parameters. Section 6 concludes the paper and outlines the future work.
