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RESUMEN
Contextualización: los modelos neuronales 
artificiales son modelos diseñados a partir de 
métodos numéricos denominados Redes Neu-
ronales Artificiales. El uso de estos, como he-
rramienta de predicción de la Demanda Bio-
química de Oxígeno (DBO), ha demostrado 
diversas ventajas, entre otras, la reducción del 
tiempo y los costos económicos asociados a 
este parámetro. La DBO generalmente requie-
re de 5 a 7 días, así como múltiples reactivos 
químicos, para poder establecer los niveles de 
materiales orgánicos en las aguas.
Vacío de investigación: los modelos neuro-
nales artificiales permiten calcular la DBO en 
tiempo real, a partir de variables fisicoquími-
cas registradas in situ. A pesar de ello, las re-
des neuronales artificiales no han sido utiliza-
das hasta ahora como método de estimación 
de la DBO en aguas marinas de Colombia.
Propósito del estudio: teniendo en cuen-
ta este aspecto, en la presente investigación 
se elaboró un modelo neuronal artificial que 
permite estimar la DBPO en aguas del Mar 
Caribe Colombiano.
Metodología: para elaborar el modelo fue ne-
cesario realizar cinco simulaciones (constitui-
das por un número de 2 a 3 capas ocultas, y 
de 5 a 20 neuronas por capa). El desempeño 
predictivo de cada una de estas se evaluó a 
través del coeficiente de correlación.
Resultados y conclusiones: los valores más 
altos de este indicador estadístico (0,937, 0,951, 
0,953, y 0,941), se obtuvieron para el modelo 
que utilizó 3 capas, de 20 neuronas cada una, en 
sus cuatro etapas de aprendizaje (entrenamien-
to, validación, prueba, y todos los datos). Estas 
cifras indican un cercano ajuste entre los datos 
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observados y las estimaciones hechas por la 
red. Estos resultados demuestran además que 
la Demanda Bioquímica de Oxígeno puede ser 
estimada numéricamente, en aguas marinas, a 
través de modelos neuronales artificiales.
Palabras clave: Levenberg-Marquardt; Mar 
Caribe; neurona.
ABSTRACT
Contextualization: Artificial Neural Networks 
are models designed from numerical methods 
called Artificial Neural Networks. The use of 
these, as a Biochemical Oxygen Demand (BOD) 
prediction tool, has shown various advantages, 
among others, the reduction of time and the 
economic costs associated with this parameter. 
BOD usually requires 5 to 7 days, as well as 
multiple chemical reagents, to obtain the levels 
of organic materials in the waters.
knowledge gap: Artificial Neural Networks 
models allow calculating BOD in real time from 
physicochemical variables recorded in situ. 
Despite this, artificial neural networks have 
not been used until now as a method of esti-
mating BOD in Colombian seawaters.
Purpose: Taking this aspect into account, an 
artificial neural network model that allows es-
timating the BOD in waters of the Colombian 
Caribbean Sea was developed in this research.
Methodology: For the elaboration of the model 
it was necessary to carry out five simulations 
(consisting of a number of 2 to 3 hidden layers, 
and 5 to 20 neurons per layer). The predictive 
performance of each of these simulations was 
evaluated through the correlation coefficient.
Results and conclusions: The highest va-
lues of this statistical indicator (0.937, 0.951, 
0.953, and 0.941), were obtained for the model 
that used 3 layers, of 20 neurons each, in its 
four learning sets (training, validation, testing, 
and all data). These values indicate a close fit 
between the observed data and estimations 
made by the network. These results also de-
monstrate that Biochemical Oxygen Demand 
can be estimated numerically, in seawaters, 
through artificial neural networks models.
Keywords: Levenberg-Marquardt; Caribbean 
Sea; neuron.
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1. INTRODUCCIÓN
La demanda bioquímica de oxígeno (DBO) es 
un parámetro que representa la cantidad de 
oxígeno disuelto en el agua que es consumi-
do o “demandado” por microorganismos du-
rante la degradación de compuestos orgánicos 
(APHA, 2005). Esta, es también una medida 
indirecta del contenido de sustancias orgáni-
cas biodegradables presentes en una mues-
tra de agua (Matos et al., 2014). La estimación 
experimental de este parámetro generalmente 
requiere un periodo de 5 a 7 días (y en algunos 
casos, de 20 a 25 días), el uso de múltiples 
reactivos químicos, y el empleo de personal 
capacitado en el manejo de estas sustancias 
(APHA, 2005; Simon et al., 2011; Tachibana et 
al., 2013). Con el fin de reducir el tiempo y los 
costos económicos que este procedimiento in-
volucra, en la última década, se han propuesto 
diversos métodos numéricos como alternati-
vas de estimación de la DBO (Abyaneh, 2014). 
Dentro de estos, se han usado, para tal fin, 
estimaciones usando Redes Neuronales Arti-
ficiales (RNA), de las cuales se han obtenido 
resultados de predicción mejores a los obte-
nidos con otros modelos matemáticos conven-
cionales y de regresión estadística (Tomenko, 
Ahmed, & Popov, 2007 Dogan et al., 2014), los 
cuales se han aplicado para aguas continenta-
les, siendo aún objeto de exploración, la esti-
mación del parámetro usando las herramien-
tas basadas en redes neuronales para aguas 
marinas (Meza, 2019). Considerando los ante-
riores aspectos, en este estudio, se propuso la 
elaboración de un modelo neuronal para la es-
timación de la DBO en aguas marinas del De-
partamento de Bolívar (Colombia). Para com-
prender la forma en que fue elaborado este 
modelo, a continuación, se describen algunos 
de los conceptos más relevantes.
Demanda bioquímica de oxígeno
La DBO es un proceso de tipo biológico y 
químico en el cual los materiales orgánicos 
constituidos por carbono (CxHyOz), y los com-
puestos nitrogenados provenientes de la hi-
drólisis de las proteínas (NH, NOˉ) se oxidan 
en presencia de microorganismos (Phu, 2014): 
CxHyOz + O2 + microorganismos  CO2 + H2O
(Ecuación 1)
2NH3 + 3O2 + bacterias  2NO2 + 2H+ + 2H2O
(Ecuación 2)
2NO2 + O2 + bacterias  2NO3
(Ecuación 3)
El oxígeno consumido en estas reacciones 
(generalmente expresado en mg/L) puede 
ser cuantificado experimentalmente a través 
de un procedimiento en el que se replican las 
condiciones ambientales del proceso. La guía 
Standard Methods for the Examination of Wa-
ter and Wastewater, en su sección 5210, des-
cribe el protocolo utilizado comúnmente para 
estimar la DBO en laboratorio (APHA, 2005). 
Debido a que este procedimiento se funda-
menta en las reacciones de consumo de oxí-
geno para aguas continentales, diversos in-
vestigadores consideran que este puede ser 
inadecuado para la determinación de la DBO 
en aguas marinas o bajo condiciones extre-
mas de temperatura (Howington et al., 1994; 
Simon et al., 2011; Matos et al., 2014).
En los mares, la demanda bioquímica de oxí-
geno se origina por la descomposición de los 
compuestos orgánicos derivados de la fotosín-
tesis del fitoplancton, así como en la oxidación 
de la materia orgánica proveniente de los ríos 
y áreas urbanas (Tuchkovenko & Lonin, 2003; 
INVEMAR, 2016). La DBO en las aguas ma-
rinas puede atribuirse también a una dismi-
nución del oxígeno producido por microalgas, 
o a una reducción del O2 soluble procedente 
del aire (Naimpally y Rosselot, 2014). Normal-
mente, en áreas marinas naturales, como los 
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arrecifes de coral y bosques de manglar, la 
DBO no suele sobrepasar los 2 mg/L (Simon et 
al., 2011; Gandaseca et al., 2016; Severiche et 
al., 2017). Sin embargo, es posible encontrar 
demandas mucho más altas (>11.800 mg/L), 
en zonas costeras contaminadas por aguas re-
siduales, o destinadas a la acuacultura y a la 
actividad pesquera (Muthukumaran & Baska-
ran, 2013; CARDIQUE, 2017). 
En Colombia, se estima que anualmente las 
aguas marinas reciben cerca de 34.633 tone-
ladas de materia orgánica biodegradable (en 
forma de DBO), desde los municipios coste-
ros, y alrededor de 971.856 toneladas desde 
sus sistemas fluviales más importantes (INVE-
MAR, 2016). De estos últimos, el Mar Caribe 
recibe aproximadamente unas 954.465 tone-
ladas anuales, es decir, un 98% de las cargas 
totales de la nación (INVEMAR, 2016). Debido 
a ello, la costa Caribe colombiana es una de las 
zonas que mayor atención requiere en relación 
al manejo de este tipo de sustancias.
Redes neuronales artificiales
Las redes neuronales artificiales, son técnicas 
Las redes neuronales artificiales, son técnicas 
matemáticas que imitan la estructura y com-
portamiento de las redes de neuronas bioló-
gicas (Barthakur et al., 2012). Generalmente, 
una red de neuronas artificiales se encuentra 
conformada por tres estructuras o niveles de 
procesamiento de información denominados 
“capas”. En el primer nivel, la “capa de en-
trada”, se reciben los datos de las distintas 
variables independientes del modelo. En el 
segundo nivel o “capa oculta”, se procesa y 
transfiere la información proveniente de la 
capa de entrada a las capas adyacentes. En 
el último nivel, la “capa de salida”, se generan 
los resultados del modelo (Singh et al., 2009; 
Araghinejad, 2014). Cada una de estas capas 
se encuentra constituida por un conjunto de 
subestructuras denominadas neuronas (Singh 
et al., 2009). Dichas neuronas utilizan un nú-
mero real para la ponderación de los valores 
de entrada denominado “peso”, así como una 
función matemática para la normalización de 
los datos llamada “función de transferencia” 
(Palani et al., 2008).
Para encontrar el patrón que más se ajusta a la 
respuesta deseada, una red neuronal artificial 
lleva a cabo un proceso denominado aprendi-
zaje o entrenamiento. En él, la red identifica 
una combinación óptima de pesos que asegu-
ra que las salidas del modelo sean cercanas 
a las observaciones (Palani et al., 2008). Los 
datos del problema a resolver, que son usados 
durante esta fase se denominan conjunto de 
entrenamiento. En la práctica, junto con este, 
suelen usarse dos conjuntos de datos denomi-
nados conjunto de prueba y conjunto de vali-
dación, los cuales son utilizados para medir el 
desempeño de la red y garantizar que no ha-
yan sobreajustes en las estimaciones (Raoufy 
et al., 2011).
Como parte de su entrenamiento, las RNA 
requieren además que el número de sus ca-
pas ocultas, y la cantidad de neuronas pre-
sentes en ellas, se modifiquen hasta obtener 
una combinación óptima de estas. Debido a 
que en el campo de la modelación neuronal 
no existen reglas estrictas para establecer el 
número adecuado de capas y neuronas en una 
red, usualmente, este proceso es realizado por 
medio de ensayo y error, o según el criterio del 
investigador (Tomenko et al., 2007).
En la práctica, el uso de las RNA ha demos-
trado ser una herramienta útil de estimación 
de la DBO y otros parámetros de calidad del 
agua (Abyaneh, 2014; Emamgholizadeh et al., 
2014). Es por ello que este estudio tiene como 
principales objetivos: (a) elaborar cinco mo-
delos neuronales de DBO con distinto núme-
ro de neuronas; (b) calcular sus respectivos 
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desempeños predictivos por medio de un in-
dicador estadístico; y (c) establecer el modelo 
más adecuado a través de la comparación de 
los valores de este indicador.
2. MATERIALES Y MÉTODOS
Área de estudio
El estudio se llevó a cabo en aguas marinas del 
Departamento de Bolívar (Colombia). La reco-
lección de las muestras de agua fue realizada 
por la Corporación Autónoma Regional del Ca-
nal del Dique (CARDIQUE), en 32 estaciones 
de monitoreo. Estas estaciones se encuentran 
localizadas entre el corregimiento de Gale-
razamba, al norte de Bolívar (10°47’20.19”N 
75°15’50.74”W), y la desembocadura del Caño 
Correa, al sur de la costa de este departamen-
to (10°3’28.52”N 75°27’27.03”W).―La ubi-
cación de las estaciones de calidad del agua 
puede consultarse en CARDIQUE (2017) e IN-
VEMAR (2017)―.
Estimación experimental de las variables
Los parámetros fisicoquímicos usados en 
esta investigación (sólidos suspendidos tota-
les, salinidad, pH, oxígeno disuelto, y DBO) 
fueron registrados por CARDIQUE, entre los 
años 2011 y 2014. La estimación experimen-
tal de éstos se hizo de acuerdo a la Edición 22 
de la guía Standard Methods for the Exami-
nation of Water and Wastewater siguiendo el 
protocolo 4500-O-G método del electrodo de 
membrana para el oxígeno disuelto; el proto-
colo 4500-H-B Método electrométrico para el 
potencial de hidrógeno; el protocolo 2520-B 
Método de conductividad eléctrica para la sa-
linidad; el protocolo 2540-D para los sólidos 
suspendidos totales; y los protocolos 5210-B 
Prueba de DBO 5-días y 4500-O-G, para la 
DBO (APHA, 2005). Un total de 345 registros 
de cada parámetro fueron utilizados para la 
elaboración del modelo.
Elaboración del modelo neuronal de DBO. 
El modelo neuronal para la predicción de la 
demanda bioquímica de oxígeno, se elaboró 
a partir de una red tipo Perceptrón Multica-
pa (PMC) (ver Anexo y Araghinejad (2014)). En 
este, se usó la DBO como variable de salida, 
mientras que el oxígeno disuelto (OD), el po-
tencial de hidrógeno (pH), la salinidad (Sal), 
los sólidos suspendidos totales (SST), y las 
coordenadas geográficas de cada estación de 
monitoreo (Lat―Long), se usaron como entra-
das (Figura 1). La selección de estos paráme-
tros se hizo con base en su influencia sobre el 
proceso de demanda bioquímica de oxígeno y 
teniendo en cuenta la frecuencia con que han 
sido usados en estudios previos (Šiljić et al., 
2016; Meza, 2019). 
Por su parte, el código para el entrenamiento 
del PMC se elaboró a partir del modelo desa-
rrollado por González et al. (2012). En este, el 
PMC es entrenado por medio del número de 
capas ocultas y el número de neuronas ocul-
tas. Además, requiere definir un algoritmo 
para el entrenamiento de la red (que permite 
acelerar el proceso de aprendizaje del PMC), 
un número de épocas (la cantidad de veces 
que el algoritmo de entrenamiento es aplica-
do al conjunto de datos), un indicador de des-
empeño (por medio del cual la red ajusta las 
predicciones a las observaciones), y un mé-
todo para la partición del conjunto de datos 
(división aleatoria, por bloques, intervalos, o 
índices). Este código se encuentra escrito en 
el lenguaje de programación “M” y en él se 
hizo uso de las herramientas disponibles en el 
“Neural Network Toolbox” del software MAT-
LAB® (Beale et al., 2015; Meza, 2019).
En la Tabla 1 se presentan los 5 modelos (o ar-
quitecturas) del perceptrón que fueron usados 
en la investigación. Estos modelos constan de 
entre 2 a 3 capas ocultas, y desde 5 hasta 20 
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neuronas ocultas por capa. En cada modelo, el 
número de neuronas de la capa de entrada (6 
neuronas), correspondió al número de variables 
usadas como entradas. Para su entrenamiento, 
se usó un número de 100 épocas y la suma de 
los errores cuadráticos (SSE) como indicador 
de desempeño. (La función de este último in-
dicador estadístico es distinta a la del indicador 
usado para validar los resultados del modelo. 
Para ello véase el anexo al final del artículo).
Los modelos fueron evaluados por medio del 
algoritmo de Levenberg-Marquardt (ver ane-
xo), el cual, según Zayani et al. (2008), Musta-
fa et al. (2012), Ebtehaj & Bonakdari (2016), y 
Meza (2019), posee un desempeño predictivo 
superior al de otras metodologías de entre-
namiento del PMC y, de acuerdo con Singh et 
al. (2009) y Meza (2019), es el algoritmo más 
adecuado para hacer estimaciones de la DBO. 
Tabla 1. Modelos del Perceptrón multicapa usados en el estudio.
Modelo
Número de neuronas ocultas
Primera capa Segunda capa Tercera capa
Modelo 1 5 5 5
Modelo 2 10 10 10
Modelo 3 20 20 20
Modelo 4 20 10 5
Modelo 5 20 10 ―
Fuente: Autores
Por su parte, el método usado para dividir el 
conjunto de datos fue de tipo aleatorio (divi-
derand). Este último divide el conjunto de ob-
servaciones en cuatro subconjuntos (llamados 
entrenamiento, validación, prueba, y todos los 
datos) y asigna aleatoriamente a cada uno de 
ellos un porcentaje del total de datos (70%, 
15%, 15%, y 100%, respectivamente). 
Figura 1. Representación conceptual de la neurona artificial utilizada en el estudio.
Fuente: Meza (2019).
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ANÁLISIS ESTADÍSTICO
Para poder comprobar la efectividad de cada 
modelo como método de estimación de la DBO, 
fue necesario aplicar un indicador estadístico 
al final de las distintas etapas del aprendizaje. 
Una de las pruebas estadísticas que se usan 
comúnmente en la evaluación del desempeño 
de las redes neuronales artificiales es el coefi-
ciente de correlación (R):
(Ecuación 4)
En la ecuación anterior, n es el número total 
de observaciones; Xi y Yi son los valores ob-
servados y estimados, respectivamente.  e  
son los valores promedio de todas las obser-
vaciones X y estimaciones Y (Abyaneh, 2014). 
Un R igual a 1, indica un ajuste perfecto entre 
los resultados del modelo y los valores de DBO 
observados. Mientras que un R igual a cero, o 
negativo describe una correlación nula entre la 
predicción y la observación de la DBO (Gulyani 
et al., 2015). 
Este indicador de desempeño se encuentra in-
cluido en los códigos del PMC y sus valores 
fueron calculados de manera automática luego 
del entrenamiento. Además, fue usado como 
criterio de comparación de las distintas arqui-
tecturas de la red. El modelo con el cual se 
obtuvieron los valores más altos del coeficien-
te de correlación (calculados de manera simul-
tánea para las cuatro fases del aprendizaje), 
fue elegido como el más adecuado para hacer 
estimaciones de la DBO. 
3. RESULTADOS Y DISCUSIÓN
En la Tabla 2 puede verse que la red Percep-
trón multicapa, entrenada con el algoritmo de 
Levenberg-Marquardt, presentó valores del 
coeficiente de correlación entre 0,716 y 0,953. 
Sus cifras más bajas de R fueron calculadas en 
el modelo 1 (0,830 entrenamiento, 0,716 va-
lidación, y 0,806 todos), y el modelo 2 (0,775 
prueba), mientras que los valores más altos se 
calcularon para todas las etapas de aprendizaje 
del modelo 4 (0,916, 0,907, 0,927, y 0,914), y el 
modelo 3 (0,937, 0,951, 0,953, y 0,941). Debido 
a que este último obtuvo los R más altos de 
todas las simulaciones (en todas sus fases de 
aprendizaje y simultáneamente), fue seleccio-
nado como el modelo más adecuado para cal-
cular la demanda bioquímica de oxígeno.
En la tabla puede verse también que los valo-
res de R se incrementaron gradualmente con 
el aumento en el número de neuronas ocul-
tas (lo cual indicaría una posible influencia de 
la complejidad de la red sobre el desempeño 
predictivo de la misma); sin embargo, este 
comportamiento no se observó durante la fase 
de prueba posiblemente por el uso de la divi-
sión aleatoria del conjunto de datos (Águila-
Martínez, 2017)
Pese a estos óptimos resultados, debe tenerse 
en cuenta que el número de neuronas y capas 
ocultas no guarda relación con la DBO pues, para 
realizar sus cálculos, los modelos neuronales no 
utilizan ecuaciones que describan el proceso de 
demanda bioquímica de oxígeno (Emamgholiza-
deh et al., 2014). En este tipo de modelos, las 
neuronas solo representan un segmento de la 
función matemática que la red construye a par-
tir del conjunto de observaciones.
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Tabla 2. Valores de R para el algoritmo de Levenberg-Marquardt
Algoritmo de Levenberg-Marquardt
Modelo Arquitectura R entrenamiento R validación R prueba R todos
1 5‒5‒5 0,830 0,716 0,805 0,806
2 10‒10‒10 0,861 0,825 0,775 0,845
3 20‒20‒20 0,937 0,951 0,953 0,941
4 20‒10‒5 0,916 0,907 0,927 0,914
5 20‒10 0,863 0,884 0,916 0,874
Fuente: Autores
4. CONCLUSIONES
Se demostró que los modelos elaborados con 
redes neuronales artificiales se pueden usar 
para la estimación de la DBO en aguas ma-
rinas. La red neuronal utilizada en el diseño 
de estos modelos (el Perceptrón multicapa), 
alcanzó un alto desempeño al ser entrenada 
con el algoritmo de Levenberg-Marquardt (R > 
0,9). Al utilizar este último, en conjunto con 60 
neuronas y tres capas ocultas, se obtuvieron 
los desempeños más altos del estudio.
A fin de dar mayor validez a los resultados ob-
tenidos en este estudio, se recomienda llevar 
a cabo investigaciones en otras regiones cos-
teras de Colombia, así como utilizar el modelo 
en situaciones reales (en el cálculo de datos 
faltantes de DBO, por ejemplo). También se 
sugiere que se utilicen bases de datos de ma-
yor tamaño en el desarrollo de nuevos mode-
los, pues esto permite mejorar el desempeño 
predictivo de las RNA.
En la actualidad, las redes neuronales artificia-
les poseen un amplio campo de investigación 
y desarrollo. Este es otro motivo para seguir 
realizando estudios sobre modelación neuro-
nal de la demanda bioquímica de oxígeno. A 
futuro se espera que se puedan usar los mo-
delos neuronales de DBO en tiempo real, y que 
su uso llegue a ser una alternativa a los méto-
dos convencionales de estimación de la DBO. 
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