1. Review of methods and results. The problem to be analysed here, one with a wide range of applications, is to evaluate the roots of an nth order equation a"zn + an_iz"_1 + • • • a^s2 + + a0 ~ 0;
In simplifying the procedure, the transform matrix and the corrections for the root values are derived from the brsets alone. As the convergence speed depends largely on the first good approximations of the root parameters, a system of rules of calculated estimates is established. The resulting procedure is simple and converges rapidly.
The variations of the a,-coefficients are linearly dependent on the increments of the root parameters and vice versa. The matrices of those nth order systems are computed by direct procedures, giving important information about the properties of the root systems with respect to the intended application. A special case of these linear systems is the error relation between the variations of the a,-coefficients and the variations of the root parameters.
Multiple roots represent singularities as the linear relations of the transform matrix cease to be valid. It is shown how the error range of the multiple roots can nevertheless be computed directly, making the case practically identical with that of near multiple roots. Numerical examples illustrate the details and the specific relations in this transition range.
2. Reduction formulae for factorization. A pair of conjugate complex roots p, p', put into factor form as (z + p) = 0, (z -f p') = 0, are composed into the resultant root factor by multiplying (Z + p)(z + p') = Z3 + P\Z + p0 , (2) where pi = p + p', p0 = pp' are real numbers again. Now factor (2) 
The remainder terms b1 , b0 would be zero if factor (2) were already correct; otherwise they can be used to compute corrections for the root parameters p, , p0 to remove the remainder 6, , b0 finally. For numerical computation the a,-coefficients shall be divided by an before being processed; therefore an -b" = 1. The reduction formulae for the i>,-coefficient set are b{ = Pobi+2 Pibi+i -I-o>i t (4) with the remainder coefficients bi = p0b3 -Pib2 + ax , The reduction formulae b, are identical with those of W. E. Milne [5] , but the remainder term b0 in (5') is different, as the term -pibj cannot enter it, b2 being the last term of the quotient.
At first as an approximation for the general case, the correction formulae for the root parameters are deduced for the special case of the lowest of widely separated roots. According to the idea of the Graeffe method, the terms in Eq. (1) higher than z2 can be neglected here:
a2z2 + ajZ + a0 = 0.
When compared with the root factor zJ + piZ -f-p0 , this gives a first approximation for the root parameters Here again the terms higher than b2 are neglected according to the above idea. After simplifying and rearranging one obtains the new remainder z + (pi + bl/b2)z + (po + b0/b2) = 0, which, when compared with the starting root factor, gives the corrections Apo = b0/b2 , Ap, = bjb2 ;
they show a linear interdependence on the bt , b0 . The general form would be Ap0 -koA ka0b01
representing a linear affine relationship with the transform matrix
The formulae are so arranged to conform with the computation forms of Sec. 6 below, embodying the rules of matrix multiplication-column b^0 multiplied by row k0,k0o ; therefore the principal and secondary diagonal of K had to be interchanged.
The special correction formulae (6) with their matrix k -r °K ~ h/b, o J (6') are identical with those of S. N. Lin [6] , but their application is confined to the restricted range of widely separated roots in consequence of the supposition made above.
Having computed the parameters p0 , Pi of the quadratic factor (2), the roots can be resolved by the well-known formula z = -Pi/2 ± (pi/4 -p0)1/2; they may turn out as conjugate complex or real. In this case the two linear real factors (z + p) could be alternately split off from the original equation quite as well. If the degree of the given equation is an odd number, this is even necessary for the one linear factor. Then the above general formulae have to be modified and become the well-known Horner's scheme for real roots Equation (7' ) is plainly identical with Newton's rule for real roots, whereas Eq. (7) is an analogous generalized form. 3. Affinity transform of remainder into root correction. The remainder coefficients £>j , b0 and the corrections Ap0 , Aare interpreted as the components of a vector in 0 rP, Then (0) (1) and (0) (2) are the images of the p0-and praxes respectively, whereby the distance (0) (1) divided by Ap"' is the scale value of p0 ; that of px is obtained correspondingly. The vector (0)0 = -6<0) is hereafter decomposed along the p0-and Pi-axes, and these components ratioed by the scale factors are immediately the wanted corrections Ap0 , Api . Of course these computations are only applicable within the linear range. The analytical form of this approach has some advantages with regard to more general application. For this purpose the increment vectors are referred to the starting point (0)
These increment vectors have to comply with Eq. (7), whereby the Afr-vectors have to be supplemented by a negative sign, as the latter and the zero vector 6(0> are of opposite sign by definition:
Point (1) Apo" = -(*o,A6{" + fcooAO)
> ' (10)
These two pairs of linear equations can be used to compute the two pairs of unknown coefficients k0I , k00 and kn , k10 of the matrix K. According to Cramer's rule
The above determinants have been transformed by mirroring at the diagonal and by interchanging rows. These computations are easily and rather mechanically performed in the special computation form of Sec. 6 below. The above transform matrix j feci fcooI
Ull fcioj for the Ap-corrections (7) is computed by three positions of the remainder bx ,b0. Therefore this approach can be regarded as a generalized adaptation of the Regula Falsi to complex roots. In order to compute the remainder vector 6j , b0 according to Eqs. (4), (5), the co-[Vol. XIII, No. 1 efficients a, and &,■ are arranged in columns, see Fig. 2 . The actual root parameters p0 , Pi are written on a paper strip with reversed sign, multiplied and summed up with the other coefficients by a desk computer with accumulative multiplication according to Milne [5] , as shown in Fig. 2 . This procedure is used in Table 1 and works rather mechanically. The dotted line below i = 2 serves as a reminder that in Eq. (5') for ba the routine term -pxbx must not be included.
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Fia. 2. bi-Paper strip plot 4. General computation procedure with p-traces. The affinity transform of Eqs. (7), (8) should only be applied if the functions 6, , b0 of the remainder vector are sufficiently linear. If this is not yet the case, one starts with some approximate values p0, p,, images the corresponding point into the bi, 60-plane (point 1 in Fig. 3 ) and subsequently additional points 2, 3 for varying p0 but p! = constant. In the bi, i>0-plane they constitute a curve (the p0-trace), possibly showing both considerable curvature and non-uniformity in the p0-scale. In the region of closest proximity to the origin 0 (point 2), one starts During approximation one will reach a region with sufficient linearity (e.g. points 4, 5, 6) . When this happens one should switch over to the affinity transform of Sec. 3, as this assures the most rapid convergence.
As shown in Fig. 3 , the images of the p-coordinate axes (p-traces) may be rotated with reference to the b-axes by any amount and they may have any obliqueness. But the sign of both systems remains the same (right hand system), following at first from Eq. (6) for the limit of widely separated roots, showing that both the p-and b-axes are hereby even coincident and, of course, orthogonal. The other limit is that of multiple roots, where the p-traces coincide with each other, as shown in Sec. 10 below. As all the actual cases lie between these two limits the above statement of the sign invariance of systems is proven. It can be used as a shortcut in selecting the subsequent steps always on the correct side of the p-traces.
5. Shortcut procedure with calculated estimates for the p-steps. For a quick convergence one has to start with a good approximation of the root parameters p0 , Pi , one which already falls into the linearity range of K. A well-known approximation for the lowest and highest root factor exploits the idea of Graeffe's method and neglects alternately the higher and the lower terms of z'; by taking only the first or last three terms of Eq. (1) In numerical computation, the values (13), (14), (15) are compiled in tables (see Estimation Section in Table 1 ). The 2?-Min.-values are then taken as the starting steps in the computation section of the tables; these values are already rather good approximations as proven by experience.
The next step 2 is taken on a p0-trace with a roughly estimated Ap0 ; the 6-remainder vector of step 1 is plotted in a &i , 60-diagram together with a fictitious step o with p0 = 0, pi -0, which gives = ai , b0 = a0 ; the origin is projected on (o 1) as 0', and by linear interpolation one takes roughly Ap0 ~ p0(l 0')/(o 1), including the correct sign (see Fig. 4 ). After having the remainder vector of step 2 subsequently transferred to the diagram, one can already roughly plot a first pair of p0Pi-traces according to Sec. 4, from which the corrections for step 3 can be derived (Fig. 4) . After having thus computed >P. 3 points as preliminary steps near the origin and obviously within the linearity range, the transform matrix K can now be determined (see Table 2 ).
6. Numerical example, convergence number. The above outlined method will be further clarified by means of a numerical example. For convenience of comparison the algebraic equation to be solved is taken from Lin's paper [6] It is assumed that the a,-coefficients are correct to 1/2 unit of the last given digit. Table 1 gives the solution of the lowest root couple (h = 1). P.
-a,- After the lowest root is thus eliminated, the 6,-coefficients of the last step are taken as the a,-coefficients of a new equation whose degree is reduced by two. These new abridged coefficients are again processed according to the outlined method, eliminating the next lowest root. This process is continued, until the last root factor has been extracted.
Obviously the abridged a-coefficients already contain some errors from the former root factors, which reflect again in additional errors of the new root parameters. In fact this error propagation is rather small and may usually be disregarded. But for a closer analysis this influence can be eliminated by going back to the original ^-coefficients for each root factor in a second round, computing the unabridged 6i-sets, if-ma trices and root corrections Ap as above. These results are compiled in Table 3 and moreover are later required for the system analysis of Sec. 8 below. The convergence of the if-steps is very rapid; for example (3k = 0.01 indicates a gain of two digits per step. It is remarkable that these limits are usually reached by means of the first if-matrix, as for example in Table 1 . If this should not happen, however, one has simply to compute the subsequent if-matrix. It is instructive to compare the exact results of Table 3 with those of Lin [6] , according to the simplified form (6'); only the lowest and most separated root couple h -1 has a sufficient overall accordance between the simplified if and the complete form to give convergence. For the other roots the secondary diagonals of if take over in importance, or even the signs of the principal diagonals reverse, thus changing bluntly from convergence to divergence. In order to overcome these difficulties, Lin has to increase the separation of the different roots by supplementary methods, which makes the procedure tedious and the results inaccurate. This lack of convergence is also investigated in a paper by F. B. Hildebrand [7] , 7. Synthetic multiplication.
As a final check all the extracted root factors are multiplied by each other; the resulting coefficients should be identical with the original a<. The computation is compiled in Table 4 and is executed by means of a paper strip plot according to The coefficients aidh and pdki are the matrix elements of the linear systems, and the objective is to compute them numerically. Those matrices are very useful for application, as they give the interdependence between changes of the root parameters or motion characteristics pdk and the physical constants a< of a dynamic system for example.
To deduce the matrix aidk of Eq. (17), the original Eq. (1) is set up with the hth quadratic factor S o<z< = it b,kz'~2(z2 + PuZ + PoO-
The indices i and j have here to be discriminated because they start from different origins. By differentiation of a,-and p0h term by term Thus the matrix elements aidh are identical with the ^-coefficients of Table 3 , only lowered in their degree by 2 and 1 respectively. For completeness the a.^-matrix is compiled in Table 5 .
The matrix elements pdh, of Eq. (18) can now be derived by simply inversing the matrix of Eq. (17) according to the well-known algorithm of Gauss-Cholesky-Banachiewicz [5] and [8] . This has actually been done for this example with sufficient accuracy. But the labor for solving this 8th order system is already rather high; it could be alleviated eventually by using automatic calculating machines, suitable for this type of problem, like that by R. R. M. Mallock [9] .
However, there is another and direct approach to this problem working even more quickly and accurately. The coefficient a{ of Eq. (1) is given an increment A a, = 1. At first its effect blk {, bok, on the remainder vector for the specific root factor h is computed according to the reduction formulae (4), (5) this leads to the formation of the increment vector bdk, for the order i (Table 6 ). Now the values bdk , are built up step by step beginning with i = 0, and one sees that they can be telescoped into one compound for i = 0 to n -1, as in Table 7 ; there is no incre- bdK i has simply to be transformed into the increment vector pdh < by means of the transform matrix K, already compiled in Table 3 for the original a,
symbolizing the matrix multiplication of Eq. (7). The numerical computations are compiled in Table 8 . The reduction formula for the 6-increment number bohi of the remainder b0 is, in analogy to the formula of Table 7 , In the case that the errors e are not equal, it would be quite as easy to sum up the terms of Eqs. (23), (24) with the specific and respective weights. The data required for the numerical computation of the error factors bdK m and pdh m are already contained in Table 8 ; only the columns for those RMS-values have to be completed. Now Table 3 can be supplemented with the numerical values of the b-and p-errors. It is interesting to see how, in the course of the successive steps, the remainder vector bdh finally falls within the range of the bdh-error. From then on, no additional correction Apdk would make sense. It can be seen from Table 3 that the 6rfA-remainders of the last steps are lying just inside the bjj-error range. The p^-errors as established according to Eq. (24) show that the calculated root parameters are correct to the last given digit. 10. Multiple and near multiple roots. Multiple roots offer interesting singularities which are best understood if one studies the transition of near multiple roots to the limit of multiple roots.
After having separated from a given algebraic equation all root factors by the above normal procedures-starting from the lowest and highest root alternately-at last a residual equation remains whose root factors may lie close together. The following quartic equation is given as a numerical example to demonstrate the approach z* + 4.316z3 + 10.035z2 + 11.605z + 7.230 = 0.
In a first step the mean root M according to Sec. 5, Eq. (14) p0 = a\n = +2.689, Pi = 03/2 = +2.158, is taken as a probing factor. The remainder vector , b0 is computed according to the procedure outlined above and results in 61 = -0.000802, b0 = -0.000818. It is already smaller than the last digit of the given a,-coefficients so that the 6-computations have to be made to the 6th digit. If the 6, , 60-remainder lies within the b-error area, the mean root can no longer be dissolved into separate factors, thus constituting physically and practically a double root. To decide this question the remainder vector has been plotted in the 6-chart of Fig. 7 together with the 6-error area pertaining to an error e = ±0.0005 of the a,-coefficients according to Sec. The images of the p-traces in the 6-plane show most impressively the singularity of point M (Fig. 7) . The negative and positive portion of the p0(M)~ and p,(M)-axes respectively fold together mto straight lines touching themselves only in M with an infinitely large curvature instead of intersecting each other as in the normal case. Thus the component rays of Fig. 1 for example become indefinite, and all the procedures based on linear interdependence become inapplicable for this point M. Traces with central symmetry in the p-plane, e.g. the p0 , p^axes through Oj , 02 respectively in Fig. 8 , have identical images in the 6-plane, but with reversed sign. The reason for this singularity is that in the relationship between the b-and p-vector in the neighborhood of M the linear terms are missing, leaving a quadratic form in p0 , p, (7) tend towards zero rendering the transform matrix K indefinite and Ap in Eq. (7) indeterminate. The next problem is to dissolve the mean root into its separate factors. But it can be solved only if the a,-coefficients are known more accurately; it shall be assumed now that they are accurate to the 6th digit beyond the decimal point (e = ±0.0000005). Again the ^-computation procedure is applied. But the shortcut of Sec. 5 has now to be modified for the transition from the singular point M to the linear range of the root point 0 (Fig. 7) . As stated above, the linear terms in the neighborhood of M have vanished. Eq. (25) is simplified for a first rough estimate
where bM ,Pm are the small vectors from M in the b-and p-plane respectively. Considering transitorily for the lower root h = 1 also a step o with p0 = pi = 0, b1 = <n , b0 = a0 and interpolating the vector b (Mo) linearly by the perpendicular 0' from 0 (see Fig. 7 ), one gets a first correction p(ilf2) for the lower root by applying Eq. (26) p
As the next step 2 is planned along a p0-trace, one takes the p0-components instead of the p-vectors as a rough estimate; numerically p(Mo) = -pi1' = -2.689, p(M2) = A p<2) = -0.03, where the superscripts (1) and (2) stand for step 1 and 2 respectively (see Fig. 7 ). The next steps 3 and 4 are taken in a differential form along a p,-and a p0-trace respectively, whereby their directions are estimated according to Sec. 4 and the step increments are derived by logarithmic differentiation of Eq. (26) Ap/pM = Ab/2bM .
A view of Fig. 7 and a check of the convergence number /3 show that the preliminary steps move steadily towards the root point 0. Now the transform matrix Kk can be computed from the last three preliminary steps (h = 1). As a consequence of the excessive curvature around M, the convergence rate is rather slow, and one has to improve K for two steps more. The computation is concluded with step 8, where the 6-remainder drops beyond its error range. The parameters of the higher root h = 2 are identical with the 6,-coefficients of the. last step for h = 1. But as a check these root parameters can also be set into their owns 6,-computation table, and it follows that the 6-remainder is again zero within the calculated error limits. The resulting root parameters and if-matrices are compiled in. Table 9 . Finally those matrices are used to compute the pdh .-increment vectors and thfo Pdk m-error factors. The errors Ap for e = ±0.0000005 are included in Table 9 . For the transform matrix K there exists the following remarkable relation within the computational error limits, as verified by Table 9 K2 = -Klt The above ^-relations can be used either as computation check or as a shortcut for the' computation procedure. At last Fig. 8 is supplemented by the p-error ellipses for the original e = ±0.0005' of the a(-coefficients, in order to compare them with the actual p-error area. Although the linear range is considerably exceeded thereby, the linear error areas still roughly cover the actual area; they will naturally flow into each other as the matrix K tends at M to infinity.
The transition of near multiple into multiple roots can now be clearly seen in Fig. 8 ;; the discreet roots 0i , 02 move simply towards M deforming gradually their error area, until it reaches finally a double symmetric shape with reference to the p0(M)~ and p,(Af)-axes. Physically and practically there is no difference between multiple and near multiple roots, as their large p-error area covers their small variations.
