ABSTRACT. Frequently occurring ice jams often cause concern in northern regions. Breakup timing is directly related to emergency responses preparation and thus its early accurate forecasting is beneficial to ice-related flooding management. The stepwise cluster analysis (SCA) is a non-parameter regression method, which generates a classification tree in the sense of probability through cutting or merging operations according to certain statistic criteria. To enhance SCA's predictive performance, a SCA ensemble (SCAE) method is developed and applied to forecasting of annual river ice breakup dates (BDs). In detail, the SCA is employed as a base model at the lower level while the simple average method is selected as combining models at the upper level. The SCA base models are selected according to different performance selection criteria and searched for further combination. A site on a representative river prone to river ice flooding in Alberta, Canada is selected to demonstrate the effectiveness of the proposed SCAE. The results mainly show that: the SCA base models with multiple combinations of inputs and internal parameters are able to predict the BDs with good performances (the highest average of correlation coefficients for training can be 0.958); the optimal SCA base model has three inputs, which indicates that the temperatures before breakup and just after freeze-up as well as the maximum of water flow in March are relatively important indicators of BD. The optimal SCAE, including base models from different performance selection criteria, has the lowest average of root mean squared error, which improves upon the optimal SCA base model by 25.3%. It indicates the different model selection criteria do improve the diversity and thus further help to improve the performance of ensemble models. This first application of the SCAE to river ice forecasting highlights the possibility of using the ensemble learning paradigm to enhance the SCA. The potential applications of the SCAE to other forecasting problems are expected.
Introduction
Long-term river flow patterns are affected by climate change and anthropogenic stressors (e.g. flow regulation and water usage). As an important annual hydrologic event in each spring, northern river ice breakup occurs due to warming temperatures and rising water flows (Beltaos, 2000; Beltaos and Prowse, 2009) . When break-up conditions favor the development of ice jams, sudden extreme flooding may occur at certain reaches. The river ice break-up forecasting models are useful tools to support flooding management. Among the forecasted variable of interest, breakup timing is directly related to emergency responses preparation and thus its early accurate forecasting is beneficial to ice-related flooding management. Previously, relatively limited data-driven models, such as empirical equations (Gao et al., 2012) , artificial neural networks (Wang et al., 2008; Zhao et al., 2012) and support vector machines (Zhou et al., 2009) were developed for river ice timing forecasting. This is because the river ice forecasting task is a challenge due to the complicated interactions between weather and upstream-downstream river ice conditions Hicks, 2009) . Furthermore, it would be more challenging because of scarce ice data and inherent uncertainty caused by the limited and difficult observation conditions.
The stepwise cluster analysis (SCA) is a non-parameter regression method. In SCA, cutting or merging operations according to certain statistic criteria are implemented to generate a classification tree in the sense of probability. The SCA tree is able to explicitly describe nonlinear relationships among continuous and/or discrete variables. Nevertheless, besides its calculation complexity, the performance of the SCA is sensitive to its inputs and internal parameters; the difference within leaf clusters of a SCA tree is usually not well described. The SCA has been applied to various water resources and environmental management problems, such as urban air quality prediction (Huang, 1992) , lung cancer diagnosis (Ren et al., 1997) , waste treatment process simulation (Sun et al., 2009; Sun et al., 2011) , groundwater bioremediation optimization (Huang et al., 2006; Qin et al., 2007; He et al., 2008b; Wang et al., 2012; Zhao et al., 2017) , open water forecasting (Fan et al., 2015; Li et al., 2015; Han et al., 2016; Zhuang et al., 2016b; Cheng et al., 2016; Fan et al., 2017; ) and climate model downscaling (Wang et al., 2013; Zhuang et al., 2016a; Zhai et al., 2019) . However, few applications of SCA to river ice forecasting are reported. Meanwhile, it has been reported that stacking ensemble learning can improve the overall performance through effective combinations of different base models (Erdal and Karakurt, 2013; Sun and Trevor, 2017; Sun and Trevor, 2018a) . Thus, further improving the accuracy of SCA predictability using the stacking ensemble learning paradigm and its application to river ice forecasting are desired.
The purpose of this study is to develop a method of ensemble learning enhanced stepwise cluster analysis or SCA ensemble (SCAE) and to apply it to river ice breakup date forecasting. It will entail: (i) the SCA with multiple inputs will be developed and selected as base models according to different performance criteria; (ii) the outputs of several SCA base models will be combined as inputs of the SCA ensemble models; and (iii) the proposed SCAE will be applied to a representative site in an unregulated river in Alberta, Canada, where frequent ice-caused flooding is a concern. This study would benefit operational river-ice related flooding management though demonstration of improving the SCA models based on the stacking ensemble learning paradigm.
Methods

Stepwise Cluster Analysis (SCA)
The SCA has the potential to be developed as a forecasting model for river ice break-up dates. From the perspective of SCA, the whole or part of the training set is a single cluster (α), including nα samples, m independent variables (X), and one dependent variable (Y). The cluster α can be cut into two subclusters β and γ (with nβ and nγ samples, respectively). Based on the Wilks' likelihood-ratio criterion, the cutting point is optimal only if the value of Wilks' Λ is minimum (Wilks, 1962) . In the sense of Wilk's likelihood-ratio criterion, the smaller the Λ value, the larger the difference between the sample means of β and γ. Because the Λ is directly associated with the F statistic (Rao, 1952) , the sample averages of the two sub-clusters can be evaluated for significant differences through the F test. Thus, the criteria of cutting (or merging or not) clusters are transformed to making a set of F tests (Rao, 1965; Tatsuoka, 1971) . All sub-clusters derived from the original cluster (α) will enter a set of iterative runs of cutting (or merging) processes until either all hypotheses of further cut (or mergence) operations are rejected or the minimum number of samples (Nmin) within every cluster is satisfied. Once all calculations and tests are completed, a SCA tree can be generated which indicates the training is over.
The SCA is more similar to a model tree, such as a CART regression tree model (Breiman et al., 1984) , instead of clustering algorithms, since the dependent variable (predicted value of interest) should be provided. The final structure of SCA is similar to that a regression tree but with more statistical meanings. The value of the dependent variable at each leaf node is based on a series of splitting rules of independent variables at the branching nodes (De'ath and Fabricius, 2000; Erdal and Karakurt, 2013; Galelli and Castelletti, 2013) . These rules in SCA are based on the Wilk's likelihood-ratio criterion, which is different from the total residual sum square estimation used in the CART. Once the structure of SCA is calibrated by the training set, the values of the independent variables of new samples will be used to determine which leaf node a sample enters. When entering the tree, a new sample (x1, x2, …, xm, y1; y1 is unknown) will finally drop into a leaf cluster which can be neither cut nor merged further. The routes from top to bottom are decided by a comparison between new independent variables (x1, x2, …, xm) and the corresponding threshold at each branching node. The predicted value of y1 will be the average of dependent variables of the training samples in the leaf cluster. Thus, the SCA tree is able to predict new dependent variables once new samples enter the tree. A more detailed description of SCA can be referred to the previous work (Qin et al., 2007 ). An open-source R package (rSCA) is developed for stepwise cluster analysis, which is available without charge at http://cran. rproject.org/package = rSCA .
SCA Ensemble
Ensemble learning is a machine learning paradigm which combines multiple learners to solve the same problem (Dietterich, 2000) . These learners in an ensemble are usually called base learners (models). The generalization ability of an ensemble is usually better than that of a single learner, as long as two necessary conditions of base learners are satisfied: accuracy and diversity. In other words, base learners with more diversity and better accuracy will be beneficial to the performance improvement of the ensemble learning (Polikar, 2006; Wang et al., 2011) . As one of popular ensemble learning methods, stacking involves a higher-level (metalevel) learner (combining model) to combine lower-level (base-level) learners (base model) to achieve greater predictive performance (Wolpert, 1992; Ting and Witten, 1999) . In this sense, stacking is similar to the multiple model combination method (Sun and Trevor, 2018a) . Although stacking is usually employed to combine different-type base learners built by multiple learning algorithms, it can be used to combine same-type base learners with different structures or calibrated parameters as well.
In this study, the SCAE for annual river ice breakup dates has a two-level structure, which includes base and combining models (Figure 1 ). In terms of its functions, the base models link the BDs with their corresponding indicators; the combining models build the relations between the predicted BDs by each base model and the observed BDs. Since the inputs represent different information to be used in the models, the SCA models with different inputs can be developed as base models with performance diversity and proper accuracy. The simple average method (SAM) is selected as the combining model since it is widely used with demonstrated performance improvement and simplicity for implementation. 
Model Development
To determine the structure of a stacking ensemble model, the first step is to develop the set of base-level learners though applying proper learning algorithms based on the original dataset or its subsets; The second step of stacking is to collect both the output of each base learner and the output in the original dataset, and then combine them into a new dataset. In other words, the output of each base learner will be the inputs in the new dataset while the output is the same. The final step is to construct the meta-level learners using the new dataset.
Since most of the prediction models can often encounter the over-fitting problem, separate verification of the validation set can help maintain the generality of the calibrated models. In addition, considering the river ice data set is scarce, the leaveone-out cross validation (LOOCV) is accordingly employed to evaluate the generality of the proposed SCA base models. For the data set with m samples, each SCA base model is calibrated with m -1 samples and validated with 1 sample reserved for each run of LOOCV. The implementation of all m runs ensures all samples be selected in the validation sets once. Similarly, the output of select SCA base models is employed as the inputs of the SAM models The SAM model will be calibrated and validated by the LOOCV as well.
To evaluate the predictive performance of the proposed member and combining models for river ice break-up dates, two performance indices (correlation coefficient (R) and root mean squared error (RMSE)) were selected. The model's performance becomes better with higher R (closer to one) and lower RMSE (closer to zero). The evaluation indices are expressed as follows:
where n is the sample number in the training or validation set, Yj and Ysj are the observed and predicted BDs in the jth sample, respectively; and Y and s Y are the mean of the observed and predicted BDs. In LOOCV, these evaluation indices base on multiple training and validation sets will be averaged to reflect the overall performance of the proposed SCAE methods.
Application
The study area is located at the confluence between the Athabasca and Clearwater Rivers in the town of Fort McMurray in Alberta, Canada (Figure 2 ). The Athabasca River, with its basin covering 95,300 km 2 , is the largest unregulated river in Alberta. It originates in the Columbia Ice Fields and flows 1,231 km across central and northern Alberta before discharging into the Peace-Athabasca delta. Fort Mc-Murray is located approximately 900 river kilometers downstream of the Athabasca River's glacial headwaters. The about 200 km reach upstream of Fort Mc-Murray is characterized by numerous rapids and bed discontinuities (Kowalczyk and Hicks, 2003; Sun et al., 2015) . When river ice breakup occurs, a cascade of small ice jams or ice accumulations in this reach may release and progress downstream. In the 2.5 km reach downstream of the Grant MacEwan Bridge in Fort McMurray, the river widens and forms numerous islands and bars, while the river slope decreases by an order of magnitude (She et al., 2009; Andrishak and Hicks, 2011) . Additionally, the Clear-water River discharges into the Athabasca River at this location. These factors may result in possible ice jam formation during river ice breakup, which increases the flooding risk in the town.
The historical BDs at this location from 1980 to 2015 was collected from the official website of Regional Municipality of Wood Buffalo (http://www.rmwb.ca/). These break-up dates are actually the last date during the breakup process, which implies open channel conditions or minimal ice-related flooding risks at the town. This definition is more meaningful in the viewpoint of emergency management in response to the lasting flooding potential near to and during breakup. Although this definition is used in this study, the first date of breakup processes (i.e. the first significant movement of ice cover) would be another definition elsewhere (Zhao et al., 2010) . Figure 3 shows the distribution of the BDs, which ranges from early April (Julian day: 100) to early May (123). The approximate linear pattern indicates that the BDs follow a normal distribution, which is assumed and required in the SCA model. 
Results Analysis
Selection of Indicators Affecting BDs
Many factors affecting river ice break-up dates include spring surface air temperatures and downstream/upstream river ice conditions (Bieniek et al., 2011; Beltaos and Burrell, 2015; Cooley and Pavelsky, 2016) . These indicators are prescreened as the candidate inputs (independent variables) of the models based on two criteria: both availability before river ice breakup and linear correlation coefficients with BDs. It is noted that although the correlation should be nonlinear in nature, the linear correlation coefficients are still helpful to narrow down the range of these indicators. The select candidate climate and river flow indicators corresponding to BDs are listed in Table 1 
SCA Base Models with the Best Validation Performance (Criterion 1)
The performance of SCA base models depends on adjustment of several factors, which include data quality, combination of input variables, internal configuration parameters (e.g. αcut, αmerge and Nmin), and the data partition strategy. The criteria for cluster analysis are: cutting cluster when p ≤ αcut and merging clusters when p ≥ αmerge, where the p values are significance levels of F-test. Generally, higher αcut (a decreased strictness in the cutting) would result in lower F1 level (more cutting operations). Similarly, higher αmerge (reduced strictness of mergence) would result in higher F2 level (more merging operations). The Nmin also affects the scales of the cluster trees since it is used as one of the ending criteria for training the tree. To identify the optimal structure, multiple combinations of inputs and parameters were testified through the greedy search-based LOOCV method. Based on this method, the maximum number of inputs was searched from 2 to 6; the αcut was searched from 0.01 to 0.05; the αmerge was searched from αcut to 0.05; and the Nmin was searched from 2, 5 and 10. Table 2 lists the representative SCA base models with the best validation performance. All of SCA models have good and diverse performances with different combinations of inputs and internal parameters. In terms of validation performance, the SCA7 with 5 inputs has the lowest RMSEavg, which is considered the optimal SCA base model with the best validation performance. Compared with other base models, the number of inputs in SCA7 is in the middle range. It implies that an optimal combination of inputs may result in better validation performance and structures of the SCA trees. Table 3 lists representative SCA base models with better training and validation performance when the inputs are set from 2 to 7. The base models with diverse performance are selected for the ensemble framework. For the training performance, the indices (Ravg and RMSEavg) for the models in Table  3 range from 0.8284 to 0.9579 and from 1.435 to 2.882, respectively. These indices in Table 3 are larger and lower than those in Table 2 Table 2 ([4.285, 4.534]). As for structure, the SCA base models tend to have higher αcut and αmerge and lower Nmin, which implies more cutting and merging operations during the training process. Additionally, the models with more number of inputs tend to have better training performance. It implies that more complex structures do increase the fitting ability of these models. In contrary, the models in Table 3 with a middle range of inputs (3 and 4) tend to have better validation performance. It indicates that a balanced structure may be more beneficial to the generality of these models. Table 4 shows representative ensemble models with higher performance. These SCA base models are selected with two different criteria (i.e. best validation performance vs. better training and validation performance). The outputs of these base models (y1 to y18) are used as candidate inputs for the ensemble models (SAM). The performance was evaluated through searching all possible combinations of these base models when the input number of the SAM is set from 2 to 5. Through comparing the performance indices, most of these ensemble models generally improve upon the base models in terms of the training performance. The Ravg for most of ensemble models are greater than 0.96 while their RMSEavg are less than 1.6. It is not surprised since the ensemble models include more base models so that the overall structure complexity increases. As for the validation performance, the RMSEavg for all of ensemble models are less than 3.50 which is an obvious improvement since the RMSEavg for all SCA base models are greater than 4.28. It is also noted that enSAM3 (3 base models) to enSAM8 (5 base models) have very similar performance, which indicates the improvement robustness of this stacking ensemble learning paradigm. Among all ensemble models, the enSAM5 (4 inputs: y5, y12, y15 and y17) has the lowest RMSEavg (3.200) for validation and very similar Ravg (0.9643) and RMSE (1.464) for training to other ensemble models. Since it also has a middle range of structure (4 inputs), the enSAM5 is considered the optimal stacking ensemble model. Figure 4 shows the validation performance comparison between the optimal SCA base and ensemble models to further illustrate their ability to predict new samples. The scattered points for the enSAM5 (ensemble model) are generally more aggregated than those for the SCA7 (base model); the difference between the predicted BDs of the SCA7 and the observed BDs is relatively larger in different ranges than those of the enSAM5; the RMSEavg for the enSAM5 (3.200) is much lower than that of the SCA7 (4.285). The differences in scatter plots and performance indices clearly indicate that the former has better validation performance than the latter. In detail, for midrange predictions, the advantages of the enSAM5 over the SCA7 are even more noticeable. For the prediction of higher and lower ranges, both enSAM5 and SCA7 have presented a certain degree of underestimation and overestimation, respectively. The possible reason for the rela tively worse performance of the SCA base model is because the difference within leaf nodes is not handled well, besides the complicated river ice breakup mechanism. Figure 5 presents the tree structure of the optimal SCA base model (SCA7). Although the SCA7 has five inputs (x2, x4, x10, x11, and x15) based on the LOOCV, its final structure calibrated by all years of data only has 3 inputs (x4, x10, and x15). Based on the resulting tree, the BD can be predicted given the inputs of tem-perature and water flow conditions. For example, let x4 = 273 (m 3 /s), x10 = -0.7 (°C), and x15 = 14.0 (°C) as new inputs. To predict the BD, we have: x15 > 12.70 (°C) for the first branch knot so that the sample enters cluster 3 ( Figure 5) ; x10 > -4.40 (°C), so that it enters cluster 7 and merges into cluster 8; x4 > 178.00 (m 3 /s), so that it enters cluster 10 and then merges into cluster 11; x15 < 14.20 (°C), so that it enters cluster 12; x4 ≥ 273 (m 3 /s) so that it enters cluster 15 and finally merges into cluster 16 with a prediction value of 111.00 ± 4.5 (Julian Day). Based on previous SCA studies, the inputs at topper layers have more effects on the output (Sun et al., 2009 ). Thus, the top branch node is the maximum daily temperatures in March (x15), which implies that the temperatures before breakup do affect the BD to a large extent. The x10 (the maximum of daily average temperatures in last December) at the second top layer indicates the temperatures just after freeze-up have certain effects on the BD as well. Finally, the maximum of water flow in March (x4) is also an important indicator of BD. Figure 6 illustrates the tree structures of four SCA base models (SCA5, SCA12, SCA15, and SCA17) within the optimal SCA ensemble model (enSAM5). Noticeably, these four SCA base models have more layers than the optimal SCA base model (SCA7). Compared with the 3 inputs in the SCA7, the SCA5, SCA12, SCA15, SCA17 have four (x2, x10, x11, and x15), three (x6, x10, and x15), five (x1, x2, x5, x11, and x16), and five (x1, x6, x8, x13 , and x15; x2 is not included in the final structure) inputs, respectively. Among these four models, only SCA5 has the same selection criteria as SCA7 since both of them belong to representative base models with the best validation performance (criterion 1); the other models (SCA12, SCA15, and SCA17) are selected due to better training and validation performance (criterion 2). Although the validation performance of SCA7 is the optimal, the training performance of four base models is better. The Ravg of four base models ranges from 0.8831 to 0.9509 while the RMSEavg ranges from 1.551 to 2.399. This indicates that both selection criteria do provide more suitable base models with diverse performance to the framework of the ensemble model and further improve the overall performance.
SCA Base Models with Better Training and Validation Performance (Criterion 2)
SCA Ensemble Models
Comparison between the Optimal SCA Base and Ensemble Models
Discussion
Several types of data-driven models have been applied to BD forecasting. The methods developed in the early stages, such as indicators, correlation, and empirical equations, are difficult to transfer to other sites with different river ice regime (Guo, 2002; Gao et al., 2012) . The multiple linear regression method is often not appropriate since the linear assumption can hardly be met in river ice forecasting problems. Artificial neural networks (ANNs) and support vector machines (SVMs) are well-accepted tools to quantify the complicated nonlinear river ice breakup relations (Wang et al., 2008; Zhou et al., 2009; Zhao et al., 2012) , although these black-box models are relatively difficult to explicitly explain and no statistical meanings can be provided. Compared with these methods, the SCA can establish a nonlinear relation between weather/river indicators and breakup dates, provide significance levels in the cutting or merging steps to control prediction accuracy, and generate the Fgure 6. Structure of optimal SCA ensemble models.
clustering tree structure describing the inherent logic explicitly. However, the SCA does have some limitations. Firstly, the original version of SCA can only be applied to the problem where the dependent variables (output) are normally distributed (Huang, 1992) . If it is not the case, the output should be transformed to a variable with a normal distribution so that the cutting and merging process can be effectively handled based on the Wilk's statistic. This transformation should be two-directional so that the transformed variable can be processed back to the original output of the SCA model in the final stage. If the output or its transformed form cannot fit the normal distribution, the original version of SCA is not recommended for describing the relation. In this case, other statistics for cutting and merging operations should be introduced to handle the specific distribution of the output. Secondly, the training for a SCA model involves a set of iterative runs of cutting (or merging) steps to search for all possible clustering possibilities as well as sorting operations according to multiple independent variables. This calculation process is relatively intensive even for a small data set. The implementtation algorithm of the SCA can be optimized based on careful designs to improve the calculation efficiency. Thirdly, similar to other regression tree models, the SCA cannot distinguish the difference within the leaf node. Fortunately, some algorithms have been developed to build a cluster-wise model for each leaf node (He et al., 2008a) , which is similar to the M5 model (Quinlan, 1992; Wang and Witten, 1997) . Finally, the SCA has a certain ability to filter irrelevant inputs during the training. Overloaded inputs may bring difficulty to the SCA training. Some pre-/post-processing methods or searching algorithms (e.g. genetic algorithm) can also be combined with the SCA to improve its performance (Sun et al., 2011) .
Considering the advantages and limitations of the SCA, the proposed ensemble learning framework (the SCAE) provides an innovate manner to enhance the SCA's ability for forecasting river ice BD through combining multiple SCA models. The SCAE is promising based on the demonstrated predictive performance improvement over the optimal SCA base model. However, the performance improvement is associated with an increase of the overall structure complexity (Sun and Trevor, 2018b) . Introduction of multiple base models may somehow bring difficulties in revealing breakup mechanisms since diverse tree structure based explanations may exist (Sun, 2018) . In terms of the ensemble type, the proposed framework of the SCAE can be categorized as a stacking ensemble. In the future, many other types of ensemble manners, including boosting and bagging (Anctil and Lauzon, 2004; Zaier et al., 2010) , can be further applied to the SCA so that the forecasting performance is expected to be further improved. It is also worthy pointing out that the ensemble learning enhanced SCA has the general applicability to various prediction or forecasting problems.
Conclusions
A method of SCA ensemble (SCAE) is developed and applied to forecasting of annual river ice breakup dates (BDs). The SCA is employed as base models at the lower level while the simple average method (SAM) is selected as combining models at the upper level. Within the two-level structure of the SCAE, the fitting and generality ability of the SCA can be enhanced by the ensemble learning paradigm. The Athabasca River at Fort Mc-Murray in Alberta, Canada is selected as the study area, where frequently occurring ice jams are a concern. The historical breakup data in 1980 ~ 2015 was employed to evaluate the performance of the proposed SCAE. The results mainly show that:(1) the SCA base models with multiple combinations of inputs and internal parameters are able to predict the BDs with good and different performances; (2) the optimal SCA base model has three inputs, which indicates that the temperatures before breakup and just after freeze-up as well as the maximum of water flow in March are relatively important indicators of BD; (3) several SCA base models selected with two criteria, i.e. the best validation performance (criterion 1) versus better training and validation performance (criterion 2), are searched for further combination. The models using criterion 2 tend to have more cutting and merging operations during the training process than those with criterion 1; (4) most of the ensemble models based on the SAM improve upon the base models in terms of both training and validation performance; The optimal stacking ensemble model (enSAM5) has the lowest RMSEavg, which improves upon the optimal SCA base model SCA7 by 25.3 %, (5) the enSAM5 is the average output from four SCA base models, where one base model belongs to criterion 1 and the other three base model belong to criteria 2. It indicates the different model selection criteria do improve the diversity and thus further help to improve the performance of ensemble models. This first application of the SCAE to river ice forecasting highlights the possibility of using the ensemble learning paradigm to enhance the SCA's predictive performance. The potential applications of the SCAE to other forecasting problems are expected.
