Early afterdepolarizations (EADs) are pathological voltage oscillations in cardiomyocytes that 8 have been observed in response to a number of pharmacological agents and disease conditions. 9 Phase-2 EADs consist of small voltage fluctuations that occur during the plateau of an action 10 potential, typically under conditions in which the action potential is elongated. Although a 11 single-cell behavior, EADs can lead to tissue-level arrhythmias, including ventricular tachycar-12 dia. Much is currently known about the biophysical mechanisms (i.e., the roles of ion channels 13 and intracellular Ca 2+ stores) for the various forms of EADs, due partially to the development 14 and analysis of mathematical models. This includes the application of slow/fast analysis, which 15 takes advantage of timescale separation inherent in the system to simplify its analysis. We take 16 this further, using a minimal 3D model to demonstrate that the phase-2 EADs are canards 17 that are formed in the neighborhood of a folded node singularity. This knowledge allows us to 18 determine the number of EADs that can be produced for a given parameter set without per-19 forming computer simulations, and provides guidance on parameter changes that can facilitate 20 or inhibit EAD production. With this approach, we demonstrate why periodic stimulation, 21 as would occur in an intact heart, preferentially facilitates EAD production when applied at 22 * low frequencies,. We also explain the origin of complex alternan dynamics that can occur with 23 intermediate-frequency stimulation, in which varying numbers of EADs are produced with each 24 stimulation. These revelations fall out naturally from an understanding of folded node singu-25 larities, but are hard or impossible to glean from a knowledge of the biophysical mechanism for 26 EADs alone. Therefore, an understanding of the canard mechanism is a useful complement to an 27 understanding of the biophysical mechanism that has been developed over years of experimental 28 and computational investigations. 29 Introduction 31
as the primary mechanism promoting arrhythmias at the tissue level in acquired and congenital long-QT syndromes, including polymorphic ventricular tachycardia and ventricular fibrillation [19, Ventricular cardiomyocytes are, in a physiological setting, subject to periodic stimulation from 81 upstream cardiac cells, originating at the sinoatrial node. Prior experimental and modeling studies 82 have demonstrated that EADs occur more readily at low pacing frequencies than at high frequen-83 cies [2, 24, 33] . At intermediate forcing frequencies the dynamics are very complex, consisting 84 of alternans with varying numbers of EADs at each stimulus, a behavior described as "dynamical 85 chaos" [2, 23] . The primary goal of this article is to provide an understanding for these phenomena. 86 To achieve this, we use the same minimal cardiac action potential model that was developed in 87 [2] and used recently in [31] , and apply a 2-slow/1-fast splitting of the model. We demonstrate 88 that the effects of periodic stimulation of the model cell can be understood precisely using the 89 theory of folded-node singularities. In particular, we show that the number of EADs produced by 90 a stimulus depends on where it injects the trajectory into the so-called "singular funnel", and with 91 this knowledge we demonstrate why low-frequency pacing is expected to yield more EADs than is 92 high-frequency pacing. We also demonstrate the origin of the "dynamical chaos" that occurs at 93 intermediate-frequency pacing. Finally, we demonstrate why drugs that inhibit the opening of K + 94 channels facilitate EADs, and why EADs can be induced by hypokalemia [1, 2, 5] . 95 Model 96 We study a low-dimensional model for the electrical activity in a cardiomyocyte [2], 97 C m dV dt = − (I K + I Ca ) + I sti ,
where I K is a repolarizing K + current, I Ca is a depolarizing Ca 2+ current, and I sti is an external 98 pacmaking stimulus current. We note that (1) excludes the depolarizing Na + current since prior 99 studies have found that it has almost no effect on EADs (since it is inactivated during the plateau 100 of the AP). Here, V is the membrane potential across the cell, n is the activation variable for the 101 K + channels, and h is the inactivation variable for the L-type Ca 2+ channels. The ionic currents 102 are described by
and we set 104
where H(·) is the Heaviside function. That is, the stimulus current provides the system with square 105 wave pulses of 1 ms duration and 40 µA/cm 2 amplitude at a frequency set by the pacing cycle length 106 (PCL). The steady state activation functions are
where x ∈ {m, n}, and the steady state inactivation function is
Standard parameter values are listed in Table 1 ; these have been tuned so that the model (1) 109 periodically produces APs with EADs even in the absence of any stimulus current, as in [2]. these canards are robust in parameters. Finally, we explain why inhibition of K + channels or a 156 hypokalemic environment facilitates EAD production.
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157
The dynamics evolve over multiple timescales
158
A key observation is that the dynamics of the cell evolve over multiple timescales, with slow depo-159 larized/hyperpolarized epochs interspersed with rapid transitions between them. We formally show 160 this multi-timescale structure by introducing dimensionless variables, v and t s , via the rescalings
where k V and k t are reference voltage and timescales, respectively. With these rescalings, the 162 minimal model (1) in the absence of any stimulus becomes
where g u = gu g ref for u ∈ {K, Ca} denotes the dimensionless conductances with reference conductance 0.1 mS/cm 2 . The activation variable, n, for the K + channels is slow with timescale τ n = 80 ms, and 169 the inactivation variable, h, for the L-type Ca 2+ channels is superslow with timescale τ s = 300 ms.
170 Thus, the system (2) is a three-timescale problem.
171
One effective approach to the analysis of multiple-timescale problems, as pioneered in the neu-172 roscience context in [37] , is Geometric Singular Perturbation Theory (GSPT). The idea of GSPT 173 is to decompose a slow/fast system into lower dimensional slow and fast subsystems, analyze these simpler subsystems, and combine their information in order to understand the origin and properties of the dynamics of the original model. However, the GSPT approach is currently limited to 176 two-timescale (i.e., slow/fast) problems. In three-timescale systems such as (2), a choice is usually 177 made: to either group v and n together as 'fast', or to group n and h together as 'slow'.
178
Prior studies of the minimal model chose to group v and n together as fast, whilst using h as Here, we take the alternative approach and treat v as 185 the only fast variable, whilst grouping n and h together as slow. We will show that this 2-slow/1-186 fast approach allows us to predict the maximal number of EADs that can be generated, and explain 187 why the number of EADs changes with the PCL.
188
Underlying geometric structure 189 We now identify the geometric features that organize the EADs and APs. We begin by reformulating
190
(2) in terms of the fast time, t f = 1 ε t s , which gives
System (3) is equivalent to (2) in the sense that solutions of both systems trace out the same 192 paths in the (v, n, h) phase space, just at different speeds. We have seen that the dynamics of (1)
193 alternate between slow and fast epochs. The rapid transitions between depolarized and repolarized phases are approximated by solutions of the 1D fast subsystem
which is the approximation of (2) in which the slow variables move so slowly that they are fixed.
196
(The fast subsystem is obtained by taking the singular limit ε → 0 in (3).) Similarly, the slow 197 depolarized/repolarized segments of the dynamics are approximated by solutions of the 2D slow
which is the approximation of (2) in which the fast voltage variable moves so rapidly that it (i) has 200 already reached steady state and (ii) instantly adjusts to any changes in the slow gating dynamics.
201
(The slow subsystem is obtained by taking the singular limit ε → 0 in (2).) Recall that the idea of 202 GSPT is to analyze the 1D fast and 2D slow subsystems, and combine their information in order 203 to understand the origin and properties of the dynamics in the full 3D system. 204 We begin with linear stability analysis of the 1D fast subsystem (4). The equilibria, S 0 , of (4) 205 form a cubic-shaped surface (in the (v, n, h) space) called the critical manifold
The outer sheets are stable and the middle sheet is unstable; these are separated by curves, L ± , of 207 points corresponding to fold bifurcations of (4)
For the cardiomyocyte model, the fold conditions (7) reduce to a set of lines on S 0 at constant 209 voltage values ( Fig. 2 ; red curves); L + denotes the fold curve at a depolarized voltage level, and 210 L − denotes the fold curve at a hyperpolarized voltage that is the firing threshold. We note that 211 the V -axis is also a fold curve (see 'Folded Node and EAD Dynamics Are Robust' section). From the linear stability analysis, we conclude that most solutions of (4) end up on either the 213 depolarized attracting sheet, S a,+ 0 , or the hyperpolarized attracting sheet, S a,− 0 . Once trajectories 214 reach one of these sheets, the slow dynamics dominate the evolution and the appropriate approxi- For the slow evolution on S 0 , we have differential equations to describe the motions of n and h, 
where h has been replaced by h S (v, n). We stress that (8) is equivalent to (5); we have simply 226 incorporated the restriction to S 0 explicitly by setting h = h S (v, n). In this formulation, it becomes 227 clear that the slow flow is singular along the fold curves, L ± , where ∂f ∂v = 0. To deal with this 228 finite-time blow-up of solutions, we perform the time rescaling dt s = − ∂f ∂v dt d , which transforms the 229 slow system (8) to the desingularized system,
where again, h = h S (v, n). In this setting, the finite-time singularities of (8) along the fold curves 231 have been transformed into nullclines of (9). Since the transformation that led to the desingularized 232 system is phase space-dependent, some care must be taken when comparing trajectories of the 233 desingularized system (9) with those of the true slow subsystem (8). On the attracting sheets,
234
S a,± 0 , the flow of (9) is topologically equivalent to the flow of (8) since ∂f ∂v < 0 (and hence t s and t d 235 have the same sign). On the repelling sheet, S r 0 , the flow of (9) is in the opposite direction to the 236 flow of (8) since ∂f ∂v > 0 (and hence t s and t d have opposite signs).
237
With this relation between the slow and desingularized systems in mind, we now analyze the Table 1 , there is 242 an ordinary singularity on S r 0 ( Fig. 2; cyan marker) , corresponding to a saddle equilibrium. 
Folded singularities correspond to equilibria of (9), however, they are not equilibria of the slow a folded node on L + for the standard parameter set ( Fig. 2 ; green marker).
258
EADs originate from a folded node 259 We now demonstrate the origin of EADs in terms of the geometric structures identified in the 260 prior section 'Underlying geometric structure'. To motivate this, we first take a 1 3 attractor of (1)
261
(without periodic stimulation) and compare it to the critical manifold in the (V, n, h) phase space 262 ( Fig. 3(a) ; magenta curve). The three EADs can be seen as small loops in the magenta trajectory The local twisting of the slow manifolds results in a finite number of intersections between S a,+ ε 286 and S r ε , called maximal canards. For the standard parameter set, we find that there are 5 maximal 287 canards. The outermost, γ 0 , is called the maximal strong canard and is the phase space boundary 288 between those trajectories that exhibit EADs near the folded node and those that do not (Fig. 5) .
289
That is, any solution of the cardiomyocyte model (1) with initial condition to the left of γ 0 in Fig.   290 5 is a regular 1 0 AP (Fig. 5(a) and (d) ; cyan curves). Any solution with initial condition between 291 γ 0 and the secondary maximal canard γ 1 executes 1 EAD in the neighbourhood of the folded node 292 ( Fig. 5(b) and (d) ; beige curves). Any solution with initial condition enclosed by the secondary Given that the EADs arise from canard dynamics due to twisted slow manifolds around a folded 301 node, is it possible to predict the number of maximal canards and associated EADs? The answer is 302 'yes', and it is encoded in the strong and weak eigenvalues, λ s < λ w < 0, of the folded node (when 303 considered as an equilibrium of the desingularized system). Let µ = λw λs denote the eigenvalue ratio. Then, provided ε is sufficiently small and µ √ ε, the maximal number, s max , of EADs around 305 the folded node is
where µ+1 2µ denotes the greatest integer less than or equal to µ+1 2µ [44, 39] . The corresponding 307 number of maximal canards is s max + 1. For the folded node discussed in Figs. 2 -5, we find 308 µ ≈ 0.13 so that the maximal number of EADs that can be observed is s max = 4, and there are 5 309 maximal canards (consistent with Fig. 4 ).
310
Not only does the formula (11) predict the number of EADs, it also predicts how the number 311 of EADs changes with parameters. Bifurcations of maximal canards occur whenever µ −1 passes 312 through an odd integer value [42] . That is, if the system parameters are varied so that µ −1 increases 313 through 3, then s max increases from 1 to 2. If the system parameters are varied so that µ −1 increases 314 through 5, then s max increases from 2 to 3, and so on. Figure 6 : Genericity of canard-induced EADs. The (g K , V K ) parameter plane has been partitioned according to the properties of the folded singularity. Folded nodes and EADs exist in the region enclosed by the blue (µ = 0) curves and the red (µ = 1) curve. Within this region, the maximal number of EADs that can be observed increases as the parameters are moved from the red µ = 1 boundary to the blue µ = 0 boundaries. The two thick arrows indicate possible effects of drugs that reduce the K + current conductance (leftward arrow) or increase the magnitude of the K + Nernst potential (downward arrow).
High-and low-frequency pacing: canard-induced mixed-mode oscillations
Recall that when there is periodic stimulation, I sti , the system entrains to the driving oscillator. 365 For low PCLs (i.e., high-frequency pacing), the attractor is a 1 2 AP with EADs (see Figs. 1(a) and 366 (e)). Using the results of our geometric analysis from the 'EADs Arise From Canard Dynamics' 367 section above, we now deconstruct the 1 2 rhythm (Fig. 7) and find that it consists of 368 (i) canard-induced EADs around the folded node due to twisted slow manifolds,
369
(ii) a fast transition from the depolarized folded node region to the hyperpolarized slow manifold, 370 and 371 (iii) a stimulus-driven transition from the hyperpolarized slow manifold to the depolarized slow 372 manifold.
373
A representative example is shown in Fig. 7 , where we compare the 1 2 attractor to the slow and 374 fast subsystems (panel (a)) and to the twisted slow manifolds (panel (b)). Note in Fig. 7(a) that 375 the weak canard is approximately given by the stable manifold of the (cyan) saddle, and that the 376 EADs are centered on this weak canard (i.e., the weak canard is the axis of rotation). Figure 7 : Geometric mechanism for the stimulus-driven 1 2 attractor Γ (thick black and cyan). Parameters are as in Fig. 1(a) . The periodic stimulus provides the mechanism for returning orbits to the neighbourhood of the 378 folded node. More specifically, the stimulus switches 'on' during the slow hyperpolarized segment 379 of the trajectory. This drives the orbit away from the hyperpolarized sheet before it can reach the 380 lower firing threshold L − . Moreover, the amplitude of the stimulus pulse is large enough that it pushes the orbit past the repelling sheet of the critical manifold and into the basin of attraction of the depolarized sheet, S a,+ ε . The timing of the stimulus is also such that the orbit is injected into 383 the rotational sector enclosed by the maximal canards γ 1 and γ 2 , and hence exhibits 2 EADs. This 384 combination of a local canard mechanism (for the EADs) and a global (stimulus-induced) return 385 mechanism is known as a canard-induced mixed-mode oscillation (MMO) [44] . 386 Similarly, we find that for large PCLs (i.e., low-frequency pacing), the stimulus-driven 1 3 at-387 tractor is a canard-induced MMO with period set by the PCL (see Fig. 1(d) and (e)). The 1 3 388 MMO attractor consists of (local) canard-induced EADs around the folded node combined with a 389 global stimulus-driven return that projects orbits from the hyperpolarized sheet into the rotational 390 sector enclosed by the canards γ 2 and γ 3 (Fig. 8) . Fig. 1(d) . (a) Comparison of Γ with the slow subsystem flow (thin black) and fast subsystem geometric structures in the (V, n) projection. The stimulus (cyan segment) projects the orbit into the funnel of the folded node on the depolarized sheet. (b) The orbit is injected into the rotational sector delimited by the canards γ 2 and γ 3 , and hence exhibits 3 EADs.
Intermediate-frequency pacing: EAD alternans due to reinjection into adjacent rota-392 tional sectors 393 In Fig. 1(e) , we found that there is a band of intermediate pacing frequencies for which the stimulus-394 driven attractor is a 1 2 1 3 alternator (see Fig. 1(b) for a representative time series). We now compare 395 the 1 2 1 3 attractor with the underlying geometric structures of the model cell ( Fig. 9) . As in the 396 low-and high-frequency forcing cases, we find that the 1 2 and 1 3 segments are each canard-induced 397 MMOs. The difference here is that the timing of the stimulus is such that the orbit visits different Figure 9 : Geometric mechanism for stimulus-driven 1 2 1 3 alternans Γ. Parameters are as in Fig. 1(c) . (a) Comparison of Γ with the slow flow (thin black). The stimulus (cyan) projects the orbit into the funnel at different locations, causing Γ to visit different rotational sectors. (b) The orbit alternately enters the rotational sector enclosed by γ 1 and γ 2 (2 EADs), and the rotational sector enclosed by γ 2 and γ 3 (3 EADs).
The 1 2 1 3 alternans attractor, Γ, decomposes as follows. Starting on the hyperpolarized sheet,
MMOs. The variability in the number and magnitude of the EADs is due to the stimulus, which perturbs the orbit away from the hyperpolarized sheet at different locations on each pulse. Let Γ 2 denote the 1 2 segment of Γ, and Γ 3,j , j = 1, 2, 3 denote the 1 3 segments of Γ, i.e., 420 Γ = Γ 2 ∪ Γ 31 ∪ Γ 32 ∪ Γ 33 . Starting with Γ 2 , the stimulus (Fig. 10(c) ; cyan) induces a fast transition 421 to the depolarized sheet close to γ 2 and in the sector between γ 1 and γ 2 ( Fig. 10(b) ), and hence 422 there are 2 EADs. The intrinsic dynamics of the model cell return Γ 2 to S a,− ε where it slowly drifts 423 to smaller n. The next stimulus initiates Γ 31 and causes the orbit to enter the depolarized phase 424 in the rotational sector bound by γ 2 and γ 3 . The additional EAD produced in Γ 31 extends the 425 APD compared to that of Γ 2 (Fig. 10(e) ). As such, the DI of Γ 31 is shorter than that of Γ 2 . This 426 means Γ 32 is initiated on S a,− ε at a larger n value (Fig. 10(c) ), and enters S a,+ ε closer to γ 2 . Since 427 Γ 32 follows γ 2 more closely than Γ 31 , (i) the resulting EADs are larger amplitude ( Fig. 10(d) ), (ii) 428 the APD is longer, and (iii) the DI is shorter. Consequently, Γ 33 is initiated on S a,− ε at a larger n 429 value, enters S a,+ ε closer to γ 2 , and hence exhibits the (i) largest EADs, (ii) longest APD, and (iii) 430 shortest DI.
431
The other complex MMO signatures reported in Fig. 1(e ) emerge by the same mechanism.
