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a b s t r a c t
We study the problem of optimally partitioning scrambled genes of stichotrichous ciliates
into their relevant functional segments, and of aligning scrambled genes with non-
scrambled genes. This problem is significantly more difficult than traditional sequence
alignment due to the patterns that occur in the scrambled genes. Here, a formal model is
created to capture this problem. Then, the inherent complexity of this problem is discussed
using the model. We determine that the problem of determining if there is a solution (an
alignment) which achieves some minimum score is NP-complete.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Stichotrichous ciliates are a group of single-celled eukaryotic organisms with some unique genetic properties. In
particular, they have two different types of nuclei, called themacronucleus and themicronucleus. The macronucleus is used
for day-to-day cell proliferation and growth. In contrast, the micronucleus is functionally inert. But after mating, ciliates
exchange haploid micronuclei and then create a new macronucleus from the genetic material in the newly developed
micronucleus.
This conversion is non-trivial, as the sequence of nucleotides within the two nuclei are substantially different. In the
micronucleus, genes are interrupted by non-coding segments called Internal Eliminated Segments (IESs) that get spliced out
during the process. The segments that remain are calledMacronuclear Destined Segments (MDSs). But the conversion is even
more complex as the MDSs can be out of order in the micronucleus. For example, in a macronuclear gene, there could be
MDSs 1 through 5. In the micronuclear gene, the sequence could instead be 3 − w − 5 − x − 1 − y − 4 − z − 2, where
w, x, y, z are IESs. In addition, MDSs can be inverted. There is also a small sequence (as small as two or three nucleotides
and up to 20 nucleotides) which gets repeated at the end of one MDS and again at the beginning of the next MDS. These are
called pointers. Only one copy of each pointer is retained in the macronucleus. Typically, we refer to a micronuclear gene as
a scrambled gene, and a macronuclear gene as a non-scrambled gene. Please see [1] for a good biological survey of genetic
descrambling.
There have been various hypotheses as to how descrambling occurs [2–4], and also computational models which try to
capture the various biological hypotheses [2,5,6]. Here, we will not attempt to examine or model the molecular process of
descrambling, but instead look at the simplified problem of aligning a scrambled genewith a non-scrambled gene. This does
not attempt to address the problem of how organisms themselves descramble as do the computational models listed above.
In the area of bioinformatics, sequence alignment involves aligning together two or more sequences in such a way that
one can visually and quantitatively determine areas of similarity. When aligning micronuclear and macronuclear genes,
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Fig. 1. At the top we show a valid micronuclear classification γ , and at the bottom a valid macronuclear classification β . Together, this forms a valid
scrambling system. A labelling thenmatches theMDSs from themicronuclear gene onto themacronuclear gene, including the pointers. The three elements
in segβ ∪ startβ ∪ endβ are the three MDSs in the macronuclear gene. Two such adjacent segments overlap via the pointer between them.
the situation is quite a bit more complicated as we cannot simply align the micronuclear genes with macronuclear genes
from left to right. Instead, we must partition both sequences into segments as being either MDS, IES or pointer, and then
give the corresponding mapping between MDSs, before aligning each matching pair of MDSs.
In the past, there has been one paper which provided a script to align macronuclear genes with micronuclear genes.
Their script employed a greedy algorithm which used the BLAST software package [7]. Here, we first translate the problem
of partitioning these sequences and aligning them into a model, called a scrambling system. This allows us to discuss the
problem of constructing alignments and partitioning sequences independently from various algorithms which solves the
problem. We can then discuss questions such as how difficult it is to determine whether or not there is some scrambling
system which achieves some minimal score. We determine that this problem is itself NP-complete and is therefore much
more complex computationally than traditional sequence alignment, which can be constructed optimally in polynomial
time. Therefore, we need to use heuristic speed-ups in order to find alignments. This model also gives a metric where we
can compare various alignments, and indeed, various algorithms which find alignments.
2. Scrambling systems
Before defining scrambling systems, we require a few mathematical definitions.
LetN be the set of positive integers and letN0 be the set of nonnegative integers. LetΣ be a finite alphabet.We denote, by
Σ∗ andΣ+, the sets of all words and non-emptywords, respectively, overΣ .We letλ be the emptyword. For x = a1a2 · · · an
with ak ∈ Σ for all k ∈ {1, . . . , n}, we let, for i, j ∈ {1, . . . , n}, x[i, j] be aiai+1 · · · aj if i ≤ j, and ajaj−1 · · · ai otherwise. Also,
|x| = n which is the length of x. Let x, y ∈ Σ∗. We say x is an infix or subword of y, written x ≤i y, if y = uxv, for some
u, v ∈ Σ∗.
We assume the reader to be familiarwith global sequence alignment and scoring systems such asmatch scores,mismatch
scores and gap penalties. Please see [8] for a comprehensive discussion. We also assume the reader to be familiar with the
basics of complexity theory including NP-completeness [9].
Traditionally, in the literature, MDSs are defined to include the adjacent pointer regions. We would like to identify these
pointer regions in order to categorize each section of a micronuclear gene and macronuclear gene into exactly one type of
region. Hence, we define a reduced MDS, denotedMDS, which contains the MDS, excluding the associated pointer regions.
Then, each position of a micronuclear gene is either part of an IES, anMDS, or a pointer, and is only a part of one such region
(see the top diagram of Fig. 1). Similarly, each position of a macronuclear gene is a part of exactly one of anMDS, or a pointer
(as shown in the bottom diagram of Fig. 1). In general, any macronuclear or micronuclear segment can have its positions
partitioned intoMDS, IES, and pointer sets.
The following definition of amicronuclear classification is any way of partitioning the intervals of a micronuclear segment
into the three categories. There are many possible classifications, with some of better quality than others. This is akin to the
definition of an alignment, which does not necessarily need to be the best possibility.
Definition 2.1. A micronuclear classification of a string s over {A, T , C,G} is a tuple, γ = (MDS, IES, P)where
MDS ⊆ N× N, IES ⊆ N× N, P ⊆ N× N,
and (x, y) ∈ MDS ∪ IES ∪ P implies 1 6 x 6 y 6 |s|, and for each i, 1 6 i 6 |s|, there exists exactly one (x, y) in only one of
MDS, IES, or P such that x 6 i 6 y. We callMDS the set ofMDSs, IES the set of IESs, and P the set of pointers.
We define sets
segγ = {(i, j) | (i, k) ∈ P, (k+ 1, l) ∈ MDS, (l+ 1, j) ∈ P, for some i, k, l, j},
startγ = {(i, j) | (i, k) ∈ MDS, (k+ 1, j) ∈ P, and either i = 1 or i− 1 is not in any interval in P},
endγ = {(i, j) | (i, k) ∈ P, (k+ 1, j) ∈ MDS, and either j = |s| or j+ 1 is not in any interval in P}.
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We say that the micronuclear classification γ is valid if and only if the order of segments follows the regular expression
(λ+ IES) ((segγ + startγ + endγ )IES)∗ (segγ + startγ + endγ + λ),
and also startγ and endγ both contain exactly one element.
Usually we will consider strings s which are micronuclear genes, or gene segments. According to the definition above,
each position i in amicronuclear classification γ is either part of an IES, anMDS, or a pointer segment. Essentially, each pair in
one ofMDS, IES, or P gives the position of that particularMDS, IES, or pointer respectively. The segments in segγ∪startγ∪endγ
follow the traditional notion of MDSs which include adjacent pointers. Those in segγ follow the pattern (P MDS P), while
startγ is the first MDS which does not have a pointer before it, and endγ is the last MDS which does not have a pointer after
it. Then, real micronuclear genes must have exactly one start and end MDS, and must alternate between MDSs and IESs,
enforced by the regular expression. Therefore, we will only be interested in valid micronuclear classifications.
For example, there is a micronuclear classification corresponding to the top diagram of Fig. 1, which has three full MDSs,
one being a start MDS, one being an end MDS, and the other having pointers on both sides. Also, this is a valid micronuclear
classification since the segments alternate between IESs and elements of segγ ∪ startγ ∪ endγ , and startγ and endγ each
contain only one element.
Similarly, we define a classification of a macronuclear segment.
Definition 2.2. A macronuclear classification of a string r over {A, T , C,G} is a tuple, β = (MDS, P)where
MDS ⊆ N× N, P ⊆ N× N,
and (x, y) ∈ MDS ∪ P implies 1 6 x 6 y 6 |r|, and for each i, 1 6 i 6 |r|, there exists exactly one (x, y) in only one ofMDS
or P such that x 6 i 6 y.
We say that β is valid if the order ofMDSs, and pointers follow the regular expression:
MDS(P MDS)+.
Furthermore, we define
startβ = {(1, j) | (1, k) ∈ MDS, (k+ 1, j) ∈ P},
endβ = {(i, j) | (i, k) ∈ P, (k+ 1, j) ∈ MDS, and position j = |r|},
segβ = {(i, j) | (i, k) ∈ P, (k+ 1, l) ∈ MDS, (l+ 1, j) ∈ P, for some i, k, l, j}.
According to the definition above, each position i in a macronuclear classification β is either part of anMDS, or a pointer
segment. Each pair in one ofMDS, or P gives the position of that particularMDS, or pointer respectively. Here, the firstMDS
with the adjacent pointer after is startβ , the lastMDS with the adjacent pointer before is endβ , and the rest of theMDSswith
the adjacent pointers before and after it define the set segβ . The elements of startβ , endβ and segβ correspond biologically to
MDSs, where adjacent MDSs overlap via a pointer.
Now that we have defined classifications for bothmacronuclear andmicronuclear segments, we need to define how they
align with each other. We define a scrambling system, which is composed of both a micronuclear and a macronuclear gene.
Definition 2.3. A scrambling system of strings s and r is a pair, δ = (γ , β), where γ = (MDSγ , IESγ , Pγ ) is a valid
micronuclear classification of s and β = (MDSβ , Pβ) is a valid macronuclear classification of r .
A labelling of δ is a function fδ from segγ ∪ startγ ∪ endγ to segβ ∪ startβ ∪ endβ , where fδ is bijective, and the element of
startγ maps to the element of startβ , and the element of endγ maps to the element of endβ . For such a labelling, the labelled
segment pairs over δ is expressed as
match(δ) = {(x, y, p, q) | fδ(x, y) = (p, q)}.
We say that δ is valid if there exists a labelling.
Intuitively, a scrambling system groups together a micronuclear and a macronuclear classification. Biologically, MDSs
from a micronuclear gene map onto those from a macronuclear gene (and are presumably similar on a sequence level). A
labelling describes thismapping. Indeed itmust be the case that the startMDS from themicronuclear genematches the start
MDS from the macronuclear gene, and similarly for the end MDS. In the example of Fig. 1, the arrows represent matching
MDS pairs as defined by the labelling in which the two MDSs are presumably similar (gaps and mismatches are allowed).
Now that we have formalized a labelling of a valid scrambling system, we can associate a score with each such labelling.
This will allow us to discuss the ‘‘best’’ labelling, compare different labellings of scrambling systems and various algorithms
which align ciliate genes. Essentially it will be the sum of the global sequence alignment scores for each matching segment,
minus a penalty for every MDS, which we will call the MDS penalty. This penalty serves to give preference to longer MDSs
over short MDSs. This is important, as we could have a labelling where we only match short segments (say of length 3)
from the micronuclear gene onto the macronuclear gene. If the micronuclear gene is long enough, these are likely to occur
by chance, and this labelling would get the best score. However, we would prefer to have a fewer number of long MDSs in
this case. The MDS penalty will serve this goal. The gap and mismatch penalties together with the MDS penalty enable to
establish a balance between the allowance of gaps and mismatches, and the length ofMDSs.
The definition below provides a method of calculating the score of a labelling over a valid scrambling system.
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Definition 2.4. Let fδ be a labelling of a valid scrambling system δ = (γ , β), where γ = (MDSγ , IESγ , Pγ ), β = (MDSβ , Pβ)
of strings s and r . Letm be the match score,mm be the mismatch score, g be the gap penalty, and e be the MDS penalty. The
score of the labelling fδ , namedΘfδ is:
Θfδ =
( ∑
(x,y,p,q)∈match(δ)
GSAm,mm,g(x, y, p, q)
)
− e · ∣∣MDSβ ∣∣
where GSAm,mm,g(x, y, p, q) is the maximum score of the global sequence alignment of s[x, y] with r[p, q] and s[x, y] with
r[q, p], wherem is the match score,mm is the mismatch score and g is the gap penalty.
We took the maximum of these two scenarios with r[p, q] and r[q, p] as MDSs can be inverted. That is, one MDS can be
similar to another in reverse.
Thus, each labelling of a valid scrambling system gives a global sequence alignment score between each pair of segments
inmatchδ , and a total score of the entire alignment. Lastly, with the total score, we can attempt to find the best labelling of
a valid scrambling system and its associated score.
Definition 2.5. Let s, r be strings,m the match score,mm the mismatch score, g the gap penalty and e the MDS score. Then
the optimal labelling score is
max{Θfδ | δ = (γ , β) is a valid scrambling system of s, r, and fδ is a labelling of δ}.
An optimal labelling is a labelling fδ and a valid scrambling system which gives this maximum.
Therefore, we are looking to find a labelling and a valid scrambling systemwhich gives a score that is either optimal, or close
to optimal. We do know that there is a labelling of a scrambling system which does achieve the optimal labelling score.
3. Complexity
The goal of this section is to show that the problem of determining whether or not there exists a labelling of a valid
scrambling system with a score of at least l is NP-complete. That is, the problem is to determine if the optimal labelling
score is at least l.
We will start by examining two simplified problems, and will eventually add back in more of the realistic details.
Theorem 3.1. LetΣ be an alphabet consisting of at least four letters. Consider a string s ∈ Σ+, and a set of strings {r1, . . . , rn} ⊆
Σ+. The problem of determining whether
s = u0s1u1s2 · · · un−1snun,
where {r1, . . . , rn} = {s1, . . . , sn} and ui ∈ Σ∗, 0 ≤ i ≤ n is NP-complete.
Proof. Assume without loss of generality, that the alphabetΣ = {0, 1, $, c}.
The problem is in NP as we can guess n positions in s and some ordering i1, . . . , in of the integers 1, . . . , n, and verify that
ri1 , . . . , rin occurs in order, without overlapping, at the consecutive positions. Thus, it suffices to show that the problem is
NP-hard. This part of the proof proceeds in a similar fashion to the proof of NP-completeness of deciding whether there is a
way of scheduling a set of tasks at discrete starting times on one processor [10].
For the reductions, we use a variant of the satisfiability problem [9]. We only consider instances of the problem where
each clause contains at most three literals, and each variable appears once or twice unnegated and once negated in the set
of clauses. The problem of deciding whether there is there a truth assignment for such an instance such that each clause
has at least one true literal is NP-complete. Indeed, it is well known that the restriction of using at most three literals per
clause leaves the problem NP-complete [9]. Moreover, it was shown in [11] that we can additionally restrict each variable
to appear once or twice unnegated and once negated, and the problem is still NP-complete.
Let F be an instance of the satisfiability problemwith X = {x1, . . . , xp} the set of Boolean variables, and C = {c1, . . . , cq}
the set of clauses over X whereby each clause in C has at most three literals, and each variable appears once or twice
unnegated and once negated in the set of clauses.
Let f (y) = {j | literal y is in clause cj}, where y ∈ {x1, x1, . . . , xp, xp}. Then f (y) contains either one or two elements for
each literal y. For an integer j, let jˆ be that number encoded in binary over two of the letters of the alphabet, 0 and 1. Let
1 ≤ i ≤ p, and let pii =
{
0 if |f (xi)| = 1,
1 otherwise,
. Then, if pii = 0, we let yi be such that f (xi) = {yi} and if pii = 1 then we let yi, zi
be such that f (xi) = {yi, zi}. We also let f (xi) = {wi} for each i, 1 ≤ i ≤ p.
Let
s =
x1︷ ︸︸ ︷
$cyˆ1c$1ˆ$(czˆ1c$)pi1 $
x1︷ ︸︸ ︷
$cwˆ1c$1ˆ$ $ · · · $
xp︷ ︸︸ ︷
$cyˆpc$pˆ$(czˆpc$)pip $
xp︷ ︸︸ ︷
$cwˆpc$pˆ$ . (1)
Intuitively, we have a subword (marked by the braces) for each literal. In each such subword, there are two or three segments
separated by $’s. We encode each clause number for which that literal occurs, which could either be one or two for positive
literals, and always one for negative literals.We also encode the variable number associatedwith that literal, either between
the two clause numbers, or after the first if there is only one clause. Each clause number can appear in up to three such
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Fig. 2. Consider the clauses c1 = x1 ∨ x2 ∨ x3, c2 = x1 ∨ x2 ∨ x3, c3 = x1 ∨ x2 . Here, we see that this instance has a satisfying truth assignment if x1 is
false, x2 is false and x3 is true. The boxes represent each position where any of $1ˆ$, $2ˆ$, $3ˆ$ (the variable numbers), and $c1ˆc$, $c2ˆc$, $c3ˆc$ (the clause
numbers) appears. The clear boxes represent subwords matching. If xi is true, then a clear box is placed over $iˆ$ in the xi segment, and if xi is false, then the
clear box is instead placed over $iˆ$ in the xi segment. For clause cj , we place the subword over $cjˆc$ in a section marked by a literal above the overbrace
which is in clause cj and is in the truth assignment.
subwords of s (as there is at most three literals per clause), and each variable number occurs exactly twice, for both the
positive and negative section of that variable.
The set of strings we use as input to the problem is Y = {$ciˆc$, $jˆ$ | 1 ≤ i ≤ q, 1 ≤ j ≤ p}. Thus, we have one string for
each clause, and also one for each variable number.
Intuitively, the string $jˆ$ will match in one of two positions of s depending upon whether xj is evaluated as true or false.
The subword will match in the segment xj if the value is true, and in the segment xj if it is false. When this subwordmatches,
the clause number adjacent to the left, and to the right (if the literal appears in two clauses), cannot match as the $ symbol
will overlap. However, in the segment where $jˆ$ does not match, the clauses can match on both the left and the right. Each
clause number only needs tomatch in one location in order to have a satisfying assignment, and thus if there is one literal y in
the clause that is true, the clause segment can match in the y section without overlapping with a variable number segment.
Fig. 2 shows such an example with a satisfying truth assignment.
We will prove that the instance of satisfiability has a solution if and only if s = u0s1u1s2 · · · un−1snun, where Y =
{s1, . . . , sn} and ui ∈ Σ∗, 0 ≤ i ≤ n.
Assume that F is satisfiable and there is a satisfying truth assignment. As a result, we can rewrite s =
u′0$1ˆ$u
′
1 · · · u′p−1$pˆ$u′p where $iˆ$ matches the second occurrence of $iˆ$ if xi is true and it matches the first occurrence if
xi is false. For each clause ci, 1 ≤ i ≤ q, there must be some literal yi ∈ ci which is in the satisfying truth assignment.
Moreover, if yi = xj (i.e. it is positive), for some j, then $ciˆc$ occurs in the xj section of s, by the construction, and $jˆ$ only
matches in the xj section and thus $ciˆc$ does not overlap. If yi = xj for some j, then $ciˆc$ occurs in the xj section of s, and $jˆ$
matches in the xj section, and thus $ciˆc$ does not overlap. Thus, each of $ciˆc$ can be placed within one of u′0, . . . , u′p such
that none of them overlap. Thus, we can rewrite s = u0s1u1 · · · un−1snun, where Y = {s1, . . . , sn}.
Conversely, assume s = u0s1u1 · · · un−1snun, where Y = {s1, . . . , sn}. Let i1, . . . , ip be those positions in 1 ≤ i1 < i2 <
· · · < ip ≤ n such that sij ∈ {$mˆ$ | 1 ≤ m ≤ p}. Then sij = $jˆ$ by the construction. Let g be a function that maps each
such j to false if it is the first and to true if it is the second. We will show that F has a satisfying truth assignment given by
g . Indeed, for each clause cl, $clˆc$ occurs up to three times in s and exactly once in a position marked by one of s1, . . . , sn.
In that position, it is adjacent to $jˆ$ for some j such that it is adjacent to the second segment where $jˆ$ occurs if xj is in cl,
and adjacent to the first segment where $jˆ$ occurs if xj is in cl. But as one of the $’s between the two overlap, it must be that
the other copy of $jˆ$ is marked by s1, . . . , sn in s (i.e. starts at position ij). Thus, if it appears adjacent to the first copy of $jˆ$,
then necessarily g(j) is true and if it appears adjacent to the second copy of $jˆ$, then g(j) is false. But if it appears adjacent to
the first, then xj is in cl, and if it appears adjacent to the second then xj is in cl. In either case, g(j)must be a satisfiable truth
assignment, and so g must be as well. Hence, F has a satisfiable solution. 
With the previous problem in mind, we create another intermediate problem where we start with only two strings, and
then have some division of the second string into segments akin to MDSs and pointers before matching (exactly) into the
other string.
Definition 3.1 (The Exact Ciliate Alignment Problem). Given an alphabetΣ of size four or more, strings s, r ∈ Σ+ and k ≥ 1,
does there exist
Y = {r1p1, p1r2p2, . . . , pn−2rn−1pn−1, pn−1rn}
with 1 ≤ n ≤ k, ri, pi ∈ Σ+ so that r = r1p1r2 · · · pn−1rn, and a partition of s where s = u0s1u1 · · · snun, for some
ui ∈ Σ∗, 0 ≤ i ≤ n so that Y = {s1, . . . , sn}?
Theorem 3.2. The exact ciliate alignment problem is NP-complete.
Proof. Assume again that our alphabet isΣ = {0, 1, c, $}.
The problem is in NP, as we can guess a partition of r and then proceed with Y as with Theorem 3.1.
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It suffices to verify NP-hardness.We can use the satisfiability problem again, with the same restrictions as in Theorem3.1,
with two additional restrictions. If F is the instance, with variable set X = {x1, . . . , xp} and clauses C = {c1, . . . , cq}, we
assume that the highest indexed variable xp, only occurs in one clause in a positive literal (and only in one clause negated,
as before). It is clear we can impose this restriction without loss of generality by taking an instance with p − 2 variables
and adding in two new variables, xp−1 and xp and new clauses (xp ∨ xp−1) and (xp ∨ xp−1), which leaves the new expression
satisfiable if and only if the original is satisfiable. Moreover, we also can assume without loss of generality that in clause 1,
literal x1 occurs in it, but does not appear in any other clause (positively). This can be done by adding (x1) as clause 1 and
(x1 ∨ x2 ∨ x2) as clause 2 for new variables x1, x2.
We use s as in Eq. (1), except now we know pip = 0, with k = p + q, and we let string r = $1ˆ$2ˆ$ · · · $pˆ$c1ˆc$
c2ˆc$ · · · $cqˆc$. Consider a partition of r where r = r1p1r2 · · · pn−1rn such that 1 ≤ n ≤ k, ri, pi ∈ Σ+, Y = {r1p1,
p1r2p2, . . . , pn−2rn−1pn−1, pn−1rn}.
Consider x = µ$ν ∈ Y , whereµ ends with some character of {0, 1, c} and ν starts with some character of {0, 1, c}. If the
last letter of µ and the first of ν are not c , then x cannot be a subword of s by the construction. Similarly if they are both c.
Suppose x = $pˆ$ν where ν starts with a c. But in s, $pˆ$ then is either the end of s or followed by a second $ since pip = 0, and
thus Y cannot have a solution. Suppose x = µ$c1ˆc$, where µ ends with some character in {0, 1}. But $c1ˆc$ only occurs at
the beginning of s since only x1 occurs in it. Thus, if x = µ$ν$ξ ∈ Y with ν ∈ {0, 1, c}+, then both µ and ξ must be empty.
Suppose there is some segment that contains zero or one $. But then, there must be some segment that contains at least
two $’s, with some letter before the second last $, or some letter after the second one, by the way we picked k, and thus Y
could not have a solution. Thus, every segment in any Y that can have a solution must contain two $’s, and no other letters
to the left of the first, and to the right of the second. That is, Y = {$1ˆ$, . . . , $pˆ$, $c1ˆc$, . . . , $cqˆc$}. But we have already
seen from the proof of Theorem 3.1 that Y is a solution if and only if F is satisfiable. Hence, the problem is NP-hard. 
Next, we incorporate all the information from the labelling of a scrambling system as follows:
Definition 3.2 (The Approximate Ciliate Alignment Problem). Given strings s, r ∈ Σ+, match score m, mismatch score mm,
gap penalty g , MDS score e, and a number l ≥ 0, does there exist a labelling fδ of a valid scrambling system δ of s and r such
thatΘfδ ≥ l?
Theorem 3.3. The approximate ciliate alignment problem is NP-complete.
Proof. This problem is in NP as we can guess amicronuclear andmacronuclear classification, then verify that both are valid,
and that the resulting scrambling system is valid. Then we can guess a labelling and calculate the score of the labelling in
polynomial time as we can calculate the global sequence alignment in polynomial time [8], and verify that it is greater than
or equal to l.
It suffices to verify that the problem is NP-hard. We will do a similar reduction using the satisfiability problem under the
same conditions as Theorem 3.2. For the strings s and r , we make the following changes. First, let t = 4 + max{|iˆ|, |cjˆc| |
1 ≤ i ≤ p, 1 ≤ j ≤ q} and for i, 1 ≤ i ≤ p, let
iˇ =
{
0x iˆ10 where i < p, |0x iˆ10| = t, x ∈ N,
0x iˆ11 where i = p, |0x iˆ11| = t, x ∈ N,
and let
j˜ = 0x jˆ1 where |0x jˆ1| = t − 2, x ∈ N.
Thus, all iˇ and cj˜c are of the same length, iˇ ends with 0 for all i < p, but pˇ ends with 1, the reverse of any of these strings are
themselves not of this form since each iˇ and j˜ starts with at least two 0’s, but the second last character must be 1.
Let
s =
x1︷ ︸︸ ︷
$cy˜1c$1ˇ$(cz˜1c$)pi1 $
x1︷ ︸︸ ︷
$cw˜1c$1ˇ$ $ · · · $
xp︷ ︸︸ ︷
$cy˜pc$pˇ$(cz˜pc$)pip $
xp︷ ︸︸ ︷
$cw˜pc$pˇ$, (2)
where yi, zi, wi, pii are as in the proof of Theorem 3.1,pip = 0, and let r = $1ˇ$ · · · $pˇ$c1˜c$ · · · $cq˜c$. Let r = r1p1r2 · · · pn−1rn
such that ri, pi ∈ Σ+, Y = {r1p1, p1r2p2, . . . , pn−2rn−1pn−1, pn−1rn}. This is exactly as in Theorem 3.2, except with the
padding of each variable using ,ˇ and each clause using ˜ and with the letters mapped to the nucleotides and there is no
restriction on n. Also, we use a match score of 1, a mismatch score and gap penalty of −2|r|, an MDS score of t + 1 and
we set l to be p + q. We will show that F has a solution if and only if there is a labelling of a valid scrambling system with
s, r,m,mm, g, e, l such thatΘfδ ≥ l.
Assume that F has a solution. Then we can rewrite s = u0s1u1 · · · un−1snun, where Y = {s1, . . . , sn} and Y = {$ci˜c$, $jˇ$ |
1 ≤ i ≤ q, 1 ≤ j ≤ p} as with Theorem 3.2. Then there is a micronuclear classification where the IES positions correspond
to the positions of each ui in s, the pointers are the first and last $ for each si except only the second $ of $1ˇ$ is a pointer
and the first $ of $cq˜c$ is a pointer. All remaining regions areMDSs. Indeed, this is a valid micronuclear classification as the
regions must alternate, and ui ∈ Σ+ for 1 ≤ i < n as there is a $ between each section marked by each literal in s. Similarly,
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we can create a valid macronuclear classification of r by making all $’s but the first and last $ pointers, and everything else
MDSs. Grouping these together gives a valid scrambling system, and furthermore, we get a labelling as each segment of Y
maps bijectively onto the si’s. Here, we get a score of Σy∈Y |y| from the global sequence alignment of each word in Y with
the si’s, as we have a match score of 1. From that, we subtract (t + 1)(p + q) from the MDS score and thus Θfδ has a score
of (
∑
y∈Y |y|)− (t + 1)(p+ q) = p+ q.
Assume that there is a valid scrambling system δ = (γ , β), γ = (MDSγ , IESγ , Pγ ) of s, β = (MDSβ , Pβ) of r , a labelling
fδ such thatΘfδ ≥ l.
Let r = r1p1r2 · · · pn−1rn, such that Y = {r1p1, p1r2p2, . . . , pn−2rn−1pn−1, pnrn}. Notice that 0 < l ≤ Θfδ < 2|r| as the
match score is 1 and there is at most 2 points from each letter (if a nucleotide is in a pointer, it could produce 2 matches).
Thus, there cannot be any mismatches or gaps in any of the global alignments. By the same reasoning as in Theorem 3.2,
x = µ$ν$ξ ∈ Y implies µ and ξ are both empty. If x = µ$ν, then the last letter of µ and the first of ν cannot both be c , and
cannot both be in {0, 1}.
The cases that remain are that each x ∈ Y must be in one of the following forms:
1. x = µ$ν, x ≤i pˇ$c1˜c , and µ, ν ∈ {0, 1, c}+,
2. x ∈ {0, 1, c}+,
3. x = $µ,µ ∈ {0, 1, c}+,
4. x = µ$, µ ∈ {0, 1, c}+,
5. x = $µ$, µ ∈ {0, 1, c}+.
Then, for each i, 1 ≤ i < p, either $iˇ$ ∈ X or there exists $y1p1, p1y2p2, . . . , pj−1yj$ ∈ X with j ≥ 2 and
$y1p1y2 · · · pj−1yj$ = $iˇ$ (the reverse of either of these segments do not occur as subword in s).
In the former case the score of themultiple alignment of this sequence with s is t+2 if it occurs in s andwe subtract t+1
from this for each segment due to the MDS score, leaving a score of 1. In the latter case, the combined score of the multiple
sequence alignment of each of these words with s would produce score less than or equal to 2t + 2, minus t + 1 for each
segment from the MDS score, where there are at least 2 segments, leaving a combined score of at most 0. This is similar for
each j, 1 < j ≤ q using $cj˜c$.
Lastly, for p, either one of the cases above applies, or there exists $y1p1, p1y2p2, . . . , pj−1yj$ ∈ X where
$y1p1y2 · · · pj−1yj$ = $pˇ$c1˜c$ and there is a consecutive number of those with $ in the middle (type 1 above). In this case,
j ≥ 3. But, by the construction, 1$c , or c$1 in the reversed case, never occurs as subword of s since pip = 0.
Thus, all words are of the form 2, 3, 4, 5 above. Because the total score is l, all must be of type 5 and it must be that
s = u0s1u1 · · · un−1snun where {s1, . . . , sn} = Y . Then it follows from the proof of Theorem 3.2 that F has a solution. 
4. Conclusion
In this paper, we define a new formal model which captures the problem of partitioning scrambled and non-scrambled
genes into their various functional segments, and then aligning them together. This problem is shown to be inherently
difficult, and is NP-complete in general. This provides evidence that performing such alignments needs to rely on heuristics
such as those used in [7] to perform the alignments.
Our model could also be used as a metric whereby we can assess the quality of various alignments produced within an
algorithm, or even compare different algorithms which find alignments. Furthermore, although our model did not attempt
to model the molecular process of descrambling, the problem’s complexity may shed light on the inherent difficulty of the
biological process.
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