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Abstract
Generalized con%uent Cauchy and Cauchy–Vandermonde matrices are introduced. These two kinds of ma-
trices generalize the ordinary Cauchy and Cauchy–Vandermonde matrices with multiple nodes studied earlier
by various authors. By using displacement structure theory fast inversion formulas for these matrices are
derived. The tangential interpolation interpretations for associated linear systems with such matrices are given.
The fast algorithm for solving this kind of linear systems are also considered.
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1. Introduction
The matrix of the form
C(c; d) =
[
1
ci − dj
]n;k
i; j=1
(1.1)
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is called Cauchy matrix in literature, where all ci and dj are distinct pairwise complex numbers. Let
Vm(c) =


1 c1 · · · cm−11
1 c2 · · · cm−12
...
...
...
1 cn · · · cm−1n

∈C
n×m (1.2)
denote the simple Vandermonde matrix corresponding to c, then the matrix of the form
Cm(c; d) = [C(c; d); Vm(c)] (1.3)
is called Cauchy–Vandermonde (CV , for short) matrix.
Cauchy and Cauchy–Vandermonde matrices are connected with rational interpolation problem
with prescribed poles. For example, for a given array of interpolation data (ci; i), we want to
Fnd a proper rational function f(x) = q(x)=p(x)(deg q(x)¡ degp(x)) with p(x) =
∏k
j=1 (x − dj)
such that f(ci) = i (i = 1; 2; : : : ; n). If let f(x) have a partial fraction decomposition of the form
f(x) =
∑k
j=1 j=(x − dj), then this problem is equivalent to solve the following linear system of
equations:
C(c; d)=  (1.4)
with = (1; : : : ; k)T and = (1; : : : ; n)T.
If f(x) is not proper, then the Euclidean algorithm yields
f(x) =
k∑
j=1
j
x − dj + k+1 + k+2x + · · ·+ k+mx
m−1
and the above interpolation problem is equivalent to solve the linear system
Cm(c; d)=  (1.5)
with = (1; : : : ; k+m)T and  as above.
The Cauchy–Vandermonde matrix possesses an ideal structure, which means that it is also a
CV matrix under permutations of columns and rows, therefore, pivoting technique and recursive
method can be applied to a Cauchy–Vandermonde system. Recursion solution and fast algorithm
for Cauchy–Vandermonde system have been presented in [2,10,17]. The inverse of a Cauchy matrix
is still almost a Cauchy matrix. Moreover, many classical matrices such as Toeplitz, Hankel, and
Toeplitz-plus-Hankel matries, etc., can be transformed into Cauchy-type matrices with the help of
discrete Fourier and real trigonometric (sine, cosine) transformations; see, e.g., [5,6,8].
Most importantly, Cauchy and CV matrices are two important classes of displacement structure
matrices. The concept of displacement structure matrix was Frst introduced by Kailath et al. in [12]
(see also, [11]). It originated from the study of Toeplitz and Hankel matrices. For instance, Toeplitz
matrix is almost invariant under the shifting along the main diagonal. Simply speaking, let F; A be
two given n× n matrices, which usually have simple structure (for example, diagonal or triangular),
the Sylvester-type displacement equation is deFned by
∇{F;A}(R) = FR− RA= GB; (1.6)
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where G is n× r and B is r × n. If rn or independent of n, then R is said to be a displacement
structure matrix with respect to the operator ∇{F;A}(·) deFned by (1.6), r is called the displacement
rank of R and matrix pair {G; B} is called generator of R. For the details of displacement structure
theory we refer the reader to the book of Heinig and Rost [9] and the survey paper of Kailath and
Sayed [13].
It is easily checked that Cauchy matrix C(c; d) deFned as in (1.1) is the unique solution of the
following Sylvester-type matrix equation
∇{D(c);D(d)}(R) = D(c)R− RD(d) =


1
1
...
1

 [1 1 · · · 1]; (1.7)
where D(c) = diag(ci)ni=1 and D(d) = diag(dj)
k
j=1 are the diagonal matrices corresponding to node
sequences c = (c1; : : : ; cn) and d = (d1; : : : ; dk), respectively. Thus, in the sense of displacement
structure theory mentioned above, Cauchy matrix C(c; d) is a displacement structure matrix with
respect to operator ∇{D(c);D(d)}(·) and has displacement rank one.
Cauchy and CV matrices have been generalized in two directions. The Frst one is called Con%uent
Cauchy and Cauchy–Vandermonde matrices in the case of ci and dj having multiple nodes. In detail,
let ci and dj be distinct pairwise for all i = 1; : : : ; p; j = 1; : : : ; q, and have multiplicities i and j,
respectively, the con%uent Cauchy and CV matrices are also denoted by C(c; d) and Cm(c; d) and
deFned as
C(c; d) = (Cij)
p;q
i; j=1; (1.8a)
where
Cij = (Cklij )
i−1; j−1
k=0; l=0 with C
kl
ij =
(
k + l
k
)
(−1)k
(ci − dj)k+l+1 (1.8b)
and
Cm(c; d) = [C(c; d); Vm(c)]; (1.9a)
where Vm(c) is the con%uent Vandermonde matrices corresponding to node sequence c={(ci; i)}pi=1
deFned by
Vm(c) =


Vm(c1)
...
Vm(cp)

 (1.9b)
with
Vm(ci) =
[(
l
k
)
cl−ki
]i−1;m−1
k=0; l=0
: (1.9c)
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Con%uent Cauchy and CV matrices have been studied by various authors. For example, in
[16,15,3,18] inversions, factorizations and Hermite rational interpolation formulas for Con%uent
Cauchy and CV matrices were presented by direct computation method. In [19] by using displace-
ment structure approach the author derived quite naturally the inversion representations and fast
algorithm for these two matrices.
The second extension of Cauchy and CV matrices are called generalized Cauchy and CV matrices.
For two given matrices Z = col(zTi )
n
i=1 and Y = col(y
T
j )
k
j=1, generalized Cauchy matrix is deFned as
C(c; d; Z; Y ) =
(
zTi yj
ci − dj
)n;k
i;j=1
; (1.10)
see, [7]; where zi; yj are column vectors of length r. Henceforth, col(ai)(row(ai)) denotes a column
(row) vector with ai as its components. Generalized Cauchy matrix may be regard as a generalization
of LKoewner matrix of the form
L(c; d; ; ) =
(
i − j
ci − dj
)n;k
i;j=1
=
[
(i 1)(1 − j)T
ci − dj
]n;k
i; j=1
:
If let Z be partitioned into the form as Z=row(Z (l))rl=1 with Z
(l) =col(Z (l)i )
n
i=1, and deFne D(Z
(l))=
diag(Z (l)i )
n
i=1; similarly, Y = row(Y
(l))rl=1 with Z
(l) = col(Y (l)j )
k
j=1 and deFne D(Y
(l)) = diag(Y (l)j )
k
j=1,
then it is not diLcult to verify that a relationship between generalized Cauchy and classical Cauchy
matrices is satisFed:
C(c; d; Z; Y ) =
r∑
l=1
D(Z (l))C(c; d)D(Y (l)): (1.11)
Also, generalized Cauchy matrix is connected with so-called tangential or constrained rational
interpolation with Fxed poles. Indeed, if we construct a vector rational function as following:
f($) =
k∑
j=1
yj
$− dj j; (1.12)
then tangential interpolation problem
zTi f(ci) = i (i = 1; : : : ; n) (1.13)
is equivalent to solve linear system of equations
C(c; d; Z; Y )= ;
where  and  are deFned as in (1.4).
In the present paper, we continue the investigations for Cauchy and CV matrices. We consider
the common generalizations of both con%uent Cauchy and CV and generalized Cauchy and CV
matrices, which are called generalized con%uent Cauchy and CV matrices. We investigate their four
aspects of properties: displacement structure, inversion representation, interpolation interpretation and
fast algorithm. Let us conclude this section by giving an outline of this paper. In Section 2, the
displacement structures, inversion formulas and tangential interpolation interpretations are presented
for generalized con%uent Cauchy and CV matrices. In Section 3, the criteria of invertibility for
Z.-H. Yang / Journal of Computational and Applied Mathematics 154 (2003) 355–371 359
these two matrices are given and in the last Section 4 the fast algorithm for solving associated linear
system is considered.
2. Generalized conuent Cauchy and Cauchy–Vandermonde matrices
In this section, we Frst give the deFnitions of generalized con%uent Cauchy and Cauchy–
Vandermonde matrices. Then we present the displacement structures, inversion formulas and in-
terpolation interpretations for these two matrices.
Let us begin with a few words on our notations, which we shall use throughout the rest of the
paper. Let
c = (c1; : : : ; c1︸ ︷︷ ︸
1
; c2; : : : ; c2︸ ︷︷ ︸
2
; : : : ; cp; : : : ; cp︸ ︷︷ ︸
p
) (2.1)
and
d= (d1; : : : ; d1︸ ︷︷ ︸
1
; d2; : : : ; d2︸ ︷︷ ︸
2
; : : : ; dq; : : : ; dq︸ ︷︷ ︸
q
) (2.2)
be two sequences of interpolation nodes with all ci; dj distinct pairwise and
∑p
i=1 i=n1;
∑q
j=1 j=
n2. Let Z =col(Zi)
p
i=1 ∈Cn1×r with Zi=col(zTik)li−1k=0 and Y =col(Yj)qj=1 ∈Cn2×r with Yj=col(yTjl)j−1l=0
be two Fxed complex matrices, where zik ; yjl ∈Cr for all i; j; k; l. We assume that r is independent
of or very small compared with n1 and n2. Denoted by %=(c; d; Z; Y ) the quadruple of c; d; Z and Y .
Also, let J (c) = diag(J (ci))
p
i=1 be the Jordan canonical form corresponding to c, where J (ci) is the
lower triangular Jordan block of size i × i corresponding to ci. Similarly, J (d) = diag(J (dj))qj=1
is the Jordan canonical form corresponding to d. Lastly, let
Ji =


0 · · · 0 1
... · · · 1 0
0
...
1 0 · · · 0

∈C
i×i (2.3)
be i × i reverse or antiidentity matrix and deFne J1 = diag(Ji)pi=1 ∈Cn1×n1 . Note that
J1J (c)J1 = J (c)T; J T1 = J1; J
2
1 = In1 : (2.4)
In the same way, J2 = diag(Jj)
q
j=1 ∈Cn2×n2 is deFned and we have
J2J (d)J2 = J (d)T; J T2 = J2; J
2
2 = In2 : (2.5)
With the data % we associate two classes of matrices.
Denition 2.1. We call the n1 × n2 block matrix
C(%) = (Cij)
p;q
i; j=1 (2.6)
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generalized con%uent Cauchy matrix corresponding to the data %= (c; d; Z; Y ), where
Cij = (Cik; jl)
i−1; j−1
k=0; l=0 ∈Ci×j
with
Cik; jl =
k∑
(=0
l∑
)=0
zTi; k−(yj; l−)
1
(!)!
9(+)
9$(9*)
[
1
$− *
]
$=ci ;*=dj
=
k∑
(=0
l∑
)=0
zTi; k−(yj; l−)
(
(+ )
(
)
(−1)(
(ci − dj)(+)+1 :
Let now
Vm(c; Z) = [Z; J (c)Z; : : : ; J (c)m−1Z] = col[Zi; J (ci)Zi; : : : ; J (ci)m−1Zi]
p
i=1 (2.7)
for m¿ 1 be the generalized Vandermonde matrices, and Cm = Cm(%) consisting of a Cauchy part
and a Vandermonde part, which are deFned by
C0(%) = C(%); Cm(%) = [C(%); Vm(c; Z)]; C−m(%) =
[
C(%)
Vm(d; Y )T
]
(m¿ 1): (2.8)
Note that Cm(%)∈Cn1×(n2+mr); C−m(%)∈C(n1+mr)×n2 for m¿ 0.
Denition 2.2. The matrices Cm(%) of form (2.8) will be called generalized con%uent Cauchy–
Vandermonde matrices, corresponding to the data %.
The following two remarks are important and easily checked.
Remark 1. In the case when r = 1, Z := z = col(zi)
p
i=1, with zi = [1 0 · · · 0]T ∈Ci , and Y :=
y=col(yj)
q
j=1, with yj=[1 0 · · · 0]T ∈Cj , we obtain the con%uent Cauchy and Cauchy–Vandermonde
matrices deFned as in (1.8a)–(1.8b) and (1.9a)–(1.9c), respectively. Therefore, we may write that
C(c; d) = C(c; d; z; y), Cm(c; d) = Cm(c; d; z; y), and Vm(c) = Vm(c; z) = [z; J (c)z; : : : ; J (c)m−1z].
Remark 2. The transpose of the generalized con%uent CV matrix Cm(%) is given by
Cm(c; d; Z; Y )T =−C−m(d; c;−Y;−Z):
Thus, the transpose of a generalized con%uent CV matrix is also a generalized con%uent CV matrix,
and in many situations it is suLcient to consider one of the cases m¿ 0 and −m¡ 0.
(I) Displacement structure: Firstly, we need the following lemma for the solution of Sylvester
equation.
Lemma 2.3. Suppose that J (!) and J (z) are the m×m and n× n lower triangular Jordan blocks,
respectively, and
, = [,kl]
m−1; n−1
k=0; l=0
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is an m× n matrix and ! 	= z. Then the Sylvester matrix equation
J (!)X − XJ (z)T = , (2.9)
has the unique solution X = (Xkl)
m−1; n−1
k=0; l=0 given by
Xkl =
k∑
(=0
l∑
)=0
,k−(; l−)
(
(+ )
(
)
(−1)(
(!− z)(+)+1 : (2.10)
For the details of the proof of Lemma 2.3 one can refer to [1] or [19]. We note that when ! 	= z
the uniqueness of solution of Eq. (2.9) is a well-known fact, since the spectra of J (!) and J (z)
have no common, and if !; z have negative and positive real parts, respectively, then the solution
of Eq. (2.9) can be explicitly given by
X =−
∫ +∞
0
eJ (!)t,e−J (z)
Tt dt (2.11)
(see, for example, [14, Theorem 12.3.3]). In this case, straight forward calculation shows that the
X in (2.11) is just the same as in Eq. (2.10).
Theorem 2.4. The generalized con>uent Cauchy matrix C(%) de?ned as in De?nition 2.1 is the
unique solution of the Sylvester-type equation
J (c)C(%)− C(%)J (d)T = ZY T: (2.12)
In other words, C(%) has ∇{J (c); J (d)T}(·) displacement rank r and generator {Z; Y T}.
Proof. The uniqueness is an obvious fact, it is suLcient to check that C(%) given in DeFnition 2.1
is the solution of Eq. (2.12). According to the block structures of J (c); J (d) and C(%), Eq. (2.12)
is equivalent to the following systems of equations:
J (ci)Cij − CijJ (dj)T = ZiY Tj (2.13)
for j = 1; : : : ; p and j = 1; : : : ; q. Note that
ZiY Tj = (z
T
i; kyj; l)∈Ci×j :
Then by Lemma 2.3, the unique solution of Eq. (2.13) is given by
Cij = (Cklij )
i−1; j−1
k=0; l=0 ;
where
Cklij =
k∑
(=0
l∑
)=0
zTi; k−(yj; l−)
(
(+ )
(
)
(−1)(
(ci − dj)(+)+1 :
Thus, C(%) = (Cij)
p;q
i; j=1 is just the solution of Eq. (2.13). This completes the proof.
362 Z.-H. Yang / Journal of Computational and Applied Mathematics 154 (2003) 355–371
Theorem 2.5. The generalized con>uent Cauchy–Vandermonde matrix Cm(%) de?ned as in De?-
nition 2.2 satis?es the Sylvester-type equation
J (c)Cm(%)− Cm(%)Jm(d; Y )T = J (c)mZET+; (2.14)
where
Jm(d; Y ) =
[
J (d) YET−
O STm
]
∈C(n2+mr)×(n2+mr); (2.15)
E− = [Ir 0 · · · 0]T ∈Cmr×r ;
E+ = [0 · · · 0 Ir]T ∈C(n2+mr)×r
and
Sm =


0 0 · · · 0
Ir 0 0
...
. . . . . .
...
0 · · · Ir 0

∈C
mr×mr:
In other words, Cm(%) has ∇{J (c); Jm(d;Y )T}(·) displacement rank r and generator {J (c)mZ; ET+}.
Proof. We have
J (c)Cm(%)− Cm(%)Jm(d; Y )T
=[J (c)C(%)− C(%)J (d)T − Vm(c; Z)E−Y T; J (c)Vm(c; Z)− Vm(c; Z)Sm]:
Since Vm(c; Z)E−Y T = ZY T, then by Theorem 2.4, we obtain
Vm(c; Z)E−Y T = J (c)C(%)− C(%)J (d)T: (2.16)
Also,
J (c)Vm(c; Z)− Vm(c; Z)Sm = [0 · · · 0 J (c)mZ]: (2.17)
Combining Eqs. (2.16) and (2.17), the assertion follows immediately.
(II) Inversion formula:
Theorem 2.6. Let C(%) be a generalized con>uent Cauchy matrix de?ned by De?nition 2.1 and
let X =col(Xj)
q
j=1 with Xj =col(x
T
jl)
j−1
l=0 , and W =col(Wi)
p
i=1 with Wi=col(wik)
i−1
k=0 ; xjl; wik ∈Cr , be
the solutions of the following two linear systems of equations:
(C(%)J2)X = Z and W T(J1C(%)) = Y T; (2.18)
respectively. If n1 = n2 and C(%) is nonsingular, then the inverse of C(%) is given by
C(c; d; Z; Y )−1 =−J2C(d; c; X;W )J1: (2.19)
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Proof. Multiplying Eq. (2.12) by C(%)−1 from the left and right, yields
C(%)−1J (c)− J (d)TC(%)−1 = [C(%)−1Z][Y TC(%)−1]:
Hence, by using facts (2.4), (2.5) and Eqs. (2.18), we obtain
J (d)(J1C(%)J2)−1 − (J1C(%)J2)−1J (c)T
=− [J2C(%)−1Z][Y TC(%)−1J1] =−XW T: (2.20)
Then, applying Theorem 2.4 to Eq. (2.20) immediately leads to
(J1C(%)J2)−1 =−C(d; c; X;W )
or equivalently,
C(%)−1 =−J2C(d; c; X;W )J1:
This completes the proof.
Theorem 2.7. Let Cm(%) be a generalized con>uent Cauchy–Vandermonde matrix de?ned by
De?nition 2.2, and let
X =
[
X ′
X ′′
]
=
[
col(col(xTjl)
j−1
l=0 )
q
j=1
col(Xj)mj=1
]
∈C(n2+mr)×r
and
W = col[col(wTik)
i−1
k=0 ]
p
i=1 ∈Cn1×r ;
where xjl; wik ∈Cr (i = 1; : : : ; p; j = 1; : : : ; q) and Xj ∈Cr×r(j = 1; : : : ; m), be the solutions of the
following two linear systems of equations:
Cm(%)X = J (c)mZ and W TCm(%) = ET+; (2.21)
respectively. If n1 = n2 + mr and Cm(%) is nonsingular, then the inverse Cm(%)−1 is given by
Cm(c; d; Z; Y )−1 =
[−J2 O
O H
]
C−m(d; c; J2X ′; J1W )J1; (2.22)
where
H =


−X2 · · · −Xm Ir
... O
−Xm
...
Ir O · · · O

 :
Proof. It follows from Eqs. (2.14) and (2.21) that
Jm(d; Y )TCm(%)−1 − Cm(%)−1J (c) =−[Cm(%)−1J (c)mZ][ET+Cm(%)−1] =−XW T:
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Now let Cm(%)−1 be partitioned into the form
Cm(%)−1 =
[
B′
B′′
]
;
where B′ has size n2 × n1, and B′′ has size mr × n1, then we have
J (d)TB′ − B′J (c) =−X ′W T (2.23)
and
E−Y TB′ + SmB′′ − B′′J (c) =−X ′′W T: (2.24)
Eq. (2.23) can be rewritten as
J (d)(J2B′J1)− (J2B′J1)J (c)T =−(J2X ′)(J1W )T
again by Theorem 2.4 this implies that
(J2B′J1) =−C(d; c; J2X ′; J1W )
or equivalently,
B′ =−J2C(d; c; J2X ′; J1W )J1: (2.25)
Furthermore, Eq. (2.24) implies that
E−Y T(B′J1) + Sm(B′′J1)− (B′′J1)J (c)T =−X ′′(J1W )T: (2.26)
Let us introduce the column vectors Ek = [0; : : : ; 0; Ir ; 0; : : : ; 0]T ∈Cmr×r , where the identity matrix
Ir stands at the kth position, and Bk = ETk (B
′′J1)∈Cr×n1 ; k = 1; : : : ; m. Then Eq. (2.26) gives us a
recursion relation
Bk−1 = BkJ (c)T − Xk(J1W )T; k = 1; : : : ; m: (2.27)
From the second of Eqs. (2.21), we have that W T = ETmB
′′ and thus Bm = W TJ1. Taking this into
account, Eq. (2.27) leads to
B′′J1 =


B1
...
Bm

= HVm(c; J1W )T
or what is the same
B′′ = HVm(c; J1W )TJ1: (2.28)
Combining Eqs. (2.25) and (2.28), the inversion formula (2.22) follows immediately. This completes
the proof.
(III) Interpolation interpretation: Finally, in this section, we give the interpolation interpretations
for a linear system with a generalized con%uent Cauchy and CV coeLcient matrix and for the
fundamental equations (2.18) and (2.21).
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Let = col(j)
q
j=1 with j = col(jl)
j−1
l=0 ; jl ∈C, and deFne vector rational function f($) by
f($) =
q∑
j=1
j−1∑
l=0
l∑
)=0
jl
($− dj))+1 yj;l−); (2.29)
then we have the following:
Theorem 2.8. The vector ∈Cn2 above is a solution of the linear system
C(%)= 
with a given  = col(i)
p
i=1; i = col(ik)
i−1
k=0 ; ik ∈C, if and only if the rational function f($) of
form (2.29) meets the tangential interpolation conditions
k∑
(=0
zTi; k−(
f(()(ci)
(!
= ik
for i = 1; : : : ; p and k = 0; 1; : : : ; i − 1.
Let
=
[
col(col(jl)
j−1
l=0 )
q
j=1
col(q+j)mj=1
]
∈Cn2+mr; (2.30)
where jl ∈C for j = 1; : : : ; q; l = 0; : : : ; j − 1, j ∈Cr for j = q + 1; : : : ; q + m, and deFne vector
rational function f($) by
f($) =
q∑
j=1
j−1∑
l=0
l∑
)=0
jl
($− dj))+1 yj;l−) +
m∑
j=1
q+j$j−1; (2.31)
then we have the interpolation interpretation for linear system with Cm(%) as following.
Theorem 2.9. The vector  de?ned as in (2.30) is a solution of the linear system
Cm(%)= 
with  as in Theorem 2.8, if and only if the function f($) of form (2.31) meets the following
tangential interpolation conditions:
k∑
(=0
zTi; k−(
f(()(ci)
(!
= ik
for i = 1; : : : ; p; k = 0; : : : ; i − 1.
Let us introduce two r × r matrix rational functions as
5($) = Ir −
q∑
j=1
i−1∑
l=0
l∑
)=0
1
($− dj))+1 yj;l−)x
T
j; l−) (2.32)
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and
6($) = Ir +
p∑
i=1
i−1∑
k=0
k∑
(=0
1
($− ci)(+1 wi;k−(z
T
i; k−(; (2.33)
then we obtain the interpolation interpretation for fundamental equations (2.18).
Theorem 2.10. If X and W are the solutions of Eqs. (2.18), then and only then the matrix rational
functions 5($) and 6($) of forms (2.32) and (2.33) meet the homogeneous tangential interpolation
conditions
k∑
(=0
zTi; k−(
5(()(ci)
(!
= 0
for i = 1; : : : ; p; k = 0; : : : ; i − 1; and
l∑
)=0
6())(dj)
)!
yj;l−) = 0
for j = 1; : : : ; q; l= 0; : : : ; j − 1.
Finally, let us construct two r × r matrix rational functions via
5($) = $mIr −
q∑
j=1
j−1∑
l=0
l∑
)=0
1
($− dj))+1 yj;l−)x
T
jl −
m∑
j=1
Xj$j−1 (2.34)
and
6($) =
p∑
i=1
i−1∑
k=0
k∑
(=0
1
($− ci)(+1 wikz
T
i; k−(; (2.35)
then we get the interpolation interpretation for fundamental equations (2.21).
Theorem 2.11. If X and W are the solutions of two equations in (2.21), respectively, then and only
then the matrix rational functions 5($) and 6($) of forms (2.34) and (2.35) meet the homegeneous
tangential interpolation conditions
k∑
(=0
zTi; k−(
5(()(ci)
(!
= 0
for i = 1; : : : ; p; k = 0; : : : ; i − 1; and
l∑
)=0
6())(dj)
)!
yj;l−) = 0
for j = 1; : : : ; q; l= 0; : : : ; j − 1 and, in addition,
(6)j = 0 (j =−1; : : : ; 1− m); (6)−m = Ir;
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where (6)−1; : : : ; (6)−m are the ?rst m Markov parameters of 6($), i.e., 6($)=
∑−∞
j=−1 (6)j$
j is
the Laurent series expansion of 6($) at in?nity.
3. The criteria for invertibility of C () and Cm()
In this section, we discuss the problem of invertibility of the matrices C(%) and Cm(%). Recall
that the pair (J (c); Z) is said to be controllable if and only if the generalized Vandermonde matrix
Vm(c; Z)=[Z; J (c)Z; : : : ; J (c)m−1Z] has full (row) rank for suLciently large m, i.e., rank Vm(c; Z)=n1.
In this case, Vm(c; Z) is right invertible and V Tm(c; Z) is left invertible. We denote by A
−1
R and A
−1
L
the right and left inverses of a matrix A. Given an n× n matrix A and an n× l matrix B the Krylov
matrix K[A; B; k] is meant by the matrix
K[A; B; k] = [B; AB; A2B; : : : ; Ak−1B]; k¿ 1:
Theorem 3.1. Let C = C(%) be given by De?nition 2.1.
(1) If the system
(CJ2)X = Z (3.1)
is solvable and the pair (J (c); Z) is controllable, then C has full row rank and is right
invertible, and for suDciently large k
C−1R =K[J (d)
T + J2XY T; J2X; k][Vk(c; Z)]−1R : (3.2)
(2) If the system
W T(J1C) = Y T (3.3)
is solvable and the pair (J (d); Y ) is controllable, then C has full column rank and is left
invertible, and for suDciently large k
C−1L = [V
T
k (d; Y )]
−1
L :K[J (c)
T − J1WZT; J1W; k]T: (3.4)
(3) C(%) is nonsingular if and only if n1 = n2, one of Eqs. (3.1) and (3.3) is solvable, and the
corresponding pair (J (c); Z) or (J (d); Y ) is controllable.
Proof. (1) Eqs. (2.12) and (3.1) imply that
C · [J (d)T + J2XY T] = J (c)C:
Hence
C · [J (d)T + J2XY T]sJ2X = J (c)sZ (3.5)
for all s= 0; 1; : : : : Thus,
CK[J (d)T + J2XY T; J2X; k] = Vk(c; Z); k¿ 1: (3.6)
Since by assumption Vk(c; Z) has full row rank n1 for suLciently large k, it is right invertible
for such k. According to a well-known fact that rank(AB)6min{rank A; rank B}, (3.6) implies rank
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Vk(c; Z)=n16 rank C6 n1(C ∈Cn1×n2), and therefore rank C=n1 and C has full row rank. Formula
(3.2) follows immediately from Eq. (3.6).
(2) The proof is much the same way as that of (1), since Eq. (3.3) is equivalent to (CTJ1)W =Y .
Assertion (3) follows from (1) and (2).
Theorem 3.2. Assume that m¿ 0. Let Cm = Cm(%) be given by De?nition 2.2.
(1) If the system
CmX = J (c)mZ (3.7)
is solvable and the pair (J (c); J (c)mZ) is controllable, then Cm has full row rank, and for
suDciently large k,
(Cm)−1R =K[Jm(d; Y )
T + XET+; X; k][Vk(c; J
m(c)Z)]−1R ; (3.8)
where Jm(d; Y ) is as in Eq. (2.15).
(2) If the system
W TCm = ET+ (3.9)
is solvable and the pair (J (d); Y ) is controllable, then Cm has full column rank, and for
suDciently large k,
(Cm)−1L =
[
O (V Tk (d; Y ))
−1
L
Jm ⊗ Ir O
]
K[J (c)T −WZTJ T(c)m;W; k + m]T; (3.10)
where Jm = [9i;m+1−j]mi; j=1 is the m× m counteridentity matrix de?ned as in (2.3).
(3) Cm is nonsingular if and only if n1 = n2 +mr, one of Eqs. (3.7) and (3.9) is solvable, and the
corresponding pair (J (c); J (c)mZ) or (J (d); Y ) is controllable.
Proof. (1) Note that Eqs. (2.14) and (3.7) imply that
Cm[Jm(d; Y )T + XET+] = J (c)Cm:
Hence
Cm[Jm(d; Y )T + XET+]
sX = J (c)s+mZ
for all s= 0; 1; 2; : : : : Thus,
CmK[Jm(d; Y )T + XET+; X; k] = Vk(c; J (c)
mZ); k¿ 1: (3.11)
The rest of the proof is the same as that of Theorem 3.1 (1), and obviously Eq. (3.11) implies Eq.
(3.8).
(2) From Eqs. (2.14) and (3.9) we get
CmJm(d; Y )T = [J (c)− J (c)mZW T]Cm:
Hence
ET+J
T
m(d; Y )
s =W T[J (c)− J (c)mZW T]sCm
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for s= 0; 1; : : : : The last equality means that[
O Jm ⊗ Ir
Vk(d; Y )T O
]
=K[J (c)T −WZTJ T(c)m;W; k + m]TCm: (3.12)
By assumption rank Vk(d; Y )T = rank Vk(d; Y ) = n2 for suLciently large k, then V Tk (d; Y ) is left
invertible and thus the left-hand side of Eq. (3.12) has rank n2 + mr, i.e., it has full column rank.
Hence, Cm also has full column rank and is left invertible. According to the facts[
O A
B O
]−1
L
=
[
O B−1L
A−1L O
]
and (Jm ⊗ Ir)−1L = (Jm ⊗ Ir)−1 = Jm ⊗ Ir;
formula (3.10) follows immediately from Eq. (3.12).
Assertion (3) follows from (1) and (2).
4. Fast algorithm for solving associated linear systems of equations
As we have seen in Sections 2 and 3 that we have to solve linear systems of equations with
generalized Cauchy and CV coeLcient matrices [see, Eqs. (2.18) and (2.21)] when we solve rational
tangential interpolation problems and derive their inversion formulas. Since generalized Cauchy and
CV matrices satisfy a class of displacement structure equations [see, Eqs. (2.12) and (2.14)] and
these equations are special cases of the following Sylvester-type displacement equation
∇{:1 ;A1}(R1) = :1R1 − R1A1 = G1B1; (4.1)
where :1 and A1 are two given n × n lower and upper triangular matrices and G1 ∈Cn×r and
B1 ∈Cr×n, we may use the algorithm given in [4] to solve these linear systems. The idea of the
algorithm is to derive quickly the LU factorization by using displacement equations, therefore, which
is a generalized Gaussian elimination. Classical Gaussian elimination deals with directly matrix itself
and its Schur complement recursion, in displacement structure method Schur complement recursion
is replaced by generator recursion. The later method is specially suitable for solving linear systems
of equations with the same coeLcient matrix and diOerent right-hand side vectors.
Lemma 4.1 (Gohberg et al. [4]). Let the matrix
R1 =
[
r1 u1
l1 R
(1)
22
]
satisfy Eq. (4.1). If r1 	= 0, then the Schur complement R2 =R(1)22 − (1=r1)l1u1 satis?es the following
equation:
:2R2 − R2A2 = G2B2; (4.2)
where :2 and A2 are obtained from :1 and A1 by deleting the ?rst row and ?rst column, respec-
tively, and[
O
G2
]
= G1 −
[
1
(1=r1)l1
]
g1; [O B2] = B1 − b1[1 (1=r1)u1]; (4.3)
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where g1 and b1 are the ?rst row of G1 and ?rst column of B1, respectively.
Since R1 has triangular factorization of the form
R1 =
[
r1 u1
l1 R
(1)
22
]
=
[
1 0
1
r1
I
][
r1 u1
0 R2
]
= LU;
then applying Lemma 4.1 we may write down an implementation of LU factorization for R1 as
follows (see, [19]):
1. Compute the Frst row [r1 u1] and Frst column[
r1
l1
]
of R1, respectively, which are equivalent to solving two triangular linear systems
[r1 u1](w11I − A1) = g1B1; (:1 − a11I)
[
r1
l1
]
= G1b1;
(w11 and a11 are the (1; 1) entries of :1 and A1, respectively).
2. Write down the Frst column[
1
1
r1
]
of L and Frst row [r1 u1] of U ;
3. Compute the generator {G2; B2} for the Schur complement R2 by using (4.3);
4. Repeat the procedures 1–3 for displacement Eq. (3.2) R2 satisfying.
The overall complexity of the above algorithm is O(n2) arithmetic operations, therefore it is a
fast algorithm. Finally, we point out that we may also consider block LU factorization when c or d
has multiple nodes. In this case, the Frst step of the above algorithm is modiFed to solve two block
triangular linear systems, accordingly the second step is modiFed to write down the Frst m columns
of L and Frst m rows of U .
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