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Abstract
We analyze initial-boundary value problems for an integrable generalization of
the nonlinear Schro¨dinger equation formulated on the half-line. In particular, we
investigate the so-called linearizable boundary conditions, which in this case are
of Robin type. Furthermore, we use a particular solution to verify explicitly all
the steps needed for the solution of a well-posed problem.
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1 Introduction
A novel integrable generalization of the KdV equation, the so-called Camassa-Holm
equation, was derived from mathematical and physical considerations in [14] and [2]
respectively (see also [13]). The following analogous integrable nonlinear equation
associated with the nonlinear Schro¨dinger (NLS) equation was derived in [4]:
(1.1a) iut − νutx + γuxx + σ|u|2(u+ iνux) = 0, σ = ±1,
where u(x, t) is a complex-valued function and γ and ν are real constants. The initial
value problem of equation (1.1a) was analyzed in [15].
Replacing u(x, t) by u(−x, t) in (1.1a) if necessary, we can assume that γ/ν > 0.
Then the gauge transformation u→√γ/ν3 exp(ix/ν)u transforms (1.1a) into
utx +
γ
ν3
u− 2iγ
ν2
ux − γ
ν
uxx − iγ
ν3
σ|u|2ux = 0.
For simplicity we set γ = ν = −σ = 1 in the rest of this paper and consider the
equation
(1.1b) utx + u− 2iux − uxx + i|u|2ux = 0.
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In this paper: (a) We study equation (1.1b) on the half-line by employing the
formalism of [5] (see also [6, 12]). (b) We solve explicitly some concrete initial-
boundary value (IBV) problems corresponding to the so-called linearizable boundary
conditions.
Regarding (a) we note that the formalism of [5] expresses the solution of an
IBV problem on the half-line in terms of the solution of a matrix-valued Riemann-
Hilbert (RH) problem, which has jump matrices with an explicit exponential (x, t)
dependence and which are defined in terms of the so-called spectral functions denoted
by {a(ζ), b(ζ), A(ζ), B(ζ)}. The functions a(ζ) and b(ζ) can be defined in terms of
the initial data u0(x) via a linear Volterra integral equation, whereas the functions
A(ζ) and B(ζ) can be defined in terms of the boundary values u(0, t) and ux(0, t) also
via a linear Volterra integral equation. However, for a well-posed problem only one
of the functions u(0, t) and ux(0, t) (or their combination) is prescribed as boundary
conditions. Thus, in order to compute A(ζ) and B(ζ), one must first characterize
the unknown boundary values in terms of the given boundary data and of u0(x).
Unfortunately, the solution of this problem, which makes crucial use of the so-called
global relation, involves a nonlinear Volterra integral equation [1, 8]. In spite of this
difficulty, the above formulation does yield essential information about the solution,
such as its long time behavior [9, 10, 11].
Regarding (b) we note that there exists a particular class of boundary conditions,
called linearizable, for which it is possible to bypass the difficulty of computing the
unknown boundary values. In this case, it is possible to express directly A(ζ) and
B(ζ) in terms of a(ζ) and b(ζ) and the given boundary data. Thus the relevant
formalism, which was developed in [6], is as effective as the usual inverse scattering
transform formalism.
Expressions relating A(ζ) and B(ζ) to a(ζ) and b(ζ) for several linearizable bound-
ary value problems have been presented in several papers, see for example [6, 7, 12].
However, to the best of our knowledge, the relevant formalism has never been imple-
mented explicitly. Here we will present examples of an explicit implementation. In
particular, it will be shown in section 5 that the following class of boundary conditions
is linearizable:
(1.2) ux(0, t) = u(0, t)eiα, α ∈ R.
It was shown in [15] that on the full line there exists a four-parameter family of
one-soliton solutions. Let u0(x) = u(x, 0), x > 0, be the restriction of a one-soliton
solution to x > 0 at t = 0. Then, u(x, t), x > 0, provides the solution of the IBV
problem with initial data u0(x) and boundary values u(0, t) and ux(0, t). It turns out
that a three-parameter subfamily of the one-soliton solutions, which will be denoted
by us(x, t), satisfy a linearizable boundary condition. In particular, the following
initial and boundary conditions define a linearizable IBV problem:
(1.3) us0(x) = F (x; γ, x0,Σ0), x > 0, u
s
x(0, t) = e
iαus(0, t), t > 0,
where the function F defined by
(1.4) F (x; γ, x0,Σ0) = −2i
√
2e(x−x0) sin γ−i(γ+2Σ0−x cos γ) sin γ
eiγ + e2(x−x0) sin γ
,
2
depends on the three parameters γ ∈ (0, pi), x0 ∈ R, Σ0 ∈ R, and eiα is defined by
(1.5) eiα = i cos
(
1
2
(γ + 2ix0 sin γ)
)
sec
(
1
2
(γ − 2ix0 sin γ)
)
.
In section 6 we will consider the spectral analysis of the Lax pair equations associated
with us(x, t). Using the standard inverse scattering method it is straightforward to
determine the eigenfunctions and scattering data on the full line corresponding to
us(x, t). By relating the Lax pair of the full-line problem to the one of the half-line
problem, we can obtain the eigenfunction µ3(x, t, ζ) needed for the half-line formula-
tion (µ3 is defined by integrating from x = ∞, just like one of the eigenfunctions in
the spectral analysis on the line). Then, by evaluating µ3(x, t, ζ) at x = t = 0, we can
find explicit expressions for the spectral functions a(ζ) and b(ζ). In the problem on
the line the zeros of the spectral function a(ζ) are directly linked to solitons, and for
a pure soliton solution b(ζ) vanishes identically. This is not the case for the half-line
problem. Nevertheless, we find that as the location of the center-of-mass of the initial
data us(x, 0) approaches infinity, the zeros of a(ζ) approach the corresponding zeros
for the problem on the line and b(ζ)→ 0. This is consistent with the fact that in this
limit the boundary should have no effect on the formulation of the problem.
In sections 7 and 8 we analyze the particular case of
γ =
pi
2
, x0 = 0, Σ0 = 0.
The particular solution obtained for these parameter values, which will be denoted
by up(x, t), satisfies the following initial and boundary conditions:
up0(x) = −
2
√
2ex
i+ e2x
, x > 0, upx(0, t) = iu
p(0, t), t > 0.
In section 7 we compute explicitly all eigenfunctions µj(x, t, ζ), j = 1, 2, 3, needed
for the formulation of the basic RH problem, as well as the spectral functions a(ζ),
b(ζ), A(ζ), B(ζ). We then state the RH problem for M and verify by direct computa-
tion that M satisfies the correct jump and residue conditions. In section 8, we apply
the general formalism developed for linearizable boundary conditions and show that
it reconstructs the solution
(1.6) up(x, t) = −2
√
2e2it+x
i+ e2x
.
In the case of the half-line, it is not the zeros of a(ζ) that are linked to solitons
but the zeros of another function, denoted by d(ζ), whose definition involves all the
spectral functions a(ζ), b(ζ), A(ζ), and B(ζ) (see equation (2.30) below). In the
linearizable case, d(ζ) can be effectively replaced by another function D(ζ) whose
definition involves only a(ζ) and b(ζ). We verify for our example that in the long
time asymptotics, the zeros of D(ζ) indeed correspond to the one-soliton (1.6).
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2 Spectral analysis
2.1 A Lax pair
Let
(2.1) U(x, t) =
(
0 u(x, t)
v(x, t) 0
)
, σ3 =
(
1 0
0 −1
)
, η = ζ − 1
2ζ
, v = u¯.
Equation (1.1b) is the condition of compatibility of
(2.2)
{
ψx + iζ2σ3ψ = ζUxψ,
ψt + iη2σ3ψ =
(
ζUx − i2σ3U2 + i2ζσ3U
)
ψ,
where ψ(x, t, ζ) is a 2× 2 matrix valued function and ζ ∈ C is a spectral parameter.
Starting with this Lax pair and following steps similar to the ones used in [15] (where
now we integrate with respect to x starting from x = 0 instead of x = −∞) we find
that in order to have a function satisfying, within its region of boundedness,
(2.3) µ = I +O
(
1
ζ
)
, ζ →∞,
we make the substitution
(2.4) ψ(x, t, ζ) = ei
R (x,t)
(0,0)
∆σ3µ(x, t, ζ)e−i
R (∞,0)
(0,0)
∆σ3e−i(ζ
2x+η2t)σ3 ,
where ∆ is the closed real-valued one-form
(2.5) ∆(x, t) =
1
2
uxvxdx+
1
2
(uxvx − uv)dt.
The function µ satisfies the following Lax pair:
(2.6)
{
µx + iζ2[σ3, µ] = V1µ,
µt + iη2[σ3, µ] = V2µ,
where the matrices V1 and V2 are defined by
V1 =
 − i2uxvx ζuxe−2i R (x,t)(0,0) ∆
ζvxe
2i
R (x,t)
(0,0)
∆ i
2uxvx
 ,(2.7)
V2 =
 − i2uxvx (ζux + i2ζu) e−2i R (x,t)(0,0) ∆(
ζvx − i2ζ v
)
e
2i
R (x,t)
(0,0)
∆ i
2uxvx
 .(2.8)
Equation (2.6) can be written as the following single equation:
(2.9) d
(
ei(ζ
2x+η2t)σˆ3µ(x, t, ζ)
)
= W (x, t, ζ),
where
W (x, t, ζ) = ei(ζ
2x+η2t)σˆ3 (V1(x, t, ζ)dx+ V2(x, t, ζ)dt)µ(x, t, ζ)
and σˆ3 acts on a 2× 2 matrix A by σˆ3A = [σ3, A].
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Figure 2.1 The contours of integration used for the definition of the solutions µ1,
µ2 and µ3 of (2.10).
2.2 Bounded and analytic eigenfunctions
Let equation (2.9) be valid for
0 < x <∞, 0 < t < T,
where T ≤ ∞ is a given positive constant; unless otherwise stated, we suppose that
T < ∞. Assuming that the function u(x, t) has sufficient smoothness and decay, we
define three solutions µj , j = 1, 2, 3, of (2.9) by
(2.10) µj(x, t, ζ) = I +
∫ (x,t)
(xj ,tj)
e−i(ζ
2x+η2t)σˆ3W (x′, t′, ζ),
where (x1, t1) = (0, T ), (x2, t2) = (0, 0), and (x3, t3) = (∞, t). Since the one-form
W is exact, the integral on the right-hand side of equation (2.10) is independent of
the path of integration. We choose the particular contours shown in Figure 2.1. This
choice implies the following inequalities on the contours:
(x1, t1)→ (x, t) : x′ − x ≤ 0, t′ − t ≥ 0,
(x2, t2)→ (x, t) : x′ − x ≤ 0, t′ − t ≤ 0,
(x3, t3)→ (x, t) : x′ − x ≥ 0.
The second column of the matrix equation (2.10) involves exp[2i(ζ2(x′−x)+η2(t′−t))].
Using the above inequalities it follows that this exponential is bounded in the following
regions of the complex ζ-plane:
(x1, t1)→ (x, t) : {Im ζ2 ≤ 0} ∩ {Im η2 ≥ 0},
(x2, t2)→ (x, t) : {Im ζ2 ≤ 0} ∩ {Im η2 ≤ 0},
(x3, t3)→ (x, t) : {Im ζ2 ≥ 0}.
Define the following sets (see Figure 2.3):
D1 = {ζ ∈ C| arg ζ ∈ (0, pi/2) ∪ (pi, 3pi/2) and |ζ| > 1/
√
2},
D2 = {ζ ∈ C| arg ζ ∈ (0, pi/2) ∪ (pi, 3pi/2) and |ζ| < 1/
√
2},(2.11)
D3 = {ζ ∈ C| arg ζ ∈ (pi/2, pi) ∪ (3pi/2, 2pi) and |ζ| < 1/
√
2},
D4 = {ζ ∈ C| arg ζ ∈ (pi/2, pi) ∪ (3pi/2, 2pi) and |ζ| > 1/
√
2}.
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Since
η = ζ − 1
2ζ
=
(
1− 1
2|ζ|2
)
Re ζ + i
(
1 +
1
2|ζ|2
)
Im ζ,
we deduce that the second column vectors of µ1, µ2, and µ3 are bounded and analytic
for ζ ∈ C provided that ζ belongs to D3, D4, and D1 ∪ D2, respectively. We will
denote these vectors with superscripts (3), (4), and (12) to indicate the domains
of their boundedness. Similar considerations are valid for the first column vectors.
Thus,
(2.12) µ1 = (µ
(2)
1 , µ
(3)
1 ), µ2 = (µ
(1)
2 , µ
(4)
2 ), µ3 = (µ
(34)
3 , µ
(12)
3 ).
Note that the eigenfunctions µ1 and µ2 are defined and analytic in the whole
complex ζ-plane except at ζ =∞ and at ζ = 0, where they, in general, have essential
singularities. By (2.3), the column vectors of the µj ’s approach the corresponding
column vectors of the identity matrix as ζ →∞ within their regions of boundedness,
i.e. (
µ
(1)
2 (x, t, ζ), µ
(12)
3 (x, t, ζ)
)
= I +O
(
1
ζ
)
, ζ →∞, ζ ∈ D1,(
µ
(34)
3 (x, t, ζ), µ
(4)
2 (x, t, ζ)
)
= I +O
(
1
ζ
)
, ζ →∞, ζ ∈ D4.
The functions {µj}3j=1 are the fundamental eigenfunctions needed for the formulation
of a Riemann-Hilbert problem in the complex ζ-plane. Indeed, for each region Dj ,
j = 1, . . . , 4, of the complex ζ-plane there exist two column vectors which are bounded
and analytic in Dj and which have bounded and continuous extensions to D¯j . For
example, in D1 these two vectors are µ
(1)
2 and µ
(12)
3 .
Observe that the Lax pair equations (2.2) are of ‘standard form’ near the singu-
larities at ζ = ∞ and ζ = 0. As ζ → ∞, the highest-order terms of O(ζ2) of the x
and t parts involve the diagonal matrix iζ2σ3, whereas the subleading terms of O(ζ)
involve the off-diagonal matrix ζUx. Similarly, as ζ → 0, the highest-order term of
O(1/ζ2) of the t-part involves the diagonal matrix i
4ζ2
σ3, whereas the subleading term
of O(1/ζ) involves the off-diagonal matrix i2ζσ3U . In the integral equation (2.10) the
exponent contains the highest-order terms, while the one-form W contains the sub-
leading terms. In particular, the boundedness properties (2.12) of the eigenfunctions
{µj}31 are valid also for ζ near ζ = ∞ and ζ = 0. The behavior of the µj ’s as ζ → 0
is studied in detail in Appendix A.
2.3 Spectral functions
In order to derive a Riemann-Hilbert problem, we must compute the ‘jumps’ of these
vectors across the boundaries of the domains {Dj}4j=1. It turns out that the relevant
jump matrices can be uniquely defined in terms of two 2 × 2-matrix valued spectral
functions s(ζ) and S(ζ) defined as follows. Any two solutions µ and µ˜ of (2.9) are
related by an equation of the form
(2.13) µ(x, t, ζ) = µ˜(x, t, ζ)e−i(ζ
2x+η2t)σˆ3C0(ζ),
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where C0(ζ) is a 2 × 2 matrix independent of x and t. Indeed, let ψ and ψ˜ be the
solutions of equation (2.2) corresponding to µ and µ˜ according to (2.4). Then, since
the first and second column of a solution of (2.2) satisfy the same equation, there
exists a 2× 2 matrix C1(ζ) independent of x and t such that
(2.14) ψ(x, t, ζ) = ψ˜(x, t, ζ)C1(ζ).
Hence (2.13) is valid with C0(ζ) = e
−i R (∞,0)
(0,0)
∆σˆ3C1(ζ).
We define s(ζ) and S(ζ) by the relations
µ3(x, t, ζ) = µ2(x, t, ζ)e−i(ζ
2x+η2t)σˆ3s(ζ),(2.15)
µ1(x, t, ζ) = µ2(x, t, ζ)e−i(ζ
2x+η2t)σˆ3S(ζ).(2.16)
Evaluation of (2.15) and (2.16) at (x, t) = (0, 0) and (x, t) = (0, T ) gives the
following expressions:
(2.17) s(ζ) = µ3(0, 0, ζ), S(ζ) = µ1(0, 0, ζ) =
(
eiη
2T σˆ3µ2(0, T, ζ)
)−1
.
Hence, the functions s(ζ) and S(ζ) can be obtained from the evaluations at x = 0 and
at t = T of the functions µ3(x, 0, ζ) and µ2(0, t, ζ), which satisfy the linear integral
equations
(2.18) µ3(x, 0, ζ) = I +
∫ x
∞
eiζ
2(x′−x)σˆ3(V1µ3)(x′, 0, ζ)dx′,
and
(2.19) µ2(0, t, ζ) = I +
∫ t
0
eiη
2(t′−t)σˆ3(V2µ2)(0, t′, ζ)dt′.
By evaluating (2.7) and (2.8) at t = 0 and x = 0, respectively, we find that
(2.20) V1(x, 0, ζ) =
(
− i2 |u0x|2 ζu0xe−i
R x
0 |u0x|2dx′
ζu¯0xe
i
R x
0 |u0x|2dx′ i
2 |u0x|2
)
and
V2(0, t, ζ) =
 − i2 |g1|2 (ζg1 + i2ζ g0) e−i R t0 (|g1|2−|g0|2)dt′(
ζg¯1 − i2ζ g¯0
)
ei
R t
0 (|g1|2−|g0|2)dt′ i
2 |g1|2
 ,
(2.21)
where u0(x) = u(x, 0), g0(t) = u(0, t), and g1(t) = ux(0, t) are the initial and bound-
ary values of u(x, t). The expressions for V1(x, 0, ζ) and V2(0, t, ζ) contain only u0(x)
and {g0(t), g1(t)}, respectively. Therefore, the integral equation (2.18) determining
s(ζ) is defined in terms of the initial data u0(x), and the integral equation (2.19)
determining S(ζ) is defined in terms of the boundary values g0(t) and g1(t).
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2.4 Symmetries
Proposition 2.2 Let {µj}3j=1 be defined by equation (2.10). Then µ(x, t, ζ) = µj(x, t, ζ),
j = 1, 2, 3, satisfies the following symmetry relations:
µ11(x, t, ζ) = µ22(x, t, ζ¯), µ21(x, t, ζ) = µ12(x, t, ζ¯),(2.22) {
µ12(x, t,−ζ) = −µ12(x, t, ζ), µ11(x, t,−ζ) = µ11(x, t, ζ),
µ21(x, t,−ζ) = −µ21(x, t, ζ), µ22(x, t,−ζ) = µ22(x, t, ζ).
(2.23)
Proof. For a 2× 2 matrix A, we define the 2× 2 matrices TA and PA by
TA =
(
a¯22 a¯21
a¯12 a¯11
)
, PA =
(
a11 −a12
−a21 a22
)
where A =
(
a11 a12
a21 a22
)
.
Equations (2.22) and (2.23) are a consequence of the symmetries (TVj)(ζ¯) = Vj(ζ)
and (PVj)(−ζ) = Vj(ζ), respectively, valid for j = 1, 2. 2
2.5 The functions s(ζ) and S(ζ)
If ψ(x, t, ζ) satisfies (2.2), it follows that detψ is independent of x and t. Hence the
determinant of µ (which is related to ψ via (2.4)) is also independent of x and t. In
particular, for µj , j = 1, 2, 3, the evaluation of detµj at (xj , tj) shows that
detµj = 1, j = 1, 2, 3.
In particular,
det s(ζ) = detS(ζ) = 1.
From (2.22) it follows that
s11(ζ) = s22(ζ¯), s21(ζ) = s12(ζ¯), S11(ζ) = S22(ζ¯), S21(ζ) = S12(ζ¯).
These symmetry relations justify the following notations for s and S:
(2.24) s(ζ) =
(
a(ζ¯) b(ζ)
b(ζ¯) a(ζ)
)
, S(ζ) =
(
A(ζ¯) B(ζ)
B(ζ¯) A(ζ)
)
.
The symmetry relations (2.23) imply that a(ζ) and A(ζ) are even functions of ζ,
whereas b(ζ) and B(ζ) are odd functions of ζ, that is,
(2.25) a(−ζ) = a(ζ), b(−ζ) = −b(ζ), A(−ζ) = A(ζ), B(−ζ) = −B(ζ).
The definitions of µj(0, t, ζ), j = 1, 2, and of µ2(x, 0, ζ) imply that these functions
have larger domains of boundedness, namely:
(2.26) µ1(0, t, ζ) =
(
µ
(24)
1 (0, t, ζ), µ
(13)
1 (0, t, ζ)
)
,
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µ2(0, t, ζ) =
(
µ
(13)
2 (0, t, ζ), µ
(24)
2 (0, t, ζ)
)
,
µ2(x, 0, ζ) =
(
µ
(12)
2 (x, 0, ζ), µ
(34)
2 (x, 0, ζ)
)
.
The definitions of s(ζ) and S(ζ) imply
(2.27)
(
b(ζ)
a(ζ)
)
= µ(12)3 (0, 0, ζ),
(
−e−2iη2TB(ζ)
A(ζ¯)
)
= µ(24)2 (0, T, ζ).
Let us summarize the properties of the spectral functions.
• a(ζ) and b(ζ) are continuous and bounded for ζ ∈ D¯1 ∪ D¯2 and analytic in
D1 ∪D2.
• a(ζ)a(ζ¯)− b(ζ)b(ζ¯) = 1, ζ ∈ D¯1 ∪ D¯2.
• a(ζ) = 1 +O
(
1
ζ
)
, b(ζ) = O
(
1
ζ
)
, ζ →∞, ζ ∈ D1 ∪D2.
• A(ζ) and B(ζ) are continuous and bounded for ζ ∈ D¯1 ∪ D¯3 and analytic in
D1 ∪D3.
• A(ζ)A(ζ¯)−B(ζ)B(ζ¯) = 1, ζ ∈ D¯1 ∪ D¯3.
• A(ζ) = 1 +O
(
1
ζ
)
, B(ζ) = O
(
1
ζ
)
, ζ →∞, ζ ∈ D1 ∪D3.
All of these properties follow from the analyticity and boundedness properties of
µ3(x, 0, ζ) and µ1(0, t, ζ), from the conditions of unit determinant, and from the large
ζ asymptotics of these eigenfunctions.
2.6 The Riemann-Hilbert problem
Equations (2.15) and (2.16) can be rewritten in a form expressing the jump condition
of a 2 × 2 RH problem. This involves only tedious but straightforward algebraic
manipulations. The final form is
(2.28) M−(x, t, ζ) = M+(x, t, ζ)J(x, t, ζ), ζ ∈ D¯i ∩ D¯j , i, j = 1, . . . , 4,
where the matrices M−, M+, and J are defined as follows:
M+ =
(
µ
(1)
2
a(ζ)
, µ
(12)
3
)
, ζ ∈ D¯1; M− =
(
µ
(2)
1
d(ζ)
, µ
(12)
3
)
, ζ ∈ D¯2;(2.29)
M+ =
(
µ
(34)
3 ,
µ
(3)
1
d(ζ¯)
)
, ζ ∈ D¯3; M− =
(
µ
(34)
3 ,
µ
(4)
2
a(ζ¯)
)
, ζ ∈ D¯4;
(2.30) d(ζ) = a(ζ)A(ζ¯)− b(ζ)B(ζ¯);
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Figure 2.3 The contour for the Riemann-Hilbert problem in the complex ζ-plane.
(2.31) J(x, t, ζ) =

J1 ζ ∈ D¯1 ∩ D¯2
J2 = J3J−14 J1 ζ ∈ D¯2 ∩ D¯3
J3 ζ ∈ D¯3 ∩ D¯4
J4 ζ ∈ D¯4 ∩ D¯1
with
J1 =
(
1 0
Γ(ζ)e2iθ 1
)
, J4 =
 1 − b(ζ)a(ζ¯)e−2iθ
b(ζ¯)
a(ζ)e
2iθ 1
a(ζ)a(ζ¯)
 ,(2.32)
J3 =
(
1 −Γ(ζ¯)e−2iθ
0 1
)
;
(2.33) θ(x, t, ζ) = ζ2x+ η2t; Γ(ζ) =
B(ζ¯)
a(ζ)d(ζ)
, ζ ∈ D¯2.
The contour for this RH problem is depicted in Figure 2.3.
The matrix M(x, t, ζ) defined in (2.29) is in general a sectionally meromorphic
function of ζ. The possible poles of M are generated by the zeros of a(ζ), of d(ζ),
and by the complex conjugates of these zeros. Since a(ζ) is an even function, each
zero ζj of a(ζ) is accompanied by another zero at ζj+1 = −ζj . Similarly, each zero λj
of d(ζ) is accompanied by a zero at −λj . Thus if a(ζ) has zeros, then necessarily it
has an even number of zeros; similarly for d(ζ).
Assumption 2.4 We assume that:
(i) The possible zeros of a(ζ) in D1 and in D2 are simple; these zeros are denoted by
ζj , where for {ζj}2n1j=1, ζj ∈ D1, and for {ζj}2Nj=2n1+1, ζj ∈ D2.
(ii) The possible zeros of d(ζ) in D2 are simple; these zeros are denoted by {λj}2Λ1 .
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(iii) None of the zeros of a(ζ) coincides with a zero of d(ζ).
(iv) a(ζ) and d(ζ) have no zeros on the contour of the RH problem.
In order to evaluate the associated residues we introduce the following notations:
• [A]1 ([A]2) denotes the first (second) column of a 2× 2 matrix A.
• a˙(ζ) = dadζ .
• Mj denotes the restriction of M to Dj , j = 1, . . . , 4.
• θ(ζj) = ζ2j x+ η2j t and ηj = η(ζj).
• Resλ¯j Γ(ζ¯) denotes the residue of the function ζ 7→ Γ(ζ¯) at the pole ζ = λ¯j .
We will now derive the following residue conditions:
Res
ζj
[M1(x, t, ζ)]1 =
1
a˙(ζj)b(ζj)
e2iθ(ζj)[M1(x, t, ζj)]2, j = 1, . . . , 2n1,(2.34)
Res
ζ¯j
[M4(x, t, ζ)]2 =
1
a˙(ζj)b(ζj)
e−2iθ(ζ¯j)[M4(x, t, ζ¯j)]1, j = 1, . . . , 2n1,(2.35)
Res
λj
[M2(x, t, ζ)]1 =Res
λj
Γ(ζ) e2iθ(λj)[M2(x, t, λj)]2, j = 1, . . . , 2Λ,(2.36)
Res
λ¯j
[M3(x, t, ζ)]2 =Res
λ¯j
Γ(ζ¯) e−2iθ(λ¯j)[M3(x, t, λ¯j)]1, j = 1, . . . , 2Λ,(2.37)
where (recall that a(ζ), by assumption 2.4, satisfies a(λj) 6= 0)
Res
λj
Γ(ζ) =
B(λ¯j)
a(λj)d˙(λj)
, Res
λ¯j
Γ(ζ¯) =
B(λ¯j)
a(λj)d˙(λj)
.
In order to derive equation (2.34) we note that the second column of equation
(2.15) is
µ
(12)
3 = aµ
(4)
2 + bµ
(1)
2 e
−2iθ.
Evaluating this equation at ζ = ζj , j = 1, . . . , 2n1, we find
µ
(12)
3 (ζj) = b(ζj)µ
(1)
2 (ζj)e
−2iθ(ζj),
where, for simplicity of notation, we have suppressed the x and t dependence. Thus,
since [M1]1 = µ
(1)
2 /a, we find
Res
ζj
[M1]1 =
µ
(1)
2 (ζj)
a˙(ζj)
=
e2iθ(ζj)µ
(12)
3 (ζj)
a˙(ζj)b(ζj)
,
which is equation (2.34). The proof of (2.35) is analogous.
In order to derive equation (2.36) we note that the first column of the equation
M2 = M1J1 yields
(2.38) [M2]1 = [M1]1 + Γe2iθ[M1]2.
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Since [M1]2 = µ
(12)
3 = [M2]2 and [M1]1 = µ
(1)
2 /a, it follows that each term in (2.38)
has an analytic continuation for ζ ∈ D2; evaluating the residue at ζ = λj , we find
(2.36). Similarly, the second column of the equation M4 = M3J3 yields
(2.39) [M4]2 = −Γ(ζ¯)e−2iθ[M3]1 + [M3]2.
Since [M4]2 = µ
(4)
2 /a(ζ¯), it follows that each term in (2.39) has an analytic continua-
tion for ζ ∈ D3; evaluating the residue at ζ = λ¯j , we find (2.36).
2.7 Reconstructing u
The potential u(x, t) can be reconstructed from the eigenfunctions µj(x, t, ζ), j =
1, 2, 3, as follows. The second column of µ2 = (µ
(1)
2 , µ
(4)
2 ) admits the expansion
µ
(4)
2 =
(
0
1
)
+
1
ζ
(
m(x, t)
n(x, t)
)
+O
(
1
ζ2
)
, ζ →∞, ζ ∈ D4,
where m(x, t) and n(x, t) are two functions independent of ζ. Substituting this into
the x-part of (2.6) and considering terms of O(ζ) as ζ →∞ in D4, we infer that
(2.40) ux(x, t) = 2im(x, t)e
2i
R (x,t)
(0,0)
∆
.
From equation (2.40) and its complex conjugate together with the conservation law
(2.41) (uxvx)t − (uxvx − uv)x = 0,
we obtain
uxvx = 4|m|2, uxvx − uv = −4
∫ ∞
x
(|m|2)
t
dx′.
Thus, we are able to express the one-form ∆ defined in (2.5) in terms of m as
∆ = 2|m|2dx− 2
(∫ ∞
x
(|m|2)
t
dx′
)
dt.(2.42)
The function u can now be reconstructed as follows.
1. Compute m according to
m(x, t) = lim
ζ→∞
(ζµ2(x, t, ζ))12, ζ ∈ D4.
2. Determine ∆(x, t) from (2.42).
3. Compute u(x, t) via
u(x, t) = −
∫ ∞
x
2im(x′, t)e2i
R (x′,t)
(0,0)
∆
dx′.
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2.8 The global relation
The spectral functions are not independent but satisfy an important global relation.
Indeed, integrating the closed one-form W = ei(ζ
2x+η2t)σˆ3V µ in (2.9) with µ = µ3
around the boundary of the domain {0 < x <∞, 0 < t < T0}, we find
∫ 0
∞
eiζ
2x′σˆ3(V1µ3)(x′, 0, ζ)dx′ +
∫ T0
0
eiη
2t′σˆ3(V2µ3)(0, t′, ζ)dt′
(2.43)
+ eiη
2T0σˆ3
∫ ∞
0
eiζ
2x′σˆ3(V1µ3)(x′, T0, ζ)dx′ = lim
X→∞
eiζ
2Xσˆ3
∫ T0
0
eiη
2t′σˆ3(V2µ3)(X, t′, ζ)dt′.
Using that s(ζ) = µ3(0, 0, ζ) it follows from (2.18) that the first term of this equation
equals s(ζ)− I. Equation (2.15) evaluated at x = 0 gives
µ3(0, t′, ζ) = µ2(0, t′, ζ)e−iη
2t′σˆ3s(ζ).
Thus,
eiη
2t′σˆ3(V2µ3)(0, t′, ζ) =
[
eiη
2t′σˆ3(V2µ2)(0, t′, ζ)
]
s(ζ).
This equation, together with (2.19), implies that the second term of (2.43) is∫ T0
0
eiη
2t′σˆ3(V2µ3)(0, t′, ζ)dt′ = [eiη
2T0σˆ3µ2(0, T0, ζ)− I]s(ζ).
Hence, assuming that u has sufficient decay as x→∞, equation (2.43) becomes
(2.44) − I + S(T0, ζ)−1s(ζ) + eiη2T0σˆ3
∫ ∞
0
eiζ
2x′σˆ3(V1µ3)(x′, T0, ζ)dx′ = 0,
where the first and second columns of this equation are valid for ζ2 in the lower and
the upper half-plane, respectively, and S(T0, ζ) is defined by
S(T0, ζ) =
(
eiη
2T0σˆ3µ2(0, T0, ζ)
)−1
.
Letting T0 = T and noting that S(ζ) = S(T, ζ), equation (2.44) becomes
−I + S(ζ)−1s(ζ) + eiη2T σˆ3
∫ ∞
0
eiζ
2x′σˆ3(V1µ3)(x′, T, ζ)dx′ = 0.
The (12) component of this equation is the global relation
(2.45) B(ζ)a(ζ)−A(ζ)b(ζ) = e2iη2T c+(ζ), ζ ∈ D1,
where
c+(ζ) =
∫ ∞
0
e2iζ
2x′(V1µ3)12(x′, T, ζ)dx′.
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3 The spectral functions
The above analysis motivates the following definitions for the spectral functions.
Definition 3.1 (The spectral functions a(ζ) and b(ζ)) Given u0(x) ∈ S(R+) in
the Schwartz class, we define the map
S : {u0(x)} → {a(ζ), b(ζ)}
by (
b(ζ)
a(ζ)
)
= [µ3(0, ζ)]2, ζ ∈ D¯1 ∪ D¯2,
where µ3(x, ζ) is the unique solution of the Volterra linear integral equation
µ3(x, ζ) = I +
∫ x
∞
eiζ
2(x′−x)σˆ3V1(x′, 0, ζ)µ3(x′, ζ)dx′,
and V1(x, 0, ζ) is given in terms of u0(x) by equation (2.20).
Proposition 3.2 The spectral functions a(ζ) and b(ζ) have the following properties:
(i) a(ζ) and b(ζ) are continuous and bounded for ζ ∈ D¯1 ∪ D¯2 and analytic in
D1 ∪D2.
(ii) a(ζ) = 1 +O(1/ζ), b(ζ) = O(1/ζ), ζ →∞, ζ ∈ D1.
(iii) a(ζ) = e−i
R (∞,0)
(0,0)
∆ +O(ζ), b(ζ) = O(ζ), ζ → 0, ζ ∈ D2.
(iv) a(ζ)a(ζ¯)− b(ζ)b(ζ¯) = 1, ζ ∈ D¯1 ∪ D¯2.
(v) a(−ζ) = a(ζ), b(−ζ) = −b(ζ), ζ ∈ D¯1 ∪ D¯2.
(vi) The map Q : {a(ζ), b(ζ)} 7→ {u0(x)}, inverse to S, is defined by
u0(x) =− 2i
∫ ∞
x
m(x′)e4i
R x′
0 |m(ξ)|2dξdx′,(3.1)
m(x) = lim
ζ→∞
(
ζM (x)(x, ζ)
)
12
, arg ζ ∈ [0, pi/2],
where M (x)(x, ζ) is the unique solution of the following RH problem
• M (x)(x, ζ) =
{
M
(x)
− (x, ζ) ζ ∈ D3 ∪D4
M
(x)
+ (x, ζ) ζ ∈ D1 ∪D2
is a sectionally meromorphic function.
• M (x)− (x, ζ) = M (x)+ (x, ζ)J (x)(x, ζ), ζ2 ∈ R,
where
(3.2) J (x)(x, ζ) =
 1 − b(ζ)a(ζ¯)e−2iζ2x
b(ζ¯)
a(ζ)e
2iζ2x 1
a(ζ)a(ζ¯)
 , ζ2 ∈ R.
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• M (x)(x, ζ) = I +O
(
1
ζ
)
, ζ →∞.
• a(ζ) may have 2N simple zeros {ζj}2Nj=1 such that ζj ∈ D1, j = 1, . . . , 2n1,
and ζj ∈ D2, j = 2n1 + 1, . . . , 2N .
• The possible simple poles of the first column of M (x)+ occur at ζ = ζj,
j = 1, . . . , 2N , and the possible simple poles of the second column of M (x)−
occur at ζ = ζ¯j, j = 1, . . . , 2N . The associated residues are given by
Res
ζj
[M (x)(x, ζ)]1 =
e2iζ
2
j x
a˙(ζj)b(ζj)
[M (x)(x, ζj)]2, j = 1, . . . , 2N,(3.3)
Res
ζ¯j
[M (x)(x, ζ)]2 =
e−2iζ¯
2
j x
a˙(ζ¯j)b(ζ¯j)
[M (x)(x, ζ¯j)]1, j = 1, . . . , 2N.(3.4)
(vii) We have
S−1 = Q.
Proof. (i)− (ii) and (iv)− (v) follow from the discussion in section 2.5. (iii) is proved
in the appendix. We refer to the appendix of [16] for a derivation of (vi) and (vii) in
the similar case of the derivative NLS equation. 2
Definition 3.3 (The spectral functions A(ζ) and B(ζ)) Let g0(t) and g1(t) be
smooth functions. The map
S˜ : {g0(t), g1(t)} → {A(ζ), B(ζ)}
is defined by (
B(ζ)
A(ζ)
)
= [µ1(0, ζ)]2,
where µ1(t, ζ) is the unique solution of Volterra linear integral equation
µ1(t, ζ) = I +
∫ t
T
eiη
2(t′−t)σˆ3V2(0, t′, ζ)µ1(t′, ζ)dt′,
and V2(0, t, ζ) is given in terms of {g0(t), g1(t)} by equation (2.21).
Proposition 3.4 The spectral functions A(ζ) and B(ζ) have the following properties:
(i) A(ζ) and B(ζ) are continuous and bounded for ζ ∈ D¯1 ∪ D¯3 and analytic in
D1 ∪ D3. If T < ∞, then A(ζ) and B(ζ) are defined and analytic for all
ζ /∈ {0,∞}.
(ii) A(ζ) = 1 +O(1/ζ), B(ζ) = O(1/ζ), ζ →∞, ζ ∈ D1.
(iii) A(ζ) = e−i
R (0,T )
(0,0)
∆ +O(ζ), B(ζ) = O(ζ), ζ → 0, ζ ∈ D3.
(iv) A(ζ)A(ζ¯)−B(ζ)B(ζ¯) = 1, ζ /∈ {0,∞} (ζ ∈ R ∪ iR ∪ {|ζ| = 1/√2} if T =∞).
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(v) A(−ζ) = A(ζ), B(−ζ) = −B(ζ).
Proof. (iii) is proved in the appendix; the other properties follow from the discussion
in section 2.5. 2
Definition 3.5 (An admissible set of functions) Given q0(x) ∈ S(R+), define
a(ζ) and b(ζ) according to Definition 3.1. Suppose that there exist smooth functions
g0(t) and g1(t) such that
• The associated A(ζ) and B(ζ) defined according to Definition 3.3 satisfy the
global relation
(3.5) B(ζ)a(ζ)−A(ζ)b(ζ) = e2iη2T c+(ζ), ζ ∈ D1 ∪D2,
where c+(ζ) is analytic in D1 ∪ D2, continuous and bounded for ζ ∈ D¯1, and
c+(ζ) = O(1/ζ) as ζ →∞ in D1.
• The functions u(x, 0) = u0(x), u(0, t) = g0(t), and ux(0, t) = g1(t) are compati-
ble with equation (1.1b) at x = t = 0, i.e. they satisfy
g0(0) = u0(0), g1(0) = u′0(0),
g′1(0) + u0(0)− 2iu′0(0)− u′′0(0) + i|u0(0)|2u′0(0) = 0.
Then we call {g0(t), g1(t)} an admissible set of functions with respect to u0(x).
Remark 3.6 If T =∞ the functions g0(t) and g1(t) are assumed to belong to S(R+)
and the global relation (3.5) becomes
B(ζ)a(ζ)−A(ζ)b(ζ) = 0, ζ ∈ D¯1.
4 The Riemann-Hilbert problem
Theorem 4.1 Let u0(x) ∈ S(R+). Suppose that the functions g0(t) and g1(t) are
admissible with respect to u0(x) (see Definition 3.5). Define the spectral functions
a(ζ), b(ζ), A(ζ), and B(ζ) in terms of u0(x), g0(t), and g1(t) according to Definitions
3.1 and 3.3. Assume that the possible zeros {ζj}2N1 of a(ζ) and {λj}2Λ1 of d(ζ) are
as in Assumption 2.4. Define M(x, t, ζ) as the solution of the following 2× 2 matrix
RH problem:
• M is sectionally meromorphic away from the boundaries of the Dj’s.
• The possible poles of the first column of M occur at ζ = ζj, j = 1, . . . , 2n1,
and ζ = λj, j = 1, . . . , 2Λ. The possible poles of the second column of M occur
at ζ = ζ¯j, j = 1, . . . , 2n1, and ζ = λ¯j, j = 1, . . . , 2Λ. The associated residues
satisfy the relations in (2.34)-(2.37).
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• M satisfies the jump condition
M−(x, t, ζ) = M+(x, t, ζ)J(x, t, ζ), ζ ∈ D¯i ∩ D¯j , i, j = 1, . . . , 4,
where M is M− for ζ ∈ D2 ∪D4, M is M+ for ζ ∈ D1 ∪D3, and J is defined
in terms of a, b, A, and B by equations (2.30)-(2.33), see Figure 2.3.
• M satisfies the normalization condition
(4.1) M(x, t, ζ) = I +O
(
1
ζ
)
, ζ →∞.
Then M(x, t, ζ) exists and is unique.
Define u(x, t) in terms of M(x, t, ζ) by
(4.2) u(x, t) = −
∫ ∞
x
2im(x′, t)e2i
R (x′,t)
(0,0)
∆
dx′, m(x, t) = lim
ζ→∞
(ζM(x, t, ζ))12 ,
∆ = 2|m|2dx− 2
(∫ ∞
x
(|m|2)
t
dx′
)
dt.
Then u(x, t) solves equation (1.1b). Furthermore,
(4.3) u(x, 0) = u0(x), u(0, t) = g0(t), and ux(0, t) = g1(t).
Proof. In the case when a(ζ) and d(ζ) have no zeros, the unique solvability is a
consequence of an appropriate vanishing lemma (cf. [16] for a proof in the case of the
derivative NLS). If a(ζ) and d(ζ) have zeros this singular RH problem can be mapped
to a regular one coupled with a system of algebraic equations [11]. Moreover, it follows
from standard arguments using the dressing method [17, 18] that ifM solves the above
RH problem and u(x, t) is defined by (4.2), then u(x, t) solves equation (1.1b). The
proof that u(0, t) = g0(t) and ux(0, t) = g1(t) follows arguments similar to the ones
used in [12]. 2
5 Linearizable boundary conditions
It was shown in Theorem 4.1 that the solution u(x, t) of equation (1.1b) can be
expressed through the solution of a 2×2 matrix RH problem, which is uniquely char-
acterized in terms of the spectral functions a(ζ), b(ζ), A(ζ), and B(ζ). The functions
a(ζ) and b(ζ) are defined in terms of the initial data u0(x) through the solution of a
linear Volterra integral equation (see Definition 3.1). However, the spectral functions
A(ζ) and B(ζ) are, in general, not as readily obtained: The construction of A(ζ)
and B(ζ) requires knowledge of both g0(t) and g1(t), whereas a boundary condition
imposes only one condition on these functions; the second condition needed to deter-
mine g0(t) and g1(t) is the requirement that they satisfy the global relation (2.45).
For example, given the initial condition u(x, 0) = u0(x) and the boundary condition
u(0, t) = g0(t), in order to determine A(ζ) and B(ζ) according to Definition 3.3 we
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need to find a function g1(t) such that {g0, g1} is an admissible set of functions with
respect to u0 (see Definition 3.5). In general, this problem involves solving a nonlinear
Volterra integral equation cf. [1, 8].
However, for a particular class of boundary value problems it is possible to com-
pute functions A˜(ζ) and B˜(ζ), which effectively replace A(ζ) and B(ζ) using only the
algebraic manipulation of the global relation. More precisely, the solution M˜ of the
RH problem involving A˜, B˜ instead of A,B, can be directly related to the solution to
the original RH problem (see Lemma 5.3 below); hence u(x, t) can be recovered from
the large ζ asymptotics of M˜ . When T =∞ the functions A˜ and B˜ coincide with A
and B, so that the RH problems for M and M˜ are identical. The class of boundary
value problems which yield to this approach are referred to as linearizable. Thus,
for a linearizable boundary condition the problem on the half-line can be solved as
effectively as the problem on the line.
Theorem 5.1 Fix α ∈ R and let u(x, t) satisfy equation (1.1b) with T ≤ ∞, the
initial condition
u(x, 0) = u0(x), 0 < x <∞,
and the boundary condition
ux(0, t) = u(0, t)eiα, 0 ≤ t < T.
Let
(5.1) n(ζ) =
eiα + 2iζ2
i+ 2eiαζ2
.
Assume that the initial and boundary conditions are compatible at (x, t) = (0, 0).
Furthermore, assume that
(i) The possible zeros of a(ζ) in D1 and D2 denoted by {ζj}2Nj=1 are simple, where
ζj ∈ D1, j = 1, . . . , 2n1, and ζj ∈ D2, j = 2n1 + 1, . . . , 2N .
(ii) The possible zeros of the function
(5.2) D(ζ) = a(ζ)a
(
1
2ζ¯
)
− b(ζ)b
(
1
2ζ¯
)
n(ζ), ζ ∈ D¯1 ∪ D¯2,
in D2, denoted by {λj}2Λ1 , are simple.
(iii) None of the zeros of a(ζ) coincides with a zero of D(ζ).
Then the solution u(x, t) is given by equation (4.2) with M replaced by M˜ , where M˜
is the solution of the Riemann-Hilbert problem in Theorem 4.1 with jump matrices
and residue conditions defined by replacing Γ in (2.32) and (2.36)-(2.37) with
(5.3) Γ˜(ζ) =
n(ζ)b( 1
2ζ¯
)
a(ζ)D(ζ) , ζ ∈ D2.
In the case when eiα 6= ±i the contour of the RH problem is deformed so as to avoid
the zeros and poles of n(ζ), see remark 5.2.
18
Remark 5.2 If eiα 6= ±i, the function n(ζ) defined by (5.1) has zeros and poles at
ζ = ±e
i(pi+2α)/4
√
2
and ζ = ±e
−i(pi+2α)/4
√
2
,
respectively. These zeros and poles lie on the contour separating D2 and D3 from D1
and D4. In what follows, we describe how this situation can be accomodated.
If T = ∞ it turns out that the RH problem of Theorem 5.1 is identical to the
original RH problem (see remark 5.4 below). Since we know that the jump matrices for
this RH problem are singularity-free, it follows that all possible singularities induced
by the zeros and poles of n(ζ) must cancel.
If T < ∞, since the jump matrices J2 and J3 defined in (2.32) are analytic
functions of ζ away from the zeros of a and d and their conjugates, we are permitted
to make small deformations of the contour separating D2 ∪D3 from D1 ∪D4 in the
RH problem. In order to avoid singularities on the contour in the formulation of
the RH problem in Theorem 5.1, we consider the modified RH problem obtained by
deforming the contour so as to avoid the zeros and poles of n(ζ). We choose the
deformations in such a way that the zeros and poles of n(ζ) lie in D1 ∪ D4 with
respect to the new contour. In the formulation of the deformed RH problem, the
jump matrices defined in terms of the function Γ˜(ζ) given by (5.3) are analytic on the
contour. In this way, we also avoid the introduction of additional residue conditions
for Γ˜(ζ) and Γ˜(ζ¯), because n(ζ) has no poles in D2 ∪D3.
Proof of Theorem 5.1. Recall that A(ζ) and B(ζ) are defined in terms of µ2(t, ζ). If
m(t, ζ) = µ2(t, ζ)e−iη
2tσ3 , we have
mt + iη2σ3m = V2(t, ζ)m, m(0, ζ) = I.
Since η2 =
(
ζ − 12ζ
)2
is invariant under ζ → 12ζ , the function m(t, 12ζ ) satisfies the
closely related equation
mt + iη2σ3m = V2
(
t,
1
2ζ
)
m, m(0, ζ) = I.
Suppose there exists a t-independent, nonsingular matrix N(ζ) such that
(5.4)
(
iη2σ3 − V2
(
t,
1
2ζ
))
N(ζ) = N(ζ)
(
iη2σ3 − V2(t, ζ)
)
.
Then
m
(
t,
1
2ζ
)
= N(ζ)m(t, ζ)N(ζ)−1.
This equation evaluated at t = T yields
(5.5) S
(
1
2ζ
)
eiη
2Tσ3 = N(ζ)S(ζ)eiη
2Tσ3N(ζ)−1,
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which defines a relation between the spectral functions A and B evaluated at ζ and
at 12ζ .
We note that a necessary condition for the existence of N(ζ) is that the determi-
nants of the following two matrices are equal:
iη2σ3 − V2(t, ζ) = e−i
R t
0 ∆2dt
′σˆ3
(
i(ζ − 12ζ )2 + i2uxvx −(ζux + i2ζu)
−(ζvx − i2ζ v) −i(ζ − 12ζ )2 − i2uxvx
)
,
iη2σ3 − V2
(
t,
1
2ζ
)
= e−i
R t
0 ∆2dt
′σˆ3
(
i(ζ − 12ζ )2 + i2uxvx −( 12ζux + iζu)
−( 12ζ vx − iζv) −i(ζ − 12ζ )2 − i2uxvx
)
.
This implies that |ux|2 = |u|2, i.e. ux(0, t) = u(0, t)eiα for some α(t) ∈ R. Assume
that α is a constant, then equation (5.4) is satisfied with
N(ζ) =
(
i− 2e−iαζ2 0
0 −e−iα + 2iζ2
)
.
Thus, with n(ζ) defined according to (5.1), the second column of equation (5.5) yields
(5.6) A
(
1
2ζ
)
= A(ζ), B
(
1
2ζ
)
= n(ζ)B(ζ), ζ ∈ D1 ∪D3.
Also, observe that
(5.7) n
(
1
2ζ
)
=
1
n(ζ)
= n(ζ¯).
Letting ζ → 12ζ in the definition of d(ζ¯), i.e. in the equation
d(ζ¯) = a(ζ¯)A(ζ)− b(ζ¯)B(ζ), ζ ∈ D3,
we find, in view of the symmetry (5.6),
(5.8) d
(
1
2ζ¯
)
= a
(
1
2ζ¯
)
A(ζ)− b
(
1
2ζ¯
)
n(ζ)B(ζ), ζ ∈ D1.
Equation (5.8) together with the global relation
B(ζ)a(ζ)−A(ζ)b(ζ) = e2iη2T c+(ζ), ζ ∈ D1,
are two algebraic relations for A and B. The solution of these equations is
(5.9)

A(ζ) = 1D(ζ)
(
a(ζ)d
(
1
2ζ¯
)
+ b
(
1
2ζ¯
)
n(ζ)e2iη
2T c+(ζ)
)
B(ζ) = 1D(ζ)
(
b(ζ)d
(
1
2ζ¯
)
+ a
(
1
2ζ¯
)
e2iη
2T c+(ζ)
) ζ ∈ D1,
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where D(ζ) is given by (5.2). Letting ζ → 12ζ in (5.9) and using (5.6), we find
(5.10)

A(ζ) = 1
D
“
1
2ζ
” (a( 12ζ) d (ζ¯)+ b (ζ¯)n( 12ζ) e2iη2T c+ ( 12ζ))
B(ζ) = 1
n(ζ)D
“
1
2ζ
” (b( 12ζ) d (ζ¯)+ a (ζ¯)e2iη2T c+ ( 12ζ)) ζ ∈ D3.
The right-hand sides of equations (5.9) and (5.10) involve the unknown functions
c+ and d. However, it turns out that it is possible to pose an equivalent RH problem
for which A and B are replaced by
(5.11) A˜(ζ) =

a(ζ)d
“
1
2ζ¯
”
D(ζ) , ζ ∈ D1,
a
“
1
2ζ
”
d(ζ¯)
D
“
1
2ζ
” , ζ ∈ D3,
B˜(ζ) =

b(ζ)d
“
1
2ζ¯
”
D(ζ) , ζ ∈ D1,
b
“
1
2ζ
”
d(ζ¯)
n(ζ)D
“
1
2ζ
” , ζ ∈ D3.
Before describing this new RH problem and its relation to the original RH problem,
we show that the function
Γ˜(ζ) =
B˜
(
ζ¯
)
a(ζ)d˜(ζ)
,
defined by replacing A,B with A˜, B˜ in the definition (2.33) of Γ, can be written as
in (5.3). Indeed, note that
B˜(ζ)
A˜(ζ)
=
b
(
1
2ζ
)
n(ζ)a
(
1
2ζ
) , ζ ∈ D3.
Therefore,
(5.12)
B˜(ζ¯)
A˜(ζ¯)
=
b
(
1
2ζ¯
)
n(ζ¯)a
(
1
2ζ¯
) , ζ ∈ D2.
It follows, using (5.7), that
Γ˜(ζ) =
B˜(ζ¯)/A˜(ζ¯)
a(ζ)(a(ζ)− b(ζ)B˜(ζ¯)/A˜(ζ¯))
=
n(ζ)b( 1
2ζ¯
)
a(ζ)D(ζ) , ζ ∈ D2,
and the result follows.
We now consider how the replacements A→ A˜ and B → B˜ affect the RH problem
of Theorem 4.1. The following lemma is proved in the same way as Proposition 3.1
in [6].
Lemma 5.3 Let J˜i, i = 1, . . . , 4, be the jump matrices defined according to (2.32)
with Γ replaced by Γ˜, which is given by (5.3). Let M˜(t, x, ζ) satisfy a RH problem
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similar to that of M(x, t, ζ) but with jump matrices Ji, i = 1, . . . , 4, replaced by J˜i,
i = 1, . . . , 4, and the function Γ in the residue conditions (2.36)-(2.37) replaced by Γ˜.
Then the solutions M and M˜ are related by
(5.13) M1 = M˜1, M2 = M˜2J˜−11 J1, M3 = M˜3J˜3J
−1
3 , M4 = M˜4.
We can now finish the proof of Theorem 5.1. From Lemma 5.3 it follows that
M˜1 = M1. Hence the solution u(x, t) is given by equation (4.2) with M replaced by
M˜ . This completes the proof of Theorem 5.1. 2
Remark 5.4 In the case when T =∞ the proof of Theorem 5.1 simplifies consider-
ably, because in this case the RH problems for M and M˜ are identical. Indeed, when
T =∞ the global relation (2.45) is
(5.14) B(ζ)a(ζ)−A(ζ)b(ζ) = 0, ζ ∈ D1.
Hence we can set c+(ζ) = 0 in equations (5.9) and (5.10), which implies that A = A˜
and B = B˜. However, the case T <∞ is important because it allows solutions u(x, t)
for which u(0, t) does not decay to zero as t → ∞. We will see explicit examples
where this occurs in the following sections.
6 One-soliton restricted to the half-line
The rest of the paper is devoted to the analysis of particular examples of IBV problems
which admit explicit solutions. These examples illustrate the methods described
earlier and provide a direct check on the formalism. In particular, we will consider
problems which satisfy linearizable boundary conditions, and for which the approach
described in the previous section can be implemented. For these examples, we will
be able to see in detail how the RH problem of Theorem 5.1 involving Γ˜ is related to
the RH problem involving Γ.
When viewed on the real line, equation (1.1b) admits a four-parameter family of
one-soliton solutions [15]: for any values of the parameters
γ ∈ (0, pi), ∆0 > 0, Σ0 ∈ R, x0 ∈ R,
the function
(6.1) u(x, t) = −2i sin γ
∆0
e−iγe−2iΣ(x,t)
e2θ(x,t) + eiγe−2θ(x,t)
, x ∈ R, t > 0,
where
Σ(x, t) = −t−∆20 cos γ
(
x+
(
1 +
1
4∆40
)
t
)
+ Σ0
and
θ(x, t) = ∆20 sin γ
(
x− x0 +
(
1− 1
4∆40
)
t
)
,
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is a one-soliton solution of equation (1.1b). According to Theorem 5.1 u(x, t) satisfies
a linearizable boundary condition provided that there exists an α ∈ R such that
ux(0, t) = eiαu(0, t) for 0 < t < T . For any values of the parameters γ,Σ0, x0, it
follows from (6.1) that ∣∣∣∣ux(x, t)u(x, t)
∣∣∣∣2 = 4∆40, x ∈ R, t > 0.
Since by assumption ∆0 > 0, we infer that u(x, t) satisfies a linearizable boundary
condition provided that ∆0 = 1√2 . Henceforth we restrict ourselves to this case; the
one-soliton solutions satisfying this restriction will be denoted by us(x, t).
6.1 The one-form ∆
For us(x, t) given by (6.1) with ∆0 = 1√2 , we can compute the one-form ∆ defined by
(2.5). A calculation shows that
|us(x, t)|2 = |usx(x, t)|2 =
(
4 arctan
(
tan
(γ
2
)
tanh((x− x0) sin γ)
))
x
.
Thus
(6.2) ∆(x, t) = d
(
2 arctan
(
tan
(γ
2
)
tanh((x− x0) sin γ)
))
.
From (6.2) we derive explicit expressions for the quantity of interest, ei
R x
−∞∆.1 In
this respect, it is more convenient to first compute the expression
ei
R∞
−∞∆ = e2iγ ,
and then to use the identity (cf. [15])
ei
R x
−∞∆ =
e4θ(x,t) + e−iγ
e4θ(x,t) + eiγ
ei
R∞
−∞∆.
In particular, this yields
(6.3) ei
R 0
−∞∆ =
1 + eiγ−2x0 sin γ
1 + e−iγ−2x0 sin γ
.
6.2 Eigenfunctions on the line
Applying the standard inverse scattering formalism, we may derive explicit formu-
las for the eigenfunctions on the line corresponding to us(x, 0). As in (2.24), we
let aline(ζ) = (sline(ζ))22 (since us(x, t) is a soliton solution the spectral function
bline(ζ) = (sline(ζ))12 vanishes identically), where sline(ζ) is given by (see [15])
(6.4) sline(ζ) = lim
x→−∞ e
iζ2xσˆ3µline2 (x, ζ).
1Here and in the sequel we only specify the x coordinates in the limits of integration when
integrating ∆, because the dt component of ∆ vanishes.
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Here the eigenfunction µline2 (x, ζ) is defined by the integral equation
µline2 (x, ζ) = I −
∫ ∞
x
eiζ
2(x′−x)σˆ3(V line1 µ
line
2 )(x
′, ζ)dx′,
where
(6.5) V line1 = e
−i R 0−∞∆σˆ3V1.
The soliton us(x, t) is characterized by the position of the zeros ζ line1 = −ζ line2 ∈
D1 ∪ D2 of aline(ζ) and the value of a normalization constant C1 ∈ C. These are
related to the four parameters ∆0 > 0, γ ∈ (0, pi), x0 ∈ R, and Σ0 ∈ R, by
(6.6)
(
ζ line1
)2
= ∆20(− cos γ + i sin γ), C1 = i∆0 sin γe4iγe2iΣ0e2∆
2
0x0 sin γ .
It is described in [15] how to find u(x, t) from the solution M line(x, ζ) of a 2× 2
matrix RH problem. We will use the following facts derived in [15] (in order to
simplify the notation we will in the rest of this subsection write zj instead of ζ linej ,
j = 1, 2):
• M line satisfies the algebraic system
M line22 (x, z1) = 1 + C1e
2iz21x
(
1
z¯1 − z1 −
1
z¯1 + z1
)
M line12 (x, z1)(6.7)
M line12 (x, z1) = C1e
2iz21x
(
1
z¯1 − z1 +
1
z¯1 + z1
)
M line22 (x, z1).(6.8)
• M line satisfies the identity
(6.9)
(
M line22 (x, ζ¯)
M line12 (x, ζ¯)
)
=
(
1
0
)
+
2∑
j=1
Cje
2iz2jx
ζ − zj
(
M line12 (x, zj)
M line22 (x, zj)
)
.
• The eigenfunction µline2 can be obtained from M line via
(6.10) [M line(x, ζ)]2 = [µline2 (x, ζ)]2, ζ ∈ D1 ∪D2.
We deduce from (6.7) that
M line22 (x, z1) =
e2ixz¯
2
1
(
z21 − z¯21
)2
4C1C¯1e2ixz
2
1z21 + e
2ixz¯21
(
z21 − z¯21
)2 ,
M line12 (x, z1) =
2C1z¯1
(
z¯21 − z21
)
4C1C¯1e−2ixz¯
2
1 z¯21 + e
−2ixz21
(
z¯21 − z21
)2 .
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Substituting this into (6.9), we find
M line12 (x, ζ) =
C¯1
(
z21 − z¯21
)2 ( 1
z¯1+ζ
+ 1ζ−z¯1
)
4C1C¯1e2ixz
2
1z21 + e
2ixz¯21
(
z21 − z¯21
)2 ,
M line22 (x, ζ) =
4C1C¯1e2ixz
2
1
(
z21 − z¯21
)
z¯21(
4C1C¯1e2ixz
2
1 z¯21 + e
2ixz¯21
(
z21 − z¯21
)2) (
z¯21 − ζ2
) + 1.
Now (6.10) yields an explicit expression for [µline2 (x, ζ)]2. The first column of µ
line
2
is obtained by symmetry. The complimentary eigenfunction µline1 can be found by
analogous arguments, but will not be needed in what follows.
6.3 Spectral functions on the half-line
In view of the relation (6.5) between V line1 and V1, we deduce that
(6.11) [µ3(x, 0, ζ)]2 =
(
e2i
R 0
−∞∆(µline2 (x, ζ))12
(µline2 (x, ζ))22
)
.
Indeed, the column vector on the right-hand side approaches
(
0
1
)
as x → ∞ and
satisfies the second column of the equation
µx + iζ2[σ3, µ] = V1µ.
The spectral functions a(ζ) and b(ζ) are given by(
b(ζ)
a(ζ)
)
= [µ3(0, 0, ζ)]2.
We find (as above z1 denotes ζ line1 )
a(ζ) =
4C1C¯1
(
z21 − z¯21
)
z¯21(
4C1C¯1z¯21 +
(
z21 − z¯21
)2) (
z¯21 − ζ2
) + 1,(6.12)
b(ζ) =
C¯1e
2i
R 0
−∞∆
(
z21 − z¯21
)2 ( 1
z¯1+ζ
+ 1ζ−z¯1
)
4C1C¯1z21 +
(
z21 − z¯21
)2 .(6.13)
Using (6.3) and writing this in terms of γ, x0, and Σ0, we find
a(ζ) =
2ζ2 + e2x0 sin γ +
(
2e2x0 sin γζ2 + 1
)
cos γ + i
(
2e2x0 sin γζ2 + 1
)
sin γ
(2ζ2 + cos γ + i sin γ) (e2x0 sin γ cos γ + ie2x0 sin γ sin γ + 1)
,(6.14)
b(ζ) =
2
√
2ex0 sin γ−2i(γ+Σ0)
(
eiγ + e2x0 sin γ
)2
ζ sin γ
(1 + eiγ+2x0 sin γ)2 (2ζ2 + eiγ) (e2x0 sin γ(i cos γ + sin γ) + i)
.(6.15)
Note that b(ζ) is nonzero in contrast to the case on the full line.
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6.4 The zeros of a(ζ)
The function a(ζ) as given in (6.14) has simple zeros at ζ1 and ζ2 = −ζ1, where
ζ21 = −
1
2
cos
(
1
2
(γ + 2ix0 sin γ)
)
sec
(
1
2
(γ − 2ix0 sin γ)
)
.
Note that
lim
x0→∞
ζ21 =
1
2
(i sin γ − cos γ) = (ζ line1 )2.
Thus, in this limit the zeros of a(ζ) approach those of aline(ζ) as expected: the initial
profile of u(x, t) is localized around x0, so that as x0 →∞ the effect of the boundary
becomes negligible. Another manifestation of the negligible influence of the boundary
in this limit is that
lim
x0→∞
b(ζ) = 0.
Furthermore, a straightforward computation yields
|ζ1| = 1√
2
.
This equation implies that the zeros lie on the contour of the RH problem and there-
fore the explicit solutions studied in this section fall slightly outside the theoretical
framework presented earlier (where it was assumed that the zeros do not lie on the
contour). In the following section we will see how to modify the formalism developed
earlier in order to accomodate this situation.
Let us also point out that
ζ21 =
i
2
eiα.
As a final remark we mention that ζ21 lies in the upper half plane if and only if
x0 ≥ 0. Therefore, a(ζ) has its zeros in the first and third quadrants if and only if
x0 ≥ 0.
7 An explicit example: direct approach
In the previous section we considered the IBV problem satisfied by the restriction
of the one-soliton solution us(x, t) given by (6.1) with ∆0 = 1√2 to the half-line.
The formulas derived from us(x, t) simplify considerably when, in addition to setting
∆0 = 1√2 , we also make some special choices for the parameters γ, x0, and Σ0. In the
following two sections for simplicity we let
(7.1) γ =
pi
2
, x0 = 0, Σ0 = 0.
This yields the following simple solution denoted by up(x, t):
(7.2) up(x, t) = −2
√
2e2it+x
i+ e2x
.
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Hence, we will consider the following IBV problem:
(7.3)
{
u(x, t) satisfies (1.1b) on {x > 0, t > 0},
u0(x) = −2
√
2ex
i+e2x
, x > 0, ux(0, t) = iu(0, t), t > 0.
We first derive, using a direct approach, explicit expressions for the eigenfunctions
µj , j = 1, 2, 3, as well as for the jump matrices Ji, i = 1, . . . , 4. We then construct
the solution M(x, t, ζ) of the RH problem and verify that it indeed satisfies the
appropriate jump and residue conditions. One nontrivial aspect of this example is
that the zeros of a(ζ) and d(ζ) coincide and lie on the contour of the RH problem. It
will however become clear how to deal with this subtlety. We will also see explicitly
how the solution u(x, t) can be recovered from the large ζ asymptotics of M(x, t, ζ).
Subsequently, in the next section, we use the linearizable approach, as described in
section 5, to analyze the same problem.
7.1 The one-form ∆
Since
|up(x, t)|2 = |upx(x, t)|2 =
8e2x
1 + e4x
,
we find that the one-form ∆ is given by
(7.4) ∆(x, t) =
1
2
|upx|2dx = d
(
2 arctan e2x
)
.
Therefore,
(7.5)
∫ 0
−∞
∆ =
pi
2
,
∫ ∞
−∞
∆ = pi,
∫ x
0
∆ = 2 arctan(e2x)− pi
2
.
Note that
e2i
R x
0 ∆ =
2
(cosh(x)− i sinh(x))2 − 1.
7.2 Eigenfunctions and spectral functions
From (2.7) and (2.8) we infer that the matrices V1 and V2 in the Lax pair{
µx + iζ2[σ3, µ] = V1µ,
µt + iη2[σ3, µ] = V2µ,
are given explicitly by
V1 =
(
−2isech(2x) −2
√
2e2it+xζ
−i+e2x
−2
√
2ex−2itζ
i+e2x
2isech(2x)
)
,
V2 =
 −2isech(2x) e2it−x(2ζ2+e2x(2iζ2+1)+i)√2ζ(−2i cosh(x) sinh(x)−1)
−
√
2ex−2it(2iζ2+e2x(2ζ2+i)+1)
(i+e2x)2ζ
2isech(2x)
 .
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Moreover, as described in section 6, we compute the eigenfunction µline2 by the inverse
scattering method on the line and use it to find the eigenfunction µ3 on the half-line.2
We get
µ3(x, t, ζ) =
 1 + 2(−i+e2x)(2ζ2−i) 2√2e2it+xζ(−i+e2x)(1−2iζ2)
2
√
2ex−2itζ
(i+e2x)(2iζ2+1)
1 + 2
(i+e2x)(2ζ2+i)
 .
In particular,
µ3(x, t, ζ) =
(
1− 2
1+ie2x
0
0 1 + 2−1+ie2x
)
+O(ζ), ζ → 0,
which in view of (7.5) is seen to agree with (A.3b). On the other hand, due to the
simple t-dependence of V2, it is possible to solve the t-part explicitly. Note that we
must choose T < ∞ when defining µ1, since up(x, t) does not vanish as t → ∞. We
obtain, for x = 0,3
[µ1(0, t, ζ)]2 =

2e3ipi/4e−2itη
2
„
e
2it(η2+1)−e2iT(η
2+1)
«
ζ(η2+2)
(2ζ2+1)(η2+1)
η2−e−2i(t−T )(η
2+1)+2
η2+1
 , 0 ≤ t ≤ T.
Using that η = ζ − 12ζ we infer that [µ1(0, t, ζ)]2 is bounded for ζ in D1 ∪D3 (recall
that Im η2 > 0 for ζ ∈ D1 ∪ D3) in accordance with equation (2.26). We also note
that [µ1(0, t, ζ)]2 → (0, 1)T as ζ → 0 in D3 in accordance with (A.3a).
From these expressions for µ1 and µ3, we find(
b(ζ)
a(ζ)
)
= [µ3(0, 0, ζ)]2 =
(
− (1−i)
√
2ζ
2ζ2+i
1 + 1−i
2ζ2+i
)
,(7.6)
(
B(ζ)
A(ζ)
)
= [µ1(0, 0, ζ)]2 =
 −
2e3ipi/4
„
−1+e2iT(η
2+1)
«
ζ(η2+2)
(2ζ2+1)(η2+1)
η2−e2iT(η
2+1)+2
η2+1
 .(7.7)
A(ζ) and B(ζ) are bounded functions of ζ in D1 ∪D3 in accordance with the general
theory. Moreover,
a(ζ)→ 1, b(ζ)→ 0, A(ζ)→ 1, B(ζ)→ 0, ζ →∞, ζ ∈ D1.
As ζ → 0 in D2, we find a(ζ) = −i + O(ζ), b(ζ) = O(ζ), while as ζ → 0 in D3,
A(ζ) = 1 + O(ζ) and B(ζ) = O(ζ). Using that e−i
R (∞,0)
(0,0)
∆ = −i and e−i
R (0,T )
(0,0)
∆ = 0,
we see that all these limits are as predicted by Propositions 3.2 and 3.4.
2Although the analysis of section 6 was applied only to the initial data u0(x), it can be applied
to u(x, t) for any fixed time t with obvious modifications.
3Here and in several other places we only give the second column of the 2 × 2 matrix since the
first column can be obtained by symmetry.
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Since we know µ3(x, t, ζ) for all values of x and t, as well as the spectral functions
s(ζ) and S(ζ), we may use (2.15) and (2.16) to determine the eigenfunctions µ2(x, t, ζ)
and µ1(x, t, ζ) according to
µ2 = µ3e−i(ζ
2x+η2t)σˆ3s(ζ)−1, µ1 = µ2e−i(ζ
2x+η2t)σˆ3S(ζ).
The expression for µ2 yields
[µ2(x, t, ζ)]2 =
(1+i)
√
2e
−2i(xζ2+tη2)ζ
„
−2ζ2+ex
„
ex(−2iζ2−1)+(1+i)e2i(xζ
2+tη2+t)(2ζ2+1)
«
−i
«
(−i+e2x)(4ζ4+1)
(2ζ2+1)(2iζ2+e2x(2ζ2+i)+1)−(4+4i)e−2ixζ
2+x−2it(η2+1)ζ2
(i+e2x)(4ζ4+1)
 ;
the expression for µ1 is more complicated and will not be presented. However, it can
be explicitly verified using Mathematica that the expressions for the eigenfunctions
µ1, µ2, µ3 derived in this subsection satisfy both the x- and t-parts of the Lax pair
and the correct initial conditions.
7.3 The jump matrices
Now that we have computed the eigenfunctions, we may use (2.30) and (2.33) to
compute d(ζ) and Γ(ζ). The result is
d(ζ) = 2ζ
2+1
2ζ2+i
,(7.8)
Γ(ζ) = −
2eipi/4e
−2iT(η2+1)
„
−1+e2iT(η
2+1)
«
ζ(2ζ2+i)2(η2+2)
(2ζ2+1)3(η2+1)
.(7.9)
Explicit expressions for the jump matrices are obtained from (2.32). We find
J1 =
 1 0
−
2eipi/4e
2i(xζ2+tη2−T(η2+1))
„
−1+e2iT(η
2+1)
«
ζ(2ζ2+i)2(η2+2)
(2ζ2+1)3(η2+1)
1
 ,
J3 =
 1 2e3ipi/4e−2i(xζ
2+tη2)
„
−1+e2iT(η
2+1)
«
ζ(i−2ζ2)2(η2+2)
(2ζ2+1)3(η2+1)
0 1
 ,(7.10)
J4 =
 1 (1−i)
√
2e
−2i(xζ2+tη2)ζ(2ζ2−i)
4ζ4+(2+2i)ζ2+i
(1−i)√2e2i(xζ
2+tη2)ζ(2ζ2+i)
4iζ4+(2+2i)ζ2+1
4ζ4+1
(2ζ2+1)2
 .
From these expressions J2 is determined by J2 = J3J−14 J1.
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7.4 The RH problem
The solution M of the RH problem can be constructed from the formulas for the
eigenfunctions by (2.29). It can be verified that this M satisfies the jump conditions
M2 = M1J1, M2 = M3J2, M4 = M3J3, M4 = M1J4,
with Ji, i = 1, . . . , 4, given by (7.10). In fact, these relations are identically satisfied
for all values of ζ—it is not necessary to restrict ζ to the appropriate contour since
all functions have analytic continuations.
We would also like to verify the residue conditions (2.34)-(2.37). This requires
some care since we earlier assumed that none of the zeros of a(ζ) coincides with a
zero of d(ζ). However, in the present case we find from (7.6) and (7.8) that the zeros
ζ1, ζ2 of a(ζ) coincide with the zeros λ1, λ2 of d(ζ). More precisely,
(7.11) ζ1 = λ1 =
i√
2
, ζ2 = λ2 = − i√
2
.
We also previously assumed that the zeros of a(ζ) and d(ζ) were located away
from the contour of the RH problem. But the zeros in (7.11) lie on the contour. This
difficulty can be overcome by assuming that ζ1 and ζ2 = −ζ1 have approached the
contour from D1 (so that ζ¯1 and ζ¯2 have approached the contour from D4), and that
λ1 and λ2 = −λ1 have approached the contour from D2 (so that λ¯1 and λ¯2 have
approached the contour from D3). Therefore we expect that the residue conditions
(2.34)-(2.37) at ζj , ζ¯j , λj , λ¯j are satisfied by M1, M4, M2, M3, respectively.
However, since the zeros of a and d coincide, the derivation of (2.34)-(2.37) has
to be reconsidered. Actually, the residue conditions (2.34)-(2.35) remain the same as
before: it can be verified that M1 satisfies the residue condition (2.34) at ζ1 and ζ2,
whereas M4 satisfies the residue condition (2.35) at ζ¯1 and ζ¯2. On the other hand,
the conditions (2.36)-(2.37) have to be modified as follows. Recall that the derivation
of equation (2.36) uses the first column of the equation M2 = M1J1, namely the
equation
[M2]1 = [M1]1 + Γe2iθ[M1]2.
The condition (2.36) was obtained by evaluating the residue of this equation at ζ = λj .
Indeed, the residue of [M1]1 = µ
(1)
2 /a at λj vanishes if a(ζ) does not have a zero at λj .
However, if a(λj) = 0 this residue gives a finite contribution and we need to amend
the residue condition with this additional term. A similar argument applies to the
residue at λ¯j . The correct conditions in the present case are therefore
Res
λj
[M2(x, t, ζ)]1 =Res
λj
[M1(x, t, ζ)]1 + Res
λj
Γ(ζ) e2iθ(λj)[M2(x, t, λj)]2, j = 1, 2,
(7.12)
Res
λ¯j
[M3(x, t, ζ)]2 =Res
λ¯j
[M4(x, t, ζ)]2 + Res
λ¯j
Γ(ζ¯) e−2iθ(λ¯j)[M3(x, t, λ¯j)]1, j = 1, 2.
(7.13)
These conditions can be directly verified for our solution M . This completes the
verification of the RH problem.
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7.5 The reconstruction of u
We can recover the solution u(x, t) from the solution M of the RH problem by fol-
lowing the steps introduced in (4.2). In particular,
u(x, t) = −
∫ ∞
x
2im(x′, t)e2i
R x′
0 ∆dx′, m(x, t) = lim
ζ→∞
(ζM(x, t, ζ))12 ,
and
∆ = 2|m|2dx− 2
(∫ ∞
x
(|m|2)
t
dx′
)
dt.
Using the expression for M1 we find
m(x, t) = lim
ζ→∞
(ζM1(x, t, ζ))12 = −
√
2e2it+x
1 + ie2x
.
Hence
|m|2 = 2e
2x
1 + e4x
,
and
∆ =
4e2x
1 + e4x
dx.
Integration of
2im(x, t)e2i
R x
0 ∆ =
2
√
2e2it+x
(−i+ e2x)
(i+ e2x)2
,
yields
u(x, t) = −2
√
2e2it+x
i+ e2x
,
which indeed is the solution up(x, t) we started with in (7.2).
8 An explicit example: the linearizable formalism
In the previous section we analyzed the IBV problem (7.3) employing direct meth-
ods. However, since the boundary conditions are linearizable, we may alternatively
study this problem by means of the linearizable scheme described in Theorem 5.1
and Lemma 5.3. The linearizable approach amounts to constructing a modified RH
problem with jump matrices J˜i, i = 1, . . . , 4, constructed only in terms of the spectral
function a(ζ) and b(ζ)—the spectral functions A(ζ) and B(ζ) are eliminated by sym-
metry arguments. In this section we set up this modified RH problem for the IBV
problem (7.3) and verify that its solution M˜(x, t, ζ) is related to the original solution
M(x, t, ζ) as predicted in (5.13). We will see explicitly that M˜(x, t, ζ) satisfies the
jumps prescribed by the J˜i’s, as well as the residue conditions of the modified RH
problem.
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Using the expressions for a(ζ) and b(ζ) obtained in (7.6), we can compute the
functions D(ζ), n(ζ), Γ˜(ζ) as defined in the statement of Theorem 5.1. The outcome
is
(8.1) n(ζ) = 1, D(ζ) = 2iζ
2 + 1
2ζ2 + i
, Γ˜(ζ) = − 2e
ipi/4ζ
(
2ζ2 + i
)
4ζ4 + (2− 2i)ζ2 − i .
Replacing Γ by Γ˜ in the definition (2.32) of the jump matrices, we obtain
J˜1 =
 1 0
−2e
ipi/4e
2i(xζ2+tη2)ζ(2ζ2+i)
4ζ4+(2−2i)ζ2−i 1
 ,
J˜2 =
(
1 0
0 1
)
,
J˜3 =
 1 −2e3ipi/4e−2i(xζ2+tη2)ζ(2ζ2−i)4ζ4+(2+2i)ζ2+i
0 1
 ,
J˜4 =
 1 (1+i)
√
2e
−2i(xζ2+tη2)ζ(2ζ2−i)
4iζ4−(2−2i)ζ2−1
− (1+i)
√
2e
2i(xζ2+tη2)ζ(2ζ2+i)
4ζ4+(2−2i)ζ2−i
4ζ4+1
(2ζ2+1)2
 .
It can be checked that J˜4 = J4 as expected. Moreover, if we define M˜j , j = 1, . . . , 4,
according to (5.13), it can be verified that the jump conditions
M˜2 = M˜1J˜1, M˜2 = M˜3J˜2, M˜4 = M˜3J˜3, M˜4 = M˜1J˜4,
are fulfilled. It can also be checked directly that M˜ satisfies the residue conditions
(2.34)-(2.35) and (7.12)-(7.13) with Γ replaced by Γ˜.
8.1 The zeros of D(ζ)
An important advantage of the methodology of [5] is that it yields precise informa-
tion about the long time asymptotic of the solution. By employing the Deift-Zhou
formalism [3], it can be shown that the solution of (1.1b) on the half-line will split
for large t into a collection of solitons traveling at constant speeds of order 1, and
away from these solitons the asymptotics will display a dispersive character (see [12]
for a precise description of the asymptotics of the solution to the half-line problem in
the case of the NLS equation). The asymptotic solitons are generated by the zeros of
d(ζ), which in the linearizable case coincide with the zeros of D(ζ). As noted earlier,
it is not possible in the present example to define d(ζ) when T =∞, because u(x, t)
does not vanish as t → ∞. Nevertheless, it is possible to find from (8.1) the zeros
of D(ζ); they are located at ζ = ±(1 + i)/2. In view of our choice of parameters
(∆0 = 1/
√
2 and γ = pi/2), we can verify from (6.6) that these zeros coincide with
the zeros corresponding to the one-soliton, which are located at
ζ line1 =
1 + i
2
and ζ line2 = −
1 + i
2
.
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Hence, as expected, the asymptotic soliton-content of the solution is correctly ac-
counted for by the zeros of D(ζ).
A Behavior as ζ → 0
In this appendix we analyze the behavior of the eigenfunctions and the spectral
functions near ζ = 0. It is convenient to introduce the following notation:
µD2 =
(
µ
(2)
1 , µ
(12)
3
)
, µD3 =
(
µ
(34)
3 , µ
(3)
1
)
.
Since [σ3, µ] = 2σ3µ(o), where µ(o) denotes the off-diagonal part of µ, the two columns
of the Lax pair equations (2.6) are independent of each other. Thus µD2 and µD3
are solutions of (2.6) which are bounded and analytic in D2 and D3, respectively.
Substituting the expansion
(A.1) µD2 = D +Q1ζ +Q2ζ
2 +O
(
ζ3
)
, ζ → 0, ζ ∈ D2,
where D,Q1, Q2 are independent of ζ, into the t-part of (2.6) it follows from the
O(1/ζ2)-terms that D is a diagonal matrix. Furthermore, one finds the following
equations for the O(1/ζ) and the diagonal part of the O(1) terms
(A.2) O(1/ζ) :
i
4
[σ3, Q1] =
i
2
σ3e
−i R (x,t)
(0,0)
∆σˆ3UD i.e. Q(o)1 = e
−i R (x,t)
(0,0)
∆σˆ3UD,
and
O(1) : Dt = − i2σ3U
2
xD +
i
2
σ3
(
e
−i R (x,t)
(0,0)
∆σˆ3U
)
Q
(o)
1 i.e. Dt = −
i
2
σ3(U2x − U2)D.
Similarly, substituting the expansion (A.1) into the x-part of (2.6) it follows from the
O(1) terms that Dx = − i2σ3U2xD. Thus
µD2(x, t, ζ) = e
i
R (∞,0)
(x,t)
∆σ3D0 +O(ζ), ζ → 0, ζ ∈ D2,
where D0 is a constant matrix to be determined by the initial conditions of µ1 and µ3
at (0, T ) and (∞, t), respectively. An identical argument shows that the asymptotics
of µD3 as ζ → 0 in D3 are of the same form. This yields the following asymptotics as
ζ → 0:
µ1(x, t, ζ) = e
i
R (0,T )
(x,t)
∆σ3 +O(ζ), ζ → 0,(A.3a)
µ3(x, t, ζ) = e
i
R (∞,0)
(x,t)
∆σ3 +O(ζ), ζ → 0,(A.3b)
where the first and second columns of (A.3a) are valid for ζ in D2 and D3, respectively,
while the first and second columns of (A.3b) are valid for ζ in D3 and D2, respectively.
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From these asymptotics and the relations (2.17) we deduce that the spectral functions
a(ζ), b(ζ), A(ζ), B(ζ), have the following behavior as ζ → 0:(
b(ζ)
a(ζ)
)
= [µ3(0, 0, ζ)]2 =
(
0
e
−i R (∞,0)
(0,0)
∆
)
+O(ζ), ζ → 0, ζ ∈ D¯2,(A.4) (
B(ζ)
A(ζ)
)
= [µ1(0, 0, ζ)]2 =
(
0
e
−i R (0,T )
(0,0)
∆
)
+O(ζ), ζ → 0, ζ ∈ D¯3.
Finally, let us use these asymptotics to verify the jump condition (2.28) near ζ = 0.
It follows from the defintion (2.30) of d(ζ) and (A.4) that
(A.5) d(ζ) = ei
R (0,T )
(∞,0) ∆ +O(ζ), ζ → 0, ζ ∈ D¯2,
and so, by (2.31) and (2.32), the jump matrix J2 has the following asymptotics as
ζ → 0:
J2 = I +O(ζ), ζ → 0, ζ ∈ D¯2.
The jump condition (2.28) near ζ = 0 is therefore(
µ
(2)
1
d(ζ)
, µ
(12)
3
)
=
(
µ
(34)
3 ,
µ
(3)
1
d(ζ¯)
)
+O(ζ), ζ → 0, ζ ∈ D¯2 ∩ D¯3.
This equation can be easily verified using (A.3) and (A.5).
B The linearized equation
As a general rule, before applying the methodology of [5] to a nonlinear equation, it
is illuminating to consider the linearized problem. Here we present the analysis of
the linearized version of equation (1.1b) given by
(B.1) utx + u− 2iux − uxx = 0.
The equation adjoint to (B.1) is
(B.2) vtx + v + 2ivx − vxx = 0.
Multiplying (B.1) by vx, (B.2) by ux, and adding the resulting equations, we find
(B.3) (uxvx)t + (uv − uxvx)x = 0.
Equation (B.2) admits the solutions v(x, t) = e2i(ζ
2x+η2t), where ζ ∈ C is a parameter
and η is defined in (2.1). Substituting these solutions into (B.3), we deduce the
existence of a scalar function µ(x, t, ζ) such that
(B.4) d(e2i(ζ
2x+η2t)µ(x, t, ζ)) = W (x, t, ζ),
34
where the closed one-form W (x, t, ζ) is defined by
W = e2i(ζ
2x+η2t)
[
2iζ2uxdx+ (2iζ2ux − u)dt
]
.
Equation (B.4) is a Lax pair for (B.1) in differential form; in components this Lax
pair reads
(B.5)
{
µx + 2iζ2µ = 2iζ2ux,
µt + 2iη2µ = 2iζ2ux − u.
We define three solutions µj , j = 1, 2, 3, of (B.4) by
(B.6) µj(x, t, ζ) =
∫ (x,t)
(xj ,tj)
e−2i(ζ
2x+η2t)W (x′, t′, ζ),
where (x1, t1) = (0, T ), (x2, t2) = (0, 0), and (x3, t3) = (∞, t). It follows that µ1, µ2,
and µ3 are bounded and analytic in D3, D4, and D1 ∪D2, respectively, where {Dj}41
are as in (2.11). Substitution into (B.5) of the expansion
µ = µ(0) +
µ(1)
ζ
+ · · · , ζ →∞,
shows that µ2 and µ3 have the following asymptotics as ζ →∞:
µ2(x, t, ζ) = ux(x, t) +O(1/ζ), ζ →∞, ζ ∈ D4,
µ3(x, t, ζ) = ux(x, t) +O(1/ζ), ζ →∞, ζ ∈ D1.
Similarly, substitution into (B.5) of the expansion
µ = µ(0) + µ(1)ζ + µ(2)ζ
2 + · · · , ζ → 0,
shows that µ1 and µ3 have the following asymptotics as ζ → 0:
µ1(x, t, ζ) = O(ζ2), ζ → 0, ζ ∈ D3,
µ3(x, t, ζ) = O(ζ2), ζ → 0, ζ ∈ D2.
Thus, just like for the nonlinear problem, the limit of the eigenfunction as ζ → ∞
depends on the solution u, whereas the limit as ζ → 0 does not depend on u. In the
case of the nonlinear problem we introduced a new eigenfunction (see (2.4)) in order
to obtain an eigenfunction such that µ → I as ζ → ∞. Here, it is easier to proceed
without introducing a further transformation.
The eigenfunctions {µj}31 are related by
(B.7) µ3 − µ2 = e−2i(ζ2x+η2t)s(ζ), µ1 − µ2 = e−2i(ζ2x+η2t)S(ζ),
where the complex-valued spectral functions s(ζ) and S(ζ) are defined by
(B.8) s(ζ) := µ3(0, 0, ζ), S(ζ) := µ1(0, 0, ζ).
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Introducing the notations
u0(x) := u(x, 0), g0(t) := u(0, t), g1(t) := ux(0, t),
it follows from (B.6) and (B.8) that s(ζ) and S(ζ) admit the following expressions in
terms of the initial and boundary values of u, respectively:
(B.9) s(ζ) =
∫ 0
∞
e2iζ
2x2iζ2u0xdx, S(ζ) =
∫ 0
T
e2iη
2t(2iζ2g1 − g0)dt.
We define the scalar function M(x, t, ζ) by
M+ = µ3, ζ ∈ D¯1; M− = µ3, ζ ∈ D¯2;(B.10)
M+ = µ1, ζ ∈ D¯3; M− = µ2, ζ ∈ D¯4;
then (B.7) implies that M satisfies the jump condition
M+(x, t, ζ)−M−(x, t, ζ) = J(x, t, ζ), ζ ∈ D¯i ∩ D¯j , i, j = 1, . . . , 4,
where J is defined by (2.31) and
J1 = 0, J2 = e−2i(ζ
2x+η2t)(S(ζ)− s(ζ)),(B.11)
J3 = e−2i(ζ
2x+η2t)S(ζ), J4 = e−2i(ζ
2x+η2t)s(ζ).
Together with the normalization condition
(B.12) lim
ζ→0
M(x, t, ζ) = 0,
this defines a scalar RH problem for M with jump across the contour depicted in
Figure 2.3. The solution of this RH problem is
(B.13) M(x, t, ζ) = Λ(x, t, ζ)− Λ(x, t, 0),
where
Λ(x, t, ζ) =
1
2pii
∫
D¯2∩D¯3
J2(ζ ′)dζ ′
ζ ′ − ζ +
1
2pii
∫
D¯3∩D¯4
J3(ζ ′)dζ ′
ζ ′ − ζ +
1
2pii
∫
D¯4∩D¯1
J4(ζ ′)dζ ′
ζ ′ − ζ
and the contours D¯i ∩ D¯j are oriented as in Figure 2.3.
Equations (B.6) and (B.10) express M in terms of u (the solution of the direct
problem), whereas equations (B.11) and (B.13) express M in terms of the spectral
functions s(ζ) and S(ζ) (the solution of the inverse problem). Taking the limit ζ →∞
in (B.13), we find ux(x, t) = −Λ(x, t, 0). We can write Λ(x, t, 0) in terms of s(ζ) and
S(ζ) as
Λ(x, t, 0) =
1
2pii
(∫
∂D1
+
∫
∂D2
)
dζ
ζ
e−2i(ζ
2x+η2t)s(ζ) +
1
2pii
∫
∂D3
dζ
ζ
e−2i(ζ
2x+η2t)S(ζ),
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where ∂Dj denotes the boundary of Dj oriented so that Dj lies to the left of ∂Dj .
Using the expressions (B.9) for s(ζ) and S(ζ) in this equation, we find the following
integral representation of ux(x, t) in terms of the inital and boundary values:4
ux(x, t) =
1
2pii
(∫
∂D1
+
∫
∂D2
)
dζ
ζ
∫ ∞
0
dx′e2iζ
2(x′−x)−2iη2t2iζ2u0x(x′)(B.14)
+
1
2pii
∫
∂D3
dζ
ζ
∫ T
0
dt′e−2iζ
2x+2iη2(t′−t)(2iζ2g1(t′)− g0(t′)).
In order to verify that this formula gives the correct initial values, we note that if
t = 0, then the second term on the right-hand side of (B.14) involves the exponential
exp[−2iζ2x + 2iη2t′] which is bounded and analytic in D3. Thus, by deforming
contours, we find that this term vanishes. On the other hand, setting t = 0 in the
first term on the right-hand side of (B.14) and changing variables k = 2ζ2, dζζ =
dk
2k ,
we find
ux(x, 0) =
1
2pi
∫
R
dk
∫ ∞
0
dx′eik(x
′−x)u0x(x′)
The identity
(B.15)
∫
R
dkeik(x
′−x) = 2piδ(x′ − x)
shows that indeed ux(x, 0) = u0x(x).
In order to verify that the formula (B.14) gives the correct boundary values, we
note that if x = 0, then the first term on the right-hand side of (B.14) involves
the exponential exp[2iζ2x′ − 2iη2t] which is bounded and analytic in D2. Thus, the
integral along ∂D2 vanishes. In order to simplify the integral along ∂D1 we use the
following global relation obtained by integrating the closed differential form W around
the rectangle in the (x, t)-plane with corners at (∞, 0), (0, 0), (0, T ), and (∞, T ):∫ 0
∞
e2iζ
2x′2iζ2u0x(x′)dx′ +
∫ T
0
e2iη
2t′(2iζ2g1(t′)− g0(t′))dt′
+
∫ ∞
0
e2iζ
2x′+2iη2T 2iζ2ux(x′, T )dx′ = 0.
Using this in (B.14) we find
ux(0, t) =
1
2pii
(∫
∂D1
+
∫
∂D3
)
dζ
ζ
∫ T
0
e2iη
2(t′−t)(2iζ2g1(t′)− g0(t′))dt′(B.16)
+
1
2pii
∫
∂D1
dζ
ζ
∫ ∞
0
e2iζ
2x′+2iη2(T−t)2iζ2ux(x′, T )dx′.
Now the second term on the right-hand side of (B.16) vanishes since the integrand is
bounded and analytic in D1. Moreover, performing the change of variables k = 2η2
4Alternatively, an integral representation of u(x, t) can be obtained by considering terms of O(ζ2)
in the limit ζ → 0.
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in the integrals along ∂D1 and ∂D3, we find
ux(0, t) =
1
2pii
∫
R
dk
 2
4− 1
ζ4+
+
2
4− 1
ζ4−
∫ T
0
eik(t
′−t)2ig1(t′)dt′
− 1
2pii
∫
R
dk
 2
4ζ2+ − 1ζ2+
+
2
4ζ2− − 1ζ2−
∫ T
0
eik(t
′−t)g0(t′)dt′
where ζ± satisfy5
ζ2± =
1
4
(2 + k ±
√
4k + k2).
The identities 2
4− 1
ζ4+
+
2
4− 1
ζ4−
 = 1
2
,
 2
4ζ2+ − 1ζ2+
+
2
4ζ2− − 1ζ2−
 = 0,
together with (B.15) show that ux(0, t) = g1(t) as expected.
These computations illustrate the following fact which is also valid for the nonlin-
ear problem: although the eigenfunctions, in general, have essential singularities at
ζ = 0 and ζ =∞, the RH problem, which involves only the bounded, analytic pieces
of the eigenfunctions, is perfectly regular near both these points. If a normalization
condition is imposed at one of these points (for the nonlinear and linear problems,
these conditions are given in equations (4.1) and (B.12), respectively), the asymp-
totics at the other point, which depend on the solution u(x, t), are automatically of
the required form.
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