Context. We consider a Kolmogorov-Wiener filter for fractal random processes, which, for example, may take place in modern information-telecommunication systems and in control of complex technological processes. The weight function of the considered filter may be applied to data forecast in the corresponding systems.
INTRODUCTION
Nowadays fractal processes take place in a huge variety of different systems (see, for example, [1] [2] [3] [4] and various references in [4] ). This paper is devoted to the obtaining of the Kolmogorov-Wiener filter weight function for continuous fractal processes. The structure function of the corresponding random fractal process is supposed to be a power-law one. Such a model is widely used for description of different systems in different fields of knowledge; see, for example, [5] and references therein.
In paper [4] the problem of data forecast for fractal processes in telecommunication systems was considered on the basis of Kolmogorov-Wiener filter. The results of paper [4] were refined in [5] , but the Volterra integral equation was considered in [4, 5] rather than the Fredholm one. As is known [6] , in the general case for such a problem the Fredholm integral equation of the first kind should be used. The exact analytical solution for such equation meets difficulties, so an approximate solution of the corresponding integral equation is obtained in this paper.
The object of study is the Kolmogorov-Wiener filter for continuous fractal processes.
The subject of study is the weight function of the corresponding filter.
The aim of the work is to obtain the corresponding weight function as an approximate solution of the Fredholm integral equation of the first kind.
PROBLEM STATEMENT
We consider the Kolmogorov-Wiener filter for continuous fractal processes. As is known, the weight function of the considered filter obeys the following integral equation
where T is the time interval along which the input data are observed, k T the time interval for which the forecast should be made, ( ) h τ is the Kolmogorov-Wiener filter weight function and ( ) R t is the correlation function of the corresponding fractal process, the noiseless case is considered. Here we consider a random fractal process with the power-law structure function which leads to the following correlation function [5] where 2 σ is the process variance, α is a constant and H is the Hurst exponent. The statement of the problem is to obtain the weight function ( ) h τ as an approximate solution to the integral equation (1).
REVIEW OF THE LITERATURE
Nowadays fractal processes are used for the description of a huge variety of different systems, and a model with a power-law structure function is a popular model of the fractal process, (see, for example, [1] [2] [3] [4] [5] and references therein).
In paper [4] the Kolmogorov-Wiener filter is proposed in order to make the forecast for the fractal traffic which takes place in some telecommunication systems. Such a traffic is rather data-intensive, that is why for convenience it is described as a continuous process in [4] .
But in [4] the Volterra integral equation of the first kind is used rather than the Fredholm one. In [4] the method of solution of the corresponding Volterra integral equation is described and finally an exact analytical solution of this equation was obtained in [5] . It should be stressed that the Volterra integral equation is not so complicated as the Fredholm one and it admits an exact analytical solution. Maybe, in some cases the use of the Volterra equation instead of the Fredholm one is a reasonable simplification. But definitely in the general case one should use the Fredholm integral equation of the first kind rather than the Volterra one, see, for example, [6] . So the aim of the paper is to solve the corresponding Fredholm equation.
But the exact analytical solution of the Fredholm integral equation (1) meets difficulties, so here we restrict ourselves only to a search for an approximate solution of (1) .
It should be stressed that Fredholm integral equations of the first kind take place in various fields of knowledge. One of the most popular methods of their approximate solution, which is used in this paper, is the expansion of the unknown function into a truncated orthogonal polynomial series, see the corresponding solution of the kinetic equation in the framework of statistical physics [7, 8] . In fact, this method is a special case of the Galerkin's method described in [9] .
MATERIALS AND METHODS
The solution of eq, (1) is sought as the orthogonal polynomials series
where ( ) n S t a set of polynomials which are orthonormal
and n g are unknown coefficients.
The polynomials ( ) n S t are constructed as follows. As is known [10] , the polynomials ( )
can be constructed as follows:
( ) 
The numerical values of ( ) n S t ′ for t T ≈ may be rather large, that is why the use of the orthonormal polynomials ( ) n S t may be convenient:
the polynomials (6) obey the property
where mn δ is the Kronecker delta.
By a straightforward calculation on the basis of (4)-(6) one can obtain explicit expressions for the first 5 polynomials:
On the basis of (3) one can rewrite (1) as
After multiplying (9) by ( ) m S t and integrating one can obtain , n mn m n
the quantities mn G are called the integral brackets. The obtained set of linear equations (10) is infinite, and solving (10) meets difficulties. So one should artificially truncate (10):
The set (12) is finite, and one can obtain the coefficients n g as the solution of the set (12). The corresponding approximate solution of the integral equation (1)
is called the solution in the l -polynomial approximation.
In matrix form (12) can be rewritten as
where 00 10 0
so the coefficients n g can the obtained in matrix form as
Now let us consider the properties of the matrix G . First of all,
The correlation function is an even one:
and on the basis of (17) we have
Also the polynomials (6) obey the property
Let us consider the quantity nm G where m and n are of different evenness. On the basis of (11) and (18) we have
here the fact that the correlation function is even is used.
On the basis of (20) and the fact that m and n are of different evenness, we have
and with account for (21) we have ( )
(23)
So the matrix G obeys the following properties: 
On the basis of (11) and 8 the coefficients m b are calculated up to 4 b : 
On the basis of (15), (16) and the above-mentioned properties of the matrix G one can obtain the following results:
, [1] [2] 0 0 0 00
[4] 0 20 2 00 2 2 2 20 00 22
, [4] [5] 1 33 3 31 
where explicit expressions for mn G , m b and ( ) n S t are given in (24), (25) and (8), respectively, and the superscript [ ] n denotes that the corresponding quantity is taken in the n -polynomial approximation. The approximations of a larger number of polynomials are investigated in this paper only numerically because the corresponding analytical expressions are too cumbersome.
EXPERIMENTS
As is known, the above-mentioned method of truncated polynomial expansion is convergent if the kernel of the corresponding integral equation is positively defined function (see, for example, a similar discussion for the solution of kinetic equations in electron-phonon systems in [11] ). The kernel of the integral equation (1) is the correlation function (2), which is not a positively defined function, so the proposed method is not necessarily convergent for all the parameters. So the obtained solutions should be checked at different numerical values of the parameters, and the aim of this section is to answer the question for which parameters the proposed method is reliable.
Let us take the following parameters:
and compare numerically the left-hand and right-hand sides of eq. (1) for the obtained weight functions (26). The corresponding numerical calculation is made in Wolfram Mathematica 11 package. The corresponding graphs for one-, two-, three-, four-and five-polynomial approximations are given in Fig. 1, Fig. 2, Fig. 3, Fig. 4 and Fig. 5 , respectively: It should be stressed that the left-hand side of (1) is calculated numerically on the basis of Wolfram Mathematica as ( ) ( ) ( )
As can be seen from the figures, the one-polynomial approximation is not quite accurate, but the accuracy of the obtained solution increases with the number of polynomials, and the three-polynomial approximation is already rather accurate. For the five-polynomial approximation the obtained curves are very close to each other. Approximations of a larger number of polynomials are made numerically in Wolfram Mathematica up to the 18-polynomial approximation. It should be stressed that Mathematica is not able to calculate the approximation of higher-than-18 polynomials adequately due to machine errors (the corresponding «ripple» can be seen on the graphs). A rather strange behavior of n -polynomial approximation solutions is obtained: for 1 8 n ≤ ≤ the accuracy increases, and for 7 n = and 8 n = the curves are in fact ideally identical. For 9 15 n ≤ ≤ the method fails -the left-hand and right-hand sides of (1) are totally different. But for 16 18 n ≤ ≤ the method is again very good and the curves are in fact ideally identical. Such a strange behavior can hardly be explained. Maybe the reason is that the kernel of the integral equation (1) is not a positively defined function and the convergence of the method is not guaranteed. But nevertheless it should be stressed that for parameters (27) and for 3 8 n ≤ ≤ the method works really good and the obtained solutions for the weight function give the good coincidence of the lefthand and right-hand sides of eq. (1).
Then let us change the parameters. The most interesting change is the change of the parameter T because this parameter may vary most significantly in real systems. So let us take the parameters
For parameters (29) the corresponding investigation is also made up to the 18-polynomial approximation, and it seems that for parameters (29) the method is really convergent. The accuracy increases with the number of polynomials, the three-polynomial approximation is already rather accurate, for the five-polynomial approximation the obtained curves are very close to each other and starting from 8 n = the curves are in fact ideally identical.
Another set of parameters which is investigated in the paper is the following:
For this set of parameters the method is not convergent. For 1 4 n ≤ ≤ the accuracy increases and for 3 n = and 4 n = the coincidence of the curves is rather good. But starting from 5 n = the method begins to fail, and the accuracy decreases with the number of polynomials for 5 n ≥ . The corresponding comparisons of the left-hand and right-hand sides of (1) for the fourand five-polynomial approximation are given in Fig. 6 and Fig. 7 , respectively.
But, as can be seen, the four-polynomial approximation gives a really good coincidence of the curves. So, although the method is not convergent for parameters (30), the four-polynomial approximation gives a good approximate solution for the weight function. It should be stressed that, strictly speaking, the correlation function should obey the property
so the considered parameters may not be physical. But if, for example, we change the parameter α in such a way that ( ) R t obeys (31), the situation does not change significantly; anyway, the situation does not become better.
If, for example, we take 3 3 10 − α = ⋅ rather than / 2 α = π in (27), we have the following behavior of npolynomial approximations. The one-polynomial approximation is not accurate, for the two-polynomial approximation the curves on the corresponding graphs are very close to each other. The three and four-polynomial approximation give approximately the same pictures. They are worse than the two-polynomial approximation, but better than the one-polynomial approximation. But the five-polynomial approximation gives almost identical curves, and for 5 18 n ≤ ≤ the qualitative behavior of the solutions is the same as for parameters (27).
If, for example, we take 1 10 − α = rather than / 2 α = π in (29), we have the following behavior of npolynomial approximations. The one-polynomial approximation is not accurate, the two-polynomial approximation is much better than the one-polynomial one, and for 2 6 n ≤ ≤ the accuracy slowly increases with the number of polynomials. The accuracy of the 7polynomial approximation is lower than that of 6polynomial approximation, but for 7 10 n ≤ ≤ the accuracy slowly increases with the number of polynomials. For 11 17 n ≤ ≤ the accuracy increases with the number of polynomials and the curves on the corresponding graphs are very close to each other. Mathematica is not able to calculate the approximations of more than 17 polynomials adequately due to machine errors (the corresponding «ripple» can be seen on the graphs).
If, for example, we take 5 8 10 − α = ⋅ rather than / 2 α = π in (30), we have the following behavior of npolynomial approximations.
The one-polynomial approximation is not accurate, but the two-polynomial approximation is rather accurate: the curves in the corresponding graphs are very close to each other. For 3 n ≥ the accuracy of the result decreases with the number of polynomials, starting from 5 n = the curves are far from each other.
RESULTS
The method of truncated orthogonal polynomial expansion is proposed in order to solve the integral equation (1) . Analytical expressions for a one-, two-, three-, four-and five-polynomial approximation solutions are obtained.
The kernel of this integral equation is not a positively defined function, so the method may not be convergent, in other words, the accuracy of the obtained solution may not increase with the number of polynomials. But in a rather wide range of parameters the approximations of rather small number of polynomials are rather accurate and may be applied to the following investigation of the data forecast. Moreover, for some parameters the method is convergent.
DISCUSSION
We propose the method of truncated orthogonal polynomial expansion in order to obtain the Kolmogorov-Wiener filter weight function on the basis of the Fredholm integral equation of the first kind (1) . A set of polynomials orthogonal for
is built (6) , and this set is convenient because of the above-mentioned properties of the integral brackets. The analytical expressions for the approximate solutions for the integral equation (1) are obtained in the one-, two-, three-, fourand five-polynomial approximation. The kernel of the integral equation (1) is not a positively defined function, so the proposed method is not necessarily convergent for all the parameters. The sets of parameters (27), (29), (30) are chosen to check the convergence and the accuracy of the proposed method. The investigation is numerically made up to the 18polynomial approximation.
For rather small T ( 10 T = ) the method is convergent, and starting from the three-polynomial approximation the left-hand and the right-hand sides of (1) are rather close, starting from the eight-polynomial approximation they are almost ideally identical.
For 100 T = a rather strange behavior of npolynomial approximations is seen. The accuracy increases up to the eight-polynomial approximation, starting from the three-polynomial approximation the lefthand and the right-hand sides of (1) are rather close, for the seven-and eight-polynomial approximation they are almost ideally identical. The corresponding graphs for the one-, two-, three-, four and five-polynomial approximations are given. Then for 9 15 n ≤ ≤ the method fails, and for 16 18 n ≤ ≤ the method again works very well. Such behavior can hardly be explained. But it should be stressed that the approximation of 3-8 polynomials works well, and the corresponding obtained weight functions may be applied to a further investigation of the data forecast.
For 1000 T = the method is not convergent, the fivepolynomial approximation is not good, and the accuracy decreases with the number n of polynomials for 5 n ≥ . But for 1, 2, 3, 4 n = the accuracy of the obtained solutions increases, and three-and four-polynomial approximations are rather accurate.
To summarize the above-mentioned, we should stress that the proposed method is not necessarily convergent for all the parameters. It works well for rather small values of the parameter T , but for high values of this parameter the method may not be convergent. Nevertheless, the approximation of rather small number of polynomials may be rather accurate in a wide range of parameters. But it should be stressed that generally speaking, each of the approximations obtained by the proposed method should be checked numerically before it is applied in further investigation of data forecast. CONCLUSIONS Approximate solutions for the Kolmogorov-Wiener filter weight function for fractal processes are obtained and the applicability of the proposed method is discussed.
The scientific novelty of the obtained results is that the approximate solutions for the weight function in the problem under consideration are obtained on the basis of the truncated orthogonal polynomial expansion method. The applicability of the proposed solutions is discussed.
The practical significance is that the obtained results may be applied to further investigation of data forecast for continuous fractal processes.
Prospects for further research are to apply the obtained results to the corresponding investigation of data forecast.
