We show how to find in Hamiltonian graphs a cycle of length nnO/log log n). This is a consequence of a more general result in which we show that if G has maximum degree d and has a cycle with k vertices (or a 3-cyclable minor H with k vertices), then we can find in O(n 3) time a cycle in G of length k n(1/l°gd). From this we infer that if G has a cycle of length k, then one can find in O(n a) time a cycle of length k aO/(l°g(n/k)+l°g log n)) which implies the result for Hamiltonian graphs. Our results improve, for some values of k and d, a recent result of Gabow [8] showing that if G has a cycle of length k, then one can find in polynomial time a cycle in G of length exp(~(x/log k~ log log k)).
Introduction
In spite of the significant progress over the last decade in the area of approximation algorithms and hardness results, there has been very little progress in establishing positive or negative results for the problem of finding long paths and cycles 1 in undirected graphs. Until recently, there was no known algorithm which guarantees approximation ratio better than n/polylog(n), and no hardness of approximation results that explain this situation. This is true even for the problem of finding long paths and cycles in bounded-degree Hamiltonian graphs, and indeed it has been conjectured that this very special case is already very hard to approximate. In the very recent past, there has been activity on this problem culminating in a breakthrough result of Gabow [8] which for the first time led to an algorithm that could find paths and cycles of super-polylogarithmic length in arbitrary graphs with long paths. In part based on Gabow's techniques, we improve the bounds to show how to find in Hamiltonian graphs a cycle of length n ~ (1/l°gl°gn) . This is a consequence of a more general result that is described below.
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Let k be the number of vertices in a longest cycle containing a given vertex v in an undirected graph. Gabow [8] showed how to find a cycle through v of length exp(~(~logk/loglogk)) in polynomial time.
This implies the santo bound for the longest cycle, longest vw-path and longest path. The previous best bound for longest path is length ~((logk)2/loglogk) due to BjSrklund and Husfeldt [2] .
Jackson [10] showed that 3-connected n-vertex cubic graphs have cycles through any two given edges of length at least n c + 1 for c = log2(1 + v/5) -1. Feder, Motwani, and Subi [5] considered the problem of finding long cycles in 3-connected cubic graphs whose edges have weights w~ > 0, and find cycles of weight at least 1 (~ w~)z for a = log 2 3. A graph is 3-cyclable if for every set of three vertices u, v, w, there is a cycle going through all three vertices; in particular 3-connected graphs are 3-cyclable. It is also shown by Feder, Motwani, and Subi [5] how to find a cycle of length at least k0Og3 2)/2 in a graph with vertices of degree at most 3 that has a 3-cyclable minor with k edges (or in particular, has a cycle of length k), in polynomial time.
Their algorithms run in O(n 3) time, using a linear time 3-connectivity algorithm [9] . Jackson and Wormald [11] proved that 3-connected n-vertex graphs with maximum degree at most d have a cycle of length at least t~logb 2 + 1, where b = 6d 2.
2""
This bound was improved by Chen, Xu, and Yu [4] to n 1°g~2 + 2, where b = 2(d-1) 2 + 1, who also gave a polynomial time algorithm for finding such a cycle; the algorithm runs in time O(n~).
Results. In this paper we show that if G has maximum degree d and has a cycle of length k, or more generally a 3-cyclable minor H with k vertices, then one can find in polynomial time a cycle in G of length k ~(1/Jog d).
The algorithm runs in time O(n3). From this we infer that if G has a cycle of length k, then one can find in O(n 3) time a cycle of length k ~(1/(log(,~/k)+log log n)). In particular, a cycle of length n ~(I/l°gl°gn) is found in Hamiltonian graphs. This improves the bound of Gabow [8] for finding a long cycle in graphs containing a cycle of length k in the case of graphs of degree bounded by d < exp(o(x/logkloglogk)) , and in the case where the longest cycle has length k > n~ exp(o(v%g n log log n)).
Our algorithm, like that of Gabow, requires finding a cycle through three specified vertices. A more general result of Robertson and Seymour [15] gives a polynomial-time algorithm for the fixed vertex subgraph homeomorphism problem, but with unreasonably large constants even for our case of triangles. Fortunately, there is a linear time algorithm for our case of triangles due to LaPaugh and Rivest [13] , not involving any large hidden constants. It follows from their analysis that a 3-connected graph has a cycle through three edges e, f, and g if and only if it is not the case that either e, f, and g separate G, or e, f, and g share a common vertex V.
The rest of this paper is organized as follows. In Section 2, we present first a simple algorithm achieving the bound exp(fl(x/log k~ logd)), and then the algorithm achieving the bound k a(x/log d). This second algorithm depends on two other results obtained, namely finding a cycle with at least k ~(t/l°gd) special edges in a 3-connected graph of maximum degree d having k special edges; and finding in a 3-connected graph of maximum degree d whose edges have weight wi a cycle
of total weight at least (2_., wi)
with b = O(logd). Then, in Section 3, we give the algorithm achieving the k ~(1/(l°g(n/k)+l°gl°g n)) bound, and in particular the n~(1 / log log n) bound for Hamiltonian graphs.
Long Cycles in Graphs with 3-Cyclable Minors
Before we establish the main result of this paper, we present a simpler result with a weaker bound. This result exemplifies the main idea that will be used in the rest of the paper. It follows from the analysis of LaPaugh and Rivest [13] that a cycle through eo = (uo,vo), e2 = (u2,v2), e3 = (u3,v3) in the 3-connected graph G1 exists if and only if (i) there is no vertex v to which all three edges eo,e2,e3 are incident and (ii) G1 -{eo, e2,e3} is connected, so the two edges e2, e3 can be found from a tree decomposition of G -eo in O(r 3) time. Adding the complexity O(r 3) over all choices of G1 gives the O(n 3) bound on the running time.
The following two results consider finding cycles going through certain special edges in a 3-connected graph. We repeatedly add such paths p to H to obtain a subgraph R of G such that if paths with internal vertices of degree 2 are replaced by single edges in R, then we obtain a 3-connected graph R'.
If some path in R with internal vertices of degree 2 has B _> k ~ special edges, where e > 0 will be chosen later, then G has a cycle of length B. Otherwise R' has at least hi-did vertices, and we may find in R' a cycle C of length at least A = ck(1-~)/l°g2(2(d-1)2+l) for some constant c > 0 by the algorithm in Chen, Xu, and Yu [4] .
Either at least A/2 of the edges in C correspond to edges in H or at least A/2 of the edges in C correspond to edges not in H.
Suppose at least A/2 of the edges in C correspond to edges not in H. Either (i) C contains a path p of length at least v/A-/2 not involving edges in H, or (ii) C contains at least v/A-/2 paths q not involving edges in H joining vertices in H. In case (i) we may extend v/A-/2 disjoint paths inside the tree in R that does not have internal vertices in H containing p, where these paths lead to different Hi from p. In case (ii) the paths q form the edges of a tree whose vertices are graphs Gi, so C reaches at least vfA-/2 different Hi. We shall show how to construct from this gadget with at least G = F/(8(d + 1)) special edges a cycle going through at least J = cG ~ special edges for 5 = 1/(2 + log 2 3). This will give the bound
or k ', whichever is smallest. Setting e = 1/(1 + 4(2 + log 2 3) log2(2(d -1) 2 + 1)) gives the desired bound. So we have a cycle C and pairwise disjoint paths t joining pairs of vertices in C, where each such path contains at least one special edge, and the number of special edges in C plus the number of paths t is at least G. If the number of special egdes in C is at least G/2 we are done. Otherwise the number of paths t is at least G/2. Number the paths i with internal vertices of degree 2 along the cycle 1, 2,..., v. Consider pairs of paths (i,j) with i < j such that i,j separate the cycle plus paths t, and no (i,j~) separate the cycle plus paths t for i < j' < j. We assume (1,j) is such a pair, if any. We cannot have two distinct such pairs (i, j), (i',j') with i < i' < j < j'. Let L be the maximum number of such pairs that pairwise satisfy i < i' < j' < j or i' < i < j < j'. For each 0 < h < L, consider the paths t with one endpoint between i and i + 1 and the other endpoint between j and j + 1 with i < j, such that the maximum number of pairs (i',j') with i+1 < i' < j~ < j that pairwise satisfy i' < i" < j" < j' or i" < i' < j' < j" is h. These paths t, together with the cycle C, have a tree decomposition consisting of a cycle Ro at the root, children Ri that are 3-connected cubic graphs or three parallel edges. If Ri consists of r/paths t containing a special edge then we can find in Ri a cycle with r~/1°g23 special edges by the result of Feder, Motwani, and Subi [5] , which may be made to go through the edge connecting to the cycle R0 while reducing the number of special edges to r~/l°g23/2. Thus if all the Ri for h fixed have rh paths t, we obtain a cycle with at least r~ / log23/2 special edges. Since the rh add up to at least G/2, we have a bound (G/2L)I/]og~ 3/2 .
We may dmose one path t for each 0 < h < L and remove all other paths t, so that now the cycle C has vertices 0, 1, 2,..., 2L, 2L + 1 and the paths t have endpoints (i, 2L-i). Since G is 3-connected, there are three disjoint paths from 2L + 1 to L. Remove a maximal number of edges from G other than C and the L paths t so that if we remove one more such edge then there are not three disjoint paths from 2L + 1 to L. Every added edge e that thus remains participates in a cut with two vertices u, v, where u is on the path going along 2L + 1, 0, 1,..., L and v is on the path going along 2L + 1, 2L, 2L-1,..., L. Thus the three disjoint paths p, q, r from 2L + 1 to L use all such added edges e. Suppose for some 0 < i < L -v/L, the segment Ki of C going through i,i + 1,i + 2,...,i + x/~ does not contain any vertex from any of p, q, r, and neither does for i _< j _< i + x/L the part of the path t joining j to 2L-j up to the first special edge ej on this path. Consider similarly K~ consisting of the edges from 2L -i, 2L -(i + 1), 2L -(i + 2),..., 2L -v~ and the part part of the path t joining 2L -j to j up to ej in the other direction. None of the three paths p, q, r, say p, can visit a vertex in this sector, then follow edges not in this sector, and back to a vertex in this sector. The reason is that the edges thus visited by p would participate in a cut with two vertices u, v, where u is in Ki, yet u is in neither of q, r. Thus the path from 2L -i to 2L -v/L is partitioned into at most 7 parts, one contiguous for p, for q, for r, and the surrounding 4 parts visited by neither of p, q, r. At least one of these parts has size at least v~/7, say the one for p, and path q skips this sector 2L -i,..., 2L -i -v/L/7. We thus have a cycle that goes alternatingly between Ki and K~ by crossing the v/L/7 joining paths t, and then comes back on q, for a total of v~/7 special vertices.
Otherwise there are no segments of size v/L that do not get visited by p, q, r, so we may consider the paths t from the Ki to the K~ side that start at x/T, 2v~, 3v/L,... L -v/L. Each of these v/L paths t either contains a special edge in one of p,q,r, or otherwise can be used to join two vertices u, v each of which is in one of p, q, r. Since the path from u to v is not in p, q, r, it follows that u, v may both be in p, or both in q, or both in r; if they are both in p, then the path joining them in p must use no additional edges e, and thus the path p involves a corresponding special edge joining the Ki side to the K~ side. We thus have v~ special edges that end up either in p, or in q, or in r, or joining p to q, or joining p to r, or joining q to r. At least one of 'these will involve v~/6 special edges. If there are there many edges in p (similarly q or r), we may use the cycle going through p and q. If there are these many joining p to q (similarly p to r, or q to r), then we may advance on p and q by alternating between the p and q side, and then come back on r. We thus have a cycle with v/L/6 special vertices.
The 
Proof.
We may select sets of edges of f to contract, so that each new vertex resulting from this contraction corresponds to at most d e'' original vertices for some constant c" > 0, and the resulting forest f' has trees of depth at most logs k < log r. The resulting graph H ~ obtained from H has degrees at most d' = d e''+l, so if cases (/},,and (iv) were to arise for H' we would have E ~ >_ r e for some constant c m, contradicting E ~ < log r for these two cases unless r is constant (in which case the theorem is vacuous).
We may thus assume cases (i) and (iv) do not arise. For case (i/i), once edges have been contracted from f', all edges in the various Hi are special edges, else they could have been removed to obtain H. We are thus left with case (if), where a path p' involving no edges in H and of length E' _> r c''' could not be contracted to obtain a forest f" to give H" with E" _< log r as for cases (i) and (iv). The case where we twice divide by d + 1 is the case where the path p' goes through F ~ = leaves Hj of T that are children of a 3-connected Hi at corresponding edges ej. The only edges incident to such a leaf Hj that cannot be contracted while preserving 3-connectivity are edges joining to another leaf Hi, that is also a child of Hi, or joining to Hi. In particular, we must have a path of length 3 joining children Hi, Hi,, Hy,, Hi,,,, and 3-connectivity of Hi is lost only if the corresponding pairs of edges in Hi, namely Pl = (ej,ej,),p2 = (ej,,ej.), p3 = (ej,,,ej,,,) have the property that each such pair of edges p~ forms in a 3-cut in Hi together with a vertex v8 in Hi. This would imply that (ej,ej,,ej,,) and (ej,,ej,,,ej,,,) are both 3-cuts in Hi, which is not possible. Thus r c'''/2 < F _< logr, and this case does not happen unless r is constant (in which case the theorem is vacuous). Thus the case where we twice divide by d+ 1 does not happen, and the rest of the proof proceeds as in Theorem 2.2.
The case with special edges in a 3-connected graph is now generalized to the case with edges of various weights in a 3-connected graph. Proof. By Theorem 2.3, we can find a cycle that has at least k b special edges for a = 1/(c'logd) with c' > 0 constant in a 3-connected graph of maximum degree d with k special edges. Given a 3-connected graph G of maximum degree d and edge weights w/, we may divide all edge weights by the weight of the second largest edge weight wj. As a result, the second largest edge weight is now wj = 1. Group the edges into sets So, $1, $2,..., as follows. The set So contains the two edges of largest weight, namely z .> 1 and 1. The set S/with i _> 1 contains all edges of weight 1/2 / < wj < 1/2/-1.
Apply Theorem 2.3 to each problem on G having the set Si as special edges. If Si has si special edges, a For So, we then we find a cycle of length ri _> si. have ri = si = 2 and the solution has total weight z + 1. For Si with i _> 1, the solution has total weight at least rj2 i > a i si/2. Let b = c/a for some constant c > 0 to be chosen later. If the solution found has total weight f, then fb is at least the maximum of where the last inequality holds for c constant large enough. Thus the solution found has total weight at least .f > Lb(w), completing the proof of the bound. The running time is dominated by a single execution of the O(n 3) algorithm in Theorem 2.3, as the bounds for each Si can be evaluated to find the Si giving the maximum lower bound before executing the algorithm.
Finally, the case of 3-conneccted graphs with edge weights is applied to give the result for 3-cyclable graphs, or graphs with a large 3-cyclable minor.
THEOREM 2.5. Let G be a graph with maximum degree d that has a 3-cyclable minor H with k vertices (or in particular, a cycle with k vertices). Then one can find in polynomial time a cycle in G of length at least k 1/(~l°gd) for the constant c > 0 from Theorem 2.4. The algorithm runs in time O(n3).
Proof. Let G be a graph in which we wish to find a long cycle. We assume G is 2-connected, since every 3-cyclable minor lies in a 2-connected block. Find as in Theorem 2.1 the tree decomposition of G into graphs Gi such that each Gi is either (1) 3-connected, (2) a cycle, or (3) a multigraph consisting of two vertices u, v joined by multiple parallel edges.
Assume first G itself is 3-cyclable. We assign a weight wi to each Gi in the tree decomposition, so that if Gi and all its descendant Gj have at least ni + 1 vertices, then wi >_ ni a, where a = 1/b = 1/clogd. We do this inductively, starting at the leaves. So suppose for a given Gi, we have assigned weights wj to the children graphs Gj. This assigns weight wj to the edge of G~ corresponding to G j; an edge of Gi not corresponding to a child of Gi is assigned weight 1, and the edge of G~ corresponding to the parent of Gi is assigned weight 0. If Gi is 3-connected, apply then Theorem 2.4 to Gi, obtaining a cycle of weight
W ~ (Ew3b.) lib ~ (~nj) lib = nT. If Gi is a cycle, then
we obtain a cycle of weight w = ~ wj > ~ ny > n i . If G~ consists of multiple parallel edges, then Gi has at most one child G j, otherwise G would not be 3-cyclable; a a Assign we obtain a cycle of weight w = wj > nj = n i . weight w to Gi, completing the induction.
Unfortunately, the cycles that we selected for each Gi to define the weights of Gi do not necessarily connect, since the cycle for a child Gj may not go through the special edge e that links it to its parent in the tree. We shall define cycles that do go through e so that if Gi has weight w, then the cycle through e visits at least w 1/2 > n~/2 edges other than e, and this will complete the proof.
Consider a Gi whose weight w was defined by finding a cycle C of weights wj, and suppose for each j we have found a path inside the corresponding Gj of length at least wj 1/2. We write wj = ejw, with ej = 1. Clearly, if C goes through e, we can just select C and have a cycle through e of length at least ~wj 1/2 _> w 1/2, since ~ej 1/2 > 1 where the sums are over the weights in C.
Suppose C does not go through e. By 2-connectivity, we can obtain two disjoint paths joining the two endpoints of e to C, respectively, such that the two disjoint paths enter C at two distinct vertices, thus decomposing the weights of C into two subsets S and T delimited by these two vertices. If ~ ej 1/2 > 1 when the sum is taken over the weights in either S or T, then we are done. If this is not the case, then we will show that the largest weight wl = elw in S and the largest weight w2 = e2w in T satisfy el 1/2 + e21/2 > l. If W2 = 1, then the cycle through e and S goes through the edge of weight wl and at least one other edge (of weight at least w2 = 1). So we can assume wl,w2 > 1, and obtain a cycle through e and the edges of weight wl, w2 by 3-cyclability.
It remains to prove the claim about the sum of 1/2 the ej . Notice that if wj > w j, and 0 < 5 _< w j,, then wj 1/2 + wj, 1/2 > (wj + 5) 1/2 + (wj, -5) 1/2. For the argument, we modify the weights by choosing the appropriate values 5, as follows. We can ensure that S will have at most one non-zero weight smaller than wl, and similarly that T will have at most one non-zero weight smaller than w2. Thus S has s > 1 weights equal to wl and one weight 0 < w~ < wl; similarly T has t > 1 weights equal to w2 and one weight 0 _< w~ < w2.
We thus have sel + e~ + te2 + e~ = 1, with sell/2 + e~ 1/2 < 1 and ten 12+e~ 112 < 1. We write e~ = .kel with 0 < A < 1, and let s t = s+A.
Similarly, we write e~ = #e2 with 0 _< # < 1, and let t ~ = t + tt. Then s'el + t'e2 = 1. Also, s'e~/2 < (s + A1/2)e11/2 < 1, , 1/2 112 and similarly ~ e 2 < 1. But then see1 < Q and 1/2. 1/2 t~e2 < e.~/2, so e I -t-e 2 > 1. This completes the proof for the case where G is 3-cyclable.
Suppose G is not 3-cyclable. We proceed to simplify the graph as follows, from the leaf graphs Gj up to the root. If Gi consists of multiple parallel edges, we keep only one child Gj, the one with most vertices, so that for other children we are left with an edge in Gi that corresponds to no child.
As we go up the tree, we must also make sure we will be able to obtain, from a cycle in a graph Gi, a new cycle going through the special edge e. This is not possible if the two edges fl and f2 with weights Wl and w2, together with e, separate the 3-connected graph Gi,
If the 3-cyclable minor of size k reaches the root of the tree, then the simplified graph will have n > k vertices, by induction from the leaves up to the root of the tree of Gi The reason is that when fl or f2 is removed or reduced to a single edge, the 3-cyclable minor of size k necessarily does have vertices in one of the two subgraphs corresponding to fl and f2-We then get a cycle of length at least n$/2 with the previous algorithm.
If the 3-cyclable minor of size k does not reach the root of the tree consider the Gi closest to the root that it reaches. The 3-cyclable minor does not have vertices corresponding to the special edge e connecting this Gi to its parent. If Gi is 3-connected, we do not simplify the graph for pairs of edges fl, f2 which together with e disconnect the graph of Gi mponent (neither in the case of P3 nor in the case of a 3-connected graph); we assign to e weight 1. If Gi consists of multiple parallel edges, then we keep the two children of Gi with the most vertices. As before, we have ni > k vertices by induction from the leaves of the tree up to this Gi, and get a cycle of length at least n~/2 with the previous algorithm.
The tree decomposition can be found in time O(n3), and the running time for each Gi is dominated by the cubic time algorithm of Theorem 2.4.
Long Cycles in Hamiltonian Graphs
We infer from Theorem 2.5 that one can find long cycles in Hamiltonian graphs. Proof. The first stage of the algorithm finds a spanning tree with vertices of degree O(logn). Suppose we have found a spanning forest F consisting of r trees with vertices of degree at most d. Initially F consists of the n vertices and no edges. Find a maximal matching M of trees in F, where two trees tl, t2, may be matched if they are joined by an edge e, which can be added to F. This partitions F into two sets of trees F1, F2, where the trees in F1 are matched, while there are no edges joining trees in F2. There must exist a matching of the trees in F2 into vertices in F1 given by edges joining F~ to F1 in the Hamiltonian cycle. Find such a matching M I. After adding the two matchings M and M ~ to F, we have a forest F ~ with at most r/2 trees and vertices of degree at most d + 2. Repeating this process log 2 n times, we obtain a single spanning tree with vertices o[ degree at most 2 log 2 n.
The second stage of the algorithm finds a spanning 2-connected subgraph with vertices of degree O(logn). Suppose we have found a spanning 2-connected subgraph H with rl blocks, of which r2 do not have exactly 2 cutpoints, and with r3 cutpoints, of which r4 do not belong to exactly 2 blocks. Let r I = r~ + r4, and let d be the maximum degree in H. Initially H is the spanning tree found before. Consider the maximal se- quences bl, c~, b2, c2, b3,. .., ... where bl is a block with only cutpoint cl, each c/is a cutpoint belonging only to the two blocks bi and bi+l, and each bi,i > 2 is a block with only cutpoints c/-1 and ci. For each such sequence, say al, a2, a3,.., proceed as follows. Join al to the last ai that al has an edge to, then join one of a2,... ,ai-1 to the last aj with j > i that there is an edge to, then join one of ai,... ,aj-1 to an aj, with jl > 1, and so on. This combines an initial set of blocks bl, b2,.., bj,, into a single block b I that does not have edges to subsequent blocks in the sequence, while increasing the degrees by 2. Assume thus that each bl has this property stated for b I.
We now proceed as for F above. Find a maximal matching M of components b~ starting the above sequences. The unmatched components b~ nmst can be matched by M ~ to vertices not in the corresponding sequence b~,cl,..., except possibly for the cutpoint belonging to at least 3 blocks after the sequence, and not in other choices of unmatched components bl, where each vertex is used for at most 2 choices of bl, since the Hamiltonian cycle contains such an Mq Adding the edges of M and M ~, at most 3 edges per vertex, we are left with the case where the sequences bl, c~,..., consist of just bl. The same process again matches each bl to vertices not in b~, reducing the number of such bl by half and adding at most 3 edges per vertex. Reducing the number of bl by half also reduces the value r I defined above to at most 4r'/3. Since this process adds a total of 6 edges to each vertex and can be repeated at most log4/3 n times, the number of edges added to each vertex is at most 6 log4/3 n. In the end, we have obtained a 2-connected spanning subgraph H with degrees at most 2 log 2 n + 6 logut/3 n.
If the 2-connected spanning subgraph H with vertices of degree 0(logn) is 3-cyclable, then we can apply Theorem 2.5 and obtain a cycle of length at least n l/(cl°gl°gn). We shall satisfy the degree bound O(logn), and obtain a 2-connected spanning subgraph H ~ that is not necessarily 3-cyclable, but satisfies the conditions for the algorithm of Theorem 2.5, thus obtaining a cycle of length at least n 1/(c'l°g(cl°gn)) = nl/(c '' log log n). Obtain the three decomposition of H into graphs Hi. This decomposition does not satisfy the conditions implied by 3-cyclability needed for Theorem 2.5 if there are graphs Hi with edge e = (u, v) containing either (i) a set of at least two other edges fi incident to u such that each such fi correspond to a child Hj of Hi; (ii) same as (i) for v; (iii) two edges g~, g2 that together with e separate Hi.
Let T be the subtree of the tree decomposition containing the root H0 and every Hi that does not satisfy the conditions, such that every leaf of Hi does not satisfy the conditions. The leaves Hi of T are in paths H1,H2,. ..,H, such that each Hi for 2 < i < t has only the child Hi-1 in T. We shall take care of each Hi that does not satisfy the conditions in such paths with only increase in degree by a constant, thus not including such paths from T. Since this needs to be done at most O(log n) times as above, the total increase in degree is O(logn).
For each such path Hi,H2,... ,H~, join H1 to the latest Hi it has an edge to, then join an Hj with j < i or one of its descendants not in Hi-1 to the latest Hi, it has an edge to, otherwise proceed to Hi+l, and so on. It thus suffices to take care of each Hi with i < p with edges within Hi and its descendants not in Hi-1. This can be done in such a way that takes care of all Hi with i < j' for some j' that will be guaranteed to satisfy j' > p. We first do this for case (i) for Hi that has edge e = (u, v) connecting to its parent. There is thus a set of at least two other edges fi incident to u such that each such fi correspond to a child H i of Hi, and say f0 corresponds to the child Hi-1 on the path. Since there are no edges coming out of Hi-1, the Hamiltonian cycle must have edges coming out of Hj with fi Y~ fo. Again we find a maximal matching among these Hi, and then match the remaining unmatched H i to vertices not in any unmatched H i and contained in Hi or its descendants other than Hi-i, with increase degree at most 3. Note that the vertices u and v of the edge e = (u,v) may occur in several such Hi, so we try to avoid edges to both u and v. If this cannot be done, then the Hamiltonian cycle is required to have such edges. In that case, we go up the path Hi,..., H~ and choose in each case whether to avoid u or v, with no u or v being used for more than 2 graphs Hi, since these vertices have only 2 edges incident to them in the Hamiltonian cycle. When this can be done no longer, we have taken care of all Hi with i < j' with j' _> p.
Note that in the special case of Hi = H1, there is no particular edge fo corresponding to a special child Hi_ 1, so the above matching procedure can leave out any one fj for which Hj remains unmatched. Thus for case (i), and similarly case (ii), the degree goes up only by a constant.
For case (iii), two edges gl,g2 that together with e = (u, v) This completes the algorithm that finds a graph with degrees O(logn), so that Theorem 2.5 can be applied to find a cycle of length at least n 1/(cl°gl°gn) for some constant c > 0. Each iteration requires finding matchings for the Hi in time O(n2'5), for a total of O(n 2'5 log n) time over the O(log n) iterations to reduce to the problem of Theorem 2.5~ whose solution takes O(n 3) time.
In the above proof, the degree of the spanning tree can be improved to 3 in polynomial time, see Ffirer and Raghavachari [7] , and the degree of the 2-connected spanning graph can be improved to O(logn/loglogn) in time n O(l°gn/l°gl°gn) , see Ravi, Raghavachari and Klein [14] .
The above result generalizes to the case of graphs with very long cycles as follows. For more details along these lines, see Feder, Motwani, and Zhu [6] . Proof. The approach is the same as in Theorem 3.1. We exclude at each iteration a set of vertices that include at most k~ logCn vertices from the cycle of length k, and we shall allow degrees up to (n/k)logen for some constants 0 < c < e. In the end, we have a subgraph with at least k/2 vertices with this degree bound, giving by Theorem 2.5 a bound k 1/(c' ]og((n/k)log ° n) > kl/(c(log(n/k)+loglog n)) for some constants c, c ~ > O.
The key idea in all three stages of the algorithm of Theorem 3.1 was to join a collection of connected subgraphs Ri by first finding a maximal matching among these Ri, and then matching the unmatched R4 to the rest of the graph by a maximum matching. There axe several modifications used here. First the matchings may be by paths going through the set of currently excluded vertices. Second, since the cycle C of length k does not go through all the vertices, we may only hope to match some of the Ri by the maximum matching. Consider P~ where we may gain the possibility of gaining access to r < s~ < 2r of the vertices in Ri. This happens with the algorithm of Theorem 3.1 in the first stage, when constructing a tree from a forest, if Ri if of size si; in the second stage, when constructing a 2-connected graph from a tree, if we consider a vertex vi in paths Pi starting at leafs and with to join the part Ri from the leaf to vi, by gaining the part of the path following vi; mid in the third stage, when constructing a graph with the property for the algorithm of Theorem 2.5 from a 2-connected graph when si is the number of vertices corresponding to the edge fi for cases (i) and (ii), or when we consider a vertex vi in paths Pi starting join the part R4 from the leaf to vi, by gaining in the part following vi the edges fi in graphs Hi for which one of the cases (i), (ii), (iii) could not be met.
If there are q potential P~ to be matched with r < si < 2r, we stop a matching phase if at most q/t of the R4 could be matched in the phase, where t = (n/k)log c+1 n). The total sum of rq considered in a phase is at most n logn, as we are considering disjoint sets, and repeating only logn times, as we consider sizes r = n,n/2,n/4,n/8,.., in turn. Thus the sum of the rq/t not matched in a phase that could have been joined with edges of the cycle C is at most (nlogn)/t = k/log c n, thus excluding at most these many vertices belonging to C, plus the remaining unmatched ones that could not be linked with C. The number of iterations that match at least q/t of the Ri is O(t), and each such iteration increases the degree by a constant, so the total increase in degree in a phase is O(tlogn) = O((n/k)logC+ln), which adds up over all phases to O((n/k)log c+2 n) as degree bound, to be applied to the algorithm of Theorem 2.5.
The maximum matchings are carried out by pushing units of flow to connect the appropriate Ri to the remaining vertices. Each R4 for which a unit of flow is pushed corresponds to one of the n graphs Hi, and a unit of flow is pushed in O(m) time, giving time O(nm) plus O(n 3) time for Theorem 2.5.
