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q-uniformly smooth Banach spaces
a b s t r a c t
In this paper, we study a general iterative process to have strong convergence for a
finite family of λi-strict pseudo-contractive non-self-mappings in the framework of q-
uniformly smooth Banach spaces. Our results improve and extend the corresponding
results announced by many others.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction and preliminaries
Throughout this paper, we denote by E and E∗ a real Banach space and the dual space of E respectively. Let C be a subset
of E and T be a non-self-mapping of C . We use F(T ) to denote the set of fixed points of T . Let q > 1 be a real number. The
(generalized) duality mapping Jq : E −→ 2E∗ is defined by
Jq(x) =
{
x∗ ∈ E∗ : 〈x, x∗〉 = ‖x‖q , ∥∥x∗∥∥ = ‖x‖q−1} ,
for all x ∈ E, where 〈·, ·〉 denotes the generalized duality pairing between E and E∗. In particular, J = J2 is called the normal-
ized duality mapping and Jq(x) = ‖x‖q−2 J2(x) for x 6= 0. If E is a Hilbert space, then J = I where I is the identity mapping.
It is well known that if E is smooth, then Jq is single-valued, which is denoted by jq.
When {xn} is a sequence in E, then xn → x (respectively, xn ⇀ x, xn ∗⇀ x) will denote strong (respectively, weak, weak*)
convergence of the sequence {xn} to x. If a Banach space E admits a sequentially continuous duality mapping J from weak
topology to weak star topology, from Lemma 1 of Ref. [1], it follows that the duality mapping J is single-valued, and also E is
smooth. In this case, the duality mapping J is said to be weakly sequentially continuous, i.e., for each {xn} ⊂ E with xn ⇀ x,
J(xn)
∗
⇀ J(x) (see [1,2]). Gossez and Lami Dozo [1] proved that a space with a weakly continuous duality mapping satisfies
Opial’s condition. Conversely, if a space satisfies Opial’s condition and has a uniformly Gáteaux differentiable norm, then it
has a weakly continuous zero duality mapping.
Recall that a mapping T is said to be nonexpansive, if
‖Tx− Ty‖ ≤ ‖x− y‖ , for all x, y ∈ C . (1.1)
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T is said to be a λ-strict pseudo-contraction in the terminology of Browder and Petryshyn [3], if there exists a constant
λ > 0 such that〈
Tx− Ty, jq(x− y)
〉 ≤ ‖x− y‖q − λ ‖(I − T )x− (I − T )y‖q , (1.2)
for every x, y ∈ C and for some jq(x− y) ∈ Jq(x− y). It is clear that (1.2) is equivalent to the following〈
(I − T )x− (I − T )y, jq(x− y)
〉 ≥ λ ‖(I − T )x− (I − T )y‖q . (1.3)
Let K be a nonempty subset of real Hilbert space H , and T : K −→ K . T is said to be κ-strict pseudo-contraction in the
sense of Browder and Petryshyn [3], if there exists a κ ∈ [0, 1) such that
‖Tx− Ty‖2 ≤ ‖x− y‖2 + κ ‖(I − T )x− (I − T )y‖2 for all x, y ∈ K . (1.4)
It is well known that (1.4) is equivalent to the following
〈Tx− Ty, x− y〉 ≤ ‖x− y‖2 − 1− κ
2
‖(I − T )x− (I − T )y‖2 , (1.5)
for all x, y ∈ K .
T is said to be strong pseudo-contraction if there exists κ ∈ (0, 1) such that〈
Tx− Ty, jq(x− y)
〉 ≤ κ ‖x− y‖q ,
for every x, y ∈ C .
From (1.3) we can prove that if T is λ-strict pseudo-contractive, then T is Lipschitz continuouswith the Lipschitz constant
L = 1+λ
λ
. The class of strongly pseudo-contractivemappings is independent of the class of λ-strict pseudo-contractions (see,
e.g, Zhou [4]).
A Banach space E is said to be strictly convex if, whenever x and y are not collinear, then: ‖x+ y‖ < ‖x‖+‖y‖. A Banach
space E is said to be uniformly convex if for each  > 0 there is a δ > 0 such that for x, y ∈ E with ‖x‖ , ‖y‖ ≤ 1 and





∥∥∥∥ : ‖x‖ , ‖y‖ ≤ 1, ‖x− y‖ ≥ } ,
for all  ∈ [0, 2]. E is said to be uniformly convex if δE(0) = 0, and δE() > 0 for all 0 <  ≤ 2. Hilbert spaceH is 2-uniformly
convex, while Lp is max {p, 2}-uniformly convex for every p > 1.
The norm of Banach space E is said to be Gâteaux differentiable if the limit limt→0 ‖x+ty‖−‖x‖t exists for each x, y on the
unit sphere S(E) of E. In this case, E is called smooth. Moreover, if for each y in S(E) the limit above is uniformly attained for
x in S(E), we say that the norm of E is uniformly Gâteaux differentiable. The norm of E is called Fréchet differentiable, if for
each x ∈ S(E), the limit above is attained uniformly for y ∈ S(E). The norm of E is called uniformly Fréchet differentiable, if
the limit above is attained uniformly for x, y ∈ S(E). It is well known that (uniform)Fréchet differentiability of the norm of
E implies (uniform)Gâteaux differentiability of the norm of E.





(‖x+ y‖ + ‖x− y‖)− 1 : x ∈ S(E), ‖y‖ ≤ t
}
.
A Banach space E is said to be uniformly smooth if ρE (t)t → 0 as t → 0. Let q > 1. A Banach space E is said to be q-
uniformly smooth, if there exists a fixed constant c > 0 such that ρE(t) ≤ ctq. It is well known that E is uniformly smooth
if and only if the norm of E is uniformly Fréchet differentiable. If E is q-uniformly smooth, then q ≤ 2 and E is uniformly
smooth, and hence the norm of E is uniformly Fréchet differentiable, in particular, the norm of E is Fréchet differentiable.
Typical examples of both uniformly convex and uniformly smooth Banach spaces are Lp, where p > 1. More precisely, Lp is
min {p, 2}-uniformly smooth for every p > 1.
Recall that, if C and D are nonempty subsets of a Banach space E such that C is nonempty closed convex and D ⊂ C ,
then a mapping P : C −→ D is called a retraction from C to D if Px = x for all x ∈ D. A mapping P : C −→ D is sunny
provided P(x + t(x − P(x))) = P(x) for all x ∈ C and t ≥ 0, whenever x + t(x − P(x)) ∈ C . A subset D of C is said to be a
sunny nonexpansive retraction of C if there exists a sunny nonexpansive retraction of C onto D. We use PC to denote a sunny
nonexpansive retraction of E onto its closed convex subset C .
Recall that a self-mapping f : C −→ C is a contraction on C , if there exists a constant α ∈ (0, 1) such that ‖f (x) −
f (y)‖ ≤ α ‖x− y‖ , ∀x, y ∈ C . We use qC to denote the collection of all contractions on C . That is, qC = {f |f : C −→
Ca contraction}.
In a smooth Banach space, we define an operator A is strongly positive if there exists a constant γ > 0 with the property
〈Ax, J(x)〉 ≥ γ ‖x‖2 , ‖aI − bA‖ = sup
‖x‖≤1
|〈(aI − bA)x, J(x)〉| a ∈ [0, 1], b ∈ [−1, 1], (1.6)
where I is the identity mapping and J is the normalized duality mapping.
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Recall that the normal Mann’s iterative process was introduced by Mann [5] in 1953. Since then, construction of fixed
points for nonexpansive mappings and κ-strictly pseudo-contractions via the normal Mann’s iterative process has been
extensively investigated by many authors.
The normal Mann’s iterative process generates a sequence {xn} in the following manner:
∀x1 ∈ K xn+1 = (1− αn)xn + αnTxn, ∀n ≥ 1, (1.7)
where the sequence {αn}∞n=0 is the interval (0, 1).
If T is a nonexpansivemapping with a fixed point and the control sequence {αn} is chosen so that∑∞n=0 αn(1−αn) = ∞,
then the sequence {xn} generated by normal Mann’s iterative process (1.7) converges weakly to a fixed point of T (this is
also valid in a uniformly convex Banach space with the Fréchet differentiable norm [6]). In 1967, Browder and Petryshyn [3]
established the first convergence result for κ-strictly pseudo-contractive self-mappings in real Hilbert spaces. They proved
weak and strong convergence theorems by using algorithm (1.7) with a constant control sequence {αn} = α for all n.
Afterward, Rhoades [7] generalized in part the corresponding results in [3] in the sense that a variable control sequence was
taken into consideration. Under the assumption that the domain of mapping T is compact convex, he established a strong
convergence theorem by using Algorithm (1.7) with a control sequence {αn} satisfying the conditions α1 = 1, 0 < αn <
1,
∑∞
n=1 αn = ∞ and lim supn→∞ αn = α < 1−κ . However, without the compact assumption on the domain of mappings
T , in general, one cannot expect to infer any weak convergence results from Rhoades’ convergence theorem.
Attempts to modify the normal Mann’s iteration method (1.7) for nonexpansive mappings and κ-strictly pseudo-
contractions so that strong convergence is guaranteed have recently beenmade; see, e.g., [8–14] and the references therein.
Kim and Xu [9] introduced the following iteration process:{x0 = x ∈ K arbitrarily chosen,
yn = βnxn + (1− βn)Txn,
xn+1 = αnu+ (1− αn)yn, n ≥ 0,
(1.8)
where T is a nonexpansive mapping of K into itself, u ∈ K is a given point. They proved the sequence {xn} defined by (1.8)
converges strongly to a fixed point of T provided the control sequences {αn} and {βn} satisfy appropriate conditions.
Yao et al. [11] also modified Mann’s iterative scheme (1.7) by using the so-called viscosity approximation method which
was introduced by Moudafi [15]. More precisely, Yao et al. [11] introduced and studied the following iterative algorithm:{x0 = x ∈ K arbitrarily chosen,
yn = βnxn + (1− βn)Txn,
xn+1 = αnf (xn)+ (1− αn)yn, n ≥ 0,
(1.9)
where T is a nonexpansive mapping of K into itself and f is a contraction on K . They obtained a strong convergence theorem
under some mild restrictions on the parameters.
Recently, Marino and Xu [16] introduced the following iterative algorithm:
x0 = x ∈ H, xn+1 = αnγ f (xn)+ (1− αnA)Tyn, n ≥ 0, (1.10)
where T is a self-nonexpansive mapping on H , A is a strong positive bounded linear operator on H . They prove the sequence
defined by above iterative process converges strongly to a fixed point of T which is a unique solution of the variational
inequality 〈(A− γ f )x∗, x∗ − x〉 ≤ 0, for all x ∈ F(T ) and is also the optimality condition for some minimization problem.
Very recently, Zhou [12], Qin et al. [17] modified normal Mann’s iterative process (1.7) for non-self κ-strictly pseudo-
contractions to have strong convergence in Hilbert spaces. Qin et al. [17] introduced the following iterative algorithm
scheme:{x1 = x ∈ K ,
yn = PK [βnxn + (1− βn)Txn] ,
xn+1 = αnγ f (xn)+ (1− αnA)yn, n ≥ 1,
(1.11)
where T is non-self-κ-strictly pseudo-contraction, f is a contraction and A is a strong positive linear bounded operator. They
prove, under certain appropriate assumptions on the sequences {αn} and {βn}, that {xn} defined by (1.11) converges strongly
to a fixed point of the κ-strictly pseudo-contraction, which solves some variational inequality.
Question 1. Can Theorem of Qin et al. [17] be extended from Hilbert spaces to a general Banach space? such as q-uniformly
smooth Banach space.
Question 2. What happens if algorithm (1.11) is replaced by a parallel algorithm?
Question 3. Can we extend the iterative method of algorithm (1.11) to a general iterative process ?
The purpose of this paper is to give the affirmative answers to these questionsmentioned above. In this paper, motivated
by Kim and Xu [9], Marino and Xu [16,14], Moudafi [15], Wittmann [18], Yao [11], Zhou [12], Qin et al. [17], Yao [19],
Zhou [20], we introduce a general iterative scheme as follows:
x1 = x ∈ C,
yn = PC
[








xn+1 = αnγ f (xn)+ γnxn + ((1− γn)I − αnA)yn, n ≥ 1,
(1.12)
152 G. Cai, C.s. Hu / Computers and Mathematics with Applications 59 (2010) 149–160
where Ti is non-self-λi-strictly pseudo-contraction, f is a contraction and A is a strong positive linear bounded operator






and {βn}, that {xn}
defined by (1.12) converges strongly to a common fixed point of a finite family of λi-strictly pseudo-contractions, which
solves some variational inequality. Our results include Kim and Xu [9], Marino and Xu [16], Wittmann [18], Yao [11],
Zhou [12], Qin et al. [17], and some others as some special cases.
In order to prove our main results, we need the following lemmas.
Lemma 1.1 ([21], Lemma 2.1). In a Banach space E, the following inequality holds:
‖x+ y‖2 ≤ ‖x‖2 + 2 〈y, j(x+ y)〉 , x, y ∈ E,
where j(x+ y) ∈ J(x+ y).
Lemma 1.2 (Xu [22]). Assume that {αn} is a sequence of nonnegative real numbers such that αn+1 ≤ (1 − γn)αn + δn, where













Then limn→∞ αn = 0.
Lemma 1.3 (See,e.g., Xu [23]). Let E be a real q-uniformly smooth Banach space, then there exists a constant Cq > 0 such that
‖x+ y‖q ≤ ‖x‖q + q 〈y, Jq(x)〉+ Cq ‖y‖q ,
for all x, y ∈ E. In particular, if E be a real 2-uniformly smooth Banach space with the best smooth constant K > 0 such that
‖x+ y‖2 ≤ ‖x‖2 + 2 〈y, J(x)〉 + 2 ‖Ky‖2 ,
for all x, y ∈ E.
Lemma 1.4 ([24], Lemma 3.1, 3.3). Let E be real smooth and strictly convex Banach space, and C be a nonempty closed convex
subset of E which is also a sunny nonexpansive retraction of E. Assume that T : C −→ E is a nonexpansive mapping and P is a
sunny nonexpansive retraction of E onto C, then F(T ) = F(PT ).
Lemma 1.5 ([25] Lemma 2.2). Let C be a nonempty convex subset of a real q-uniformly smooth Banach space E and T : C → C










Tα : C → C is nonexpansive such that F(Tα) = F(T ).
Remark 1.6. When T is non-self-mapping, the Lemma 1.5 also holds.
Lemma 1.7 ([2] Demiclosedness Principle). Let C be a nonempty closed convex subset of a reflexive Banach space E which satisfies
Opial’s condition, and suppose T : C −→ E is nonexpansive. Then the mapping I − T is demiclosed at zero, i.e., xn ⇀ x,
xn − Txn → 0 implies x = Tx.
Lemma 1.8. Assume that A is a strongly positive linear bounded operator on a smooth Banach space E with coefficient γ > 0
and 0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1− ργ .
Proof. From (1.6), we know that ‖A‖ = sup‖x‖≤1 |〈Ax, J(x)〉|. Now for x ∈ E with ‖x‖ = 1, we see that
〈(I − ρA)x, Jx〉 = 1− ρ 〈Ax, Jx〉 ≥ 1− ρ ‖A‖ ≥ 0.
(i.e., I − ρA is positive). It follows that
‖I − ρA‖ = sup {〈(I − ρA)x, J(x)〉 : x ∈ E, ‖x‖ = 1}
= sup {1− ρ 〈Ax, J(x)〉 : x ∈ E, ‖x‖ = 1}
≤ 1− ργ . 
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Lemma 1.9. Let C be a closed convex subset of a reflexive, smooth Banach space E which admits a weakly sequentially con-
tinuous duality mapping J from E to E∗. Let T : C −→ C be a nonexpansive mapping with F(T ) 6= ∅ and f ∈ ΠC , A is
strongly positive linear bounded operator with coefficient γ > 0. Assume that 0 < γ < γ
α
. Then the sequence {xt} define by
xt = tγ f (xt)+ (1− tA)Txt converges strongly as t → 0 to a point x˜ of T which solves the variational inequality:〈
(A− γ f )x˜, J(x˜− z)〉 ≤ 0, z ∈ F(T ). (1.13)
Proof. We first show the uniqueness of a solution of the variational inequality (1.13). Suppose both x˜ ∈ F(T ) and xˆ ∈ F(T )
are solutions to (1.13); then〈
(A− γ f )x˜, J(x˜− xˆ)〉 ≤ 0 (1.14)
and 〈
(A− γ f )xˆ, J(xˆ− x˜)〉 ≤ 0. (1.15)
Adding up (1.14) and (1.15) gets〈
(A− γ f )x˜− (A− γ f )xˆ, J(x˜− xˆ)〉 ≤ 0.
Noticing that
〈(A− γ f )x− (A− γ f )y, J(x− y)〉 = 〈A(x− y), J(x− y)〉 − γ 〈f (x)− f (y), J(x− y)〉
≥ γ ‖x− y‖2 − γ ‖f (x)− f (y)‖ ‖x− y‖
≥ γ ‖x− y‖2 − γα ‖x− y‖2
= (γ − γα) ‖x− y‖2 , ∀x, y ∈ C .
Therefore x˜ = xˆ and the uniqueness is proved. Below we use x˜ to denote the unique solution of (1.13).
We observe that {xt} is bounded. Indeed, We may assume, with no loss of generality, t < ‖A‖−1, for p ∈ F(T ), by
Lemma 1.8, we have
‖xt − p‖ = ‖t(γ f (xt)− Ap)+ (I − tA)(Txt − p)‖
≤ (1− tγ ) ‖xt − p‖ + t ‖γ f (xt)− Ap‖
≤ (1− tγ ) ‖xt − p‖ + t(‖γ f (xt)− γ f (p)‖ + ‖γ f (p)− Ap‖)
≤ [1− t(γ − γα)] ‖xt − p‖ + t(γ − γα)‖γ f (p)− Ap‖
γ − γα .
Therefore ‖xt − p‖ ≤ ‖γ f (p)−Ap‖γ−γα . This implies the {xt} is bounded.
To prove that xt → x˜(x˜ ∈ F(T )) as t → 0, we write, for a given z ∈ F(T ),
xt − z = t(γ f (xt)− Az)+ (I − tA)(Txt − z),
to derive that
‖xt − z‖2 = t 〈γ f (xt)− Az, J(xt − z)〉 + 〈(I − tA)(Txt − z), J(xt − z)〉
≤ (1− tγ ) ‖xt − z‖2 + t 〈γ f (xt)− Az, J(xt − z)〉 .
It follows that
‖xt − z‖2 ≤ 1
γ
〈γ f (xt)− Az, J(xt − z)〉
= 1
γ








‖xt − z‖2 ≤ 1
γ − γα 〈γ f (z)− Az, J(xt − z)〉 . (1.16)




of {xt} such that xtn ⇀ x∗. By xt − Txt =
t(γ f (xt) − ATxt), we have xtn − Txtn → 0, as tn → 0. Taken together with Banach space E with a weakly sequentially
continuous duality mapping satisfying Opial’s condition. It follows from Lemma 1.7 that x∗ ∈ P(F). Using that the duality
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map J is single-valued and weakly sequentially continuous from E to E∗, by (1.16), we get that xtn → x∗. We next prove that
x∗ solves the variational inequality (1.13). Since
xt = tγ f (xt)+ (I − tA)Txt , (1.17)
we derive that
(A− γ f )xt = −1t (I − tA)(I − T )xt .
Notice
〈(I − T )xt − (I − T )z, J(xt − z)〉 ≥ ‖xt − z‖2 − ‖Txt − Tz‖ ‖xt − z‖
≥ ‖xt − z‖2 − ‖xt − z‖2
= 0.
It follows that, for z ∈ F(T ),
〈(A− γ f )xt , J(xt − z)〉 = −1t 〈(I − tA)(I − T )xt , J(xt − z)〉
= −1
t
〈(I − T )xt − (I − T )z, J(xt − z)〉 + 〈A(I − T )xt , J(xt − z)〉
≤ 〈A(I − T )xt , J(xt − z)〉 . (1.18)
Now replacing t in (1.18) with tn and letting n → ∞, noticing (I − T )xtn → (I − T )x∗ = 0 for x∗ ∈ F(T ), we obtain〈(A− γ f )x∗, J(x∗ − z)〉 ≤ 0. That is, x∗ ∈ F(T ) is a solution of (1.13); Hence x∗ = x˜ by uniqueness. In a summary, we have
shown that each cluster point of {xt} (at t → 0) equals x˜. Therefore, xt → x˜ as t → 0. 
Proposition 1.1. [See, e.g., Zhou [20]] Let E be a smooth Banach space and C be a nonempty convex subset of E. Given an
integer N ≥ 1, assume that for each i ∈ Λ, Ti : C −→ C is a λi-strict pseudo-contraction for some 0 ≤ λi < 1. Assume
that {ηi}Ni=1 is a positive sequence such that
∑N
i=1 ηi = 1, then
∑N
i=1 ηiTi : C −→ C is a λ-strict pseudo-contraction with
λ = min {λi : 1 ≤ i ≤ N}.
Proposition 1.2. [See, e.g., [20]] Let E be a smooth Banach space and C be a nonempty convex subset of E. Given an integer
N ≥ 1, assume that {Ti}Ni=1 : C −→ C is a finite family of λi-strict pseudo-contractions for some 0 ≤ λi < 1 such that
F = ∩Ni=1 F(Ti) 6= ∅. Assume that {ηi}Ni=1 is a positive sequence such that
∑N
i=1 ηi = 1. Then F(
∑N
i=1 ηiTi) = F .
2. Main results
Lemma 2.1. Let C be a closed convex subset of a real q-uniformly smooth Banach space E such that C+C ⊂ C. Assume C is also a
sunny nonexpansive retraction of E. f ∈ ΠC with the coefficient 0 < α < 1. Let A be a strongly positive linear bounded operator
with the coefficient γ > 0 such that 0 < γ < γ
α
and Ti : C −→ E be λi-strictly pseudo-contractive non-self-mapping such that
F = ∩Ni=1 F(Ti) 6= ∅. Let λ = min {λi : 1 ≤ i ≤ N}. Let {xn} be a sequence of C generated by (1.12)with the sequences {αn}∞n=0,











i = 1 for




αn = ∞, lim
n→∞αn = 0;













|αn+1 − αn| <∞,
∞∑
n=1
|βn+1 − βn| <∞ and
∞∑
n=1






∣∣∣η(n+1)i − η(n)i ∣∣∣ <∞.
Then limn→∞ ‖xn+1 − xn‖ = 0.
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By Proposition 1.1, each Bn is a λ-strict pseudo-contraction on C , by Proposition 1.2, F(Bn) = F for all n and the algorithm
(1.12) can be rewritten as{x1 = x ∈ C,
yn = PC [βnxn + (1− βn)Bnxn] ,
xn+1 = αnγ f (xn)+ γnxn + ((1− γn)I − αnA)yn, n ≥ 1.
The rest of the proof will now be split into two parts.
Step 1. First, we show that sequences {xn} and {yn} are bounded.
By the control condition (i), we may assume, with no loss of generality, that αn ≤ (1− γn) ‖A‖−1.
Since A is a linear bounded operator on E, by (1.6), we have
‖A‖ = sup { |〈Au, J(u)〉| : u ∈ E, ‖u‖ = 1} .
Observe that
〈((1− γn)I − αnA)u, J(u)〉 = 1− γn − αn 〈Au, J(u)〉
≥ 1− γn − αn ‖A‖
≥ 0.
It follows that
‖(1− γn)I − αnA‖ = sup {〈((1− γn)I − αnA)u, J(u)〉 : u ∈ E, ‖u‖ = 1}
= sup {1− γn − αn 〈Au, J(u)〉 : u ∈ E, ‖u‖ = 1}
≤ 1− γn − αnγ .
Therefore, taking a point p ∈ F , from (1.2) and Lemma 1.3, we obtain
‖yn − p‖q = ‖PC [βnxn + (1− βn)Bnxn]− p‖q
≤ ‖βnxn + (1− βn)Bnxn − p‖q
= ‖xn − p− (1− βn)(xn − Bnxn)‖q
≤ ‖xn − p‖q − q(1− βn)
〈
xn − Bnxn, Jq(xn − p)
〉+ Cq(1− βn)q ‖xn − Bnxn‖q
= ‖xn − p‖q − q(1− βn)
〈
xn − p, Jq(xn − p)
〉+ q(1− βn) 〈Bnxn − Bnp, Jq(xn − p)〉
+ Cq(1− βn)q ‖xn − Bnxn‖q
≤ ‖xn − p‖q − q(1− βn) ‖xn − p‖q + q(1− βn) ‖xn − p‖q
− q(1− βn)λ ‖xn − Bnxn‖q + Cq(1− βn)q ‖xn − Bnxn‖q
= ‖xn − p‖q − (1− βn)
[
qλ− Cq(1− βn)q−1
] ‖xn − Bnxn‖q
≤ ‖xn − p‖q by condition (ii),
hence ‖yn − p‖ ≤ ‖xn − p‖. It follows from the definition of {xn} that
‖xn+1 − p‖ = ‖αnγ f (xn)+ γnxn + ((1− γn)I − αnA)yn − p‖
= ‖αn(γ f (xn)− Ap)+ γn(xn − p)+ ((1− γn)I − αnA)(yn − p)‖
≤ (1− γn − αnγ ) ‖xn − p‖ + γn ‖xn − p‖ + αn ‖γ f (xn)− Ap‖
≤ (1− αnγ ) ‖xn − p‖ + αnγα ‖xn − p‖ + αn ‖γ f (p)− Ap‖
= (1− αn(γ − γα)) ‖xn − p‖ + αn ‖γ f (p)− Ap‖ .
By induction, we have
‖xn − p‖ ≤ max
{
‖x0 − p‖ , ‖Ap− γ f (p)‖
γ − γα
}
, n ≥ 1,
which gives that the sequence {xn} is bounded, so is {yn}.
Step 2. In this part, we shall claim that ‖xn+1 − xn‖ → 0, as n→∞.
Define a mapping Tnx := PC [βnx+ (1− βn)Bnx]. Then Tn : C −→ C is nonexpansive.
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Indeed, by using (1.3) and Lemma 1.3, we have for all x, y ∈ C
‖Tnx− Tny‖q = ‖PC [βnI + (1− βn)Bn] x− PC [βnI + (1− βn)Bn] y‖q
≤ ‖[βnI + (1− βn)Bn] x− [βnI + (1− βn)Bn] y‖q
= ‖x− y− (1− βn) [(I − Bn)x− (I − Bn)y]‖q
≤ ‖x− y‖q − q(1− βn)
〈
(I − Bn)x− (I − Bn)y, Jq(x− y)
〉+ Cq(1− βn)q ‖(I − Bn)x− (I − Bn)y‖q
≤ ‖x− y‖q − q(1− βn)λ ‖(I − Bn)x− (I − Bn)y‖q + Cq(1− βn)q ‖(I − Bn)x− (I − Bn)y‖q
= ‖x− y‖q − (1− βn)
[
qλ− Cq(1− βn)q−1
] ‖(I − Bn)x− (I − Bn)y‖q
≤ ‖x− y‖q by (ii),
which implies that Tn is nonexpansive. Therefore (1.12) reduces to
xn+1 = αnγ f (xn)+ γnxn + ((1− γn)I − αnA)Tnxn. (2.1)
It follows that
xn+2 − xn+1 = αn+1γ f (xn+1)+ γn+1xn+1 + ((1− γn+1)I − αn+1A)Tn+1xn+1
− [αnγ f (xn)+ γnxn + ((1− γn)I − αnA)Tnxn]
= ((1− γn+1)I − αn+1A)(Tn+1xn+1 − Tnxn)− (αn+1 − αn)ATnxn
− (γn+1 − γn)Tnxn + (γn+1xn+1 − γnxn)+ γ (αn+1f (xn+1)− αnf (xn))
= ((1− γn+1)I − αn+1A) [(Tn+1xn+1 − Tn+1xn)+ (Tn+1xn − Tnxn)]
+ (γn+1xn+1 − γn+1xn)+ γαn+1(f (xn+1)− f (xn))
+ (αn+1 − αn)(γ f (xn)− ATnxn)+ (γn+1 − γn)(xn − Tnxn),
which yields that
‖xn+2 − xn+1‖ ≤ (1− γn+1 − αn+1γ )(‖xn+1 − xn‖ + ‖Tn+1xn − Tnxn‖)+ γn+1 ‖xn+1 − xn‖
+ γααn+1 ‖xn+1 − xn‖ + |αn+1 − αn| (γ ‖f (xn)‖ + ‖ATnxn‖)+ |γn+1 − γn| ‖xn − Tnxn‖
≤ (1− αn+1(γ − αγ )) ‖xn+1 − xn‖ + ‖Tn+1xn − Tnxn‖
+ |αn+1 − αn| (γ ‖f (xn)‖ + ‖ATnxn‖)+ |γn+1 − γn| ‖xn − Tnxn‖ . (2.2)
Next, we estimate‖Tn+1xn − Tnxn‖. Notice that
‖Tn+1xn − Tnxn‖ = ‖PC [βn+1xn + (1− βn+1)Bn+1xn]− PC [βnxn + (1− βn)Bnxn]‖
≤ ‖[βn+1xn + (1− βn+1)Bn+1xn]− [βnxn + (1− βn)Bnxn]‖
≤ ‖xn − Bn+1xn‖ |βn+1 − βn| + (1− βn) ‖Bn+1xn − Bnxn‖
≤ ‖xn − Bn+1xn‖ |βn+1 − βn| + (1− βn)
N∑
i=1
∣∣∣η(n+1)i − η(n)i ∣∣∣ ‖Tixn‖ . (2.3)
Substituting (2.3) into (2.2), we have




∣∣∣η(n+1)i − η(n)i ∣∣∣ ‖Tixn‖ , (2.4)
whereM1 is an appropriate constant such that
M1 ≥ ‖xn − Bn+1xn‖ + ‖xn − Tnxn‖ + γ ‖f (xn)‖ + ‖ATnxn‖ for all n.
Notice conditions (i), (iii) and (iv) and apply Lemma1.2 to (2.4) to see limn→∞ ‖xn+1 − xn‖ = 0. This completes the proof. 
Theorem 2.2. Let E be a real q-uniformly smooth, strictly convex Banach space which admits a weakly sequentially continuous
duality mapping J from E to E∗ and C is a closed convex subset E which is also a sunny nonexpansive retraction of E such that
C + C ⊂ C. f ∈ ΠC with the coefficient 0 < α < 1. Let A be a strongly positive linear bounded operator with the coefficient
γ > 0 such that 0 < γ < γ
α
and Ti : C −→ E be λi-strictly pseudo-contractive non-self-mapping such that F = ∩Ni=1 F(Ti) 6= ∅.
Let λ = min {λi : 1 ≤ i ≤ N}. Let {xn} be a sequence of C generated by (1.12)with the sequences {αn}∞n=0, {βn}∞n=0 and {γn}∞n=0











i = 1 for all n and η(n)i > 0 for
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all 1 ≤ i < N. They satisfy the conditions (i), (ii), (iii), (iv) of Lemma 2.1 and add to the condition (v) γn = O(αn). Then {xn}
converges strongly to z ∈ F , which also solves the following variational inequality
〈γ f (z)− Az, J(p− z)〉 ≤ 0 ∀p ∈ F .
Proof. From (2.1), we obtain
‖Tnxn − xn‖ ≤ ‖xn − xn+1‖ + ‖xn+1 − Tnxn‖
= ‖xn − xn+1‖ + ‖αnγ f (xn)+ γn(xn − Tnxn)− αnATnxn‖
≤ ‖xn − xn+1‖ + γn ‖xn − Tnxn‖ + αn(‖γ f (xn)‖ + ‖ATnxn‖).
So ‖Tnxn − xn‖ ≤ 11−γn (‖xn − xn+1‖ + αn(‖γ f (xn)‖ + ‖ATnxn‖)),
which together with the condition (i) and Lemma 2.1 implies
lim
n→∞ ‖Tnxn − xn‖ = 0. (2.5)
On the other hand, again using condition (iv), wemay assume that η(n)i → ηi > 0 as n→∞ for every 1 ≤ i ≤ N . Clearly,∑N
i=1 ηi = 1. Define B =
∑N
i=1 ηiTi, then B : C −→ E is a λ-strict pseudo-contraction such that F(B) = ∩Ni=1 F(Ti) = F by
Proposition 2.1 and 2.2, furthermore Bnx→ Bx as n→∞ for all x ∈ C .
By conditions (ii), we have βn → a as n → ∞. Defines S : C −→ E by Sx = ax + (1 − a)Bx. Then, S is nonexpansive
with F(S) = F(B)by Lemma1.5. It follows from Lemma1.4 that F(PCS) = F(S) = F .
Notice that
‖PCSxn − xn‖ ≤ ‖xn − Tnxn‖ + ‖Tnxn − PCSxn‖
≤ ‖xn − Tnxn‖ + ‖βnxn + (1− βn)Bnxn − [axn + (1− a)Bxn]‖
= ‖xn − Tnxn‖ + ‖(βn − a)(xn − Bnxn)+ (1− a)(Bnxn − Bxn)‖
≤ ‖xn − Tnxn‖ + |βn − a| ‖xn − Bnxn‖ + (1− a) ‖Bnxn − Bxn‖ ,
which combines with (2.5) yielding that
lim
n→∞ ‖PCSxn − xn‖ = 0. (2.6)
Now, we claim that
lim sup
n→∞
〈γ f (z)− Az, J(xn − z)〉 ≤ 0, (2.7)
where z = limt→0 xt with xt being the fixed point of the contraction
x 7−→ tγ f (x)+ (I − tA)PCSx.
Then xt solves the fixed point equation xt = tγ f (xt) + (I − tA)PCSxt . It is well known that if E is uniformly smooth, then
E is reflexive. Since E is a real q-uniformly smooth Banach space which admits a weakly sequentially continuous duality
mapping J from E to E∗, it follows from Lemma 1.9 that z ∈ F(PCS) = F . Thus we have
‖xt − xn‖ = ‖(I − tA)(PCSxt − xn)+ t(γ f (xt)− Axn)‖ .
It follows from Lemma 1.1 that
‖xt − xn‖2 = ‖(I − tA)(PCSxt − xn)+ t(γ f (xt)− Axn)‖2
≤ (1− γ t)2 ‖PCSxt − xn‖2 + 2t 〈γ f (xt)− Axn, J(xt − xn)〉
= (1− γ t)2 ‖PCSxt − PCSxn + PCSxn − xn‖2 + 2t 〈γ f (xt)− Axn, J(xt − xn)〉
≤ (1− γ t)2 [‖PCSxt − PCSxn‖2 + 2 〈PCSxn − xn, J(PCSxt − xn)〉]
+ 2t 〈γ f (xt)− Axn, J(xt − xn)〉
≤ (1− γ t)2 [‖xt − xn‖2 + 2 ‖PCSxt − xn‖ ‖PCSxn − xn‖]
+ 2t 〈γ f (xt)− Axt , J(xt − xn)〉 + 2t 〈Axt − Axn, J(xt − xn)〉
≤ (1− γ t)2 [‖xt − xn‖2 + 2 ‖PCSxn − xn‖ (‖PCSxn − xn‖ + ‖xt − xn‖])
+ 2t 〈γ f (xt)− Axt , J(xt − xn)〉 + 2t 〈Axt − Axn, J(xt − xn)〉
≤ (1− 2γ t + (γ t)2) ‖xt − xn‖2 + fn(t)+ 2t 〈γ f (xt)− Axt , J(xt − xn)〉
+ 2t 〈Axt − Axn, J(xt − xn)〉 , (2.8)
where
fn(t) = 2(1− γ t)2(‖xt − xn‖ + ‖PCSxn − xn‖) ‖PCSxn − xn‖ → 0, as n→∞. (2.9)
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Observing A is linear strong positive and using (1.6), we have
〈Axt − Axn, J(xt − xn)〉 = 〈A(xt − xn), J(xt − xn)〉 ≥ γ ‖xt − xn‖2 . (2.10)
Combining (2.10) with (2.8),we have
2t 〈Axt − γ f (xt), J(xt − xn)〉 ≤ (γ 2t2 − 2γ t) ‖xt − xn‖2 + fn(t)+ 2t 〈Axt − Axn, J(xt − xn)〉
≤ (γ t2 − 2t) 〈Axt − Axn, J(xt − xn)〉 + fn(t)+ 2t 〈Axt − Axn, J(xt − xn)〉
= γ t2 〈Axt − Axn, J(xt − xn)〉 + fn(t).
It follows that




Let n→∞ in (2.11) and note (2.9), we have
lim sup
n→∞
〈Axt − γ f (xt), J(xt − xn)〉 ≤ t2M2, (2.12)






〈Axt − γ f (xt), J(xt − xn)〉 ≤ 0. (2.13)
On the other hand, we have
〈γ f (z)− Az, J(xn − z)〉 = 〈γ f (z)− Az, J(xn − z)〉 − 〈γ f (z)− Az, J(xn − xt)〉
+ 〈γ f (z)− Az, J(xn − xt)〉 − 〈γ f (z)− Axt , J(xn − xt)〉
+ 〈γ f (z)− Axt , J(xn − xt)〉 − 〈γ f (xt)− Axt , J(xn − xt)〉 + 〈γ f (xt)− Axt , J(xn − xt)〉
= 〈γ f (z)− Az, J(xn − z)− J(xn − xt)〉 + 〈Axt − Az, J(xn − xt)〉




〈γ f (z)− Az, J(xn − z)〉 ≤ lim sup
n→∞
〈γ f (z)− Az, J(xn − z)− J(xn − xt)〉
+ ‖A‖ ‖xt − z‖ lim sup
n→∞





〈γ f (xt)− Axt , J(xn − xt)〉 .
Noticing that J is norm-to-norm uniformly continuous on bounded subsets of C , it follows from (2.13) that
lim sup
n→∞




〈γ f (z)− Az, J(xn − z)〉
≤ 0.
Hence, (2.7) holds. Now from Lemma 1.1, we have
‖xn+1 − z‖2 = ‖αnγ f (xn)+ γnxn + [(1− γn)I − αnA] yn − z‖2
= ‖[(1− γn)I − αnA] (yn − z)+ αn(γ f (xn)− Az)+ γn(xn − z)‖2
≤ (1− γn − αnγ )2 ‖yn − z‖2 + 2 〈αn(γ f (xn)− Az)+ γn(xn − z), J(xn+1 − z)〉
= (1− γn − αnγ )2 ‖yn − z‖2 + 2γn 〈xn − z, J(xn+1 − z)〉
+ 2αn 〈γ f (xn)− Az, J(xn+1 − z)〉
= (1− γn − αnγ )2 ‖yn − z‖2 + 2γn 〈xn − z, J(xn+1 − z)〉
+ 2αn 〈γ f (xn)− γ f (z), J(xn+1 − z)〉 + 2αn 〈γ f (z)− Az, J(xn+1 − z)〉
≤ (1− γn − αnγ )2 ‖xn − z‖2 + γn(‖xn+1 − z‖2 + ‖xn − z‖2)
+αnγα(‖xn+1 − z‖2 + ‖xn − z‖2)+ 2αn 〈γ f (z)− Az, J(xn+1 − z)〉
= [(1− γn − αnγ )2 + γn + αnγα] ‖xn − z‖2 + (γn + αnγα) ‖xn+1 − z‖2
+ 2αn 〈γ f (z)− Az, J(xn+1 − z)〉 , (2.14)
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which implies that
‖xn+1 − z‖2 ≤ (1− γn − αnγ )
2 + γn + αnγα
1− γn − αnγα ‖xn − z‖
2 + 2αn
1− γn − αnγα 〈γ f (z)− Az, J(xn+1 − z)〉
=
[
1− 2αn(γ − γα)
1− γn − αnγα
]
‖xn − z‖2 + γ
2
n + 2γnαnγ + α2nγ 2
1− γn − αnγα ‖xn − z‖
2
+ 2αn
1− γn − αnγα 〈γ f (z)− Az, J(xn+1 − z)〉
=
[
1− 2αn(γ − γα)
1− γn − αnγα
]
‖xn − z‖2
+ 2αn(γ − γα)
1− γn − αnγα
[
γ 2n + 2γnαnγ + α2nγ 2
2αn(γ − γα) M3 +
1
γ − γα 〈γ f (z)− Az, J(xn+1 − z)〉
]
,
whereM3 is an appropriate constant such thatM3 ≥ supn≥0 ‖xn − z‖2. Put
jn = 2αn(γ − γα)1− γn − αnγα and tn =
γ 2n + 2γnαnγ + α2nγ 2
2αn(γ − γα) M3 +
1
γ − γα 〈γ f (z)− Az, J(xn+1 − z)〉 ,
that is,
‖xn+1 − z‖2 ≤ (1− jn) ‖xn − z‖2 + jntn. (2.15)
It follows from condition (i), (iv), (v) and (2.7) that
lim
n→∞ jn = 0,
∞∑
n=1
jn = ∞ and lim sup
n→∞
tn ≤ 0.
Apply Lemma 1.2 to (2.15) to conclude xn → z as n→∞. This completes the proof. 
Corollary 2.3. Let D be a closed convex subset of a Hilbert space H such that D+ D ⊂ D and f ∈ ΠD with the coefficient 0 < α
< 1. Let A be a strongly positive linear bounded operator with the coefficient γ > 0 such that 0 < γ < γ
α
and T : D −→ H be a
λ-strictly pseudo-contractive non-self-mapping such that F(T ) 6= ∅. Let {xn}∞n=0 be a sequence of D generated by (1.11)with the
sequences {αn} and {βn} in [0, 1],they satisfy the conditions (i), (ii), (iii) of Lemma 2.1. Then {xn} converges strongly to z ∈ F(T ),
which also solves the following variational inequality
〈γ f (z)− Az, p− z〉 ≤ 0 ∀p ∈ F(T ).
Remark 2.4. If E is a q-uniformly smooth, strictly convex Banach space which satisfies Opial’s condition, then Theorem 2.2
also holds.
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