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Abstract—Different emerging IEEE 802.15.4 wireless personal
area networks (WPANs) are one solution for wireless sensor
networks (WSNs), where applications are restricted by low data
rate, short transmission distance, and low power consumption.
The frame transmission mechanism of the IEEE 802.15.4 stan-
dard, which adopts the blind random backoff mechanism, was
designed to minimize power consumption. However, it cannot
provide satisfactory performance in a realistic hidden-node en-
vironment, because it may incur a hidden-node collision chain
situation and unexpectedly limit the overall network capacity.
For each successful data transmission, any inefficient transmission
mechanism will incur prolonged access delay and will consume too
much power. Moreover, the current design becomes inefficient as
the number of devices significantly increases. As a solution, we
propose a new multiple access protocol with improved efficiency
at the sublayer between the media access control layer and the
physical layer, i.e., a carrier sense multiple access with collision
freeze (CSMA/CF) protocol, which comprises a collision resolv-
ing scheme and a P-frozen contention strategy. The CSMA/CF
protocol can quickly alleviate aggravated collision situations in
a hidden-node environment. Such a particular collision phenom-
enon is denoted as a collision chain problem (CCP). The impact
from CCP is thoroughly discussed and analyzed. As confirmed
by the results of analysis and performance evaluations, the pro-
posed CSMA/CF protocol can achieve significant performance
improvement in energy conservation, access delay reduction, and
transmission reliability enhancement.
Index Terms—Collision chain, hidden node, IEEE 802.15.4,
wireless sensor network (WSN).
I. INTRODUCTION
A TYPICAL wireless sensor network (WSN) [1] comprisesa number of low-power nodes with diversiform sensors
and one central sink that collects information from the nodes
that are scattered either one hop or multiple hops away from it.
WSN was developed to provide specific services, e.g., ecolog-
ical detection [2], health monitoring [3], and home automation
[4], [5]. Regardless whether the communication is in a dis-
tributed control or a centralized coordinated manner, both the
design of the channel access protocol to support efficient data
transmission and battery longevity are crucial in achieving an
effective WSN.
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Fig. 1. Last-hop communication between nodes and the coordinator in a
WPAN with multiple clusters.
The IEEE 802.15.4 wireless personal area network (WPAN)
[6], which has been designed to have the properties of low
cost, low data rate, short transmission distance, and low power
consumption, is a strong candidate for a WSN. The standard
type has three defined types of WPAN topology: 1) the star
topology (also known as the infrastructure topology); 2) the
peer-to-peer topology (also known as the ad hoc topology);
and 3) the cluster-tree topology. Each WPAN demands that one
coordinator function as the central controller to organize the
WPAN and coordinate the other components of the WPAN [6].
The coordinator in any kind of network topology often plays the
role of the sink, whereas the other nodes report environmental
information to the coordinator after they have retrieved useful
information from the sensors. Star, cluster-tree, and peer-to-
peer networks may coexist and connect with other networks
for a data collection job, as shown in Fig. 1. In such a network
system, information is relayed toward the network sink by inter-
mediate nodes. These intermediate nodes are sometimes coor-
dinators of other WPANs, referred to as bridges [7]. For brevity,
we use “node” to represent a node that is controlled by the co-
ordinator and “device” to represent a node or the coordinator.
The WPAN network load is usually affected by two factors:
1) the number of active devices and 2) the traffic load of each
device. Based on the usage model perspective, the node density
of WSNs should be higher than the mobile ad hoc wireless
networks, and the aggregated uplink traffic load at the last hop
toward the coordinator should be heavier than the hop that is
distant from the coordinator, as shown in Fig. 1. The probability
of more than one device picking the same slot for either carrier
sense or transmission is proportional to the number of devices
[6], [9]; therefore, the last hop will become the bottleneck in
a WSN, regardless of the network topology. To evaluate the
performance bottleneck and to simplify performance analysis,
0018-9545/$25.00 © 2008 IEEE
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we study the last-hop communication, which is modeled
as a star network, where each node transmits aggregated
information from its subordinators to the coordinator. For
brevity, all ensuing discussion applies to communications that
occur only at the last hop, unless otherwise noted.
Optionally, the IEEE 802.15.4 divides the timeline into
contiguous superframes, each of which further consists of
an active period and an inactive period. Superframes are
bounded by beacon frames, and their timing is controlled by
two essential system parameters, called beacon order (BO)
and superframe order (SO), which control the length of each
active and inactive period in the superframe. The values of BO
(denoted as BO) and SO (denoted as SO) control the beacon
interval (BI) and the length of the active period [denoted as
the superframe duration (SD)], respectively. The BO must be
larger than or equal to SO (BO ≥ SO). The inactive period
of the superframe, which starts from the end of the active
period and stops at the next beacon frame, is nonexistent if the
BO is equal to the SO (BO = SO). To efficiently describe
superframe structures, both BI and SD are equally divided
into 16 slots, and the slot sizes of BI and SD are 3 · 2BO and
3 · 2SO unit backoff periods (UBPs), respectively, where the
UBP is the basic time unit that was used during the backoff
process in the carrier sense multiple access with collision
avoidance (CSMA/CA) protocol. For instance, one UBP takes
320 μs if the WPAN operates in the 2.4-GHz band.
The entire active period of a superframe further comprises
a contention access period (CAP) and an optional contention-
free period (CFP). The CAP starts from the end of the beacon
frame and may stop at the beginning of the CFP (if there is one),
the end of the active period (if SO < BO), or the beginning of
the next beacon frame. Devices apply a modified CSMA/CA
protocol to transmit frames during the CAP; however, because
nodes are usually equipped with a battery as the power source,
they always turn the transceiver off whenever there is no data
frame to be sent. Direct communication between a pair of nodes
is not allowed in a star network, and therefore, the coordinator
is responsible for relaying the data from one node to another.
The key concept in an IEEE 802.15.4 modified CSMA/CA
protocol is blind backoff, which modifies the IEEE 802.11
CSMA/CA protocol to shut down the transceiver during any
random backoff period (BP) to preserve power. In fact, accord-
ing to [6], a node shall turn on its transceiver to guarantee that
the transceiver can twice perform clear channel assessments
(CCAs) after the backoff process is completed, where each
CCA takes one UBP. The basic time unit for a random BP
is a UBP, and the number of UBPs within a BP is randomly
selected from the range of the contention window (CW). If the
result of two consecutive CCAs reveals an idle channel after a
BP, the node transmits a data frame right away; otherwise, it
gives up transmission and again performs random blind backoff
but using a doubled CW. To control access delay, the CW is
bounded by a specified maximal CW value. Due to this blind
backoff, the media access control (MAC) protocol naturally
omits a hidden-node protection scheme, e.g., a request-to-send/
clear-to-send (RTS/CTS) handshake scheme. In the current
design, channels are accessed by nodes on a random basis, and
all the nodes, more or less, equally share resources if there is no
hidden-node situation. This design is sensible for a low-power
oriented network but, by no means, is it the most efficient one.
It has already been shown in [16] that, as the number of nodes
increases, the overhead that results from hidden-node collision
(HNC) can cost more than 10% in MAC efficiency degradation.
The IEEE 802.15.4 has a defined reserved channel bandwidth
called guaranteed time slots (GTSs), where real-time traffic
can safely be transmitted in either an uplink or a downlink
direction. GTS allocations are controlled by the coordinator,
and information that is related to GTS assignments is carried in
the GTS field of the beacon frame. The node that is allocated
with a GTS must stay “awake” during the GTS subperiod that
was allocated to it.
With regard to power-saving behavior, downlink transmis-
sion (i.e., traffic from the coordinator to a node) becomes more
complicated than uplink transmission (i.e., traffic from a node
to the coordinator), because nodes are not always ready for
frame receptions. However, nodes are requested to periodically
wake up to listen to beacon frames to receive time synchroniza-
tion information and system information. As downlink frames
are buffered in the coordinator, the corresponding nodes are
notified via a beacon frame and triggered to contend the channel
to issue a data request command frame (DATA-REQ) to the
coordinator during CAP. Once the coordinator receives the
DATA-REQ frame, an acknowledgement frame (ACK) is
sent back to the sender node to acknowledge the receipt of
the DATA-REQ frame and to inform it to stay awake for
subsequent receptions. Thereafter, the coordinator contends the
channel for transmitting downlink data frames that belong to
acknowledged nodes.
Usually, a WPAN node is equipped with an omnidirectional
antenna to achieve random deployment, because the actual
sensing environment is very hard to predict. Although the
radius of an antenna’s radio coverage is a few meters, radio
propagation still may incur a hidden-node situation [8], which
has highly been emphasized in wireless local area networks [9].
The aforementioned hidden-node problem is exacerbated when
the IEEE 802.15.4 CSMA/CA protocol is applied in a dense
WPAN, as a significant number of nodes will be deployed
therein, and a significant number of uplink data frames will
be aggregated in the last hop. Based on our observations, the
duration of a hidden node collision is appreciably extended if
the other hidden node(s), with respect to nodes that collided,
initiate transmission before the termination of the preceding
collision. This design becomes cumbersome and inefficient as
the number of nodes significantly increases.
Although the transmission performance of the IEEE
802.15.4 MAC protocol is not satisfactory [10], it may still
be applicable to a WSN, as it produces an ultralow data
rate. However, the drawbacks of the MAC protocol include
diminished information reliability and greater consumption
of power resources for each successful transmission. The
authors in [11]–[13] proposed various management schemes to
control sensing periods, depending on either quality-of-service
requirements or the remaining power. Proper proportions are
measured for the periods of monitoring, channel accessing, and
sleep, but they ignore the inefficient contentions and overheads
of the standard protocol. To curb the power losses and improve
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the performance of the current IEEE 802.15.4 protocol on
WSNs, we propose a smart carrier sense multiple access
with collision freeze (CSMA/CF) protocol. The major concept
behind CSMA/CF in resolving collisions is that it identifies
collided nodes by retrieving useful information from damaged
signals. Analyses and simulation results show that CSMA/CF
indeed improves the IEEE 802.15.4 MAC protocol so that it
can be a more appropriate candidate for WSNs, all the while
retaining interoperability with the standard protocol.
The rest of this paper is organized as follows. A brief
description of the current IEEE 802.15.4 protocol [6] and its
deficiencies in handling collision chain situations is provided
in Section II, which aims at supplying necessary background.
The CSMA/CF protocol is elaborated upon in Section III.
Analyses of the influence of collision chains on the standard
protocol and on the performance of the CSMA/CF protocol are
also provided. Performance evaluation results are presented in
Section V. Concluding remarks are given in Section VI.
II. COLLISION CHAIN PROBLEM (CCP) IN
IEEE 802.15.4 WPAN
The hidden-node problem [8] is one of the crucial problems
in wireless networks, regardless of the communication range.
Typically, two or more nodes in a wireless network are unaware
of signals from the others; therefore, collisions occur at the
receiver side (i.e., WPAN coordinator) if their transmissions
fully or partially overlap in the time domain. Depending on the
collision starting point, collisions can be categorized as one of
the following two types: 1) HNCs and 2) contention collisions
(CCs). HNC is a collision in which the transmission starting
points for a number of hidden nodes are different, whereas
their transmission periods are partially overlapped in the time
domain. On the other hand, whenever two or more devices
(including the coordinator) start transmission in the same time
slot, a CC occurs among those nonhidden nodes. In addition,
the CC covers the collision situation in which a number of
hidden nodes simultaneously start transmissions.
Although HNC and CC could be resolved using a handshake
scheme, the RTS/CTS scheme that was adopted in the 802.11
variant of the CSMA/CA protocol [6], [9] cannot be applied
to the IEEE 802.15.4 standard, because a duration broadcast is
meaningless to sleeping nodes in the IEEE 802.15.4 standard,
which adopts the blind-backoff scheme. The lack of RTS/CTS
support will prolong the mean HNC period if the rear part
of the collided frames also collides with the frames that were
sent from nodes that are hidden from prior transmitters. A
collision chain frequently happens, because [14] has shown
that the probability of two randomly distributed nodes in the
radio coverage of a coordinator that cannot hear each other is
as high as 41%. As confirmed by the ensuing analytic results
and performance evaluations, HNC frequency is, indeed, higher
than CC frequency, and the entailed overhead can result in a
more appreciable degradation in MAC efficiency than CC.
Based on the aforementioned HNC phenomenon, we can
see that the point of collision may happen at any time during
frame reception. By monitoring all received signals, the coor-
dinator can recognize an HNC if the physical (PHY) header
Fig. 2. Example illustrating the CCP. (a) Network topology, where nodes A
and B are hidden from node C. (b) Instance of the collision chain situation in
topology (a).
and part of the MAC header of the first received frame are
successfully decoded and demodulated [15], because the direct-
sequence spread spectrum (DSSS) technique provides precise
correlated results. An elaboration of this point will follow in
Section III.
Assume that three nodes A, B, and C are located in a WPAN,
where nodes A and B can hear each other, but they are hidden
from node C [see Fig. 2(a)]. Consider the situation where node
A first transmits a frame, and its frame collides with the frame
from node C at the coordinator. The frames that were sent from
nodes B and C will again collide, because node B is allowed to
transmit a frame as soon as node A finishes its transmission, as
depicted in Fig. 2(b). The prolonged collision period due to sub-
sequent collisions exhausts the system bandwidth and wastes
considerable power. We refer to such phenomena as a collision
chain problem (CCP), particularly in the IEEE 802.15.4 WPAN,
where the hidden-node protection mechanism is omitted and
further intentionally adopts the blind-backoff scheme.
The authors in [16] proposed a grouping strategy for the
IEEE 802.15.4 standard to solve the CCP. First, the coordinator
collects hidden-node relationships between any pair of nodes.
Then, the coordinator partitions all nodes into an appropriate
number of groups. No node in the same group is hidden from
each other. Thereafter, the coordinator divides the entire CAP
into a number of nonoverlapping subperiods according to
the number of nodal groups. Although the grouping strategy
provides an ideal nonhidden-node environment, the overheads
of collecting hidden-node relationship and maintaining these
groups are appreciable drawbacks. Another shortcoming of
the grouping strategy is the weak support for mobile WSNs.
Nevertheless, the simulation results of [16] illustrate that the
transmission performance in a nonhidden-node environment
is almost twice that in a hidden-node environment. This
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encouraged us to alleviate the CCP influence by adopting a
smarter strategy with less overhead.
The authors in [10] pointed out other potential problems
that may restrict transmission performance. There are two
major issues: 1) low superframe utilization and 2) congestion
between data frames and DATA-REQ frames. The authors
suggested controlling the number of pending addresses that
were announced in the beacon frame to alleviate congestion
in the DATA-REQ frames and improve superframe utilization.
Obviously, this strategy improves downlink transmission per-
formance; however, it is worthless in terms of improving uplink
transmission performance, as uplink traffic tends to aggregate
in the last hop. In our opinion, the WSN design principle is in-
tended to solve the problem of uplink transmission inefficiency.
The IEEE 802.15.4 standard has defined the GTS scheme,
where real-time services are prioritized and served in either
an uplink or a downlink direction. The coordinator may
dynamically allocate a number of GTSs to nodes that access
channels during the CAP to alleviate collisions in the CAP.
For GTSs that are allocated to unsuitable nodes, the dedicated
channel resource serves no purpose. As a solution, we propose
a new CSMA/CF protocol to precisely identify nodes from
collided signals and automatically allocate a GTS of adequate
time length for data transmission to those nodes. As a result,
the CSMA/CF protocol avoids the aggravated collision
phenomenon caused by HNC.
III. CSMA/CF
In this section, we propose a new efficiency improvement
multiple access protocol at the sublayer between the MAC
layer and the PHY layer, i.e., the CSMA/CF) protocol, which
comprises a collision resolving scheme (CRS) and a P-frozen
contention strategy (PFCS). The CRS is designed to recognize
the collided node and prevent two anterior collided nodes from
colliding again, whereas the PFCS is designed to control the ac-
cess behavior of collided nodes that are successfully identified
by the coordinator.
A. CRS
In wireless networks, both collision and noise will interfere
with frame reception at the receiver, and it is an open issue
for the receiver to differentiate between them. The authors in
[15] proposed a technique for detecting collisions and further
recover data by exploiting the capture effect. Such a collision
detection scheme has three important properties: 1) It can
differentiate between packet collision and packet loss; 2) it can
detect collisions that occur at the receiver; and 3) it is possible
to identify the transmitter(s) that are involved in the collision.
The proposed technique [15] is applicable to all kinds of slot-
based contention protocols. For an HNC, partial prefix data
that do not overlap with subsequent frames should correctly be
decoded as in a successful situation. For example, the commer-
cialized IEEE 802.15.4 solution can detect, decode, and output
undamaged signals [17]. Using the aforementioned techniques
to process received signals, an HNC can now be identified if
the essential header information is valid, even when the entire
frame is corrupted. Note that the DSSS-based IEEE 802.15.4
Fig. 3. Frame format for the IEEE 802.15.4 MAC frame.
Fig. 4. Example that illustrates that one of the nodes (e.g., node A) has
successfully been recognized by the coordinator and is removed from the
contention group using GTS.
transmission technique [18] does not interleave binary data.
Therefore, the survivable portion of the consecutive binary data
can successfully be recognized. Regardless of CRC verification,
the essential information that is carried in the prefix header field
is already sufficient for identifying the transmitter of the frame,
the rear part of which is corrupted by subsequent frame(s).
The same result might be obtained if the channel noise makes
consecutive error vector magnitudes of received symbols that
exceed the threshold. The assumption that the transmitter can
be identified by collided signals is true if and only if collision or
channel noise appears just after the header field of the received
frame. The receiver can recognize the transmitter of the collided
frame without any change in the frame format but with a
little change in the receiving process between the PHY and
MAC layers.
Fig. 3 portrays the IEEE 802.15.4 MAC frame format. When-
ever the frame length (FL) and source address (SA) fields of the
frontal frame in collision are recognizable, the coordinator can
move the corresponding node from CAP to CFP (using GTS)
in the next superframe. This is how the CRS effortlessly lessens
the contentions. According to the 802.15.4 standard, these two
essential fields are always transmitted during the first two UBPs
of the entire frame transmission period, as the link rate is
250 kb/s (under 2.4-GHz operation mode). Once the coordi-
nator detects a collision, in which the collision starting point
is two UBPs behind the beginning of the anterior frame, a
special GTS ACK (GACK) is sent from the coordinator to
the recognized transmitter, and the GACK is used to notify
the transmitter of the collision’s occurrence and the bandwidth
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Fig. 5. Example that illustrates how the collision chain is smoothly resolved using the CRS.
reservation. An additional bit in the frame-type field is required
to differentiate the GACK from the standard ACK. Based on the
decoded FL, the coordinator can determine the time instance
of sending GACK and the time length of GTS, which requires
covering the time periods of data frame transmission, ACK
frame transmission, and the gap between them. To comply
with the standard, either the ACK or the GACK must reply
before ACK timeout (i.e., turnaround time + UBP), as depicted
in Fig. 4. Note that the coordinator is required to switch the
transceiver from the receiving mode to the transmission mode
to send the GACK to the recognized node, regardless of whether
any node is still transmitting data to the coordinator. There-
after, modification of original firmware or hardware design is
required for such procedure.
The node that first transmits the frame and is disturbed
by the other node(s) may receive the GACK, which notifies
it of not only the occurrence of the HNC but also the GTS
permission from the coordinator. Let “G-node” denote the node
that received the GACK and is waiting for GTS. For subsequent
collisions, the G-node should cease transmissions until its GTS
is allocated in the following frame. Referring back to the net-
work topology shown in Fig. 2, Fig. 4 illustrates the scenario of
using CRS in a hidden-node situation to shorten collision chain
duration as Node A is removed from the contention group.
Fig. 5 further depicts the instance in which collision chains
are smoothly resolved by the proposed scheme under the net-
work topology shown in Fig. 2(a). This example assumes that
each node desires to transmit one frame and that there is no
inactive period in the superframe. In the first superframe, the
frontal corrupted frame that was sent from node A is first
recognized by the coordinator, and a GACK is subsequently
sent in reply to node A. Then, the coordinator allocates one
GTS of an appropriate length (i.e., FL+ IFS + LACK , where
IFS is the interframe space between the data frame and ACK
frame, and LACK is the transmission time of the ACK frame
to node A in the second superframe). Nodes B and C failed
to receive the GACK or ACK frames in the first superframe
reselect random BPs, and their transmissions are assumed to
collide again in the second superframe. As usual, node C is
identified by the coordinator and receives one GTS period in
the third superframe. Finally, node B successfully transmits
the data frame in CAP, because the other hidden nodes have
already been serviced. Through this example, we conclude that
the proposed CRS can resolve the CCP step by step.
B. PFCS
The CRS demands that the G-node stop contention and wait
for the dedicated GTS in the next superframe. It sacrifices trans-
mission opportunity and prolongs access delay to avoid colli-
sions. One interesting issue is raised, because the bandwidth
that was allocated for CAP could unexpectedly be wasted when
most of the nodes become G-nodes. This paper proposes the
PFCS to provide G-nodes with another opportunity to access
CAP, regardless of the acquirement of GTSs. The P-persistent
scheme, as a simple technique applied in a wide variety of
contention-based protocols, is used to control the transmission
opportunity of the G-node. The retry count of the frame to be
transmitted is the key parameter in determining the probability
of transmission. Whenever a node detects that a channel is busy
or fails to receive the ACK frame after transmission, the retry
counter is increased by one. On the other hand, the retry counter
is reset to zero whenever the node successfully transmits a
frame or whenever the frame is discarded due to the retry count
threshold. Let probability PF (k), which is linearly proportional
to the number of retries in the data frame, be the parameter for
deciding whether the G-node should freeze its transmission in
CAP or not. The larger the value of the retry counter, the higher
the probability of a ceased transmission. PF (k) is determined
by the following equation:
PF (k) =
{
K/RTH, if 0 ≤ k < RTH
1.0, otherwise (1)
where k is the number of retries in the present frame, and
RTH is the retry threshold for retransmissions. Notably, the
maximal number of retransmissions should be set to RTH + 1.
For instance, if RTH = 5, each failed transmission attempt
will increase PF (k) by 0.2. When the retry count k is equal
to 5, this indicates that the network load is high and that
channel accesses from the G-nodes should be prohibited. Ac-
cordingly, this G-node ceases transmission and waits for the
GTS to conserve power. Thus, we name the proposed protocol
CSMA/CF.
There is another interesting situation where a G-node with
a second access opportunity successfully transmits its frame in
the current CAP but retains the capacity to access GTS in the
coming frame. To eliminate unfairness and/or inconsequential
GTS allocation, the coordinator only allocates GTS periods to
those G-nodes whose frames are still waiting to be transmitted.
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Fig. 6. Flowchart of the coordinator with CSMA/CF.
In other words, once the coordinator perceives a successful
transmission from a G-node during CAP by checking the
transmitter of the received frame, it automatically counter-
mands it from the GTS allocation list.
A GTS is measured in time slots, and the time slot size
is linearly proportional to the system parameter S; therefore,
the remaining period could be used to carry other data trans-
missions from the same source node if the allocated GTS
period is longer than the required period FL+ IFS + LACK .
If transmission during the GTS period is unsuccessful, the
coordinator will not allocate another GTS to that node, because
such a failure is caused neither from the CC nor the HNC.
That is, the GTS owner will transit back to the contention state
after CFP.
Figs. 6 and 7 depict the flowcharts for the coordinator and the
nodes with the proposed CSMA/CF protocol, respectively. For
brevity, these two flowcharts do not consider the mechanism
of regular GTS allocation. Note that the coordinator must
ensure that the number of GTS allocations in one superframe
is not greater than seven. Therefore, if there is no more room
for accommodating a new G-node, the coordinator must stop
replying with GACK frames, and the network will operate as a
standard network.
Fig. 7. Flowchart of the node with CSMA/CF.
By taking backward compatibility into account, the
CSMA/CF can fully coexist with the standard protocol. From
the MAC protocol aspect, the message formats of the proposed
CSMA/CF protocol comply with the standard specification.
The additional functions that are required for the CSMA/CF
firmware/hardware in a coordinator are given as follows:
1) extracting the SA from a corrupted frame and 2) replying
the GACK frame. On the other hand, the additional functions
required for ordinary nodes are given as follows: 1) parsing
the GACK frame; 2) performing PFCS; and 3) freezing con-
tentions. By slightly modifying the association handshake
messages, the coordinator can easily differentiate between
CSMA/CF capable and standard nodes during the network
entry procedure. As we have previously mentioned, when the
coordinator detects a HNC, it tries to identify the sender address
from the collided frame. The coordinator will not return the
GACK if the address is unidentifiable or if the node is a standard
node. In other words, the CSMA/CF capable nodes and the
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Fig. 8. Statistical model of the proposed CSMA/CF protocol.
standard nodes follow the same contention procedure most of
the time. The difference between them lies in how they deal
with HNCs.
IV. PERFORMANCE ANALYSIS
In this section, we analyze the performance of the CSMA/CF
protocol. To concentrate on the proposed protocol, an error-free
channel condition is assumed. Furthermore, we assume that the
frame arrival rate of each node follows a Poisson distribution.
The probability P (k, t) that exactly k frames arrive at a node
during the time interval t is given by
P (k, t) =
(λt)k
k!
e−λt (2)
where the time unit of interval t is the UBP, λ is the payload
arrival rate of a node in interval t, and k = 0, 1, 2, . . . ,∞.
According to the queuing theory, the total traffic load (TL)
of a network that consists of M nodes can be derived by
TL = M · λ · L, where L is the mean length of data payload,
excluding the header and CRC trailer. From the perspective of
the network, the probability P (0, t) that no frame arrives at the
network within interval t is given by
P (0, t) = e−M ·λ·t. (3)
The total amount of data for one UBP(= 320 μs) is 10 B
when the link rate is 250 kb/s. In this paper, the original link rate
is transformed as a new metric DUBP (= 10 B/UBP), because
UBP is used as the basic time unit throughout analyzes and
simulations. For performance evaluation purposes, the active
period in each superframe is assumed to be equal to the super-
frame period (SD = 48× 2SO UBPs), and every superframe
comprises the CAP and the CFP, as shown in Fig. 8. The time
periods for the CAP and CFP of the nth superframe are denoted
as TnCAP and TnCFP , respectively.
CSMA/CF utilizes both CAP and CFP to maximize transmis-
sion performance; therefore, we first analyze the average time
cost that is required for a successful transmission in the CAP
and then analyze the average number of GTSs that are allocated
in the CFP according to previous contention results. Then, the
expected system goodput can be derived from the ratio of the
amount of transmitted payload and the total time cost. With
the modified slotted CSMA/CA MAC protocol, each successful
frame transmission in the CAP is required to experience three
states: 1) the backoff state; 2) the data frame transmission
state; and 3) the ACK reception state. For the ith successful
data frame transmission in the nth superframe, the intervals
for the BP, data frame transmission period (DTP), and ACK
reception period are denoted as TnBP (i), TnDTP (i), and TACK ,
respectively. For brevity, the first successful transmission in
each superframe is indexed by one (i.e., i = 1). Intuitively,
TnBP (i) and TnDTP (i) are affected by the factors of network
loading and frame size, but TACK is fixed and equal to the
transmission time of the standard ACK frame plus an interframe
space (τACK), i.e., TACK = LACK/DUBP + τACK , where
LACK is the fixed length of the ACK frame (= 11 B). The
total time cost of the ith successful transmission in the nth
superframe (denoted as TnST (i)) is the summation of these three
periods. Therefore, we have
TnST (i) = T
n
BP (i) + T
n
DTP (i) + TACK . (4)
Evidently, both TnBP (i) and TnDTP (i) need to derive the ex-
pected value of TnST (i). The period TnDTP (i) that is required for
the ith successful data frame transmission is the summation of
all the time lengths that were wasted for unsuccessful attempts
(denoted as TnFT (i)) prior to the successful transmission plus the
time length of the successful transmission. That is, TnDTP (i) =
TnFT (i) + TDATA, where TDATA is the average time length
for one data frame transmission. Recall that the BP might
be lengthened, as the previous contention was unsuccessful.
Failed contention is caused either by a node that senses that
the channel is busy or its transmission is corrupted by other
frame or channel noise. As we have previously mentioned, the
channel noise factor is simply ignored throughout the analysis.
Intuitively, the probability that a node encounters a busy chan-
nel in the hidden-node environment should be less than that in
a nonhidden-node environment.
If the number of contending nodes changes from one super-
frame to another, then the network traffic arrival rate during the
superframe period will also change. Therefore, the traffic arrival
rate that was defined in (2) is rewritten as
P (k,N, t) =
(N · λ · t)k
k!
e−N ·λ·t (5)
where N is the number of active nodes.
Let TCCA be the time cost of processing two CCAs. We
have TCCA = 2 UBPs, because each CCA takes one UBP.
Upon the completion of the backoff process, the node turns
on its transceiver and starts to sense channels. The node is
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well aware of busy channels if there is a nonhidden node that
starts transmission in the period TDATA + TACK + TCCA − 1
ahead of the end of its carrier sensing. According to the dis-
crete time events of successful transmissions in the CAP of a
superframe, the entire CAP of the nth superframe is logically
partitioned as a number of subperiods, where the first subperiod
(denoted as SPn1 ) is the subperiod in front of the first successful
transmission, the second subperiod (denoted as SPn2 ) is the
time period between the first and the second successful trans-
missions, and so on. Consequently, the generalized notation
SPni represents the subperiod between the ith and the (i+ 1)th
successful transmission. Let PnCLR(i) be the probability that
a node detects an idle channel during the subperiod SPni .
We then have
PnCLR(i) = P
(
0, (NnCN(i) − 1) · (1− PHD)
TDATA + TACK + TCCA − 1
)
(6)
where NnCN(i) is the total number of nodes that desire to
transmit data frames during SPni , and PHD is the probability
that any two nodes are hidden from each other. According to
[14], the value of PHD is equal to 41%.
Although sensing carriers before transmission are used to
minimize the probability of collision, frame transmission can
still fail due to CC and HNC. Let PnCC(i) denote the probability
of CC occurrence. We then have
PnCC(i) = 1− P
(
0, NnCN(i) − 1, 1
)
. (7)
The probability of HNC occurrence (denoted as PnHC(i)) is
the probability that more than one node transmits a frame
during the period of two consecutive data frame transmissions
(i.e., 2 · TDATA). Thus, we have
PnHC(i) = 1− P
(
0,
(
NnCN(i)1
)
· PHD, 2 · TDATA − 1
)
.
(8)
Notice that TDATA is equal to (LDATA +ODATA)/DUBP
(in UBPs), where LDATA is the payload length, and ODATA
is the minimum overhead of the data frame (= 15 B). For any
node that is involved in the contending group during SPni , the
probabilities for a successful transmission (PnS(i)), CC (PnC(i))
and HNC (PnH(i)) can be derived from the following:
PnS(i) =
(
1− PnCC(i)
)
·
(
1− PnHC(i)
)
(9.1)
PnC(i) =P
n
CC(i) (9.2)
PnH(i) =
(
1− PnCC(i)
)
· PnHC(i). (9.3)
The probability PnC(i) includes the probability of CC occurrence
and the probability of simultaneously encountering both CC
and HNC. Once any collision occurs, the probability that the
coordinator fails to distinguish which device was involved in
the collision is PnC(i). On the other hand, the probability that
the coordinator succeeds in telling which device was involved
in collision is PnH(i). The number of HNCs occurring during
SPni (denoted as NnHN(i)) is given by
NnHN(i) =
PnH(i)
PnS(i)
. (10)
If the node that sends the frontal frame in HNC is recognizable
by the coordinator, then it will become the G-node and probably
cease contentions according to its freeze probability. The larger
the value of the retry counter, the higher the probability of
stopping contention. The expected retry count of the G-node
(denoted as NnRC(i)) is derived using the following equation:
NnRC(i) =
RTH∑
j=1
{
j∏
k=1
[
1− PnCLR(i) + PnCLR(i)
·
(
PnC(i) + P
n
H(i) · (1− PF (k))
)]}
. (11)
Consequently, the probability PnFRZ(i) that a node freezes
contentions during SPni is given by
PnFRZ(i) =
NnRC(i)
RTH
. (12)
For a single G-node, the PFCS stipulates that it receives one
GTS in some superframe, despite numerous GACK receptions
in previous frame(s). In fact, the coordinator may recognize a
node from HNC, but that node has already been recorded in
the GTS allocation list. Let PnUCGTS(i) be the probability that
the number of GTSs that are allocated for the next (i.e., the
(n+ 1)th) superframe is unchanged. We have
PnUCGTS(i) =
NnGTS(i) ·
(
1− PnFRZ(i)
)
NnCN(i)
(13)
where NnGTS(i) is the number of GTSs that will be allocated
in the (n+ 1)th superframe. Both parameters PnUCGTS(i) and
NnGTS(i) affect the dedicated resources that are required for the
(n+ 1)th superframe, so both must be determined at the end of
the nth superframe. Based on these two parameters, the number
of required GTSs for the next superframe that can be estimated
prior to the (i+ 1)th successful transmission (i.e., NnGTS(i+1))
is derived by the following equation:
NnGTS(i+1)
= min
(
NnGTS(i) +N
n
HN(i) ·
(
1− PnUCGTS(i)
)
7
)
. (14)
Intuitively, parameter NnGTS(1) is set to 0 at the beginning of the
nth superframe. Now, we are going to estimate the parameter
NnGTS(i) in (13). The number of active nodes during SPni
(i.e., NnCN(i)) is affected by PnFRZ(i) and can easily be derived
using the following equation:
NnCN(i) = N
n
CN(i−1) −NnHN(i−1)
·
(
1− PnUCGTS(i−1)
)
· PnFRZ(i−1). (15)
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The numbers of nodes that desire access to the channel at
the end of one superframe and at the beginning of the next
superframe should be the same when there is no inactive period
(i.e. BO = SO) or no data frame that arrives during the inactive
period. Let Nn+1CN(1) denote the number of nodes that desire
channel access at the beginning of the (n+ 1)th superframe.
We have Nn+1CN(1) = N
n
CN(In)
, where notation In denotes the
index of the last successful transmission in the nth superframe.
Moreover, we suppose that the initial number of active nodes at
the beginning of the first superframe is equal to the total number
of nodes (M) in WPAN, i.e., N1CN(1) = M .
Next, we calculate the expected time cost of a collision chain.
Let TnH(i) denote the average time cost that was caused by
collision chains that occur during SPni . We have
TnH(i) = fL(0) + fL(1) +
∞∑
k=2
·
[
fL(k)
·
n∏
j=2
[
1− P
(
0,
(
NnCN(i) − 1
)
· PnHD(i), fL(j)
)]]
where
fL(k) =
⎧⎨
⎩
TDATA, if k = 0
TDATA − fL(k − 1)/2, otherwise.
(16)
In (16), fL(k) is a recursive function for obtaining the mean
time cost of a collision chain. From a statistical viewpoint,
each collided frame in the collision chain is transmitted behind
half the preceding frame. The expected time cost TnFT (i) for all
failed transmissions during SPni is obtained as follows:
TnFT (i) =
PnC(i)
PnS(i)
· TnC(i) +
PnH(i)
PnS(i)
· TnH(i) (17)
where TnC(i) is the mean time period that was wasted by CCs,
and TnC(i) = TDATA. Let PnFC(i) be the probability that a failed
contention that was caused by a channel or collision is busy. We
have
PnFC(i) = 1− PnCLR(i) + PnCLR(i)
·
(
PnC(i) + P
n
H(i) ·
(
1− PnFRZ(i)
))
. (18)
Now, the total time cost (TnBP (i)) of repeatedly performing
backoff processes and sensing the channel status during SPni
is derived by the following equation:
TnBP (i) =
RTH∑
j=0
[(
PnFC(i)
)j
·
(
min(2n · CWmin, CWmax)
2
+ TCCA
)]
(19)
where CWmin and CWmax are the initial and the maximal CWs
that were used for the backoff process, respectively. Therefore,
the total time cost that was required for the ith successful
transmission (i.e., TnST (i)) in (4) has been resolved, and the
performance of CAP can accordingly be derived.
We then turn the focus of our analyses to the average number
of GTSs in the CFP of a superframe. Let NGTS(n) denote the
number of GTSs that are allocated in the nth superframe. The
coordinator always allocates GTSs in the (n+ 1)th superframe;
therefore, we can have NGTS(n+ 1) = NnGTS(In), according
to the value of parameter NnGTS(In) that was derived at the end
of the nth superframe. If any node in the GTS list successfully
transmits a frame in the CAP, then the coordinator automati-
cally deletes it from the GTS allocation list and decreases the
value of NGTS(n+ 1) by one. NGTS(n+ 1) is derived from
the following equation:
NGTS(n+ 1) = NnGTS(In)
·
(
PnFRZ(In) +
(
1− PnFRZ(In)
)
·
(
1− PnS(In)
))
. (20)
Let X(n) denote the total number of data frames that are
serviced during the CAP of the nth superframe. Evidently, in
the nth superframe, X(n) is affected by two factors: 1) the
time length of CAP (TnCAP ) and 2) the time cost for each
successful transmission (i.e., TnST (i), 1 ≤ i ≤ In). Moreover,
the total number of active nodes also bounds X(n). There-
fore, we have X(n) = fN (n, x), where fN (n, x) is a recursive
function for deriving the number of successful transmissions
that were accumulated after the xth successful transmission
during the CAP of the nth superframe. It is defined in (21),
shown at the bottom of the page, where TnBCN is the time
cost for beacon frame broadcasting at the beginning of the nth
superframe. Index In of the last successful transmission in the
nth superframe is the same as X(n).
The precise time cost of the beacon frame in the nth super-
frame is derived by TnBCN = LnBCN/DUBP , where LnBCN is
the length of the beacon frame for the nth superframe. Note
that the value of LnBCN increases as the number of GTS entries
increases. Moreover, it can be derived by LnBCN = OBCN +
NnGTS ·OGTS , where OBCN is the fixed beacon overhead, and
OGTS is the default length of a GTS information element.
Referring to the 802.15.4 standard, OBCN and OGTS are 20
and 3 B, respectively. Now, the CFP period in the next super-
frame (Tn+1CFP ) can be estimated by T
n+1
CFP = N
n+1
GTS · TGTS ,
where TGTS is the constant time length that was required to
accommodate the transmission period of the maximal data FL
and the replied ACK frame. We then have
TGTS =
⌈
TMDATA + TACK
TSLT
⌉
· TSLT (22)
fN (n, x) =
{
fN (n, x+ 1) + 1, if
∑x
j=1 T
n
ST (j) < (T
n
CAP − TnBCN ) and x < NnCN(j+1)
0, otherwise (21)
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where TMDATA is the transmission time of the data frame of
the maximal payload length (= 14 UBPs), and TSLT is the unit
time slot (TSLT = 3 · 2SO UBPs) of the active period. Let Y (n)
denote the total number of data frames that were transmitted
during the CFP of the nth superframe. We have
Y (n) = NGTS(n) ·
(
Pn−1FRZ(In) +
(
1− Pn−1FRZ(In)
)
· Pn−1FC(In) ·
TGTS
TDATA + TACK
)
. (23)
As with the aforementioned explanation, the number of
active nodes at the beginning of each superframe (i.e., NnCN(1))
is set to Nn−1CN(In). Then, the total number of active nodes at the
beginning of the (n+ 1)th superframe (Nn+1CN(1)) is
Nn+1CN(1) = N
n
CN(In)
+NGTS(n) · PnFRZ(In). (24)
Based on the above analyses, the goodput (G), which is the
ratio of the total amount of transmitted payload to the observed
time period, can be expressed using the following equation:
G =
L ·∑Kn=1 (X(n) + Y (n))
K ·DUBP · SD (25)
where K is the number of observed superframes.
Table I lists all the parameters that were used in the goodput
analysis.
V. SIMULATIONS
To focus on the proposed protocol, an error-free channel
condition and a WPAN with hidden-node situation are assumed.
The network under investigation only includes one coordinator
and ten static nodes (i.e., M = 10), which are randomly distrib-
uted in the WPAN, and any pair of nodes has a 41% probability
of a hidden-node relationship. Suppose that the frame arrival
rate of a node follows a Poisson distribution with a mean of λ
frame(s) and that the FL has an exponential distribution with a
mean of L B. Moreover, each node can store at most 20 data
frames so that it will drop arrival frames when the buffer is
full. The network load is normalized as (M · λ · L)/B, where
B is the channel bandwidth, which is set as B = 250 kb/s =
31.25 kB/s. Moreover, we consider two kinds of mean FL: 1)
L = 20 B and 2) L = 40 B.
Other simulation parameters, e.g., (SO) and (BO), are
set based on hypothetical applications in WSNs [1]. Using
a small BO setting will multiply the frequency of beacon
transmissions. Conversely, a larger BO setting will incur time
synchronization issues. Two values of BO setting are applied
in simulations: 1) 2 (about 16 superframes per second) and
2) 3 (about eight superframes per second). Moreover, we set
SO = BO for all simulations. The maximal number of retries
(i.e., RTH) is set to 5 in both protocols. The probability
P that was used in the PFCS entity of the CSMA/CF protocol
is set to C/RTH , where C is the retry count (0 ≤ C ≤ RTH)
of the frame. In the following figures, the proposed CSMA/CF
and legacy standard protocols are denoted as CSMA/CF and
Standard, respectively.
TABLE I
NOTATIONS THAT WERE USED DURING GOODPUT ANALYSIS
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Fig. 9. Comparisons of goodputs between the CSMA/CF and standard protocols under different settings of BO, FL, and traffic load.
To compare the results of the analyses and the simulations,
the goodput in (25) is used as the primary metric. First, the
goodput is depicted in Fig. 9 as a function of the normalized
network load for both the legacy IEEE 802.15.4 and the pro-
posed CSMA/CF protocol. Evidently, the simulation results of
the CSMA/CF protocol are very close to the analytical results
in Section IV. In addition, the adoption of the CSMA/CF
protocol always results in a higher system goodput relative to
the legacy protocol, regardless of the simulation environment. It
can be observed in Fig. 9 that the legacy blind-backoff scheme,
in conjunction with the CRS and PFCS, can sustain a stable
goodput, whereas the legacy protocol yields a sharp decrease in
efficiency as the network load increases. One simple compari-
son between these four figures, as grouped in Fig. 9, indicates
that the goodput improvement that the proposed CSMA/CF
enabled heavily relies on the frame size. Given a network load,
a larger mean frame size will result in fewer data frames and
a longer mean collision chain period. In addition, the goodput
improvement becomes more pronounced as the network load
increases. For example, the improvement that was achieved can
reach as high as 500% when the normalized network load is
larger than or equal to 0.5, as plotted in cases with L = 40.
Fig. 10 further illustrates the relationship between link uti-
lization and network load. Intuitively, link utilization is propor-
tional to traffic load when the network load is light. One closer
examination of the link utilization results that was derived using
the standard protocol reveals that, as the traffic load slightly
increases, it will more likely occupy most of the channel
bandwidth by retransmitting frames, thus increasing the waste-
causing collision inefficiency to an appreciable level. Note that
the steep rise in link utilization makes the standard protocol
waste not only the channel bandwidth but the power source
as well. In other words, both characteristics, i.e., high link
utilization and low goodput, explicitly indicate that the channel
inefficiency in the standard protocol is the result of collisions.
This highly desirable feature of insensibility is particularly
indispensable for an 802.15.4 network, as the last hop will
experience a magnitude of increase in the number of nodes.
Surprisingly, the CSMA/CF protocol provides sustainable
goodputs in all cases when the link utilization is well con-
trolled below a certain level. Moreover, both CRS and PFCS
avoid hidden-node collisions to accommodate more successful
transmissions; therefore, the reduction in link utilization that
CSMA/CF can accomplish is clearly lower than the standard
protocol. We can see that, under the saturation cases, the link
utilization improvement that was reaped by the CSMA/CF
protocol is, on the average, 20%. Reducing link utilization
naturally results in the advantages of low power consumption
and a high probability of successful transmission. However, it
is only tenable if the contention does not become violent and
disordered after the link utilization saturates.
To determine whether the CSMA/CF protocol can also
provide better delay control than the standard protocol, the
average access delays that were achieved by both the legacy
802.15.4 protocol and the CSMA/CF protocol are compared
and plotted in Fig. 11. Frame access delay is measured from
the time that the frame arrives at the node to the time that
the same frame is successfully transmitted. During simulations,
frames that are dropped, because the buffer is full or ap-
proaches the retry threshold, are not accumulated. As expected,
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Fig. 10. Comparisons of the channel utilization percentage between the proposed CSMA/CF and standard protocols under different settings of BO, FL (L), and
traffic load.
Fig. 11. Comparisons of the average access delays that were derived from the CSMA/CF and legacy standard protocols under different settings of BO, FL(L),
and traffic load.
the simulation results demonstrate that the access delay for
the legacy 802.15.4 protocol is significantly lower than for the
CSMA/CF protocol when the link utilization is unsaturated,
because the CSMA/CF protocol uses probability P to detain
transmissions of G-nodes until GTSs in the next superframe
or a later one. However, under most circumstances, CSMA/CF
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Fig. 12. Comparisons of the power consumption of the CSMA/CF and standard protocols with different settings of BO, FL(L), and traffic load.
can achieve significantly fewer access delays than the legacy
protocol. In particular, when the network load increases beyond
0.3 (in the case of L=20 B) or 0.5 (in the case of L=40 B), the
access delay for the legacy 802.15.4 protocol rapidly increases
to approximately 7500 UBPs due to excessive HNCs. On the
other hand, the average access delay that CSMA/CF achieved
increases to approximately 2500 UBPs as the network load
increases. At that point, the CSMA/CF access delay plateaus
at approximately 2500 UBPs. This highly desirable feature
of CSMA/CF is attributed to the fact that, as the network
load increases, the likelihood of a node in the collision chain
being marked as a G-node also increases. In other words, the
growing availability of G-nodes not only cancels the goodput
degradation caused by increased collisions but also results in
a substantial improvement in the average access delay. This
instance demonstrates that CSMA/CF is more suitable for
handling time-critical applications than the legacy 802.15.4
protocol.
To reveal energy costs, the power consumption parameters
of the Chipcon CC2420 transceiver, which operates at 2.4 GHz
[19], are adopted to observe the actual power that was con-
sumed for the successful transmission of 1 B by both the
CSMA/CF and legacy protocols. The current costs in the re-
ception and transmission modes of the CC2420 RF transceiver
are 19.7 and 17.4 mA, respectively, and the chip is powered
by 3.3V. Therefore, the reception and transmission of 1 B will
consume 2.08 and 1.77 μJ, respectively. In simulations, power
consumption is accumulated only when the transceiver operates
at a working mode (i.e., the reception mode or the transmission
mode). Fig. 12 compares the energy cost that the CSMA/CF
and legacy protocols achieved and shows that the CSMA/CF
protocol is most effective under heavy network load conditions,
which is consistent with the results shown in Fig. 10. At
the saturation point, the CSMA/CF energy cost plateaus at
approximately 20 μJ ∼ 30 μJ/B, which is significantly lower
than the energy cost of 120 μJ ∼ 160 μJ/B that was achieved
with the legacy 802.15.4 protocol.
To understand the effect of CCPs in an 802.1.5.4 WPAN,
we look at the average number of nodes that are involved in
collision chains and the average duration of the collision chains.
The distribution of the number of nodes that are involved in
collision chains, under conditions of a network with ten nodes
((M = 10)), are plotted in Fig. 13(a). For comparison, the
corresponding percentage of CCs is attached to every subfigure
in Fig. 13. In Fig. 13(a), we can see that the HNC type
dominates collisions that occur in WPANs. More specifically,
the overall HNC ratio for the legacy 802.15.4 protocol is as high
as 80% ∼ 90%. On the other hand, the overall HNC ratio that
CSMA/CF achieved reduces this to approximately 60%∼ 70%
in all circumstances. A closer examination of the distribution
results reveals that, as traffic load decreases, it will more likely
have two-node HNCs; thus, CSMA/CF can efficiently avoid
subsequent hidden-node collisions by moving one node from
the CAP to the CFP. In addition, the comparisons also show
that the CSMA/CF protocol always produces more CCs than
the legacy standard protocol. Therefore, CSMA/CF can, indeed,
limit the prolongation of collision chains; consequently, the
probability of an HNC that comprises a number of nodes is
further reduced.
As shown in Fig. 14, both the standard and CSMA/CF
protocols contribute similar time overheads when the network
load is low. On the other hand, the average collision chain
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Fig. 13. Distributions of numbers of collided nodes in CC and HNC with different settings of BO, FL(L), network size (M), and traffic load. (a) M = 10.
(b)M = 20.
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Fig. 14. Average collision chain duration for different settings of BO, FL(L), and traffic load. (a)M = 10. (b)M = 20.
duration is obviously prolonged by the standard protocol as
the network load increases. Fig. 14(b) shows that the curves
(BO = 2 and BO = 3) that were derived using the CSMA/CF
protocol are different. We note that the CSMA/CF protocol
does not ideally perform when the beacon interval is extended
in a heavily loaded network, because G-nodes are somehow
permitted the opportunity to stay in the contention mode, partic-
ipate in normal contentions, and, thus, cause prolonged HNCs.
However, based on Fig. 13, CSMA/CF can reduce the colli-
sion chains and, therefore, lower the overall cost of collision
chains.
Based on the above performance results, we conclude that the
CSMA/CF protocol is superior to the legacy 802.15.4 protocol
for four reasons: 1) reduced contending nodes; 2) support of
guaranteed transmission opportunities for contending nodes;
3) the capability for HNC avoidance; and 4) the shortening of
collision chains. In conclusion, the CSMA/CF protocol, which
consists of a CRS and a PFCS, indeed possesses the following
superior capacities: 1) Resolve the CCP; 2) alleviate potentially
excessive collisions; 3) decrease frame access delays; 4) im-
prove network goodput; and 5) diminish power consumption.
VI. CONCLUSION
In this paper, we have proposed the CSMA/CF protocol,
which comprises two efficiency-improvement schemes—the
CRS and the PFCS—to leverage the legacy IEEE 802.15.4
CSMA/CA protocol and improve the readiness of the IEEE
802.15.4 protocol for adoption in a WSN. The CRS was orig-
inally designed for a coordinator to determine which node is
involved in each hidden node collision. Then, the PFCS extends
the applicability of GTSs from regular real-time data to asyn-
chronous data from those recognized nodes while delivering
an improvement in efficiency. In addition, the PFCS provides
alternative contention opportunities for recognized nodes to
shorten access delays. The performance analysis and evaluation
results confirm that the CSMA/CF protocol can sustain pro-
tocol efficiency and, thus, limit the performance degradation
that CCPs causes. Finally, the CRS and PFCS work together
to provide a comprehensive efficiency-improving solution for
application in IEEE 802.15.4 networks.
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