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In this paper, we have discussed the Nordhaus-Gaddum problems for diameter d, girth g, 
circumference c and edge covering number ill- We have both got the following results. 
If both G and G are connected, then 
4<~d+a~<p+l ,  4~<d.a~<2p-2.  
If there are cycles in both G and ~;, then 
6~<g+~<p+3,  9~<g.~<3p. 
If there are cycles in both G and G and p >~ 6, then 
p+2<.c+~<.2p, 3(p-1)<~c.~<.p 2  
If both G and G have no isolated vertex, then 
2{12p}<<-fll+[~l <<-2p-2-[~p], [P/212<~fll.f31<~lT(p-1 ). 
p- l<~fl+#~2p-s,  O<~fl.#<-{p-½s}[P-½S], 
where p is the vertex number, s = min{a + b [ r(a + 1, b + 1) >p} and r(a + 1, b + 1) means 
the well-known Ramsey number. 
The graphs considered here are finite, undirected and simple. Let G be a 
graph, V and E be vertex set and edge set of G. Throughout this paper, we 
always denote vertex number of G by p, chromatic number by X, achromatic 
number by if, edge chromatic number by Xx, edge connectivity by )., connectivity 
by r, domination number by v, diameter by d, ~ by g, circumference by c, 
independent number by tr, edge independent number by trx, coveting number by 
fl, edge covering number by fix, the degree of vertex v by d(v) and the 
corresponding parameter of complement t~ of G by f. The symbols [a] = 
max{x Ix integer, x <~a}, {a} = min{x Ix integer, x ~>a} are also used. 
In [10], the famous Nordhaus-Gaddum theorem states 
2vrp ~< Z + ~<p + 1, 
(P  + 1~ 2 
P~<X'X~<\ 2 ]"  
Since then the relations of some parameters between a graph and its 
complement are continuously discussed, they are called Nordhaus-Gaddum 
problems. 
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Gupta [7] has proved 
Alavi and Behzad [2] and Vizing [11] have independently proved 
Alavi and Mitchein [3] have proved 
1~<$+~.~<p-1, O~3,.X<~M, 
and 
where 
l <~x + fc<~p-1,  
Jaeger and Payan [9] have proved 
v+~p+l ,  v .9~p.  
O <<. x . ~: <<. M, 
, i fp  -- O, 1, 2 (rood 4), 
, if p -- 3 (mod 4). 
Chartrand and Schuster [5] have proved 
[~P ] ~ tl(1 "~ ~1 ~ 2[~p ], 0 ~ C1¢ 1
and 
s~<tr+ &~<p + 1, t~<a~.&~< 
where 
s = min{a + b [r(a + 1, b + 1) >p}, 
• 
p + 1]~p + II 
2 J [2 J '  
t=min{a .b [r(a + 1, b + 1) >p}, 
and r(a + 1, b + 1) means the well-known Ramsey number. 
In this paper we are going to discuss the Nordhaus-Gaddum problems on 
diameter d, girth g, circumference c, edge covering number fll and covering 
number fl- 
At first their definitions are given. The diameter d of G is the maximum 
distance between two vertices of G. The girth g of G is the length of the shortest 
cycle of G. The circumference  of G is the length of the longest cycle of G. A 
covering of G is a subset K of V such that every edge of G has at least one end in 
K. The covering number of G is the vertex number of a covering K if G has no 
coverin.g K' with [K'I < IK[ and K is now called minimum covering. Similarly, an 
edge covering of G is a subset J of E, such that each vertex of G is incident o at 
least one edge in J. The edge number of smallest edge covering is called edge 
coveting number ~1" 
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Theorem 1. Suppose both G and t~ are connected and p >I 6, then 
4~<d+a~<p+l ,  4~<d.a~<2p-2 .  
Proof. We first prove the lower bounds. If d + a < 4 or d-  tt < 4, there must be 
d = 1 or a = 1, then G = Kj, (or t~ = K~,). This is contrary to assumption that both 
G and t~ are connected. 
We can find a graph for proving the bounds to be best. Let G'  be an arbitrary 
graph on p - 4 vertices, abcd be a path, let its ends a and d be adjacent o all 
vertices of G'. We call this graph G. It is clear that both G and t~ are connected 
and d = a = 2. 
We know, if d>3,  then a<3 [4]. Since d~<p-1 ,  so d+a~<p+l ,  
d .  a ~< 2p - 2, i.e., the upper bounds hold. If d = t /= 3, then d + a = 3 + 3 ~< 
p+l ,  d.a=3.  3<-2p-2  fo rp~6.  
Let G be a path with p vertices, the upper bounds are attained. [] 
Note. When p = 4, both G and t~ are connected, then G and (~ are both paths 
with length 3, so d = a = 3. When p = 5, we consider all connected graphs with 5 
vertices, if G = (~ = (?5, then d = a = 2 and if G = P4, then d = 4, a = 2, else 
d=d=3.  
Theorem 2. Suppose there are cycles in both G and t~, and p >1 6, then 
6<~g+~<~p +3,  9<~g.g<~3p. 
Proof. The lower bounds are trivial. 
Since p I> 6 and r(3, 3)= 6, we can know at least one of G and G contain 
triangles. Assume G contains triangles, then g = 3 and ~ ~<p, so the upper bounds 
hold. Let G = Cp, the upper bounds are attained. [] 
Note. When p = 5, we can obtain 
g+g~<10,  g .~<25.  
Let G = G = C5, the upper bounds are attained. 
Theorem 3. Suppose there are cycles in both G and G, and p >I 6, then 
p + 2 <~ c + ~ ~ 2p, 3(p_ l )~<c.~<p2.  
Proof. The upper bounds are obvious. From Theorem 9.6 and Theorem 9.7 in 
[8], we know that these upper bounds can be attained. 
For the lower bounds, we first prove the additive inequality. 
Le~ 1. Let the vertex number of graph H be n, then there is a spanning 
subgraph B of H, where B is the union of k disjoint paths and the vertex number of  
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these paths are 11,12,. . .  , lk respectively, the endpoints on 
VlZ, vu~, v21, v2t~, . . . , Vkl, Vkt~, which satisfy the following conditions: 
(1) ot(H)>~k >~ 1. 
(2) v~, v2~, • • •, Vkl are independent and so are vzt,, v2~, . . . , Vkl~. 
paths are 
Proof. Clearly the first condition can be obtained from the second condition. 
The null graph N, is a spanning subgraph of H with n paths. Then we proceed 
in this way: if we get a spanning subgraph with i + 1 paths, and there are two 
endpoints of two paths which are adjacent, we add this edge and get a spanning 
subgraph with i paths. Carry on until the condition is satisfied. Clearly it is 
feasible. We have completed the proof of Lemma 1. [] 
Suppose ~>~c, if c >i 12,o + 1, the inequality clearly holds. So we assume 
c ~< ½(p + 1), and there is the longest cycle C with length c in G. The vertices on C 
are xl ,  x2 , . . . ,Xc  in order (xc+l=-xl, xc+2=-x2,. . .) .  Let B=G-C,  C=C,  
[V(C)]. The vertices in B are Vl, v2 , . . . ,  Vb, where b = IV(B)I, b + c =p. If 
c=3,  then b =p-3~>3 and ifc~>4, then ½(p + 1)~>c>~4, pt>7, b >~½(p- 1)>t 
3. So b I> 3 always holds. Now we have some conclusions. 
(i) c. 
Proof. There is a complete subgraph K~<b) in G, so there exists a cycle with 
length a~(/~) in G. As C is the longest cycle, a~(/~) ~< c. [] 
(ii) In t~, if vi is not adjacent o xj, then vi must be adjacent o Xj+l. 
Proof. In G, vi is adjacent o xj, if vi is also adjacent o xj+l, we can replace 
xjxj+l by xjvixj+l on cycle C, and get a cycle longer than C. It's a 
contradiction. [] 
(iii) In G, any vertex in B is adjacent o at least {½c} vertices in C. 
Proof. It can be obtained from conclusion (ii) immediately. [] 
(iv) In G, any two vertices vi and vj have common adjacent vertices in C. 
Proof. If c = 3, then by (iii) both vi and vj have at least 2 adjacent vertices in t~, 
so v~ and vj have common adjacent vertices. 
If c ~> 4, we take four vertices xl, x2, x3 and x4, v~ is adjacent o at least two of 
them in t~, x2, x3 or xz, x3 or x2, x4. If vi is adjacent to x2 and x3, then by (iii), vj 
is adjacent o at least one of x2 and x3, the conclusion holds. If vj is adjacent to x~ 
and x3, not adjacent o x2 and x4, vj is adjacent o x2 and x4, not adjacent o x~ 
and x3 in t~, then v~ is adjacent o x2 and x4, vj is adjacent o x~ and x3 in G, we 
replace x~x2x3x4 by xlvjx3x2v~x4, and get a cycle longer than C. It is a 
contradiction. El 
(v) In G, any two nonadjacent vertices in B have at least {½c} common adjacent 
vertices in C. 
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Proof. Assume 0 1 and v2 are nonadjacent in (~, then for any integer i, there is at 
least one of x~ and x~+l adjacent o both v~ and v2 in (~. Otherwise, assume Vl is 
adjacent o x~, not adjacent o Xi+l, v2 is adjacent o x~+~, not adjacent o xi, then 
in G, x~ is adjacent o v2, Xi+x is adjacent Vl, we replace xixi+l by xiv2VlXi+l, and 
get a cycle longer than C. It's a contradiction. Hence Vl and v2 have at least {½c} 
common adjacent vertices in C. [] 
(vi) In G, there are k - 1 vertices in an independent set {Vl, . . . , v t}  o f  B, say 
v2, •. •,  Vk, such that they have k common adjacent vertices in (?, and the 
remainder  vertex v~ is adjacent o at least {½k} vertices among them. 
Proof. Suppose v~ is not adjacent o x~ in t~, then v~ is adjacent o x~ in G, and 
there is a path vxv2 , . . . ,  Vk, SO Vk can not be adjacent to each of 
x2, x3 , . . . ,  xk+~, otherwise we can get a cycle longer than C. For the same 
reason, v~ ( i=2, . . . ,  k-1)  can not be adjacent to each of x2 , . . . ,Xk+l .  
Therefore in G, v2, • . . ,  Vk have k common adjacent vertices in t~. Since vx is not 
adjacent o xl in t~, Vx is adjacent o x2 and is adjacent o at least {½k} vertices 
among {x2, • • •,  Xk+x}. The  proof is completed. 
Now we begin to prove the theorem. We try to find a cycle in t~ with length 
greater than or equal to b + 2. All the adjacent relations considered are in ¢~. 
By Lemma 1, we can find a spanning subgraph of/~, an union of k disjoint 
paths, which satisfies the condition a~(/~)~> k, and Vx~, 021, . . . ,  Vkx are  inde- 
pendent, so are V~il, • • •, Vk/c We divide it into five cases to discuss. 
Case 1. k = 2 
Since vii is not adjacent o v21 , vii and v21 have at least {½c} t> 2 common 
adjacent vertices in (~, vii1 and v2~ also have at least 2 common adjacent vertices 
in C, then we can obtain the vertices x~ and xj, where x~ is adjacent to v~l and v2~, 
xj is adjacent o V~ll and v2t~ and we obtain a cycle with length b + 2. (Note that 
for b I> 3, l~ and/2 cannot be both 1). 
Case2.  k=3 
We can assume that vii is not adjacent to vj~ (i = 1, 2, 3,j=/=i). By the 
conclusion (vi), there are at least two vertices among vH, v2~ and v31, which have 
I>3 common adjacent vertices. Let them be V~l and v2:. Since v31 is not adjacent 
to Vxl~, v31 and vu~ have at least {½c} t> 2 common adjacent vertices, v212 and v3/3 
have at least 2 common adjacent vertices. Hence we can find three vertices x~ 1, xi2 
and x~, such that x~x is adjacent o vii and v21, xi2 is adjacent o v2~ and v3t,, xi3 is 
adjacent o v3~ and v~tl. Therefore we obtain a cycle with length b + 3 in ¢~. 
Case 3. k > 3 and k is even 
There are k - 1 vertices among v11, • • •,  Vkl, say v2~, • • . ,  Vkl, which have k 
common adjacent vertices in C, and the remainder vii is adjacent o at least 
{½k} I> 2 vertices among these k vertices. So are vul ,  • • •,  Vk~k, we assume that 
the remainder is Vk~k- Then we can find k vertices x i l , . . . ,  xi~, where xil is 
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adjacent 
1141, and 
b+kin  
o 1111 and v21, xi 2 is adjacent o v2/2 and 113/3, Xi3 is adjacent o v31 and 
so on, finally xik is adjacent o vltl and V~ak. We obtain a cycle with length 
Case 4. k > 3 and k is odd 
There are k - 1 vertices among Vn,  • • •,  Vkl, which have k common adjacent 
vertices in (~, the remainder is v11. So are Vltl, . . . ,  Vkl,,, the remainder is Vkt~. 
Clearly we can assume that Vie1 is not adjacent to Vkl. There are at least 
{½c} I> {½k} 1> 3 common adjacent vertices of vii and v21, Vlll and Vkl, Vk-l,l,_~ 
and Vkt~ respectively. So we can find k vertices in d? which are adjacent o v11 and 
1121 , 112/2 and v3t3,. • • ,  11k-l,lk-1 and Vktk, 11kl and Vl~ respectively, and we obtain a 
cycle with length b + k. 
Case5.  k=l  
There is a path with b vertices in/~, denoted by Vl , .  • •,  Vb. At first we assume 
Vl is not adjacent o Vb. By conclusion (iv), Vl and v2 have common adjacent 
vertices, by conclusion (v), v~ and Vb have at least {½c} >t2 common adjacent 
vertices, then we can find two vertices in C which are adjacent o Vl and v2, Vl 
and Vb respectively and we obtain a cycle with length b + 2. 
If Vl is adjacent o Vb, there is a cycle with b vertices in B. If there are two 
nonadjacent vertices, say Vs and vs, then Vl and vs have at least two common 
adjacent vetices xi and xj, v2 and v~+l have common adjacent vertex Xk (Xk may 
be indentical to xi or xj). Then VlX iV~V~-~' ' 'V2XkVs+I" ' 'VbV l  is a cycle with 
length b + 2. 
If/~ is a complete subgraph Kb, we take three vertices vl, v2 and v3. 
If c 1> 4, there are four vertices Xl, x2, x3 and x4. By the proof of conclusion 
(iv), we know that any two vertices in/~ have common adjacent vertices among 
them. If v~ and v2 have two common adjacent vertices, then as Vl and v3 have 
common adjacent vertex, we can obtain a cycle with length b + 2 in (~. Assume 
Vl and v2 have one common adjacent vertex, say xl. By conclusion (ii), Vl must 
be adjacent o Xl and x3, v2 must be adjacent o x2 and x4, and v3 is adjacent o 
at least one of x2 and x3, say x2, then V(B)  and x~, x2 can induce a cycle with 
length b + 2. 
If c = 3, suppose two of vl, v2 and v3 have two common adjacent vertices, then 
there is a cycle with length b + 2. So assume Vl is adjacent o xl and x2, vz is 
adjacent o x 2 and x3, v3 is adjacent o xx and x3. There is also a cycle with length 
b+3.  
Hence we obtain the lower bound of additive inequality. The lower bound of 
multiplicative inequality can be obtained immediately. 
These lower bounds are smallest possible. Let G be K2.~,-z, the bound of 
additive inequality is attained. Let G be obtained by joining two endpoints of a 
star Sp, the bounds of both additive inequality and multiplicative inequality are 
attained. 
p -- 5, let abcde be a path, G is obtained by joining b and d, then c = ~ = 3. [] 
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"l'neorem 4. Suppose both G and G have no isolated vertex, then 
2{½p} <~fll + fl, <-2p - 2-[12p], {½p}E<-fll " f~l <-½p(p -1). 
Proof. The lower bounds of both additive and multiplicative inequalities are 
obvious, and can be attained. 
For the upper bounds, we first prove the additive inequality by induction on p. 
Because both G and (~ have no isolated vertex, fll ~<p-  2 and fll ~<P-  2, it 
holds for p = 4, 5. Suppose it holds for Iv I < P and now Iv I = P. 
We first prove that if both G and (~ have no isolated vertex and p 1> 6, there 
must be two vertices u and v such that G/{u, v} and G/{u, v} have no isolated 
vertex. All the adjacent relations considered are in G. 
Case 1. G is not connected 
Suppose G is a union of K2 and G1. If G1 has at least two components, we take 
two end vertices of / (2 as u and v. If G1 is connected, we take two end vertices of 
a spanning tree of G1 as u and v. The conclusion holds. 
Now all the components have at least three vertices. We can take two vertices 
in different components as u and v, such that G/{u, v} and G/{u, v} have no 
isolated vertex. 
In the following cases, G is connected. We denote the sets of end vertices of G 
and t~ by S and S respectively, the neighbor of S and S by N(S) and N(S). 
Assume ISI I> I ¢1. 
Case 2. ISI ~ 3 
If there are three end vertices u, v and w adjacent to a same vertex, then u and 
v satisfy the condition. 
Now IN(S)I i> 2. Suppose IN(S)I I> 3. If u e N(S) is adjacent o only one end 
vertex v, then u and v satisfy the condition, otherwise x e N(S) is adjacent o 
u, v e S, then u and v satisfy the condition. 
Now IN(S) I -2 ,  N(S)= {x, y}. If both x and y are adjacent to two end 
vertices, we take two end vertices adjacent to x and y respectively as u and v. If x 
is adjacent o only two end vertices u and w, y is adjacent o only one end vertex 
z, then since p I> 6, there must be one vertex v in G/(S U N(S)) such that G/{v} 
has no isolated vertex. Clearly u and v satisfy the condition. 
Case 3. IS I -  2 or 1 
We can take two vertices u and v in G/(S U N(S)), 
G/{u, v} have no isolated vertex. 
such that G/(u, v} and 
Case 4. ISI = ISI -" 0 
If there does not exist two vertices satisfying the condition, then any two 
vertices x and y must be adjacent o a common vertex z with degree 2 or not 
adjacent o a vertex z with degree p - 3. 
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Suppose d(z )=p-3 ,  z is not adjacent to x and y, there must be two 
possibilities. The first one is that x and z are not adjacent o a vertex with degree 
p - 3, it must be y. ¢~ is shown in Fig. l (a) ,  we take z as u, any vertex other than 
x and y as v, then u and v satisfy the condition. 
The second possibil ity is that x and z have a common adjacent vertex wa, y and 
z have a common adjacent vertex w2, d(wO = d(w2)= 2. G is shown in Fig. l (b) ,  
we take wl as u, any vertex other than x, y, z and w2 as v, then u and v satisfy the 
condition. 
Now the conclusion holds. Let G' = G/{u, v}. If u and v are adjacent in G, 
then 
3a(G) ~< 3a(G ' )  + 1, 3a((~) ~< 3a(d;')  + 2. 
Hence 
fa (a )  q- f l (G)  ~ fa (G ' )  + fa(¢~') + 3 
~< 2(p - 2) - 2 - [½(p - 2)1 + 3 
= 2p - 2 -  [½p]. 
Let G be obtained by a vertex adjacent o an end vertex of a star Sp_I, then 
f l  =P  -- 2, ~a "-- {½P}, the bound is attained. 
Now we prove the upper bound of multiplicative inequality, we assume 
p - 2 f l  
When p = 4, there is no isolated vertex in both G and g;, it must be 
fa  = #a = 2, hence fa"  #1 = 4 < 6. 
p = 5, fll =/~a = 3, fla"/~1 = 9 < 10. 
p = 6, if f l " /~1 > 15, it must be fa =/~a = 4. But by checking each of graphs on 
six vertices, we can know that it is not the case and the inequality holds. 
When p t-- 7, we first prove if fa  ~ 32P, then f : - /~1 ~< ½P(P - 1). 
p = 7, f l  [z3" 7] = 4, fa"/ 1 16 < 21. 
p "-- 8, f l  ~ [2- a ] = 5, fla"/~a ~< 25 < 28. 
If p ~ 9 and fa  ~< ]P, then fa"/~1 ~ 4p2/9 ~< ½P(P - 1). 
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Therefore we only need to prove the inequality under the assumption p/> 7, 
p - 2 >I fl~ > ~p and fl~/>/~. 
Let B be a minimum edge covering of G. Clearly there is no path with length 
I>3, and B is a union of some stars, the least star is K2, B c Km, n. Let n be the 
largest, i.e., the endpoints belong to same part, we denote this part by D, 
another part by C, (~ = t~[V(C)], /5 = t~[V(D)]. Then i l l (G)  = IOl = n, ICl + 
[Ol = m + n =p,  n > 23p, m < )p. 
Let the number of K2 in B be ll, the number of stars with three vertices be 12, 
and there are  l 4 other stars, the number of endpoints of them is l 3. Since n > ~p, 
so there is at least one star with i>4 vertices, then/4 t> 1. 
ll + 12 + 14 = m, ll + 2/2 + 13 -- n. 
If 12 = 0, then ll +/4 = m, l~ + 13 = n. We denote the set of/3 endpoints in D by 
/92, the set of 1~ endpoints by D1. Any  two vertices in D2 can not be adjacent in 
G, otherwise we can get a coveting less than B. Hence db(v) i>/3 - 1 = n - ll - 
1 > n - (~p - 1) - 1 > ½n for v e D2. For / (2  in B, at least one vertex is adjacent 
to at most one vertex of DE in G. (If both two vertices are adjacent o two 
vertices in DE then we can obtain a covering less than B). Let this vertex belong 
to D, then db(v) >~ 13 - 1 > ½n for v e D1. 
If 12 ~: 0, let three parts with 11, 212 and I3 vertices in D,~,e D1, DE and D3 
respectively. Then the vertices in/93 cannot be adjacent o a~/~ vertex of D2 O/)3 
in G, so d6(v)  >>- 212 + 13 - 1 for v e/93. If v e/)2, v is adjacent o at most one 
vertex of DE U/93 in G, which belongs to the star containing v, so db(v)>t 
13 + 2(/2 - 1) = l 3 + 212 - 2. For K2 in B, at least one vertex is adjacent o at most 
two vertices of D2 U/)3 in G, let this vertex belong to D, then db(v)  >i 13 + 2/2 - 2 
for v e D1. Moreover 
13 + 212 - 2 = n - 11 - 2 i> n - (m - 2) - 2 
=n-m>n-~p>½n.  
By the Dirac Theorem (6), we know that there is a cycle in /5  with n vertices, 
denoted by v lv2""  vn, so we can know f ix(/))= {½n}. Now we prove /~1~ < 
{½n} +m-1 .  
If C is not null graph, clearly/31 ~< {½n} + m - 1. 
Assume (~ to be a null graph, the vertices in (~ are xl, x2, . . . ,  xm, and xl is 
adjacent to v~ in G. If n is odd or if there is a vertex in C which is adjacent to one 
of / J2 ,  134, . . .  , then/31 ~< {½n} + rn - 1 (see Fig. 2(a)), otherwise n is even and in 
G, v2, v4, . . . ,  vn are all adjacent o each vertex in C, the subgraph induced by 
V(C)  in G is a complete subgraph. If two of 132, v4, . . . ,  13~ are adjacent in G, 
then we can obtain a covering of G less than B (for ½n > m, see Fig. 2(b)). So the 
subgraph induced by {v2, v4, • . . ,  13~} is a complete subgraph in (~, and we can 
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obtain a covering of t~ with number ~<(3n} + m - 1, m > 1 (see Fig. 2(c)). Hence 
ill"/~1 ~< n({3n} + m - 1) ~< n(3(n + 1) + m - 1) 
= n(p  - 3n - 3) = -½(n  - (p  - 3)) 2 + 3(P - 3) 2 
~< 3(P - ½)2= ½p(p _ 1) + 1. 
So the upper bound holds, we have completed the proof. [] 
When p is odd, let G be obtained by joining a vertex to an endpoint of star 
Sp-1, then fll =P  - 2, /~1 = ½(P + 1). 
i l l " /~  = ½(P - 2)(p + 1) = ½p(p - 1) - 1. 
By the equality t~ + fl =p  and inequality of t~, we can obtain 
Theorem $. Let  s = min{a  + b I r(a + 1, b + 1) >p},  then 
p - l<<- f l+B~2p-s ,  O<~f l . f l< . [p -½s] (p -3s} .  
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