According to the scale-dependence hypothesis, the visual interpolation of contour fragments depends on the retinal separation of endpoints: as the retinal size of a partially occluded angle increases, the interpolated contour gradually deviates from the shortest connecting path and approaches the shape of the unoccluded angle. In the field model (Fantoni & Gerbino, 2003; Fantoni, Bertamini, & Gerbino, 2005) , as the retinal size increases the strength of good continuation increases while the strength of the minimal-path tendency decreases. To test the scale-dependence hypothesis-as well as other hypotheses connected to inclusion, support-ratio dependence, and extended relatability-we ran two experiments using the probe localization technique. Stimuli were regular polygons with rectilinear contours bounding symmetrically occluded angles. Retinal size was manipulated by changing viewing distance. Observers were asked to judge if a probe, briefly superposed on the occlusion region, was inside or outside the amodally completed angle. Retinal size strongly influenced the penetration of interpolated trajectories in the predicted direction. However, support ratio and interpolated angle size interacted with retinal size, consistently with the idea that unification factors are effective within a spatial window. We modified the field model to include the size of such a window as a new parameter and generated model-based trajectories that fitted empirical data closely.
Introduction
To quote Marr (1982) , object invariance over viewpoint changes is desirable, though not always possible. In most conditions, the human visual system disregards the retinal size of object projections: when the distance of the object from the viewpoint changes, the object maintains its visual properties despite the scaling of the retinal image. If object invariance were the rule, one might expect that the perceived shape of a partially occluded object remains constant, independent of viewing distance. However, scale invariance of amodally completed contours (i.e., of contour trajectories perceived behind occluders) cannot be taken for granted. The main goal of this study is to evaluate whether the shape of amodally completed contours depends on the retinal separation between endpoints, when the distal stimulus is kept constant.
There are different types of completion phenomena (Grossberg & Mingolla, 1985; Pessoa, Thompson, & Noë, 1998) . To capture the fundamental distinction between boundary completion, relative to the shape of contours and surfaces, and featural completion, supporting the perceived continuity of contours and surfaces, in this paper we will reserve ''interpolation'' for the first and ''filling-in'' for the second. While in brightness and texture filling-in scale dependent effects have been discovered and interpreted as evidence of the spreading of feature-specific activation within bounded regions (Rossi & Paradiso, 2003; Spillmann & De Weerd, 2003) , so far scale dependent interpolation has not been clearly identified and discussed.
Stimulus information supporting the amodal completion of partially occluded shapes can be classified as viewer-independent and viewer-dependent (Fantoni & Gerbino, 2003) . Viewer-independent information includes shape reg- ularity, support ratio (i.e., the proportion of specified contour over the total), relative position and relative orientation of specified contour fragments. Viewer-dependent information includes retinal size and retinal orientation, given that perspective transformations due to viewpoint changes may affect the optic separation between endpoints and the egocentric orientation of specified contour fragments.
Most interpolation models-see Fantoni and Gerbino (2003) for a review-connect contour endpoints by invariant trajectories. A trajectory-generating computation is 2D-invariant if the input-output mapping is isotropic (i.e., rotation and translation invariant). Guy and Medioni (1996) , as well as Sharon, Brandt, and Basri (1997) , took into account viewer-independent factors like support ratio and the relative orientation of image fragments, but did not consider the retinal separation between endpoints, nor the retinal orientation of line fragments. The Euclidean invariance of computational solutions is consistent with the generic viewpoint assumption (Albert & Hoffman, 2000; Freeman, 1994; Takeichi, Nakazawa, Murakami, & Shimojo, 1995; Witkin & Tenenbaum, 1983) , which implies a preference for the invariance of interpolated trajectories over viewpoint changes.
On the contrary, scale dependence is embodied in the field model (Fantoni & Gerbino, 2003; Fantoni et al., 2005) , which provides generic solutions for modal and amodal unifications of contour fragments according to the identity hypothesis (Kellman & Shipley, 1991) . To interpolate two contour fragments, the field model combines two unification forces, the tendencies towards good continuation (GC) and minimal path (MP). As originally suggested by Wertheimer (1923) , GC is the extrapolation of each fragment according to the function that fits its perceived shape; while MP is the rectilinear connection of endpoints according to the most fundamental Gestalt factor of unification (i.e., proximity). For the sake of simplicity, in this paper GC and MP initials will denote both the above-defined trajectory components and the corresponding tendencies.
Consider how the field model completes a partially occluded angle of a square. Inside the interpolation region (the triangle bounded by GC extrapolations and the MP segment) the model instantiates two vector fields, GC and MP. The magnitude of the GC vector is maximal at endpoints and falls to zero at the GC-vertex (the intersection of T-stem extrapolations); while the magnitude of the MP vector is null at endpoints and grows to its maximum at the midpoint of the MP segment. In principle, the chaining of local sums of GC and MP vectors generates a family of interpolated trajectories, each representing a compromise between GC-and MP-solutions. The model selects a unique trajectory according to the relative strength of the two maximal vectors GC max and MP max , defined by GC-MP contrast = (GC max À MP max )/(GC max + MP max ).
The magnitude of GC-MP contrast depends on both viewer-independent and viewer-dependent proximal changes, because GC is modulated by the specified-side length and MP by endpoint separation. As regards viewer-independent changes, the field model accounts for the effects of relative position of T-junctions, their relative orientation, and support ratio: for instance, given a constant interpolation region, increasing the length of image-specified sides increases the magnitude of GC-MP contrast and leads to the selection of an interpolated trajectory that penetrates more into the interpolation region. As regards viewer-dependent changes, the model generates scale dependent trajectories because the magnitude of GC-MP contrast is affected by proximal transformations determined by changes of object size or viewing distance: as retinal size increases, GC-MP contrast increases because GC max monotonically increases (lengthening retinal fragments strengthens GC) while MP max monotonically decreases (lengthening the retinal separation between endpoints weakens MP). Straightforward implementations of such functions are the following: GC max = KAES and MP max = K/S; where K is a default vector magnitude and S is a coefficient proportional to retinal size.
In other terms, GC strength is scaled with retinal image size while MP strength is inversely related to it (Fig. 1) . Since the proportional changes of the proximal image produce opposite effects on GC and MP strengths, the penetration of the interpolated trajectory changes, approximating the GC-solution when the retinal gap between endpoints is large and the MP-solution when the retinal gap is small. Originally (Fantoni & Gerbino, 2003) , we considered scale dependence as a by-product of the interpolation process, following from logical constraints. We thought that taking GC and MP magnitudes proportional to retinal lengths was the simplest assumption, in the absence of contrary evidence, and discovered that an important consequence of such an assumption was the variability of GC-MP contrast and, therefore, of the interpolated trajectories. We also noticed that the predicted scale effect was consistent with estimates of the perceived roundness of a partially occluded square (Fantoni & Gerbino, 2003, Figure 5, p. 287) , as well as with data on the salience of illusory contours (Dumais & Bradley, 1976) . Testing the scale dependence of visual interpolation constitutes the major aim of the present study. We will describe two experiments providing clear empirical evidence that interpolated trajectories are not invariant, when the viewing distance from a constant distal stimulus changes. The direction of the main effect obtained in both experiments is consistent with the original assumptions of our field model, while alternative models should be modified to account for it.
Illusory contours and scale dependence
Several effects of retinal size have been described in the literature on illusory contours. Schumann (1900) , Coren (1972) , Kanizsa (1974) , and Sambin (1980) observed that illusory contours are more salient when the configuration subtends a small visual angle. Dumais and Bradley (1976) used magnitude estimation to rate the phenomenal strength of Kanizsa triangles and demonstrated that the salience of illusory contours varies as the inverse log of the visual angle subtended by the whole configuration, under constant support ratio. This finding has been replicated using Kanizsa squares (Purghé & Russo, 1999) . Gerbino and Kanizsa (1987) discussed retinotopic constraints on salience and shape of illusory contours, and demonstrated that the elongation of an illusory blob depends on the retinal gap between endpoints, against shape constancy (see their Figure 27 .2).
Such effects can be explained by cognitive notions as well as by physiologically oriented models. Gregory (1966 Gregory ( , 1972 suggested that the salience of illusory contours reflects the plausibility of fragment completion, which increases as the length of specified contours decreases. More recent applications of the Helmholtzian approach to perception explicitly refer to Bayes' theorem to optimally recover distal objects (Feldman, 2001; Kersten, Mamassian, & Yuille, 2004; Knill & Richards, 1996) . Within this framework Elder and Goldberg (2002) considered visual interpolation as a problem of probabilistic inference. They measured the statistics of hand-traced contours and local tangents, and computed the probability distributions of solutions derived from various Gestalt principles of perceptual organization, including proximity (the likelihood of two fragments belonging to the same contour decreases as endpoint separation increases) and good continuation (the likelihood of two fragments belonging to the same contour decreases as their parallelism and co-circularity deviate from zero). Elder and Goldberg demonstrated that such grouping principles are independent and argued that their probabilistic combination may determine the grouping of contour elements. As we understand it, their approach would achieve Euclidean invariance if spatial resolution were unlimited; otherwise, if spatial resolution were limited, interpolation should be scale dependent, since the strength of fragment belongingness increases as endpoint separation decreases. Jung and Spillmann (1970) proposed that illusory contours depend on the integration of activities of orientation-specific cortical cells. In this framework, the discovery that cells in area 18 of cat's visual cortex can be activated by collinear line endings provided a possible basis for size effects in illusory-contour formation; von der Heydt, Peterhans, and Baumgartner (1984) demonstrated that cell activation decreases as a direct function of the gap between line endings, reaching a minimum at 4.4°of visual angle. The field model can be regarded as a functional implementation of physiologically plausible interactions between orientation-sensitive units, supporting good continuation, and units sensitive to endpoint proximity, supporting unification along the minimal path (Sgorbissa, .
However, data on conventional (Shipley & Kellman, 1992) and degenerated (Ringach & Shapley, 1996) Kanizsa squares support scale invariance. Kojo, Lü nasuo, and Rovamo (1993) used sequential-inducer presentations to evaluate the time needed for the production of a Kanizsa triangle and found that support ratio facilitated the emergence of the illusory surface, while scale was ineffective. To summarize, evidence on the scale dependence of illusory trajectories is controversial.
Angle completion and scale dependence
When inducing contours are collinear, like in most of above-discussed experiments, or almost collinear (Ringach & Shapley, 1996) , scale can only affect the salience of interpolated trajectories, given that the direction of the interpolated contour is identical to the direction of inducers, like in Kanizsa triangles and squares. However, in such conditions the shape problem is trivial, since only one trajectory satisfies the general constraints to visual interpolation (Singh & Hoffman, 1999) , such as T-junction continuity, smoothness, and inflection minimization (or, even strongly, monotonicity).
When inducing contours are not collinear (e.g., when an angle is partially occluded) and information about contour variations is missing, an infinite number of shapes satisfy the general constraints to visual interpolation. According to the precise shape approach (Fantoni & Gerbino, 2003) , visual interpolation is modeled by the selection of a specific solution among the set of compatible shapes. In this case scale effects can be revealed by a shape change.
In the interpolation of partially specified angles, a scale effect might emerge for different reasons:
• the length of the retinal gap between endpoints (therefore, the absolute amount of interpolation) is directly related to image size; • curvature increases as image size decreases;
• as image size decreases global features become more detectable than local features (given the resolution gradient of the visual system).
Although the literature on angle interpolation lacks a systematic analysis of scale effects, scale dependent phenomena have been observed in virtual, amodal, and modal interpolations of partially specified angles. Koffka (1931) was the first to point out that a pattern of n dots marking the vertices of a regular polygon is perceived as a virtual polygon (i.e., as a shape bounded by rectilinear sides) only when n < 8. When n P 8, a virtual circle is perceptually interpolated. Several authors used dot patterns to explore the transition between rectilinear and circular interpolations (Bouma, 1976; Feldman, 1997; Koffka, 1931; Metzger, 1953, p. 71; Van Assen & Vos, 1999) . In most studies n varied while the distance between every dot and a common center was constant; in such circumstances, the size of the inner angle of the virtual polygon and the inter-dot distance covary. However, a scale dependent effect occurs also when such a covariation is avoided: a pattern with a constant number of dots (n = 8; Fig. 2 ) appears more similar to a circle when the retinal gap is small. As regards interpolated surfaces, Saidpour, Braunstein, and Hoffman (1994) measured how retinal size affects the precise shape of interpolated 3D structures. They used structure-from-motion displays made up of dots randomly arranged on two separated planes and asked observers to adjust a probe until it appeared located on the interpolated surface. Three angle sizes and three gap sizes were considered. The probe was placed closer to the minimal path surface as the interpolated angle decreased and the gap size increased, showing that interpolated 3D surfaces are not invariant over retinal size changes.
Virtual unification

Amodal contours
In two experiments Fantoni and Gerbino (2002) showed observers an approaching/receding polygon with partially occluded angles and found that as the polygon is scaled down interpolated contours appear increasingly rounded. Fig. 3 illustrates a static version of the effect.
Modal completion
Sambin (1980) pointed out that the perceived form of a configuration with unspecified angles (like the Koffka cross) should depend on the retinal gap between inducers. In Fig. 4 the effect of retinal proximity is isolated by scaling down a composite Koffka cross in which four black regions can be either included in the illusory shape (straight interpolation) or act as inducers together with vertical/horizontal lines (circular interpolation). As image size decreases, the circular solution becomes stronger.
Hypotheses and summary of experiments
The two experiments described in this paper test four hypotheses, each referred to a different property of the interpolated contour of a partially occluded angle: scale dependence, inclusion, support-ratio dependence, extended relatability. As defined below, such properties refer to the geometrical framework of the field model (Fantoni & Gerbino, 2003; Fantoni et al., 2005) , but are relevant to evaluate any model of visual interpolation.
Scale dependence
As the image is scaled down and the retinal separation between endpoints becomes smaller, the interpolated trajectory is expected to change and approximate the MP-solution. According to the field model, retinal size affects the magnitudes of GC max and MP max vectors in opposite directions; the consequent variation of GC-MP contrast explains phenomena shown in Figs. 2-4 and, in general, the lack of scale invariance of interpolated trajectories. 
Inclusion
One can distinguish between interpolated trajectories that remain within the boundaries of the interpolation region defined by the MP line and GC extrapolations and those that cross such boundaries. While all trajectories generated by the field model are included in the GC-MP triangle, this constraint is not shared by models that interpolate by splines (Grimson, 1981; Horn, 1981; Sharon et al., 1997; Williams & Hanson, 1994 Williams, 1994 Williams, -1997 and, in general, by models that extrapolate each contour fragment also in the semiplane opposite to the one including the other contour fragment (Field, Hayes, & Hess, 1993; Kellman, Guttman, & Wickens, 2001; Mumford, 1994; Williams & Jacobs, 1997) . Fantoni and Gerbino (2003, p. 292) argued that Gerbino's illusion (Gerbino, 1978) represents an indirect demonstration of the relevance of the inclusion constraint. Note that some local theories of visual interpolation (Singh & Hoffman, 1999; Takeichi et al., 1995) manage to generate a trajectory with inflection points also in such a limiting case. Global theories of amodal completion based on the superiority of overall symmetry generate solutions that are incompatible with the inclusion constraint when the image-specified shape is more protruding than the local solution predicted by good continuation (Leeuwenberg, 1971; Lier, Helm, & Leeuwenberg, 1994; Lier, 1999; Sekuler & Palmer, 1992 ).
Support-ratio dependence
The ratio principle (Shipley & Kellman, 1992 ) accounts for the effect of the proportion of specified contour on the salience of interpolated contours. Consistent with the linear increase of illusory contour salience as a function of support ratio SR, in the field model we assumed that GC max = K AE SR, while MP max is not affected by support ratio, being simply scaled with retinal size. Consequently, as support ratio increases, GC-MP contrast increases and makes the trajectory more penetrating into the interpolation region, until it approximates the GC-solution when the SR value is very high.
Extended relatability
Increasing the size of the partially specified angle increases fragment relatability. As the interpolation angle increases, GC-MP contrast increases and makes the trajectory more penetrating (see Eq.
(1) and the related discussion of the smooth closure constraint).
Scale dependence, inclusion, support-ratio dependence, and extended relatability are embodied in the published version of the field model as independent properties of interpolated trajectories. Significant interactions between scale dependence, support-ratio dependence, and extended relatability are not expected when the corresponding stimulus variables are manipulated. However, some interactions might occur if configural features are more effective when they are included within a spatial window. This might depend on the resolution gradient from the fovea to the periphery, an attentional gradient (Hochberg, 1968 (Hochberg, , 1982 Hochberg and Brooks, 1960; Peterson and Gibson, 1991; Pomerantz, 2006) , or any combination of both. The spatial window hypothesis predicts that when retinal size is decreased the effect of support ratio increases, while the effect of extended relatability decreases.
In Experiments 1 and 2 we probed the shape of amodally completed angles belonging to diamond surfaces with rectilinear sides. Observers were required to judge whether a probe, flashed along the median of the interpolated angle through the occluded vertex, was inside or outside the amodally completed angle. This procedure allowed us to estimate the amount of perceived penetration of the amodally completed surface into the occlusion region.
In Experiment 1 we tested whether the size of the retinal gap between endpoints (manipulated by changing the viewing distance) and support ratio (manipulated by changing the size of the partially occluded diamond while keeping endpoint separation constant) affects the amount of perceived penetration. Main results were fully consistent with inclusion and scale dependence. Furthermore, the effectiveness of support ratio was modulated by retinal gap size, consistently with the spatial window hypothesis; to account for such an effect we re-defined support ratio and weighted it by the amount of image inclusion within a circular window (see Appendix A).
In Experiment 2 we used displays with different interpolation-angle sizes and specified-side lengths, and replicated the main effects of inclusion and scale dependence found in Experiment 1. Experiment 2 also provided evidence that extended relatability interacts with scale, as predicted by the spatial window hypothesis. To account for such effects we modified the field model by including a circular spatial window as a new parameter.
Experiment 1
Method
Participants
Twenty-one undergraduates of the University of Trieste served as unpaid participants in a 15-min individual session. All had normal or corrected-to-normal vision. They were familiar with amodal completion phenomena, but naive to the purpose of the experiment. Participants were randomly assigned to one of the two viewing-distance conditions (11 at 58 cm and 10 at 116 cm).
Apparatus and displays
Stimuli were displayed on a 14-in. monitor (Apple Multiple Scan 15 Display) of a Macintosh Performa 630, set at the 800 · 600 pixel resolution. At the distance of 58 cm, 100 pixels (corresponding to 33 mm) subtended an angle of 3.3°; displays subtended a maximal extent of 15.4°horizon-tally and 12.6°vertically, while the surrounding CRT frame (barely visible in the dark room) subtended 27.2 deg horizontally and 20.5°vertically.
As shown in Fig. 5 , each display was a pattern of three regions: a white diamond (100 cd/m 2 ) juxtaposed to a grey six-side concave polygon (29 cd/m 2 ), surrounded by a large black field (1 cd/m 2 ). The white diamond will be called ''the occluder'' and the concave polygon ''the occluded form'', taking for granted amodal completion and disregarding the mosaic interpretation.
Constant aspects of the four displays were as follows. The left vertex of the occluding white diamond was located at the center of the screen. The occluded form was displayed at the right of the occluding diamond. All T-junctions were orthogonal. Sides of occluding and occluded shapes were tilted 45°from vertical. The separation between T-junctions (i.e., the MP-line length) was 48-pixel long, corresponding to 1.6°at the distance of 58 cm. The GC-vertex penetration-i.e., the separation between the GC-vertex (intersection of GC-extrapolations) and the MP-line-measured 24 pixels. The partially occluded angle was 90°wide. Vertical/horizontal diagonals of the occluding diamond were 124-pixel long.
Support ratio SR differed in the four displays. The specified contour measured 63, 103, 140, and 170 pixels along cardinal directions, corresponding to SR values of 72, 81, 85, and 88%, respectively, since SR is taken as to the ratio between the specified-side length (i.e., the distance between the T-junction and the first point of discontinuity along the image-specified contour) and the total-side length (i.e., the distance between the GC-vertex and the first point of discontinuity along the image-specified contour).
To estimate the shape of the interpolated trajectory a red vertical probe (1 · 20 pixels) was randomly presented in one of 8 different locations along the horizontal axis through the GC-vertex (Fig. 5 bottom) . Probe locations were centered on the GC-vertex and deviated from the MP-line 38, 35, 30, 26, 22, 18, 13 , and 10 pixels. To achieve a compact measure of the amount of penetration into the interpolation region (i.e., the GC-MP triangle), we transformed such deviations into percentages relative to GC-vertex penetration (24 pixels). Probe locations corresponded to penetration values ranging from 40% (probe on the right of the GC-vertex, close to the MP-line) to 160% (probe on the left of the GC-vertex, opposite to the MP-line) along the median through the midpoint of the MP-line (0% penetration) and the GC-vertex (100% penetration).
Design and procedure
Participants were seated in front of the monitor with their head comfortably supported by a chin rest. Viewing was binocular. The experimenter briefly introduced amodal completion and the probe localization technique. They were given the following instructions: ''This is an experiment on perception of partially occluded forms. In everyday life we perceive the shape of objects that are partially hidden. Such a phenomenon is called amodal completion. Here, amodal completion is studied in patterns like the one on the screen [one of the four displays in Fig. 5 was shown]. There will be several trials. In each trial, by pressing the space bar you can briefly display a line. Press either the left or the right key depending on the position of the line relative to the partially occluded angle (left = outside: right = inside). Please focus your attention on the partially occluded form and try to be as accurate as possible.''
The probe localization technique included three steps (Fig. 6, top) . First, the display was shown without the probe and the observer was required to favour perception of a partially occluded diamond by intentional set. Second, the observer pressed the space bar to display the 300-ms red vertical probe. Third, the observer judged whether the probe fell outside/inside the amodally completed surface by pressing either the left or right key. Keys were spatially compatible with the display, given that the occluded form was always on the right of the occluder. Key pressure terminated the display. After a 400-ms blank the successive trial started. The experiment was conducted in a dark room without dark adaptation. No fixation point was provided.
After 10 training trials randomly extracted from the set of 32 different trials (4 displays · 8 probe locations), participants completed the experimental session consisting of the random presentation of 256 trials (4 displays · 8 probe locations · 8 repetitions). Experimental conditions originated from a 2 · 4 mixed factorial design with Retinal Gap (RG = 0.8°vs. 1.6°) as a between-subject factor and Support Ratio (SR = 72, 81, 85, and 88%) as a within-subject factor. Retinal Gap (i.e., the separation between Tjunctions) was manipulated by seating observers either 116 or 58 cm from the screen. We preferred to have Retinal Gap as a between-subject factor to avoid transfer effects across conditions, quite likely when distal stimuli are the same.
Results
Individual probe deviations, corresponding to the 0.5 probability of ''left'' responses for each level of Support Ratio, were computed following a probit procedure (Finney, 1962; Guilford, 1954) . When transformed into z points, mean penetrations of two participants (one for each group) were lower than À1.96 (2.5%) or higher than 1.96 (97.5%) in at least one condition. We argued that these participants were not adopting the phenomenological attitude required by instructions and excluded all their data from further analyses. Data analysis and statistics refer to 9 participants for the condition with RG = 0.8°and 10 participants for the condition with RG = 1.6°. Fig. 7 shows the mean penetrations and s.e.m. in the 8 conditions of the Retinal Gap · Support Ratio design. As predicted by scale dependence, in all Support Ratio conditions the interpolated angle was closer to the MP-line when the retinal separation between endpoints was small (penetration = 77.0 vs. 92.6% for RG = 0.8°vs. 1.6°, respectively). The analysis of variance confirmed that the 15.6% difference-about 5 pixels relative to the 24-pixel distance between the GC-vertex and the MP-line-was significant (main effect of Retinal Gap: F 1,17 = 10.29, p < .001).
As predicted by the inclusion hypothesis, the average penetration of the partially occluded angle was underestimated in all conditions. A one-tailed test confirmed that the overall underestimation was significant (85.2 vs. 100%; t = 9.28, df = 75, p < .001).
The main effect of Support Ratio was also significant (F 3,51 = 2.79, p < .05). This effect can be attributed to the contrast between the mean penetration for 72 and 81% support ratios vs. the mean penetration for 85 and 88% support ratios (mean penetrations of 83.3 vs. 87.1%), respectively: t = 3.00, df = 37, two-tailed, p < .01]. Although small-SR penetrations (83.0 and 82.5%) as well as large-SR penetrations (87.0 and 86.0%) did not differ, the main effect is consistent with the support-ratio-dependence hypothesis.
The analysis of variance did not reveal a possible interaction between Retinal Gap and Support Ratio (F < 1). However, a linear regression analysis on individual data suggested that the effect of Support Ratio on the penetration of the interpolated trajectory might be modulated by image size. We fitted a power function to individual data obtained in each Retinal Gap condition and found that penetration and Support Ratio (raised to an exponent of 7) were positively correlated in the 0.8°RG condition (r = 0.32; t = 2.32, df = 8, one-tailed, p < .05), but uncorrelated in the 1.6°RG condition (r = 0.04).
Discussion
Results of Experiment 1 fit three of the four hypotheses described in the introduction. First, the amount of penetration of the amodally completed angle increased as a func-8 probe locations space-bar press 300-ms probe response tion of the retinal separation between endpoints, as predicted by the scale-dependence hypothesis. The same amodally completed angle was perceived as more penetrating by observers close to the display (large retinal separation between endpoints) than by those far from it (small retinal separation between endpoints). Such a result agrees with findings by Saidpour et al. (1994) on the perceived shape of 3D dihedral angles in structure-from-motion displays and supports the notion of an interpolation process common to 2D and 3D domains (Kellman, Garrigan, & Shipley, 2005) . Second, the probed trajectory was always localized inside the occlusion triangle, as predicted by the hypothesis that interpolated trajectories are always included within the GC-MP triangle. Third, interpolated trajectories penetrated more into the occlusion region when image-specified sides were proportionally longer, as predicted by support-ratio dependence.
A post hoc analysis of individual regression functions revealed that support ratio was more effective when the retinal size of the configuration was small. This interaction does not follow from the simple notion of support ratio, as embodied in the original field model (Fantoni & Gerbino, 2003) , while it may be explained by the spatial window hypothesis.
We hypothesized that the effectiveness of image-specified sides is modulated by their inclusion within a circular spatial window with a fuzzy border. To compute task-specific predictions we distinguished the effective support ratio SR e from the absolute support ratio SR a ; then, we assumed that the spatial window is centred on the GC-vertex while its radius depends on the observer (see Appendix A for formal definitions).
The spatial window hypothesis was evaluated in two ways. First, we matched average penetrations obtained in the two retinal gap conditions to SR e values corresponding to a spatial window radius equal to 2.75°(see Fig. 13 ) and found a high correlation in both cases (r = 0.70 and 0.82 for RG = 0.8°and 1.6°, respectively). Second, we run a subject-by-subject analysis, assuming that the size of the spatial window varies among observers. To derive a specific value of the spatial window radius for every observer, we adopted an iterative procedure and explored the space depicted in Fig. 12 by increasing the radius from 1.1°to 3.5°by 0.17°steps and computing SR e values from Eqs. b WR associated to the higher [SR e , penetration] average correlation was selected as the optimal one for a given observer. In both cases average correlations computed on SR e values derived from observer-specific values were significant (RG = 0.8 deg:r = 0.46, t = 2.7, df = 8, one-tailed, p < .05; RG = 1.6°: r = 0.60,t = 7.71, df = 9, one-tailed, p < .001) and higher than those obtained in a fit with a power function of SR a (r = 0.32 and 0.04 for RG = 0.8°a nd 1.6°, respectively). Optimal WR values ranged between 2.0°and 3.5°, and did not differ between the two groups of observers, showing that individual differences were larger than those possibly induced by the retinal size of the configuration. The range of obtained WR values is consistent with the foveal extent (Polyak, 1941) , as well as with conventional estimates of the spotlight of attention (Mozer & Sitton, 1998) . The spatial window of visual interpolation might be an instantiation of the attentional window, a general notion utilized to explain how viewer-dependent factors modulate the effectiveness of configural factors (Hochberg, 1968 (Hochberg, ,1982 Hochberg and Brooks, 1960; Peterson, 2006, chapter 22; Peterson and Gibson, 1991; Pomerantz, 2006) . For instance, focusing on relevant object parts modifies the appearance of impossible figures (Hochberg & Brooks, 1960) , as well as the dominant interpretation and depth organization of multistable patterns (Peterson & Gibson, 1991; Peterson & Hochberg, 1983; Toppino, 2003) . Studies of inattention (Rock, Linnett, Grant, & Mack, 1992) confirm that grouping depends on attentional mechanisms.
To summarize, Experiment 1 provided evidence that support ratio was more effective when the size of the retinal image was small, consistently with the idea that portion of specified sides outside the spatial window do not support contour extrapolation. We reasoned that, if the size of the spatial window depends on attentional resources, one should be able to manipulate it and provide a direct empirical test of the hypothesis that attention modulates the amount of penetration of the interpolated trajectory; a negative result would favour an interpretation of the spatial window based on the resolution gradient. While this appeared as a valuable line for future research, we preferred to take the attention-based definition of support ratio as a working hypothesis and ran Experiment 2 to replicate the scale dependent effect obtained in Experiment 1 and to evaluate the role of the interpolated-angle size.
Experiment 2
According to Kellman and Shipley (1991) , relatability of fragment pairs affects the phenomenal salience of interpolated contours, making it to decrease steadily as fragments deviate from collinearity and become less relatable. A similar idea is supported by several studies on the grouping of geometrically unconnected elements like dots, fragments, and elongated Gabors (Feldman, 1997; Kovács & Julesz, 1993; Smits & Vos, 1987; Uttal, 1987) .
However, the empirical demonstration that relatability affects not only the phenomenal salience of interpolated trajectories but also their precise shape has not been provided. A possible effect of relatability on the shape of interpolated trajectories is compatible with the association-field model (Field et al., 1993) and the graded-relatability notion proposed by Singh and Hoffman (1999) . Fantoni (2003) suggested that relatability is embodied in the field model as a consequence of the following smooth-closure constraint:
where a and b are the left and right GC-MP angles, respectively, and V represents the maximal vector magnitude corresponding to a 90°GC-MP angle. As a and b angles decrease, and the size of the interpolated angle consequently increases, GC max increases and the interpolated trajectory penetrates more into the interpolation region. This constraint ensures the continuous joining of the two half-trajectories even in asymmetric cases (i.e., when the two GC-MP angles differ in size) and implies that the interpolated trajectory penetrates more as the size of the interpolated angle increases. A circular-arc-based solution makes similar predictions (Guy & Medioni, 1996; Horn, 1981; Kellman & Shipley, 1991; Kimia, Frankel, & Popescu, 2003; Ullman, 1976) ; whereas a spline-based solution leads to interpolated trajectories that remain invariant as the size of the interpolation angle changes (Sharon et al., 1997; Williams & Hanson, 1994 Williams, 1994 Williams, , 1997 .
In Experiment 2 we utilized the probe localization technique to test whether the precise shape of amodally completed contours is affected by the size of the interpolated angle (i.e., by relatability). We generated four new displays in which the size of the interpolated angle IA and the specified-side length SSL were varied, while the endpoint separation was kept constant in the distal stimulus. Apparatus, procedure, and manipulation of viewing-distance to produce different amounts of retinal gap RG were like in Experiment 1.
Method
Participants
Twenty-three undergraduates of the University of Trieste participated in a 15-min individual session. All had normal or corrected-to-normal vision and were naive to the purpose of the experiment. Participants were randomly assigned to one of the two viewing-distance conditions: 11 were seated at 58 cm and 12 at 116 cm from the screen.
Apparatus and displays
The apparatus was like in Experiment 1. Displays shown in Fig. 8 were mosaics of three regions: white occluder, grey occluded form, black background. The four displays, subtending a maximal extent of 16°horizontally and 13.6°ver-tically, resulted from the combination of two interpolatedangle sizes (IA = 90°vs. 110°) and two specified-side lengths (SSL = 58 vs. 73 mm). The following features were constant: occluded form on the right; 48-pixel MP-line length; orthogonal T-junctions; occluding-form side length (33 mm, corresponding to horizontal extents of 72 or 84 pixels when IA = 90 or 110°, respectively).
Relative to the horizontal, specified sides of partially occluded angles were tilted ±45°when IA = 90°and ±55°when IA = 110°. To maintain T-junction orthogonality the occluding form was either a rotated square (IA = 90°) or a rhombus with acute angles along the vertical (IA = 110°). Since the MP-line length was constant, the distance between the GC-vertex and the MP-line was contingent on the size of the interpolated angle, measuring either 24 or 17 pixels for IA = 90 or 110°, respectively. Analogously, since the specified-side length was constant over IA conditions, its horizontal extents were as follows: 125 or 101 pixels for IA = 90 or 110°, when SSL = 58 mm; 157 or 127 pixels for IA = 90 or 127 pixels for IA = 110 deg, when SSL = 73 mm.
The 2 · 2 combination of SSL and IA factors defined four SR a values: 84% (SSL = 58 mm, IA = 90°); 86% (SSL = 58 mm, IA = 110 deg); 87% (SSL = 73 m, IA = 90°); 89% (SSL = 73 mm, IA = 110°).
A red probe was randomly presented in one of 8 different locations along the horizontal axis through the GC-vertex. To equate probe locations over different IA conditions, deviations from the MP-line were defined by the following percentages of the distance between the GC-vertex and the 155, 135, 115, 85, 65, 45 , and 10%. The resulting probe deviations from the MP-line measured either 46, 37, 32, 28, 20, 16, 11 , and 2 pixels (IA = 90°) or 32, 26, 23, 20, 14, 11, 8 , and 2 pixels (IA = 110 deg). In both cases the range of probe locations was centered on the GC-vertex, which was 24 and 17 pixels away from the MP-line, respectively.
Task and design
Observers were asked to judge whether the briefly displayed probe was inside or outside the partially occluded angle. Instructions were similar to those in Experiment 1. Experimental conditions originated from a 2 · 2 · 2 mixed factorial design with one between-subject factor, Retinal Gap (RG = 0.8°vs. 1.6°, corresponding to viewing distances of 116 and 58 cm, respectively), and two withinsubject factors, Interpolated Angle (IA = 90°vs. 110°) and Specified-Side Length (SSL = 58 vs. 73 mm). After 10 training trials randomly extracted from the set of 32 trial types (4 displays · 8 probe locations), participants completed the experimental session consisting of a random sequence of 256 trials (4 displays · 8 probe locations · 8 repetitions).
Results
Individual estimates of the penetration of interpolated trajectories were computed like in Experiment 1. All analyses were conducted on such penetration values. Data from two participants (one for each RG group) were not utilized since z values were lower than À1.96 (2.5%) or higher than 1.96 (97.5%) in at least one of the 4 stimulus conditions. Like in Experiment 1, we argued that these participants were not adopting the phenomenological attitude required by instructions and excluded all their data from further analyses. Data analysis and statistics refer to 11 participants for the condition with RG = 0.8°and 10 participants for the condition with RG = 1.6°. 9 shows mean penetrations and s.e.m. in the 8 conditions of the RG · IA · SSL design. As predicted by the scale-dependence hypothesis and demonstrated in Experiment 1, retinal size had a clear effect. Interpolated trajectories were closer to the MP-line when the retinal gap was small (average penetration = 60.4 vs. 83.3% for RG = 0.8°vs. 1.6°, respectively). The differential penetration attributable to the retinal gap size was 22.9%, corresponding to 5 over 24 vs. 4 over 17 pixels for 90°vs. 110°interpolated angles, respectively. A 3-way Anova confirmed that the main effect of RG was significant [F 1,19 = 27.83, p < .001].
As predicted by the inclusion hypothesis and demonstrated in Experiment 1, mean penetrations were always inside the interpolation region. The overall tendency to underestimate the amount of penetration was significant (71.3 vs. 100%: t = 37.36, df = 83, two-tailed, p < .001).
The main effect of Interpolation Angle was not significant [72.8 vs. 69.9% penetrations for IA = 110°vs. 90°: However, the pattern of average penetrations obtained in the RG · SSL sub-design was consistent with the formalization of the spatial window hypothesis discussed and tested in Experiment 1. A planned-comparison analysis revealed that the specified-side length had no effect on average penetrations when observers were close to the screen and the retinal size of the display was large [RG = 1.6°: 83.3 vs. 83.4% penetrations for SSL = 58 vs. 73 mm; F < 1]; whereas it produced an effect in the predicted direction when observers were far from the screen and the retinal gap was small [RG = 0.8 
Discussion
Like Experiment 1, also Experiment 2 provided strong empirical support for the scale-dependence hypothesis and for the inclusion hypothesis. When the retinal separation between endpoints was small, the amodal angle was perceived as less penetrating into the occlusion region (scale dependence). Interpolated trajectories estimated by the probing procedure were a sort of compromise between the good continuation of partially specified sides and the minimal path between endpoints (inclusion).
Experiment 2 was designed to test also the extendedrelatability hypothesis. Like in Experiment 1 for the effect of support ratio, in Experiment 2 the pattern of penetrations was inconsistent with a simple effect of interpolated-angle size: relatability interacted with retinal size, suggesting that the effectiveness of viewerindependent configural factors depends on the degree of inclusion of relevant image parts within a spatial window.
To explain the whole pattern of results obtained in Experiment 2, we modified the field model by adding a parameter that formalizes the spatial window (since in its original version it could not account for interactions) and derived a set on model-based penetration values. Modifications of the field model were as follows:
1. GC max depends on SR e , rather than SR a (see Equation (A3)); 2. GC max(left) and GC max(right) are defined by Eq. (2).
GC maxðleftÞ ¼ V sinð90Þ
where GC max(left) , GC max(right) , and V are the terms introduced in Eq. (1); while D a and D b derive from a logistic function of I, centered in I = 0 and growing to a maximum defined by the difference between 90°and the considered GC-MP angle (a or b), as specified by Eq. (3):
As the image is reduced, the second term of the denominator of Eq. (2) increases and, consequently, GC max decreases. This improved version of the smooth-closure constraint described in Eq. (1) accounts for the interaction between retinal gap and interpolated angle observed in Experiment 2.
Below, average penetration values obtained in Experiment 2 are compared to values predicted by three models: the modified field model (improved according to Eqs. A1,A2,A3, and (2)), the circular arc, and the Hermite spline.
1 The latter solutions were chosen on geometric and functional grounds. At the geometric level the circular-arc solution is representative of several interpolation models based on arcs (Guy & Medioni, 1996; Horn, 1981; Kellman & Shipley, 1991; Kimia et al., 2003; Ullman, 1976) . At the functional level the Hermite spline provides one of the best analytic solutions to the elastica problem; i.e., finding the planar curve that minimizes the total squared curvature along a path that connects two oriented elements (Sharon et al., 1997; Williams & Hanson, 1994 Williams, 1994 Williams, , 1997 .
The modified field model, the circular arc, and the Hermite spline generate distinct interpolated trajectories, corresponding to different penetration values. Fig. 10 illustrates the range of differential predictions in four representative cases, resulting from the combination of two retinal gap sizes (with a 2:1 ratio, as in Experiments 1 and 2) and two interpolated angle sizes (90°to 110°, as in Experiment 2). To generate predictions from the modified field model the GC-MP contrast was set to 0.8.
Model predictions were computed separately for each retinal gap condition (RG = 0.8°and 1.6°) and matched to the 4 average penetration values of the IA · SSL sub-design. To be fair towards competitive models we ran the modified field model 64 times, by entering values appropriate for the 8 conditions of the RG · IA · SSL design of Experiment 2 and testing the following 8 values of À0.66, À0.42, À0.1, 0.24, 0.53, 0.73, and 0.86 .
The proportion of variance explained by the modified field model is always higher than 0.95, independent of GC-MP contrast. The fit is slightly higher when the display subtends a large retinal extent (average r 2 = 0.99 for RG = 1.6°) than a small one (average r 2 = 0.96 for RG = 0.8 deg). Penetration values predicted by the Hermite spline remain constant over tested conditions (ffi49%), being invariant over changes of RG, IA, and SSL. As a consequence, the Hermite-spline fit is nearly null. Penetration values predicted by the circular-arc model change as a function of IA (ffi45.0% for IA = 110°and 41.4% for IA = 90°), while they remain constant over RG and SSL variations. The circular-arc solution explains a high proportion of variance (r 2 = 0.98) when RG = 1.6°, while it is almost irrelevant (r 2 = 0.06) when RG = 0.8°. 
Conclusions
Our study provided new evidence on the interpolation of partially occluded angles. Stimuli differed with respect to retinal gap size, support ratio, and interpolated angle size. The two experiments provided results relevant to all hypotheses considered in the introduction: scale dependence, inclusion, support-ratio dependence, extended relatability, and spatial window.
The largest effect obtained in Experiments 1 and 2 convincingly demonstrates that the shape of the interpolated trajectory depends on the size of the retinal gap between endpoints: the trajectory is perceived as less penetrating into the occluded region (i.e., closer to the minimal-path line) when the retinal gap is small. According to the field model (Fantoni & Gerbino, 2003) , scale dependence is a by-product of processes that underlie visual interpolation, being the consequence of how proximal stimuli determine the relative strength of good continuation and minimal path.
The scale dependence of interpolated trajectories measured in our experiments runs against the assumption of Euclidean invariance explicitly or implicitly held by most current visual interpolation models. We suggest that theories of visual interpolation should consider scale dependence as a structural property of the interpolation process. Both experiments supported the general idea that visual interpolation represents a smooth compromise between Tstem extrapolations and the minimal path between endpoints (Fantoni et al., 2005; Fantoni & Gerbino, 2003) . In all conditions the interpolated trajectory lied between the vertex defined by rectilinear extrapolations of contour fragments and the minimal-path line. This effect might be explained by generative models of visual interpolation (Field et al., 1993; Mumford, 1994; Williams & Jacobs, 1997) if the spread of contour extrapolations were constrained within the semiplane occupied by the other contour fragment.
Interpolated trajectories were also affected by support ratio and interpolated angle size, although the effectiveness of such configural properties was modulated by retinal gap size. Such interactions are not consistent with the published version of the field model (Fantoni & Gerbino, 2003) , which assumes that retinal-gap size, support ratio and interpolation-angle size are fully independent factors. Rather, obtained interactions are consistent with the spatial window hypothesis; i.e., with the idea that the effectiveness of configural features is a weighted function of inclusion within a critical zone.
Penetration values derived from prototypical models of visual interpolation (circular arc and spline) did not fit empirical penetration values; whereas the field model, when modified to include the size of the spatial window as a new parameter, proved to be accurate and robust. Clearly, we expect that other interpolation models could be modified to achieve similar results by including scale and spatial window parameters.
In general, within the workshop metaphor (Adelson & Pentland, 1996) , one might suggest that the shape modeler in charge of overcoming the lack of local contour information is an economic agent striving for simplicity within boundary conditions defined by retinotopic constraints and attentional gradients. Fig. 13 . This 2D graph is the slice of the 3D graph shown in Fig. 12 , corresponding to WR = 2.75°. Symbols mark the four SR a values utilized in Experiment 1 (grey for RG = 0.8; black for RG = 1.6). In Experiment 2, SR a values ranged from 84 to 89%.
Given WR and a side with an extrapolation of length EX, the ratio between the portion of the specified side included in the spatial window and the total side length included in the spatial window TI is the internal support ratio SR i :
When a portion of a partially occluded side falls outside the spatial window, TI equals WR and SR i is constant while SR a increases. When the whole partially occluded side falls inside the spatial window, SR i and SR a coincide. Fig. 11 depicts how SR i varies as a function of SR a when the interpolated angle is 90°wide, the size of the retinal gap is either 0.8 or 1.6°, and WR is set at 2.75°.
Consider now a circular window with a fuzzy border, similar to a gradient between attended and non-attended regions (Mozer & Sitton, 1998; Verghese, 2001) . To model such a continuous transition we defined the effective support ratio SR e as the product of SR i and a logistic function of I with a variable point of inflection, as specified by the following equation: 
where the two parameters m 1 and m 2 identify the range of SR e /SR i values, while k modulates the smoothness of the SR e function (which is discontinuous for k % 0 and 1).
As described by Eq. (A3), the ratio between the effective support ratio SR e and the internal support ratio SR i (contingent to a sharp-edge window) grows from a minimum, when the image is wholly included within the window, to a maximum, when the window is very small and relevant image parts are wholly outside it.
When k % 0 the SR e /SR i ratio reduces to (1 þ m 1 exp Àm 2 2 ), corresponding to the minimum value; when k % 1 the SR e /SR i ratio reduces to (1+ m 1 ), corresponding to the maximum value.
The inflection point of the SR e /SR i function cannot be found analytically. It can be obtained numerically by finding out the zeros of the SR e /SR i second derivative once specific values are given to m 1 , m 2 , and k. The y-coordinate of the inflection point is asymmetric with respect to the minimum and the maximum of the SR e /SR i function, holding a linear relation with m 1 and a negative power relation with m 2 .
Eq. (A3) is obtained by nesting two Gaussian functions with equal variance but different maxima: SR e = f[SR i AE f(I)]. The first, f ðIÞ ¼ 1 þ m 2 Á exp 
2 , defines an inverse growth accounting for the higher effectiveness of large vs. small SR values. Fig. 12 shows the output of the model: SR e is plotted as a function of SR a (x axis) and WR (z axis) for the two RG conditions investigated in our experiments (0.8°and 1.6°). The two 3D surfaces are obtained by substituting the term I in Eq. (A3) with Eq. (A1) and setting m 1 = 8, m 2 = 25.3, and k = 3. In nearly all WR conditions considered in this simulation the surface for RG = 0.8°spans over a wider range of SR e values than the surface for RG = 1.6°. In other terms, the model predicts that, in general, the same SR a variation is more effective when RG is small rather than large. Fig. 13 shows a plot of SR e values derived from Eq. (A3) for the two retinal gap sizes utilized in Experiments 1 and 2 (0.8°and 1.6°), assuming that WR = 2.75°. In the SR a range from 72 to 88% the SR e value derived from the spatial window model does not change much when RG = 1.6°( black line); whereas it increases substantially when RG = 0.8°, with a steep gradient in the 81-85% SR a interval.
