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Abstract—Natural image matting, which separates foreground from background, is a very important intermediate step in recent
computer vision algorithms. However, it is severely underconstrained and difficult to solve. State-of-the-art approaches include matting
by graph Laplacian, which significantly improves the underconstrained nature by reducing the solution space. However, matting by
graph Laplacian is still very difficult to solve and gets much harder as the image size grows: current iterative methods slow down as
O (n2) in the resolution n. This creates uncomfortable practical limits on the resolution of images that we can matte. Current literature
mitigates the problem, but they all remain super-linear in complexity. We expose properties of the problem that remain heretofore
unexploited, demonstrating that an optimization technique originally intended to solve PDEs can be adapted to take advantage of this
knowledge to solve the matting problem, not heuristically, but exactly and with sub-linear complexity. This makes ours the most efficient
matting solver currently known by a very wide margin and allows matting finally to be practical and scalable in the future as consumer
photos exceed many dozens of megapixels, and also relieves matting from being a bottleneck for vision algorithms that depend on it.
F
1 INTRODUCTION
THE problem of extracting an object from a naturalscene is referred to as alpha matting. Each pixel i is
assumed to be a convex combination of foreground and
background colors Fi and Bi with αi ∈ [0, 1] being the
mixing coefficient:
Ii = αiFi + (1− αi)Bi. (1)
Besides the motivation to solve the matting prob-
lem for graphics purposes like background replacement,
there are many computer vision problems that use mat-
ting as an intermediate step like dehazing [1], deblurring
[2], and even tracking [3] to name a few.
Since there are 3 unknowns to estimate at each pixel,
the problem is severely underconstrained. Most modern
algorithms build complex local color or feature models
in order to estimate α. One of the most popular and
influential works is [4], which explored graph Laplacians
based on color similarity as an approach to solve the
matting problem.
The model that most Laplacian-based matting proce-
dures use is
p (I | α) ∝ exp
(
−1
2
‖α‖2L
)
and (2)
αMLE = arg max
α
p(I | α), (3)
where L is a per-pixel positive semi-definite matrix
that represents a graph Laplacian over the pixels, and
‖α‖2L = 〈α,Lα〉 is the induced norm. Typically L is
also very sparse as the underlying graph representing
the pixels is connected only locally to its immediate
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spatial neighbors, and L is directly related to the adja-
cency matrix (see §2.1). However, L always has positive
nullity (several vanishing eigenvalues), meaning that the
estimate (3) is not unique. So, user input is required to
provide a prior to resolve the ambiguity. A crude prior
that is frequently used is:
p(α) ∝
{
1 if α is consistent with user input
0 o.w.
. (4)
This is often implemented by asking the user to provide
“scribbles” to constrain some pixels of the matte to 1
(foreground) or 0 (background) by using foreground and
background brushes to manually paint over parts of the
image. We give an example in Fig. 1.
To get the constrained matting Laplacian problem into
the linear form Aα = f , one can choose
A
∆
= (L+ γC), and
f
∆
= γg, (5)
where C is diagonal, Cii = 1 if pixel i is user-constrained
to value gi and 0 o.w., and γ is the Lagrange multiplier
for those constraints. If there are n pixels in the image
I , then A is n× n with nnz(A) ∈ O (n).
Since A is symmetric and positive definite (with
enough constraints), it is tempting to solve the system
by a Cholesky decomposition. However, this is simply
impossible on a modest-size image on modern consumer
hardware, since such decompositions are dense and
rapidly exhaust gigabytes of memory when the resolu-
tion is larger than around 10,000 pixels (316× 316). The
reason is that these decompositions are dense, though
the input matrix is sparse. So, if each entry is 8 B, then
the number of GB required to store the decomposition of
a sparse 10, 000×10, 000 system is 8(10, 0002)/(2(109)) =
40 GB. Further, although they are fast for small systems,
the time complexity is O (n3), which will eventually
dominate, even if we have unlimited memory.
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2It is also tempting to incorporate the user-provided
equality constraints directly, which reduces the system
size by the number of constrained pixels. In order to
solve this reduced system in memory would still require
the number of unconstrained pixels to be less than
about 40k on a system with 8 GB memory. This is also
impractical, because it places the burden on the user or
some other automated algorithm to constrain at least
95% of a megapixel image, and much more at higher
resolutions.
There are a number of methods to approximately solve
the problem by relying on good heuristics about natural
images and the extracted alpha mattes themselves. For
example, [5] split the problem into multiple independent
pieces, and [6] perform segmentation to reduce the prob-
lem size.
If we desire to avoid heuristics and obtain an exact
solution, then it is necessary to resort to more memory-
efficient iterative algorithms, which can take advantage
of the sparsity of A. There are many traditional iterative
methods for solving the full-scale matting problem such
as the Jacobi method, succesive over-relaxation, gradi-
ent descent, and conjugate gradient descent. Although
memory-efficient, they are all quite slow, especially as
the resolution increases. There is a fundamental reason
for this: the condition number of the system grows as
O (n2) in the number of pixels, making these linear
solvers also slow down at something like O (n2).
Even the “fast” matting methods only improve the
complexity by a constant factor. For example, by split-
ting the problem into k independently-solved pieces, [5]
changes the complexity to O (k(n/k)2) = O (n2/k) =
O (n2). [6] at first seems to solve the problem efficiently
by segmenting the problem into m n segments where
m is constant w.r.t. n. However, the complexity is hidden
in performing the segmentation, which is still at least
O (n2). No matter what engineering we do to reduce
these constant factors, it is the underlying solvers that
prevent us from improving the overall complexity to get
an algorithm that is truly scalable.
Iterative methods can be characterized by their per-
iteration error reduction ratio, which is called the conver-
gence rate. The closer to 0, the better, and the closer to 1,
the worse the method is. Currently-used iterative meth-
ods are bound by the condition number of the system,
and therefore have convergence rates like 1 − O (n−2),
slowing down dramatically as the problem gets large
(§2.2).
There is a property of mattes of natural images that has
not been fully exploited: they tend to be constant almost
everywhere (Fig. 1.c). In fact, for opaque foreground
objects, the only regions that contribute to the objective
function are the pixels on the edge of the object. Compu-
tation on non-boundary pixels is wasteful. Further, as the
resolution grows, the ratio of the number of edge pixels
to the rest of the pixels goes to zero. This means if we
can find a solver that exploits these properties to focus
on the boundary, it should be more efficient as n grows.
(a) (b)
(c)
Fig. 1: Input image (a). User constraints or “scribbles”
(b). Desired output matte (c).
Since these properties hold independent of the choice of
the Laplacian, such a solver would be general and much
more natural than the heuristics currently applied to the
Laplacian itself.
In this paper, we propose the use of multigrid al-
gorithms to efficiently solve the matting problem by
fully exploiting these properties. Multigrid methods are
briefly mentioned by [7] and [5] for solving the matting
problem, concluding that the irregularity of the Lapla-
cian is too much for multigrid methods to overcome.
We thoroughly analyze those claims, and find that con-
clusion to be premature. This paper shows for the first
time a solver of sub-linear time complexity, (O (n0.752)
average case) that solves the full-scale problem without
heuristics, works on any choice of matting Laplacian,
sacrifices no quality, and finally provides a scalable
solution for natural image matting on ever larger images.
2 BACKGROUND
2.1 The Matting Laplacian
Matting by graph Laplacian is a common technique in
matting literature [4], [8], [5], [9]. Laplacians play a sig-
nificant role in graph theory and have wide applications,
so we will take a moment to describe them here. Given
an undirected graph G = (V,E), the adjacency matrix
of G is a matrix AGij of size |V | × |V | that is positive
∀vivj ∈ E. AGij is the “weight” on the graph between
vi and vj . Further define DGii = d(vi) =
∑
j 6=iA
G
ij to
be a diagonal matrix containing the degree of vi, and
let x be a real-valued function V → R. The Laplacian
LG = DG −AG defines the quadratic form on the graph
q(x)
∆
= xTLGx =
∑
vivj∈E
AGij(xi − xj)2. (6)
By construction, it is easy to see that LG is real, symmet-
ric, and positive semi-definite, and has 1 (the constant
vector) as its first eigenvector with eigenvalue λ1 = 0.
3This quadratic form plays a crucial role in matting
literature, where the graph structure is the grid of pixels,
and the function over the vertices is the alpha matte
α ∈ [0, 1]|V |. By designing the matrix AGij such that it is
large when we expect αi and αj are the same and small
when we expect they are unrelated, then minimizing
q(α) over the alpha matte is finding a matte that best
matches our expectations. The problem is that, as we
have shown, one minimizer is always the constant matte
1, so extra constraints are always required on α.
Many ways have been proposed to generate AG so that
a good matte can be extracted. In [10], AG is constructed
to represent simple 4-neighbor adjacency. In [4], AGij is
given as ∑
k|(i,j)∈wk
1
|wk|
(
1 + 〈Ii − µk, Ij − µk〉(Σk+I)−1
)
, (7)
where wk is a spatial window of pixel k, µk is the
mean color in wk, and Σk is the sample color channel
covariance matrix in wk.
In [8], the color-based affinity in eq. (7) is extended to
an infinite-dimensional feature space by using the kernel
trick with a gaussian kernel to replace the RGB Maha-
lanobis inner product, and [9] does something similar
on patches of colors instead of single colors, with more
flexibility in the model and assumptions. [11] provides
many other uses of graph Laplacians, not only in matting
or segmentation, but also in other instances of trans-
ductive learning. [12] demonstrated that [4]’s Laplacian
intrinsically has a nullity of 4, meaning that whatever
prior is used, it must provide enough information for
each of the 4 subgraphs and their relationships to each
other in order to find a non-trivial solution.
No matter how we choose AG, the objective is to min-
imize q(x) subject to some equality constraints (e.g. the
user scribbles mentioned above). Although it is simply a
constrained quadratic program, it becomes very difficult
to solve as the system size grows past millions of pixels,
and necessitates investigation to be practical.
2.2 Relaxation
No matter what method we choose to construct the
matting Laplacian, we end up with a large, sparse,
ill-conditioned problem. There are a number of meth-
ods to solve large linear systems Au = f for u.
Traditional methods include Gauss-Seidel and succes-
sive over-relaxation (SOR). These are relaxation methods,
where the iteration is of the affine fixed-point variety:
u← G(u) ∆= Ru+ g. (8)
If uˆ is the solution, it must be the case that it is a fixed
point of the iteration: uˆ = Ruˆ + g. For analysis, we can
define the error and residual vectors
e
∆
= uˆ− u and
r
∆
= f −Au
so that original problem is transformed to Ae = r. We
can then see that
e← Re i.e.
enew = Re (9)
is the iteration with respect to the error. This tells us that
the convergence rate ‖enew‖ / ‖e‖ is bounded from above
by the spectral radius ρ(R). So, a simple upper bound for
the error reduction at iteration j is
∥∥ej∥∥ / ∥∥e1∥∥ ≤ ρ(R)j .
So, for quickest convergence and smallest error, we want
ρ(R) to be much less than 1.
For our kind of problems (discrete Laplace operators),
the Jacobi method’s iteration matrix RJ gives a conver-
gence rate of ρ(RJ) ≤ 1−a/n2, where n is the number of
variables and a is a constant. The Gauss-Seidel iteration
matrix gives ρ(RG) ≤ ρ(RJ)2, meaning it converges
twice as fast as the Jacobi method. There are similar
results for SOR, gradient descent, and related iterative
methods.
Recall ρ(R) = maxi |µi|, where µi are the eigenvalues
of R. So, to analyze the convergence, we need to under-
stand the eigenvalues. We can decompose the error e in
the basis of eigenvectors vi of R:
e1 =
n∑
i=1
aivi. (10)
After j iterations, we have
ej =
n∑
i=1
µjiaivi. (11)
So, the closer µi is to zero, the faster the vi component
of e converges to 0. For Laplace operators, we explain in
the example below that i corresponds to a generalization
of frequency, and ρ(R) = µ1, the lowest “frequency”
eigenvalue.
Since µ1 is closest to 1, the v1 (low-frequency) compo-
nent dominates the convergence rate, while the higher-
frequency components are more easily damped out (for
this reason, relaxation is often called smoothing). Further,
we explain that the convergence rate rapidly approaches
1 as n grows. To break this barrier, we need a technique
that can handle the low-frequencies just as well as the
high frequencies.
2.2.1 Motivating Example
To understand why, let us take the 1D Laplace equation
with Dirichlet boundary conditions as an example from
[13]:
Au = f, where (12)
A = −∇2, and
f = 0
s.t. u0 = un+1 = 0.
This problem has two fixed variables u0 and un+1, and
n free variables u1, . . . , un. A is n×n and is the operator
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Fig. 2: Eigenfunctions of A when n = 64.
−∇2 corresponding to convolution with the discrete
Laplace kernel [−1, 2,−1]. The underlying graph in this
case has node i adjacent to nodes i−1 and i+ 1. We use
this example because it is directly analagous to matting,
but easier to analyze. Notice that the problem has a
unique solution u = 0.
Without loss of generality, we assume that the ui are
spaced h = 1/(n + 1) units apart, corresponding to a
continuous function u whose domain is the unit interval
[0, 1]. We write the problem in Eq. (12) as
−ui−1 + 2ui − ui+1 = 0, ∀1 ≤ i ≤ n, (13)
which naturally incorporates the constraints, and gives
us a symmetric, banded, positive-definite matrix,
A =

2 −1 0 0
−1 2 −1 0
0 −1 2 −1
. . . . . . . . .
 . (14)
For this problem, it is a simple exercise to show that
the eigenfunctions and eigenvalues of A are
vh(k)i = sin(kpiih)/h, and (15)
λhi = 2− 2 cos(piih). (16)
Notice that i directly corresponds to the frequency of the
eigenfunctions. In fact, graph Laplacians always admit
a decomposition into a basis of oscillatory mutually-
orthogonal eigenfunctions. This gives us a general notion
of frequency that applies to any graph. Two of the
eigenfunctions of this particular example are depicted in
Fig. 2, and exactly correspond to our usual interpretation
of frequency as Eq. (15) shows.
The condition number κ(A) tells us how difficult it is
to accurately solve a problem involving A (the smaller,
the better). Using the small angle approximation, we can
see that λh1 ≈ pi2h2 and λhn ≈ 4−h2. This gives a condition
number κ(A) = λhn/λh1 ≈ 4/(pi2h2) = 4(n+1)2/pi2, mean-
ing that the condition number is O (n2). This implies
the difficulty of solving the problem gets much worse
the more variables we have. Notice the cause is that the
lowest-frequency eigenvalue λh1 → 0 as n → ∞, which
makes the condition number grow unbounded with n.
These low-frequency modes are the primary problem we
have to grapple if we wish to solve large graph problems
efficiently.
For the Jacobi relaxation, the iteration matrix is
RJ = D
−1(L+ U), (17)
where D, L (not to be confused with the Laplacian) and
U are the diagonal, lower-, and upper-triangular parts of
A. It is a simple exercise to prove that ρ(RJ) ≈ 1−pi2h2/2
since its eigenvalues are µhi = cos(piih), where i again
corresponds to the frequency of the eigenfunction i.
Recall from §2.2, we want ρ(R)  1 for fast conver-
gence. Due to Eq. (9), this means that if the error e
has any low-frequency components, they will converge
like (1 − pi2h2/2)j (if j is the iteration). This becomes
extremely slow as n→∞, h→ 0, and the spectral radius
ρ(RJ)→ 1.
Gauss-Seidel is somewhat better. Its iteration matrix is
RG = (D − L)−1U. (18)
Its eigenvalues are µhi = cos
2(piih) for this problem,
giving ρ(RG) ≤ ρ(RJ)2. However, it still has the same ba-
sic issue of slow convergence on low-frequency modes,
which gets worse with increasing problem size n.
As given, both of these methods also have problems
with high-frequency modes. This can be ameliorated
with damping:
R(ω)
∆
= (1− ω)I + ωR, giving (19)
µi(ω) = 1− ω + ωµi, (20)
where ω is the damping parameter, and µi are the eigen-
values of R. By choosing ω = 2/3 for the Jacobi method,
the convergence rate for the high-frequency modes sig-
nificantly improves as the corresponding eigenvalues
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Fig. 3: Eigenvalues of RJ and RJ(2/3). The latter has
high-frequency eigenvalues much closer to 0, giving
improved high-frequency convergence.
decrease in magnitude from near unity to about 1/3,
as demonstrated in Fig. 3. A similar effect occurs with
Gauss Seidel.
Gradient descent behaves quite similarly to the Jacobi
iteration, and while conjugate gradient (CG) is a bit
harder to analyze in this fashion, it also displays the
same problems in practice. The low-frequency eigen-
modes of this problem are a serious issue if we want
to develop a fast solver.
Though we have described a very simple system,
we have analagous problems in matting, just that the
constraints are user-supplied and the Laplacian is usu-
ally data-dependent. For matting, most methods have
sidestepped this problem by relying on very dense con-
straints to resolve most of the low-frequency compo-
nents. No one has yet proposed a solver for Laplacian-
based matting which can handle the low-frequency
modes efficiently as the resolution increases and as
constraints become sparse.
2.3 Multigrid Methods
Multigrid methods are a class of solvers that attempt
to fix the problem of slow low-frequency convergence
by integrating a technique called nested iteration. The
basic idea is that, if we can downsample the system, then
the low-frequency modes in high-resolution will become
high-frequency modes in low-resolution, which can be
solved with relaxation. A full treatment is given in [13].
Without loss of generality, we can assume for simplic-
ity that the image is square, so that there are N pixels
along each axis, n = N2 total pixels, with h = 1/(N − 1)
being the spacing between the pixels, corresponding to
a continuous image whose domain is [0, 1]2. Since we
will talk about different resolutions, we will let nh =
(1/h + 1)2 denote the total number of pixels when the
resolution is h. We will also assume for simplicity that
the spacings h differ by powers of 2, and therefore the
number of pixels differ by powers of 4. The downsample
operators are linear and denoted by I2hh : Rnh → Rn2h ,
and the corresponding upsample operators are denoted
by Ih2h = (I
2h
h )
T . The choice of these transfer operators
is application-specific, and we will discuss that shortly.
The idea of nested iteration is to consider solutions to
I2hh Au
h = I2hh f
h, (21)
that is to say a high-resolution solution uh that solves the
downsampled problem exactly. Such a system is over-
determined, so we can restrict our search to coarse-grid
interpolants uh = Ih2hu
2h. So, we get
I2hh AI
h
2hu
2h = I2hh f
h. (22)
Since Ih2h = (I
2h
h )
T , we can see that A2h ∆= I2hh AI
h
2h is the
equivalent coarse system. Of course we can repeat this
to get A4h and so on. The advantage of a smaller system
is two-fold: first, the system is smaller and therefore
is more efficient to iterate on, and second, the smaller
system will converge faster due to better conditioning.
So, supposing we can exactly solve, say, u16h, then we
can get an initial approximation uh0 = Ih2hI
2h
4h . . . I
8h
16hu
16h.
This is the simple approach taken by many pyramid
schemes, but we can do much better. The strategy is
good if we have no initial guess, but how can this be
useful if we are already given uh0 ? The modification is
subtle and important: iterate on the error e instead of
the solution variable u.
Algorithm 1 Nested Iteration
1: rh ← fh −Ahuh
2: r2h ← I2hh rh
3: Estimate A2he2h = r2h for e2h using e2h0 = 0.
4: uh ← uh + Ih2he2h
Of course, step 3 suggests a recursive application of
Alg. 1. Notice that if the error is smooth (eh ≈ Ih2he2h),
then this works very well since little is lost by solving on
the coarse grid. But, if the error is not smooth, then we
make no progress. In this respect, nested iteration and
relaxation are complementary, so it makes a lot of sense
to combine both. This is called v-cycle, and is given in
Alg. 2. A visualization of the algorithm is shown in Fig.
4.
The idea of multigrid is simple: incorporating coarse
low-resolution solutions to the full-resolution scale. The
insight is that the low-resolution parts propagate in-
formation quickly, converge quickly, and are cheap to
compute due to reduced system size.
When the problem has some underlying geometry,
multigrid methods can provide superior performance.
It turns out that this is not just heuristic, but also has
6Algorithm 2 V-Cycle
1: function VCYCLE(uh,fh)
2: if h = H then return exact solution uh
3: end if
4: Relax on Ahuh = fh
5: rh ← fh −Ahuh (compute residual)
6: e2h ← VCYCLE(e2h = 0,I2hh rh) (estimate correc-
tion)
7: uh ← uh + Ih2he2h. (apply correction)
8: Relax on Ahuh = fh
9: return uh
10: end function
h
2h
4h
8h
r2h
r4h
r8h e8h
e4h
e2h
Fig. 4: Visualization of the v-cycle schedule. The iteration
recursively passes down the residual to the next lowest
resolution and retrieves the error (corresponding to lines
6 & 7 in Alg. 2). The V shape is the reason for the name.
nice analytic properties. On regular grids, v-cycle is
provably optimal, and converges in a constant number
of iterations with respect to the resolution [14].
It is also important to see that the amount of work
done per iteration is O (n) in the number of variables.
To see this, we can take relaxation on the highest res-
olution to be 1 unit of work. Looking at Alg. 2, there
is one relaxation call, followed by recursion, followed
by another relaxation call. In our case, the recursion
operates on a problem at 1/4 size, so we have the total
work as W (n) = 1 + W (n4 ) + 1 = 2 + W (
n
4 ). In general,
the relaxation costs nh/N , and the expression becomes
W (nh) = 2
nh
n + W (
nh
4 ). If we continue the expression,
W (n) = 2 + 2 14 + 2
1
16 + · · · = 2
∑∞
i=0
1
4
n, which converges
to W (n) = 8/3. In other words, the work done for v-
cycle is just a constant factor of the work done on a
single iteration of the relaxation at full resolution. Since
the relaxation methods chosen are usually O (n), then a
single iteration of v-cycle is also O (n). So, we get a lot
of performance without sacrificing complexity.
V-cycle (and the similar w-cycle) multigrid methods
work well when the problem has a regular geometry
that allows construction of simple transfer operators.
When the geometry becomes irregular, the transfer op-
erators must also adapt to preserve the performance
benefits. When the geometry is completely unknown or
not present, algebraic multigrid algorithms can be use-
ful, which attempt to automatically construct problem-
specific operators, giving a kind of “black box” solver.
2.4 Multigrid (Conjugate) Gradient Descent
Here, we describe a relatively new type of multigrid
solver from [15] that extends multigrid methods to gra-
dient and conjugate gradient descent. Please note that
our notation changes here to match that of [15] and to
generalize the notion of resolution.
If the solution space has a notion of resolution on `
total levels, with downsample operators Ii` : Rn` → Rni ,
and upsample operators I`i : Rni → Rn` (ni < n` ∀i < `),
then define the multi-level residuum space on xk at the
kth iteration as
Rk = span{rk` , . . . , rk1} , where (23)
rki = I
`
i I
i
`r
k
` , ∀i < ` and (24)
rk` = f −Auk, (25)
where rk` is the residual at the finest level at iteration
k, and rki is the projection of the fine residual to the
coarser levels. This residuum space changes at each
iteration k. Gradient descent in this multi-level residuum
space would be to find correction direction d ∈ Rk
s.t. 〈uk + d, q〉A = fT q ∀q ∈ Rk. In other words,
the correction direction is a linear combination of low-
resolution residual vectors at iteration k, forcing the low-
resolution components of the solution to appear quickly.
To find step direction d efficiently, one needs to or-
thogonalize Rk by the Gram-Schmidt procedure:
dˆi = r
k
i −
i−1∑
j=1
〈rki , dj〉Adj , ∀i ∈ 1, . . . , ` (26)
di =
dˆi∥∥∥dˆi∥∥∥
A
, (27)
d =
∑`
i=1
〈rk` , di〉di. (28)
These equations give an O (n` × `) algorithm if imple-
mented naı¨vely. But, since all of the inner products can
be performed at their respective downsampled resolu-
tions, the efficiency can be improved to O (n`). To get
an idea how this can be done, consider computing the
inner product 〈di, di〉A. First see that [15] guarantees
the existence of the low-resolution correction direction
vector dcoi ∈ Rni such that it can reconstruct the full-
resolution direction by upsampling, i.e. di = I`i d
co
i . Now,
notice that
〈di, di〉A = dTi Adi
= (I`i d
co
i )
TA(I`i d
co
i ) (29)
= (dcoi )
T (Ii`AI
`
i )d
co
i (30)
= (dcoi )
TAid
co
i , (31)
Where Ai is a lower-resolution system. Since Ai is only
ni × ni, and ni  n` if i < `, then working directly on
7the downsampled space allows us to perform such inner
products much more efficiently.
Standard gradient descent is simple to implement,
but it tends to display poor convergence properties.
This is because there is no relationship between the
correction spaces in each iteration, which may be largely
redundant, causing unnecessary work. This problem is
fixed with conjugate gradient (CG) descent.
In standard conjugate gradient descent, the idea is that
the correction direction for iteration k is A-orthogonal
(conjugate) to the previous correction directions, i.e.
Dk ⊥A Dk−1, (32)
where Dk is iteration k’s correction space analagous to
Rk. This leads to faster convergence than gradient de-
scent, due to never performing corrections that interfere
with each other.
The conjugate gradient approach can also be adapted
to the residuum space. It would require that d ∈ Dk,
where span{Dk,Dk−1} = span{Rk,Dk−1} and Dk ⊥A
Dk−1. However, as shown by [15], the resulting or-
thogonalization procedure would cause the algorithm
complexity to be O (n` × `), even when performing the
multiplications in the downsampled resolution spaces.
By slightly relaxing the orthogonality condition, [15]
develops a multigrid conjugate gradient (MGCG) algo-
rithm with complexity O (n`).
Dk = span{dk1 , . . . , dkl } (33)∥∥dki ∥∥A = 1 ∀i ∈ 1, . . . , ` (34)
dki ⊥A dkj ∀i 6= j (35)
D1 = R1 (36)
dk−1i ⊥A dkj ∀k > 1, i ≤ j (37)
Rk +Dk−1 = Dk +Dk−1 (38)
We present Alg. 4 in the appendix, which fixes some
algorithmic errors made in [15].
In multigrid algorithms such as these, we have free-
dom to construct the transfer operators. If we want to
take full advantage of such algorithms, we must take
into account our prior knowledge of the solution when
designing the operators.
3 EVALUATED SOLUTION METHODS
3.1 Conjugate Gradient
CG and variants thereof are commonly used to solve
the matting problem, so we examine the properties of
the classic CG method alongside the multigrid methods.
3.2 V-cycle
In order to construct a v-cycle algorithm, we need to
choose a relaxation method and construct transfer oper-
ators. We chose Gauss-Seidel as the relaxation method,
since it is both simple and efficient. Through experiment,
we found that simple bilinear transfer operators (also
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Fig. 5: Convergence on a 4 Mpx image. Horizontal line
denotes proposed termination value of 10−4.
called full-weighting) work very well for the matting
problem. The downsample operator I2hh is represented
by the stencil  116 18 1161
8
1
4
1
8
1
16
1
8
1
16
 .
If the stencil is centered on a fine grid point, then the
numbers represent the contribution of the 9 fine grid
points to their corresponding coarse grid point. The
corresponding upsample operator Ih2h is represented by
the stencil  14 12 141
2 1
1
2
1
4
1
2
1
4
 .
This stencil is imagined to be centered on a fine grid
point, and its numbers represent the contribution of the
corresponding coarse grid value to the 9 fine grid points.
The algorithm is then given by Alg. 2.
3.3 Multigrid Conjugate Gradient
We also examine the multigrid conjugate gradient algo-
rithm of [15], which is a more recent multigrid variant,
and seems like a natural extension of CG. For this algo-
rithm, we find that the bilinear (full-weighting) transfer
operators also work very well. The algorithm is given
by Alg. 4, where we give the full pseudo-code as the
original pseudo-code given in [15] is erroneous.
4 EXPERIMENTS
In order to compare the solution methods, we choose the
matting Laplacian proposed by [4], as it is popular and
provides source code. Please note that we are comparing
the solvers, and not the performance of the matting
Laplacian itself, as these solvers would equally apply
8CG MGCG v-cycle
Image 1 Mpx 2 Mpx 4 Mpx 1 Mpx 2 Mpx 4 Mpx 1 Mpx 2 Mpx 4 Mpx
1 143 159 179 81 81 94 12 11 11
2 151 176 185 73 86 99 12 10 10
3 215 280 334 103 108 118 12 9 8
4 345 439 542 143 171 230 16 14 11
5 180 211 236 44 120 95 13 12 10
6 126 148 180 65 91 61 11 10 9
7 152 179 215 86 84 96 11 10 8
8 314 385 468 135 167 180 16 12 9
9 237 285 315 87 119 91 12 11 8
10 122 149 180 72 72 95 10 9 8
11 171 192 78 77 96 32 12 11 7
12 127 151 179 65 86 77 9 8 7
13 266 291 317 143 156 159 18 15 11
14 125 145 175 76 79 83 13 12 11
15 129 156 190 67 69 105 12 12 11
16 292 374 468 123 171 178 15 14 12
17 153 190 230 63 81 86 10 8 7
18 183 238 289 86 104 107 26 22 16
19 91 104 116 52 58 61 12 10 8
20 137 164 199 81 82 101 12 9 7
21 195 288 263 118 83 137 22 16 15
22 118 139 161 62 75 72 11 9 7
23 140 166 196 64 77 74 11 9 8
24 213 266 325 76 131 104 14 14 10
25 319 455 629 142 170 249 39 31 24
26 370 432 478 167 192 229 41 32 24
27 271 304 349 121 144 147 17 15 12
TABLE 2: Iterations to convergence (residual less than 10−4) at 1, 2, and 4 Mpx on images from [16]. CG and MGCG
require more iterations as resolution increases while v-cycle requires less.
Resolution CG MGCG v-cycle
0.5 Mpx 0.594 0.628 0.019
1 Mpx 0.357 0.430 0.017
2 Mpx 0.325 0.725 0.017
4 Mpx 0.314 0.385 0.015
TABLE 1: Initial convergence rates ρ0 on image 5 in [16].
Lower is better.
Image a p
1 11.8 -0.065
2 11.7 -0.140
3 11.8 -0.309
4 16.2 -0.261
5 13.2 -0.183
6 11.0 -0.144
7 11.2 -0.220
8 16.0 -0.415
9 12.3 -0.270
10 10.0 -0.160
11 12.5 -0.343
12 9.02 -0.180
13 18.2 -0.340
14 13.0 -0.120
15 12.2 -0.061
16 15.2 -0.156
17 9.90 -0.265
18 26.4 -0.333
19 12.1 -0.289
20 12.0 -0.394
21 21.4 -0.300
22 11.1 -0.321
23 10.9 -0.236
24 14.6 -0.216
25 39.1 -0.347
26 41.2 -0.381
27 17.2 -0.243
TABLE 3: Fitting of v-cycle required iterations to anp
(power law), with n being problem size in Mpx. Average
p is E[p] = −0.248, meaning this solver is sublinear in n.
to other matting Laplacians. We set their  parameter to
10−3, and we form our linear system according to Eq.
(5) with γ = 1.
All methods are given the initial guess α0 = 0. To
make the objective value comparable across methods
and resolutions, we take ‖f −Aαi‖2 / ‖f −Aα0‖2 =
‖f −Aαi‖2 / ‖f‖2 as the normalized residual at iteration
i, or residual for short. We set the termination condition
for all methods at all resolutions to be the descent of the
residual below 10−4.
First, we evaluate the convergence of conjugate gra-
dient, multigrid conjugate gradient, and v-cycle. Typical
behavior on the dataset [16] is shown in Fig. 5 at 4 Mpx
resolution. CG takes many iterations to converge, MGCG
performs somewhat better, and v-cycle performs best.
Next, we demonstrate in Fig. 6 that the number of
iterations v-cycle requires to converge on the matting
problem does not increase with the resolution. In fact, we
discover that v-cycle requires fewer iterations as the res-
olution increases. This supports a sub-linear complexity
of v-cycle on this problem in practice since each iteration
is O (n).
We list a table of the convergence behavior of the
algorithms on all images provided in the dataset in
Table 2. This demonstrates that MGCG performs de-
cently better than CG, and that v-cycle always requires
few iterations as the resolution increases. By fitting a
power law to the required iterations in Table 3, we
find the average number of required v-cycle iterations is
O (n−0.248). Since each iteration is O (n), this means that
this is the first solver demonstrated to have sublinear
time complexity on the matting problem. Specifically,
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Fig. 6: CG (a) & MGCG (b) slow down as resolution
increases, while v-cycle (c) speeds up.
the time complexity is O (n0.752) on average. Theoretical
guarantees [14] ensure that the worst case time complex-
ity is O (n).
Though surprising, the sub-linear behavior is quite un-
derstandable. Most objects to be matted are opaque with
a boundary isomorphic to a line segment. The interior
and exterior of the object have completely constant α
locally, which is very easy for v-cycle to handle at its
lower levels, since that is where the low frequency por-
tions of the solution get solved. This leaves the boundary
pixels get handled at the highest resolutions, since edges
are high-frequency. These edge pixels contribute to the
residual value, but since the ratio of boundary to non-
boundary pixels is O (n−0.5), tending to 0 with large n,
the residual tends to decrease more rapidly per iteration
as the resolution increases as proportiontely more of the
problem gets solved in lower resolution.
Another way to view it is that there is a fixed amount
of information present in the underlying image, and
increasing the number of pixels past some point does not
really add any additional information. V-cycle is simply
the first algorithm studied to exploit this fact by focusing
its effort preferentially on the low resolution parts of the
solution.
Perhaps if we had enough computational resources
and a high-enough resolution, v-cycle could drop the
residual to machine epsilon in a single iteration. At that
point, we would again have a linear complexity solver,
as we would always have to do 1 iteration at O (n) cost.
In any case,O (n) is worst case behavior as guaranteed by
[14], which is still much better than any solver proposed
to date like [5] and [6] (which are at best O (n2)). We
would also like to mention that the per-iteration work
done by the proposed method is constant with respect to
the number of unknowns, unlike most solvers including
[5] and [6].
Table 1 lists the initial convergence rates ρ0 (the factor
by which the residual is reduced per iteration). [14]
guarantees that the convergence rate for v-cycle is at
most O (1) and bounded away from 1. We discover that
on the matting problem the convergence rate is sub-
constant. Yet again, v-cycle dramatically overshadows
other solvers.
Although a MATLAB implementation of [4] is avail-
able, we found it to use much more memory than we
believe it should. We therefore developed our own im-
plementation in C++ using efficient algorithms and data
structures to run experiments at increasing resolution.
Since there are 25 bands in the Laplacian, and 4 bytes per
floating point entry, the storage required for the matrix
in (5) is 95 MB/Mpx, and the total storage including the
downsampled matrices is about 127 MB/Mpx. The time
to generate the Laplacian is 0.8 s/Mpx. The CPU im-
plementation runs at 46 Gauss-Seidel iterations/s/Mpx
and 11 v-cycle iterations/s/Mpx. Assuming 10 iterations
of v-cycle are run, which is reasonable from Table 2,
our solver runs in about 1.1 s/Mpx, which is nearly 5
times faster than [5] at low resolutions, and even faster
10
Method SAD MSE Gradient Connectivity
Ours 11.1 10.8 12.9 9.1
[4] 14 13.9 14.5 6.4
[5] 17 15.8 16.2 9.2
TABLE 4: Average rank in benchmark [16] on 11 Mar
2013 with respect to different error metrics.
at higher resolutions. Upon acceptance of this paper, we
will post all the code under an open-source license.
Although we consider this to be a matting solver
rather than a new matting algorithm, we still submitted
it to the online benchmark [16] using [4]’s Laplacian. The
results presented in Table 4 show some improvement
over the base method [4], and more improvement over
another fast method [5]. In theory, we should reach the
exact same solution as [4] in this experiment, so we
believe any performance gain is due to a different choice
of their  parameter.
5 CONCLUSION
We have thoroughly analyzed the performance of two
multigrid algorithms, discovering that one exhibits sub-
linear complexity on the matting problem. The O (n0.752)
average time complexity is by far the most efficient
demonstrated to date. Further benefits of this approach
include the ability to directly substitute any matting
Laplacian of choice, and the capability to solve the
original full-scale problem exactly without heuristics.
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APPENDIX A
MULTIGRID ALGORITHMS
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Algorithm 4 Multigrid CG descent.
1: Do one iteration of multigrid gradient descent.
2: while numIter > 0 do
3: numIter ← numIter − 1
4: r` ← b−Ax
5: dnew` ← r`
6: for i = `− 1..1 do
7: ri ← Iii+1ri+1
8: dnewi ← ri
9: end for
10: for i = 1..` do
11: ki ← Aidi
12: for j = i..2 do
13: kj−1 ← Ij−1j kj
14: end for
15: s1 = 0
16: for j = 1..i− 1 do
17: sj ← sj + (kTj dnewj )dnewj
18: sj+1 ← Ij+1j sj
19: end for
20: di ← di − si
21: ki ← Aidi
22: di ← di(kTi di)−
1
2
23: ki ← Aidnewi
24: for j = i..2 do
25: kj−1 ← Ij−1j kj
26: end for
27: s1 ← 0
28: for j = 1..i− 1 do
29: sj ← sj + dnewj (kTj dnewj )
30: sj ← sj + dj(kTj dnewj )
31: sj+1 ← Ij+1j sj
32: end for
33: dnewi ← dnewi − si
34: si ← dnewi − di(kTi di)
35: if ‖si‖∞ >  ‖dnewi ‖∞ then
36: dnewi ← si
37: else
38: dnewi ← di
39: di ← 0
40: end if
41: ki ← Aidnewi
42: dnewi ← dnewi (kTi dnewi )−1/2
43: end for
44: d1 ← dnew1
45: s1 ← d1(dT1 r1)
46: for i = 2..` do
47: di ← dnewi
48: si ← Iii−1si−1
49: si ← si + di(dTi ri)
50: end for
51: x← x+ s`
52: end while
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