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We employ dispersion-corrected density-functional theory to study the adsorption
of tetrapyrrole 2H-porphine (2H-P) at Cu(111) and Ag(111). Various contributions
to adsorbate-substrate and adsorbate-adsorbate interactions are systematically ex-
tracted to analyze the self-assembly behavior of this basic building block to porphyrin-
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to negligible direct dispersive interactions. The resulting net repulsive interactions
rationalize the experimentally observed tendency for single molecule adsorption.
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FIG. 1. Schematic depiction of different energy terms contributing to the adsorption energy.
During the adsorption process the energy of the substrate-adsorbate system is modified due to the
formation of the overlayer structure (Edeform), lateral van der Waals interactions (E
vdW
lateral), and
substrate-induced energy contributions. The latter can be divided in a vdW part and all other
contributions, in this context denoted as EPBEsubstrate. The table below compiles the defining equations
of these contributions and other relevant such quantities (see text).
I. INTRODUCTION
The growing demand for further miniaturization of electronic components requires the
exploration of new routes towards nanoscale devices with sizes below what can be reached
with currently available top-down procedures such as photo-lithography. Possible solutions
to approach smaller length scales comprise bottom-up techniques employing molecular build-
ing blocks that assemble into devices. Due to their large variety and tunable functionality
organic molecules are often chosen as such basic building blocks. The ultimate goal is a ratio-
nal design of molecular assembly by steering individual molecular interactions via material
composition and molecular functionalization.
Surface self-assembly can be experimentally studied with scanning tunneling microscopy
(STM), which allows a direct visualization in real space.1 Ultra-high vacuum conditions en-
able the controlled study of adsorbate-substrate interactions at a molecular level. However,
often enough successful assembly can only be achieved by trial-and-error studies, simply
exploring combinations of substrates, molecules and their functionalization. For a targeted
design of devices we instead need a detailed understanding of all interaction components,
such as the covalent bonding, penalties due to sterical hindrance, van der Waals contribu-
tions, or electric dipole formation due to e.g. charge transfer. These interactions can be
classified in categories, such as molecule-adsorbate or adsorbate-adsorbate interactions (as
shown in Fig. 1). Varying the substrate or the functionalization within a group of molecules
then aims at tuning different interactions.
A well-studied class of organic molecules in this context are porphyrins, which combine
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FIG. 2. Structural formula of free-base porphine (2H-P)
interesting electronic properties with a high structural variability. A plethora of investi-
gations considers their technological potential, e.g., in molecular memory devices2,3, pho-
tovoltaics4,5, gas sensors6, light emission7, and catalysis8. All porphyrins share the same
molecular unit, namely free-base porphine (2H-P, C20H14N4, cf. Fig. 2), which is the sim-
plest porphyrin comprising four pyrrol rings linked by methine bridges. To functionalize
the molecule a metal center can be included and/or a wide range of substituents can be
attached. This strongly affects the self-assembly properties of the system. On Cu(111), for
example, a range of different structures is observed, from molecular chains or nanoporous
networks9 over close-packed islands10 to individual molecules.11,12 The role of the substrate
becomes for instance evident for free-base tetraphenyl-porphyrin (2H-TPP), which does not
self-assemble on Cu(111), but was reported to do so on Ag(111).11
Given its importance as basic porphyrin unit, it is surprising that the interaction of
2H-P with surfaces only recently became a point of interest, while its crystal structure13
and electronic structure14–17 are already well studied. STM experiments show that both on
the Cu(110)18 and the Cu(111)12 surface the 2H-P molecules remain isolated. Intriguingly,
also on the more inert Ag(111) surface, where substituted porphyrins often assemble into
islands11,19, the 2H-P units avoid each other.20 One possible explanation for this behavior are
repulsive intermolecular forces due to interfacial charge redistribution (found experimentally
for both Ag(111)20 and Cu(111)12) which leads to repulsive dipoles. In agreement with
this assumption 2H-P molecules deposited on Ag(111) were found to form islands in the
second layer20, emphasizing the role of the immediate molecule-substrate interactions. The
experimental results as such, however, cannot completely describe the system. An often
postulated charge transfer between the adsorbates and the metal support (especially when
as weak as likely for 2H-P/Ag(111)) does not necessarily lead to isolated adsorbate species.
This has been demonstrated for the case of 2H-TPP on Ag(111) and Cu(111), where the
charge rearrangement competes with many other attractive, but also repulsive effects.11 A
detailed analysis of the different interaction contributions depicted in Fig. 1 for 2H-P is
therefore at place.
In this work we partition the adsorption energy into different physically-motivated com-
ponents and quantify the different contributions that govern the self-assembly behavior of
an adsorbate on a metal surface. We use this approach for the prototypical test case 2H-P
adsorbed on the (111)-facets of silver and copper by means of dispersion-corrected density
functional theory. For both substrates, an initial analysis of the low-coverage limit allows to
disentangle covalent and dispersion contributions, as well as the role of charge-transfer. In
the study of further contributions shown in Fig. 1 we then take advantage of the fact that we
can selectively switch on and off vertical and horizontal van der Waals interactions, simulate
different coverages by varying the surface unit-cell size, or remove the substrate. This allows
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to particularly discuss the dependence of the individual energy contributions as functions
of surface coverage. In agreement with experiment we find that there is no strong energetic
driving force for island formation on either surface and arrive at a rationalization of the
missing self-assembly notion in the case of 2H-P on Ag(111). Finally, we discuss molecular
functionalization and substrate modification as potential routes for a rational interaction
tuning.
II. COMPUTATIONAL DETAILS AND METHODS
All calculations in this work were carried out with the periodic plane-wave Density-
Functional Theory (DFT) code CASTEP 6.0.1,21–23 along with standard library ultrasoft
pseudopotentials24. Short-range electronic exchange and correlation are treated using the
semi-local PBE functional25. Long range van der Waals (vdW) forces and the collective
many-body response of the metallic substrate26 are considered through effective pairwise-
additive dispersion correction scheme vdWsurf 26,27. The resulting PBE+vdWsurf scheme was
found to yield good results for induced dipoles, as well as the density of states of planar
aromatic adsorbates on metal surfaces.28
The Atomic Simulation Environment (ASE)29 was used to set up the simulation cells
(vacuum > 20 A˚). Each slab was constructed as a perfect (111)-fcc surface with PBE-
optimized lattice constants of 4.14 A˚ for bulk Ag and 3.63 A˚ for bulk Cu. Four metal layers,
sufficient to describe the ABCABC stacking scheme and shown to be sufficient to describe
the system18,30,31, were employed in the calculations.
Computational settings for energy cutoff, k-point sampling, and vacuum between the
slabs converge the adsorption energies to within ±20 meV. The latter energies are defined
as
Eads = Eslab/2H-P − (Eslab + E2H-P) , (1)
with Eslab the total energy of the clean slab, E2H-P the total energy of the isolated gas-phase
molecule and Eslab/2H-P that of the combined system. For geometry optimizations we use an
energy cutoff of 450 eV, and a 2 × 2 × 1 Monkhorst-Pack grid32. Final single-point calcu-
lations employed the same energy cutoff, but a more densely sampled (4 × 4 × 1) k-point
grid, in order to resolve the adsorption energy with the desired accuracy. As indicated in
sections III A and III B, the size of the surface unit-cell was varied between 5× 5, 6× 6 and
7× 7 times the primitive hexagonal surface-unit cell to simulate different molecular cover-
ages. The different contributions to the total adsorption energy for these three coverages
were defined as shown in Fig. 1 (see SI for a more detailed description).
The geometry optimizations of the adsorption structures were performed for frozen sub-
strates using a delocalized internal coordinates optimizer33 and an ionic force tolerance of
25 meV A˚−1 per atom, an energy tolerance of 2× 10−5 eV. The electronic structure was con-
verged with an energy tolerance of 10−8 eV. A Gaussian type electronic smearing procedure
with a width of 0.1 eV was employed.
Charge partitioning was performed with the Bader,34,35 Mulliken,36–40 and Hirshfeld41
methods as implemented in CASTEP and provided by the BADER tool42–44. In addition,
we also employed a projection of the total density of states (DOS) onto the molecular orbitals
(MO-PDOS) of the free-standing overlayer, i.e., a layer of 2H-P molecules in their adsorbed
configuration but without metal support. The projected density of states ρj(E) with respect
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to reference gas-phase MO φi of the free standing overlayer is given by
ρj(E) =
∑
i
|〈ψj|φi〉|2δ(E − εi), (2)
where ψj are the calculated Kohn-Sham orbitals and εi the corresponding energy eigenvalues.
Integration up to the Fermi level EF yields the occupation of the molecular orbital φi.
The charge on an adsorbed 2H-P molecule can then be determined by summing up all the
occupations of the MOs. Higher-lying unoccupied orbitals are not described well due to the
exponential decay of the semi-local xc-potential, thus only contributions up to the second
lowest unoccupied MO (LUMO+2) were considered for the quantitative analysis. We expect
this to result in only a small error for the quantification of charge transfers, because already
the LUMO+2 lies almost entirely above the Fermi level (Fig. 4).
III. RESULTS AND DISCUSSION
We first investigate the low-coverage limit of 2H-P on Ag(111) and Cu(111) to arrive at a
first quantification of covalent and dispersive bonding contributions, the adsorption induced
charge re-arrangement, as well as charge-transfer. Subsequently we analyze the individual
contributions depicted in Fig. 1 as a function of surface coverage.
A. Adsorbate-Substrate Interactions
To analyze the interaction between a single 2H-P molecule and the Ag(111) or Cu(111)
surface we place one 2H-P in a (6 × 6) surface unit-cell, corresponding to a distance of 15.4 A˚
between the molecule and its periodic images. To ensure that this setup represents the low-
coverage limit the van der Waals interactions between the adsorbates in neighboring cells
are switched off. Considering all possible high-symmetry adsorbate positions (centered at
top, bridge, fcc and hcp hollow sites) and orientations, the most stable adsorbate geometry
on both substrates is found to be centered above the bridge site as displayed in Fig. 3. This
geometry results in adsorption energies of −2.60 eV on Ag(111) and −3.15 eV on Cu(111).
These findings are consistent with the experimental analysis of the adsorption patterns at
submonolayer coverages, which equally suggested bridge positions as preferred adsorption
sites on Ag(111).20 The stronger adsorption on copper is accompanied by lower adsorption
heights (2.40 A˚ on Cu(111) and 2.89 A˚ on Ag(111), center of mass) and a slightly stronger
deformation of the adsorbate (cf. side views in Fig. 3). The maximum tilt angles of the
pyrrole planes (7◦ on Cu, 4◦ on Ag) again agree well with results from angle-resolved X-ray
absorption spectroscopy, which predicted a flat and planar adsorption (with a slight defor-
mation on copper) of the molecules at submonolayer coverages.12,20,45 The adsorption energy
on Cu(111) is 0.32 eV lower than the one determined previously by vdW-DF calculations for
2H-P/Cu(110).31 While this comparison is blurred by the different types of vdW-corrections
employed in the two studies, it seems plausible that adsorption is indeed slightly weaker
on the closed-packed Cu(111) surface. In general, the absence of substituents allows the
macrocycle to adsorb closer to the surface compared to for example 2H-TPP on Ag(111)
and Cu(111), where the nitrogens are found at a distance of > 3 A˚ from the substrate.46
Fig. 4 depicts the total density of states (DOS) and the molecular orbital projected density
of states (MO-PDOS) of the frontier orbitals of 2H-P adsorbed on Ag(111) (top) and Cu(111)
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a) 2H-P/Cu(111) b) 2H-P/Ag(111)
FIG. 3. Calculated adsorption geometries of porphine adsorbed at the bridge sites of Cu(111)
(left) and Ag(111) (right). View from the top (top panels) and from the sides; viewing directions
are indicated by the red horizontal (middle panels) and the blue vertical arrow (bottom panels).
Adsorption at the more reactive copper surface leads to lower adsorption heights and a stronger
deformation of the adsorbate.
(bottom), which shows how the orbitals of the gas-phase molecule change upon adsorption.
For isolated 2H-P molecules in the gas-phase (not shown) the LUMO and the LUMO+1 are
nearly degenerate, as is typical for free-base porphyrins.17 The interaction with the silver
surface partially lifts this degeneracy of LUMO (red) and LUMO+1 (green) and causes both
MOs to become partially occupied (Fig. 4, top). In general, however, the MO-PDOS peaks
mainly retain the same character as in the free molecules, pointing to a relatively weak
chemical interaction with the substrate. This is not the case for 2H-P/Cu(111) (Fig. 4,
bottom), where the states are strongly shifted, split, and broadened, as is characteristic
for chemisorbed systems. The filling of the LUMO and the LUMO+1 is correspondingly
much stronger than for the adsorption at Ag(111), in agreement with the experimental
predictions.12,20 Apart from the actual shift, the most striking effect of the substrate is the
change of the peak shapes: While the single, molecular-type states are still discernible on
Ag(111), they nearly vanish for Cu(111) and are replaced by band-like structures caused by
peak splitting and broadening as is typical for hybridized systems. This suggests a different
nature of the bond at the two substrates: Porphine is rather physisorbed on silver, while it
is closer to chemisorbed on Cu(111).
This interpretation is further supported by the differing adsorption energy of 2H-P on
silver (-2.60 eV) and copper (-3.15 eV). Disentangling the energy contributions as defined in
Fig. 1 and listed in Table I (cf. also Fig. 8) we elucidate the main causes for this difference.
From the definition in Eq. 1 it thereby follows that energy terms with E < 0 are attractive,
E > 0 are repulsive. On both substrates, the only attractive (and at the same time also
dominating) contribution is the van der Waals interaction between molecule and substrate,
while Edeform and E
PBE
substr. contribute repulsively. Interesting are the differences between Ag
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FIG. 4. Total density of states (DOS, blue, downscaled by a factor of 130) and molecular-orbital
projected density of states (MO-PDOS) of 2H-P on Ag(111) (top) and Cu(111) (bottom), indicating
the changes of the frontier orbitals due to adsorption on the respective surfaces. Energies are given
with respect to the Fermi level EF. On Ag(111) the peak shape of the free molecules is nearly
retained, while on Cu(111) the peak splitting and broadening point to a stronger hybridization.
Down-shifting of the LUMOs below EF (shaded areas) indicate a charge transfer to the molecule.
TABLE I. Energy contributions (cf. definitions in Fig. 1) to the adsorption energy for 2H-P on
6× 6 Cu(111) and Ag(111) slabs (also cf. section III B and Fig. 8).
Eads Edeform E
vdW
lat. E
vdW
substr. E
PBE
substr.
Ag(111) -2.60 eV 0.08 eV 0.00 eV -2.99 eV 0.30 eV
Cu(111) -3.15 eV 0.67 eV 0.00 eV -3.85 eV 0.03 eV
and Cu: While on copper the deformation energy is the most repulsive term (consistent
with the more pronounced deformation as described above) and EPBEsubstr. nearly vanishes, the
situation is reversed on silver. Taking into account the level of hybridization this suggests
that on copper also “attractive“ covalent contributions are present. This means that the
stronger adsorption on copper is not only the result of a stronger van der Waals interaction,
but also of “less repulsive“ short-range covalent contributions as picked up by the semi-local
DFT functional.
As mentioned initially, interfacial charge redistribution leading to repulsive dipoles be-
tween adsorbed molecules has been put forward as one possible explanation for the lacking
self-assembly tendency of porphins observed on both Ag(111)20 and Cu(111)12. Scruti-
nizing this hypothesis, we compare the results from different partial charge partitioning
schemes, namely Mulliken,36–40 Hirshfeld41 and Bader.34,35 It is well known that absolute
partial charge values can vary significantly between different partitioning schemes47–49. For
the present purposes we therefore only focus on the relative trends between both substrates.
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FIG. 5. Quantitative comparison of the net electron transfer (in units of elementary charge e)
from the Ag(111) (blue) and the Cu(111) (orange) surfaces to the 2H-P molecule determined with
different methods. See also Table S1 for coverage dependent values.
The calculated overall net charge on the molecule after adsorption (cf. Fig. 5) confirms the
interpretation derived from the MO-PDOS calculation: On both substrates charge is indeed
transferred towards the porphine molecules and to a substantially higher extent on Cu(111)
than on Ag(111). Employing different charge partitioning methods allows furthermore for a
quantitative comparison with literature values for similar porphyrin-substrate systems ob-
tained with one or the other of these schemes (Table II). This comparison yields two main
results for 2H-P on Ag(111) and Cu(111): (i) the values for both substrates are comparable
with those of substituted compounds, and even metalloporphyrins, and (ii) the general trend
between the partitioning schemes (i.e., Mulliken yields the highest values) is in agreement
with that in Table II and what is generally known for the different partitioning schemes.47–49
In principle, we could also use the partial charge analysis to determine where the excess
charge is located. However, using the atomic charge location as given by the partial charges
of the two different nitrogen species (N and NH) in porphine as probe, it becomes clear
that one has to proceed with caution: Not only do the values vary quantitatively as could
be expected from the net charge results presented above. Instead, even the qualitative in-
terpretation changes for the different methods (Fig. S1, see discussion in section 1 of the
Supporting Information).52 The reason becomes clear when visualizing the charge distribu-
tion as density-difference plots illustrating the change in electron density after the adsorption
TABLE II. Comparison of our calculated charge transfer values for free-base porphine with pub-
lished literature data for substituted porphyrins.
method Ag(111) Cu(111) literature
Mulliken 1.83 e 3.16 e
2H-TPP/Cu(111): 1.69 e46
2H-TPP/Ag(111): 1.45 e46
Bader 0.19 e 1.07 e
2H-P/Cu(110): 0.9 e31
Co-TPP/Ag(111): 0.37 e50
Fe-TPP/Ag(111): 0.22 e50
Cu-TBPP/Si(111)-B: 0.17 e51
Hirshfeld 0.30 e 0.56 e
2H-TPP/Ag(111): 0.46 e46
2H-TPP/Cu(111): 0.89 e46
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(a)
(b) 5×5 (12.8 Å)
6×6 (15.4 Å)
7×7 (18.0 Å)
(c)
(d)
FIG. 6. Charge density difference of 2H-P after adsorption onto Cu(111) for different coverages.
(b) Cuts through the unit cell along the black line indicated in (a). The centers of the top copper
atoms are placed at z = 0 (z < 0: location inside the substrate). Regions of electron accumulation
(depletion) are depicted in red (blue), values are given in eA˚
−3
. Values larger than ± 0.01 are
mapped onto ± 0.01. With increasing coverage the accumulation of charge between molecules
increases substantially.
of the molecule. For 2H-P on Cu(111) in the 6× 6 surface unit-cell we first consider the
vertical density difference along the diagonal of the unit cell (Fig. 6a, black line). The
corresponding graph (Fig. 6b, middle panel) shows that the net charge transfer discussed
above does not properly reflect the complicated charge re-distribution upon adsorption of
the molecule: There are regions with charge accumulation (red), as well as depletion (blue).
The shape of the distribution is thereby typical for the so-called “pillow effect“ where Pauli
repulsion causes an electron accumulation around the edges of the molecule, a charge de-
pletion directly below the molecule and the push-back of electron charge into the substrate
(i.e., below the horizontal black line in Fig. 6b at z = 0).46 This is even more evident from
the plot in Fig. 7a where the density was integrated in x and y and is then only shown as a
function of the distance from the surface z.
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(b)
(a)
(d)
(c)
(1.36 Å)
(-1.02 Å)
FIG. 7. Charge density difference (a) after integrating in x and y and (b) for horizontal cuts along
selected peaks of (a). Negative values and red regions refer to an increase in electronic density.
The four gray horizontal bars indicate the position of the atomic layers in the Cu slab. The dashed
black horizontal line displays the center of mass of the adsorbed molecule and the region shows the
minimum and maximum components of the atomic positions.
The shape of this plot, as well as the horizontal cuts (Fig. 7b-d) resemble those of 2H-
P/Cu(110)31 and illustrate well that “net charge transfer between surface and molecule“
does not fully describe the complexity of the charge redistribution upon surface adsorption.
The strong peak halfway between the molecule and the surface indicates a maximum of
charge-density accumulation. The corresponding horizontal cut in Fig. 7b closely resembles
the shape of the combined LUMO and LUMO+1 of 2H-P analogous to the case of 2H-
P/Cu(110)31. Fig. 7d shows how electrons are pushed back into the substrate, such that
even between the first and second copper layer the imprint and shape of the porphine is still
visible. Consistently the surface work function is reduced from 4.66 eV to 4.15 eV (Table
III) upon adsorption of 2H-P. This is typical for systems with a pronounced pillow effect as
the electrons are pushed further away from the surface and the potential above the surface
is correspondingly reduced.53
Figs. 6 and 7 also illustrate the strong dependence of the partial charges on the employed
method: The lateral and vertical fluctuations in the density difference are high, thus the
way how charge is assigned to atoms in the molecule plays a big role. In principle it should
also be possible to integrate the plot in Fig. 7a to obtain the net charge transfer towards the
molecule. The crucial point is, however, how ”charge on the molecule“, or, more drastically
put, how the ”molecule“ is defined in this picture. By changing this definition (e.g., taking
atomic positions or the space halfway between the molecule and the substrate) largely vary-
ing numbers can be produced, so that using established partitioning schemes seems more
consistent. We observe similar findings for 2H-P on Ag(111), but to a weaker extent (cf.
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Supporting Information).52
At this point it seems advisable to mention a general shortcoming of a-posteriori dis-
persion corrected DFT+vdW or DFT-D treatments. Whereas the adsorption geometry
and height are largely controlled by the vdW contribution, on the semi-local DFT side
the molecule is pushed into a repulsive regime (due to the missing self-consistent coupling
between vdW and DFT). A recently published implementation of a self-consistent vdW
scheme54 has shown that this effect only minimally modifies geometries, but can signifi-
cantly alter electronic structure in form of the work function or charge distribution.
Nevertheless, we can attempt to estimate this effect by analyzing the dependence of
our results on the portion of covalent interaction between adsorbate and substrate. We
can do this by reducing the covalent adsorbate-substrate interactions by adding a non-
local functional that penalizes the LUMO orbital resulting in a higher LUMO energy and a
reduced charge-transfer:
Vˆc =
U
2
|φc〉〈φc| (3)
In the above penalty function Vc we effectively apply a penalty U on gas-phase molecular
reference orbitals φc (see SI for more details). With a penalty of 2 or 3 eV in the current
formalism we can reduce charge transfer between adsorbate and substrate on copper to the
same level as found in Ag (see Fig. 8 or Fig. S3). Although the corresponding DFT repulsion
is now very strong, EvdWsubstr. remains almost unchanged, suggesting no strong coupling between
covalent and vdW contributions in this system. We can therefore assume that qualitative
trends across substrates and coverages for adsorption on these comparably weakly interacting
surfaces are unaffected by the a-posteriori vdW treatment.
B. Adsorbate-Adsorbate Interactions
We proceed by explicitly studying dependence of all previously discussed energy compo-
nents and binding characteristics as a function of coverage. We do this by systematically
increasing the surface unit-cell size from a 5 × 5 unit cell, over the previously employed
6 × 6 unit cell to a 7 × 7 unit cell. In all cells we now account for lateral van der Waals
interactions between unit cells (as opposed to the previous section), which correspondingly
allows to directly compare to real coverage effects.
The different energy contributions are displayed in Fig. 8. The overall tendency is the
same for all coverages: The deformation energy and short-range DFT contribution are clearly
repulsive (E > 0) and lateral interactions are especially for silver nearly non-existent. The
dominating attractive contributions are van der Waals interactions with the substrate which
leads in all cases to stable total adsorption energies (E < 0). Interesting in the context of
self-assembly or island formation is the behavior at high coverages. On both substrates a
similar trend can be observed in this respect: all van der Waals interactions become more
attractive, whereas the deformation energy and DFT contributions become more repulsive
for the smallest considered 5 × 5 cell. To understand this trend we compare the charge
transfer (see Table I in SI) and density differences (Fig. 6 and 7) on both substrates. With
increasing coverage both the charge transfer and the pillow effect are increased, and con-
sequently the work function is also further reduced (Table III). Whereas work functions in
Table III are approximated from the mid-point vacuum potential of an asymmetric slab, we
do not expect the remaining deviations from dipole-corrected slabs to influence the overall
observed trends. For both substrates the interplay of the laterally repulsive deformation
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FIG. 8. Left panel: Calculated energy contributions to the total adsorption energy Eads under
variation of the size of the surface unit-cell (i.e., the coverage) for 2H-P on Ag(111) and Cu(111).
Lateral, intermolecular van der Waals interactions are negligible, while the van der Waals contri-
bution between molecule and substrate dominate Eads. The increase of Eads at higher coverages
indicates that 2H-P does not prefer to assemble into islands. Colors correspond to those in Fig. 1.
Right panel: Influence of the U-correction on the contributions to the adsorption energy of 2H-P
on Cu(111) in the low-coverage limit (6 × 6 cell). The vdW-contributions are nearly unaffected.
energy and laterally attractive van der Waals contributions with the substrate results in
very shallow minima (difference between 6 × 6 and 7 × 7: 0.097 eV on Cu, 0.026 eV on Ag)
in the total adsorption energy for the 6 × 6 unit cell (-2.61 eV for Ag(111) and -3.16 eV for
Cu(111)). The strong variation of the EvdWsubstr. is an interesting finding, as it means that the
distance between adsorbates indirectly influences the bonding strength of the adsorbate with
the substrate, thereby effectively yielding a via-substrate or substrate-mediated interaction
between adsorbates.
Inspecting the employed vdWsurf scheme, the observed via-substrate vdW-interaction can
only be traced back to either changes in the adsorbate structure or changes in the electron
density. The latter modify the C6 coefficients indirectly since those are functionals of the
electronic density through a connection via Hirshfeld partitioning. We analyze our results for
the second possibility across different coverages (5 × 5 to 7 × 7 cell) by effectively switching
off the dependency of the vdW scheme on the electronic density. This is achieved by setting
the Hirshfeld volume of a bound atom equal to the reference value of corresponding free
atom. The analysis suggests that density fluctuations are visible in the resulting energy
contributions but play only a small role with respect to the formation of overlayers in our
systems (∆EvdWsubstr. of 0.03 eV for both substrates). We hence relate the effective substrate-
mediated interactions to structural changes where the increase of adsorption energy at higher
coverage follows a reduction of adsorption height (∆h of 0.11 A˚ for Cu(111) and 0.15 A˚ for
Ag(111), cf. Table S V52).
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TABLE III. Calculated workfunctions (“asymmetric slab“), values in parenthesis refer to calcula-
tions with dipole canceling slabs.
5× 5 6× 6 7× 7
Ag(111) 3.97 eV 4.06 eV (3.80 eV) 4.12 eV
Cu(111) 4.03 eV 4.15 eV (3.81 eV) 4.28 eV
On silver 2H-P overlayers basically exhibit repulsion at high coverage and a fast decay
towards a constant adsorption energy. This suggests that no energetic driving force for island
formation exists, much in agreement with experimental findings. In the case of copper the
initially repulsive contribution (stemming from the deformation energy) at high coverage is
reduced and the 6× 6 unit cell is found to be the most stable coverage at -3.16 eV. The
stabilization of the 6× 6 cell when compared to the low coverage limit is 0.01 eV, which
can be considered small. In fact this corresponds to a temperature of 116 K. Therefore,
not considering surface diffusion or anharmonicity or mode coupling effects55, below this
energy a principal energetic driving force for self-assembly at an intermediate distance of
15.4 A˚ exists. The thermodynamic picture is hence rather clear, in both cases, the driving
forces for island assembly are non-existent or small. In fact, for both substrates the self-
assembly into islands might be kinetically hindered by diffusion barriers between adsorption
sites. Although we did not directly study the lateral diffusion process and the corresponding
transition states, the significantly larger adsorption energy and deformation of 2H-P on
copper suggests that in this case such a barrier may be significant. This would lead to a
kinetically hindered self-assembly process, where adsorbate molecules upon impingement on
the surface are fixed at their initial adsorption site. Experiments for 2H-P on copper suggest
that this is in fact the case.12
IV. CONCLUSIONS AND OUTLOOK
Molecular self-assembly on surfaces is a major focus area in molecular nanotechnology
and its detailed understanding in terms of individual binding contributions between adsor-
bate and substrate is an important goal. In this work we used dispersion-corrected density
functional theory to provide such understanding for the prototypical case of free-base por-
phine adsorption on the coinage metal surfaces Ag(111) and Cu(111). We find that on both
substrates the adsorbate-substrate interaction is dominated by attractive van der Waals
forces. The adsorption is generally stronger on copper, leading to a higher deformation of
the porphines, a higher binding energy and a more substantial modification of the frontier
orbitals as evidenced by the MO-PDOS. The latter includes hybridization effects such as
a strong broadening and splitting, as well as a down-shift of the LUMO and LUMO+1
(partially) below the Fermi level. This electron transfer plays a significant role only on the
stronger interacting Cu(111) surface and is additionally confirmed by employing different
charge partitioning schemes (Bader, Hirshfeld, Mulliken, integrated PDOS). Not unusual
for organic adsorbates is the accompanying charge redistribution upon adsorption, mani-
festing as a pronounced pillow effect and charge accumulation around the molecules. By
varying the surface unit-cell size and artificially switching on and off interactions between
adsorbates and adsorbate and substrate, we were able to disentangle the various attractive
and repulsive contributions to the adsorption energy for different coverages. Copper binds
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stronger than silver due to stronger van der Waals interaction and less DFT repulsion. In-
creasing coverage leads to an energetic penalty due to adsorbate deformation and to further
stabilization due to substrate-mediated lateral dispersion interactions. The sum of the latter
with the minimal amount of intermolecular van der Waals attractions cannot outbalance the
unfavorable deformation energy and DFT contribution at higher coverages. The resulting
more unfavorable adsorption energy prevents the formation of molecular islands on both
substrates.
The reliability of the derived results depends of course on the quality of the computa-
tional method. While the adsorption geometry is typically well recovered with a standard
semi-local functional like the employed PBE functional together with van der Waals cor-
rections26,55,56 the combination of DFT with a posteriori dispersion corrections can bias
the description of the electronic structure54. Our results agree in all points (adsorption on
bridge sites, weak electron transfer on Ag, strong electron transfer on Cu, no island for-
mation at high molecular coverages) with published interpretations from experiments,12,20
and we do not have any indications for the occurrence of such systematic errors for our
current case. Though, in general, great caution is advised when calculating density-derived
observables. It is important to note that although the employed DFT+vdWsurf approach
only uses a pairwise-additive dispersion correction and thereby neglects many-body contri-
butions to the dispersion energy56,57 the comparison with literature results obtained with
van der Waals functionals31 and also with experiments12,20 strongly support our qualitative
findings. Surprisingly, even small substrate-mediated lateral interactions due to changes in
the electron density are captured, since the atomic polarizabilities α and C6-coefficients of
the vdWsurf scheme are coupled to the density via Hirshfeld partitioning.
Overall, our results not only support existing experimental works and provide a first-
principles understanding of interactions governing molecular self-assembly, but might also
enable predications for the behavior of substituted porphyrins. By partitioning the ad-
sorption energy (cf. Fig. 8) for the basic porphine as starting point, we can try to access
the anticipated outcome of functionalization by analyzing the influence on each single en-
ergy component. Adding, for example, phenyl side groups, introduces additional attractive
van der Waals interactions at smaller molecule-molecule distances, which can be enough
to facilitate the formation of islands on Ag(111).46 Further works could include a detailed
breakdown of the different energy components for molecular functionalization that targets
electronic decoupling of the surface in order to reduce kinetic diffusion barriers58 or to in-
crease lateral interaction between adsorbates. Another interesting approach could be to
enhance substrate-mediated lateral interactions by modifying the substrate electronic struc-
ture, for example with electron-widhdrawing co-adsorbates.
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