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Fuzzy set theory has developed significantly in a mathematical direction 
during the past several years but few applications have emerged. This paper 
investigates the role of fuzzy set theory in certain optimal control formulations. 
In particular, it is shown that the well-known quadratic performance criterion 
in deterministic optimal control is equivalent to the exponential membership 
function of a certain fuzzy decision (set). In a stochastic setting, similar 
equivalences establish new definitions for “confluence of goals” and “max- 
imizing decision” in fuzzy set theory. These and other definitions could lead to 
the development of a more applicable theory of fuzzy sets. 
1. INTRODUCTION 
Since its introduction by Zadeh in 196.5 [I], fuzzy set theory has developed 
significantly as an area of mathematics. Unfortunately, however, significant 
applications of the theory in dynamic systems analysis and synthesis have 
not been forthcoming. This is in spite of the fact that Zadeh intended, in 
developing a theory of fuzzy sets, to provide mathematical systems theory 
with a powerful new tool for handling real-world problems. It is hoped that 
this paper, which investigates the role of fuzzy sets in optimal control theory, 
will contribute, albeit in small measure, to the attainment of Zadeh’s goal. 
Specifically we show, in this article, that the “quadratic performance 
criterion” of optimal control can be viewed as a particular “confluence of 
fuzzy goals and constraints” [2], which have membership functions of 
exponential type. Here, “confluence” must be interpreted as the product 
of the membership functions of the goals and constraints1 In addition we 
i Interestingly, the product of membership functions has received little attention in 
fuzzy set theory (however, see [2]) because it does not distribute over certain set- 
theoretic operations. However, its role in a more practical context is clearly demon- 
strated in this paper. 
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show that the definition of “maximizing decision,” introduced in [2], is 
adequate in the deterministic optimal control problem but that an alternative 
definition is more appropriate in a stochastic setting. This could have im- 
portant consequences for fuzzy set theory and its applications. 
It is important to note that the results published in [3, 41, which we draw 
upon here, are consequences of stimulating discussions with L. A. Zadeh 
on fuzzy set theory during the author’s stay at the University of California 
in the Spring of 1971. At the time at which these papers were written, we felt 
that the results would be best couched in a control-theoretic context. Now, 
with hindsight, we see the implications which these results have for fuzzy 
set theory and its applications. 
2. FUZZY GOALS AND CONSTRAINTS 
We state here certain definitions of Bellman and Zadeh [2] and comment 
upon three of these. 
DEFINITION 1. Let 2 = {.s} denote a collection of objects (points). Then 
a fuzzy set A in Z is a set of ordered pairs 
A = {(z, P&N>, .z E 2 (1) 
where ~~(a) is termed the grade of membership of z in A and pA : 2 -+ [0, l] 
is referred to as the membership function of A. 
DEFINITION 2. The intersection of fuzzy sets rZ and R in Z is defined to 
be a fuzzy set in 2 with membership function 
DEFINITION 3. The algebraic product of fuzzy sets A and B in Z is a 
fuzzy set defined by 
P,4&) i2 CL‘&) CL&>, 2 E 2. (3) 
As pointed out in [2], Definition 3 may also be taken as a definition of 
intersection in which case “and” is interpreted in a softer sense than in 
Definition 2. This alternative definition of intersection has not found favor 
in fuzzy set theory because product distributes over “union” (and other 
set-theoretic operations) but not vice versa. However, we show in this paper 
that, in control systems theory, there are definite advantages in using 
Definition 3. The most obvious, inherent, advantage is that pAB(z) is con- 
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tinuously differentiable with respect to z if pA(z) and pB(z) are continuously 
differentiable; this property is not shared by (2). Another advantage of (3) 
is that the character (shape) of pae(z) is not affected by scaling. That is, 
pae(z) = ppA(z) &z) if ppA(z) is used in place of am, (p a scalar) whereas 
~,~~s(z) & min(pp,(z), pB(z)) does not, in general, have the same shape as 
P mink&), k&N- 
DEFINITION 4. Let 2 = {x} be a given set of alternatives. Then, a 
fuzzy goal, or simply goal, in Z is identified with a fuzzy set G in Z charac- 
terized by a membership function pc(z), z E 2.2 
DEFINITION 5. A fuzzy constraint C in Z is defined to be a fuzzy set in Z 
characterized by a membership function ~~(2) z E Z.3 
DEFINITION 6. Assume that we are given a fuzzy goal G and a fuzzy 
constraint C in 2. Then G and C combine to form a fuzzy decision D which is 
a fuzzy set resulting from a “confluence” of G and C; namely, 
D=G*C 
where + denotes “confluence.” “Confluence” can here be interpreted as 
intersection (Definition 2) or algebraic product (Definition 3). 
In [2] it is interpreted as intersection but we shall indicate that algebraic 
product is more suitable in the context of certain optimal control formulations. 
DEFINITION 7. A maximizing decision in Z is an alternative which maxi- 
mizes pn(z) over Z. 
In this paper we show that Definition 7 is adequate in a class of deter- 
ministic optimal control problems but that in a stochastic setting it is reason- 
able to define a maximizing decision as an alternative which maximizes 
EpD(x) or, more interestingly, one that minimizes E[l/~~(.lc)], where E denotes 
expectation. In the event these two definitions do not yield equivalent 
maximizing decisions; however, both produce useful decisions. 
3. A DETERivINISTIc OPTIMAL CONTROL PROBLEM AND 
ITS FUZZY FOR~VIUL.~TION 
We state a well-known optimal control problem and demonstrate its 
equivalent fuzzy formulation. 
2 See [2] for illustrative examples. 
3 See [2] for illustrative examples. 
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The problem is to minimize with respect to the sequence {uk} the per- 
formance criterion 
N-l 
subject to the dynamic constraint 
x~+~ = A,x, + B,u, ; x,, given, (6) 
where xle E Rn, Us E Rm, and where the matrices have appropriate dimensions. 
We make the (usual) assumption that 
Qk)/O, R,>O, K=O,l,..., N-l 
and (7) 
Q.v 2-O. 
Note that by minimizing performance criterion (5) we mean to “keep {x~} 
small” subject to the requirement that “(u,} is not too large.” Clearly, these 
are fuzzy objectives which can be presented by fuzzy sets in the space of 
alternatives, as in the following fuzzy formulation. 
We obtain our maximizing decision by maximizing the membership 
function 
N-l 
which characterizes the fuzzy decision (set) in the space of alternatives. The 
individual membership functions of the fuzzy goals and constraints are 
defined as follows: 
&xx: ; k) L exp[-x,TQP++J, (9) 
CL& ; 4 A exp[--uk*&ukl, (10) 
P&N ; N) & exp[--xNTQNx.vl, (11) 
where the restrictions (7) on Qk, R, , QN ensure that pc , pc are proper 
membership functions. 
In this formulation we see that “confluence” of goals and constraints is 
interpreted as “product” rather than as “intersection.” Note that the 
maximizing decision obtained by maximizing pD over all sequences {Us} 
subject to constraint (6) is the same as that obtained by minimizing (5) 
(this is due to the monotonic nature of “exp”). Thus, in a deterministic 
setting, formulation as a fuzzy goal/constraint-problem yields no new results 
and little new insight. 
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4. A STOCHASTIC OPTIMAL CONTROL PROBLEM AND 
ITS FUZZY FORMULATIONS 
In this section we consider the problem of minimizing with respect to 
{Us}, the criterion 
where E denotes expectation, subject to 
x~.+~ = A,s, + B,u, + Tkwli ; x0 given, (13) 
where {wI;) is a sequence of q-dimensional Gaussian random variables, of zero 
mean, distributed independently in time. As is well known (certainty equiv- 
alence principle) this problem has the same solution as the deterministic 
problem of Section 3. 
An obvious, rather trivial, fuzzy formulation of the stochastic problem is 
obtained by defining 
,&(.x~ ; k) & exp[--Ex,rQLw,], (14) 
pc(u, ; R) 2 exp[--EuPTR,u,], (15) 
ji&N ; IV) 2 exp[ - ExNTQ,+vN] . (16) 
We then obtain our maximizing decision by maximizing 
N-l 
which obviously yields the same answer as obtained by minimizing (12) or, 
for that matter, (5). 
Note, however, that a much more appealing fuzzy version is obtained 
by defining 
N-l 
where, as before, pc , pC are defined by (9)-(11). 
The solution to the problem of maximizing (18) is not the same as that 
obtained by minimizing (17) [3]. In particular, though the optimal controller 
is linear in the system state, it depends upon the statistics (covariance) of 
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the noise sequence {We}, [3, 41, w ic is not true of the optimal controller h h . 
obtained by minimizing (12) or (17). 
Another interesting fuzzy formulation which yet again has a different, 
though linear, solution [3, 4, 51, is that of minimizing with respect to {us} the 
expression 
which is simply 
N-1 
1 (x~‘Q~x~ + u,=R,u,) + xN=QNx.N . 
I;=0 I 
(20) 
This criterion is equivalent to (18) in the deterministic case where {wL} is 
zero but is a much “harder” criterion in the stochastic case [3,4, 51. Indeed, 
for {We} “sufficiently wild” (21) is unbounded above, regardless of the choice 
of {UJ.). 
The criterion (20) yields another definition of “maximizing decision” 
and is, in fact, a more realistic criterion, in certain cases, than (18)-see 
[3, 4, 51. Thus it appears that the most obvious definition of “maximizing 
decision” for decision making in a fuzzy environment [2] may be inappropriate 
in a stochastic setting. This, of course, raises the question of whether other 
definitions of “confluence” or “maximizing decision” may be appropriate in 
other, hereto unexplored, fuzzy-set applications. 
5. CONCLUSIONS 
In this paper we have, by reformulating certain optimal control problems 
in fuzzy-set terms, shown that: 
(i) The definition of “confluence” of fuzzy goals and constraints by 
the product rule, rather than by the intersection rule, is preferable in a control 
systems context as distinct from a (fuzzy) set-theoretic context in which 
distributative and commutative properties are of prime importance. 
(ii) The definition of “maximizing decision,” in a stochastic, fuzzy 
environment, as the maximization of the expected value of the membership 
function of a fuzzy decision D is less appealing than minimization of E( I /po). 
This work therefore raises the question of which other definitions of 
“confluence” and “maximizing decision” could be appropriate in systems 
applications. The answer(s) to this question could very well lead to the 
development of a more implementable, or applicable, theory of fuzzy sets. 
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