The self-field of a charged particle has a singular component that diverges at the particle. We use both coordinate and covariant approaches to compute an expansion of this singular field for particles in generic geodesic orbits about a Schwarzschild black hole for scalar, electromagnetic and gravitational cases. We check that both approaches yield identical results and give, as an application, the calculation of previously unknown mode-sum regularisation parameters.
I. INTRODUCTION
The notion of a self-force has a long history in physics. Early work led to the derivation of the Abraham-LorentzDirac [1] formula for the radiation reaction force on an accelerating point electric charge moving in a flat spacetime. In the 1960s, DeWitt and Brehme [2] derived the curved spacetime equivalent, and a correction was later provided by Hobbs [3] . For a comprehensive review of the self-force problem, see Refs. [4] [5] [6] .
With the advent of gravitational wave astronomy, the past two decades have seen a surge in interest in the self-force problem. This has been motivated by the study of so-called Extreme Mass Ratio Inspiral (EMRI) systems. These binary systems -consisting of a compact object of ∼ 1 solar mass spiralling into a massive black hole of ∼ 10 6 solar masses -are one of the most proimising candidates for study by planned space-based gravitational wave detectors [7] [8] [9] [10] [11] [12] [13] . The nature of interferometric gravitational wave detectors is that unlike traditional electromagnetic spectrum telescopes they are not directional; instead they see all directions at once. As a result, a crucial component of any observation is the use of data analysis techniques such as matched filtering to disentangle the desired signal from the noise. This, in turn, requires an accurate model of the signal one expects to see. This is even more true given the recent proposals for the eLISA/NGO detector [14] (which will have a reduced sensitivity compared to LISA, the previously proposed space-based gravitational wave detector) will mean that accurate waveform models are all the more crucial.
The past two decades have seen new derivations of the equations of motion of a point charge moving in a curved spacetime; this was first done in the gravitational charge case by Mino, Sasaki and Tanaka [15] and Quinn and Wald [16] and in the minimally coupled scalar charge case by Quinn [17] . Since then, there have been significant achievements in putting these derivations on a firmer footing. The use of distributional sources in Einsteins equations is known to be problematic [18] . Nevertheless, with sufficient care they have proven to be a useful practical tool in many cases [19, 20] . In the case of the self-force problem recent derivations have avoided the introduction of distributional sources altogether through the use of matched asymptotic expansions and careful limiting procedures [21] [22] [23] [24] [25] [26] . At first perturbative order it is satisfying that these more rigorous derivations reproduce the same equations of motion as one would obtain using distributional sources. Nevertheless, it is likely that these more rigorous methods are required to advance to second perturbative order [27] [28] [29] [30] [31] and beyond [32] [33] [34] .
Several practical self-force computation strategies have developed from these formal derivations, all of which are based on the now-justified assumption that the use of a distributional source is acceptable at first perturbative order:
• The mode-sum approach [35, 36] • The effective source approach [37, 38] • The matched expansion approach [39, 40] The key to all three approaches is the subtraction of an appropriate singular component (which only appears due to the use of a distributional source) from the retarded field to leave a finite regular field which is solely responsible for the self-force. This singular component must satisfy two criteria:
1. It has the same singular structure as the full retarded field on the particle's worldline.
2. It does not contribute to the self-force (or its contribution is well known and can be corrected for).
There are many choices for a singular field that satisfies the above criteria, although not all choices are equal. Detweiler and Whiting [41] identified a particularly appropriate choice. Through a Green function decomposition, they derived a singular field which not only satisfies the above two criteria, but also has the property that when it is subtracted from the full retarted field, it leaves a regularized field which is a solution to the homogeneous wave equation. Extensions of this idea of a singular-regular split to extended charge distributions [22, 23] , to second perturbative order [27] [28] [29] [30] [31] and fully non-perturbative contexts [34] have recently been developed.
In this paper, we develop highly accurate approximations to the Detweiler-Whiting singular field of point scalar and electromagnetic charges as well as that of a point mass. This is achieved through high-order series expansions in a parameter , which acts as a measure of distance from the particle's world-line. As examples, we derive explicit expressions for the case of geodesic motion in Schwarzschild spacetime and show how these may be applied to both the mode-sum and effective source approaches described above. Similar expansions may also be used for the quasi-local component in the matched expansion approach [42] [43] [44] whereby the Green function is matched onto a quasi-normal mode sum and the retarded field is then computed as the integral of this matched retarded Green function along the worldline of the particle.
While the primary focus of this paper is on computing the singular field for Schwarzschild spacetime, many of the expressions we give are valid in more general spacetimes. In particular, where space allows, we do not make any assumptions about the spacetime being Ricci-flat. To make this distinction explicit, we use the Weyl tensor, C abcd , in expressions which are valid only in vacuum and the Riemann tensor, R abcd in expressions which are also valid for non-vacuum spacetimes. Note that this is done only for space reasons 1 ; our raw calculations include all non-vacuum terms in addition to those given in this paper and we have made the full expressions available in electronic form [45] .
The layout of this paper is as follows. In Sec. II we give exact formal expressions for the singular field in scalar, electromagnetic and gravitational cases. In Sec. III we describe covariant and coordinate approaches to the computation of expansions of the key fundamental bitensors appearing in the formal expressions for the singular field. In Sec. IV we give explicit expressions for the singular field in the form of covariant series expansions. Our equivalent coordinate expressions are too large to be of use in print; instead we have made them available electronically [45] . In Sec. V, we use our coordinate expansions to derive high-order regularization parameters for use in the mode-sum method. In doing so, we give the next two previously unknown non-zero regularization parameters in scalar, electromagnetic and gravitational cases. In Sec. VI we apply our coordinate expansions to the effective source method and compute an effective source for our high order singular field. This improves on previous effective source calculations by adding an additional four orders, bringing the approximation to eight-from-leading order. In Sec. VII we summarize our results and discuss further prospects for their application. Finally, in Appendices A and B we give explicit expressions for many of the expansions in coordinate and covariant form, respectively, along with a more in-depth derivation of our expressions.
Throughout this paper, we use units in which G = c = 1 and adopt the sign conventions of [46] . We denote symmetrization of indices using parenthesis (e.g. (ab)), anti-symmetrization using square brackets (e.g. [ab] ), and exclude indices from (anti-)symmetrization by surrounding them by vertical bars (e.g. (a|b|c), [a|b|c] ). We denote pairwise (anti-)symmetrization using an overbar, e.g. R (ab cd) =
• the point x refers to the point where the field is evaluated
• the point x refers to an arbitrary spacetime point
• the pointx refers to an arbitrary point on the world-line
• the point x (adv) refers to the advanced point of x on the world-line
• the point x (ret) refers to the retarded point of x on the world-line
In computing expansions, we use as an expansion parameter to denote the fundamental scale of separation, so that x − x ≈ x −x ≈ x − x = O( ). Where tensors are to be evaluated at one of these points, we decorate their indices appropriately using and¯, e.g. T a , T a and Tā refer to tensors at x, x andx, respectively.
II. SINGULAR FIELD AND SELF-FORCE OF A POINT PARTICLE
In an appropriate gauge, the retarded field, ϕ A (x), of an arbitrary point particle satisfies the inhomogeneous wave equation with a distributional source,
where
is the wave operator, ≡ g ab ∇ a ∇ b , g ab is the (contravariant) metric tensor, ∇ a is the covariant derivative defined by a connection A A Ba : ∇ a ϕ A = ∂ a ϕ A + A A Ba ϕ B , m is the mass of the field, Q is the charge of the particle, P A B (x) is a potential term, u A (x) is an appropriate tensor constructed from products of the four-velocity on the world-line parallel transported to x and δ 4 (x, z(τ )) is an invariant Dirac functional in a four-dimensional curved spacetime as defined in Eq. (13.1) of Ref. [4] . The retarded solutions to this equation give rise to a field which one might naïvely expect to exert a self-force
on the particle, where p a A (x) is a tensor at x and depends on the type of charge. The distributional nature of the source leads to this self-force being divergent at the location of the particle and a regularisation scheme must be employed. We require a singular field, ϕ A (S) , that captures the singular behaviour of ϕ A and that, when subtracted from ϕ A , leaves a finite physical self-force. Detweiler and Whiting [41] showed how such a singular field can be constructed through a Green function decomposition. In four spacetime dimensions and within a normal neighborhood, the Green function for the retarded/advanced solutions to Eq. (2.1) may be given in Hadamard form, 
Note that this has support on and outside the past and future light-cone (i.e. for points x and x spatially separated) and is only uniquely defined provided x and x are within a convex normal neighbourhood. Given this singular Green function, we may define the Detweiler-Whiting singular field,
which also satisfies Eq. (2.1). Subtracting this singular field from the retarded field, we obtain the regularized field,
which Detweiler and Whiting showed gives the correct finite physical self-force,
Moreover, this regularized field is a solution of the homogeneous wave equation,
This holds independently of whether one is considering a scalar or electromagnetically charged point particle or a point mass. To make this more explicit, in the following subsections we give the form these expressions take in each of scalar, electromagnetic and gravitational cases.
A. Scalar Case
In the scalar case the singular field, Φ (S) , is a solution of the inhomogeneous scalar wave equation,
where q is the scalar charge and ξ is the coupling to the background scalar curvature. An expression for Φ (S) may be found by considering the scalar Green function [obtained by taking
is the Van Vleck-Morette determinant as defined in Eq. (7.1) of Ref. [4] . This Green function is a solution of the equation
Given this expression for the Green function, the scalar singular field is
V (x, z(τ ))dτ (2.13) and one computes the scalar self-force from the regularized scalar field
(2.14)
B. Electromagnetic Case
In Lorenz gauge, the electromagnetic singular field satisfies the equation 
where g a a is the bi-vector of parallel transport as defined in Eq. (5.11) of Ref. [4] . This Green function is a solution of the equation
Given this expression for the Green function, the electromagnetic singular field is
One computes the electromagnetic self-force from the electromagnetic regular field, A
a , as
In Lorenz gauge, the trace-reversed singular first order metric perturbation satisfies the equation 20) where µ is the mass of the particle and the trace-reversed singular field is related to the non-trace-reversed version byh
ab . An expression forh
ab may be found by considering the gravitational Green function [obtained by taking
b . This Green function is a solution of the equation
Given this expression for the Green function, the trace-reversed singular first order metric perturbation is
One computes the gravitational self-force from the regularized trace-reversed singular first order metric perturbation, h
ab , as
III. COVARIANT AND COORDINATE EXPANSION OF FUNDAMENTAL BITENSORS
In the previous section, we gave expressions for the singular field in terms of the bitensors U A B (x, x ) and V A B (x, x ). The first of these is given by
where ∆ (x, x ) is the Van Vleck-Morette determinant [4] ,
g AB is the bi-tensor of parallel transport appropriate to the tensorial nature of the field, eg.
(gravitational), (3.3) and where the higher spin fields are taken in Lorentz gauge. Here, g α α (x, x ) is the bi-vector of parallel transport defined by the transport equation
The bitensor V AB (x, x ) may be expressed in terms of a formal expansion in increasing powers of σ [47] : 5) where the coefficients V AB n (x, x ) satisfy the recursion relations
for n ∈ N, along with the 'initial condition'
Looking at the above equations for U AB (x, x ) and V n AB (x, x ), we see that a key component of the present work involves the computation of several fundamental bitensors, in particular, the world function σ(x, x ), Van Vleck determinant ∆ 1/2 (x, x ), four-velocity u a (x), and bivector of parallel transport g a b (x, x ). This may be achieved by expressing them as expansions about some arbitrary pointx which is close to x and x . We derive these here using both covariant and coordinate methods, each of which has its own advantages and disadvantages. The covariant expression is more elegant, allowing for compact formulas; however these formulas hide complex terms such as high order derivatives of the Weyl tensor that quickly become extremely time consuming to compute, even using computer tensor algebra packages such as GRTensorII [48] or xAct [49] . The coordinate approach is less elegant but more practical for explicit calculations and it avoids the need to use tensor algebra. Independently of the approach taken, these expansions may be used to compute expansions of U AB (x, x ) and V n AB (x, x ) (by substituting into the above equations), and hence of the singular field. In the case of covariant expansions, for explicit calculations one must further expand the covariant expressions in coordinates, yielding an expression which may be directly compared with those obtained from the coordinate approach. The resulting expressions are long but are explicit functions of the coordinates, enabling them to be transformed directly into, for example, C functions, indeed we give them in such form online [45] .
A. Covariant Approach
In this subsection, we briefly discuss our method for obtaining covariant expansions for the biscalars appearing in Eqs. (2.13), (2.18) and (2.23). We eventually seek expansions about a pointx on the worldline (which we may treat as fixed in the majority of this paper). In doing so, we follow the strategy of Haas and Poisson [4, 50] :
• For the generic biscalar A(x, z(τ )), write it as A(τ ) ≡ A(x, z(τ )).
• Compute the expansion about τ =τ . This takes the form
whereȦ(τ ) = A ;ā uā,Ä(τ ) = A ;āb uāub, · · · . • Compute the covariant expansions of the coefficientsȦ(τ ),Ä(τ ), · · · aboutτ .
• Evaluate the expansion at the desired point, eg. A(x ) = A(x, x ).
• The resulting expansion depends on τ through the powers of τ −τ . Replace these by their expansion in (about x), the distance between x and the world-line.
A key ingredient of this calculation is the expansion of ∆τ ≡ τ −τ in . The leading orders in this expansion were developed by Haas and Poisson [50] for the particular choices ∆τ + ≡ v −τ and ∆τ − ≡ u −τ . They found
wherer ≡ σāuā ands ≡ (gāb + uāub)σāσb. In Appendix B we extend their calculation to the higher orders required in the present work. In the same Appendix, we also apply the above method to compute covariant expansions of all quantities appearing in the expression for the singular field. In order to obtain explicit expressions, we substitute in the coordinate expansion for σā (as discussed in Sec. A) along with the metric, Riemann tensor and 4-velocity (all evaluated atx). In doing so, we only have to keep terms that contribute up to the required order and truncate any higher order terms.
B. Coordinate Approach
In this subsection we follow a similar approach as described above, but in coordinates. We will start by considering two arbitrary points x and x nearx. We will seek expansion where the coefficients are evaluated atx, so we introduce the notation
where we use the convention that the index carries the information about the point:x a = xā. In the calculations below ∆x a and δx a are both assumed to be small, of order . The first item we require for our calculations is a coordinate expansion of the biscalar σ (x, x ), the Synge world function. We start with a standard coordinate series expansion about x, see for example [43] (note the difference in convention for ∆x a in that paper), to get
The coefficients are readily determined in terms of derivatives of the metric at x by use of the defining identity 2σ = σ a σ a , see [43] . To be explicit, the first few are given by
We now go one step further by expanding the coefficients aboutx to give a double expansion in ∆x a and δx a with coefficients atx. The first few terms are
where now we interpret δx a as x a − ∆x a − xā and we use square brackets to distinguish terms of different order in . Rather than disturb the flow here and throughout this section we just give the first few terms of each expansion for a general metric to make the structure clear and give explicit expressions in Schwarzschild space-time to much higher order in Appendix A. Now that the coefficients are at the fixed pointx, it is straightforward to take derivatives of σ at x and x , for example,
12)
Likewise we can calculate the Van Vleck-Morette determinant directly from its definition,
To obtain an expressions at x (adv) and x (ret) , we allow x a to be on the worldline and again give it as an expansion around the pointx, as shown in Fig. 1 . Writing x a in terms of proper time τ gives
where uā is the four velocity at the point xā, ∆τ = τ −τ , and an overdot denotes differentiation with respect to τ . We are interested in determining the points on the worldline that are connected to x by a null geodesic, that is we want to solve
By writing ∆τ = τ 1 + τ 2 2 + τ 3 3 + · · · and explicitly inserting an in front of ∆x a , we may equate coefficients of powers of to obtain
Equation (3.19 ) is a quadratic with two real roots of opposite sign (for x spacelike separated fromx) corresponding to the first approximation to our points x (adv) and x (ret) ,
wherer (1) is the leading order term in the coordinate expansion of the quantityr appearing in our covariant expansions. Equation (3.20) is typical of the higher order equations giving τ n in terms of lower order terms.
IV. EXPANSIONS OF THE SINGULAR FIELD
In this section we list the covariant form of the singular field to order 4 , where is the fundamental scale of separation, so, for example,r,s and σ(x,x)ā are all of leading order . The cooordinate forms of these expansions are too long to be useful in print form so instead they are available to download [45] .
A. Scalar singular field
To O( 4 ), the scalar singular field is 
To O( 4 ), the gravitational singular field is 
The singular field expansions derived in the previous sections have several applications in explicit self-force calculations. One of the most successful computational approaches to date is the mode-sum scheme of Barack and Ori [35, 36] ; the majority of existing calculations are based on it in one form or another [50, . The basic idea is to decompose the singular retarded field into spherical harmonic modes which are continuous and finite in general for the scalar case and in Lorenz gauge for the electromagnetic and gravitational cases. A key component of the calculation involves the subtraction of so-called regularization parameters -analytically derived expressions which render the formally divergent sum over spherical harmonic modes finite. In this section, we derive these parameters from our singular field expressions and show how they may be used to compute the self-force with extremely high accuracy.
A. Rotated Coordinates
In order to obtain expressions which are readily written as mode-sums, previous calculations [35, 50, 54] found it useful to work in a rotated coordinate frame. We found it most efficient to carry out this rotation prior to doing any calculations. To this end, we introduce Riemann normal coordinates on the 2-sphere atx in the form
where α and β are rotated angular coordinates given by
In these coordinates, the Schwarzschild metric is given by the line element
The algebraic form of the metric makes it very suitable for using with computer algebra programmes such as Mathematica. The apparent complexity of having a non-diagonal metric on S 2 is in fact minimal since the determinant of that metric is simply 1.
B. Mode decomposition
The method of regularization of the self force through l-mode decomposition is by now standard, see, for example, [35] , [54] and [50] . Having calculated the singular field, it is straightforward to calculate the component of the self-force that arises from the singular field 3 , F a , for scalar, electromagnetic and gravitational cases using Eqs. (2.14), (2.19) and (2.24) with the singular field substituted for the regular field. We study the multipole decomposition of F a by writing
where Y lm (θ, φ) are scalar spherical harmonics, and accordingly
To calculate the l-mode contribution atx = (t 0 , r 0 , α 0 , β 0 ), we have
In previous calculations, Eq. (5.6) has naturally arisen in Schwarzschild coordinates with θ 0 = π 2 , and it was necessary to perform a rotation to move the coordinate location of the particle from the equatorial plane to a pole in the new coordinate system. However, by choosing to work in an S 2 Riemann normal coordinate system from the start, our particle is already located on the pole. This saves us from further transformation and expansions at this stage. With the particle on the pole, Y lm (α 0 = 0, β 0 ) = 0 for all m = 0. This also allows us, without loss of generality, to take β 0 = 0. Taking α 0 , β 0 and m all to be equal to zero in Eq. (5.8) gives us
For each spin field, the singular self-force, F a (r, t, α, β), has the form
On identifying τ 1 =r (1) ± ρ, this form can be easily seen to follow from the coordinate representation of the above expressions for the singular field. In using Eq. (5.10) to determine the regularization parameters, we only need to take the sum to the appropriate order:
Explicitly, in our coordinates ρ = (gābuā∆x b ) 2 + gāb∆x a ∆x b takes the form
where the α, β dependence is contained exclusively in ∆w 1 and ∆w 2 . E = −u t and L = u φ are the energy per unit mass and angular momentum along the axis of symmetry, respectively. In particular, taking t = t 0 (∆t = 0) allows us to write
We further define
and this allows us to rewrite our ∆w's in the alternate forms
Suppose, for the moment, that we may take the limit in Eq. (5.9) through the integral sign, then using our alternate forms we have
In [75] , it was shown that the integral and limit in Eq.(5.9) are indeed interchangeable for all orders except the leading order, n = 1 term, where the limiting ρ 0 −3 would not be integrable. Thus we find the singular self-force now has the form 18) where the β dependence in the c n 's are hidden in χ, while the α and β dependence of F a (r, t 0 , α, β) is hidden in both the ρ's and c n 's. Note here that we use the convention that a subscript in square brackets denotes the term which will contribute at that order in 1/l. Furthermore the integrand in the summation is odd or even under ∆w i → −∆w i according to whether n (and so 3n − 2) is odd or even. This means only the even terms are non-vanishing, while [5] (r 0 , t 0 ) = 0 etc. Some care is required in dealing with taking the limit in the first term. As this has been addressed previously [50, 54, 75, 76] and our main interest is in the higher orders we omit the details here and only discuss the calculation of the higher order terms.
In the higher order tems in Eq. (5.18), we may immediately work with
where A 
In this case the angular integrals involve 1 2π
where (n + 1)/2 ∈ N ∪ {0}. The resulting equations can then be tidied up using the following special cases of hypergeometric functions
are complete elliptic integrals of the first and second kinds, respectively. All other powers of χ can be integrated to hypergeometric functions that can then be manipulated to be one of the above by the use of the recurrence relation in Eq. (15.2.10) of [77] . That is
In the next sections, we give the results of applying this calculation to each of scalar, electromagnetic and gravitational cases in turn. In doing so, we omit the explicit dependence on l which in each case is
It is also also worth pointing out that there exists in the literature several different notations for the regularization parameters. We have adopted a notation which is readily extensible to other orders and which makes the dependence on l explicit. To avoid confusion, in Table I we give the relation between our notation and other common notations.
TABLE I. Relation between notational choices for the regularization parameters (RPs). The most common choices are those of either Barack and Ori [35] or Detweiler, Messaritaki and Whiting [54] .
C. Scalar case
In the scalar case, the regularization parameters are given by
where 
D. Electromagnetic case
In the electromagnetic case, an ambiguity arises in the definition of u a in the angular directions away from the world-line. In (2.19) one is free to define u a (x) as they wish provided lim x−>x u a (x) = uā. A natural covariant choice would be to define this through parallel transport, u a (x) = g ab ub. However, in reality it is more practical in numerical calculations to define u a such that its components in Schwarzschild coordinates are equal to the components of uā in Schwarzschild coordinates. Doing so, the regularization parameters are given by
E. Gravitational case
Self-force regularization
The self force on a gravitational particle is given by
Note that, as in the electromagnetic case, an ambiguity arises here due to the presense of terms involving the fourvelocity at x. One is free to arbitrarily choose how to define this provided lim x→x u a = uā. Following Barack and Sago [64] , we choose to take the Schwarzschild components of the four velocity at x to be exactly those atx. The regularisation parameters in the gravitational case are given by
huu regularization
The quantity
was first proposed by Detweiler [5] as a tool for constructing gauge invariant measurements from self-force calculations. It has since proven invaluable in extracting gauge invariant results from gauge dependent self-force calculations [62, 78] . Much the same as with self-force calculations, the calculation of H (R) requires the subtraction of the appropriate singular piece,
ab u a u b from the full retarded field. In this section, we give this subtraction in the form of mode-sum regularization parameters. In doing so, we keep with our convention that the term proportional to l + is denoted by H [-1] (= 0 in this case), the constant term is denoted by H [0] , and so on.
Note that, as in the self-force case, an ambiguity arises here due to the presense of terms involving the four-velocity at x. One is free to arbitrarily choose how to define this provided lim x→x u a = uā. As before, we choose this in such a way that the Schwarzschild components of the four velocity at x are exactly those atx. The regularisation parameters are then given by
F. Example
As an example application of our high order regularization parameters, we consider the case of a scalar particle on a circular geodesic of the Schwarzschild spacetime. In this case, the retarded field may be computed using the frequency domain method described in [54] , along with improved asymptotics for the boundary conditions (by expanding inside the exponential rather than outside) and with the use of the arbitrary precision differential equation solving support in Mathematica [79] . These improvements allowed us to substantially increase the accuracy of the computed retarded field. We found this to be necessary to get the full benefit from the the higher order regularization parameters.
In Fig. 2 , we show the effect of subtracting in turn the cumulative sums of the regularization parameters from the full retarded field. Shown in the figure in order from top to bottom are F [4] , F l r [6] , F l r [8] , F l r [10] , F l r [12] .
cumulative sum of the regularization terms [4] , F l r [6] , F l r [8] , F l r [10] and F l r [12] . The parameters
, F r [4] and F r [6] are the analytically derived ones given in Sec. V C. The parameters F r [8] , F r [10] and F r [12] were determined through a numerical fit to the data. The resulting rapid convergence with l enables the calculation of an extremely accurate value for the self-force. Summing over l, we find F r = 0.000013784482575667959 (3) , where the uncertainty in the last digit is estimated by assuming that the error comes purely from the fact that the sum is only done up to a finite l max = 80.
In addition to providing a highly accurate benchmark, this example may be used to assess the benefits which can be obtained from the use of higher-order regularization parameters. The most obvious benefit is that with fixed computational resources (i.e. fixed number of spherical harmonic modes) one can obtain a much more accurate value for the self-force. This is highlighted by comparison of our value for F r with that of the previous benchmark given in Ref. [54] . Both calculations consider the same case of a scalar charge in a circular orbit of radius 10M around a Schwarzschild black hole. Using 40 l-modes and regularization parameters up to F l r [2] , Ref. [54] obtained a value for the self-force with a fractional accuracy of 10 −9 . The inclusion of the next two regularization parameters improves this to a fractional error of 10 −12 which increases to a fractional error of 10 −17 when 80 modes are used. This example represents a somewhat extreme case: it uses highly accurate frequency domain methods combined with high-precision numerical integration and a relatively large number of spherical harmonic modes. In more typical time-domain calculations, numerical data up to l ∼ 15 is used and it is common that the dominant source of error comes from the tail fit. While it may seem that one merely needs to compute more modes to reduce this error, this is not a realistic solution. In a mode-sum calculation, the number of spherical harmonic modes required for each l scales as l 2 , meaning that simply running simulations for larger and larger l rapidly becomes prohibitively expensive in terms of computational cost. Additionally, the improvement with each additional mode falls off as an inverse power in l, meaning that many more l modes are required for an increasingly small benefit. In this case, the inclusion of higher order regularization parameters essentially eliminates this problem: without them the tail fit is the dominant source of error, with them sufficiently accurate results may be obtained without even fitting for a tail.
It should be pointed out that there is one caveat to our conclusions. The use of high order regularization parameters requires the subtraction of increasingly (relatively) large numbers to obtain a small regularized remainder. It is therefore essential that any numerically provided data for the retarded field must be of sufficient accuracy for the subtraction to yield meaningful results. As a result, calculations which were previously deemed sufficient would not necessarily gain an immediate benefit from higher order regularization parameters.
VI. EFFECTIVE SOURCE
As another application of our high order expansions of the Detweiler-Whiting singular field, we consider its use in the effective source approach to calculating the self-force. The effective source approach -independently proposed by Barack and Golbourn [37] and by Vega and Detweiler [38] -relies on knowledge of the singular field to derive an equation for a regularized field that gives the self-force without any need for post-processed regularization. If the singular field is known exactly, then the regularized field is totally regular and is a solution of the homogeneous wave equation. In reality, exact expressions for the singular field can only be obtained for very simple spacetimes. More generally, the best one can do is an approximation such as that given in Sec. III. Splitting the retarded field into approximate singular and regularized parts,
substituting into the wave equation, Eq. (2.1), and rearranging, we obtain an equation for the regularized field,
with an effective source,
For sufficiently good approximations to the singular field,φ A (R) and S A are finite everywhere, in particular on the world-line. As a result, one never encounters problematic singularities or δ-functions, making the approach particularly suitable for use in time domain numerical simulations. A detailed review of this approach can be found in [80, 81] .
In Figs. 3,4 , 5 and 6 we show the result of applying our expansions to the case of a scalar particle on a circular geodesic of radius r 0 = 10M in Schwarzschild spacetime. Similar plots can be obtained for the electromagnetic case, gravitational case and for more generic motion. However, the general structure does not change and is best illustrated by this simple example. 
VII. DISCUSSION
In this paper we have developed high order expansions of the Detweiler-Whiting singular field of a point scalar or electromagnetic particle and of a point mass. Many of our expressions are very general, not necessarily being restricted to any particular choice of spacetime. In our explicit coordinate calculations, however, for simplicity we chose to limit ourselves to the Schwarzschild geometry. A logical extension of this work would be to consider, instead, the Kerr spacetime. This has already been done to O(
2 ) for the case of a scalar charge in a circular geodesic orbit in Kerr spacetime and spherical-harmonic regularization parameters have been computed [82] . We will present a more general version of this calculation in forthcoming work [83] . However, the use of spherical harmonics is not well suited to the Kerr spacetime. A more appropriate choice of basis functions are the spheroidal harmonics; it may be more sensible to compute regularization parameters in this spheroidal harmonic basis. Nevertheless, the full singular field is the same, independently of the choice of basis functions, and the majority of our calculations can easily be carried over to the Kerr case with little modification.
In the cases of electromagnetic and gravitational fields, there is an arbitraryness in the choice of gauge. For this work, we have focused only on the case of Lorenz gauge, A a ;a = 0 and h ab ;b = 0, where the singular field is best understood. However, other gauges such as Regge-Wheeler and Radiation gauge are better suited to time domain numerical calculations. Indeed, there are many outstanding problems in the time domain evolution of metric perturbations in Lorenz gauge [84] . Given recent developments in understanding the singular behavior of the retarded field in other gauges [73, 74, 85, 86] , it may soon be possible to implement calculations similar to what we have presented here for other gauges. This could be achieved, for example, by either taking our Lorenz gauge expressions and performing the gauge transformation to a different gauge or by directly computing the singular field in the other gauge. It should be noted, however, that there are many non-trivial issues which can arise when considering other gauges; for example, the gauge tranformation itself may be singular or the singular field may be even more singular 4 than in Lorenz gauge. Any calculations will require considerable care to correctly deal with such issues.
In Sec. VI we gave plots of an effective source which may be used in a numerical evolution. We have not yet, however, fed this effective source into an actual numerical code. Existing results from effective source calculations have used a source obtained by taking the first four terms in the expansion of the singular field (to O( 2 )) which yields a source which is C 0 . This is sufficient to obtain correct results, but limits the convergence of any numerical scheme with resolution or number of modes required. By including the next four terms in the expansion of the singular field (to O( 6 )) the highest order effective source shown in Sec. VI is now C 4 , allowing for the use of high-order finite differencing to potentially obtain a significant increase in numerical accuracy.
We have limited the focus of the present work to linear order. However, for calculations with sufficient accuracy to match the requirements of gravitational wave detection, it will be necessary to go beyond first order and to compute a second order self-force. Rapid progress is being made in addressing the difficult problem of deriving the second order equations of motion [29] [30] [31] and the computation of a second order effective source. The next step is to implement this second order prescription in a numerical calculation. As this involves an effective source which contains terms involving the first order singular field, it seems likely that many of the calculations done here may be of use for second order.
Scalar Singular Field
Combining Eqs. (2.13) and (3.1), the scalar singular field can be written as
We already have everything required for the first term here, which gives the direct part of the scalar singular field. It should be noted that x = x (ret) and x = x (adv) are the equivalent of setting ±ρ = −ρ and ±ρ = +ρ respectively when substituting the τ n , Eq. (A11), into ∆ 1/2 , σ a and u a . In the scalar case, Eq. (3.5) for the scalar tail part becomes
To calculate coordinate expansions of the V n , first we require a coordinate expansion for V 0 about x of the form,
The 'initial condition' described by Eq. (3.6b) in the scalar case then becomes
and from this, it is quite simple to read off expressions for the coefficients v 0a... . Once we have V 0 to the desired order, we compute a coordinate expansion for V n (n > 0) of the form
The recursion relation for V n , Eq. (3.6a), in the scalar case is then
from which we can obtain expressions for the coefficients, v na... . Here, the number of terms which must be computed is determined by the accuracy to which we require the singular field. For the present calculation, we require up to v 0 abcde , v 1 abc and v 2 a . Once we have V n to the required n, using Eqs. (3.10) and (A15), along with our expression for δx a obtained from Eq. (A7), we get V (x, x ) in terms of ∆τ , ∆x a and xā. This can be easily integrated over τ as required by Eq. (A14). Our final expression for Φ (S) (x) is then obtained by using Eqs. (A9) and (A11) to remove the ∆τ dependence. As before τ (ret) and τ (adv) are obtained by allowing ±ρ = −ρ and ±ρ = +ρ, respectively.
Electromagnetic Singular Field
For the electromagnetic singular field, we use Eqs. (2.18) and (3.1) to give
where V aa (x, z(τ )) is given by Eq. (3.5),
and the relevant metrics at x and x can be used to lower indices. We require a coordinate expansion of V 
Substituting this into the "initial condition" in Eq. (3.6b), which in the electromagnetic case is 
For the singular field, we require the expansion of g aa u a (z ± , x). Writing [g aa u a ](τ ) = [g aa u a ](z(τ ), x), expanding the dependence on τ aboutx (using the method of Sec. III A and making use of the above expansion of the bivector of parallel transport) and evaluating at τ = τ ± , we obtain the coefficients of the expansion of [g aa u a ] ± ≡ g aa u a (z ± , x) aboutx. They are: = ± 1 24s g aā (r ±s) 2(r ±s)R uσuā R uσuσ −s R uσuā;σσ + R uāσb R uσσb + (r ±s) 2 R uσua;uu +(r ±s) R uσub (2R uāσb + 3R uσāb ) − R uσuā;uσ + R uāub (R uσσb + (r ±s)R uσub ) ,
= ± 1 2160s g aā (r ±s) s 18 R uσua;σσσ − R uσua;uσσ (r ±s) + R uσua;uuσ (r ±s) 2 − R uσua;uuu (r ±s) +15(r ±s) 4R uσuσ 2(r ±s)R uσua;u − R uσua;σ + 3R uσua R uσuσ;u (r ±s) − R uσuσ;σ .
Scalar tail
The scalar tail bitensor, V (x, x ), may be expanded in a covariant series by writing it in the form of a Hadamard series,
and expanding each of the Hadamard coefficients V 0 (x, x ), V 1 (x, x ), · · · in a covariant Taylor series, For the singular field, we require the expansion of
V dτ . Writing V (τ ) = V (z(τ ), x) and expanding the dependence on τ aboutx (using the method of Sec. III A and making use of the above expansion of V ), we obtain an expansion in powers of ∆τ that can be trivially integrated between τ = τ − and τ = τ + . Specialized to the vacuum case, the required expansion coefficients are then:
V dτ (1) = 0,
V dτ (2) = 0, τ (adv) τ (ret) V dτ (3) = 0,
V dτ (4) = 0. These are the same as those given by Brown and Ottewill [88] with the exception of v 1 [ab] c , where we have corrected a sign error in one of their terms and combined another two terms into a single term.
For the singular field, we require the expansion of
expanding the dependence on τ aboutx (using the method of Sec. III A and making use of the above expansion of V ab ), we obtain an expansion in powers of ∆τ that can be trivially integrated between τ = τ − and τ = τ + . Specialized to the vacuum case, the required expansion coefficients are then:
V ab u b dτ (1) = 0,
V ab u b dτ (2) = 0,
τ (ret)
V ab u b dτ 
Gravitational tail
The gravitational tail bitensor, V aa bb (x, x ), may be expanded in a covariant series by writing it in the form of a Hadamard series,
and expanding each of the Hadamard coefficients, V 0acbd (x, x ), V 1acbd (x, x ), · · · , in a covariant Taylor series, 
where again there is implicit symmetrization on the index pairs (ab) and (cd). When κ = −1/2, Eq. (B18) agrees with Eq. (A23) of Allen, Folacci and Ottewill [89] specialized to the vacuum case. Our expressions also agree with Anderson, Flanagan and Ottewill [90] , but we write them here in a slightly more compact form. Note that the expressions (B13) -(B16) and (B18) -(B19) are all traceless on the index pair (cd), aside from the terms involving the tensor Π abcd . This means that performing a trace reversal on the index pair (cd) is equivalent to changing the
