Using a novel visual-tactile paradigm in rats, Nikbakht et al. (2018) describe multisensory behavior that outperformed predictions of optimal cue combination (indicating cross-modal synergy) and exposed encoding in PPC neurons (of stimulus and choice signals) that was independent of stimulus modality.
In order to interact adeptly with the environment, humans and animals need to integrate information obtained through multiple sensory cues. This is a challenging task for the brain because sensory inputs are inherently noisy and often ambiguous. Moreover, their reliability and relevance are context and time dependent. Thus, for effective cue integration, the brain needs to dynamically estimate cue statistics and to utilize this information appropriately. Recent years have seen intense research in the field of multisensory integration-particularly within the theoretical framework of Bayesian perceptual inference, which provides quantitative predictions for optimal performance. Widespread studies, using various sensory modalities and paradigms, have indeed demonstrated empirically that multisensory integration largely follows the Bayesian predictions (primarily tested in human and non-human primates). The great strides already made in this field, have opened up many more intriguing questions, especially regarding the neural bases of multisensory integration. How are the processes of convergence, fusion, and generalization across sensory modalities realized? When and how are distinct sensory channels combined? At what stage does this information become modality free-namely, independent of the sensory channel through which the information was acquired?
In this issue of Neuron, Nikbakht et al. (2018) present a new and elegant paradigm in rats to investigate these questions. Using psychophysics coupled with simultaneous neuronal recordings from the posterior parietal cortex (PPC), they tested whether and how rats combine information from visual and tactile cues. First, their study boosts an exciting movement, which is currently gaining steam, to investigate multisensory integration and perceptual decision making in awake behaving rodents. Rodent, monkey, and human studies provide complementary approaches and strengths and are thus all needed (Hanks and Summerfield, 2017) . But a variety of paradigms in rodents with rigorous multisensory psychophysics (across different modalities) have only recently begun to emerge.
Thus, this study is timely and fills an important need.
The experimental setup is, in itself, interesting. The stimulus comprises a disk-shaped, real-world object (9.8 cm diameter) with parallel bars raised from the disk surface. The bars are evenly spaced, forming a square wave grating of alternating protrusions and depressions on the surface of the disk, which are alternately colored white and black. The disk is held upright (with the stimulus surface facing the rat) and attached at its back surface to a stepper motor, which rotates the disk before a trial and thereby controls the orientation of the stimulus grating. The rats performed a fine discrimination task in which they were required to categorize different grating orientations as ''horizontal'' or ''vertical.'' Trials were tactile (the rat would touch the object with its snout and whiskers in darkness), visual (under illumination but with a transparent panel in front of the object to prevent contact), or combined visual-tactile (with the object illuminated and accessible by touch). The use of a real-world object also for the visual stimulus (versus virtual reality) is refreshing and adds to the ecological nature of the task-rodents likely use a combination of tactile and visual cues when maneuvering through spaces. One possible drawback, however, might be the difficulty to create a condition of cue conflict-namely, a combined visual-tactile stimulus but with a slight difference (D) between the visual and tactile orientation cues. This latter experiment is valuable in order to test multisensory cue weighting (gauged by where within the D the combined percept lies).
The main results are highlighted by two prominent terms in the manuscript title: ''supralinear'' and ''supramodal.'' The former relates to the behavioral finding that multisensory (combined visualtactile) performance was better than that predicted by ''optimal'' linear combination of the single cues (based on the performance measured in the unisensory conditions). The latter relates to the key neuronal findings that single PPC neurons exhibited identical responses in the three (visual, tactile, and visual-tactile) conditions. We first relate to the behavioral, and then the neuronal, results.
Bayesian optimal cue integration (assuming Gaussian noise distributions) offers two predictions with quantitative measures: (1) improved reliability of the multisensory percept and (2) reliabilitybased weighting of the individual cues. Multisensory reliability that exceeds prediction #1 would be considered supraoptimal. Whereas weights that differ from prediction #2 in any way would be considered suboptimal. The discussion here relates to prediction #1, which was tested in this study, and Nikbakht et al. (2018) 's findings that the combined cue (multisensory) reliability exceeded that predicted from the unisensory behavior in most of the rats (9 out of 12).
At face value, better-than-optimal performance is impossible. Combining information from two separate input channels cannot create new information that was not present in the first place. In previous primate studies, individual sessions with supraoptimal perceptual thresholds were seen (Fetsch et al., 2009 ). However, these are typically considered to reflect statistical noise (i.e., random deviations of experimental measurements) and assessed on a group level, which did not reflect supralinearity. Recently, Raposo et al. (2012) more consistently found larger than expected multisensory enhancement. But, they did not interpret their findings to reflect supralinearity. Rather, they explained their findings to more likely reflect underestimation of the single cue reliabilities, which in turn would lead to underestimated predictions for the combined cue reliability. This could stem from reduced motivation on the unisensory trials (e.g., due to different success and reward rates). Accordingly, if the information available on unimodal trials was only partially exploited while the information available on bimodal trials was completely exploited, this would lead to an apparent supralinearity. Nikbakht et al. (2018) argue that their results indeed reflect supralinearity and demonstrated this using an additional approach of mutual information. They explain that supralinearity is only impossible if the two streams of sensory information are assumed independent. But, visual and tactile cues, when presented together, might affect one another. For instance, the visual cue might help the rat palpate the surface with its whiskers more efficiently. This suggestion is in line with notions of ''active sensing'' (Schroeder et al., 2010) , since information from one cue can manipulate motor or attentional sampling routines of the other. Nikbakht et al. (2018) mitigated for different motivational effects in unisensory versus multisensory trials in two ways: (1) they analyzed response times and found similar distributions across the three modality conditions, suggesting an even attempt to accumulate sensory evidence on unisensory and multisensory trials, and (2) they also tested unisensory and multisensory conditions in separate sessions (in which rats could not preferentially attend to multisensory trials) and found the same supralinear results.
Supraoptimal integration is an intriguing concept. It may reflect active sensing, as described above, or even synergy between different sensory processing pathways in the brain. An alternative explanation that might warrant attention raises an often ignored aspect: during unisensory testing, the other sensory systems are not turned ''off,'' and these may add noise. On the simplest level, sensory systems are active even when not directly stimulated (e.g., visual cortex is still active in the dark). On a more challenging level, unisensory stimuli sometimes provide discordant information to the other senses. For example, when investigating visual-vestibular integration for selfmotion perception, a unisensory visual stimulus comprises only optic flow. But, does the absence of inertial motion mean that there is no vestibular cue? No. The vestibular system detects ''no motion.'' Also, in the visual condition in this study (contact with the object is blocked by a transparent pane), the tactile stimulus might indicate ''flat surface'' or ''indiscernible orientation.'' Hence, in unisensory conditions, the other (non-informative) cue may add noise, especially if it is informative on other trials.
Optimal Bayesian integration of an informative cue with an entirely noisy cue predicts complete reliance on the informative cue. Hence, these conditions should (assuming optimal Bayesian performance) reflect the single cue reliability. However, we have found that, when adding a completely noisy visual cue to an informative vestibular stimulus, human participants suboptimally integrate some of the noise (Zaidel et al., 2015) . Suboptimal integration in unisensory conditions is reflected by simulations in Figure 1A . When cue 1 is informative (dark green, top left) and cue 2 is completely noisy (dark blue, top middle), optimal integration will result in performance that relies entirely on cue 1 (dark green psychometric plot, top right). However, suboptimal cue weighting (i.e., w cue1 < 1, where w cue1 + w cue2 = 1, and therefore w cue2 > 0) will lead to integration of noise and thus suboptimal behavior (light green psychometric plot, top right). Predicting multisensory performance from unisensory sessions with suboptimal performance (light green and light blue psychometric plots, Figure 1A ) will predict lower multisensory reliability (light red psychometric plot, Figure 1B ) versus that predicted directly from the two cues when simultaneously informative (dark red psychometric plot, Figure 1B) . Hence, suboptimal integration in unisensory conditions could lead to an apparent supralinearity.
In Figure 1C , we simulated cross-modal synergy. Here, the reliability of each individual cue (dashed green and blue curves) is better than when presented in isolation ( Figure 1A) . In this situation, the resulting multisensory performance (dashed dark red psychometric function) is more reliable than that predicted from the individual unisensory cues (solid dark red psychometric function) and reflects true supralinearity. These two schemes (Figures 1B and 1C ) require further research for disambiguation. The reality, of course, may be that both come into play.
From their simultaneous neuronal recordings, Nikbakht et al. (2018) describe that single units in PPC demonstrated the same firing rate responses, irrespective of modality condition (visual, tactile, or combined) . ''Supramodality'' is useful for functional decision making, since an animal likely cares about features of objects or events in the environment, irrespective of the source(s) of information. Accordingly, modality might be marginalized out in this PPC representation. This seems to differ from Raposo et al. (2014) , who did find modality encoding in PPC neurons. Perhaps modality versus supramodal encoding has to do with different tasks or different times of analysis (e.g., locked to stimulus or choice). Taken together, these results reflect a high degree of plastic and dynamic function in PPC-neurons adapt to arbitrary features (e.g., decision boundaries) and dynamically employ modality encoding and supramodality on demand. Further research is required to elucidate PPC's specific roles in these different contexts and behaviors.
There is a growing evidence that ''mixed selectivity'' (concurrent encoding of multiple task parameters in single neurons) is a general principle of neural coding across brain regions (Fusi et al., 2016) and a predominant feature of frontal and parietal cortices. This study bolsters this view by demonstrating mixed selectivity in PPC neurons to stimulus and choice features. Using a novel approach of conditional information, Nikbakht et al. (2018) exposed that many individual PPC neurons simultaneously encoded both stimulus orientation and categorical choice information, with a spread from those that encode primarily orientation to those that encode only choice category, and that the latter (choice encoding) was stronger. This echoes a similar recent description in primates (Zaidel et al., 2017) and thus provides cross-species evidence for mixing of choice and stimulus signals with a predominance for choice encoding in parietal neurons. But PPC is still an enigma, and we are still left with many open questions-the most interesting of which relate to causality. Supramodal encoding, described here, would be useful for upcoming decisions, but inactivation of parietal cortex often does not elicit observed perceptual deficits or (in rats) can cause cue specific deficits (Raposo et al., 2014) . Also, choice-related activity might reflect feedback from higher cortical areas. Furthermore, recent work has indicated that rat PPC shows stronger encoding of previous versus upcoming choices (Scott et al., 2017) . So, what functions is PPC performing? What is the causal nature of PPC? And, how does PPC interact with other brain regions to enable rich, dynamic, and flexible behavior? These questions will fuel continued research in the future.
In summary, Nikbakht et al. (2018) have established a novel, elegant, and important paradigm to investigate questions of multisensory integration, perceptual decision making, and its neural bases in awake behaving rats. Their behavioral findings suggest multisensory synergy and raise important questions, such as which cues or conditions elicit supralinearity. Additional experiments may be needed to dissociate synergistic effects of multisensory integration from (suboptimal) sensory noise integration in unisensory conditions. Supramodal encoding in rat PPC, described in this study, exposes an interesting and important function, which also raises important questions for further research into the nature and involvement of parietal cortex in complex, multisensory behavior.
