We derive a manifestly Lorentz-invariant formula for the oscillation probability of neutrinos using two different covariant methods. In field theory the neutrino propagation amplitude is obtained from the Feynman propagator in the time-like asymptotic limit. We find that the the phase of the transition amplitude is a factor two larger than the what is obtained in the standard derivation. We also derive the transition amplitude by the path integral method and we find the same extra factor of two in the phase. Our result implies that the bounds on ∆m 2 obtained from neutrino oscillation experiments are a factor of two more stringent than what are obtained by the use of the standard oscillation formula .
The idea that neutrinos with non-zero masses can oscillate from one species to another in the course of propagation , was introduced by Pontecorvo [1] , and has since found important applications in the experimental search for non-zero neutrino masses and as a possible explanation for the observed solar neutrino deficit.
The oscillation phenomenon occurs because neutrinos are produced and detected as weak interaction eigenstates but the propagators are diagonal in the mass eigenstates. The probability amplitude for oscillations of a gauge eigenstate (ν α ) to another (ν β ) is a linear superposition of the propagation amplitude of the mass eigenstates (ν i ).
A(ν α → ν β ; t) = i < ν β |ν i > < ν i |e −iHt |ν i >< ν i |ν α >
We calculate the propagation amplitude G(m i , t) ≡< ν i |e −iHt |ν i > of neutrino mass eigenstates in two different frameworks. In relativistic field theory the propagation amplitude of the mass eigenstates G(m i , t) can be identified with the Feynman propagator of a fermionic field which , for a large time-like spacetime separation, turns out to be
where s i = (x f − x i ) 1/2 is the invariant space-time interval propagated by the ν i mass eigenstate. In the lab frame the phase factor of the amplitude (2) is given by exp −im
This phase larger by a factor of two compared to the phase of the propagator obtained in the the standard derivations [2] .
In relativistic quantum mechanics the propagation amplitude G(m i , t) is computed from the classical action for a relativistic particle by the path integral method [3] . The amplitude for a particle of mass m i to propagate from the spacetime point x i to another spacetime point x f (in the time-like asymptotic limit) turns out to be,
This is identical to the field theoretic propagation amplitude (2) and has the same phase factor (3).
We derive the oscillation probability formula using the field theory propagator (2) or the relativistic quantum mechanics propagator (4) in the oscillation amplitude formula (1) . For the case of two generations with mixing angle θ the oscillation probability is given by the Lorentz-invariant expression,
where
is the invariant spacetime interval propagated by the m i eigenstate.
In the lab frame s i = t(m i /E i ) and (5) can be written as
where E is the average energy of the mass eigenstates, or in terms of observable quantities, E is the energy of the gauge eigenstate which is produced or detected. The covariant oscillations probability formula (5) implies that the experimental upper bounds on ∆m 2 established by appearance -disappearance experiments with neutrinos from terrestrial [5] and astrophysical [6] sources are actually smaller (i.e more stringent) by a factor of two.
In the path integral method, we show that in the asymptotic limit ( when the proper time of propagation is larger than the compton wavelength of the particle), the propagation amplitude of 'virtual particles' becomes identical to the propagation amplitude 'real on-shell particles' i.e at large distances 'virtual' particles become 'real'. This point was demonstrated with an explicit Feynman diagram calculation of a neutrino production and detection process by Grimus and Stockinger [4] .
In the concluding section we discuss the reason for the discrepancy between our result and the standard formula, and show that it is the neglect of the mass shell constraint in the standard derivation that leads to the discrepancy. We show that when the mass-shell constraint is incorporated then an extra factor of two also appears in the standard derivation.
The field -theoretic generalisation of the propagation amplitude G(m i , t) is the Feynman
where α, β denote the weak eigenstates (ν e , ν µ , ν τ ) and the summation index i denotes a mass eigenstates (ν 1 , ν 2 , ν 3 ) . U αi =< ν α |ν i > and U * βi =< ν i |ν β > are the elements of the mixing matrix which relate the weak eigenstates with the mass eigenstates. The Feynman propagator for the mass eigenstate m i is
To carry out this integration we express the denomenator as an exponential,
and integrate over the resulting Gaussian in p,
The remaining integral over α,
can be performed by substituting s = (t 2 − |x| 2 ) 1/2 , z = ims and η = 2(αm/s) and making use of the integral formula [7] for the Bessel function
The resulting expression for the Feynman propagator (8) is
where 
to obtain from (13) the expression for the propagation amplitude at large time-like separation
The phase factor of the amplitude (15) is Lorentz-invariant and can be written in terms of the neutrino energy E and the time of flight t as measured from the lab frame as
This is a factor two larger than what is obtained in the standard treatment [2] . Another difference between the two results is that the expression for the phase given in (16) is valid at all energies and is not subject to the condition that m << E (as is usually assumed [2] ). The coefficient of the phase factor of the probability amplitude (15) is proportional to t −2/3 ∼ |x| −2/3 which is due to the dilution of the probability density of the particle as ∼ |x| −3 such that the total probability of finding the particle over all space d 3 xS † S is a constant. The neutrino disappearance experiments look for evidence of depletion of a certain neutrino species over and above the expected inverse square decrease in flux.
The amplitude for the oscillation of one type of neutrino flavour to another is obtained by substituting the propagation amplitudes for mass eigenstates (15) in equation (7). For example for two flavours (ν e , ν µ ) with the mixing matrix elements given by U e1 = U µ2 = cosθ and U e2 = −U µ1 = sinθ the amplitude for a ν µ to be observed as a ν e after propagating for a time t is
and the Lorentz invariant expression for the conversion probability is the modulus squared of (17),
In the lab frame s i = t(m i /E i ) and the conversion probability (18) is given by P (ν µ → ν e ; t) = sin 2 2θ sin 2 ((m
The different mass eigenstates have different group velocities (v i ) and therefore travel different distances |x i | in a given time t. In order that the different mass eigenstates have interference at the detector, the condition that must be satisfied [8] is that the relative dispersion of the individual mass eigenstates be smaller than the width of their wavepackets, |x i − x j | < σ x . This means that the oscillation formula (18) is valid for times t < t coh with the coherence time given by t coh ≃ (σ x /|v i − v j |) . In order for this condition to be satisfied we must have (E i − E j ) << E where E ≡< E i > the average energy of the mass eigenstates, which is the energy carried by the gauge eigenstate.
The oscillation formula (18) can then be written in terms of the average energy E as
The formula (19) implies that the conversion probability of a gauge eigenstate varies periodically with distance L ≡< |x i | > from the source as
with an oscillation wavelength equal to
in terms of the average momentum p. This oscillation length is half of what is obtained from the standard formula [2] .
In the non-relativistic limit the phase factor of (15) is ∼ exp(−imt(1 − v 2 /2). In interference experiments where we have a superposition of non-relativistic particles (like K S and K L ) the oscillations are periodic in (∆m)t. For relativistic particles the phases have an extra factor of (m/E) due to the time dilation of the proper time of the particle with respect to the lab frame.
¿From the derivation of the propagation amplitude (15) it is clear that there is no difference in the result on whether the propagating fields are bosons or fermions. The same result for the propagation amplitude is therefore also expected in relativistic quantum mechanics . We shall now derive the same result by calculating the propagation amplitude of a relativistic particle by the method of path integrals [3] . The amplitude of a particle to propagate from a space-time point x i to another spacetime point x f is obtained from the sum over all paths of exp(iS) , S being the classical action. For a relativistic particle the classical action is given by
where dτ is the infinitesimal proper-time along some path that connects x i and x f .
For infinitesimal propagation between points x j and x j+1 the quantum mechanical transition amplitude may be written as
In what follows we will not write out the explicit form for the normalisation factors as the final normalisation can be fixed from the boundary conditions.
To carry out the path integral we divide each path into N → ∞ infinitesimal segments of length ∆τ → 0 such that N∆τ = τ the total path length. The amplitude for propagation from x i to x f is expressed as a product of the infinitesimal amplitudes K(x j , x j−1 ) over the small straight line segments ∆τ ,
By substituting the infinitesimal amplitudes (23) in the expression (24) we have the amplitude K(x f , x i ) as a product of ordinary integrals of the infinitesimal amplitudes K(x j , x j−1 ) over the intermediate spacetime points (x 1 , · · · x N −1 ).
The Gaussian integrals in (25) can be performed sequentially and the result of the N − 1 integrations is
Using (26) in (25) and writing N∆τ = τ in the limit N → ∞ and ∆τ → 0 , we have the expression for the propagation amplitude K(x i , x f ) as a function of the proper time of τ along some path,
where the normalisation constant has been fixed by the requirement that
In relativistic quantum mechanics the proper time along a path τ is an extra parameter that must be integrated over to include all paths including those which go backwards in the coordinate time t. The relativistic propagation amplitude from (27) is
The integral over τ can be performed by using the formula (12)to give the amplitude (28) as a Bessel function
which is of the same form as the field theory propagator(13)its asymptotic form
is the same as (15).
The expression given in (29) is the correct form of the propagator for particles which in general are not on-shell. To compute the propagator for strictly on-shell (real) particles, we and restrict ourselves only to those paths which go forward in time and propagate over a fixed total proper time τ = s = (x f − x i ) 2 . The on-shell propagator is then obtained by
(the factor of (2πτ /m) 1/2 is for normalisation) in (28) to give,
Comparing (31) and (30) we see that in the asymptotic limit the off-shell propagator becomes identical to the on-shell propagator. In other words 'virtual' particles become 'real' on large distance propagation.
In non-relativistic quantum mechanics the proper time τ = (t f − t i ) the coordinate time interval. The non-relativistic propagator (which off-course is always on-shell) is obtained by
The non-relativistic propagator thus obtained is the familiar form [3] ,
The amplitude (32) has the same form as the non-relativistic limit of the asymptotic propagator (15). As discussed earlier the phase factor exp − imt implies that in interference between two different mass states of non-relativistic particles (like K L and K S ) the oscillations are periodic in (∆m)t.
The propagator K(x f , x i ) is the amplitude for the propagation of a particle localised at x i (a delta function initial wave function) to be detected at x f . For a more general initial wave function one may use the expressions for K(x f , x i ) derived here in the general formula
to compute the 'out' wave function from the 'in' wave function. If we take the initial wave function as a Gaussian instead of a delta function, the oscillating phase of the 'out' wave function is still the same exp(−ims) and the expression for the oscillation probability remains the same as (6) .
Conclusions:
In the standard derivations [2] it is assumed that the wave-function of a relativistic particle is a linear combination of plane waves,
where a(p) = δ 4 (p −p) for plane waves with definite energy-momentump ; and a(p) = (
2 p ) for a Gaussian wave-packet of width σ p around the mean valuep.
In the asymptotic region (where (x i − x f ) 2 >> m −2 ) the contributions to the wavefunction come only from the sub-space of the momentum distribution which obeys the mass-shell conditionp 2 = m 2 . This is the main lesson from our path-integral analysis and from the result of [4] . The correct asymptotic wave function must therefore have the massshell constraint built in. This can be done by expressing the wave function of a positive energy on-shell particle as,
Consider for example the plane wave case.The on-shell wave function of a particle with definite energy-momentump is obtained by substituting a(p) = δ 4 (p −p) in (35) to give,
The result of this integral is again a Bessel function [9] which in the asymptotic limit gives us the expression for the on-shell plane wave as,
where s = ((t f − t i ) 2 − (x f − x i ) 2 ) 1/2 = (t f − t i )(m/Ē). ¿From (34 and (37) we see that the phase of the on-shell wave function (37) is a factor two larger than the corresponding phase factor of the unconstrained wavefunction (34).
The advantage of the covariant calculation of the propagators over the wave-function method discussed in this section is that in the covariant derivations of the propagators the mass-shell condition does not need to be put in by hand as is done for deriving (37).
One may also substitute the Gaussian form of a(p) in (35) and check that the on-shell wave-function in that case is an Gaussian in (x f − x i ) but the oscillating part of the phase factor is the same as in (37).
