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Heat balance integral method 
a b s t r a c t 
This study examines a one-dimensional Stefan problem describing the sorption of a finite 
amount of swelling solvent in a glassy polymer. The polymer is initially in a dry non- 
swollen state, where the polymer network is dense. The polymer is then injected with a 
critical concentration of a swelling solvent, causing polymer chain relaxation to occur. A 
moving boundary separating the swollen rubbery polymer from the dry glassy polymer is 
created, whose speed is defined by a kinetic law. The form of the kinetic law is typically 
assumed to be linear, but this is a nonphysical restriction, and thus we consider the case 
for a general exponent. We present formal asymptotic expansions, for both small and large 
times as well as for small and large values of the control parameter, as well as considering 
the heat balance integral method. These approximations are compared with a numerical 
scheme, which uses a boundary immobilisation technique and correctly identifies the ap- 
propriate starting solution. 






The diffusion of gases, vapours and liquids in polymers has been studied extensively and is of considerable interest in 
several industrial applications, such as protective coatings, food packaging and electronic cable manufacturing [1–3] . The 
application of interest in this study is the diffusion of a solvent in a glassy polymer, which is an important problem in
the pharmaceutical industry [4–6] . When a hydrophilic polymer comes in contact with a suitable solvent, it penetrates the 
polymer causing polymer disentanglement (polymer chain relaxation), with the formation of a sharp front that propagates 
inwards separating the relaxed from the unrelaxed polymer [7] . An abundance of experimental evidence has observed these 
two regions; however, the speed of the advancing front varies [8] . In pharmaceutical applications, swelling-controlled de- 
vices are capable of slow release of a loaded drug, where the rate of polymer relaxation is the controlling factor. The polymer
is initially in a dry non-swollen state, where the polymer network is dense, and any drug molecules present are rendered
immobile. When the polymer is exposed to a critical concentration of solvent and polymer chain relaxation is initiated, 
the drug in the rubbery region can now diffuse. A significant number of modelling strategies have been proposed in the
literature to describe drug release swelling-controlled systems; these are summarised in [6] . ∗ Corresponding author. 
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A common theme among previous studies is the assumption that the solvent concentration is fixed on the boundary 
separating the polymer from the external solvent domain [9,10] . In these formulations, there is a constant source of solvent
on this boundary, and there is a transition from initial t behaviour (so-called Case II diffusion) to long time 
√ 
t behaviour.
In this study, we revisit an often ignored variation of this classic problem, where the polymer is instead exposed to a finite
amount of solvent that becomes used up. This has been explored in a prior study by Cohen and Goodhart [11] , whose results
showed that the position of the penetrant front undergoes a long smooth transition from standard Fickian 
√ 
t behaviour to 
exponential time decay, and an equilibrium position is attained when the penetrant solvent is exhausted. Mitchell and 
O’Brien examined a similar problem where the initial condition prescribed for the moving boundary position was non-zero 
[12] , hence requiring an initial condition for the solvent concentration, and the solution evolves towards an equilibrium 
value. The dynamics of the problem where the moving boundary is initially of zero thickness are examined in this study;
however, the asymptotic and integral approximation techniques as well as the numerical approach will follow Mitchell and 
O’Brien’s previous work [10,12] . 
These models can be thought of as Stefan problems, [13] , which usually describe the melting or solidification of a mate-
rial. Mathematically, these are non-linear boundary value problems where the unknown phase-change boundary moves with 
time. The diffusion in glassy polymers can also be directly applied to a generalised one-phase Stefan problem which includes 
kinetic undercooling at the moving boundary [14,15] . The kinetic condition relates the interface growth rate to the interface
undercooling, and is represented by a dependence of the phase-change temperature on the velocity of the phase-change 
boundary. 
In this paper, we examine an adaption of the model originally presented in [11] , and investigate how approximate meth-
ods for moving boundary problems can be applied to the resulting equations. This alternative formulation of Cohen and 
Goodhart’s model involves generalising the kinetic power law condition on the moving front, which is derived by assuming 
that the boundary moves with a speed proportional to the difference between the solvent concentration on the front and 
a threshold value, u ∗; that is ds / dt = k 2 (u − u ∗) m . For simplicity, most authors (including Cohen and Goodhart) assume that
m = 1 [10,16] ; however, according to experimental evidence in [17] , for polymer-solvent systems the power typically lies in
the range 2 < m ≤ 3 , and this motivates the examination of m  = 1 [12] . Typical values of the exponent for a variety of other
applications are discussed in Evans and King [14,15] , and in the references therein. For example, the case m = 2 has been
used for both crystal growth from silicate melts and solidification of cellular alloys, and the range 1 / 2 ≤ m ≤ 1 for oxidation
of silicon. A formal asymptotic analysis is carried out for both small and large times, as well as an extension of the small pa-
rameter asymptotic approach of Cohen and Goodhart to higher orders. An unconditionally stable numerical scheme is then 
presented, where an analytical approach is necessary to derive an appropriate starting solution for the numerical method. 
Finally, the heat balance integral method is applied to the problem, which gives an alternative approximation method that 
can be applied for all time. 
2. Model formulation 
The mathematical problem concerns a slab of glassy polymer that is in contact with a solvent. At time zero, a finite and
fixed amount of penetrant is injected, and the swelling process then occurs instantaneously so that the initial thickness is 
zero. The moving boundary problem is then formulated as follows: determine the concentration u (x, t) and the interface 
position s (t) from solving 
D 




, 0 < x < s (1) 
∂u 
∂x 
= 0 , at x = 0 (2) 
d s 
d t 
= k 2 (u − u ∗) m , at x = s (3) 
∫ s 
0 
u d x = Q − k 1 
k 2 
s, (4) 
with s (0) = 0 , where D is the diffusivity of swollen polymer (assumed constant), Q is the total amount of solvent before
adsorption (assumed constant), and k 1 , k 2 , u 
∗ are all given constant parameters. Cohen and Goodhart [11] simply consider
the linear relation in (3) where m = 1 ; however, to be consistent with Mitchell and O’Brien [12] and others (referenced
therein), we leave it as a general exponent. Condition (4) guarantees that a fixed quantity of penetrant is inserted under the
impermeable surface and then diffuses. It is derived as follows: the flux across the moving boundary, given by −Du x − us t ,
is proportional to the flux generated by the interface region. Thus 
−D ∂u − u d s = k 1 (u − u ∗) m , at x = s (t) . (5) 
∂x d t 
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u d x − u 
∣∣
x = s 
d s 
d t 
= D ∂u 
∂x 
∣∣∣
x = s 
, (6) 









= 0 , (7) 
which can then be integrated to give (4) . This problem differs from that in Mitchell and O’Brien [12] because here Q is given
a priori instead of being determined by the initial conditions. In fact, condition (4) shows that u must be a delta function
initially. 
The equilibrium solutions are given by 
u = u ∗, s = Q 
u ∗ + k 1 /k 2 
= s ∞ . (8) 
Also, note that an alternative boundary condition can be found by differentiating (4) with respect to t and combining with
(1) , i.e., 
(u + k 1 /k 2 ) d s 
d t 
= −D ∂u 
∂x 
, at x = s . (9) 
The governing Eqs. (1) –(4) are non-dimensionalised by defining 
x ′ = x 
s ∞ 
, t ′ = t 
T 
, u ′ = u − u 
∗
u 
, s ′ = s 
s ∞ 
. (10) 
We set T = s 2 ∞ /D to balance the PDE (1) . Applying the scalings in (12) to the integral expression (8) leads to 
s ∞ 
∫ s ′ 
0 
(u ∗ + uu ′ ) d x ′ = Q − k 1 
k 2 
s ∞ s ′ , 
or 
us ∞ 
∫ s ′ 
0 
u ′ d x ′ = Q − s ∞ (u ∗ + k 1 /k 2 ) s ′ . (11) 
If we set u = u ∗ + k 1 /k 2 and combine this integral expression with the definition of s ∞ in (8) then this simplifies to ∫ s ′ 
0 
u ′ d x ′ = 1 − s ′ . (12) 
The boundary condition (3) becomes 
D 
k 2 s ∞ u m 
d s ′ 
d t ′ = (u 
′ ) m . (13) 
The non-dimensional problem is (after dropping the (·) ′ notation) 




, 0 < x < s (14) 
∂u 
∂x 




= u m , at x = s (16) 
∫ s 
0 
u d x = 1 − s, (17) 
with s (0) = 0 , where 
μ = D 
k 2 s ∞ u m 
= D 
k 2 Q 
(u ∗ + k 1 /k 2 ) 1 −m . (18) 
There is some freedom in the scaling for u ; we could have balanced terms from (13) instead of from (11) . The form
presented here is cleaner as it removes any parameter from appearing in the integral expression, and remains consistent 
with Mitchell and O’Brien [12] . A further discussion of this, including details of the alternative scaling and subsequent 
model, is given in Appendix A . 
Finally, the equilibrium solutions in (8) simplify to 
u = 0 , s = 1 , (19) 
and the condition (9) is now 
(1 + u ) d s = −∂u , at x = s . (20) 
d t ∂x 
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3. Small time analysis 
3.1. Standard small time analysis 
In this section we follow Mitchell and O’Brien [10] who considered a similar problem with a linear kinetic law (i.e., m = 1
in (16) ) and a fixed boundary condition at x = 0 . McCue et al. [16] also consider the fixed boundary condition for a spherical
geometry, and give small time results for a nonlinear m (referred to as n in their notation). Thus for μ = O(1) we set 
t = ε 2 τ, x = ε a y, s (t) = ε a L (τ ) , u (x, t) = ε b v (y, τ ) , (21)
where ε  1 is an artificial small parameter. Then (14) –(17) reduce to 






, 0 < y < L (22) 
∂v 
∂y 
= 0 , at y = 0 (23) 
με a −2 
d L 
d τ
= (ε b v ) m , at y = L (24) 
ε a + b 
∫ L 
0 
v d y = 1 − ε a L, (25) 
with L (0) = 0 . Balancing the left hand side of (25) with the right hand side shows that a + b = 0 . It follows from (24) that
a − 2 = mb which leads to 
a = 2 
m + 1 , b = −
2 
m + 1 . (26) 







, 0 < y < L (27) 
∂v 
∂y 




= v m , at y = L (29) 
∫ L 
0 
v d y = 1 − ε a L, (30) 
where 
c = 2(1 − m ) 
m + 1 . (31) 
3.1.1. The case m = 1 
In this case a = 1 , c = 0 and so we can expand v and L in terms of ε by setting 
v (y, τ ) = v 0 (y, τ ) + εv 1 (y, τ ) + ε 2 v 2 (y, τ ) + O(ε 3 ) (32)
L (τ ) = L 0 (τ ) + εL 1 (τ ) + ε 2 L 2 (τ ) + O(ε 3 ) . (33) 









(0 , τ ) = 0 , μd L 0 
d τ
= v 0 (L 0 , τ ) , 
∫ L 0 
0 
v 0 d y = 1 , (34)
which has the solution 








, L 0 = 2 α0 
√ 
τ , (35) 




π erf (α0 ) = 1 . (36) 627 







After some analysis we find that, up until O(ε 2 ) , the series solutions for u and s are given by 
































s ∼ 2 α0 
√ 
t + α1 t + α2 t 3 / 2 . (38) 
Details of how to determine the O(ε) and O(ε 2 ) expansions are given in Appendix B , including the definitions of the
constants C 1 , C 2 , α1 and α2 . 
3.1.2. The case m < 1 







, 0 < y < L (39) 
∂v 
∂y 




= v m , at y = L (41) 
∫ L 
0 
v d y = 1 − δ1 / (1 −m ) L. (42) 
Since 0 < m < 1 it follows that δ1 / (1 −m ) < δ. Thus we can find the leading order and O(δ) terms by ignoring the last term
in (42) . For the moment we set 
v = v 0 + δv 1 + . . . , L = L 0 + δL 1 + . . . , (43) 
and discuss higher order terms below. 
Substituting the expansions in (43) into (39) –(42) gives the leading order problem as 
∂ 2 v 0 
∂y 2 
= 0 , ∂v 0 
∂y 
(0 , τ ) = 0 , μd L 0 
d τ
= v 0 (L 0 , τ ) m , 
∫ L 0 
0 
v 0 d y = 1 , (44)
which has the solution 
v 0 = 1 
β
τ−1 / (m +1) , L 0 = βτ 1 / (m +1) , where β = 
(
m + 1 
μ
)1 / (m +1) 
. (45) 




2 v 1 
∂y 2 




(0 , τ ) = 0 , μd L 1 
d τ
= m v 0 (L 0 , τ ) m −1 v 1 (L 0 , τ ) , 
∫ L 0 
0 
v 1 d y = −L 1 v 0 (L 0 , τ ) , (47)
where we have made use of the fact that v 0 is independent of y to simplify the middle condition. 
The solution of (46) and (47) is given by 
v 1 = β
6 
τ−m/ (m +1) − 1 
2(m + 1) β τ
−(m +2) / (m +1) y 2 (48) 
L 1 = −mβ
2 −m 
6 μ
τ−(m −2) / (m +1) . (49) 
For higher order terms, we have different expansions depending on whether m < 1 / 2 or m > 1 / 2 , which is the point
where the relative sizes of δ2 and δ1 / (m −1) switch order. A natural starting point is to consider m = 1 / 2 so that δ1 / (1 −m ) = δ2 .




2 v 2 
∂y 2 




(0 , τ ) = 0 (51) 628 






















v 0 (L 0 , τ ) −3 / 2 v 1 (L 0 , τ ) 2 (52) 
∫ L 0 
0 
v 2 d y = −L 0 − L 2 v 0 (L 0 , τ ) − L 1 v 1 (L 0 , τ ) . (53) 
After some analysis we find that 
v 2 = − β
36 
τ−4 / 3 y 2 + 5 
108 β














τ 4 / 3 . (55) 
Returning to the original variables, the series solutions for u and s for m = 1 / 2 , up until O(ε 2 ) , are given by 
u ∼ 1 
β




t −1 / 3 − 1 
3 β






t −4 / 3 x 2 + 5 
108 β







s ∼ βt 2 / 3 − β
3 / 2 
12 μ








t 4 / 3 . (57) 
For a general m, if m < 1 / 2 it follows that δ1 / (1 −m ) > δ2 and so the expansions for v and L are of the form 
v (y, τ ) = v 0 (y, τ ) + δv 1 (y, τ ) + δ1 / (1 −m ) v 2 (y, τ ) + δ2 v 3 (y, τ ) + . . . 
L (τ ) = L 0 (τ ) + δL 1 (τ ) + δ1 / (1 −m −L 2 (τ ) + δ2 L 3 (τ ) + . . . . 
Whereas if m > 1 / 2 we have δ1 / (m −1) < δ2 which results in expansions 
v (y, τ ) = v 0 (y, τ ) + δv 1 (y, τ ) + δ2 v 2 (y, τ ) + δ1 / (1 −m ) v 3 (y, τ ) + . . . 
L (τ ) = L 0 (τ ) + δL 1 (τ ) + δ2 L 2 (τ ) + δ1 / (1 −m ) L 3 (τ ) + . . . . 
The analysis follows in a similar way to that described above. 
3.1.3. The case m > 1 
For m > 1 this approach will not work, due to the fact that c < 0 in (27) . We discuss this case in the alternative small
time analysis in Section 3.3 below. 
3.2. Small time results for m = 1 and m < 1 
Results are shown in Fig. 1 for m = 1 for the leading order, first order and second order asymptotic solutions, as compared
with a numerical solution (the details of which are discussed in Section 4 ). Observe excellent agreement for s and u between
the numerical and second order solution, up until t = O(1) . 
Fig. 2 shows the same results for m = 1 / 2 , and again we see the expected behaviour with excellent agreement between
the numerical and second order solutions, up until t = O(1) . 
3.3. Alternative small time analysis 
As previously stated, evidently u starts off like a delta function, which can be seen from (17) ; this suggests the use of
a similarity variable for small time, and is confirmed by the analysis in the previous section. Here we obtain leading order
small-time solutions for a general m . We define 
η = x 
2 t ν
, s = 2 αt ν, (58) 
where ν > 0 , and seek solutions of the form 
u (x, t ) = 1 
t ν
F (η, t ) , α ≡ α(t ) . (59) 
The form of u is clear from the integral expression (17) : the powers of t in the integral must cancel in order to balance with
the leading order term on the right hand side. 
Then (14) –(17) become 
1 
4 
∂ 2 F 
∂η2 









, 0 < η < α (60) 629 
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Fig. 1. The m = 1 case: The top plot shows u against x at t = 0 . 2 , with μ = 1 , and the bottom plot shows s against t . The solid line is the numerical 




= 0 , at η = 0 (61) 
2 μ
[
t ˙ α + να
]




F d η = 1 − 2 αt ν, (63) 
where the dot denotes differentiation with respect to t . 
From (60) it seems natural to choose ν = 1 / 2 , and we use this approach for m ≥ 1 . For m < 1 the analysis is more
complicated, as we will discuss below. 630 
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Fig. 2. The m = 0 . 5 case: The top plot shows u against x at t = 0 . 2 , with μ = 1 , and the bottom plot shows s against t . The solid line is the numerical 
solution, and the dotted, dot-dashed and dashed lines are the leading order, first order and second order asymptotic solutions, respectively. 
 
3.3.1. The case m = 1 
For m = 1 we set ν = 1 / 2 and assume that α is constant. From examining the leading order terms in (60) –(63) we have
to solve 
F ′′ (η) + 2 
(
ηF (η) 
)′ = 0 , (64) 
with boundary conditions 
F ′ (0) = 0 , μα = F (α) , 2 
∫ α
0 
F d η = 1 , (65) 
where the prime denotes differentiation with respect to η. The general solution of (64) is 
F (η) = C 1 
√ 
π erfi(η) e −η
2 + C 2 e −η2 , (66) 631 




and it follows that C 1 = 0 in order to satisfy F ′ (0) = 0 . The integral condition in (65) then gives 





= 1 √ 
π erf (α) 
, (67) 
leading to 
F (η) = e 
−η2 
√ 
π erf (α) 
. (68) 
Finally, α is determined from the condition μα = F (α) , which results in the transcendental equation in (36) . 
The solutions in the original variables can be written as 
u ∼ e 
−x 2 / [4 t] 
√ 
πt erf (α) 
, s ∼ 2 α
√ 
t , (69) 
which is identical to the first terms given in (37) and (38) . 
3.3.2. The case m > 1 
In this case we again set ν = 1 / 2 but now allow α to be time-dependent. If we suppose that α  1 , the similarity
solution (68) still applies, in the approximate form 





We change the t variable by setting τ = ln (1 / √ t ) so that 2 t ˙ α = −α′ in (62) , where the prime now denotes differentiation
with respect to τ . Note that τ is large and positive. 
Eq. (62) becomes 
μ(−α′ + α) = e (m −1) τ F m , at η = α, (71) 
or, after substituting in F from (70) , 
μ(−α′ + α) = 1 
πm/ 2 
e (m −1) τ e −mα
2 
, (72) 
which can be rewritten as 
mα2 = (m − 1) τ − ln 
[
μπm/ 2 (−α′ + α) 
]
. (73) 
The first two terms will dominate, which shows that the assumption α  1 is a posteriori justified if m > 1 . Then 











]1 / 2 
. (74) 
The solutions in the original variables can be written as 

















]1 / 2 
. (75) 
3.3.3. The case m < 1 
In this situation we have two choices for ν . The first comes from examining (62) and thus setting ν = 1 / (m + 1) , with α
assumed to be constant. Then 2 ν − 1 = (1 − m ) / (m + 1) > 0 and so the leading order terms in (60) –(63) reduce to 
F ′′ (η) = 0 , F ′ (0) = 0 , 2 αμ




m , 2 
∫ α
0 
F d η = 1 , (76)
which has the solution 
F (η) = 1 
2 α
, α = 1 
2 
(
m + 1 
μ
)1 / (m +1) 
. (77) 
Thus the solutions for u and s are given by 
u ∼ 1 t −1 / (m +1) , s ∼ 2 αt 1 / (m +1) , (78) 
2 α
632 







which again matches (35) from the previous section, when written in the originial variables. For the second we again assume
that ν = 1 / 2 with time-dependent α. Note that here α  1 and the solution of (60) is again given by (66) . Applying a Taylor
series expansion in η gives F ≈ C 2 at leading order, or 
F ≈ 1 
2 α
, (79) 
where we have used (63) to determine C 2 . 
Using the same change of time variable τ = ln (1 / √ t ) , Eq. (62) transforms into (71) , and we substitute (79) into this to
give 
−α′ + α = 1 
μ






or, after some manipulation, it can be written as (
e −(m +1) ταm +1 
)
′ = −m + 1 
2 m μ
e −2 τ . 
Integrating gives 
αm +1 = m + 1 
2 m +1 μ
e (m −1) τ + C 3 e (m +1) τ , 
where C 3 is an arbitrary constant which must be zero to ensure s = 0 at t = 0 (recall that τ is positive). Then 
α = 1 
2 
(
m + 1 
μ
)1 / (m +1) 
e (m −1) τ/ (m +1) = 1 
2 
(
m + 1 
μ
)1 / (m +1) 
t (1 −m ) / [2(m +1)] . (81) 
Back in original variables we have 




m + 1 
μ
)1 / (m +1) 
t 1 / (m +1) , (82) 
which agrees with those given in (78) . Setting ν = 1 / (m + 1) is simpler but the second method is more consistent with the
other cases and allows comparison with these solutions in the limit m → 1 . 
3.4. The limit m → 1 
An obvious question arises when we consider the variation of these behaviours with m . They are not continuous, which
can be seen from (62) : setting ν = 1 / 2 gives 
μ
[
2 t ˙ α + α
]
= t (m −1) / 2 F m , at η = α, (83) 
and so the t (m −1) / 2 term is identically equal to one when m = 1 , is very small for m < 1 and very large for m > 1 . Thus the
limits m → 1 and t → 0 do not commute, and it is necessary to look for a distinguished limit to illuminate this. 
Using the change of variable τ = ln (1 / √ t ) , Eqs. (60) –(63) become (repeating (71) for convenience) 
∂ 2 F 
∂η2 
= −2 ∂F 
∂τ
− 2 ∂ 
∂η
(ηF ) , 0 < η < α (84) 
∂F 
∂η
= 0 , at η = 0 (85) 




F d η = 1 − 2 αe −τ . (87) 
• The case m < 1 : For m < 1 we set 
m = 1 − ε, τ = T 
ε 
, 0 < ε  1 , T = O(1) . (88) 
Note that τ → ∞ as t → 0 and so T > 0 . 
Then (84) –(87) are now 
∂ 2 F 
∂η2 
= −2 ε ∂F 
∂T 
− 2 ∂ 
∂η
(ηF ) , 0 < η < α (89) 
∂F 
∂η
= 0 , at η = 0 (90) 633 









F d η = 1 − 2 αe −T/ε , (92) 
where the prime denotes differentiation with respect to T . The leading order solution is 
F = e 
−η2 
√ 
π erf (α) 
, μα e α
2 √ 
π erf (α) = e −T . (93) 
Note that this matches (68) and (36) on letting ε → 0 at fixed τ (i.e., T → 0 ). 
Alternatively, expanding the terms in (93) for small α gives 
F ≈ e 
−η2 
2 α
, 2 μα2 ≈ e −T . (94) 
This is consistent with (79) and (81) , where the latter can be re-written as 
α = 1 
2 
(
m + 1 
μ
)1 / (m +1) 
e −T/ (m +1) ⇒ 2 μα2 ≈ e −T . 
• The case m > 1 : The analysis here is similar. We set 
m = 1 + δ, τ = T 
δ
, 0 < δ  1 , T = O(1) . (95) 
Then (84) –(87) are now 
∂ 2 F 
∂η2 
= −2 δ ∂F 
∂T 
− 2 ∂ 
∂η
(ηF ) , 0 < η < α (96) 
∂F 
∂η
= 0 , at η = 0 (97) 




F d η = 1 − 2 αe −T/δ, (99) 
where the prime again denotes differentiation with respect to T . The leading order solution is similar to (93) , with a sign
change in T : 
F = e 
−η2 
√ 
π erf (α) 
, μα e α
2 √ 
π erf (α) = e T . (100) 
Again this matches (68) and (36) as T → 0 . 
Finally, we need to compare (100) with (70) and (74) for α  1 . This is clearly true for F , and for α we note from









The asymptotic expansion of the transcendental equation in (100) for large α can be found via iteration. The first two 
terms are given by 
α ∼
√ 












and so it follows that α ≈
√ 
T at leading order. 
3.5. Small time results for m > 1 
Results have already been given in Section 3.1 for the standard analysis when m = 1 and m = 1 / 2 , see Figs 1 and 2 . In
this section we compare the leading small time solutions for m > 1 to a numerical solution, which is described in the next
section. 634 
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Fig. 3. The top plot shows u against x (at t = 0 . 05 and t = 0 . 1 ), with μ = 1 and m = 2 , and the bottom plot shows s against t . The solid line is the 
numerical solution and the dashed line is the leading order asymptotic solution. 
 
 
In Fig. 3 we plot the corresponding solutions from (75) , here with m = 2 . These are comparable with the leading order
solutions for the m = 1 and m < 1 cases shown in Figs 1 and 2 . 
4. Numerical solution 
A popular method for solving Stefan-type problems numerically is to immobilise the boundary and apply finite difference 
methods to the transformed equations (see Mitchell and Vynnycky [18–22] and references therein). This resolves the issue 
of the spatial domain initially being a region of zero thickness. The analysis from the previous section will guide us, and
again we will need to take a different approach for m > 1 . 635 





4.1. The case m ≤ 1 
For m ≤ 1 we set 
ξ = x 
s 
, u (x, t) = 1 
s 
G (ξ , t) . (102) 
This is clearly similar to the similarity variable transformation in (37) , but here we use s instead the appropriate power of t
so that the domain is ξ ∈ [0 , 1] instead of η ∈ [0 , α] (where α was unknown). 
Eqs. (14) –(17) become 
∂ 2 G 
∂ξ 2 
= s 2 ∂G 
∂t 







, 0 < ξ < 1 (103) 
∂G 
∂ξ




= s −m G m , at ξ = 1 (105) 
∫ 1 
0 
G d ξ = 1 − s. (106) 
Similar to the analysis in the previous section, we now examine the limit as t → 0 + in order to obtain an initial condition
for the numerical solution. We set s (t) = 2 αt 1 / (m +1) and again consider the cases m = 1 and m < 1 separately. 
• For m = 1 Eqs. (103) –(106) reduce to 
1 
2 
G ′′ (ξ ) + α2 
(
ξG (ξ ) 
)′ = 0 , G ′ (0) = 0 , 2 α2 μ = G (1) , ∫ 1 
0 
G d ξ = 1 , (107)
which has the solution 
G (ξ ) = 2 α e 
−α2 ξ 2 
√ 
π erf (α) 
, (108) 
where α again satisfies (36) . 
• For m < 1 the equations are now 
G ′′ (ξ ) = 0 , G ′ (0) = 0 , (2 α) 
m +1 μ







G d ξ = 1 , (109)
which has the solution 
G (ξ ) = 1 , (110) 
with α given by (36) . 
Of course, both of these solutions are identical to those for F given in the previous section, when transformed back into
the original variables, with (u, x ) replacing either (F , η) or (G, ξ ) , respectively. 
Eqs. (103) –(106) can be solved using an implicit finite difference scheme (such as Keller Box or Crank-Nicolson), with 
either (108) or (110) as the initial condition, depending on the size of m . More details can be found in [18–22] . 
4.2. The case m > 1 
From (75) we know the small time behaviour of s for m > 1 . If we set 
S(t) = s (t) √ 
ln (1 /t) 
, (111) 
then S(t) ∼ √ t as t → 0 + . Now 
s = 
√ 
ln (1 /t) S, 
d s 
d t 
= d S 
d t 
√ 
ln (1 /t) − S 
2 t 
√ 
ln (1 /t) 
, 
and so Eqs. (14) –(17) become 




, 0 < x < S 
√ 
ln (1 /t) (112) 
∂u = 0 , at x = 0 (113) 
∂x 
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ln (1 /t) − S 
2 t 
√ 
ln (1 /t) 
) 
= u m , at x = S 
√ 
ln (1 /t) (114) 
∫ S √ ln (1 /t) 
0 
u d x = 1 − S 
√ 
ln (1 /t) , (115) 
with S(0) = 0 . 
Similarly to (102) we now set 
σ = x 
S 
, u (x, t) = 1 
S 
H(σ, t) , (116) 
transforming Eqs. (112) –(115) into 
∂ 2 H 
∂σ 2 
= S 2 ∂H 
∂t 







, 0 < σ < 
√ 
ln (1 /t) (117) 
∂H 
∂σ






ln (1 /t) − S 
2 t 
√ 
ln (1 /t) 
) 
= S −m H m , at σ = 
√ 
ln (1 /t) (119) 
∫ √ ln (1 /t) 
0 
H d σ = 1 − S 
√ 
ln (1 /t) . (120) 
In the limit as t → 0 + , S ∼ √ t and so we set S(t) = 2 λ√ t . Also, 
√ 
ln (1 /t) → ∞ , which means that the domain is 0 < σ < ∞
and the reduced system (117) –(120) has the solution 
H(σ ) = 2 λ√ 
π
e −λ
2 σ 2 , λ = 
√ 
m − 1 
2 m 
. (121) 
In order to solve the problem numerically we follow previous work by Mitchell and Vynnycky [23] . The spatial domain is
0 < σ < 
√ 
ln (1 /t) but we solve the system on the finite domain 0 < σ < σ∞ , where σ∞ is sufficiently large. Now 
σ∞ = 
√ 
ln (1 /t) ⇒ t = t ∗ := e −σ 2 ∞ , (122) 
and so the system (117) –(120) is solved with initial condition (121) while 0 < t < t ∗. 
Note that in the numerical implementation we re-write (119) as 
2 t ln (1 /t) S m 
d S 
d t 
− S m +1 = 2 t 
μ
√ 
ln (1 /t) H m , at σ = σ∞ . (123) 
For t ≥ t ∗, we solve (103) –(106) with initial conditions 
s (t ∗) = 
√ 
ln (1 /t ∗) S(t ∗) , G (ξ , t ∗) = 
√ 
ln (1 /t ∗) H(σ, t ∗) . (124) 
5. Large time analysis 
The large time solution is similar to that described in Mitchell and O’Brien [12] , but in that analysis the authors only
considered m ≥ 1 . 
5.1. Linearisation about the equilibrium solution 
We begin by assuming that the kinetic law (16) is linear so that m = 1 . To determine the large time solution we consider
a perturbation from the equilibrium solutions (19) of the form 
u = f (x ) e −γ 2 t , s = 1 + S(t) , (125) 
where S(t) → 0 as t → ∞ . Substituting these expressions into the PDE (14) , we find that f satisfies the ODE −γ 2 f (x ) =
f ′′ (x ) , which has general solution 
f (x ) = A cos (γ x ) + B sin (γ x ) . (126) 
The boundary condition (15) gives f ′ (0) = 0 , and thus B = 0 . Then, condition (16) , with m = 1 , becomes 
μ
d S = f (1) e −γ 2 t ⇒ μd S = A cos (γ ) e −γ 2 t , 
d t d t 
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S(t) = − A 
μγ 2 
cos (γ ) e −γ
2 t , (127) 
where the constant of integration is zero to ensure that S decays as t → ∞ . 
Finally, we use (17) to determine a transcendental equation for γ : substituting (125) and (126) gives, again at leading
order ∫ 1 
0 
A cos (γ x ) e −γ






cos (γ x ) d x = A 
μγ 2 
cos (γ ) e −γ
2 t , 
and after integrating and cancelling terms, we obtain 
μγ tan γ = 1 . (128) 
Thus the leading-order perturbation to the equilibrium solution is 
u = A cos (γ x ) e −γ 2 t , s = 1 − A 
μγ 2 
cos (γ ) e −γ
2 t , (129) 
where γ satisfies (128) . The precise value of A can be determined by patching to a numerical solution or matching to an
intermediate time solution (if available). 
Fig. 4 shows a comparison of the large time solution (129) with the numerical solution of the original model, where the
patching is carried out at t = 2 . Observe that, even for this relatively small time, the asymptotic solutions closely match the
numerical solutions. We do need to consider larger values of t to obtain a similar level of accuracy for u, but even at t = 4
the approximation is good. 
5.2. A formal asymptotic expansion 
As discussed in Mitchell and O’Brien [12] , we can also consider a more formal approach. For m ≤ 1 this involves rescaling
(14) - (17) using 
t = g(ε) + τ, u (x, t) = εv (x, τ ) , s = 1 + εS(τ ) . (130)
where ε  1 is an artificial small parameter and g(ε)  1 , to be determined, is the relevant time-scale over which u decays
to O(ε) . The rescaled problem is now 




, 0 < x < 1 + εS(τ ) (131) 
∂v 
∂x 
= 0 , at x = 0 (132) 
με 1 −m 
d S 
d τ
= v m , at x = 1 + εS(τ ) (133) 
∫ 1+ εS(τ ) 
0 
v d x = −S(τ ) . (134) 
It is clear from (133) that this rescaling will only hold for m ≤ 1 , and that we must consider these cases separately. 
For m = 1 we proceed by setting 
v (x, τ ) ∼ v 0 (x, τ ) + εv 1 (x, τ ) + . . . , S(τ ) ∼ S 0 (τ ) + εS 1 (τ ) + . . . , (135)
and then the leading order problem is 
∂ 2 v 0 
∂x 2 
= ∂v 0 
∂τ
, 0 < x < 1 (136) 
∂v 0 
∂x 
= 0 , at x = 0 (137) 
μ
d S 0 = v 0 , at x = 1 (138) 
d τ
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Fig. 4. The top plot shows u against x at t = 2 , 4 , 10 and the bottom plot shows s against t, with μ = 1 and m = 1 . The solid line is the numerical solution 
and the dashed lines denote the large time solution (129) , with the patching at t = 2 . ∫ 1 
0 
v 0 d x = −S 0 . (139) 
This solution turns out to be identical to that given in Section 5.1 but in the rescaled variables, namely, 
v 0 (x, τ ) = A 0 cos (γ0 x ) e −γ 2 0 t , S 0 = − A 0 
μγ 2 
0 
cos γ0 e 
−γ 2 0 t , (140) 
where γ satisfies (128) . 0 
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To determine g(ε) we revert to original variables and write 
u (x, t) = εA 0 cos (γ0 x ) e −γ 2 0 (t−g(ε)) , s = 1 − εA 0 
μγ 2 
0 
cos γ0 e 
−γ 2 0 (t−g(ε)) , (141) 
at leading order. We must choose g(ε) to eliminate the artificial parameter; i.e., εe γ
2 
0 
g(ε) = 1 , or 
γ 2 0 g(ε) = ln (1 /ε) ⇒ g(ε ) = 




Then the solutions in (141) reduce to those in (129) , with A 0 and γ0 replacing A and γ , respectively. We could look for
higher order expansions, but the solutions are convoluted and so we refer the reader to Mitchell and O’Brien [12] for a
similar analysis. 
For m < 1 the leading order problem is 
∂ 2 v 0 
∂x 2 
= ∂v 0 
∂τ
, 0 < x < 1 (143) 
∂v 0 
∂x 
= 0 , at x = 0 (144) 
v 0 = 0 , at x = 1 (145) 
∫ 1 
0 
v 0 d x = −S 0 . (146) 
The solution for v 0 is again of the form 
v 0 (x, τ ) = B 0 cos (λ0 x ) e −λ2 0 t , (147) 
but now the condition (145) forces λ0 = π/ 2 . Then 
S 0 = −
∫ 1 
0 
B 0 cos (πx/ 2) e 
−π2 t/ 4 d x = −2 B 0 
π
e −π
2 t/ 4 . (148) 
Reverting to original variables leads to 
u (x, t) = εB 0 cos (πx/ 2) e −π2 (t−g(ε)) / 4 , s = 1 − 2 εB 0 
π
e −π
2 (t−g(ε)) / 4 , (149) 
at leading order. Here we set εe π
2 g(ε) / 4 = 1 to finally give the leading order solution 
u (x, t) = B 0 cos (πx/ 2) e −π2 t/ 4 , s = 1 − 2 B 0 
π
e −π
2 t/ 4 , (150) 
where again B 0 can be found from patching. It is not straightforward to determine the higher order terms in this case, since
the expansions in (135) will not work. For example, if m = 1 / 2 then (133) is 
με 1 / 2 
d S 
d τ
= v 1 / 2 , at x = 1 + εS(τ ) . 
This indicates that the v 1 term should be at O(ε 1 / 2 ) , whereas the boundary is expanded as 1 + εS. We leave this for further
work and only consider the leading order solution for this case. 
For m > 1 we use the following scaling: 
t = ε 1 −m τ, u (x, t) = εv (x, t) , s = 1 + εS(τ ) . (151)
This is similar to the approach in Mitchell and O’Brien [12] . Eqs. (14) –(17) then become 
∂ 2 v 
∂x 2 
= ε m −1 ∂v 
∂τ
, 0 < x < 1 + εS(τ ) (152) 
∂v 
∂x 




= v m , at x = 1 + εS(τ ) (154) 
∫ 1+ εS(τ ) 
v d x = −S(τ ) . (155) 0 
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A natural starting point is setting m = 2 . Then we can use the same expansions (135) and we find that the leading order
problem is 
∂ 2 v 0 
∂x 2 
= 0 , ∂v 0 
∂x 









v 0 d x = −S 0 . (156)
This has the solution 
v 0 = μ
τ + c 0 
, S 0 = − μ
τ + c 0 
, (157) 
where c 0 is an unknown constant. Similar to the constant that appears in (129) , this value can only be determined by
patching to a numerical solution or matching to an intermediate time solution (if available). 
6. Parameter μ expansions 
6.1. Large μ expansion 
In this section we consider an expansion for large μ, similar to that in [10,12] . We re-scale time by setting t = μτ, and
then equations (14) –(17) become 






, 0 < x < s (158) 
∂u 
∂x 
= 0 , at x = 0 (159) 
d s 
d τ
= u m , at x = s (160) 
∫ s 
0 
u d x = 1 − s. (161) 
We expand u and s as (using the small parameter 1 /μ) 
u = u 0 + 1 
μ
u 1 + . . . , s = s 0 + 1 
μ
s 1 + . . . , (162) 
and then the leading order equations reduce to 
∂ 2 u 0 
∂x 2 
= 0 , 0 < x < s 0 (163) 
∂u 0 
∂x 
= 0 , at x = 0 (164) 
d s 0 
d τ
= u m 0 , at x = s 0 (165) 
∫ s 0 
0 
u 0 d x = 1 − s 0 . (166) 
The solution of PDE (163) , with boundary conditions (164) and (166) , is simply 
u 0 = 1 − s 0 
s 0 
, (167) 
and then (165) gives an ODE to solve for s 0 , namely 








Note that if m = 1 then (168) has implicit solution 
−s 0 − ln (1 − s 0 ) = τ. (169) 
The O(1 /μ) equations are 
∂ 2 u 1 
∂x 2 
= ∂u 0 
∂τ
, 0 < x < s 0 (170) 
∂u 1 = 0 , at x = 0 (171) 
∂x 
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d s 1 
d τ





+ u 1 
)
, at x = s 0 (172) 
∫ s 0 
0 
u 1 d x = −s 1 u 0 (s 0 , τ ) − s 1 . (173) 






1 − s 0 
s 0 
)
= − 1 
s 2 
0 
d s 0 
d τ








and so integrating (170) twice, and using (171) , leads to 




1 − s 0 
s 0 
)m x 2 
2 
+ C. (174) 
Substituting this and u 0 into (173) gives 










so that we can write u 1 as 
u 1 = 
(






2 s 2 
0 
]




Finally, (172) then gives an ODE for s 1 , i.e., 










1 − s 0 
s 0 
)m 





This can be solved along with (168) to determine both s 0 and s 1 , with the initial conditions s 0 (0) = s 1 (0) = 0 . 
Fig. 5 shows the leading and first order asymptotic solutions, compared with the numerical solution, for m = 1 and μ = 5 .
Again we see excellent agreement between the numerical and first order solution, even when 1 /μ is not that small. 
6.2. Small μ expansion 
For small μ, the kinetic condition (16) suggests that either s t is large or u is small. Proceeding on the latter assumption,
setting μ = 0 in this equation leads to the simplified boundary condition u m = 0 , i.e., u = 0 , at x = s . Then, the alternative
boundary condition (20) simplifies to a more standard Stefan condition. 
In this section we restrict our attention to the case m = 1 . Whilst the condition (16) reduces to u = 0 for any m > 0 , it
is simpler to take the linear case when comparing the small μ expansion to the numerical solution, in order to avoid the
separate cases that arise. 
Setting μ = 0 in (14) –(17) leads to the model 




, 0 < x < s (178) 
∂u 
∂x 
= 0 , at x = 0 (179) 
u = 0 , at x = s (180) 
∫ s 
0 
u d x = 1 − s, (181) 





, at x = s . (182) 
Using the transformation in (102) , we can re-write this as 
∂ 2 G 
∂ξ 2 
= s 2 ∂G 
∂t 







, 0 < ξ < 1 (183) 
∂G 
∂ξ
= 0 , at ξ = 0 (184) 642 
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Fig. 5. The top plot shows u against x at t = 1 , with μ = 5 , and the bottom plot shows s against t . The solid line is the numerical solution, and the 
dot-dashed and dashed lines are the leading order and first order asymptotic solutions, respectively. G = 0 , at ξ = 1 (185) 
∫ 1 
0 







, at ξ = 1 . (187) 643 






















For comparison purposes, the condition (20) when μ  = 0 , after the transformation in (102) , becomes 




, at ξ = 1 . (188) 
In the limit as t → 0 + we see that (188) leads to a consistent boundary condition, which results from setting s ∼ √ t . How-
ever, from examining (187) it follows that setting s ∼ t 1 / 3 would lead to a consistent boundary condition but the PDE
(183) would be inconsistent, since s d s/ d t ∼ t −1 / 3 . 
Hence (178) –(181) is inconsistent in the limit as t → 0 + , which means that we cannot determine an initial condition
in order to solve (183) –(186) numerically (as described in Section 4 ). Whilst we could try an alternative transformation to
that given in (46) , i.e., setting u (x, t) = h (t ) G (ξ , t ) , it is not clear what value to take for h (t) . The form of the boundary
conditions usually dictate the form of h (t) , but here h (t) cancels in both (179) and (180) . 
However, we can make progress by numerically solving either (183) –(186) , or (183) –(185) and (187) , with the initial
condition given by (108) and μ  1 , in order to illustrate that the asymptotic balances are correct. 
These results are shown in Fig. 6 , where we have plotted the solution of (183) –(186) and (108) , where μ = 1 × 10 −6 in
the calculation of α for the initial condition. This is compared to the numerical solution of the original system for two small
values of μ. Observe that as μ gets smaller, the solutions look to be converging, which demonstrates that the above analysis
is correct, and u → 0 and s t → ∞ in the limit as μ → 0 . 
7. Heat balance integral method 
We now apply the heat balance integral method (HBIM) to problem (14) –(17) , as an alternative to the numerical and
asymptotic solutions that have already been described. The HBIM is a popular technique for finding approximate solutions 
to Stefan problems, see [24,25] and references therein. The method is fairly simple, converting the PDE model into a set
of ordinary differential equations (ODEs), which can often be solved exactly. However, it does have various well-known 
drawbacks, which are discussed in more detail in [24,26–28] . It relies on choosing an approximating function to represent
the temperature, and this crucial to the method’s accuracy. In addition, there are also different ways to formulate the “heat
balance integral”, which is used to generate the ODEs. Mitchell and O’Brien [10,12] have analysed the HBIM applied to
the related polymer diffusion problems, where more details are given about the method and its relative strengths and 
weaknesses. 
It is convenient to consider the equations in the form Eqs. (103) –(106) , i.e., after the transformation (102) . We will outline
the reason for this below. Note that the boundary condition (20) is then transformed into 




, at x = s . (189) 
The HBIM introduces a profile for G, usually a polynomial of the form 
G (ξ , t) = a 0 + a 1 (1 − ξ ) + a p (1 − ξ ) p , (190) 
where p > 1 and the coefficients a 0 , a 1 , a p are time dependent. The linear term is required to ensure that ∂ G/∂ ξ  = 0 at
ξ = 1 . The value of p is often taken to be p = 2 but we leave it unknown because this is not always an optimal choice,
and it is often time dependent. After satisfying (104) and (189) we can re-write the profile (190) as (setting a 0 ≡ a for
convenience) 
G = a + (a + s ) ss t (1 − ξ ) − 1 
p 
(a + s ) ss t (1 − ξ ) p , (191)
where s t ≡ d s/ d t and a ≡ a (t) . The condition (105) is now 
μs m s t = a m . (192) 
Thus we can re-write the profile (191) as 
G = a + 1 
μ
(a + s ) s 1 −m a m (1 − ξ ) − 1 
μp 
(a + s ) s 1 −m a m (1 − ξ ) p . (193)
The method involves integrating the transformed heat Eq. (103) over the spatial domain ξ , which leads to the heat balance









G d ξ − ss t G 
∣∣
ξ=1 . (194) 
Substituting (193) into the HBI leads to 
−(a + s ) ss t = s 2 d 
d t 
[ 






p(p + 1) 
)
s 1 −m a m (a + s ) 
] 
− ass t , (195) 644 
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Fig. 6. The top plot shows u against x at t = 1 and the bottom plot shows s against t . The solid line is the numerical solution of (183) –(186) and (108) , 
where μ = 1 × 10 −6 . The dashed and dot-dashed lines show the numerical solution of the original system, with μ = 0 . 1 and μ = 0 . 2 , respectively. which simplifies to 
−s t = d 
d t 
[ 




γ = p 
2 + p − 2 
2 μp(p + 1) . (197) 
The expression in (196) can be integrated to give 
−s + C = a + γ s 1 −m a m (a + s ) , 645 
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Fig. 7. The top plot shows u against x at t = 1 , with μ = 1 , and the bottom plot shows s against t . The solid line is the numerical solution, and the dashed 
lines are the heat balance integral solutions (with p = 2 ), for m = 0 . 5 (green), m = 1 (blue) and m = 2 (red). (For interpretation of the references to color 
in this figure legend, the reader is referred to the web version of this article.) 
 
 
where we deduce that C = 1 by the following argument: the equilibrium solution (19) transforms to G = 0 , which shows
that a = 0 (in equilibrium), and so we must balance the left hand side with s = 1 . 
Thus we write the expression as 
γ s 1 −m a m (a + s ) + a + s − 1 = 0 . (198) 
Note that, as expected, (198) also matches the resulting expression after the profile (193) is substituted into (106) . 
The standard HBIM combines either (196) or (198) with (192) . For m = 1 the expression (198) gives a quadratic expression
for a, i.e., 
γ a 2 + (1 + γ s ) a + s − 1 = 0 . (199) 646 




























We can then solve this quadratic, taking the positive root, and substitute it into (192) to give a single nonlinear ODE to solve
for s, using ode23s in Matlab. 
For m  = 1 , a standard nonlinear solver, such as Newton’s method, can be used to approximate a which is then substituted
into (192) ; alternatively the differentiated expression (196) can be used with (192) which leads to a pair of ODEs to solve
for s and a . The initial condition for a varies depending on the size of m ; using (198) (or (199) ) and the fact that s (0) = 0 : 
• m = 1 , (199) reduces to the quadratic equation γ a 2 + a − 1 = 0 , and so a (0) comes from the positive root; 
• m < 1 , (198) shows that a (0) = 1 ; 
• m > 1 , (198) shows that a (0) = 0 . 
The reason for applying the HBIM to the transformed Eqs. (103) –(106) , rather than (14) –(17) , relates to the unknown
coefficient that appears in the profile. In terms of the variable u, the profile (193) would be given by 
u = b + 1 
μ
(b + 1) sb m 
(





(b + 1) sb m 
(




where b = a/s . It is clear that for m ≤ 1 the initial condition b(0) will be infinite, whereas for m > 1 the limiting initial value
is difficult to determine. Using the transformed Eqs. (103) –(106) avoids this complication. 
As discussed in [12] , the classic HBIM uses p = 2 to give a quadratic polynomial, but great improvements can be made
if the exponent is left unknown and determined as part of the solution process [10,26–29] . In [12] the authors use the
Myers minimisation method [26,27] , which involves minimising the Langford error (i.e., the integral of the square of the 
PDE operator). Here we are using the PDE in the form (103) and so this integral will become very complicated. For brevity
we leave optimising p to future work, and simply apply p = 2 here. 
Fig. 7 presents results for the HBIM solution compared with the numerical solution for various values of m, with μ = 1 .
Whilst the results are not quite so accurate for u, as observed in [12] and due to the zero flux left boundary condition, the
results for s show excellent agreement. 
8. Conclusions 
In this paper we have considered asymptotic, numerical and approximate solution techniques applied to a one- 
dimensional Stefan problem which describes the sorption of a finite amount of swelling solvent in a glassy polymer. We 
have generalised the analysis by Cohen and Goodhart [11] to allow for a nonlinear kinetic power law condition on the mov-
ing front, and this complicates all of the asymptotic analysis presented in this work, especially when the exponent of the
power law is greater than one. For these polymer-solvent systems the power is typically in the range m ∈ (2 , 3] and so it is
important to understand this physically realistic case. 
We have carried out a complete asymptotic analysis in the limits t → 0 + , t → ∞ , μ → ∞ , and also discussed the small
μ case, which gives an inconsistent problem at leading order, and is therefore difficult to analyse. In general, we were able
to characterise a systemic approach which could be applied to the limiting expansions. The small time asymptotic solution 
had straightforward solutions for m ≤ 1 but a different approach was required for m > 1 . This led to s not having the usual
power law solution, but one which involved 
√ 
t ln (1 /t) . The large time asymptotic expansion was also complicated, due to 
the presence of equilibrium solutions. A closed form solution could not be determined but we were able to describe how
one could patch the unknown constant with a numerical solution. 
We should remark that from the small time solutions it is clear that the speed of the moving boundary is infinite in
the limit as t → 0 , for all values of m . This is similar to the classic Stefan problem where the moving boundary has √ t 
behaviour and thus also infinite speed. A fixed temperature is prescribed at the left boundary x = 0 which is unphysical as
it results in an initial jump in temperature. It is more realistic to consider a cooling type condition which leads to linear
t behaviour for the moving boundary initially [18] . Understanding why the speed is infinite for this problem is beyond the
scope of this paper but it is clear that one would have to examine the boundary condition at x = 0 carefully to determine
the correct behaviour there. The related problem where the solvent concentration is fixed on the boundary, as examined in 
[9,10] , has linear t behaviour for small times, i.e., finite initial speed. However, the behaviour on the left boundary is clearly
different for these two problems and fully understanding these differences, and implications, is left for future work. 
Finally, the heat balance integral method was applied to the problem, and we showed that this gave a very good approxi-
mation to the moving boundary position s, but it was not quite so accurate for the concentration u . However, improvements
could be made by optimising the exponent in the approximate profile for u, but we have deferred this to future work due
to the fact that the unknown coefficient that appears in this profile has a different structure depending on the size of m,
and this would complicate the optimisation procedure. 
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In Section 2 the model is formulated and a non-dimensionalisation is given. The scaling for u was chosen to balance the
terms in the integral expression (8) , as can be seen by setting u = u ∗ + k 1 /k 2 in the non-dimensional formulation (11) ,
which then simplifies to (12) . 









D (u ∗ + k 1 /k 2 ) 
k 2 Q 
)1 /m 
. (201) 
The integral expression (11) now reduces to 
1 
λ
∫ s ′ 
0 
u ′ d x ′ = 1 − s ′ , (202) 
where 
λ = u 




k 2 Q 
D 
)1 /m 
(u ∗ + k 1 /k 2 ) 1 −1 /m , (203) 
using the expression for u from (201) . The alternative boundary condition (9) is now (dropping the (·) ′ notation for com-
parison with (20) ) 




, at x = s . (204) 
Thus, instead of Eqs. (14) –(17) and (20) , the non-dimensional problem would be 




, 0 < x < s (205) 
∂u 
∂x 
= 0 , at x = 0 (206) 
d s 
d t 





u d x = 1 − s (208) 




, at x = s , (209) 
with initial condition s (0) = 0 . The condition (209) also arises in the Stefan problem for melting/freezing with a kinetic
undercooling term. In that context the parameter λ is referred to as the Stefan number [14,15] . 
In Mitchell and O’Brien [12] , the authors examine a similar problem where the initial condition prescribed for the moving
boundary position was non-zero, hence requiring an initial condition for the solvent concentration. The non-dimensional 
model was written as 




, 0 < x < s (210) 
∂u 
∂x 




= u m , at x = s (212) 




, at x = s , (213) 
with the with initial condition s (0) = 0 . Note that here we keep the same notation m for the exponent in (212) , but in
[12] the authors use n instead. 
The analysis in this paper could have been used with the scaling described above, leading to (205) –(209) , rather than
(14) –(17) and (20) . This would then give the same parameter λ, as used in [12] , which potentially could allow some com-
parison between the two models. However, we felt it more natural to use the form with μ, which also appears in [12] , as648 





the form is cleaner; in that formulation no parameter appears in the integral condition which is crucial to the analysis, and
so the simpler form is preferable. 






or μ = 1 
λm 
. (214) 
So, a large μ analysis can be thought of as a small λ analysis, and vice versa. 
Appendix B 
In Section 3.1 we considered a standard small time analysis for m = 1 . Here we give the details of the O(ε) and O(ε 2 )
solutions. 




2 v 1 
∂y 2 
, 0 < y < L 0 (215) 
∂v 1 
∂y 
(0 , τ ) = 0 (216) 
μ
d L 1 
d τ
= L 1 ∂v 0 
∂y 
(L 0 , τ ) + v 1 (L 0 , τ ) (217) 
∫ L 0 
0 
v 1 d y = −L 0 − L 1 v 0 (L 0 , τ ) . (218) 
This has the solution 
v 1 = C 1 , L 1 = α1 τ, (219) 
which automatically satisfies (216) . The constants C 1 and α1 are found from the conditions (217) and (218) , giving the pair
of equations 
2 α0 (1 + C 1 ) = −μα0 α1 
μα1 (1 + α2 0 ) = C 1 , 
which has the solution 
C 1 = −
2(1 + α2 0 ) 
3 + 2 α2 
0 
, α1 = − 2 








2 v 2 
∂y 2 
, 0 < y < L 0 (221) 
∂v 2 
∂y 
(0 , τ ) = 0 (222) 
μ






∂ 2 v 0 
∂y 2 
(L 0 , τ ) + L 2 ∂v 0 
∂y 
(L 0 , τ ) + v 2 (L 0 , τ ) (223) 
∫ L 0 
0 
v 2 d y = −L 1 − L 1 v 1 (L 0 , τ ) − L 2 v 0 (L 0 , τ ) −




(L 0 , τ ) . (224)
This has the solution 























, L 2 = α2 τ 3 / 2 , (225) 
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(2 α2 0 − 1) (226) 
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