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1Introduction and Main results
In this paper, we consider the following FitzHugh-Nagumo type elliptic system:
(Pa) $\{$
$-\Delta u=\lambda(f(\mathrm{u})-v)$ in $1,
$-\Delta v=\lambda(\delta \mathrm{u}-\gamma v)$ in 0,
$u=v=0$ on CM),
where $\Omega\subset \mathrm{R}^{N}(N\geq 1)$ is bounded domain with smooth boundary an, $\delta,\gamma$ are positive constants,
$\lambda>0$ is aparameter and $f$ is given by $f(u)=u(u-a)(1-u)$ where $0<a<1/2$ . This problem
is the stationary problem for the FitzHugh-Nagumo equation:
$(\mathrm{D}_{\lambda})\{$
$v_{t}-\lambda^{-1}\Delta v=\delta u-\gamma vu_{t}-\lambda^{-1}\Delta u=f(u)-v$ $\mathrm{i}\mathrm{n}\mathrm{R}^{+}\mathrm{x}\Omega \mathrm{i}\mathrm{n}\mathbb{R}^{+}\mathrm{x}\Omega,$
’
$u=v=0$ on $\mathbb{R}^{+}\mathrm{x}$ $\partial\Omega$ ,
$u(0,x)=u_{0}(x)$ , $v(0,x)=v_{0}(x)$ .
These equation are used as model for nerve conduction and other chemical and biological systems.
See [15] and the references therein about the case where the diffusion constant of $u$ is much smaller
than the diffusion constant of $v$ .
If we set $\delta=0$ in (Pa), then the problem is reduced to the scalar problem:
$(\mathrm{S}_{\lambda})\{$ $u=0-\Delta u=\lambda f(u)$ $\mathrm{o}\mathrm{n}\partial\Omega \mathrm{i}\mathrm{n}\Omega,$
,
where the function $f$ is the one given in the above. It is well known that for large $\lambda>0$ there are
at least two positive solutions. One is obtained as the global minimizer of
$\mathrm{f}(\mathrm{u})=\int_{\Omega}\frac{1}{2}|\nabla u|^{2}-\lambda F(u)dx$
and has aboundary layer of width $O(\lambda^{-1/2})$ . The other is obtained as a $\mathrm{m}\mathrm{o}\mathrm{u}\mathrm{n}\mathrm{t}\mathrm{a}\mathrm{e}^{*}\mathrm{I}1$ pass solution
and has aspiky shape if $\Omega$ is convex (see [11]). Moreover if $\Omega$ is aball, Ouyang and Shi [16]
obtained the exact multiplicity of solutions to $(\mathrm{S}_{\lambda})$ for any $\lambda>0$ .
Our study is motivated to understand the complete dynamics of solutions for $(\mathrm{D}_{\lambda})$ . Although
the Lyapunov functional has been obtained in [7], we need to study the structure of solutions to
$(\mathrm{P}_{\lambda})$ in details to understand the complete dynamics of solutions to $(\mathrm{D}_{\lambda})$ . In this paper we focus
on the study of the asymptotic profiles of solutions to $(\mathrm{P}_{\lambda})$ as afirst step of this program.
Now we recall briefly two approaches to construct solutions to $(\mathrm{P}_{\lambda})$ . See section 2for the
details. Since the second equation can be inverted to solve $v$ in terms of $u$ , the problem $(\mathrm{P}_{\lambda})$ can
be then written as asingle equation for $u$ including anonlocal term. More precisely, if we define
the operator $B_{\lambda}:=(-\lambda^{-1}\Delta+\gamma)^{-1}$ : $L^{2}(\Omega)arrow H_{0}^{1}(\Omega)$ , then the problem $(\mathrm{P}_{\lambda})$ is reduced to the
following problem:





Klaasen and Mitidieri [13] obtained two nontrivial solutions $(\underline{u}_{\lambda},\underline{v}_{\lambda})$ and $(\overline{u}_{\lambda},\overline{v}_{\lambda})$ in some
parameter range as acritical points of the functional
Jx (u) $= \int_{\Omega}\frac{1}{2}|\nabla u|^{2}+\frac{\lambda}{2}\delta(B_{\lambda}u)u-\lambda F(u)dx$
on $H_{0}^{1}(\Omega)$ , where $F(u)= \int_{0}^{u}f(s)ds$ . Using an apriori estimate for the solution to $(\mathrm{P}_{\lambda})$ , the
function $f$ will be modified for large $|u|$ , so that the functional $Jx$ is well defined on $H_{0}^{1}(\Omega)$ .
The pair $(\overline{u}_{\lambda},\overline{v}x)$ is obtained as aglobal minimizer and $(\underline{u}_{\lambda},\underline{v}_{\lambda})$ is obtained by the well-known
Mountain Pass Theorem. We will often call $(\underline{u}_{\lambda},\underline{v}_{\lambda})$ amountain pass solution. See section 2for
details.
On the other hand, recently in [20] Reinedce and Sweers discovered anice transformation
$(\mathrm{P}_{\lambda})$ to aquasimonotone system and obtained asolution $(U_{\lambda}, V_{\lambda})$ by using the method of sub-
supersolutions for asomewhat restricted parameter range. This solution $(U_{\lambda},V_{\lambda})$ is stable and
has aboundary layer of width $O(\lambda^{-1/2})$ . Moreover $(U_{\lambda},V_{\lambda})$ is aunique solution in certain order
interval. Hence we will call $(U_{\lambda}, V_{\lambda})$ aboundary layer solution. However the relation between
these solutions obtained by these different approach was unclear.
In this paPer, we show the global minimizer $(\overline{u}_{\lambda},\overline{v}_{\lambda})$ coincides with the boundary layer solution
( $U_{\lambda}$ , Va) for sufficient large $\lambda>0$ . Moreover, we prove that amountain pass solution $(\mathrm{m},\mathrm{m})$ has
aspiky asymptotic profile for large $\lambda>0$ when $\Omega$ is ball.
To state our main results precisely, we need to assume the following three conditions on the




lEtemark . De Figueiredo and Mitidieri [6] showed that under the condition (C1) every non-
trivial solution to the problem $(\mathrm{N}\mathrm{L}_{\lambda})$ is positive(see Proposition 2.4). Next we will use the the
condition (C2) to transform $(\mathrm{P}_{\lambda})$ to some quasimonotone system and use the condition (C3) to
construct asubsolution to the quasimonotone system. We also note that the condition (C3) im-
plies $(2a^{2}-5a+2)/9>(\delta/\gamma)$ (see (2.2) in Section 2). If 6is sufficiently smal and 7is sufficiently
large then all conditions (C1), (C2) and (C3) are satisfied.
Remark . Since we compere the global minimizer $\overline{u}_{\lambda}$ with boundary layer solution $U_{\lambda}$ obtained
by the quasimonotone method as in [20], we assume slightly stronger conditions than the condition
as in [20] and use milder modification of $f$ .
Now we state our main results. First one is anew characterization of the boundary layer
solution $(U_{\lambda}, V_{\lambda})$ .
Theorem 1.1. Suppose that conditions (C2) and (C3) hold. Then there $\dot{\varpi}st\epsilon$ $>0$ and $\lambda\#>0$
such that if $(u\rangle, v_{\lambda})$ is a positive solution of $(\mathrm{P}_{\lambda})$ with maxg $u_{\lambda}\in(\rho_{\delta/\gamma}^{+}-\epsilon,\rho_{\delta/\gamma}^{+})$ and $\lambda>\lambda\#$ then
$u_{\lambda}=U_{\lambda}$ .
Using Theorem 1.1, we can show that the global minimizer $(\overline{u}_{\lambda},\overline{v}_{\lambda})$ coincides with the boundary
layer solution $(U_{\lambda}, V_{\lambda})$ for sufficiently large $\lambda>0$ .
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Theorem 1.2. Suppose that conditions (C1), (C2) and (C3) are satisfied. Then there exists
$\lambda^{\mathrm{b}}>0$ such that for $\lambda>\lambda^{\mathrm{b}}$ , $\overline{u}_{\lambda}=U_{\lambda}$ holds.
Lastly, we show aspiky profile of amountain pass solution $(\underline{u}_{\lambda},\underline{v}_{\lambda})$ , when $\Omega$ is aball.
Theorem 1.3. Let $\Omega$ $=B_{1}(0)$ be the unit ball in $\mathbb{R}^{N}$ and conditions (Cl), (C2) and (C3) hold.
And let $(\underline{u}_{\lambda},\underline{v}_{\lambda})$ be a mountain pass solution to $(\mathrm{P}_{\lambda})$ . Then the followings hold.
(1) $\underline{u}_{\lambda}(0)\geq\rho_{\delta/\gamma}^{-}$ , where $\rho_{\delta/\gamma}^{-}$ is a positive constant independent of Aand will be defined in Section
2.
(2) $lf$ we set $\tilde{u}_{\lambda}(x)=\underline{u}_{\lambda}(\lambda^{-1/2}x),\tilde{v}_{\lambda}(x)=\underline{v}_{\lambda}(\lambda^{-1/2}x)$, the set of functions $\{\tilde{u}_{\lambda}\}$ , $\{\tilde{v}_{\lambda}\}$ are
precompact in $C_{1\mathrm{o}\mathrm{c}}^{2}(\mathrm{R}^{N})$ and have subsequences which converge to a positive radially symmetric
solution to the problem
(P) $\{$
$-\Delta u=f(u)-v$ in $\mathrm{R}^{N}$
$-\Delta v=\delta u-\gamma v$ in $\mathrm{R}^{N},$
’
$u(x)arrow 0$ as $|x|arrow\infty$ ,
$v(x)arrow 0$ as $|x|arrow\infty$ .
(3) $4_{\lambda}arrow 0$ , $\underline{v}_{\lambda}arrow 0$ as A $arrow+\infty$ uniformly on every compact subset of $\overline{B_{1}(0)}\backslash \{0\}$.
This paper is organized as follows. In section 2, we recall preliminary known results. In section
3we first establish an apriori bound for positive solutions. Next we prove Theorems 1.1 and 1.2
and we show alower bound estimate for the maximum of the positive solution. Finally we prove
Theorem 1.3. In section 4we state open questions for the problem $(\mathrm{P}_{\lambda})$ .
2Preliminary known results
In this section we collect some preliminary known results. First we define the operator $B_{\lambda}$ :
$L^{2}(\Omega)arrow L^{2}(\Omega)$ as follows: for all $w\in L^{2}(\Omega)$ , $v=B_{\lambda}w$ is the unique weak solution to
$\{$ $v=0-\lambda^{-1}\Delta v+\gamma v=w$ $\mathrm{i}\mathrm{n}\Omega \mathrm{o}\mathrm{n}\partial’\Omega$ . (2.2)
Then the second equation of (Pa) is equivalent to $v=\delta B_{\lambda}u$ and by substituting into the first
equation of $(\mathrm{P}_{\lambda})$ we obtain the single equation including anonlocal term
$(\mathrm{N}\mathrm{L}_{\lambda})\{$ $u=0-\Delta u+\lambda\delta B_{\lambda}\mathrm{u}=\lambda f(u)$
in $\Omega$ ,
on an.
The definition of $B_{\lambda}$ implies that $\int_{\Omega}(B_{\lambda}u)udx\geq 0$ and $B_{\lambda}$ is bounded operator in $L^{2}(\Omega)$ with
$||B_{\lambda}||c(L^{2}(\Omega))\leq 1/\gamma$ . See [13] for proofs of these results.
First we describe how to construct the variational solutions in our setting. For the construction
we just impose the following weaker condition:
$\frac{2a^{2}-5a+2}{9}>\frac{\delta}{\gamma}$ (2.2)
than the condition (C3). Condition (2.2) is equivalent to the following
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$g(u):=f(u)- \frac{\delta}{\gamma}u$ has three roots $0<\rho_{\delta/\gamma}^{-}<\rho_{\delta/\gamma}^{+}<1$ and satisfies
$\int_{0}^{\rho_{\delta/\gamma}^{+}}(f(u)-\frac{\delta}{\gamma}u)$ $du>0$ .
Next we state apriori estimate for the solutions to $(\mathrm{P}_{\lambda})$ .
Proposition 2.1. ([14, Lemma 3]) Suppose that there eists m $=m(\delta/\gamma)>0$ such that
$\frac{f(y)}{y}<-\frac{\delta}{\gamma}$ for y: $|y|>m$
and let (u,v) be a solution to $(\mathrm{P}_{\lambda})$ . Then $|u(x)|\leq m$ for all x $\in\Omega$ .
To obtain the variational solution, we have to define the energy functional. We have to modify
the function $f$ as follows so that it is well defined and its critical points are the solution to the
problem $(\mathrm{N}\mathrm{L}_{\lambda})$ . Now we assume furthermore condition (C1):
$\frac{\delta}{\gamma}<a<\gamma-2\sqrt{\delta}$ .
We note that the direct calculation for $f(u)=u(u-a)(1-u)$ yields
$m=m( \delta/\gamma)=\frac{a+1}{2}+\frac{1}{2}\sqrt{(a-1)^{2}+4\frac{\delta}{\gamma}}$, (2.3)





Using this estimate we modify the function f to $\tilde{f}$ satisfying the following conditions
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(1) $f(u)=\tilde{f}(u)$ for $0<u\leq m$ .
(2) $\frac{\tilde{f}(u)}{u}<-\frac{\delta}{\gamma}$ for $|u|>m$ .
(3) $\tilde{f}’(u)=-a<-\frac{\delta}{\gamma}$ for large $u>m$ and for all $u<0$ .
(4) $\tilde{f}’(u)+M\geq 0$ for all $u\in \mathrm{R}$.
(5) $\tilde{f}$ is smooth.
Since we are interested in positive variational solutions, we use the modified function $\tilde{f}$ instead
of $f$ in the problem $(\mathrm{N}\mathrm{L}_{\lambda})$ . And later we show that for every nontrivial solution to $(\mathrm{N}\mathrm{L}_{\lambda})$ with
modified function $\tilde{f}$ is positive. Hereafter we consider the problem $(\mathrm{N}\mathrm{L}_{\lambda})$ with $\tilde{f}$ .
Next we define the following functional:
$J_{\lambda}(u):= \int_{\Omega}\frac{1}{2}|\nabla u|^{2}+\frac{\lambda}{2}\delta(B_{\lambda}u)udx-\lambda\tilde{F}$ (lA)dx, (2.5)
where $\tilde{F}(u)=\int_{0}^{u}\tilde{f}(s)ds$. Then we can show that if $u\in H_{0}^{1}(\Omega)$ is acritical point of $J_{\lambda}$ if
and only if $u$ is aweak solution to the (NLa). Moreover by the standard bootstrap argument,
$(u, v)=(u, \delta B_{\lambda}u)$ is aclassical solution of $(\mathrm{P}_{\lambda})$ .
Now we state the existence result.
Proposition 2.2. ([13, Theorem 1, Theorem 2]) Let us assume conditions (2.2) and (01). Then
there eists $\lambda^{\mathrm{t}}>0$ such that for all $\lambda>\lambda^{\mathrm{t}}$ there eist two nontrivial solutions $(\overline{u}_{\lambda},\overline{v}_{\lambda})$ , $(\underline{u}_{\lambda},\underline{v}_{\lambda})$
to $(\mathrm{P}_{\lambda})$ satisfies $J_{\lambda}(\overline{u}_{\lambda})<0$, $J_{\lambda}(\underline{u}_{\lambda})>0$ .
We note that $(\overline{u}_{\lambda},\overline{v}_{\lambda})$ is obtained as aglobal minimizer of $J_{\lambda}$ and $(\underline{u}_{\lambda},v[])$ is obtained by the
Mountain Pass Theorem (see [3]).
Actually existence of these two nontrivial solutions to $(\mathrm{P}_{\lambda})$ has been proved in [13] without
condition (C1). We can show that the solutions obtained by the same procedure as in [13] to $(\mathrm{P}_{\lambda})$
with the modified function $\tilde{f}$ are solutions to (Pa) with the original $f$ by Proposition 2.1 and the
following argument.
Namely we can show that the variational solutions obtained by the procedure as in [13] to
$(\mathrm{P}_{\lambda})$ with the modified $f$ are positive.
Since the positivity of the solutions is invariable by the scaling:
$\tilde{u}_{\lambda}(x)=u(\lambda^{-1/2}x),\tilde{v}_{\lambda}(x)=v(\lambda^{-1/2}x)$
for $x\in\lambda^{1/2}\Omega:=\{y\in \mathrm{R}^{N}|\lambda^{1/2}y\in\Omega\}$
we may assume $\lambda=1$ and we consider the problem $(\mathrm{N}\mathrm{L}_{1})$ . Let us define the operator
$T:=-\Delta+\delta B_{1}$ , with $D(T):=H^{2}(\Omega)\cap H_{0}^{1}(\Omega)$ .
$T$ is aclosed and aself adjoint operator. Let us denote by $0<\mu_{1}<\mu_{2}\leq\mu_{3}\leq\cdots$ the eigenvalues
of-A with Dirichlet boundary condition and by $\{\phi_{k}\}$ the corresponding eigenfunctions. It is
easily seen that
$\hat{\mu}_{k}=\mu_{k}+\frac{\delta}{\gamma+\mu_{k}}$ , $k=1,2$ , $\cdots$ ,
are the eigenvalues of the operator $T$ . Since $\{\phi_{k}\}$ is acomplete orthonormal system in $L^{2}(\Omega)$ , it
is readily shown that $\{\hat{\mu}_{k}\}$ are the only eigenvalues of $T$ .
The following proposition follows from the positivity of the resolvent operator of $T$ (see [6,
Corollary 1.3])
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Proposition 2.3. ([6, Remark 1.3]) Let us $\gamma+\mu_{1}>\sqrt{\delta}$ , and $2\sqrt{\delta}-\gamma\leq\mu<\hat{\mu}_{1}$ . lfz $\in L^{2}(\Omega)$ ,
z $\geq \mathrm{O}$ a.e. and w is a weak solution to
$\{$
$-\Delta w+\delta B_{1}w-\mu w=z$ in $\Omega$
$w=0$ on $\partial\Omega$ ,
then w $\geq \mathrm{O}$ a.e. Moreover, if z $\in C(\prod)$ , z $\geq 0$ in $\Omega$ , then w $>0$ in $\Omega$ and the outward normal
derivative satisfies $(\partial w/\partial\nu)<0$ on an.
Now we show the positivity of solutions to problem $(\mathrm{N}\mathrm{L}_{\lambda})$ with the modified function $f$ . We
note that our modification implies that $\tilde{f}(u)\geq-au$ for an $u\in \mathrm{R}$. And we can easily check that
all conditions of Proposition 2.3 with $\mu=-a$ are satisfied. Therefore every nontrivial solution $u$
to
$\{$ $u=0-\Delta u+\delta B_{1}u-(-a)u=\tilde{f}(u)+au$
in $\Omega$ ,
on an
is positive. Hence the following proposition holds (see [6, Remark 2.8]).
Proposition 2.4. ([6]) Let us assume the condition (Cl). Then every nontrivial solution to
$(\mathrm{N}\mathrm{L}_{\lambda})$ with the modified function f is positive.
(2.6)
Next we recall the other construction of asolution to $(\mathrm{P}_{\lambda})$ due to Reinecke and Sweers [20].
Since our assumption and the modification of $f$ is slightly different from the one in [20], we present
it in details, although the strategy is the same one as in [20]. Problem $(\mathrm{P}_{\lambda})$ can be transformed
to quasimonotone system in some parameter range. At first we state the definition and properties
of aquasimonotone system.
Definiton 2.5. Let $F_{1}$ , $F_{2}\in C^{1}$ $(\mathrm{R} \mathrm{x}\mathrm{R})$ . An euiptic system
$\{-\Delta u=F_{1}(u,w)-\Delta w=F_{2}(u,w)$ $\mathrm{i}\mathrm{n}\Omega \mathrm{i}\mathrm{n}\Omega$
’
is called quasimonotone if
$| \frac{\partial F_{1}}{\partial u}|$ , $| \frac{\partial F_{2}}{\partial w}|\leq K$,
for some $K>0$ and
$\frac{\partial F_{1}}{\partial w}(u,w)\geq 0$ and $\frac{\partial F_{2}}{\partial u}(u,w)\geq 0$ , for all (u, $w)\in \mathrm{R}$ x R.
Definiton 2.6. ($u$ ,to) $\in C(\overline{\Omega})\mathrm{x}C(\overline{\Omega})$ is called asubsolution(supersolution) to the elliptic problem
$\{$






-Au $\leq(\geq)F_{1}(u,w)$ in $D’(\Omega)$ ,
$-\Delta w\leq(\geq)F_{2}(u,w)$ in $D’(\Omega)$
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(2) $(u, w)\leq(\geq)(0,0)$ cm an.
$(u, w)\in C(\overline{\Omega})\mathrm{x}C(\overline{\Omega})$ is called a $C$-solution to the problem (2.7) if it is asubsolution and a
supersolution.
Proposition 2.7. ([20]) $Lei$ $\Omega$ $\subset \mathbb{R}^{N}$ be a bounded domain with smooth boundary and assume
(2.7) is a quasimonotone system.
$lf$ ($\underline{u}$,to) and $(\overline{u},\overline{w})$ are a supersolution and a subsolution to (2.7), respectively, with $(\underline{u},\underline{v})\leq$
$(\overline{u},\overline{v})$ on an, then there exists a $C$-solution $(u,w)$ to (2.7) with
$(\underline{u},\underline{w})\leq(u,w)\leq(\overline{u},\overline{w})$ .
We note that since $\Omega$ is abounded domain with smooth boundary an and $F_{1}$ , $F_{2}$ are $C^{1}$ , any
$C$-solution $(u,w)$ is actually in $C^{2}$ffl) $\mathrm{x}C^{2}(\prod)$ .
Next proposition is an extension of the result of Gidas, Ni and Nirenberg [9], due to Troy [21]
to the quasimonotone system.
Proposition 2.8. ([21, Theorem 1]) Suppose that $\Omega$ $=B_{R}(0)$ and (2.7) is quasimonotone. If
$u>0$ , $w>0$ is a solution to this system with $u,w\in C^{2}(\overline{B_{R}(0)})$ , then $u$ , $w$ is radially symmetric
and $\partial u/\partial r$, $\mathrm{d}\mathrm{w}/\mathrm{d}\mathrm{r}<0$ on $(0, R)$ .
Next we explain how to transform $(\mathrm{P}_{\lambda})$ to some quasimonotone system.
Under the condition (C2):
$\gamma-2\sqrt{\delta}>M$,
we can define $\beta$ and $\alpha$ by
$\beta:=\frac{1}{2}(\gamma-M)-\frac{1}{2}\sqrt{(\gamma-M)^{2}-4\delta}>0$ ,
$\alpha=\gamma-\beta>0$.
Note $\mathrm{t}\mathrm{h}\mathrm{a}\mathrm{t}-\beta(\beta+M)=\delta-\gamma\beta$ and that
$\delta$
$\theta:=1->0\overline{\gamma\beta}$ .
One may verify that $(u, w)$ is apositive solution to
(Qa) $\{$
$-\Delta u=\lambda(f(u)-\beta u+\beta w)$ in $\Omega$ ,
$-\Delta w=\lambda(f(u)+Mu-aw)$ in $\Omega$ ,
$u=w=0$ on an
if and only if $(u,\beta u-\beta w)$ is apositive solution to $(\mathrm{P}_{\lambda})$ . We note that ffom our modification of
$f$ , we have $f’(s)+M\geq 0$ on $\mathrm{R}$ and hence $f(s)+Ms$ is monotone increasing on R. Moreover $f’$
is bounded on R. Therefore the system (Qa) is quasimonotone.
Next we construct asolution for $(\mathrm{Q}_{\lambda})$ . We assume the condition (C3):
$\frac{2a^{2}-5a+2}{9}>\beta$.
It is easy to see that the condition (C3) implies the condition (2.2).
Next to construct the subsolutions to (Qa) we also need the following proposition. The fol-
lowing proposition corresponds to the proposition 3.1 of [20]. Althogh our modification of $f$ is
different&0m the one as in [20], we can show similar way as in [20]. For readers convenience, we
give the proof of the proporistion
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Proposition 2.9. Suppose that conditions (C2) and (C3) are satisfied and let B $=B_{1}(0):=\{x\in$
$\mathbb{R}^{N}$ : $|x|<1$}. Then there eists $\lambda_{B}>0$ such that
$\{$
$-\Delta u=\lambda_{B}(\tilde{f}(u)-\beta u+\beta w)$ in $B$ ,
$-\Delta w=\lambda_{B}(\tilde{f}(u)+Mu-\alpha w)$ in $B$ ,
$u=w=0$ on $\partial B$
(2.8)
has a solution $(U_{B}, W_{B})$ with following properties:
(1) $0\leq(U_{B},W_{B})<(\rho_{\delta/\gamma}^{+},\theta\rho_{\delta/\gamma}^{+})$ with $\theta=1-\delta/(\gamma\beta)$ .
(2) $U_{B}$ , $W_{B}$ is radially syrnrnetric $wi\theta$}
$U_{B}’(0)=W_{B}’(0)=0$ and $U_{B}’(r)$ , $W_{B}’(r)$ $<0$ on $(0, 1]$ .
(3) $\mathrm{U}\mathrm{B}(0)W_{B}(0))>(\rho_{\delta/\gamma}^{-},\theta\rho_{\delta/\gamma}^{-})$ and $W_{B}(\mathrm{O})\geq\theta U_{B}(0)$ .
$Pro\mathrm{o}/$. Since the condition (C3) holds, for fixed large $\lambda=\lambda_{B}$ , there exists apositive solution $\underline{u}$ to
$\{$ $u=0-\Delta u=\lambda(\tilde{f}(\mathrm{u})-\beta u)$ $\mathrm{o}\mathrm{n}\partial B\mathrm{i}\mathrm{n}B$
with maxw $\in(\rho_{\beta}^{-},\rho_{\beta}^{+})$ (see [5]), where $\rho_{\beta}^{-}$ , $\rho_{\beta}^{+}$ are the positive roots of $f(u)$ -flu. Since $(\underline{u},0)$ is a
subsolution to (2.9), and $(\rho_{\delta/\gamma}^{+},\theta\rho_{\delta/\gamma}^{+})$ is asupersolution with $(\underline{u},0)<(\rho_{\delta/\gamma}^{+},\theta\rho_{\delta/\gamma}^{+})$ there exists a
solution $(U_{B}, W_{B})$ with $\underline{u}\leq U_{B}<\rho_{\delta/\gamma}^{+}$ and $0\leq W_{B}<\theta\rho_{\delta/\gamma}^{+}$ to (2.9), see [20, Proposition A.3.].
By Proposition 2.8 we have that $U_{B}$ and $W_{B}$ are radially symmetric with $U_{B}’(0)=W_{B}’(0)=0$
and $U_{B}’(r)$ , $W_{B}’(0)<0$ on the interval $(0, 1)$ . Also $(-\Delta+\lambda_{B}\alpha)W_{B}=\lambda_{B}(f(U_{B})+MU_{B})\geq 0$
and by the strong maximum principle $W_{B}’(1)<0$ . Let $\tau:=U_{B}(0)$ and $V_{B}:=\beta(U_{B}-W_{B})$ it also
follows from the maximum principle that
$\max V_{B}<\frac{\delta}{\gamma}\tau$. (2.9)





$(-\Delta+\lambda_{B}\gamma)V_{B}=\lambda_{B}\delta U_{B}\geq 0$ , $V_{B}’(1)=\beta(U_{B}’(1)-W_{B}’(1))<0$ and hence $U_{B}’(1)<W_{B}’(1)<\square$
Using the solution obtained above, we construct subsolutions to $(\mathrm{Q}_{\lambda})$ . First we fix $z^{*}\in\Omega$ and
set,
$\lambda(z^{*}):=\lambda_{B}\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}(z^{*},\partial\Omega)^{-2}$ .
Next for au $\lambda>\lambda(z^{*}),\mathrm{w}\mathrm{e}$ set
$Z_{\lambda}(x):=\{$
$(U_{B},W_{B})((\lambda/\lambda_{B})^{1/2}(x-z^{*}))$ for $|x-z^{*}|\leq(\lambda_{B}/\lambda)^{1/2}$ ,
0for$|x-z^{\mathrm{r}}|>(\lambda_{B}/\lambda)^{1/2}$
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with $(U_{B}, W_{B})$ as in Proposition 2.9. Next we set
$Z_{\lambda}^{y}(x):=Z_{\lambda}(x+z^{*}-y)$
for $y\in\Omega$ satisfying dist(y, $\partial\Omega$ ) $>(\lambda_{B}/\lambda)^{1/2}$ and define the following family of functions:
$S_{\lambda}=$ { $Z_{\lambda}^{y}$ : $y\in\Omega$ such that dist(y, $\partial\Omega)>(\lambda_{B}/\lambda)^{1/2}$ }.
We recall that since an is smooth, 0satisfy the following uniform interior sphere condition:
there exists $\epsilon\Omega>0$ such that
$\Omega=\cup$ { $B(y,\epsilon)$ : $y\in\Omega$ and dist(y, $\partial\Omega)>\epsilon_{\Omega}$ }.
We may suppose that
$\Omega_{\nu}:=$ { $y\in\Omega$ : dist(y, CTJ) $>\nu$}
is connected for all $\epsilon$ $\leq\epsilon_{\Omega}$ (see [5]).
The following statements, especially the part (2), are included implicitly in [20].
Proposition 2.10. ([20, Lemma 3.2]) Suppose that conditions (C2) and (C3) are satisfied. Then
(1) For all $\lambda>\lambda(z^{*})$ , $Z_{\lambda}$ is a subsolution to (QA) and
$\mathrm{Y}:=(\rho_{\delta/\gamma}^{+},\theta\rho_{\delta/\gamma}^{+})$
is a supersolution to $(\mathrm{Q}_{\lambda})$ with $Z_{\lambda}<\mathrm{Y}$ . Hence there gists a solution $(U_{\lambda}, W_{\lambda})$ to (QA) in
the order interval $[Z_{\lambda}, \mathrm{Y}]$ .
(2) There eist $\lambda^{\mathrm{x}}>\lambda(z^{*})$ such that for all $\lambda>\lambda^{\mathrm{x}}$ every element in $S_{\lambda}$ is a subsolution to $(\mathrm{Q}_{\lambda})$ .
Moreover if $(u,w)$ is a solution to (QA) in $[Z_{\lambda}, \mathrm{Y}]$ then for every $Z_{\lambda}^{y}\in S_{\lambda}$ , $(u,w),iS$ a solution
to $(\mathrm{Q}_{\lambda})$ in $[Z_{\lambda}^{y}, \mathrm{Y}]$ .
Pmof. (1) It follows directly that $\mathrm{Y}$ is asupersolution. Next denote $Z_{\lambda}=(Z_{\lambda}^{1}, Z_{\lambda}^{2}),\mathrm{Y}=(\mathrm{Y}^{1}, \mathrm{Y}^{2})$
and take $\varphi\in C_{0}^{\infty}(\Omega)$ with $\varphi\geq 0$. Then if we set $B=B_{(\lambda_{B}/\lambda)^{1/2})(z)}$., we obtain by the Green’s
identity
$\int_{\Omega}Z_{\lambda}^{1}(-\Delta\varphi)dx=\int_{B}Z_{\lambda}^{1}(-\Delta\varphi)dx$
$=$ $- \int_{B}\Delta Z_{\lambda}^{1}\varphi dx-\int_{\partial B}(Z_{\lambda}^{1}\frac{\partial\varphi}{\partial\nu}-\frac{\partial Z_{\lambda}^{1}}{\partial\nu}\varphi)d\sigma$
$\leq$ $\int_{\Omega}(\tilde{f}(Z_{\lambda}^{1})-\beta Z_{\lambda}^{1}+\beta_{\lambda}^{2})\varphi dx$.
Asimilar result holds for $Z_{\lambda}^{2}$ .
Finally $\max Z_{\lambda}^{1}=Z_{\lambda}^{1}(z^{*})<\rho_{\delta/\gamma}^{+}=\mathrm{Y}^{1}$ , $\max Z_{\lambda}^{2}=Z_{\lambda}^{2}(z^{*})<\theta\rho_{\delta/\gamma}^{-}=\mathrm{Y}^{2}$ . Hence $Z_{\lambda}<\mathrm{Y}$ .
(2) We can show that $Z_{\lambda}^{y}$ is subsolution in asimilar way as in (1). Next we show that for large
$\lambda>0$ if $(u,w)$ is solution to (Qa) in $[Z_{\lambda}, \mathrm{Y}]$ then for every y\in $l satisfies dist(y, $\partial\Omega$ ) $>(\lambda_{B}/\lambda)^{1/2}$ ,
$(u,w)$ is asolution to (QA) in $[Z_{\lambda}^{y}, \mathrm{Y}]$ . Let $\lambda^{\mathrm{x}}:=\{\lambda(z^{*}), \lambda_{B}\epsilon_{\Omega}^{-2}\}$ . Suppose that ($u$,to) $\in[Z_{\lambda},\mathrm{Y}]$
is asolution to $(\mathrm{Q}_{\lambda})$ with $\lambda>\lambda^{\mathrm{x}}$ . As in [5] there exists for every $y\in\Omega_{(\lambda_{B}/\lambda)^{1/2}}$ , acurve in
$\Omega_{(\lambda_{B}/\lambda)^{1/2}}$ connecting $y$ with $z^{*}$ . Using the sweeping principle (see [20, Proposition A.6.]), it
follows that $(u,w)>Z_{\lambda}^{y}$ for aU $y\in\Omega_{(\lambda/\lambda_{B})^{1/2}}$ . $\square$
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Using the earlier notation, we arrive at the important results in [20].
Proposition 2.11. ([20, Theorem 2.1, Lemma 4.2]) Suppose conditions (C2) and (CS) are sat-
isfied. Then there eists $\lambda^{\star}>0$ and a function
$\mathrm{A}\in C^{1}([\lambda^{\star}, +\infty),$ $C^{2}(\overline{\Omega})\mathrm{x}C^{2}(\overline{\Omega}))$
such that $(U_{\lambda}, V_{\lambda}):=\Lambda(\lambda)$ is a positive solution to $(\mathrm{P}_{\lambda})$ for all $\lambda\geq\lambda^{*}$ . $\mathrm{b}\hslash hemor\epsilon$
(1) $(\mathrm{i}\mathrm{x}, W_{\lambda})=(U_{\lambda},\beta(U_{\lambda}-V_{\lambda}))$ is unique solution to (QA) in the order interval $[Z_{\lambda},\mathrm{Y}]$ .
(2) $\max U_{\lambda}\in(\rho_{\delta/\gamma}^{-},\rho_{\delta/\gamma}^{+})$ and $\max V_{\lambda}\in\frac{\delta}{\gamma}(\rho_{\delta/\gamma}^{-},\rho_{\delta/\gamma}^{+})$ ,
(3) $\lim_{\lambdaarrow\infty}\Lambda(\lambda)=(\rho_{\delta/\gamma}^{+},$ $\frac{\delta}{\gamma}\rho_{\delta/\gamma}^{+})$ uniformly on compact subsets of $\Omega$ .
Using the results of Propositions 2.10 and 2.11, we can obtain the following proposition.
Proposition 2.12. Suppose that conditions (C2) and (CS) and $\lambda>\lambda^{\star}$ are satisfied. Let $y_{1},y_{2}\in$
$\Omega$ be such that
dist $(y_{1},\partial\Omega)$ , dist ($y_{2}$ ,CM)$)>(\lambda_{B}/\lambda)^{1/2}$ .
Then $(u,w)$ is a solution to (QA) in $[Z_{\lambda}^{y1}, \mathrm{Y}]$ if and only if $(u,w)$ is a solution to (QA) in $[Z_{\lambda}^{y2}, \mathrm{Y}]$ .
It is shown that the solution $U_{\lambda}$ obtained by Proposition 2.11 has aboundary layer of width
$O(\lambda^{-1/2})$ (see [20] for details). Hence we often call this solution aboundary layer solution.
3Proof of main results
In this section we prove the main results. We need some lemmas and propositions.Hereafter we
also use the same notation f and F for the modified function $\tilde{f}$ and $\tilde{F}$ .
Lemma 3.1. Suppose that conditions (C2), (CS) hold. Then for every positive solution $(u,w)$ to
(Qa) we have
$u(x)\leq\rho_{\delta/\gamma}^{+}$ , to(x) $\leq\theta\rho_{\delta/\gamma}^{+}=(1-\frac{\delta}{\gamma\beta})\rho_{\delta/\gamma}^{+}$ .
Proof. Let us assume that $u \mathit{0}:=\max\Omega$ $u>\rho_{\delta/\gamma}^{+}$ .
Step 1. First we show that $w(x)\leq\theta u_{0}$ . From the second equation of (Qa) we have
$-\mathrm{A}(\mathrm{w}-\mathrm{d}\mathrm{u}\mathrm{o})+\lambda\alpha(w-\theta u_{0})=\lambda(f(u)+Mu-\alpha\theta u_{0})$ .







Here we use the $\mathrm{r}\mathrm{e}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}-\beta(\beta+M)=\delta-\beta\gamma$. Hence by the monotonicity of $f(s)+Ms$ we have
$-\Delta(w-\theta u_{0})+\lambda\alpha(w-\theta u_{0})\leq 0$ .
By the maximum principle $w(x)\leq\theta u_{0}$ follows.
Step 2. Next we show that at amaximum point $x_{0}$ of $u$ , -Au(x0) $<0$ . In fact from the first
equation of $(\mathrm{Q}_{\lambda})$
$-\Delta u(x_{0})$ $=$ $\lambda$($f(u(x_{0}))$ -Ou(x0)+\beta w(x0))
$\leq$ $\lambda(f(u(x_{0}))-0\mathrm{u}(\mathrm{x}\mathrm{o})+\beta\theta u(x_{0}))$
$=$ $\lambda(f(u(x_{0}))-\frac{\delta}{\gamma}u(x_{0})+\frac{\delta}{\gamma}u(x_{0})-\beta u(x_{0})+\beta\theta u(x_{0}))$
$=$ $\lambda(f(u(x_{0}))-\frac{\delta}{\gamma}u(x_{0}))<0$ .
On the other hand, $-\Delta u(x_{0})\geq 0$ , since $x_{0}$ is maximum point. This is acontradiction. Hence we
can conclude $u(x)\leq\rho_{\delta/\gamma}^{+}$ .
Step 3. Finally we show that $w(x)\leq\theta\rho_{\delta/\gamma}^{+}$ . At first, from the second equation of (QA), we
have
$-\Delta w+\lambda\alpha w=\lambda(f(u)+Mu)$ .
Next we note that
$\lambda\alpha\theta\rho_{\delta/\gamma}^{+}=\lambda(f(\rho_{\delta/\gamma}^{+})+M\rho_{\delta/\gamma}^{+})$ .
Subtracting and using the monotonicity of $f(s)+Ms$ it follows that
$-\Delta(w-\theta\rho_{\delta/\gamma}^{+})+\lambda\alpha(w-\theta\rho_{\delta/\gamma}^{+})=\lambda(f(u)+Mu-(f(\rho_{\delta/\gamma}^{+})+M\rho_{\delta/\gamma}^{+}))\leq 0$.
Hence by the maximum principle $w\leq\theta\rho_{\delta/\gamma}^{+}$ follows. $\square$
By the strong maximum principle we obtain the following result.
Proposition 3.2. Suppose that conditions (C2), (C3) hold. Let $\Omega$ be any domain and the pair
(u,w) be the positive solution to
$\{-\Delta u=\mu(f(u)-\beta u+\beta w)-\Delta w=\mu(f(u)+Mu-\alpha w)$ $\mathrm{i}\mathrm{n}\Omega \mathrm{i}\mathrm{n}\Omega$
with $u(x)\leq\rho_{\delta/\gamma}^{+}$ , $w(x)\leq\theta\rho_{\delta/\gamma}^{+}$ in $\Omega$ , $\mu>0$ . And if $u(x_{0})=\rho_{\delta/\gamma}^{+}$ (resp. $w(x_{0})=\theta\rho_{\delta/\gamma}^{+}$ ) at sorne
point $x_{0}\in\Omega$ , then $u(x)\equiv\rho_{\delta/\gamma}^{+}$ (resp. $w(x)\equiv\theta\rho_{\delta/\gamma}^{+}$ ) on 0hold.
To prove Theorem 1.1 we also need the following lemma.
Lemma 3.3. Suppose that conditions (C2), (C3) hold. And let $Z_{\lambda}^{1}$ , $Z_{\lambda}^{2}$ be the first and second
components of $Z_{\lambda}$ , respectively, and $\mathrm{Y}^{1}$ , $\mathrm{Y}^{2}$ be the first and second components of $\mathrm{Y}$ , respectively.
Let $(u,w)$ be the solution to (QA) such that $Z_{\lambda}^{1}\leq u\leq \mathrm{Y}^{1}$ in 0. Then $Z_{\lambda}^{2}\leq w\leq \mathrm{Y}^{2}$ in $\Omega$ .
Proof. First, since the condition implies that $u$ is apositive solution, from the second equation of
(QA) we have
$-\Delta w+\lambda\alpha w=\lambda(f(u)+Mu)\geq 0$ in $\Omega$ .
Since w $=0$ on an by the maximum principle we obtain that w $\geq 0$ in $\Omega$ .
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Next we show that $Z_{\lambda}^{2}\leq w$ in 0. Since on $\Omega\backslash B_{(\lambda_{B}/\lambda)^{1/2}}(z^{*})$ , $Z_{\lambda}^{2}=0$ (see Proposition 2.10),
we have only to show it on $B_{(\lambda_{B}/\lambda)^{1/2}}(z^{*})$ (Note that $Z_{\lambda}$ is smooth on $B_{(\lambda_{B}/\lambda)^{1/2}}(z^{*})$). Indeed $Z_{\lambda}$
is asubsolution to (Qa) and w is asolution to $(\mathrm{Q}_{\lambda})$ we have
$-\Delta Z_{\lambda}^{2}+\lambda\alpha Z_{\lambda}^{2}\leq$ $\lambda(f(Z_{\lambda}^{1})+MZ_{\lambda}^{1})$ in $B_{(\lambda_{B}/\lambda)^{1/2}}(z^{*})$
$-\Delta w+\lambda\alpha w=$ $\lambda(f(u)+Mu)$ in $B_{(\lambda_{B}/\lambda)^{1/2}}(z^{*})$
Subtracting we have
$-\Delta(Z_{\lambda}^{2}-w)+\lambda\alpha(Z_{\lambda}^{2}-w)\leq\lambda(f(Z_{\lambda}^{1})+MZ_{\lambda}^{1}-(f(u)+Mu))\leq 0$,
since $Z_{\lambda}^{1}\leq u$ and $f(s)+Ms$ is an increasing function. And we have $Z_{\lambda}^{2}-w\leq 0$ on $\partial B_{(\lambda_{B}/\lambda)^{1/2}}(z^{*})$ .
By the maximum principle we can conclude that $Z_{\lambda}^{2}\leq w$ in 0. We can show that $w\leq \mathrm{Y}^{2}$ in a
similar way as in the proof of $Z_{\lambda}^{2}\leq w$ . $\square$
Now we prove Theorem 1.1.
Proof of Theorem 1.1. If the result is false, there exists $\{\lambda_{n}\}\subset \mathrm{R}_{+}$ such that
$\lambda_{n}\nearrow\infty$ and $u_{\lambda_{n}}\overline{\tau}^{\angle}- U\lambda_{n}$ and $\max_{\Omega}u_{\lambda_{n}}arrow\rho_{\delta/\gamma}^{+}$ .
Let $u_{\lambda_{n}}(x_{n})= \max\Omega$ $u_{\lambda_{n}}$ . For convenience, we divide the proof into two case.
Case 1. $\{x_{n}\}$ is bounded away from an
Case 2. $x_{n}arrow\overline{x}\in \mathrm{C}\mathrm{M}1$ as $narrow \mathrm{o}\mathrm{o}$
In this article we prove only for Case 1. Case 2is proved by the standard blowup argument.
See [18] for details.
Case 1. $\{x_{n}\}$ is bounded away from an, that is, there exists $C>0$ such that
dist(xn, $\partial\Omega$ ) $>C>0$ , for all $n\in \mathrm{N}$ (3.1)
Let us set
$\tilde{u}_{\lambda_{n}}(x)=u_{\lambda_{n}}(\lambda_{n}^{-1/2}x+x_{n}),\tilde{v}_{\lambda}(x)=v_{\lambda_{n}}(\lambda_{n}^{-1/2}x+x_{n})$ in $B_{R_{n}}(0)$ ,
where $R_{n}=\lambda_{n}^{1/2}\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}(x_{n},\partial\Omega)$ . Fix $R>0$ , since $R_{n}arrow\infty$ as $narrow\infty,\tilde{u}_{\lambda_{*}},\tilde{v}_{\lambda_{n}}$ is well defined in
$B_{R}(0)$ if $n$ is sufficiently large. By Lemma 3.2 and the positivity of $u_{\lambda_{n}}$
$0<\tilde{u}_{\lambda_{n}}<\rho_{\delta/\gamma}^{+}$ and $\tilde{u}_{\lambda_{n}}(0)=\max_{\Omega}u_{\lambda_{n}}arrow\rho_{\delta/\gamma}^{+}$ as $narrow\infty$ .
For fixed $R$ $>R’>0$ , $(\tilde{u}_{\lambda_{n}},\tilde{v}_{\lambda_{n}})$ satisfies
$-\mathrm{A}\mathrm{v}\mathrm{X}\mathrm{n}=f(\tilde{u}_{\lambda_{n}})-\tilde{v}_{\lambda_{n}}$ in $B_{R}(0)$ ,
$-\mathrm{A}\mathrm{v}\mathrm{X}\mathrm{n}=\delta\tilde{u}x_{n}-\gamma\tilde{v}_{\lambda_{n}}$ in $B_{R}(0)$
and $(\tilde{u}_{\lambda_{n}},\tilde{w}_{\lambda_{n}})$ $:=(\tilde{u}_{\lambda_{n}},\tilde{u}_{\lambda_{n}}-(1/\beta)\tilde{v}_{\lambda_{n}})$ satisfies
$-\mathrm{A}\mathrm{v}\mathrm{X}\mathrm{n}=f(\tilde{u}_{\lambda_{n}})-\beta\tilde{u}_{\lambda_{\hslash}}+\beta\tilde{w}_{\lambda_{n}}$ in $B_{R}(0)$ ,
$-\mathrm{A}\mathrm{v}\mathrm{X}\mathrm{n}=f(\tilde{u}_{\lambda_{n}})+M\tilde{u}_{\lambda_{n}}-\alpha\tilde{w}_{\lambda_{n}}$ in $B_{R}(0)$
for sufficiently large $n$ . Note that $(\tilde{u}_{\lambda_{n}})\}$ is uniformly bounded in $L^{\infty}$-no, thus $\{\tilde{u}x_{\hslash}\}$ , $\{\tilde{w}_{\lambda}.\}$
is uniformly bounded in $C^{\alpha}(B_{R}(0))$-norm for some $0<\alpha<1$ , by elliptic $IP$ estimates. Thus
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by Schauder’s estimates, $\{\tilde{u}_{\lambda_{n}}\}$ , $\{\tilde{w}_{\lambda_{n}}\}$ is uniformly bounded in $C^{2,\alpha}(\overline{B_{R’}(0)})$ , and is relatively
compact in $C^{2}(\overline{BR’(0)})$ . Hence there exist U, W $\in C^{2}(\overline{B_{R’}(0)})$ with $0\leq U\leq\rho_{\delta/\gamma}^{+}$ satisfying
$-\Delta U=f(U)-\beta U+\beta W$ in $B_{R’}(0)$ ,
$-\Delta W=f(U)+MU-\alpha W$ in $B_{R’}(0)$ ,
$U(0)=\rho_{\delta/\gamma}^{+}$ .
Then by Proposition 3.2 $U\equiv\rho_{\delta/\gamma}^{+}$ on $\overline{B_{R’}(0)}$.
On the other hand, by (3.1), if $n$ is sufficiently large, $z^{*}$ and $x_{n}\in\Omega$ satisfies
dist $(z^{*},\partial\Omega)$ ,dist $(x_{n},\partial\Omega)>(\lambda_{B}/\lambda_{n})^{1/2}$ .
Hence by Proposition 2.12, $U_{\lambda_{n}}$ is the first component of the unique solution to (Qa) in the order
interval $[Z_{\lambda^{n}}^{x}, \mathrm{Y}]$ . Then by Lemma 3.3 and the assumption $u_{\lambda_{n}}\neq U_{\lambda_{n}}$ we have
$u_{\lambda_{n}}(x)<Z_{\lambda}^{x_{n},1}(x)=U_{B}((\lambda_{n}/\lambda_{B})^{1/2}(x-x_{n}))<U_{B}(0)<\rho_{\delta/\gamma}^{+}$
at some $x\in B_{(\lambda_{B}/\lambda_{n})^{1/2}}(x_{n})$ , where the function $Z_{\lambda}^{ae_{n},1}$ is the first component of $Z_{\lambda}^{x_{*}}$ and the
functions $U_{B}$ and constant $\lambda_{B}$ are as in Proposition 2.9. Thus
$\tilde{u}_{\lambda_{n}}(x)<U_{B}(0)<\rho_{\delta/\gamma}^{+}$
for some $x\in\underline{B_{\lambda_{B}^{1/2}}(0)}$ and therefore $\tilde{u}_{\lambda_{n}}$ cannot possess asubsequence which converges to $\rho_{\delta/\gamma}^{+}$
uniformly on $B_{\lambda_{B}^{1/2}}(0)$ . This leads to acontradiction and completes the proof for the Case 1. $\square$
Next we prove Theorem 1.2.
Proof of Theorem 1.2. First if $u$ is the first component of the solution to $(\mathrm{P}_{\lambda})$ then
$-\Delta u+\lambda\delta B_{\lambda}u=\lambda f(u)$ .
Multiplying $u$ and using Green’s formula, we have
$\int_{\Omega}|\nabla u|^{2}+\mathrm{X}\mathrm{S}(\mathrm{B}\mathrm{x}\mathrm{u})\mathrm{u}-\lambda f(u)udx=0$ .
Substituting this into the energy functional
$J_{\lambda}(u)= \int_{\Omega}\frac{1}{2}|\nabla u|^{2}+\frac{\lambda}{2}\delta(B_{\lambda}u)u-\lambda F(u)dx$,
we have
$J_{\lambda}(u)=\lambda$ $\int_{\Omega}\frac{1}{2}f(u)u-F(u)dx$ .
We set $H(u):=(1/2)f(u)u-F(u)$ and let $u^{*}$ be such that
$\frac{f(u^{*})}{u^{*}}=f’(u^{*})$ .




Claim 1. $H(\rho_{\delta/\gamma}^{+})<0$ . In fact our condition implies that






Claim 2. There exists $\lambda^{\mathrm{b}}>0$ such that for $\lambda>\lambda^{\mathrm{b}}$ , $\overline{u}_{\lambda}=U_{\lambda}$ . If not, there exists asequence
$\{\lambda_{n}\}$ such that
$\lambda_{n}\nearrow\infty$ and $\overline{u}_{\lambda_{n}}\tau- U_{\lambda_{n}}A$ .
Prom Theorem 1.1, there exists $\epsilon$ $>0$ and $\lambda\#>0$ such that if $(u,v)$ is apositive solution to $(\mathrm{P}_{\lambda})$
with $\max_{\Omega}u\in(\rho_{\delta/\gamma}^{+}-\epsilon,\rho_{\delta/\gamma}^{+})$ and $\lambda>\lambda\#$ then $u=U_{\lambda}$ .
Since by Proposition 2.4, $\overline{u}_{\lambda_{n}}$ is positive, sufficiently large $n$ , maxg $\overline{u}_{\lambda_{n}}\not\in(\rho_{\delta/\gamma}^{+}-\epsilon,\rho_{\delta/\gamma}^{+})$ .
Next we choose $\epsilon_{1},\epsilon_{2}>0$ and $\Omega’\subset\subset\Omega$ by the following way.
First we choose $\epsilon_{2}>0$ such that
(1) $0>H(\rho_{\delta/\gamma}^{+}-\epsilon)>H(\rho_{\delta/\gamma}^{+}-\epsilon_{2})$, $\epsilon<\epsilon_{2}$ .
We note that by taking $\epsilon>0$ small, if necessary we may assume that $H(\rho_{\delta/\gamma}^{+}-\epsilon)<0$ and we
also note that $H(u)$ is decreasing near $\rho_{\delta/\gamma}^{+}$ . Next we choose $\epsilon_{1}>0$ so small that
(2) $( \sup_{u\geq 0}H(u)-H(\rho_{\delta/\gamma}^{+}))\epsilon_{1}<(H(\rho_{\delta/\gamma}^{+}-\epsilon)-H(\rho_{\delta/\gamma}^{+}-\epsilon_{2}))|\Omega|$ ,
where $|\Omega|$ denotes the measure of $\Omega$ . Finally we choose $\Omega’\subset\subset\Omega$ so that
(3) $|\Omega\backslash \Omega’|<\epsilon_{1}$ .





















This contradicts to the fact that $\overline{u}_{\lambda_{n}}$ is the global minimizer of $J_{\lambda_{n}}$ . $\square$
To show Theorem 1.3, we prepare two lemmas. The following lemma shows that the maximum
of any positive solution is bounded away ffom 0uniformly in A.
Lemma 3.4. Suppose that conditions (C2), (CS) hold. Then for every positive solution $(u,v)$ of
$(\mathrm{P}_{\lambda})$ satisfies
$\max_{\Omega}u\geq\rho_{\delta/\gamma}^{-}$ .
Proof. If we set w $=u-(1/\beta)v$ , then
-Au $=\lambda(f(u)-\beta u+\beta w)$ in $\Omega$ ,
$-\Delta w=\lambda(f(u)+Mu-\alpha w)$ in $\Omega$ ,
$u=w=0$ on an.
Now we assume that maxn $u<\rho_{\delta/\gamma}^{-}$ a $\mathrm{d}$ set $u_{0}:=\mathrm{m}\mathrm{a}\mathrm{x}\mathrm{n}$ $u>0$ .
Step 1. We show that $w(x)\leq\theta$maxn $u=\theta u_{0}$ . In fact we have
$(-\Delta+\lambda\alpha)(w-\theta u_{0})$
$=$ $-\Delta w+\lambda\alpha w-\lambda\alpha\theta u_{0}$
$=$ $\lambda(f(u)+Mu)-(\gamma-\beta)(1-\frac{\delta}{\gamma\beta})u_{0}$
$=$ A $(f(u)- \frac{\delta}{\gamma}u_{0}+Mu-(\frac{\gamma\beta-\delta}{\beta}-\beta)u_{0})$
$=$ $\lambda(f(u)-\frac{\delta}{\gamma}u_{0}+M(u-u_{0}))$
$<$ 0.
Then by the maximum principle $\mathrm{w}(\mathrm{x})$ $\leq\theta u_{0}$ follows.
Step 2. If $u(x_{0})=\mathrm{m}\mathrm{a}\mathrm{x}\mathrm{n}$ $u=u_{0}$ then-Au(xo) $<0$ . In fact we have
$-\Delta u(x_{0})$
$=$ $\lambda(f(u(x_{0}))-\beta u(x_{0})+\beta w(x_{0}))$
$\leq$ A $(f(u(x_{0}))- \frac{\delta}{\gamma}u\langle x_{0})+\frac{\delta}{\gamma}u(x_{0})-\beta u(x_{0})+\beta\theta u(x_{0}))$
$=$ A $(f(u(x_{0}))- \frac{\delta}{\gamma}u(x_{0}))<0$.
On the other hand since $x_{0}\in\Omega$ is amaximum point of u, then we have $-\Delta u(x_{0})\geq 0$ . This
is acontradiction. $\square$
45
Next by using Proposition 2.8, we obtain the following proposition.
Proposition 3.5. Let $\Omega=B_{R}(0)$ and $(u, v)$ is a positive solution to $(\mathrm{P}_{\lambda})$ . Then $u$ , $v$ are radially
symmetric,
$u’(r)$ , $v’(r)<0$ , on $(0, R]$
and
$u’(0)=v’(0)=0$,
where ’ is the derivative in $r=|x|$ .
Proof. Let us set $w=u-(1/\beta)v$ . $(u, w)$ satisfies the quasimonotone system (Qa) and we note
that $w$ is positive in $B_{R}(0)$ since $u$ is positive. Then by Proposition 2.8 $u$ and $w$ are radially
symmetric and decreasing in $r=|x|$ . We also have $v$ is radially symmetric. Next we note that $v$
is the solution to the problem
-A$-1\Delta v+\gamma v=\delta u$ in $B_{R}(0)$ ,
v $=0$ on $\partial B_{R}(0)$ .
By the regularity of solutions, we differentiate the above equation in r, then we have
$- \lambda^{-1}\Delta v’+(\frac{N-1}{\lambda|x|^{2}}+\gamma)v’=\delta u’<0$ in $B_{R}(0)\backslash \{0\}$ ,
(3.2)
$v’= \frac{\partial v}{\partial\nu}<0$ on $\partial B_{R}(0)$ ,
since $u$ is decreasing in $r$ , where $\nu$ is an outward unit normal vector of $\partial B_{R}(0)$ . Then we can
conclude $v’<0$ on $(0, R]$ . Indeed if $\max_{r\in(0,R]}v’(r)\geq 0$ then we have $\max_{r\in(0,R]}v’(r)=v’(r_{0})$
for some $r_{0}\in(0,R)$ . Then we have
$- \lambda^{-1}\Delta v’(r_{0})+(\frac{N-1}{\lambda r_{0}^{2}}+\gamma)v’(r_{0})\geq 0$ .
This contradicts to (3.2). The proof is completed. $\square$
We can obtain Theorem 1.3 by using asimilar argument as in [19]. For readers convenience,
we give the proof of Theorem 1.3 in details.
Proof of Theorem 1.3. First we note that from Proposition 2.8 and Lemma 3.4, we have $\mathrm{g}_{\lambda}(0)\geq$
$\rho_{\delta/\gamma}^{-}$ , which is (1) of Theorem 1.3. And from Theorem 1.1 we have $\max\underline{u}_{\lambda}$ is bound from above
by $\rho_{\delta/\gamma}^{+}$ uniformly for sufficiently large X. And also we note that from Proposition 2.8 $\underline{u}_{\lambda}$ and $\mathrm{g}_{\lambda}$
are radially symmetric, decreasing in $r=|x|$ and satisfy $u’(0)=v’(0)=0$ , where ’represents a
differentiation with respect to $r=|x|$ .
Part 1. Proof of (2).
Step 1.1. Let $\lambda_{1}>0$ be sufficiently large. The functions $\{\tilde{u}_{\lambda} : \lambda>2\lambda_{1}\}$ and $\{\tilde{v}_{\lambda} : \lambda>2\lambda_{1}\}$
satisfy
$\{$
-\"A $1=f(\tilde{u}_{\lambda})-\tilde{v}_{\lambda}$ in $B\sqrt{2\lambda_{1}}(0)$ ,
$-\Delta\tilde{v}_{\lambda}=\delta\tilde{u}_{\lambda}-\gamma\tilde{v}_{\lambda}$ in $B_{2}\varpi_{1}(0)$
and from Lemma 3.1 we have
$||\tilde{u}_{\lambda}||_{L^{\infty}(B_{\sqrt{1}^{(0))}}}\leq\rho_{\delta/\gamma}^{+}$ , $|| \tilde{v}_{\lambda}||_{\iota\infty(B_{\sqrt{1}^{(0))}}}\leq\frac{\delta}{\gamma}\rho_{\delta/\gamma}^{+}$
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$||f( \tilde{u}_{\lambda})||_{L^{\infty}(B_{\sqrt{2\lambda_{1}}^{(0))}}}\leq K_{f}:=\sup_{0\leq x\leq 1}|f(x)|$
.
Using interior elliptic estimates, Schauder’s interior estimates, and the fact that $f$ is locally Lip-
schitz, we find that $\{\tilde{u}_{\lambda} : \lambda>2\lambda_{1}\}$ and $\{\tilde{v}_{\lambda} : \lambda>2\lambda_{1}\}$ are bounded in $C^{2,\alpha}(\overline{B_{\sqrt{\lambda_{1}}}(0)})$ for some
$0<\alpha<1$ and hence precompact in $C^{2}(\overline{B_{\sqrt{\lambda_{1}}}(0)})$ . Then there exists asequence $\{\lambda_{1,n}\}$ such that
$\lambda_{1}<\lambda_{1,n}\nearrow\infty$ as $narrow\infty$ and $\{\tilde{u}_{\lambda_{1,n}}\}$ , $\{\tilde{v}_{\lambda_{1.n}}\}$ converge in $C^{2}(\overline{B_{\sqrt\Gamma_{1}}(0)})$ . We set for $x\in\overline{B_{\sqrt{\lambda_{1}}}(0)}$
$u_{1}(x):= \lim_{narrow\infty}\tilde{u}_{\lambda_{1,n}}(x)$ , $\mathrm{u}2(\mathrm{x}):=\lim_{narrow\infty}\tilde{v}_{\lambda_{1,n}}(x)$ .
On $\overline{B(\sqrt{\lambda_{1}}0)}$ the functions $u_{1},v_{1}$ are solutions of the equation
$-\Delta u_{1}=f(u_{1})-v_{1}$
$-\Delta v_{1}=\delta u_{1}-\gamma v_{1}$
Let A2 $:=\lambda_{1,1}$ and repeat the argument in Step 1.1 to obtain that $\{\tilde{u}_{\lambda_{1.n}}\}$ and $\{\tilde{v}_{\lambda_{1.\mathrm{n}}}\}$ are
bounded sequence in $C^{2,\alpha}(\overline{B_{\sqrt{\lambda_{2}}}(0)})$ and precompact in $C^{2}(\overline{B_{\sqrt{2}}(0)})$ . Again we extract subse
quences $\{\lambda_{2,n}\}$ from $\{\lambda_{1,n}\}$ such that $\{\tilde{u}_{\lambda_{2.n}}\}$ and $\{\tilde{v}_{\lambda_{2.n}}\}$ converge in $C^{2}(\overline{B_{\sqrt{\lambda_{2}}}(0)})$ We extend
the functions $u_{1}$ and $v_{1}$ to $\overline{B_{\sqrt{\lambda_{2}}}(0}$) by defining for $x\in\overline{B_{\sqrt\Gamma_{2}}(0)}$
$u_{2}(x):= \lim_{narrow\infty}\tilde{u}_{\lambda_{2.n}}(x)$ , $v_{2}(x)$ $:=1\mathrm{i}\mathrm{n}narrow\infty$ $\mathrm{u}(\mathrm{x}),\mathrm{v}(\mathrm{x})$ .
These functions satisfy the equations on $B_{\sqrt{2}}(0)$ .
By repeating this process we obtain for every $k\in \mathrm{N}$ subsequence $\{\lambda_{k,n}\}$ ffom $\{\lambda_{k-1,n}\}$ such
that $\{\tilde{u}\lambda_{k,n}\}$ and $\{\tilde{v}\lambda_{k.n}\}$ converge in $C^{2}(\overline{B_{\sqrt{\lambda_{k}}}(0)})$ . And we obtain the function $uk$ and $vk$ such
that for $\overline{B_{\sqrt{\lambda_{k}}}(0)}$
$u_{2}(x):= \lim_{narrow\infty}\tilde{u}_{\lambda_{h.n}}(x)$, $v_{2}(x):= \lim_{narrow\infty}\tilde{v}_{\lambda_{h.n}}(x)$
satisfy the equation on $\overline{B_{\sqrt{\lambda_{h}}}(0)}$. And we can choose $\lambda_{k}$ so that $\lambda_{k}\nearrow\infty$ as $karrow\infty$ .
Step 1.2. We define the function $U$, $V$ defined on $\mathrm{R}^{N}$ as follows. For $x\in \mathrm{R}^{N}$ there exists
$k\in \mathrm{N}$ such that $x\in B_{\sqrt{\lambda_{h}}}(0)$ . Then we define $U(x)=u_{k}(x)$ and $V(x)=v_{k}(x)$ . Therefore $U$, $V$
satisfies
$\{-\Delta U=f(U)-V-\Delta V=\delta U-\gamma V\mathrm{o}\mathrm{n}\mathrm{R}^{N}\mathrm{o}\mathrm{n}\mathrm{R}^{N}’$




Consequently $U$, $V\neq 0$ .
Step 1.3. It remains to show that $u(x)$ , $\mathrm{V}(\mathrm{x})arrow 0$ as $|x|arrow\infty$ . By Proposition 3.5 ffi the
functions $\tilde{u}_{\lambda}$ and $\tilde{v}_{\lambda}$ are radially symmetric. We will consider $\tilde{u}_{\lambda},\tilde{v}_{\lambda}$ , $U$, $V$ as functions of one
variable $r=|x|$ , in particular we have that $\mathrm{U}’(\mathrm{r})\leq 0$ , $V’(r)\leq 0$ for $r>0$ and $U’(0)=V’(0)=0$.
Let
$l_{u}:= \lim_{rarrow\infty}U(r)$ $= \inf_{\mathrm{r}>0}U(r)$ , $l_{v}:= \lim_{rarrow\infty}V(r)$ $= \inf_{r>0}V(r)$ . (3.3)
In Step 1.4 we show that
$l_{u}\in\{0,\rho_{\delta/\gamma}^{-},\rho_{\delta/\gamma}^{+}\}$ and $l_{v}= \frac{\delta}{\gamma}l_{u}$ (3.3)
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Then by Lemma 3.1 and Theorem 1.1, there exists $\epsilon>0$ for sufficiently large A
$\tilde{u}_{\lambda}(x)\leq\rho_{\delta/\gamma}^{+}-\epsilon<\rho_{\delta/\gamma}^{+}$.
Hence we have $l_{u}\leq\rho_{\delta/\gamma}^{+}-\epsilon<\rho_{\delta/\gamma}^{+}$ and $l_{u}\neq\rho_{\delta/\gamma}^{+}$ . To exclude the possibility $l_{u}=\rho_{\delta/\gamma}^{-}$ we show
in Step 1.5 that
$\int_{0}^{l_{u}}(f(s)-\frac{\delta}{\gamma}s)ds=F(l_{u})-\frac{\delta}{2\gamma}l_{u}^{2}\geq 0$ . (3.5)
Then it cannot be $l_{u}=\rho_{\delta/\gamma}^{-}$ . Then the only remaining possibility is that $l_{u}=l_{v}=0$ .
Step 1.4. We prove (3.4). Because of the radial symmetry we have that
$\{$
$-U’- \frac{N-1}{r}U’=f(U)-V$ $r>0$ ,
$-V’- \frac{N-1}{r}V’=\delta U-\gamma V$ $f$ $>0$ ,
$U’(0)=V’(0)=0$.
(3.5)
Multiplying the first equation with $U’$ and the second equation with $V’$ and integrating on (0, R)




$=$ $- \delta(U(R)V(R)-U(0)V(0))+\delta\int_{0}^{R}$ U’Vdr $+ \frac{\gamma}{2}(V(R)^{2}-V(0)^{2})$ .
Adding the above identities we find that







Because $U’(R)$ , $V’(R)\leq 0$ and $U(R)$ , $V(R)$ stay bounded as $Rarrow\infty$ we have that from (3.7) that
$U’(R)arrow 0$ and $V’(R)arrow 0$ as $Rarrow\infty$ .
Also we see from (3.6) that
$-U’(R)arrow F(lu)-l_{v}$ and $-V’(R)arrow\delta l_{u}-\gamma l_{v}$ as $Rarrow\infty$
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so that $f(lu)-l_{v}=0$ and $\delta l_{u}-\gamma l_{v}=0$ and hence (3.4) follows.
Step 1.5. Next we prove (3.5). We first note that $(\sqrt{\delta}/\beta)-1\geq 0$ . In fact
$\frac{\beta}{\sqrt{\delta}}=\frac{\gamma-M}{2\sqrt{\delta}}+\sqrt{(\frac{\gamma-M}{2\sqrt{\delta}})^{2}-1}\leq 1$.
Next we set $\tilde{w}_{\lambda}=\tilde{u}_{\lambda}-(1/\beta)\tilde{v}_{\lambda}$ . Then we have
$\tilde{u}_{\lambda}’-\delta^{-1/2}\tilde{v}_{\lambda}’$ $=$ $\tilde{u}_{\lambda}’-(\sqrt{\delta}/\beta)^{-1}\tilde{u}_{\lambda}’+(\sqrt{\delta}/\beta)^{-1}\tilde{w}_{\lambda}’$ ,
$=$ $(\sqrt{\delta}/\beta)^{-1}(\sqrt{\delta}/\beta-1)\tilde{u}_{\lambda}’+(\sqrt{\delta}/\beta)^{-1}\tilde{w}_{\lambda}’\leq 0$
and hence we have
$\tilde{u}_{\lambda}’(r)^{2}-\delta^{-1}\tilde{v}_{\lambda}’(r)^{2}=(\tilde{u}_{\lambda}’(r)-\delta^{-1/2}\tilde{v}_{\lambda}’(r))(\tilde{u}_{\lambda}’(r)+\delta^{-1/2}\tilde{v}_{\lambda}’(r))\geq 0$. (3.9)
Prom (3.8) we see by letting $Rarrow\infty$ that
$(N-1) \int_{0}^{\infty}\frac{U’(r)^{2}-\delta^{-1}V’(r)^{2}}{r}dr$
$=$ $F(U(0))-F(l_{u})-U(0)V(0)+ \frac{\delta}{2\gamma}l_{u}^{2}+\frac{\gamma}{2\gamma}V(0)^{2}$ . (3.10)
On the other hand, for every solution $(\tilde{u}_{\lambda},\tilde{v}_{\lambda})$ it holds that
$\frac{1}{2}(\tilde{u}_{\lambda}’(\sqrt{\lambda})^{2}-\delta^{-1}\tilde{v}_{\lambda}’(\sqrt{\lambda})^{2})+(N-1)\int_{0}^{\sqrt{\lambda}}’\frac{\tilde{u}_{\lambda}(r)^{2}-\delta^{-1}\tilde{v}_{\lambda}’(r)^{2}}{r}dr$
$=$ $F( \tilde{u}_{\lambda}(0))-\tilde{u}_{\lambda}(0)\tilde{v}_{\lambda}(0)+\frac{\gamma}{2\delta}\tilde{v}_{\lambda}(0)^{2}$ .
Hence from (3.9), for all $K>0$ and all $\lambda>K^{2}$ it holds that
$(N-1) \int_{0}^{K}\frac{\tilde{u}_{\lambda}’(r)^{2}-\delta^{-1}\tilde{v}_{\lambda}’(r)^{2}}{r}dr\leq F(\tilde{u}_{\lambda}(0))-\tilde{u}_{\lambda}(0)\tilde{v}_{\lambda}(0)+\frac{\gamma}{2\delta}\tilde{v}_{\lambda}(0)^{2}$
so that
$(N-1) \int_{0}^{K}\frac{U’(r)^{2}-\delta^{-1}V’(r)^{2}}{r}dr\leq \mathrm{F}(\mathrm{U}(0))-U(0)V(0)+\frac{\gamma}{2\delta}V(0)^{2}$ .
Letting $Karrow\infty$ we find that
$(N-1) \int_{0}^{\infty}\frac{U’(r)^{2}-\delta^{-1}V’(r)^{2}}{r}dr\leq F(U(0))-U(0)V(0)+\frac{\gamma}{2\delta}V(0)^{2}$ . (3.11)
Prom (3.10) and (3.11) we have
$F(U(0))-F(l_{u})-U(0)V(0)+ \frac{\delta}{2\gamma}l_{u}^{2}+\frac{\gamma}{2\delta}V(0)^{2}$
$\leq$ $F(U(0))-U(0)V(0)+ \frac{\gamma}{2\delta}V(0)^{2}$ ,
which is precisely (3.5).
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Part 2. Finally we prove the (3), i.e., $\underline{u}_{\lambda}arrow 0$ and $\underline{v}_{\lambda}arrow 0$ as $\lambdaarrow+\infty$ on every compact
subset of $\overline{B_{1}(0)}\backslash \{0\}$ . We prove only for $\underline{u}_{\lambda}$ . If the result is false, there exist $\Omega’\subset\subset\overline{B_{1}(0)}\backslash \{0\}$ ,
$\epsilon$ $>0$ and asequence $\{\lambda_{n}\}\subset \mathbb{R}^{+}$ such that




Since $\overline{\Omega’}$ is compact in $\overline{B_{1}(0)}\backslash \{0\}$ , there exists $r0>0$ such that
$r_{0}^{-1}\leq|x|\leq r_{0}$ for all x $\in\overline{\Omega’}$ .
Then since $\underline{u}_{\lambda_{n}}$ is decreasing in r $=|x|$ , we have
$0\leq\underline{u}_{\lambda_{n}}(r_{0})\leq\underline{u}_{\lambda_{n}}(x)\leq\underline{u}_{\lambda_{n}}(r_{0}^{-1})$ for all x $\in\overline{\Omega’}$ .
where $\underline{u}_{\lambda_{n}}(r_{0})$ and $\underline{u}_{\lambda_{n}}(r_{0}^{-1})$ are the values of the function $\underline{u}_{\lambda_{n}}$ considered as afunction of one
variable r $=|x|$ at r $=r_{0}$ and $r_{0}^{-1}$ . Hence




On the other hand since $\tilde{u}_{\lambda_{n}}$ is decreasing in $r$ , for fixed $r>0$ and sufficiently large $n$ we have
$\tilde{u}_{\lambda_{n}}(\lambda_{n}^{1/2}r_{0}^{-1})\leq\tilde{u}_{\lambda_{\mathfrak{n}}}(r)$ . (3.14)
Letting $narrow\infty$ in (3.13) and (3.14), if necessary taking asubsequence, we have
$\varlimsup_{narrow\infty}\sup|\underline{u}_{\lambda_{n}}(x)|\leq\varlimsup_{narrow\infty}\tilde{u}_{\lambda_{n}}(\lambda_{n}^{1/2}r_{0}^{-1})\leq U(r)$.
$\overline{\Omega^{l}}$
Letting $rarrow\infty$ we obtain
$0\leq\varlimsup_{narrow\infty}\mathrm{s}_{\frac{\mathrm{u}}{\Omega}},\mathrm{p}|\underline{u}_{\lambda_{n}}(x)|\leq 0$ .
This contradicts to (3.12). The proofs of (3) and Theorem 1.3 are completed. $\square$
Prom the proof of Theorem 1.3, we can obtain the following corollary.
Corollary 3.6. Suppose that the all conditions of Theorem 1.3 hold and let $(u_{\lambda}, v_{\lambda})$ be a solutions
to $(\mathrm{P}_{\lambda})$ such that $u_{\lambda\overline{r}^{\angle}}U_{\lambda}$ for all sufficiently large $\lambda>0$ . Then the same results of Theorem 1.3
hold.
4Open questions
By Theorem 1.2 and 1.3, we obtained the asymptotic profiles of variational solutions at least for
the case $\Omega$ $=B_{R}(0)$ is aball. However, in order to understand the complete dynamics of solutions
for $(\mathrm{D}_{\lambda})$ , the following problems still remain:
(Q1) Linearized stability of solutions
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(Q2) Exact multiplicity of solutions.
(Q3) Asymptotic profile of the mountain pass solution when 0is not ball.
At first we state about Problem (Q1). In Reinecke and Sweers [20], linearized stability is considered
in the space $X:=C(\overline{\Omega})\cross C(\overline{\Omega})$ . First we define the linearized operator $A_{\lambda}(U, V)$ : $D(A_{\lambda}(U, V))\subset$
$Xarrow X$ around the solution $(U, V)$ to $(\mathrm{P}_{\lambda})$ is given by
$\{$
$A_{\lambda}(U, V)$ $(\begin{array}{l}uv\end{array})$ $:=(\begin{array}{ll}-\Delta 00 -\Delta\end{array})(\begin{array}{l}uv\end{array})$ $-\lambda$ $(\begin{array}{l}f’(U)-1\delta-\gamma\end{array})(\begin{array}{l}uv\end{array})$ ,
$D(A_{\lambda}):=$ {$(u,v)\in X|u=v=0$ on an, (Au, $\Delta v)\in X$ },
where in the definition of $D(A_{\lambda})$ , Au and $\Delta v$ are to be understood in distributional sense. If the
spectrum $\sigma(A_{\lambda}(U,V))$ is contained in $\{\nu\in \mathbb{C}|{\rm Re} \nu\geq 0\}$ the solution $(U,V)$ to (Pa) is called
linearly stable and $\sigma(A_{\lambda}(U, V))\cap\{\nu\in \mathbb{C}|{\rm Re}\nu<0\}\Gamma\lrcorner$ $then $(U, V)$ is called linarly unstable. In
Reinecke and Sweers [20] it is shown that the boundary layer solution $(U_{\lambda}, V_{\lambda})$ is linearly stable,
that is, the following results holds.
Proposition 4.1. ([20], Theorem 2.2) Assume that the all conditions (Cl), (C2), (C3) hold and
let $\lambda^{\star}$ and A be as in Theorem 2.11. For every $\lambda\geq\lambda^{\star}$ the solution $\Lambda(\lambda)=(U_{\lambda}, V_{\lambda})$ to $(\mathrm{P}_{\lambda})$ is
linearly (exponentially) stable stationary solution to the initial value problem $(\mathrm{D}_{\lambda})|..e.$ , for every
A $\geq\lambda^{\star}$ there exists $\nu_{\lambda}>0$ such that the spectrum $\sigma(A_{\lambda}(U_{\lambda}, V_{\lambda}))$ is contained in $\{\nu\in \mathrm{C}$ $|{\rm Re}\nu>$
$\nu_{\lambda}\}$ .
Hence by the Theorem 1.2, the global minimizer is linearly stable for sufficiently large $\lambda>0$ .
However, the linearized stability of the mountain pass solution is not yet known, although we
believe that amountain pass solution is linearly unstable.
Next about Problem (Q2), in the scalar case $(\mathrm{S}_{\lambda})$ , if 0is ball it is shown that there exists
$\lambda_{0}>0$ such that for $\lambda>\lambda_{0}$ , the problem $(\mathrm{S}_{\lambda})$ has exactly two positive solutions, exactly one
nontrivial solution for $\lambda=\lambda_{0}$ and no solution for $\lambda<\mathrm{A}\mathrm{o}(\mathrm{s}\mathrm{e}\mathrm{e}[16])$ . Taking into account that
the quasimonotone system would have similar properties as in the scalar equation, we can expect
that problem $(\mathrm{P}_{\lambda})$ has exact two nontrivial solutions in our parameter range. Especially, Gardner
and Peletier [8] have shown that the problem (Sa) has exactly two solutions for suffidently large
$\lambda>0$ . In [8], the exact multiplicity of solutions was investigated based on the uniqueness of
positive radially symmetric solutions of the problem:
(S) $\{$
$-\Delta u=f(u)$ in $\mathrm{R}^{N}$ ,
$u(x)arrow 0$ ae $|x|arrow\infty$ ,
(see Peletier and Serrin [17]). Hence when considering Problem (Q2), it would be necessary to
consider the uniqueness of positive radially symmetric solutions for the problem
(P) $\{$
$-\Delta u=f(u)-v$ in $\mathrm{R}^{N}$
$-\Delta v=\delta u-\gamma v$ in $\mathbb{R}^{N},$
’
$u(x)arrow 0$ as $|x|arrow\infty$ ,
$v(x)arrow 0$ as $|x|arrow\infty$ .
simultaneously. We believe that the solution to (P) is unique at least for small $\delta>0$ . However,
it seems no result for the uniqueness of positive radially symmetric solution to (P) as far as we
know.
Finally about Problem (Q3), when 0is general domain, the asymptotic profile of the mountain
pass solution is not yet known. We believe that amountain pass solution has aspiky profile when
$\Omega$ is convex as the result about the scalar case in [11]
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