Abstract
Introduction
Direct Access Method (DAM) is a data access method for identifying an object based on the original characteristics of the object. For example, we can identify a speaker by listening to parts of their speech. A speech contains the speaker's original characteristics which is unique for each speaker. There are two important processes in DAM, 1) original characteristics extraction to facilitate the direct access, also known as feature extraction process and 2) direct access method that access the object based on the original characteristics of the object [1] .
In voice biometrics, speaker identification is different than speaker verification. Speaker identification is a process of comparing an impostor's signal with a number of speaker models in a dataset. The comparison performed is 1:n, whereas in speaker verification the comparison 1:1, that is the impostor's signal compared to the speaker's claimed identity. In this paper, we focus on the data access method. Since there are n comparison performed, speaker model's access time is another challenge for a speaker identification system. A speaker identification baseline system requires a relatively long time for identifying a speaker in a number of speaker models in the dataset. In [2] , Heryanto et.al shows that for 1,000 speaker models, we will need 58 seconds to identify an identity of the speaker. Every increase of 100 speaker models, it will take 5 to 6 seconds longer than the previous speaker models number.
There are several related work on speaker indexing to speed up speaker identification process by avoiding the 1:n identification process. In [3] , Kwon proposed an indexing method based on unsupervised speaker indexing to identify speakers during a talk that consist of two and four people. The index is built by the speaker change detection and Sample Speaker Models (SSM). Kwon successfully achieved 92.5% indexing accuracy for two people talks and 89.6% for four people talks. SSM outperforms Universal Background Model method for more than 20%. In Kwon's experimental result, the number of speaker models used was 100 speaker models and indexing accuracy achieved was 87.2% [3] .
Other work by Schmidt et al [4] uses Local Sensitive Hashing (LSH) and fast nearest neighbor search algorithm for speaker indexing. Schmidt proposed an indexing method using i- Vector. LSH is commonly used in audio signal or music classification. LSH produces an efficient music retrieval method. Schmidt's proposed method performs vector factor analysis from the speaker modeling process. LSH algorithm generates i-Vector from the Gaussian Mixture Model (GMM) super vector. GMM is a popular technique for speaker modeling and claimed to be the most accurate modeling technique by previous researches. LSH method with i-Vectors produces sufficiently high indexing accuracy at 93.8% with the access time of 16 times faster than the linear or sequential search. LSH itself has a major challenge that is how determine the vector that represents the speakers. In the Schmidt's paper, it is unclear what kind vector representation was built. We have difficulties in determining the vector representation of the existing speakers. Based on our exploration results, Mel-Frequency Cepstral Coefficient (MFCC) feature does not have a structured pattern that represents the speaker's original characteristics. In addition, Indrawan et al. proposed in [5, 6] a direct access strategy for fingerprint identification system to improve the performance of the identification process. Indrawan's model uses a modified hash function for retrieving a candidate list based on fingerprint's local and global features. We found that it is difficult to apply this strategy to audio data because of characteristic differences between image and audio data. Audio data, especially speech signals, is very difficult to be visualized on a speaker identification system, so it is hard to find a pattern that represents a speaker.
Based on the three previous works, we propose a new direct access strategy for improving the speed of identification process. The first challenge is how to determine the original characteristics of the speaker other than MFCC to be a direct access facility. The second challenge is how to determine the speaker indexing strategy that can speed up the identification process without drastically decreasing the identification rate.
Research Method
Direct Access Method based on Classification (DAMClass) is a strategy for speaker identification's data access method. This proposed strategy uses classification technique as the basis for speaker indexing. The main objective of this strategy is to decompose the dataset to as small as possible sub datasets while maintaining the accuracy of identification process. The smaller sub dataset narrows search space and thus speeds up the data identification process. The data that is used as a reference is the speaker's data, in form of feature vector. The vector represents the speaker's speech signal. Our proposed strategy maps the speech signal based on the original characteristics using direct access method.
Speech signal is anon-stationary signal, it needs to be decomposed into smaller frames with duration of 20-30ms in order to generate "quasi" stationary signal. The most popular feature in speaker identification system is MFCC. MFCC is a feature that is obtained from the spectrum of the speech signal in the form of double values that has 12 + 1 dimensions. MFCC is a replication of the human auditory system and gives the highest identification rate than other features [7] [8] [9] . The first dimension of MFCC is the energy coefficient of the speech signals, while the 12 other coefficients are the value of MFCC. The identification process cannot directly based on the value MFCC because the MFCC value is unstructured, thus requiring a statistical approach for obtaining the speaker model. The baseline system usually uses GMM algorithm for speaker modeling because this technique produces a higher identification rate compared to other algorithms such as Vector Quantization (VQ) [10] [11] .
For the same reason as in [10, 11] , DAMClass also cannot use MFCC for speaker indexing. DAMClass uses some original characteristics from the speech signal that are pitch, flatness, brightness, and roll off. These features are analyzed and selected from 78 audio features with several audio feature extraction toolboxes, including: MIR ToolBox [12] , Audio Feature Extraction [13] , and several other applications. The original characteristics or direct access facility selection is based on biometric system parameter criteria, such as: universal, distinctive, and permanent [14] . Figure 1 shows an illustration of decomposition process of the n data in a dataset into smaller sub datasets based on the original characteristics of the speech signal. Function maps the speech signal from the dataset into a specific sub dataset. This function splits the search space into 4 smaller partitions based on the speech signal's pitch. The function uses range-based mapping or indexing. Later pitch subdataset is decomposed into 4 smaller search space based on flatness and so on. We set 4 classes for each layer and layer using a direct access facility or original characteristic. Equation 1 is a mathematical model of the dataset decomposition with DAMClass.
( 1) where is the speaker dataset and is the sub datasets resulting from DAMClass decomposition process. DAMClass then one sub dataset as a candidate list by performing queries based on inputted query point. For example, in Figure 1 , there are 3 original characteristics for retrieving the candidate list, i.e.: pitch, brightness, and brightness. Suppose the inputted query point (1, 2, 4), then the retrieving process of the candidate list can be described with relational algebra as follows:
is the resulting candidate list which contains several speaker models that will be matched with the impostor signal. Speaker matching is performed using Expectation Maximization algorithm. A speaker model with the highest similarity score is then choosen as the speaker identity of the impostor signal. Figure 2 describes the flow of dataset decomposition using DAMClass. Each layer uses one direct access facility and assumed there are four classes in each layer. A mathematical model that represents the data access method in DAMClass is given in Equation 2. DAMClass speeds up the identification process of the classification strategy based on the original characteristics of the speaker models. The new access time when using DAMClass strategy is given in equation 3. (3) where is the old access time, n is the number of speaker models, c is the number of classes in each layer (the number of classes in each layer is assumed to be equal), k is the number of layers, and is the time of speaker classification for each class (the value of is less than 1 second, normally 0.2 second).
In this paper, DAMClass uses several algorithms for mapping a speech signal into available classes or buckets. The first algorithm that we use is Nearest Neighbor (NN) Classification with 3 distance metrics namely Euclidean, Manhattan, and Mahalanobis, illustrated in Figure 3 . The second algorithm that we use is Range-Based Indexing (RB) and the last one a multiclass SVM Mapping (MSVM).
Euclidean
Manhattan Mahalanobis Algorithm 2 maps the speaker model based on multiclass SVM algorithm, where the mapping process is based on the value of each direct access facility and a feature vector of the speech signal itself. This algorithm recapitalizes all speaker models for each speaker and looks for speaker model classes with the highest frequency based on the speaker's identity. The purpose of this algorithm is to map the speaker models that are deviated from the characteristic of the speaker itself. Multiclass SVM uses some existing kernel, including: Linear Kernel, RBF (Gaussian) kernel and polynomial kernel. After the index was built, the candidate list search process can be performed with various access methods. The first option is to use kNN Search, which is the most commonly used algorithm for searching a query point. The input of this algorithm is in the form of a direct access facility vector, ex: impostor  (pitch_value, flatness_value, brightness_value, rolloff_value)  (118.0897, 0.3651, 0.5430, 1269.0000). This algorithm is run in phases. In each phase, it searches for k-closest point by calculating the distance between impostor's vector and speaker model's vector. The second option is to do a range query from the query point that represents the impostor signal with some lower and upper bound, which obtained from index building process. This can be done with both NRB Indexing and multiclass SVM Mapping. In NRB Indexing, range query is performed on each layer with direct access facility parameter values prevailing in that layer. In Multi-Class SVM mapping, range query is performed on the candidate list using direct access facility vector in each layer. The query process have one value when the speaker identity of the impostor signal is contained in candidate list, otherwise query process returned zero value. Indexing accuracy is calculated by dividing the number of one valued queries by the number of executed queries in a batch of processes. The mathematical model is given in equation 4 and 5. (5) where is the query process for an impostor signal. When the identity of the impostor signal is found in the list then the query's value is one otherwise it is zero.
is indexing accuracy that is calculated from the number of queries that have one value divided by queries performed in the experiment.
Experiment Results and Discussion
In this experiment, we build our own dataset and Hyke dataset as a comparison in validating our proposed models. We have collected 142 speakers, consist of 97 males and 45 females. We use Bahasa as a spoken language in our dataset. Each data's utterance duration starts from one second to 30 seconds. The speaker speech was recorded with a headset and each speaker asked to pronounce 16 pieces of text which contains a combination of numbers, phrases, sentences and paragraphs. The speech was recorded in a hall room sized 20 x 30 meters. Some background noises that recorded are the sound of vehicles, people's conversations, and the sound of chair movements or footsteps. Meanwhile, the Hyke dataset that we use is collected by Microsoft Research India with English as a spoken language [15] .
In our experiment, we use our speaker identification system framework that we proposed in [2] as the baseline system. We add our experiment modules in the existing framework. For the identification process, we use speaker identification system that was built by Dijk in Eindhoven University of Technology [16] .
DAMClass using Nearest Neighbor Search
The first access method that we test is Nearest Neighbor because this method is most commonly used for a query point. We use three distance metrics, namely: Euclidean, Manhattan, and Mahalanobis. First, we implement this method on the Bahasa dataset with 2,259 speaker models. The experiment result is given in Figure 4 . In this dataset, Mahalanobis distance produces the highest indexing accuracy compared to the two other distances. The highest indexing accuracy is about 96.80% with 200 speaker models in the candidate list. 
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In this experiment session, we use Digit dataset which is a subset of Bahasa dataset, and Hyke dataset. The number of speaker models in the Digit dataset is 710 with 142 speakers. Hyke dataset has 415 speaker models with 83 speakers. The experiment results showed that the Mahalanobis distance produces the highest indexing accuracy about 100% when the number of speaker models in the candidate list is 200 and the dataset is Hyke dataset (access time is two times faster than sequential search). The indexing accuracy of Hyke dataset showed an inconsistent pattern because there is a lot of noisy speech signal in Hyke dataset. The experiment result is given in Table 1 . The ratio is smaller than the ratio in the previous experiment session's result that has far more number of speaker models. 
Normalized Range Based Indexing
Based on the DAMClass strategy in Section 2, the second experiment uses the Normalized Range Based Indexing (NRB) on Bahasa and Hyke dataset. Experiment starts by determining the range of each class in the direct access facility layer which is pitch, flatness, brightness, and roll off. NRB will break the layer into 4 balanced classes. In initial experiment, the number of speaker models in the classes is unbalanced. This causes the access time to be very diverse so it is difficult to determine the actual access time. Table 2 shows the result of experiment that uses NRB in Bahasa dataset compared to Range-Based strategy. The experiment result confirms the existence of trade-off between accuracy and speed in NRB strategy. Table 2 shows that the existing classes without normalization improve indexing accuracy, but the average number of speaker models included in the list of candidates is much larger. NRB outperformed Range-Based when uses pitch as its direct access facility for 0.75% and the average number of speaker models included in the candidate list is also smaller.
Normalized Range Based Indexing vs. Multiclass SVM Mapping
Our third experiment is to compare the NRB access method to the multiclass SVM Mapping (MSVM). Both of methods use the lower and upper bound for each class in the pitch, flatness, brightness, and roll off layer. Lower and upper bound is obtained from the mapping process based on a range of values and balancing the number of members in each class. As shown in Table 3 , the DAMClass strategy with MSVM Mapping is more effective than the NRB Indexing. MSVM Mapping uses Radial Basis Function (RBF) kernel because the early experiments showed that RBF kernel is the best kernel for the dataset compared to linear and polynomial kernel. RBF gives the highest classification accuracy and significantly faster during the training and testing process. The analysis result that has been done shows that MSVM Mapping can map the speaker models of each speaker properly, but there is a price to be paid. If the number of speaker models in its classes is not balanced, the access time would increase. Figure 5 is a scatterplot that describes a comparison of several access methods in DAMClass. In the experiment, we modify the lower and upper bound by adding the value of tolerance for handle speaker models that are in the transition zone from one class to another. The result shows that adding the value of tolerance can improve indexing accuracy. This strategy outperformed the earlier direct access strategies in the same number of speaker models in the candidate list. 
Conclusion
We presented a novel direct access strategy based on classification for speaker indexing. Our experiment result shows that this proposed model can improve the data access time of the speaker identification system. The baseline speaker identification system uses GMM algorithm for speaker modeling and training and EM algorithm for speaker matching.
We use our own dataset which is in Bahasa and Hyke dataset which is in English to evaluate the performance of our direct access strategy. Based on the experiment results, DAMClass with Multiclass SVM Mapping strategy gives better performance than the Range Based Indexing. The Normalized Range Based Indexing accuracy is 91.05% relative to linear search or sequential access method and the access time is 16 times faster than the sequential access method. Pitch is the best direct access facility in this paper. The indexing accuracy by pitch is 95.89% in Multiclass SVM Mapping strategy which outperformed the flatness, brightness, and roll off.
Modifying the lower and upper bound of DAMClass strategy increases the indexing accuracy. However the number of speaker models in the candidate list increases compared to the fixed lower and upper bound. The experiment confirms the existence of a trade-off between accuracy and speed in the direct access method. From the experiments in this paper, we can conclude that the DAMClass is a robust and stable direct access strategy. This strategy can also be applied in a voice biometric system, such as access control or speaker diarization. There are a couple of issues in DAMClass that needs further investigation. First, how to determine the other direct access facilities in the form of audio features that are really discriminative, permanent, and has a structure that is easily accessible. Second, how to implement an approach other than statistical approaches, such as syntactic and semantic approaches in the direct access method in particular audio data for the speaker identification system.
