Abstract
Introduction
rigorous framework the detailed mechanisms of inheritance with environmental selection forces.
147
In Population Genetics, evolution is considered as a sort of improvement and progress, so 148 that the long-term evolutionary dynamics of a trait x can be pictured as an hill-climbing process 149 on a so-called fitness landscape F (x, ε), which measures the advantage of bearing the trait value 150 x in environment ε (Wright 1931 (Wright , 1969 . The evolutionary rate of change of a certain trait (x) is 151 given by its fitness gradient
where the fitness function (F ) describes the interaction of individuals with their environment (ε)
153
and hence how such interactions select the most advantageous trait, and the proportionality factor 154 δ x represents functional diversity (Fisher 1930) . The solution of Eq. 2 is obtained by finding the x 155 that maximizes F (x, ε), a standard problem of optimization theory.
156
A recent theory called Adaptive Dynamics, which combines the frequency principle of Game
157
Theory with the Population Genetics framework outlined above, describes the long-term 
169
Several studies (Wirtz and Eckhardt 1996; Fussmann et al. 2005) have relaxed these 170 assumptions by considering the appearance of mutants (an evolutionary process) and the 171 interaction with the resident population (an ecological process) to occur on the same timescales,
172
thus allowing the coexistence of multiple types (mutants and residents) and introducing other sources of trait variability (such as immigration). This new framework, defined by Abrams (2005) 174 as 'adaptive dynamics' (in lower case), describes species succession in ecosystems and the 175 adaptive response of a community to environmental variability on ecological timescales. It 176 provides a computationally more efficient alternative to resolving discrete trait distributions 177 (Fig. 3) .
178
Other studies have similarly found ways around the considerable computational expense of 179 explicitly modeling discretized trait distributions. For example, Moisan et al. (2002) spatially explicit models of the marine environment.
195
These ideas have stimulated new developments in the modeling of plankton communities.
196
The trait-based approach (Wirtz and Eckhardt 1996; Norberg 2004) of multiple resources are organized such that the steady-state growth rate becomes maximal.
269
Optimal partitioning, not unlike analogous model approaches in microbiology (Vallino et al. 270 1996) or plant physiology (Givnish 1986; Wirtz 2003) , at least qualitatively predicts physiological 271 responses to varying environmental conditions (Klausmeier et al. 2004 
where G B is the balance between uptake vs. growth, which is set equal to zero at steady state.
282
This extension of the single-goal optimality approach allows quantitative reproduction of a wider 283 spectrum of physiological responses observed in planktonic organisms (Wirtz and Pahlow 2010) .
284
It particularly helps by eliminating the need for some formerly required empirical assumptions 285 and simplifications (e.g., Droop terms or lack of co-limitation, Klausmeier et al. 2004 field experiments (Smith et al. 2009 ).
306
Straightforward application of MM kinetics to growth on several nutrients can greatly 307 over-estimate uptake of non-limiting nutrients (Droop 1974; Gotham and Rhee 1981a,b) . Various 308 models have been formulated by adding parameters to inhibit uptake as a function of internal 309 nutrient concentration (Gotham and Rhee 1981a,b; Flynn 2003) . Taking a different approach, inhibition model of Gotham and Rhee (1981a,b) and that of Flynn (2003) 
where µ 0 is the potential maximum growth rate, A 0 is the potential maximum affinity, and S is the give erroneous estimates of initial slope (affinity, which measures competitive ability) if data were 367 only available over a limited range of growth rates.
368
In zooplankton optimal-foraging models, the goal function is usually (often implicitly) 370 assumed to be instantaneous net growth rate. Other goals (e.g., longevity or a diverse gene pool)
371
could also be considered, in particular on longer time scales, although these may be more closely 372 related to life-cycle rather than foraging strategies.
373
To maximize net growth, an optimal foraging strategy must balance the gain from ingestion 374 of prey against several loss terms (L), namely respiratory requirement (R) of foraging, excretion
375
(E) of undigested food, and mortality (M ) due to predation (Visser et al. 2009 ), all of which may 376 or may not be directly linked to foraging activity:
The trade-offs can be derived from empirical or mechanistic links among the gain and loss can be understood in terms of optimality as the minimal food concentration that allows the 382 predator to achieve a net energy gain from foraging, i.e., the predator gains more energy from 383 ingestion than it has to spend for foraging (Pahlow and Prowe 2010) or than is lost due to 384 increased risk of predation (Mariani and Visser 2010) . A feeding threshold differs from a growth 385 threshold, which is the minimal food concentration allowing for positive net growth and thus 386 additionally providing enough energy to cover maintenance and other energy requirements not 387 directly related to foraging and assimilation.
388
In the absence of predators, e.g., in laboratory experiments, a linear relationship between R 389 and L leads to a feeding threshold, whereas quadratic or higher-order relationships do not 390 (Pahlow and Prowe 2010) . R has been commonly taken to be a quadratic function of foraging 391 activity for small planktonic predators because the drag force of a laminar flow is linearly related 392 to velocity (Lehman 1976; Gerritsen and Strickler 1977; Visser et al. 2009 Prowe 2010) and consequently leads to the prediction of a feeding threshold.
406
Although feeding thresholds have often been demonstrated for copepods (Wlodarczyk et al. 407 1992; Kiørboe and Saiz 1995) , and recently for ciliates (Gismervik 2005) , there is no evidence of 408 feeding thresholds for other protist microzooplankton (Strom et al. 2000) . Further research is 409 warranted, because feeding thresholds are important for the stability of ecosystem models (Frost 410 1993) and have been implicated in the maintenance of minimum phytoplankton concentrations in 411 oligotrophic and High-Nutrient Low-Chlorophyll (HNLC) areas (Strom et al. 2000) .
412
Switching and foraging strategies 413 Switching is a change in feeding preference for one kind of prey in the presence of another. If
414
feeding preferences respond to concentration in addition to prey kind, switching is active,
415
otherwise passive. The kind of switching strongly influences model behavior, as only active (but 416 not passive) switching has been found to impart stability to model ecosystems (Franks et al. 1986;  for microzooplankton (Goldman and Dennett 1990; Strom 1991) and copepods (Paffenhöfer 1984; Saiz and Kiørboe 1995) . Interestingly, active switching in copepods can be coupled to a 420 change in foraging strategy depending on the kind of prey: immotile prey is gathered with a 421 feeding current whereas motile prey is obtained by ambush feeding .
422
Since feeding strategy is related to risk of foraging such a coupling can provide additional 423 constraints for developing optimal-foraging models (Mariani and Visser 2010 for zooplankton) within a three-dimensional ocean circulation field.
523
There is much interest in understanding how biodiversity affects the functioning and stability Optimality-based models can also respond more sensitively to parameter values. identical ecosystem model. Still, the quantity and quality of observations can limit our ability to 544 distinguish between even models that predict qualitatively different behaviors (e.g., it is difficult to decide which of the two optimal-growth models fits the data better in Fig. 4) .
546
On the other hand, although it may not be intuitively obvious, trait optimization can produce 547 wide variability in observed responses under relatively invariable environmental conditions. In 548 case of a flat goal function, either multiple local optimal solutions may exist, or a single optimal 549 state would only be weakly bound. Optimality-based regulation of clearance activity in grazers at 550 very low prey concentration as in Frost (1975, fig. 1 ) and Pahlow and Prowe (2010, fig. 5 ), or of 551 internal stoichiometry in algae at low growth rates (Wirtz and Pahlow 2010, fig. 2 ) produce 552 highly sensitive results in models. Some data for both clearance (Frost 1972; Rothhaupt 1990; 553 Gismervik 2005) and nitrogen stoichiometry (Elrifi and Turpin 1985; Healey 1985; Hillebrand 554 and Sommer 1999), especially at low rates of ingestion (and hence also of growth), are in fact 555 widely scattered. This evidence suggests that the quasi-stochastic behavior predicted by 556 optimality-based models under those exceptional conditions may be realistic.
557

Timescales
558
In experimental design as in modeling, the timescale must be considered. The challenge 559 remains of resolving short-term dynamics in a way consistent with long-term viability (ESS, as 560 discussed above in the section on Goal functions). In this context, it is important to identify the 561 timescales below which organisms should not acclimate or adapt to changing conditions. Both environments, it may be optimal to acclimate only to some extent or to temporally averaged 567 conditions, such that it could be rare to be perfectly acclimated at any given time.
568
There is evidence for rapid evolution in laboratory predator-prey systems (Yoshida et al. 569 2003; Fussmann et al. 2005) optimal-growth models also considering strategies for defending against predation.
575
Compared to mechanistic models not formulated in terms of optimality, several of the Processes discussed in the review are italicized. dashed lines indicate that specific growth rate and uptake rate are expected to be positively related to net growth rate, which is the rationale for maximizing them in models that do not explicitly calculate net growth rate. it is computationally very intensive. At the other extreme, approach (c), e.g. Smith and Yamanaka (2007) , is computationally very efficient but makes the strong assumption that all organisms attain precisely the optimal trait value. Rhee (1974) and (c) Rhee (1978) :, and fits of models (lines). (Note that in (b) two simulations were run for each model, respectively, with input N:P = 1 or 2, as used in the experiments, which causes the models to diverge at low dilution rates.) Each model consists of the Droop quota model (Droop 1968) for growth combined, respectively, with a different equation for uptake rate: eq. 14 from Flynn (2003) , the Michaelis-Menten equation (Dugdale 1967) , and the optimality-based SPONGE (Smith and Yamanaka 2007) . 
