ABSTRACT. Many linguists define classification systems in terms of semantic profiling. The classifier profiles a semantic trait common to all the classified items. This paper rejects semantic profiling in favor of a combinatorial definition of classification and evaluates verb classification in five languages of the Sinitic, Tai-Kadai, Miao-Yao and Tibeto-Burman families. Only sortal verb classifiers in Sinitic, Tai-Kadai, Miao-Yao (not Tibeto-Burman) are classificatory in the combinatorial sense. Sortal verb classifiers stand for a lexical classification technique in which the classifiers are derived from adjunct noun phrases. Cross-linguistically, the technique contrasts with other techniques such as the classification of verbs by incorporated core arguments found in Native American languages. This paper also evaluates mensural verb classifiers and auto-classifiers which are generally not classificatory in the combinatorial sense.
Introduction
When two form classes M (a set of classifiers) and D (a set of classifieds) co-occur in a syntactic construction as the one epitomized in (1) , linguists have discussed the definitional properties of classificatory phenomena, i.e. the properties for a classification of D by M.
(1) Classification in syntactic constructions
M D
Many scholars adopt semantic criteria (Bisang 1999: 116-121; Croft, 1994: 162-163; Greenberg 1972: 7; Silverstein 1986: 509-511) : an item of M classifies a subset of D if it profiles a semantic trait common to all items of that subset. The classifiers of M provide together a classification of D. 1 Semantic profiling is a problematic criterion. Many classificatory phenomena do not involve profiling, whereas some nonclassificatory phenomena are semantically motivated (Gerner 2009 (Gerner : 704-5, 2011 ), see (2) . no semantic Nuosu (Tibeto-Burman) Gerner (2013: 264-71) Linguistic classification is rather a combinatorial phenomenon defined by a proportional relation between D and M, not by semantic profiling (see earlier work by Gerner 2009: 708; McGregor 2002: 16-22 There are a finite number of syntactic constructions in which elements of M and D co-occur in an irreducible and exhaustive way; 2 ii. M has more than one element (e.g. excluding M = {the} as a classifier in English); iii.
D has significantly more elements than M (e.g. excluding M = class of verbs and D = class of nouns); iv.
at least two classes generated by two classifiers m 1 , m 2  M must be significantly different from each other (e.g. excluding m 1 = this and m 1 = that to form a set of classifiers in English).
A combinatorial definition captures the notion of linguistic classification more accurately. Classification systems may involve semantic profiling but do not need to. For verbs (D), languages employ grammatical classification techniques or lexical classification techniques. For the second technique, three major subtypes exist (Gerner 2011): (4) Lexical classification techniques i.
Classifiers are derived from core NP-arguments of the classified verbs (e.g. nounincorporation in native American languages); ii.
Classifiers are derived from adjunct NP-arguments of the classified verbs (e.g. instrumental verb classifiers in isolating languages of East Asia); iii.
Classifiers are derived from generic verbs (e.g. "coverbs" in Australian languages).
In the isolating languages of East Asia (Sinitic, Tibeto-Burman, Kadai and Miao-Yao), verb classifiers are derived from instrumental NPs (subtype 4ii). They form a frequency phrase with selectional restrictions on the verb (Gerner 2009 'He whipped me three times with a rod.'
Specialists in East Asian languages also employ the term classifier for phenomena that are not classificatory in the sense of definition (3) . Both true and pseudo-phenomena are presented in §2- §3 of this paper, which extends the findings of Gerner (2009) I collected the data and discussed them with native language informants in three steps: identification of verb classifiers; judgement on the co-occurrence of verb classifiers and verbs; identification of double noun and verb classifiers. All minority language informants have linguistic training. For Mandarin Chinese, three informants who grew up in Beijing, Shenyang and Yangzhou provided feedback.
East Asian verb classifiers bear similarity with noun classifiers at a syntactic and conceptual level. Syntactically, verb classifier constructions like that in (5a) resemble noun classifier constructions, as in (6). Conceptually, it is possible to distinguish sortal and mensural verb classifiers in the same way linguists have done for noun classifiers. We scrutinize sortal verb classifiers in §2, mensural verb classifiers and other minor types in §3.
Kam

Sortal verb classifiers
Sortal or numeral noun classifiers (Greenberg 1972: 1; Grinevald 2000: 63) categorize count nouns. By analogy, sortal verb classifiers are morphemes that categorize activity verbs. Most sortal verb classifiers are monosyllabic and function as instrumental adjuncts of the classified verbs. The five languages surveyed comply with Lehmann (1973 Lehmann ( : 49, 1978 : 178)'s implicational word order universals. Sinitic, Tai-Kadai, Miao-Yao languages have VO and V-VCL order, whereas Tibeto-Burman languages have OV and VCL-V order.
(7) Sortal verb classifier constructions: 'write text with a pen' 'He wrote one stroke with a pen.'
The verb classifier  is derived from the noun  'hand' and counts the number of beatings with a hand, see (19) .  also developed into a more general verb classifier. For instruments other than the hand but using the hand, it encodes event counting profiled by the instrument, as in (23) Chao (1968: 616-620) and He (2001) . Table 2 . Sortal Verb Classifiers
Sortal Verb Classifier
The number of sortal VCLs varies in the five languages surveyed. Only verbs with the instrumental role, but not all of these verbs, can be modified by sortal VCLs. In Kam, Mandarin and Hmong, there are 50 sortal VCLs categorizing about 70-80 activity verbs. All the classified verbs belong to the basic vocabulary. These classifieds stay with their VCLs in the proportional relation required by definition (3). Nuosu and Hani, however, only number 3-8 sortal VCLs which categorize about a dozen activity verbs. With this low ratio of VCLs and classified verbs, these morphemes could not be verb classifiers in the sense of definition (3), especially in violating (3-iii) . For the sake of tradition, we also adopt the term verb classifiers for Nuosu and Hani as the morphemes occupy the same slots as in Mandarin, Kam and Hmong.
The East Asian sortal VCLs involve semantic profiling, which is what Lucy (2000: 326) calls a classification of experience. For nominal classifiers, scholars have identified three semantic profiles which they arrange in a hierarchical order (Adams & Conklin 1973; Aikhenvald 2000: 271-290; Allan 1977:299-306; Bisang 1999: 124; Croft 1994: 152; Denny 1976: 125; Grinevald 2000: 72) :
A language first partitions nouns into animate and inanimate items. Within the inanimate class it distinguishes items for physical properties (shape, dimension). In some of these subclasses it subdivides items further for their functional use.
Verb classes involve other semantic profiles. McGregor (2002: 29-34) proposes three profiles for Australian-style verb classifiers: SPATIAL ORIENTATION, AKTIONSART, VALENCY. These profiles are not applicable to East Asian languages. Gerner (2009: 733-735) suggests three profiles for classified verbs in Kam, re-termed here as:
HIT-type, ATTACH-type, TRANSMIT-type In HIT-type events, someone hits an object with a physical instrument (hand, fist, hammer…) . In events of the ATTACH-type, someone attaches something with a physical medium (needle, pen, rope…) . In TRANSMIT-type events, someone reaches out to an object through an intermediate channel (eye, voice, fan, gun…) . These types are reminiscent of Levin (1993: 25-42 )'s four verb types CUT, BREAK, TOUCH, HIT which she defined by co-occurrence restrictions in three constructions: middle, conative and body-part ascension. Future typological work needs to integrate these profiles into a system.
Epiphenomena
Mensural ( §3.1), double ( §3.2) and auto-classifiers ( §3.3) are not verb classifiers in the sense of definition (3). They exhibit loose selectional restrictions and do not stand in the required relation with the verbs they modify but linguists call them verb classifiers too as they occupy the same slot as sortal VCLs. However, a subset of mensural classifiers in Mandarin and Hani form an exception and are classifiers in the sense of the definition, see §3.1.1.
Mensural verb classifiers
Linguists distinguish between sortal and mensural noun classifiers (NCLs). Both are sensitive to the existence of minimal parts in an object. The existence of minimal parts in count objects and stuff was discussed in the philosophical literature (Bunt 1979 (Bunt : 255-256, 1985 Quine 1960: 97) . Bunt proposed to view stuff and mass terms as "a way of speaking about things as if they do not consist of minimal parts." 7 On this view, sortal NCLs actualize minimal parts that belong to the noun referent, while mensural NCLs create shape boundaries not belonging to the noun concept (Bisang 1999 : 113-121, Croft 1994 . Matthews & Yip (1999) applied the terms of sortal/mensural to verb classifiers. Sortal VCLs actualize minimal temporal parts of the referring event, whereas mensural VCLs create temporal boundaries which are not inherent to the verb. For example, the verb beat has minimal parts provided by the idea of punctual collision. The sortal VCL fist actualizes the idea of collision in the same way as a linear noun classifier actualizes the shape boundaries of the noun river. On the other hand, a verb such as wait has no minimal phase. The mensural VCL day imposes artificial temporal boundaries that are alien to wait.
For mensural classifiers, another distinction can be recycled from the nominal domain. Some scholars divide mensural NCLs further into collective and measure NCLs (Bisang 1999: 122; Rijkhoff 1991: 291-301; T'sou 1976) . Both impose artificial shape boundaries. Collective NCLs create boundaries for entities that have inherent minimal parts. They erase the minimal part structure and impose a different collective structure: a group of students, a collection of stamps. Entities without minimal parts reject collective classifiers: *a group of wine, *a collection of air. On the other hand, measure NCLs modify noun concepts without minimal parts like a cup of water, a cubic meter of air. With objects that have minimal parts, measure NCLs are pragmatically marked as in #a container of people, #a box of mice. See Table 3 .
Collective NCLs Measure NCLs
Objects with minimal parts group of students, flock of sheep #container of people, #box of mice Objects without minimal parts *group of wine, *collection of air cup of water, cubic meter of air Table 3 . Collective NCLs and Measure NCLs This distinction is also available for verb classifiers. Collective VCLs modify verbs with minimal parts, erase these parts and set up a new grouping of parts. The collective VCL round in box three rounds indicates that on three occasions one or several collisions happen. Collective VCLs are natural in events with minimal parts and are pragmatically marked in events without minimal parts. On the other hand, measure VCLs such as hour, year impose time measures on events. They most naturally modify events without minimal parts such as wait or love events. In events with minimal parts, measure VCLs are pragmatically marked. See Table 4 .
Collective VCLs Measure VCLs
Events with minimal parts box one round, eat three times (#)box for an hour, (#)eat for ten minutes Events without minimal parts #wait one round, #love twice wait for an hour, love for two years There are 3-6 collective verb classifiers in the five languages surveyed. Some collective VCLs display no selectional restriction (№ 18, 19, 22) , whereas others are restrictive (№ 20, 21, 23) . In Mandarin and Hani, the classes generated by the VCLs № 21 and 23 significantly differ from each other, in accordance with (3-iv) . Collective classifiers in these languages are thus classificatory in the sense of definition (3) . In the other languages, however, the collective morphemes fail to form a classificatory system. Some VCLs are historically derived from directional verbs. The Mandarin VCLs xià and huí mean 'go down' and 'go back'. The directional meaning is bleached but still alive when they are used as VCLs. See Table 5 . The classifier quick time (№ 19) originates in Mandarin from the directional verb go down. The metaphorical suggestion is that the flow of time is directed downwards (rather than upwards). In Mandarin, Kam, Hmong and Hani, this classifier displays almost no selectional restriction except that the activity must be realizable in a short time period. In Nuosu, this VCL is more selective without any obvious semantic principle. The collective VCL № 22 with the meaning turn is derived from the directional verb go back: in Mandarin huí, in Hmong  which is borrowed from Chinese, and in Nuosu  (Gerner 2002: 29) . The etymology of the Hani VCL  is uncertain. The Mandarin VCL huí is pragmatically conditioned and used in three contexts. Firstly, the clause with huí contrasts with an event understood in the context. Secondly, the clause with huí refers to an unexpected or rare event. Thirdly, it co-occurs with the experiential marker guo and counts the number of times an event was experienced. Table 6 . Measure Verb Classifiers
Mandarin
The VCL № 24 denotes short moments, as in (47) for Kam. The VCL № 25 refers to indefinite short time intervals, typically less than one hour, see (48) for Hani. The Nuosu VCL  'crisis time' selects verbs which are compatible with this sense, see (49a). The VCL p in (49b) has no selectional restriction. The VCL № 26 refers to the ancient Chinese time concept of shíchen 时辰, a unit that divides a day into twelve portions of 120 minutes (attested in Kam, Hmong and Hani), see (50).The VCL № 27 covers the time of evening and night in all five languages, as in (51). Examples (52)- (54) (55) for Kam. In the languages surveyed, the equivalent of IN-adverbials also involves measure VCLs but the construction is more marked. IN-adverbials are licensed in quantized events, as shown in (56)-(57). 'He walked to the river in (only) one evening.'
Kam
Double classifiers of nouns and of verbs
Chinese scholars have found that some morphemes have a double role as NCL and VCL (Matthews & Leung 2001; Matthews & Yip 1999: 11-12; Paris 1989: 4-5; Yang 2001: 129-137; Gerner 2009: 717-719 ).
At least one verb classifier functions as noun classifier
No sortal VCL but at least one mensural verb classifier also modifies nouns in the five languages surveyed. It is the general mensural verb classifier № 18 (see Yang, 2001 : 129-137, on Mandarin ci 'time'). The mensural verb classifier № 18 categorizes nouns that denote events. There are two kinds of event nouns, nouns that refer to stuff and to events (e.g. film, rainfall) and nouns that only refer to events (e.g. work, attack). Nouns that denote stuff and events can be modified by noun classifiers and the VCL № 18, as illustrated for the Nuosu verb classifier . Weather nouns that behave like the Nuosu noun rain are listed in Table 7 . These nouns refer either to the physical entity that is in motion or to the motion itself, e.g. to rain or to rainfall.
Nuosu
Weather phenomena
Mandarin Kam Hmong Nuosu Hani (2015), 21:267-296
Count and mass nouns can only co-occur with noun classifiers not with verb classifiers. This is illustrated for the general mensural verb classifier  in Hmong. Several count/mass nouns with the same syntactic behaviour are listed in Table 9 . (The Hani noun  'road' differs from equivalent nouns of other languages in that it cannot be modified by VCLs in the object slot.) (Chao 1968: 616; Jones 1988) . The term auto-classifier was originally coined by Matisoff (1973: 89) for Lahu, a Loloish language of Thailand. The set M of classifiers is the same as the set D of classifieds, for which reason ACLs are not classificatory as they violate definition (3-iii) . Verbal ACLs are broadly attested in Mandarin, Kam, Hmong and Hani but are unattested in Nuosu. There is variation of the morphosyntactic properties.
Hmong
Physical nouns
(64) Verbal auto-classifier constructions
The ACL forms a close unit with the verb in Mandarin but can be separated from it in Kam and Hmong. In Mandarin, auto-classifiers either use the numeral yī 'one' or no numeral. Li & Thompson (1981: 232) therefore analyzed auto-classifiers as verb reduplication encoding delimitative aspect. However, given the areal tendency of using other numerals and even quantifiers to count ACLs (Kam, Hmong and Hani), it seems more appropriate to view the Mandarin forms as auto-classifiers that underwent a process of grammaticalization.
Mandarin (Li and Thompson 1981: 233 
Conclusion
Semantic profiling is not a suitable principle for defining classification systems within and across languages. Classification is rather a proportional relation between a set of classifiers and a set of classifieds. This paper surveys verb classification in five languages of the Sinitic, Kadai, Miao-Yao and Tibeto-Burman families.
Only sortal and collective verb classifiers in some of the languages stand with their classified verbs in the required proportional relation. Sortal verb classifiers are derived from instrumental nouns that modify verbs in frequency constructions. Mensural classifiers and auto-classifiers share the same syntactic slots as the sortal classifiers but do not stand in proportional relation with their modified verbs. For mensural classifiers one cannot identify two significantly different verb classes violating definition 3-iv (exceptions are the collective classifiers in Mandarin and Hani). For auto-classifiers, the set of classifieds does not have more members than the set of classifiers, in breach of (3-iii). 4. The Loloish languages are more isolating than other Tibeto-Burman languages. With more than 110 languages, the Loloish group represents greater internal variation than the Germanic or Romance groups. This is my personal estimation which differs from reports by Bradley (1997) and Matisoff (2003) , who present lists of only 30-40 Loloish languages. Bradley (2007: 175) provides the number of about 60 Loloish ('Ngwi') languages. These lists conflate different nVsu groups (V = vowel) into one or two languages although they speak dozens of languages. Pelkey, who collected demographic data on Loloish languages, suggested more than 110 Yi languages in personal communication to me. (He identified 24 "new" Phula languages within the Yi nationality, see Pelkey 2011).
5. Except for the Karenic group (within Tibeto-Burman) whose languages are SVO.
6. The omission of one syllable reverts to the instrumental noun in Proto-Loloish with cognates in many contemporary languages.
7. Bunt uses the term "discrete parts" rather than "minimal parts".
