Abstract-The least-mean-squares (LMS) algorithm is the most popular algorithm in adaptive filtering. Several variable step-size strategies have been suggested to improve the performance of the LMS algorithm. These strategies enhance the performance of the algorithm but a major drawback is the complexity in the theoretical analysis of the resultant algorithms. Researchers use several assumptions to find closed-form analytical solutions. This work presents a unified approach for the analysis of variable step-size LMS algorithms. The approach is then applied to several variable step-size strategies and theoretical and simulation results are compared.
I. INTRODUCTION
Many algorithms have been proposed for estimation/system identification but the LMS algorithm has been the most popular [1] as it is simple and effective. However, a limiting factor of LMS is that if the step-size of the algorithm is kept high then the algorithm converges quickly but the resultant error floor is high. On the other hand, lowering the step-size is results in improvement in the error performance but the speed of the algorithm becomes slow. In order to overcome this problem, various variable step-size (VSS) strategies have been suggested, which have a high step-size initially for fast convergence but then reduce the step-size with time in order to achieve a low error performance [2] - [25] . Some algorithms are proposed in literature for specific applications [12] , [14] , [15] , [20] - [25] . There are several algorithms that are derived from a constraint on the cost function [2] , [7] , [8] , [10] , [14] .
In general, all VSS algorithms aim to improve performance at the cost of computational complexity. This trade-off is generally acceptable due to the improvement in performance. However, the additional complexity also results in difficulty in analyzing the algorithm. Authors use several basic assumptions to find closed-form solutions for the analysis of these algorithms. Most of these assumptions are similar. However, each algorithm has to be dealt with separately in order to find the steady-state misadjustment, leading to the steady-state excess-mean-square-error (EMSE). Similarly, the mean-square analysis for each algorithm has to be performed individually.
Based on the similarity of the assumption used by the authors of all these VSS algorithms, this work presents a unified approach for the analysis of VSS LMS algorithms. The aim of this work is to perform a generalized analysis for any VSS strategy that is based on the LMS algorithm. This analysis can be applied to most existing as well as any forthcoming VSS algorithms.
The rest of the paper is divided as follows. Section II presents a working system model and problem statement. Section III details the complete theoretical analysis for VSS LMS algorithms. Simulation results are presented in section IV. Section V concludes this work.
II. SYSTEM MODEL The unknown system is modeled as an FIR filter in the form of a vector, w o , of size (M × 1). The input to the unknown system at any given time i is a (1 × M ) complex-valued regressor vector, u(i). The observed output of the system is a noise corrupted scalar, d(i). The variables of the system are related by
where v(i) is the complex-valued zero-mean additive noise. The LMS algorithm iteratively estimates the unknown system with an update equation given by
where w(i) is the estimate of the unknown system vector at time i, e(i) = d(i) − u(i)w(i) is the instantaneous error and (.) * is the complex conjugate transpose operator. The step-size for the update is defined by the variable µ, which is fixed for the LMS algorithm. In case of a variable step-size algorithm, the step-size is also updated iteratively. The VSS LMS update equations are given by
where f {.} is a function that defines the update equation for the step-size and is different for every VSS algorithm. While performing the analysis of the LMS algorithm, the input regressor vector is assumed to be independent of the estimated vector. For the VSS algorithms, it is generally assumed that control parameters are chosen such that the step-size and the input regressor vector are asymptotically independent of each other, resulting in a closed-form steadystate solution that closely matches with the simulation results. For some VSS algorithms, the analytical and simulation results are closely matched during the transition stage as well but this is not always the case. The results are still acceptable for all algorithms as a closed-form solution is obtained.
The main objective of this work is to provide a generalized analysis for VSS algorithms, in lieu with the assumptions mentioned above. The results of this analysis can be applied to VSS algorithms in general as will be shown through specific examples.
III. PROPOSED ANALYSIS
The weight-error vector is given bỹ
Using (5) in (3) results iñ
where I M is an identity matrix of size M . Before beginning the analysis, another assumption is made, without loss of generality. The input data is assumed to be circular Gaussian. As a result, the auto correlation matrix of the input regressor vector, given by
is the expectation operator, can be decomposed into its component matrices of eigenvalues and eigenvectors, R u = TΛT * , where T is the matrix of eigenvectors such that T * T = I M and Λ is a diagonal matrix containing the eigenvalues. Using the matrix T, the following transformations are madē
The weight-error update equation thus becomes
A. Mean Analysis
Applying the expectation operator to (7) results in
where the data independence assumption is used to separate E[w(i)] from the rest of the variables. The second term is 0 as additive noise is independent and zero-mean. Using the assumption that the step-size control parameters are chosen in such a way that the step-size and the input regressor data are asymptotically independent, (8) is further simplified as
where
The sufficient condition for stability is evaluated from (9) and is given by
where β max is the maximum eigenvalue of Λ.
B. Mean-Square Analysis
Taking the expectation of the squared weighted l 2 -norm of (7) yields
where . is the l 2 -norm operator and Σ is a weighting matrix. The weighting matrix Σ ′ is given by
The last term in (11) is 0 due to independence of additive noise. Using the data independence assumption, the remaining 2 terms are simplified as
Using the diag operator, (13) and (14) are simplified as
where σ = diag {Σ}, λ = diag{Λ}, the weighting matrix Σ ′ is replaced with diag
Now, using (15) and (16), the analysis iterates as
where E [µ(0)] = µ(0) and E µ 2 (0) = µ 2 (0) as this is the initial step-size value. The first iterative update is given by
where the updates E [µ(1)] and E µ 2 (1) are obtained from the particular step-size update equation of the VSS algorithm being used. Similarly, the second iterative update is given by
Continuing, the third iterative update is given by
where the weighting matrix A(2) = F(1)F(0). The fourth iterative update is then given by
where the weighting matrix A(3) = F(2)A(2). Now, from the third and fourth iterative updates, we generalize the recursion for the i th update as
Similarly, the recursion for the (i + 1) th update is given by
Subtracting (17) from (19) and simplifying the terms gives the final recursive update equation
(22) The final set of iterative equations for the mean-square learning curve are given by (21) , (18) and
Taking the weighting matrix Σ = I M results in the meansquare-deviation (MSD) while taking the weighting matrix Σ = Λ gives the EMSE. It should be noted here that unlike the analysis given in [1] for the LMS algorithm, the weighting matrix F(i) is not constant. As a result, the Cayley-Hamilton theorem is not applicable. In this context, (18) and (21)- (24) are very significant contributions of this work.
C. Steady-State Analysis
At steady-state, the recursions (15) and (16) become
where the subscript ss denotes steady-state. Simplifying (25) further gives
which defines the steady-state MSD if Σ = I M and steadystate EMSE if Σ = Λ.
D. Steady-State Step-Size Analysis
The analysis presented in the above section has been generic for any VSS algorithm. In this section, 5 different VSS algorithms are chosen to present the steady-state analysis for the step-size. These steady-state step-size values are then directly inserted into (27) and (26). The 5 different VSS algorithms and their step-size update equations are given in Table I . The first algorithm, denoted KJ is the work of Kwong and Johnston [4] . The second algorithm, denoted by AM, also refers to the authors Aboulnasr and Mayyas [6] . The NC algorithm refers to the noise-constrained LMS algorithm [10] . The VSQ algorithm is the variable step-size quotient LMS algorithm, based on the quotient form [18] . The last algorithm, denoted by Sp, refers to the Sparse VSSLMS algorithm of [22] .
Algorithm
Step-size update equation KJ [4] µ (i + 1) = α kj µ (i) + γ kj e 2 (i) AM [6] p [22] µ (i + 1) = αspµ (i) + γsp |e (i)| Applying the expectation operator to the step-size update equations and simplifying gives the equations presented in Table II .
At steady-state, the expected step-size E [µ (i)] is replaced by µ ss . The approximate steady-state step-size equations are given in Table III . The steady-state EMSE (denoted by ζ in the tables) value is assumed to be small enough to be ignored.
Expectation of update equation KJ [4] E 
Steady-state step-size value KJ [4] µss ≈
v . AM [6] µss ≈ [10] µss ≈ µ 0 .
VSQ [18] µss ≈ γq (1−bq ) 1−αq (1−aq ) . Sp [22] µss 
IV. RESULTS AND DISCUSSION
In this section, the analysis presented above will be tested upon the 5 VSS algorithms listed in Table I . These algorithms are used in 2 different experiments to test the validity of the analysis. In the first experiment, MSD is plotted using (21) and compared with simulation results. The second experiment compares the steady-state simulation results with the theoretical results obtained using (27) .
For the first experiment, the length of the unknown vector is M = 4. The input regressor vector is a realization of a zero-mean Gaussian random variable with unit variance. The signal-to-noise ratio (SNR) is chosen to be 20 dB. The stepsize control parameters chosen for this experiment are given in Table IV . The results are shown in Fig. 1 . As can be seen from the figure, there is a close match between simulation and analytical results for all the algorithms.
Algorithm
Parameters KJ [4] α kj = 0.995, γ kj = 1e − 3 AM [6] βam = 0.9, αam = 0.995, γam = 1e − 3 NC [10] γnc = 10, αnc = 1e − 3 VSQ [18] a = 0.99, bq = 1e − 3, αq = 0.995, γq = 1e − 3 Sp [22] αsp = 0.995, γsp = 1e − 3 The second experiment compares simulation results for the VSS algorithms with theoretical steady-state MSD results obtained using (27). The step-size control parameters are chosen the same as the previous experiment. The results for this experiment are given in Table V . It can be seen that there is an excellent match between theory and simulation results. Kwong [4] Sparse VS [22] NCLMS [10] Quotient VS [18] Aboulnasr [6] Fig. 1. Theory (21) 
V. CONCLUSION
This work presents a unified approach for the theoretical analysis of LMS-based VSS algorithms. The iterative recursions presented here differentiate this work from previous analyses in that this set of equations provides a generic treatment of the analysis for this class of algorithms for the first time. Simulation results confirm the generic behavior of the presented work, for both the transient state as well as steadystate.
