Abstract. In this paper we prove an estimate for the total variation distance, in the framework of the Breuer-Major theorem, using the Malliavin-Stein method, assuming the underlying function g to be once weakly differentiable with g and g ′ having finite moments of order four with respect to the standard Gaussian density. This result is proved by a combination of Gebelein's inequality and some novel estimates involving Malliavin operators.
1. Introduction 1.1. Overview and main findings. Let X = {X n , n ≥ 0} be a real-valued centered stationary Gaussian sequence with unit variance, that we assume to be defined on an appropriate probability space (Ω, F , P). For k ∈ Z, set ρ(k) := E(X 0 X k ) if k ≥ 0, and ρ(k) := ρ(−k) if k < 0. Denoting by γ(dx) = (2π) −1/2 e −x 2 /2 dx the standard Gaussian measure on the real line, we say that a function g ∈ L 2 (R, γ) =: L 2 (γ) has Hermite rank d ≥ 1 if
where c d = 0, H q is the qth Hermite polynomial (to be formally defined in Section 2.1), and the series converges in L 2 (γ). The forthcoming Theorem 1.1 -known as the Breuer-Major Theorem (see [3] , as well as [27] ) -establishes a sufficient condition for the sequence (1.2)
to verify a Central Limit Theorem (CLT). Remark on notation. From now on, we write N (µ, τ 2 ) to indicate a generic random variable with mean µ and variance τ 2 . We also put N τ := N (0, τ 2 ) and for τ = 1, N = N 1 denotes a standard normal Gaussian variable. The symbol ⇒ denotes convergence in distribution of random elements. Given two real-valued random variables X, Z, the total variation distance between the distributions of X and Z is defined as the full sum k∈Z α(k), whenever it is well-defined. Finally, given a random variable Z, we use the notation Z q = E[|Z| q ] 1/q , for every q > 1. Theorem 1.1 is one of the staples of modern Gaussian analysis, with far-reaching applications ranging from stochastic geometry to mathematical statistics and information theorysee e.g. [7, 12, 25, 28] for a general discussion, as well as [1, 4, 5, 10, 12, 13, 14, 16] for a sample of recent extensions and ramifications.
Using the fact that the limiting random variable N (0, σ 2 ) has a density, it is straightforward to deduce from the second Dini's theorem that the convergence (1.5) always takes place in the sense of the Kolmogorov distance, that is: with the notation N σ = N (0, σ 2 ),
On the other hand, determining wether (1.5) takes place in the sense of the total variation distance (1.3) is a more delicate matter, for which no exhaustive criterion is currently known. The difficulty of such an issue is demonstrated by considering the following two facts, corresponding to choices of the function g in the Breuer-Major Theorem yielding contrasting behaviours with respect to d TV :
(a) according to the main results of [18] , if g in Theorem 1.1 is a polynomial, then neces-
The aim of the present paper is to deduce new explicit bounds on the total variation distance
and a standard normal random variable N = N (0, 1), in the case where g has Hermite rank d = 2. We will see that our estimates imply minimal regularity conditions on g, in order for
Moreover, under comparable regularity assumptions on g, the rates of convergence provided by our bounds are better than or commmensurate to the best estimates to date, obtained in [9, 17, 23] . The main tool exploited in our analysis is a non-trivial combination of Gebelein's inequality (recalled in Section 2.4 below, and already used in [17] ), and some novel estimates involving Malliavin operators -see e.g. the forthcoming Lemma 2.2.
Our main findings are contained in the following statement, in which we use the notation D k,p (R, γ), p ≥ 1, k = 1, 2 . . . , to denote the Sobolev space given by the closure of the class of polynomials mappings q : R → R with respect to the norm
where D i denotes the ith derivative of q as a function of x.
The following is the main result of this paper. 
Note that the right-hand side of (1.8) (as well as those of the forthcoming bounds (1.10) and (1.11)) converges to zero, as n → ∞, by virtue of Lemma 3.2.
Comparison with existing results.
We will now compare Theorem 1.2 with three relevant papers in the recent literature. Such a comparison exploits the log-convexity of ℓ p norms, see e.g. [26, Lemma 1.11.5]:
(1) In [17] , the following two facts are proved: (1a) if g ∈ D 1,4 (R, γ) and has Hermite rank equal to 1, then there exists an absolute constant C such that d TV (Y n , N ) ≤ Cn −1/2 , and (1b) if g ∈ D 1,4 (R, γ) and g is even, then
In view of the usual CLT, the estimate at Point (1a) cannot be improved. On the other hand, since an even function g ∈ L 2 (γ) has Hermite rank equal to 2, the estimate at (1.10) can be meaningfully compared with our Theorem 1.2. A direct use of (1.9) shows that, if ρ ∈ ℓ 1 (that is, ρ is absolutely summable), then the right-hand sides of (1.8) and (1.10) are both bounded by a multiple of n −1/2 , while (1.8) is systematically smaller than (1.10) when ρ / ∈ ℓ 1 .
is the element of L 2 (γ) obtained by taking the absolute value of the coefficients appearing in the Hermite expansion of g. In [9] , the following results are proved: (2a) the bound
, holds whenever A(g) ∈ D 1,4 (R, γ) and g has Hermite rank 2, and (2b) one has the estimate
(R, γ) and g has Hermite rank 2. The estimate at Point (2a) is the same as the one appearing in our bound (1.8), but is obtained under the strictly stronger assumption that A(g) ∈ D 1,4 (R, γ). On the other hand, one can use the results of [13] to show that a multiple of the sequence [23] , the following is proved: (3a) if g ∈ D 2,4 (R, γ) and g has Hermite rank 1, then
, and g has Hermite rank 2, then the bound (1.8) holds true, and (3c) if g ∈ D 6,8 (R, γ) and g has Hermite rank 2, then
As observed at Point (2), the upper bound (1.12) cannot be improved. We would like to emphasize that, unlike in previous works, the bound (1.8) for functions of Hermite rank 2 is obtained here assuming only that g is once weakly differentiable. In particular this bound holds for g(x) = |x| p − E[|N | p ] for any p ≥ 1.
1.3.
Plan. The paper is organized as follows. Section 2 contains some preliminaries on the Malliavin calculus associated with a Gaussian family of random variables and on the MalliavinStein method for estimating the total variation distance. We also include in this section two basic inequalities that play an important role in the proofs: a version of the Brascamp-Lieb inequality and Gebelein's inequality. Section 3 is devoted to the proof of Theorem 1.2.
Preliminaries
In this section, we briefly recall some elements of the Malliavin calculus of variations associated with a Gaussian family of random variables. We refer the reader to [12, 19, 20] for a detailed account of this topic. We will also recall a crucial estimate for the total variation distance proved using the Malliavin-Stein approach, and prove two inequalities which will be used in the proof of Theorem 1.2.
2.1. Malliavin calculus. Let H be a real separable Hilbert space; in order to simplify our discussion, we will assume for the rest of the paper that H = L 2 (A, A , µ), where (A, A , µ) is a σ-finite measure space such that µ has no atoms. For any integer m ≥ 1, we use the symbols H ⊗m and H ⊙m to denote the m-th tensor product and the m-th symmetric tensor product of H, respectively. We now let W = {W (φ) : φ ∈ H} denote an isonormal Gaussian process over the Hilbert space H. This means that W is a centered Gaussian family of random variables defined on (Ω, F , P), with covariance
Without loss of generality, we can assume that F is generated by W .
We denote by H m the closed linear subspace of L 2 (Ω) generated by the random variables {H m (W (ϕ)) : ϕ ∈ H, ϕ H = 1}, where H m is the m-th Hermite polynomial defined by
and H 0 (x) = 1. The space H m is the Wiener chaos of order m associated with W . The m-th multiple integral of φ ⊗m ∈ H ⊙m is defined by the identity I m (φ ⊗m ) = H m (W (φ)) for any φ ∈ H with φ H = 1. The map I m provides a linear isometry between H ⊙m (equipped with the norm
The space L 2 (Ω) can be decomposed into the infinite orthogonal sum of the spaces H m . Namely, for any square integrable random variable F ∈ L 2 (Ω), we have the following expansion,
where f 0 = E(F ), and f m ∈ H ⊙m are uniquely determined by F . The representation (2.1) is known as the Wiener chaos expansion of F . For a smooth and cylindrical random variable F = f (W (ϕ 1 ), . . . , W (ϕ n )), with ϕ i ∈ H and f ∈ C ∞ b (R n ) (meaning that f and its partial derivatives are bounded), we define its Malliavin derivative as the H-valued random variable given by
By iteration, we can also define the k-th derivative D k F , which is an element in the space L 2 (Ω; H ⊗k ). For any real p ≥ 1 and any integer k ≥ 1, the Sobolev space D k,p is defined as the closure of the space of smooth and cylindrical random variables with respect to the norm · k,p defined by
Notice that if F = I 1 (ϕ) is an element in the first Wiener chaos with ϕ H = 1, then (using the notation introduced before Theorem 1.
We define the divergence operator δ as the adjoint of the derivative operator D. Namely, an element u ∈ L 2 (Ω; H) belongs to the domain of δ, denoted by Dom δ, if there is a constant c u > 0 depending on u and satisfying
for any F ∈ D 1,2 . If u ∈ Dom δ, the random variable δ(u) is defined by the duality relationship
which is valid for all F ∈ D 1,2 . In a similar way, for each integer k ≥ 2, we define the iterated divergence operator δ k through the duality relationship
Let γ be the standard Gaussian measure on R. The Hermite polynomials {H m (x), m ≥ 0} form a complete orthonormal system in L 2 (R, γ) and any function g ∈ L 2 (R, γ) admits an orthogonal expansion of the form (1.1). If g has Hermite rank d, for any integer 1 ≤ k ≤ d, we define the operator T k by
To simplify the notation we will write T k (g) = g k . Suppose that F is a random variable in the first Wiener chaos of W of the form F = I 1 (ϕ), where ϕ ∈ H has norm one. Then one can check that g k (F ) has the representation
for some constant C only depending on j, k, p, one has that
We refer to [23] for the proof of these results.
The family {P t : t ≥ 0} of operators is defined for random variables F ∈ L 2 (Ω) of the form (2.1) via the relation P t F = 
We also define the operator L −1 , which is the inverse of L, as follows: for every F ∈ L 2 (Ω) of the form (2.1), we set
Remark 2.1. Fix an integer k ≥ 1, and consider a generic element u of the class L 2 (Ω; H ⊗k ). Then, in view of the fact that H = L 2 (A, A , µ) by our initial assumption, it is a standard fact that u admits a (parametrized) chaotic expansion of the form
where the (µ m+k -almost everywhere uniquely defined) kernels f m are square-integrable and symmetric in the first m variables, and
Using such a representation one can canonically define L −1 u as the element of L 2 (Ω; H ⊗k ) given by
In what follows, given k ≥ 2 and u ∈ L 2 (Ω; H ⊗k ), the symbol u stands for the symmetrization of u, that is
where the sum runs over the group of all permutations σ of {1, ..., k}. Note that, for every r > 1,
by the triangle inequality. Also, one has trivially that L −1 u = L −1 u.
We will make repeated use of the following lemma, focussing on the boundedness of L −1 .
Lemma 2.2. Let p, q, r > 1 be such that 
Proof. The proof is subdivided into several steps. 
(according 1 to [21, Prop. 5.1.5]); these two facts plus the Minkowski inequality imply that the operator
We can therefore write
One one hand (see point (ii) above):
1 The statement of [21, Prop. 5.1.5] contains the factor t −1/2 instead of
, but an inspection of the proof given therein actually provides the estimate stated in (2.11).
On the other hand (see point (i) above):
This completes the proof of (2.9). (iv) We now suppose that F ∈ L p (Ω) ∩ D 2, 4 (Ω) and G ∈ D 2,q∨4 (Ω). We can write
where the involved symmetrization is defined in Remark 2.1. Let M be the operator defined by
On the other hand (see points (i) and (ii) above, as well as (2.8)):
This completes the proof of (2.10).
2.2.
Stein's method. We refer to [6] for a complete discussion of this topic. Let h : R → R be a Borel function such that h ∈ L 1 (R, γ) and let N ∼ dγ(x). The ordinary differential equation
is called the Stein's equation associated with h. The function
is the unique solution to the Stein's equation satisfying lim |x|→∞ e −x 2 /2 f h (x) = 0. Moreover, if h is bounded by 1, then f h satisfies f h ∞ ≤ π/2 and f ′ h ∞ ≤ 2. We refer to [12] and the references therein for a complete proof of these results.
We recall the total variation distance between the laws of two random variables defined in (1.3). Substituting x by F in Stein's equation (2.12) and using the estimate for f ′ h ∞ lead to the fundamental estimate
In the framework of an isonormal Gaussian process W , we can use Stein's equation to estimate the total variation distance between a random variable F = δ(u) and N . A basic result is given in the next proposition (see [21, 12] ), which is an easy consequence of (2.13) and the duality relationship (2.2). Proposition 2.1. Assume that u ∈ Dom δ, F = δ(u) ∈ D 1,2 and E(F 2 ) = 1. Then,
Brascamp-Lieb inequality.
In this subsection we recall some inequalities proved in [23] (see Lemmas 6.6 and 6.7 therein), which can be deduced from the Brascamp-Lieb inequality (see [2] ) or just using Hölder's and Young's convolution inequalities. Lemma 2.3. Fix an integer M ≥ 2. Let f be a non-negative function on the integers and set k = (k 1 , . . . , k M ). Then, for any vector v ∈ R M whose components are 1 or −1, we have (2.14)
Lemma 2.4. Fix an integer M ≥ 3 and assume k∈Z ρ(k) 2 < ∞. We have
where k = (k 1 , . . . , k M ) and v ∈ R M is a fixed vector whose components are 0, 1 or −1 and it has at least two nonzero components.
2.4.
Gebelein's inequality. In the proof of Theorem 1.2, we will need the following Gaussian inequality. 
where θ := sup
Lemma 2.5 follows from the forthcoming Proposition 2.2, and can be shown by adopting almost verbatim the strategy of proof of [29, Theorem 3.4] -details are left to the reader. Proposition 2.2. Let W = {W (h) : h ∈ H}, W = { W (h) : h ∈ H} two independent isonormal Gaussian processes over some real separable Hilbert space H. Consider two measurable mappings F i : R H → R, i = 1, 2, and assume that each F i (W ) is centered and
for some constant C depending uniquely on p.
Proof of Proposition 2.2.
Without loss of generality, we can assume that θ ∈ (0, 1). Using Mehler's formula (see e.g. [19, formula (1.67), p. 55]) together with the properties of conditional expectations, we infer that
where {P t : t ≥ 0} is the Ornstein-Uhlenbeck semigroup introduced above. The conclusion now follows from a standard application of the Cauchy-Schwarz inequality, as well as from the following estimate: for every q > 1 and every u > 0,
for some constant C uniquely depending on q, which follows from a direct application of [19, Lemma 1.4.1], as well as from the fact that F 2 is centered by assumption.
Proof of Theorem 1.2
We are now ready for the proof of Theorem 1.2. In what follows, we use the letter C > 0 to indicate a constant that may depend on the D 1,4 (R, γ) norm of g, but which is always independent of n. Its exact value is immaterial and may vary from one line to another. The main difficulty of the proof is to show the forthcoming inequality (3.4).
Step 1: Preparing the proof. We shall use the Malliavin-Stein approach. In order to be in a position to do so, consider a centered stationary Gaussian family of random variables X = {X n , n ≥ 0} with unit variance and covariance ρ(k) = E(X 0 X k ) for k ≥ 0. We put ρ(−k) = ρ(k) for k < 0. Suppose that H is a Hilbert space and let {e i , i ≥ 0} be a family of H such that e i , e j H = ρ(i − j) for each i, j ≥ 0. In this situation, if {W (φ) : φ ∈ H} is an isonormal Gaussian process, then the sequence X = {X n , n ≥ 0} has the same law as {W (e n ), n ≥ 0} and we can assume, without any loss of generality, that X n = W (e n ).
Consider the sequence
, where g ∈ L 2 (R, γ) has Hermite rank d ≥ 2 and let σ 2 n = E(F 2 n ). Under condition (1.4), it is well known that σ 2 n → σ 2 as n → ∞, where σ 2 has been defined in (1.6). Set Y n = Fn σn . Notice that σ > 0 implies that σ n is bounded below for n large enough. Taking into account (2.5), we have the representation
and g 1 is the shifted function introduced in (2.4). As a consequence of Proposition 2.1, we have the estimate
for an absolute constant C. We now observe that there exists a sequence {g [m] : m ≥ 1} ⊂ D 3,4 (R, γ) such that g [m] → g in the D 1,4 (R, γ) topology. For such a sequence of functions it is easily checked that, as m → ∞
2,4 → g 1 2,4 . Moreover, denoting by K(m, n) the quantity obtained from Var( DF n , u n H ) by replacing g with g [m] one has that, as m → ∞ and for each fixed n,
This follows from the fact that for each j ≥ 1, the sequences g 1 (X j ) and (g [m] ) ′ (X j ) converge in L 4 (Ω), as m tends to infinity, to g 1 (X j ) and g ′ (X j ), respectively, due to the convergences (3.3).
The rest of the proof will then consist in showing that, for every function g ∈ D 3,4 (R, γ),
for constants C that only depend on the D 1,4 (R, γ) norm of g and on the D 2,4 (R, γ) norm of g 1 (recall that, by (2.6), g 1 2,4 ≤ C g 1,4 ).
Step 2: Bounding Var( DF n , u n H ). We have
We can write
We will make use of the following estimate
, which can be justified as follows. First, by the isometry formula one has E(|δ
H and then apply Poincaré formula to the first term in the right-hand side to obtain (3.5). We will now proceed with the estimation of each member of the right-hand side of (3.5).
Step 3: Estimating E(v n ) 2 H . We first note that E(−DL −1 Z) = E(DZ) for any Z ∈ L 2 (Ω), as is immediately seen by expanding Z into chaos. We then have
Notice that we have three covariance factors. We need two additional factors that will be produced by the representation as a divergence of g ′ (W (e i )) and g 1 (W (e i )). That is, we can write
and
We claim that the expectations E[g (3) (W (e i 1 ))g 2 (W (e i 2 ))] and E[g ′ 1 (W (e i 1 ))(g 1 ) ′′ (W (e i 2 ))] are bounded. Indeed, using the expansion of g in Hermite polynomials, we have
, which is finite because the last quantity is precisely
)] can be handled in the same way. As a consequence,
Step 4: Estimating E( Dv n 2 H ⊗2 ). We have
where K is the operator defined by KG =
We have
Therefore,
We split the analysis on the different values of k.
Case k = 1. We have
As a consequence,
This quantity is uniformly bounded by a constant times g D 1,4 (R,γ) g 1 D 2,4 (R,γ) , due to Lemma 2.2 (1) applied to F := g ′ (W (e i 1 )) ∈ L 4 (Ω) and G := (g 1 ) ′ (W (e i 2 )) ∈ D 1,4 and taking into account that F 4 ≤ g D 1,4 (R,γ) and
where the last inequality follows from Lemma 2.3.
Case k = 0. We have
We know that g ′ (W (e i 1 )) is centered and belongs to L 4 (Ω). Moreover,
belongs to L 4 3 (Ω). Indeed, using Hölder inequality, we can write
. Therefore, by Gebelein's inequality (see Lemma 2.5), we deduce
For A n , we have
The terms B n and C n are similar. For B n , we have
where we have applied Lemma 2.4 in the last inequality.
Case k = 2. We have
We know that L(g 1 (W (e i 2 ))) is centered and
Moreover, the random variable
(Ω)-norm can be estimated as follows Therefore, by Gebelein's inequality (see Lemma 2.5), and the bounds (3.6) and (3.10), we obtain For A n , we have
Step 5: end of the proof. From Step 1, it suffices to show that Var( DF n , u n H ) ≤ Cn 
