The transport of ions through multiple drift regions is modeled to develop an equation that is useful for an understanding of the resolving power of an overtone mobility spectrometry (OMS) technique. It is found that resolving power is influenced by a number of experimental variables, including those that define ion mobility spectrometry (IMS) resolving power: drift field (E), drift region length (L), and buffer gas temperature (T). However, unlike IMS, the resolving power of OMS is also influenced by the number of drift regions (n), harmonic frequency value (m), and the phase number (⌽) of the applied drift field. The OMS resolving power dependence upon the new OMS variables (n, m, and ⌽) scales differently than the square root dependence of the E, L, and T variables in IMS. The results provide insight about optimal instrumental design and operation. (J Am Soc Mass Spectrom 2009, 20, 738 -750) © 2009 American Society for Mass Spectrometry W hen a pulse of ions is injected into a buffer gas, different species separate under the influence of an electric field because of differences in their mobilities through the buffer gas [1] [2] [3] [4] . This phenomenon is the basis for a widely used analytical technique for resolving different components of mixtures called ion mobility spectrometry (IMS). The ability to isolate different species can be understood by considering the resolving power (t d /⌬t), where t d is the time required for ions to drift through the buffer gas and ⌬t corresponds to the full width at half maximum (FWHM) of the packet upon exiting the drift region. In the limit of an infinitely narrow injection pulse, the resolving power can be expressed as the ratio of the total drift length (L, or t d ) and the spatial width (⌬L, or ⌬t)) of the ion packet exiting the drift tube [5] . The Einstein relation between the mobility (K) and the diffusion coefficient (D) (i.e., D ϭ ͙ k b TK⁄e, where, e and k b correspond to the elementary charge and Boltzmann's constant and T is the buffer gas temperature) can be used to estimate ⌬L based upon ion displacement leading to an expression for the IMS resolving power (R IMS ), eq 1, [1, 5, 6] (
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Of note is the dependence of resolving power on the square root of the various parameters. This relationship imposes limits on the ultimate instrument performance. For example, doubling L does not double the resolving power; rather, a 2-fold increase in L (holding T and E constant) results in only ϳ40% increase in resolving power.
In the present paper, we report modeling studies of ion transport through multiple drift regions to which the drift fields are applied at varying frequencies, the experimental setup used in overtone mobility spectrometry (OMS). The understanding that is gained from modeling allows us to develop a simple equation that can be used to estimate the OMS resolving power (R OMS ). The equation describing the OMS resolving power accounts for a number of geometrical OMS device configurations as well as those parameters used to define R IMS . However, these studies indicate that variation of the parameters which define R IMS (E, L, and T) have only a limited impact on the R OMS . Instead, the factors having the greatest influence on R OMS appear to be the number of phases for the system (i.e., the number of unique drift field application settings as well as the number of drift regions in a complete ion transmission/ elimination cycle, see below for complete description), the overall number of ion drift regions, and the drift field setting frequency (overtone number). A surprising result is the unit proportionality relationship between R OMS and the number of drift regions (in effect L) as well as the frequency suggesting the ability to garner much improved instrument performance (with respect to resolution) for proportionate changes when compared with IMS techniques.
It is important to note that the comparisons to R IMS (with respect to L) described here are based on the use of a constant drift field. Equation 1 can be rewritten such that the product of L and E is denoted as the drift voltage (V). Extensive work has shown that increased resolving power can be obtained by optimizing V and the dependence on drift tube length has been described in detail [7] . However, because of the interest in retaining structural information (which can assist ion identification efforts), the comparison has been carried out using low-field conditions which necessitate a square-root dependence on drift length as described herein.
There is currently considerable interest in developing and improving mobility based separation methods. In addition to efforts to improve IMS techniques, [8 -13] a new method called field asymmetric (FA)IMS has been developed [14 -22] Additionally, differential mobility analysis (DMA) [23, 24] , which has traditionally been used for sizing of particles, [23, 25] has been extended for analysis of large molecular systems (such as polymers, proteins and protein complexes) [23, 24] . The present paper adds to theoretical work associated with understanding these mobility-based techniques.
Methods

Experimental: General Description of OMS
It is useful to begin by describing the OMS separation process. For convenience, Table 1 provides a summary of all variable definitions used in this paper. Since IMS techniques, including descriptions of a range of instruments [26 -41] and theoretical treatments [1, 6, [42] [43] [44] [45] [46] , are described elsewhere, further discussion of the various techniques is not provided here.
Each OMS instrument contains a specified number (n) of sequential drift regions (d) containing both ion transmission (d t ) and ion elimination (d e ) regions. In the experimental designs explored so far, the d e regions constitute a small portion of each d region and are bounded by two electrostatic grids to help maintain drift field uniformity. A dc field is applied across the d t regions at a defined frequency. This application creates a frequency-dependent repulsive field in some of the d e regions, and this leads to elimination of portions of the continuous ion beam. It is the frequency of, and the order in which, this repulsive field is applied to the d e regions of the OMS device that serves to transmit ions of specific mobilities. To illustrate the overall process of OMS measurements, we present a description of several instrumental setups and provide examples of experimental data.
Experimental: OMS Instrument Mode of Operation
The mode of operation of an OMS instrument is determined by the number of phases or drift field application settings. This number is denoted by ⌽. Hereafter, ⌽ represents a positive integer indicating the method of applying drift field pulses to transmit ions of specific mobilities through the OMS device. Figure 1 illustrates a portion of an OMS drift region; eight consecutive d t regions with accompanying d e regions are shown. Also shown in Figure 1 are electric field conditions for a Pulse width corresponding with the OMS peak apex frequency setting P w2
Pulse width corresponding with the base of the OMS peak frequency setting f f Fundamental frequency determined from the time required for an ion to traverse a single d region f m Harmonic field application frequency setting f 1 Frequency setting corresponding with the apex of the OMS peak f 2 Frequency setting corresponding with the base of the OMS peak ⌬f FWHM Full width at half maximum peak height of the OMS peak v dif Velocity due to ion diffusion, in this case directed against mobility (see Supplementary Information) C 2 A constant associated with converting the diffusion term in the R OMS equation with R IMS . Cϳ0.74. ⍀ Ion collision cross section P Buffer gas pressure m I Mass of the ion m B Mass of the buffer gas N Neutral number density under STP conditions two-phase, three-phase, and four-phase system. First consider the operation of a two-phase OMS separation. Here, the drift field settings are modulated between two different settings. As shown in Figure 1 , the first field setting (A) consists of multiple regions (each 2d long) the first commencing with the gridded lens immediately preceding d t (1) and extending to the first gridded lens of the d e (2) region. At the same time a uniform field is applied to subsequent regions of equal length [e.g., fields across the d t (3) to d e (4) regions, the d t (5) to d e (6) regions, and the d t (7) to d e (8) regions]. This field setting creates repulsive fields in the ion elimination regions d e (2) , d e (4) , d e (6) , and d e (8) . The second field setting (B, in Figure  1 ) shifts the multiple field regions by one d region, and thus the ion elimination regions now become d e (1) , d e (3) , d e (5) , and d e (7) . A complete ion transmission/elimination cycle shifts from one setting to the other and then back again (e.g., A¡B¡A for the two-phase system in Figure 1 ). To understand the consequences of the field modulation consider the transmission of ions from a continuous ion beam using a two-phase OMS approach, a portion of the continuous ion beam fills the d t (1) region (Figure 1 ). Under the first field settings (A in Figure 1 ), ions are allowed to pass through the d e (1) region into the d t (2) region. Then the field is modulated to that of the second setting and the d e (2) region is set to transmit ions while the d e (1) region is set to eliminate ions. Thus, ions in the d t (2) region are transmitted to the d t (3) region, however, the ions that subsequently filled the d t (1) region are eliminated in the d e (1) region. This gives rise to an overall 50% duty cycle for the two-phase OMS system. That is, every other portion of the ion beam filling the d t (1) region is transmitted down the axis of the OMS device. Transmission of ions in this fashion is only possible if the mobilities of the ions are in resonance with the alternating field settings. That is, ions must have mobilities allowing them to traverse exactly one d region in one field application. Ions with mobilities that are off resonance either traversing the d region too quickly or too slowly are eventually eliminated in one of the d e regions. This applied frequency for ions having resonant mobilities is termed the fundamental frequency (f f ).
Having described the field settings for a two-phase system, it is possible to depict the modulation process for a three-phase and a four-phase system. Again the number of distinct field settings is equal to ⌽. Additonally, the number of adjacent d regions across which the field is applied is also equal to ⌽ and therefore a complete transmission/elimination cycle is equal to ⌽ field settings. To understand the impact on ion transmission with increasing ⌽ it is instructive to consider operation with a greater number of phases as shown in Figure 1 . Here, we consider the four-phase system. As the elimination pulse moves from d e (1) to d e (2) , ions from the d t (1) d t (4) 
Experimentally Recorded OMS Distributions for Different Values of ⌽
OMS distributions can be obtained by recording the ion signal for a specific ion at given field application frequencies. Figure 2 shows the OMS distributions obtained for the [M ϩ Na] ϩ ion for the oligosaccharide raffinose. The data have been recorded over a range of OMS system phase settings (⌽ ϭ 2 to 6). For each setting for ⌽ a dominant peak corresponding to the fundamental frequency is observed. This peak is observed to broaden with increasing ⌽. In addition to the fundamental frequency peak, a number of other peaks are observed for each OMS separation. For example, for the analysis that utilized the two-phase system, peaks are observed at frequencies that are exact multiples of f f (including 3 · f f and 5 · f f ). The transmission of ions at "overtone" frequencies is also observed for other values of ⌽. From the experimental data in Figure 2 for raffinose ions (and other ions that show the same behavior), clearly the pattern of overtone peaks that are transmitted depends on the magnitude of ⌽. Hereafter, the number of the harmonic frequency associated with OMS distribution peaks is denoted by m and is defined as ⌽(h-1)ϩ1, where h is a positive integer representing the OMS harmonic index. The harmonic frequency representing the field application frequency setting for ion transmission can thus be expressed as f m ϭ m · f f . To better understand the process by which ions are transmitted at overtone frequencies, two examples are presented below.
Origin of Peaks at Overtone Frequencies
The origin of overtone peaks can be understood by considering the hypothetical ion beam and transmitted ion distributions that are shown in Figure 3 . Here we demonstrate the transmission of ions for the second overtone frequency (m ϭ 3 harmonic) for a two-phase OMS separation. During the first field application, the forward most third of the ions in the d t (1) region are transmitted into the d t (2) region. The elimination field is then shifted to d e (1) and during this time the middle third of the ions in the d t (1) region is eliminated. Upon the next application, the final third of the ions in the d t (1) region is transmitted into the d t (2) region. In this manner, alternating batches of ions are transmitted through the OMS device still yielding a 50% duty cycle (neglecting diffusion). As described in the manuscript published jointly with this work (experimental portion), resolving power increases with increasing m.
From Figure 3 and the discussion given above, we see that transmission of ions at overtone frequencies will also depend on ⌽. For example, for conditions in which the first overtone frequency is applied to a two-phase system, half of the ions in the d t (1) region [those nearest the d e (1) ] are transmitted into the d t (2) region. However, because m is equal to 2, the second half of the ions in the d t (1) region are eliminated in the d e (1) region. During this time, ions in the first half of the d t (2) region move to the second half of this region. However, elimination subsequently shifts to the d e (2) region and these ions are eliminated as well. Thus, for the harmonic frequency m ϭ 2 and OMS system phase setting ⌽ ϭ 2, ion transmission is not allowed. For the two-phase system, observed harmonic frequencies include m ϭ 1 (fundamental), 3, and 5 ( Figure 2 ). For a four-phase system observed harmonic frequencies include m ϭ 1, 5, 9, and 13 ( Figure 2 ). From these observations and the above rationale, we determine the empirical relation that ions will be transmitted at multiples of the fundamental frequency (i.e., overtones), as mentioned above. Overall, these considerations explain Because of the relationship between ⌽ and m (via h), the focus of the current work is the derivation of an expression for resolving power for those features representing the fundamental and overtone peaks for the different phase systems. These are the major peaks labeled in Figure 2 . Here we note that a number of other peaks are observed, most noticeably between the fundamental frequency peak and the h ϭ 1 overtone peak for different values of ⌽ (particularly for greater values). The origin of these peaks is still under investigation and as such they are not treated here in terms of estimation of resolving power. Rather, investigations focus on the dominant peaks ( Figure 2) and their relationship to resolving power.
Ion Trajectory Simulations
To better understand the separation process of OMS, ion trajectory simulations have been performed. We have used a field array containing 11 d regions. The algorithm used to perform the simulations has been written in house and is conceptually similar to those described previously [47, 48] . Briefly, the calculations utilize two-dimensional field arrays similar to those generated in SIMION [49] to determine time-dependent ion displacements. The displacement calculation of an ion is the sum of the ion motion contributions from the mobility of the ion (K) as well as its diffusion. The former contribution is field-dependent [i.e., the drift velocity is proportional to the product of the mobility and the electric field (KE)] [1] , whereas the latter is a randomized contribution in the algorithm (discussed below). Although the algorithm is similar to that described previously [48] , the field arrays of two dimensions are utilized as opposed to three. This change is made because it reduces the time required to model trajectories of thousands of ions. The two dimensions (instead of three) utilized include the ion axis (z-axis) as well as the height (y-axis). Two-dimensional ion trajectory simulations performed in SIMION [49] utilize the same field array dimensions.
The modeling algorithm also allows different OMS phase systems to be examined. For simplicity, trajectory simulations for a two-phase system are described below. The modeling requires two field arrays including one in which the 1ϩ2j (j ϭ 0, 1, 2, 3, 4, 5, and 6) d e regions (see above) contain fields that will transmit ions; the remaining d e regions contain fields that will cause the elimination of ions. For the second field array, the transmit and eliminate d e regions are reversed. Initially the algorithm selects one field array and reads in a region (four field array points) that flanks the two-dimensional position of the ions. A weightedaverage field is then calculated for both dimensions based on the distance of the ion to the field values provided at each array point. The displacement due to the ion mobility is then calculated for a user-defined time step (typically Յ2 s) using the drift velocity (KE). Displacement of ions due to diffusion is simulated by
where, ͙ r 2 is the root mean-square displacement of the ion for time increment ⌬t and ion diffusion coefficients can be obtained as mentioned above. For ions used in the simulations, K is taken from an experimentally available value (e.g., the mobility of singly-charged bradykinin). To simulate random diffusion in two dimensions, ͙ r 2 is converted into a polar coordinate vector by randomizing a single angle ͑͒. The y-and z-axis vector components are determined from ͙ r 2 · sin and ͙ r 2 · cos, respectively. The diffusion value is then added to the two-dimensional mobility calculation to provide a net ion displacement for each time increment.
To perform the trajectory simulation of ions in the two-phase system, a model has been devised where ion origin is referenced with respect to the d t (1) region immediately preceding the first ion gate [d e (1) ]. It is important to note that d t (1) is equal in size to the other d t (n) regions (n ϭ 2 to 11). Because the duty cycle of a two-phase system is 50% (neglecting diffusion, see above), it is only necessary to determine the trajectories of ions as a function of position within this initial d t (1) region. For the ion trajectory simulations reported here, the d t (1) region constitutes the first 80 grid units (ϳ5.08 cm) of each field array file. Subsequent d t regions are of the same length and the conjoining d e regions are each ϳ0.32 cm. For the simulations described here, the trajectories for 20 theoretical ions at each location of origin (grid unit) have been simulated. Thus a complete analysis for a specific frequency requires 1600 ion trajectory simulations.
Results and Discussion
Ion Trajectory Simulations
The trajectory simulations described above have been performed as a function of frequency to provide the peak profiles shown in Figure 4 . Each of 10 to 20 incremental frequencies spanning the fundamental frequency as well as the overtones with harmonic frequencies of m ϭ 3 and 5 is used. The modeling peak profiles resemble the experimental results on several fronts. First the relative peak heights, which are approximately inversely correlated with m, are similar to experimentally observed peak heights. Second, the relative resolving powers for the modeled two-phase system [consisting of 11 d regions] are similar to values obtained for peptide ions. That is, resolving powers of ϳ12, ϳ28, and ϳ46 are calculated for the m ϭ 1, 3, and 5 frequencies, respectively. This increase in resolving power with increasing overtones is similar to that observed experimentally.
It is instructive to consider which ions in the d t (1) region are transmitted through the entire mobility device as determined by the ion trajectory simulations. For discussion purposes, the d t (1) region has been divided into 80 initial ion positions and three field application frequencies are considered. (Figures 1 and 3) for the given frequency (see text for details).
It is also useful to consider the transmission of ions for a single overtone frequency setting. At the second overtone frequency (m ϭ 3), ions are transmitted in the left and right third of the d t (1) region as shown in Figure  3 . Ions in the middle third of the region are eliminated as described above. It is important to note that the smaller transmitted beam portions behave similarly to the larger transmitted portions for the fundamental frequency. That is, it is useful to consider the initial positions of the transmitted ions at the peak base frequencies (frequencies 4 and 6 in Figure 4) as well as the m ϭ 3 harmonic (frequency 5 in Figure 4 ). Using the 80 divisions again for initial starting positions in the d t (1) region, ions furthest from and closest to the d e (1) region are transmitted using frequencies 4 and 6, respectively. This occurs for both the front third and the last third of the transmitted d t (1) region ions. Because of this behavior, it is possible to elucidate a single expression for resolving power that also takes into account overtone frequency transmission. As before, the transmission profile for the m ϭ 3 harmonic frequency is shown as a graph (Supplementary Figure 2) in the Supplementary Discussion section.
Developing an Analytical Expression for Estimating Resolving Power
To develop an expression for R OMS , consider results from ion trajectory simulations. Of interest is the peak shape produced by the OMS method. By removing the random diffusion component from the ion displacement calculation in ion trajectory simulations (see above), it is possible to construct a peak shape that depends only on mobility filtering. Peaks produced by measuring ion transmission as a function of frequency (in the f f region) are triangular. As depicted in Supplementary Figure 1 , when the frequency increases in the f f region, the total number of transmitted ions increases in a linear fashion until it reaches a maximum at f f . From that point, the total number of transmitted ions decreases linearly with increasing frequency until reaching the base of the peak ultimately generating the equilateral triangle peak shape. When the triangular shaped peak is compared with the peak obtained from ion trajectory simulations (i.e., that accounting for diffusion as observed in Figure 4 ), a slight degree of broadening and apex curvature is observed; the f f peak shown in Figure 4 is Ͻ2% broader than the triangular shape generated in the absence of diffusion. Of interest is the fact that diffusion plays little role in the overall peak width; this is captured in the R OMS expression as described below.
An expression for R OMS can be obtained by considering the particular ions that limit the overall resolving power. For example, at the base of the f f peak (frequency 1 in Figure 4) , only a narrow range of ions [i.e., those furthest from the d e (1) region] is transmitted through the OMS device. Using this observation it is possible to construct a model from which an equation for resolving power can be derived. The model calls for the determination of the difference from the center of the OMS peak (frequency 2 in Figure 4 ) to the base of the peak (frequency 1). This difference can then be used to estimate the peak width at half height (⌬f FWHM ). Because the true peak shape should be very similar to that of an equilateral triangle, this difference would represent [1/2] of the peak base, or the actual ⌬f FWHM by definition. From here, it is straightforward to determine the resolving power (R ϭ f f /⌬f FWHM ).
We begin by considering a peak that is associated with ions that are transmitted when the drift field frequency is set to ϳ1/t d (i.e., the resonant frequency, f f , for the ions). It is important to note that while ions are optimally transmitted at the resonance frequency, one sees that some ions are also transmitted at slightly lower and higher frequencies, giving rise to the rising and falling edges, respectively, of the peak (shown in Figure 4 ). The origin of the off-resonance portions of the peak can be understood by considering the initial ion position within the d t (1) region. Neglecting diffusion, when the ion's mobility matches to the applied frequency, ions at any position in the d t (1) region will be transmitted to the d t (2) region. Moreover, at this resonant frequency condition, the ions will occupy the same position in the d t (2) region after one drift field application setting. An ion starting at position 1 (see Supplementary Figure 1 ) in the d t (1) region will arrive at position 1 of d t (2) . To reach the last elimination region, d e (n), will require n field application settings (n/2 transmission and elimination cycles for a two-phase system). Now consider conditions where the applied frequency is lower than the ion's resonant fundamental frequency (frequency 1 in Figure 4) . With each pulse all ions arrive at a position that is slightly more displaced within the next d region (e.g., for the ion described above, position numbers of 10 and 20 in the d t (2) and d t (3) regions, respectively). An extreme case would be those ions having the greatest mismatch in mobility frequency and gating frequency. For the ion described above (i.e., starting at position 1) to be transmitted, it would need to reach the last d e region just before the drift field was switched from elimination to transmission (i.e., requiring one fewer or n Ϫ 1 field application settings). This represents the worst case scenario; if the frequency/mobility mismatch were any greater (lower frequency field application), then the switch from elimination to transmission would occur at a longer time and the ion would have been eliminated at d e (n). In the limit of an infinitely small d e region, it can be argued that for the fundamental frequency setting, the ion would have experienced n field application settings while for the frequency 1 setting (Figure 4 ) the ion would have experienced n Ϫ 1 field application settings in the same time (t total ϭ time required to reach the n th gate).
With an understanding that the time duration of a single field application setting (P w ) is equal to t total divided by the total number of settings, we can obtain expressions for the field application time associated with the fundamental frequency (f 2 in Figure 4) , as well as that associated with the base of the peak frequency (f 1 in Figure 4) . Equations for the former and latter are shown in eqs 3 and 4, respectively,
These relationships can be used to relate the frequencies of f 1 and f 2 (see Supplementary Information) leading to eq 5,
Understanding that OMS peaks are triangular in nature and using eq 5, it is possible to obtain the simplified expression for ROMS shown in eq 6 (see Supplementary Information for equation derivation information details).
Remarkably, the resolving power of the OMS technique for the fundamental peak depends only on the number of drift region segments. Although this is somewhat intuitive, it stands as an important result because it defines one important difference between OMS, where R OMS scales directly with L (here L is equal to n multiplied by the length of the d region), and IMS, where R IMS scales with the square root of L.
Inclusion of Overtone Frequency Terms
With an expression for the resolving power of the fundamental frequency, it is useful to include the effects of OMS system phase and harmonic frequency. Consider the case of the four-phase OMS device. Here, four ion gating regions are triggered sequentially to complete one transmission/elimination cycle. As described above, ions occupying the space of three d regions are transmitted through the OMS device for every space equivalent to one d region that leads to ion elimination (i.e., a duty cycle of 75%). Because the total ion transmission range is three times larger than the comparable two-phase system (i.e., one with d regions of identical length), the difference in number of pulses experienced by ions using field application frequencies f 1 and f 2 ( Figure 4 ) is three. And thus the R OMS scales as n/3 (see Supplementary Information for more details on this dependency). Although the signal level increases with increasing phase, the resolving power is lower by a factor of (⌽ Ϫ 1) Ϫ1 for a given value of n.
The opposite effect is observed with an increase in overtone. Consider the two-phase system operating at the m ϭ 3 harmonic frequency (second overtone). Because the overall frequency is three times greater than f 1 , the total number of field applications experienced by an ion at the m ϭ 3 harmonic frequency transmission region is three times the number of d regions or 3n. Ions at the base of the OMS peak profile (e.g., frequency 4 in Figure 4 ) will experience one fewer field application setting (3n Ϫ 1) over the same time period. Thus, using the same derivation as that for eq 6 (see Supplementary Information), R OMS is observed to scale directly with the product of m and n.
Consideration of the Sizes of Transmission and Elimination Regions
Until this point, the d e regions were treated as infinitely small. It is interesting to consider the consequences of different lengths of d t and d e regions (denoted l t and l e , respectively). Consider the two-phase system. As mentioned above the difference in number of pulses experienced for ions at a field application frequency of f 1 versus a field application frequency of f 2 is n Ϫ 1 and n, respectively. However, to be transmitted, over the same time period these ions are required to arrive just before (for the f 1 field application settings in Figure 4 ) and just after (for the f 2 field application settings in Figure 4 ) the last d e region. In these scenarios, the last d e region would be switching from eliminate to transmit and transmit to eliminate, respectively. These situations are only possible in the limit of an infinitely small l e . Because l e is greater than zero, the f 1 :f 2 ratio of n Ϫ 1:n (eq 5) should be revised. Because ions do not traverse the entire length of the last d region for the f 1 field settings (compared with the f 2 settings), the difference in the number of field application settings is less than one. That is, the n Ϫ 1 term can be corrected by a factor related to the change in distance traversed by the ions. The new term becomes n Ϫ 1͓l t ⁄ l t ϩ l e ͔. As noted above, this term is used to relate f 1 and f 2 .
With an understanding of the influence of n, ⌽, m, as well as l t and l e on the relationship between f 1 and f 2 , it is possible to obtain the following expression for R OMS :
This expression reveals several important factors affecting the overall resolving power. First, as observed above, R OMS increases linearly with increasing n. Similarly, R OMS increases linearly with m; that is, higher harmonic frequencies result in increased resolving power. However, the equation demonstrates that an increase in the number of phases of the system actually decreases the R OMS . The final factor affecting R OMS is the ratio of l e to l t . As this ratio increases, R OMS increases.
Inclusion of Diffusion
It is important to note that eq 7 does not truly represent a worst-case scenario for the greatest mismatch in f 1 and f 2 since this expression does not include ion diffusion. The situation that would lead to the greatest influence on resolving power is if the ion diffusion is unidirectional. That is, net diffusion in the direction opposite the direction of mobility motion results in the greatest mismatch between f 1 and f 2 . If an average velocity of diffusion (v dif ) is subtracted from the drift velocity (KE) used to calculate R OMS (see the Supplementary Information), f 1 is decreased, resulting in a wider base of the OMS peak. By introducing a diffusion component into the calculation it is possible to express R OMS in terms of R IMS . The final R OMS equation accounting for all experimental parameters becomes,
Here C 2 corresponds to a constant allowing the conversion to R IMS (C 2 Ϸ 0.74). Equation 8 provides insight about limits associated with diffusion. That is, in the limit of high R IMS (less diffusion), the denominator approaches a minimum value leading to a maximum R OMS .
Evaluation of the OMS Resolving Power Equation: Dependence on Number of Gating Regions and Applied Frequency
We begin the evaluation of the expression for OMS resolving power by considering several experimental results. Figure 5 shows the experimental peak widths for the [M ϩ Na] ϩ ion of the trisaccharide melezitose for varying numbers (n) of d regions. The data have been acquired by applying the fundamental frequency for a four-phase OMS device. The results show a substantial decrease in peak width with increasing n. At n ϭ 11, the measured FWHM is ϳ1600 Hz, whereas a value of ϳ345 Hz is obtained at n ϭ 43. This large dependence on n is intriguing because it suggests that OMS resolving power is not defined by a square root dependence on L as is the case for IMS experiments. The ability of the equation to predict resolving power as a function of the applied overtone frequency has also been investigated. The comparison has been evaluated using experimental data for three different systems (⌽ ϭ 2, 3, and 4). Additionally, the transmitted overtone peaks (for which h ϭ 2 to 3) of each system have been compared. The results of the comparison are shown in Figure 6 . In general, the agreement is as observed before with the equation providing a resolving power that is ϳ21% higher on average than experimental results for the fundamental frequency and the overtone frequencies (corresponding to h ϭ 2 to 3). For all systems, the trend of increasing resolving power with increasing applied frequency is observed. The equation is also able to mimic the observation of increased resolving power with decreasing OMS phase number. In addition to this, the equation, as with the experimental data, shows an increased rate of resolving power improvement (from the fundamental frequency to the overtone frequency corresponding to h ϭ 2) as a function of decreasing phase number. Finally, it should be noted that for the calculated resolving power, the rate of increase is greatest from the fundamental frequency to the overtone frequency corresponding to h ϭ 2. At that point, going from the h ϭ 2 to 3 overtone frequencies allowing ion transmission, the rate of increase is not as high. This occurs for each OMS phase system. Intuitively, this occurs because of the decrease in size of the transmitted ion beam portion ( Figure 3 ). While this portion of the beam is decreasing with increasing overtone frequency, the overall ion transit time is not. Thus, diffusion becomes more significant for this shorter transmitted beam. Because, diffusion is overestimated in our resolving power equation (as the maximum expected value), the theoretical values drop below the experimental values.
Evaluation of the Resolving Power Equation: Dependence on Diffusion
The OMS resolving power equation can be used to begin to evaluate factors involving ion diffusion and their influence on the overall attainable resolving power. The resolving power has been evaluated as a function of two parameters from eq 1 that affect the degree of ion diffusion; these are E and T. Here we note that from our treatment of L [n · (l t ϩ l e )], we observed a negligible effect from diffusion over the experimental range of L (Supplementary Figure 3) . For the determination of the effect of E and T, a comparison of the m ϭ 1, 3, and 5 harmonic frequencies for a two-phase system has been carried out. The overall change for both parameters is relatively small across reasonable instrumentation operating ranges and is most pronounced for the m ϭ 5 frequency. For example, from E ϭ 7 V · cm Ϫ1 to E ϭ 25 V · cm Ϫ1 only an ϳ39% improvement in resolving power is observed; similarly, the range of T ϭ 200 to 400 K exhibits only an ϳ29% improvement in resolving power (going from high to low temperatures). This analysis serves as a nice double check of the resolving power equation. That is, the boundaries for improved resolving power are the same as those expected from IMS measurements. A difference is the limited effect of ion diffusion on overall resolving power for OMS experiments (under current operating conditions). The effects of E and T can be observed in Supplementary Figure 4 in the Supplementary Information section.
Although, diffusion does not appear to affect the resolving power significantly, it is useful to consider a possible explanation for the observation of a larger change at higher overtone numbers. As mentioned above, the transmitted ion beam portions are much smaller for the higher overtones (Figure 3) . The contribution of diffusion becomes more significant for these shorter ion beam portions (note the overall transit time is not changed). That is, the distance traveled due to diffusion (counter to the mobility of the ion for the OMS resolving power equation) is a larger percentage of the overall transmission region size.
Another factor that influences the degree of peak broadening due to diffusion is the ratio of the transmit and elimination (l t and l e ) region length. To assess the effect of these lengths on computed resolving power, each is held constant while the other is varied. Four preliminary studies, summarized in Table 1 , were carried out. The first involves the changing of the l e region while maintaining a constant value for l t . In general, the resolving power increases for increasing l t . This result again suggests that peak broadening due to diffusion is worse for smaller ion beam portions as we have discussed above. The next study involves the maintaining of the combined length (l e ϩ l t ), while changing the ratio of the two regions. That is, in one instance one region is much greater than the other and then the distances are reversed. Increasing the length of the l e region has a much greater impact in improving resolving power. Upon observation of the equation this becomes clearer.
As l e increases, the term containing n becomes larger than ͑n Ϫ 1͒ ⁄ n. That is the difference in pulse widths at the base and apex of the peak in the OMS spectrum ( Figure 4) becomes smaller leading to an increase in resolving power. The fourth study involves computing R OMS for equi-distant l t and l e regions, which does not significantly impact R OMS except when compared with instances, where l e is significantly smaller. The final study involves changing the l e region while maintaining the l t region. Here only a modest increase in resolving power is achieved. Based on the above studies, apparently by increasing l e substantially, a significant improvement in resolving power can be obtained. However, in considering the origin of the ions that limit resolving power, the only method by which ions of the same mobility arrive at drastically different positions in the OMS device over the same time period is due to diffusion. Therefore, there is a limit to the size of the l e region after which ion transmission would be blocked. Additionally, a larger l e leads to a decrease in experimental duty cycle.
The computed values in Table 2 show that the resolving power equation can be used to rapidly test the separation efficiency of specific instrumental configurations. An understanding of the trends for each of the variables suggests the direction in which one should pursue higher resolving power. Another interesting feature of the table is that a relatively high resolving power (ϳ85) can be obtained with a fairly small device.
The Use of OMS for Structural Analysis
Until now the discussion has focused on the ability to estimate R OMS for a given OMS experimental setup. Briefly, the discussion has touched upon the application of OMS as a mobility selection device. As a final thought, an application of ion structure analysis is discussed. As mentioned above, the measurement of K by IMS can be used to make inferences about the shapes of specific ions. This is accomplished by using measured values of K to determine a collision cross section from [1] ⍀ ϭ 
where P and N correspond to the buffer gas pressure and the neutral number density under STP conditions, respectively. The variables m I and m B correspond to the mass of the ion and the mass of the buffer gas, respectively. The variables E, L, P, and t D can be measured accurately providing high accuracy cross section determinations.
To obtain a collision cross section from an OMS measurement, the distance the ion travels in a specified amount of time must be determined. From an OMS distribution this translates into ion displacement over the time equal to the inverse of the peak apex frequency. For the fundamental frequency, recalling that ion displacement corresponds to one d region, the calculation is relatively straightforward. For conditions that employ overtone frequencies (m Ͼ 1), recall that ion displacement is equal to a fraction of the d region (or d/m, see Figure 3 ). Additionally, because m can be expressed in terms of ⌽ and h [i.e., m ϭ ⌽(h Ϫ 1) ϩ 1], it becomes possible to rewrite eq 9 for OMS measurements as, 
One concern about the measurement of cross sections in a device that uses electrodynamic fields is the effect of the voltage slewing rate on the overall measurement. Experiments have shown that ϳ20 ns are required to achieve stable fields after switching. From a number of experiments, for a variety of ions (different charge states of ubiquitin, peptides, and carbohydrates), the cross sections obtained from OMS measurements differ from those obtained by IMS techniques by 2% to 4% on average. Noting that this difference is larger than the errors obtained for different IMS instruments (typically Ͻ2%), a portion may indeed result from field inhomogeneity. It may also result from slight errors in the determination of drift region segment length. The propagation of such an error would be more problematic than a small error in the overall length of a drift tube for an IMS instrument. The ability to determine accurate collision cross sections may serve a number of applications. One example may include aiding in the identification of mixture components. That is, with significant enhancements to component resolution, cross sections determined for features in OMS distributions can be compared against trial structures [42, 50 -62] . Such an approach could be used to select specific structures for further analysis.
Summary
Simulations involving the transport of ions through multiple drift regions have been compared with experimental data to develop a better understanding of the origin of resolving power in OMS. The results lead to an expression for resolving power that includes experimental variables associated with ion diffusion (E, L, and T) as well as variables related to OMS instrument operation (⌽, n, f, I t , and I e ). The impact of the various parameters on resolving power was described. A surprising result of the current study is the unit proportionality observed for the number of drift regions and the overall frequency. This observation is distinguished from that for conditions affecting the resolving power of traditional IMS techniques in that, for R OMS , greater improvements in resolving power are provided per percent change in parameters affecting resolving power. Overall, this understanding suggests that it should be possible to build instruments with relatively high resolving power that are capable of transmitting ions with well defined mobilities.
