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Abstract
We find necessary and sufficient conditions for the class of factorable matrices M(a,b) to map w0(p) into w0(q) for 0 <
p,q ∞ except for the case 0 < q < p  1 which will be treated in a separate paper.
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1. Introduction
A mapping problem consists of finding conditions on an infinite matrix A = (ank) that are equivalent to the matrix
operator A mapping one sequence space of interest S into another T ; i.e. such that (
∑
k ankxk)n exists and belongs
to T , for all x ∈ S. We then say that we have solved the S–T mapping problem for A.
Our work was inspired by Bennett’s treatment of the p–q mapping problem for factorable matrices M(a,b)
in [3], for 0 < p,q ∞ (see also [5]). If a = (an)n1 and b = (bn)n1 are taken to be non-negative sequences, the
factorable matrix M := M(a,b) = (mnk) is defined as follows:
mnk =
{
anbk if k = 1, . . . , n,
0 if k > n.
We too shall work with factorable matrices (i.e. take A = M) but we examine a different problem, viz. when
S = w0(p) and T = w0(q), for 0 < p,q ∞. The space w(p), where 0 < p < ∞, denotes the space of strongly
Cesàro summable sequences of order 1 and index p; i.e. the space of sequences x such that there is a number L
depending on x satisfying
n∑
k=1
|xk − L|p = o(n) as n → ∞.
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2n+1−1∑
k=2n
|xk − L|p = o
(
2n
)
as n → ∞
and this leads to the reasonable interpretation of w(∞) as c, the space of convergent sequences. For L = 0 we get the
space w0(p). If p  1, this space is a BK-space (i.e. a Banach sequence space with continuous coordinate mappings
x → xk) when equipped with the norm
‖x‖w0(p) = sup
n0
(
2−n
∑
ν∈Dn
|xν |p
)1/p
,
where henceforth we shall write Dn := [2n,2n+1) ∩ N0 (see [9]). If 0 < p < 1, it is a complete p-normed K-space
with p-norm
‖x‖w0(p) = sup
n0
(
2−n
∑
ν∈Dn
|xν |p
)
.
Following Grosse-Erdmann [5], a p-norm (or norm) of the form above will be called in block form. A p-norm of the
form
sup
n0
(
1
n
n∑
ν=1
|xν |p
)
will be said to be in section form. In the examples above, the two p-norms are equivalent (see [9]), although in general
this is not the case.
Blocks have many advantages in their manipulation over sections but reverting to sections is desirable, though not
always a straightforward task. A mapping problem that is solved in such a way that the resulting conditions are in
block form will be called a block problem. A section problem is defined in a similar way.
Mapping problems are not a new concept, though interest for them has only recently been rekindled. Maddox ([9];
see also [10]) initially provided the solution to the block w(p)–c problem for an arbitrary infinite matrix A. Kuttner
and Thorpe in turn solved the block w(p)–w(1) problem for arbitrary matrices and provided some key ideas on how
to proceed to the more general case (see [8]). Grosse-Erdmann applied his blocking technique (see [5]) in [6] to solve
the section w(p)–w(q) problem, where 0 < p  1 q < ∞.
The general case for the w(p)–w(q) problem remains open. A small consolation is given by the fact that
w(p) = w0(p) ⊕ 〈1〉, so we only need to concentrate on the w0(p)–w0(q) problem. However, inspired by Ben-
nett’s solution for the class of factorable matrices in the p–q case, we managed to provide a complete solution to the
block w0(p)–w0(q) problem for factorable matrices, where 0 < p,q ∞; we interpret w0(∞) as c0, the space of
convergent to zero sequences with the sup norm. (Our solution in the case 0 < q < p  1 required different techniques
and will be treated in a separate paper.) The question of how to turn these conditions into section form remains open.
2. Preliminaries
Let ω denote the space of all real sequences and φ denote the space of finitely non-zero sequences. We shall refer to
a as non-trivial whenever a ∈ w0(q) \ φ in accordance with Grosse-Erdmann [5, p. 24]. A sequence u will always be
(uk)k1 and u z will indicate that uk  zk for each k  1. Also, x = yz will denote coordinatewise multiplication
and un = o(zn) or un = O(zn) will always be as n → ∞. Without loss of generality, we can assume that b has at least
one non-zero coordinate. Using an observation similar to 9.1 [5, p. 50], it can easily be seen that if a is trivial, M(a,b)
maps w0(p) into w0(q) if and only if (x ∈ w0(p) ⇒ bx ∈ S), where S = {0} if a /∈ w0(q) and S = ω if a ∈ φ. The
first case is impossible whereas the second is satisfied for all sequences b. Hence, in what follows, we can assume
that a is non-trivial. Alternatively we remark that the conditions (1) through (7) used in Theorems 1 to 5 are clearly
satisfied by all sequences b in the case that a ∈ φ.
We define r by the equation 1/r = 1/q − 1/p and if 0 < p ∞, we define its conjugate p∗ by 1/p∗ = 1 − 1/p,
with the usual conventions if p = 1 or p = ∞. We now list the various conditions that will be used repeatedly
henceforth:
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2−n
∑
k∈Dn
a
q
k
)1/q n−1∑
k=0
2k
(
2−k
∑
j∈Dk
b
p∗
j
)1/p∗
= O(1), (1)
(
2−n
∑
k∈Dn
a
q
k
)1/q n−1∑
k=0
2k/p max
j∈Dk
bj = O(1), (2)
∃M > 0 such that ∀n ∈N0 and ∀m ∈ Dn 2−n
m∑
k=2n
(
ak
k∑
j=2n
b
p∗
j
)q
M
(
2−n
m∑
k=2n
b
p∗
k
)q/p
, (3)
∃M > 0 such that ∀n ∈N0 and ∀m ∈ Dn
(
2−n
2n+1−1∑
k=m
a
q
k
)1/q( m∑
k=2n
b
p∗
k
)1/p∗
M2−n/p, (4)
∃M > 0 such that ∀n ∈N0 and ∀m ∈ Dn 2−n
2n+1−1∑
k=m
(
bk
2n+1−1∑
j=k
a
q
j
)p∗
M
(
2−n
2n+1−1∑
k=m
a
q
k
)p∗/q∗
, (5)
max
j∈Dn
bj
(
2−n
2n+1−1∑
k=j
a
q
k
)1/q
= O(2−n/p), (6)
2−n
∑
j∈Dn
[( 2n+1−1∑
k=j
a
q
k
)1/q( j∑
k=2n
b
p∗
k
)1/q∗]r
b
p∗
j = O(1). (7)
We show later that conditions (3)–(5) are all equivalent when 1 < p  q < ∞. We omit a condition associated with
the case 0 < q < p  1, as this case will be treated separately in another paper.
3. Main results
Theorem 1. Let 0 < p ∞. Then M(a,b) maps w0(p) into w0(∞) if and only if a ∈ w0(∞) = c0 and
(i) aN
N∑
k=1
bk = O(1) (p = ∞),
(ii) sup
n∈DN
an
[
N−1∑
k=0
2k/p
( ∑
j∈Dk
b
p∗
j
)1/p∗
+ 2N/p
(
n∑
k=2N
b
p∗
k
)1/p∗]
= O(1) (1 < p < ∞),
(iii) sup
n∈DN
an
[
N−1∑
k=0
2k/p max
j∈Dk
bj + 2N/p max
2Njn
bj
]
= O(1) (0 < p  1).
Theorem 2. Let 0 < q < ∞. Then M(a,b) maps w0(∞) into w0(q) if and only if a ∈ w0(q) and
N∑
n=1
(
an
n∑
k=1
bk
)q
= O(N).
Theorem 3. Let 1 < p  q < ∞. Then M(a,b) maps w0(p) into w0(q) if and only if a ∈ w0(q) and conditions (1)
and ((3) or (4) or (5)) hold.
Theorem 4. Let 0 < p  1, p  q < ∞. Then M(a,b) maps w0(p) into w0(q) if and only if a ∈ w0(q) and conditions
(2) and (6) hold.
Theorem 5. Let 0 < q < p and 1 < p < ∞. Then M(a,b) maps w0(p) into w0(q) if and only if a ∈ w0(q) and
conditions (1) and (7) hold.
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We shall examine each case separately.
4.1. q = ∞
The result follows directly as a special case of Theorem M in [9], if 0 < p < ∞, and as a special case of Toeplitz’s
theorem [11, p. 7] for c0, if p = ∞.
4.2. p = ∞
Again the result is true for arbitrary non-negative matrices, the sufficiency following easily and the necessity by
considering the family of q-seminorms, if 0 < q < 1,
FN(x) = 1
N
N∑
n=1
∣∣∣∣∣
∞∑
k=1
ankxk
∣∣∣∣∣
q
or
[
1
N
N∑
n=1
∣∣∣∣∣
∞∑
k=1
ankxk
∣∣∣∣∣
q]1/q
if 1 q < ∞ (where they are seminorms) and using the Uniform Boundedness Principle.
In the remaining cases we restrict consideration to factorable matrices. Let 0 < p,q < ∞. We can assume without
loss of generality that x ∈ w0(p)+, the positive orthant of w0(p), since (xn)n1 ∈ w0(p) if and only if (|xn|)n1 ∈
w0(p). We need to show
x ∈ w0(p)+ ⇒
∑
μ∈Dn
aqμ
( 2n−1∑
k=1
bkxk +
μ∑
k=2n
bkxk
)q
= o(2n)
which holds if and only if
x ∈ w0(p)+ ⇒
∑
μ∈Dn
aqμ
( 2n−1∑
k=1
bkxk
)q
= o(2n) (8)
and
x ∈ w0(p)+ ⇒
∑
μ∈Dn
aqμ
(
μ∑
k=2n
bkxk
)q
= o(2n) (9)
are true. Our problem thus splits into examining each of these cases separately.
Set for each n ∈N,
ank =
{
(2−n
∑
μ∈Dn a
q
μ)
1/qbk if k = 1,2, . . . ,2n − 1,
0 otherwise.
If 1 p < ∞, apply Theorem 7(b) in Maddox [10, p. 172]. In this case, (8) becomes equivalent to a ∈ w0(q) and (1).
If 0 < p < 1, apply Theorem 7(a) in Maddox [10, p. 171]. In this case, (8) becomes equivalent to a ∈ w0(q) and (2).
We still need necessary and sufficient conditions for (9) to hold. Our problem is thus simplified into looking for
necessary and sufficient conditions for the “truncated” problem
∑
k∈Dn
x
p
k = o
(
2n
) ⇒ ∑
μ∈Dn
aqμ
(
μ∑
k=2n
bkxk
)q
= o(2n). (10)
4.3. 1 < p  q < ∞
Lemma 6. Let 1 < p  q < ∞. Then (3) and (10) are equivalent.
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Fn(x) =
(
2−n
∑
μ∈Dn
aqμ
∣∣∣∣∣
μ∑
k=2n
bkxk
∣∣∣∣∣
q)1/q
for x ∈ w0(p). Each Fn is a continuous seminorm on w0(p) and∣∣Fn(x)∣∣ ‖Fn‖‖x‖w0(p) (11)
where ‖Fn‖ = sup{|Fn(x)|: ‖x‖w0(p) = 1}.
For all N and all m ∈ DN for which ∑mj=2N bp∗j = 0, let x(m) ∈ w0(p) be defined by
x
(m)
k =
{
(
∑m
j=2N b
p∗
j )
−1/p2N/pb1/(p−1)k if k = 2N,2N + 1, . . . ,m,
0 otherwise,
so that
∥∥x(m)∥∥
w0(p)
= sup
n
(
2−n
∑
k∈Dn
∣∣x(m)k ∣∣p
)1/p
= 1.
Hence
∣∣FN (x(m))∣∣= 2−N/r
{(
m∑
k=2N
b
p∗
k
)−q/p( m∑
n=2N
a
q
n
(
n∑
k=2N
b
p∗
k
)q
+
2N+1−1∑
n=m+1
a
q
n
(
m∑
k=2N
b
p∗
k
)q)}1/q
where the last sum is taken as 0 if m = 2N+1 − 1. From (11) we have(
2−N
{
m∑
n=2N
(
an
n∑
k=2N
b
p∗
k
)q
+
2N+1−1∑
n=m+1
(
an
m∑
k=2N
b
p∗
k
)q})1/q
 ‖FN‖
(
2−N
m∑
k=2N
b
p∗
k
)1/p
.
Now recall that Fn(x) → 0 as n → ∞, for any x ∈ w0(p), by hypothesis, and so (Fn(x))n1 is a bounded sequence,
so {Fn: n ∈ N} is pointwise bounded on w0(p). The family {Fn: n ∈ N} thus forms a pointwise bounded system of
continuous seminorms on the Banach space w0(p) and therefore is uniformly bounded. Hence there exists some M
such that ‖Fn‖M , for all n ∈N. Thus we get the necessary condition{
2−N
(
m∑
n=2N
(
an
n∑
k=2N
b
p∗
k
)q
+
2N+1−1∑
n=m+1
(
an
m∑
k=2N
b
p∗
k
)q)}1/q
M
(
2−N
m∑
k=2N
b
p∗
k
)1/p
and note that this is trivially satisfied if
∑m
j=2N b
p∗
j = 0. In particular, (3) is necessary.
Conversely, suppose that (3) holds. If we now apply Theorem 1 of [1] with N replaced by 2N+1 − 1, and we take
r = q, s = q/p,
vn =
{
b
p∗
n if n ∈ DN ,
0 if n = 1, . . . ,2N − 1,
and un = M−12−N(1−q/p)aqn , then the hypothesis of that theorem becomes
2−N
m∑
n=2N
(
an
n∑
k=2N
b
p∗
k
)q
M
(
2−N
m∑
k=2N
b
p∗
k
)q/p
for m ∈ DN , and this is (3). Theorem 1 of [1] then gives
∑ aqn
2N(1−q/p)
(
n∑
N
b
p∗
k wk
)q
M
(
p∗
)q( ∑
b
p∗
k w
p
k
)q/p
(12)n∈DN k=2 k∈DN
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wk =
{
xkb
1/(1−p)
k if bk > 0,
0 otherwise,
then (12) clearly implies (10), as required. 
If we neglect the first sum rather than the second in the necessity part of the preceding argument, then we see that
(4) comes into play. In fact, we shall show that (3), (4) and (5) are equivalent conditions.
Lemma 7. Let 1 < p  q < ∞. Then (3), (4) and (5) are equivalent.
Proof. This follows as a special case of Theorem 2 in [1]. To see this, for N ∈N0 let B(N) = (bnk) denote the infinite
factorable matrix
bnk =
{
anbk if k = 2N,2N + 1, . . . , n, n ∈ DN,
0 otherwise.
Now (3) becomes (ii) of Theorem 2 in [1] applied to A = B(N) with the least constant K1 = M1(N)2N(1−q/p)
where M1(N) is the least constant M satisfying (3) for m ∈ DN . Similarly (4) corresponds to (iii) with K2 =
M2(N)2N(1/q−1/p) and (5) corresponds to (iv) with K3 = M3(N)2N(1−p∗/q∗).
The proof is now completed using the quantitative estimates of K1, K2 and K3 obtained towards the bottom of
p. 407 in [1]. 
It is evident that Lemmas 6 and 7 prove Theorem 3.
4.4. 0 < p  1, p  q < ∞
We shall examine the cases when q < 1 and q  1 separately.
4.4.1. 0 < p  1 q < ∞
We note that Grosse-Erdmann has obtained a result for arbitrary matrices [6, Theorem 5.2] in this case. To prove
directly that his result, in the special case of factorable matrices, is equivalent to ours, is not an easy task and so we
provide an alternative proof.
Lemma 8. Let 0 < p  1 q < ∞. Then (6) and (10) are equivalent.
Proof. Condition (10) is equivalent to the mapping A : w0(p) → w0(q) where A = (ank) is the matrix given by
ank =
{
anbk if k = 2N, . . . , n and n ∈ DN,
0 otherwise,
(13)
for N = 0,1,2, . . . .
We first note that if ν ∈ Dj , then
(
Aδν
)
n
=
n∑
k=1
ankδ
ν
k = an
n∑
k=2N
bkδ
ν
k
whenever n ∈ DN , and (Aδν)n = 0 when j = N , where δνk denotes the Kronecker delta. Hence
Aδν = (0,0, . . . ,0, aνbν, aν+1bν, . . . , a2j+1−1bν,0,0, . . .)
= bν
(
0,0, . . . ,0, aν, aν+1, . . . , a2j+1−1,0,0, . . .
) ∈ φ ⊂ w0(q)
and therefore we deduce from the corollary to Lemma 2 of [8] that the necessary and sufficient condition that A maps
w0(p) into w0(q) is
sup
‖f ‖ ∗=1
∞∑
2k/p max
μ∈Dk
∣∣f (Aδμ)∣∣< ∞.w0(q) k=0
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sup
‖f ‖w0(q)∗=1
∞∑
j=0
2j/p max
μ∈Dj
bμ
∣∣∣∣∣
2j+1−1∑
k=μ
fkak
∣∣∣∣∣< ∞
where (see [9]), for q > 1,
‖f ‖w0(q)∗ =
∞∑
j=0
2j/q
( ∑
k∈Dj
|fk|q∗
)1/q∗
,
and, for q = 1,
‖f ‖w0(1)∗ =
∞∑
j=0
2j max
k∈Dj
|fk|.
Suppose now that (6) holds.
When q > 1, Hölder’s inequality gives us
∞∑
j=0
2j/p max
μ∈Dj
bμ
∣∣∣∣∣
2j+1−1∑
k=μ
fkak
∣∣∣∣∣
∞∑
j=0
2j/p
( ∑
k∈Dj
|fk|q∗
)1/q∗
max
μ∈Dj
bμ
( 2j+1−1∑
k=μ
a
q
k
)1/q
 ‖f ‖w0(q)∗O(1)
so that
sup
‖f ‖w0(q)∗=1
∞∑
j=0
2j/p max
μ∈Dj
bμ
∣∣∣∣∣
2j+1−1∑
k=μ
fkak
∣∣∣∣∣< ∞ (14)
and therefore (10) holds.
When q = 1,
∞∑
j=0
2j/p max
μ∈Dj
bμ
∣∣∣∣∣
2j+1−1∑
k=μ
fkak
∣∣∣∣∣
∞∑
j=0
2j/p2j max
k∈Dj
|fk| max
μ∈Dj
(
2−j bμ
∣∣∣∣∣
2j+1−1∑
k=μ
ak
∣∣∣∣∣
)
 ‖f ‖w0(1)∗O(1)
and therefore (10) holds.
Conversely, define the set of continuous linear functionals (f j,ν) on w0(q), where j ∈ N0 and ν ∈ Dj , by
fk =
{
λ
1/q∗
j,ν a
q/q∗
k if k = ν, . . . ,2j+1 − 1,
0 otherwise,
if q > 1, where λj,ν > 0 is to be determined, and
f j,ν(x) :=
∞∑
k=1
fkxk,
for x ∈ w0(q). Since f ∈ φ, we have that f j,ν ∈ w0(q)∗, with
∥∥f j,ν∥∥
w0(q)∗ = 2j/q
( 2j+1−1∑
k=ν
λj,νa
q
k
)1/q∗
.
If a ∈ φ, then both (10) and (6) are trivially satisfied. In proving (6) we need only consider j ∈ N0 and ν ∈ Dj such
that
∑2j+1−1
k=ν a
q
k = 0. For such j, ν we define
λj,ν =
(
2jq
∗/q
2j+1−1∑
k=ν
a
q
k
)−1
so that ‖f j,ν‖w (q)∗ = 1.0
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of j, ν such that
2j/p max
(
max
2jμ<ν
∣∣∣∣∣bμ
2j+1−1∑
k=ν
fkak
∣∣∣∣∣, maxνμ<2j+1
∣∣∣∣∣bμ
2j+1−1∑
k=μ
fkak
∣∣∣∣∣
)
M.
This implies that
2j/pbν
∣∣∣∣∣
2j+1−1∑
k=ν
fkak
∣∣∣∣∣M
and by our choice of f we can easily see that∣∣∣∣∣
2j+1−1∑
k=ν
fkak
∣∣∣∣∣=
(
2−j
2j+1−1∑
k=ν
a
q
k
)1/q
.
Hence for j  0, ν ∈ Dj , we have that
bν
(
2−j
2j+1−1∑
k=ν
a
q
k
)1/q
M2−j/p
and therefore after taking the supremum over ν ∈ Dj the result follows.
When q = 1, we choose
fk =
{
2−j if k = ν, . . . ,2j+1 − 1,
0 otherwise,
and the result follows as above. 
4.4.2. 0 < p  q  1
Lemma 9. Let 0 < p  q  1. Then (6) and (10) are equivalent.
Proof. We begin by observing that Lemma 1 of [8] is also valid if F is a complete q-normed K-space (with the same
proof). Applying this result in our case with E = w0(p) and F = w0(q), we see that an infinite matrix A maps w0(p)
into w0(q) if and only if there is a constant K such that for every x ∈ φ, Ax ∈ w0(q) and
‖Ax‖1/qw0(q) K‖x‖
1/p
w0(p)
.
Suppose now that (10) holds, so that by the above, for each x ∈ φ we have
sup
n
[
2−n
∑
m∈Dn
(
am
m∑
k=2n
bkxk
)q]1/q
K sup
n
[
2−n
∑
k∈Dn
|xk|p
]1/p
.
Hence, for each N ∈ N0, by choosing x = δν where ν ∈ DN , we must have
bν
(
2−N
2N+1−1∑
m=ν
a
q
m
)1/q
K2−N/p,
which shows that (6) must hold.
Conversely, if (6) holds and x ∈ φ, then(
2−n
∑ (
am
m∑
n
bkxk
)q)1/q

(
2−n
∑
a
q
m
m∑
n
b
q
k x
q
k
)1/q
m∈Dn k=2 m∈Dn k=2
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(
2−n
∑
k∈Dn
b
q
k x
q
k
2n+1−1∑
m=k
a
q
m
)1/q

( ∑
k∈Dn
x
q
k
)1/q
max
k∈Dn
bk
(
2−n
2n+1−1∑
m=k
a
q
m
)1/q

( ∑
k∈Dn
x
p
k
)1/p
max
k∈Dn
bk
(
2−n
2n+1−1∑
m=k
a
q
m
)1/q
K‖x‖1/pw0(p)
since p  q  1. Thus ‖Ax‖1/qw0(q) K‖x‖
1/p
w0(p)
and since Aδν ∈ φ ⊂ w0(q) for ν ∈N we get that (10) holds. 
4.5. 0 < q < p and 1 < p < ∞
We shall examine the cases when q < 1 and q  1 separately.
4.5.1. 0 < q < 1 < p < ∞
In order to prove this case we are indebted to the referee for suggesting the following lemma. It is both shorter than
our original approach and gives a variant and a quantitative version to Theorem 1(viii) (case q < 1) of [3].
Lemma 10. Let 0 < q < 1 < p < ∞ and a,b be sequences with non-negative entries. Then the inequality( ∞∑
n=1
∣∣∣∣∣an
n∑
k=1
bkxk
∣∣∣∣∣
q)1/q
C
( ∞∑
k=1
|xk|p
)1/p
(15)
holds for all sequences x with some constant C > 0 if and only if
B =
( ∞∑
n=1
(( ∞∑
k=n
a
q
k
)1/q( n∑
k=1
b
p∗
k
)1/q∗)r
b
p∗
n
)1/r
< ∞.
In this case, if C is chosen best possible, then(
q
p∗
)1/q
B  C  B.
Proof. This is the main result of [4] in the case when all the bk’s are non-zero (just replace v(n) by 1/bn, u(n) by an
and f (n) by bnxn in their theorem). If the first N entries b1, . . . , bN are non-zero and the remaining ones are all equal
to zero (which corresponds to the N -dimensional case), the same proof as in [4] applies.
Now suppose that some bk are zero. Let (jn) be an enumeration of all the indices k with bk = 0. Then (15) holds if
and only if( ∞∑
n=1
∣∣∣∣∣a˜n
n∑
k=1
bjkyk
∣∣∣∣∣
q)1/q
C
( ∞∑
k=1
|yk|p
)1/p
(16)
where
yk = xjk and a˜qn = aqjn + a
q
jn+1 + · · · + a
q
jn+1−1
with the obvious modification if (jn) is a finite sequence. Thus by [4], (16) is characterised by
B˜ =
( ∞∑
n=1
(( ∞∑
k=n
a˜
q
k
)1/q( n∑
k=1
b
p∗
jk
)1/q∗)r
b
p∗
jn
)1/r
< ∞
and we see that B˜ = B , which gives the result. 
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third condition will follow from the following lemma.
Lemma 11. Let 0 < q < 1 < p < ∞. Then (7) is equivalent to (10).
Proof. As in the proof of Lemma 9, (10) is equivalent to the existence of K > 0 such that, for all x ∈ φ, Ax ∈ w0(q)
and
‖Ax‖1/qw0(q) K‖x‖w0(p),
and hence to
sup
n
[
2−n
∑
m∈Dn
(
am
m∑
k=2n
bkxk
)q]1/q
K sup
n
[
2−n
∑
k∈Dn
|xk|p
]1/p
.
By taking sequences x with non-zero entries only for k ∈ Dn we see that this is equivalent to the existence of K > 0
such that, for all n 0,[
2−n
∑
m∈Dn
(
am
m∑
k=2n
bkxk
)q]1/q
K
[
2−n
∑
k∈Dn
|xk|p
]1/p
.
Using the last inequality in the statement of Lemma 10, we see that this is equivalent to (7) holding. 
4.5.2. 1 q < p < ∞
The “truncated” condition for this case will follow from the following lemma and finally prove Theorem 5.
Lemma 12. Let 1 q < p < ∞. Then (7) and (10) are equivalent.
Proof. We will show that if (7) holds, then A maps w0(p) into w0(q), where A = (ank) is the usual “truncated”
matrix given by (13). So suppose that y  0 and consider
JN := 2−N
∑
n∈DN
a
q
n
(
n∑
k=2N
b
p∗
k yk
)q
.
It is enough to consider the case q > 1 since the case q = 1 follows the same lines but is considerably shorter. Now
by Lemma 3 of [2],(
n∑
k=2N
b
p∗
k yk
)q
 q
n∑
k=2N
b
p∗
k yk
(
k∑
μ=2N
bp
∗
μ yμ
)q−1
.
Hence
JN  q2−N
∑
n∈DN
a
q
n
n∑
k=2N
b
p∗
k yk
(
k∑
μ=2N
bp
∗
μ yμ
)q−1
= q2−N
∑
k∈DN
b
p∗
k yk
(
k∑
μ=2N
bp
∗
μ yμ
)q−1 2N+1−1∑
n=k
a
q
n .
We write the right-hand side above as
q2−N
∑
k∈DN
b
p∗/p
k ykb
p∗(q−1)/p
k
(∑k
μ=2N b
p∗
μ yμ∑k
μ=2N b
p∗
μ
)q−1
b
p∗(p−q)/p
k
(
k∑
μ=2N
bp
∗
μ
)q−1 2N+1−1∑
n=k
a
q
n
and now apply Hölder’s inequality with indices p,p/(q − 1),p/(p − q) (see p. 389 of [7] for the integral analogue
in the Lp case). Hence
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( ∑
k∈DN
b
p∗
k y
p
k
)1/p[ ∑
k∈DN
b
p∗
k
(∑k
μ=2N b
p∗
μ yμ∑k
μ=2N b
p∗
μ
)p](q−1)/p
×
[ ∑
k∈DN
b
p∗
k
(
k∑
μ=2N
bp
∗
μ
)r/q∗( 2N+1−1∑
n=k
a
q
n
)r/q](p−q)/p
and the final bracketed term is of the form required.
Assume for the moment that the middle term satisfies
[ ∑
k∈DN
b
p∗
k
(∑k
μ=2N b
p∗
μ yμ∑k
μ=2N b
p∗
μ
)p](q−1)/p
M
( ∑
k∈DN
b
p∗
k y
p
k
)(q−1)/p
(17)
for some constant M independent of N . Then we would have
JN  qM2−N
( ∑
k∈DN
b
p∗
k y
p
k
)q/p( ∑
k∈DN
b
p∗
k
(
k∑
μ=2N
bp
∗
μ
)r/q∗( 2N+1−1∑
n=k
a
q
n
)r/q)q/r
and so, using (7), there is a constant K such that[
2−N
∑
n∈DN
a
q
n
(
n∑
k=2N
b
p∗
k yk
)q]1/q
K
[
2−N
∑
k∈DN
b
p∗
k y
p
k
]1/p
.
Thus, given x ∈ w0(p)+, define y from the equation
b
p∗
k yk = bkxk
(so that yk is undefined if bk = 0) and, substituting in the above, gives[
2−N
∑
n∈DN
a
q
n
(
n∑
k=2N
bkxk
)q]1/q
K
[
2−N
∑
k∈DN
x
p
k
]1/p
= o(1)
as N → ∞, so that (17) would be sufficient for (10).
For (17) to hold we require that
∑
k∈DN
b
p∗
k
B
p
k
(
k∑
μ=2N
bμxμ
)p
M
∑
k∈DN
x
p
k
using the substitution above, where Bk = ∑kμ=2N bp∗μ ; i.e. we require that the factorable matrix C = (cndk) maps
p(DN) into p(DN) for p > 1, where cn = bp
∗/p
n B
−1
n and dk = bk . But Theorem 2(ii) of [1] gives the following
necessary and sufficient condition for the matrix C to map p(DN) into p(DN) with 1 < p = q , namely
n∑
k=2N
b
p∗
k
B
p
k
(
k∑
μ=2N
bp
∗
μ
)p
K
n∑
k=2N
b
p∗
k ,
for some constant K , and this is clearly satisfied. Hence (17) holds and the result is proved.
Conversely, suppose that A : w0(p) → w0(q). Fix N ∈N0 and consider x ∈ φ, defined by
xk =
{
b
p∗−1
k (
∑k
n=2N b
p∗
n )
r/(pq∗)(
∑2N+1−1
=k a
q
 )
r/(pq) for k ∈ DN ,
0 otherwise.
Now, for μ ∈ DN ,
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k=2N
bkxk =
μ∑
k=2N
b
p∗
k
(
k∑
n=2N
b
p∗
n
)r/(pq∗)( 2N+1−1∑
=k
a
q

)r/(pq)

( 2N+1−1∑
=μ
a
q

)r/(pq) μ∑
k=2N
b
p∗
k
(
k∑
n=2N
b
p∗
n
)r/(pq∗)
since r/(pq) > 0, so that the sequence (
∑2N+1−1
n=k a
q
n)k2N is non-increasing. By Lemma 3 of [2],
μ∑
k=2N
b
p∗
k
(
k∑
n=2N
b
p∗
n
)r/(pq∗)
 1
1 + r/(pq∗)
(
μ∑
k=2N
b
p∗
k
)1+r/(pq∗)
and 1 + r/(pq∗) = r/(p∗q), so we get
μ∑
k=2N
bkxk 
p∗q
r
( 2N+1−1∑
=μ
a
q

)r/(pq)( μ∑
k=2N
b
p∗
k
)r/(p∗q)
.
Hence
‖Ax‖w0(q) =
[
2−N
∑
μ∈DN
aqμ
(
μ∑
k=2N
bkxk
)q]1/q
 p
∗q
r
[
2−N
∑
μ∈DN
aqμ
( 2N+1−1∑
=μ
a
q

)r/p( μ∑
k=2N
b
p∗
k
)r/p∗]1/q
and since r/p∗ = 1 + r/q∗,
μ∑
k=2N
b
p∗
k
(
k∑
ν=2N
bp
∗
ν
)r/q∗

μ∑
k=2N
b
p∗
k
(
μ∑
ν=2N
bp
∗
ν
)r/q∗
=
(
μ∑
k=2N
b
p∗
k
)r/p∗
.
Hence
‖Ax‖w0(q) 
p∗q
r
[
2−N
∑
μ∈DN
aqμ
( 2N+1−1∑
=μ
a
q

)r/p μ∑
k=2N
b
p∗
k
(
k∑
ν=2N
bp
∗
ν
)r/q∗]1/q
= p
∗q
r
[
2−N
∑
k∈DN
b
p∗
k
(
k∑
ν=2N
bp
∗
ν
)r/q∗ 2N+1−1∑
μ=k
aqμ
( 2N+1−1∑
=μ
a
q

)r/p]1/q
.
Using Lemma 2 of [2] (with r > 1),
2N+1−1∑
μ=k
aqμ
( 2N+1−1∑
=μ
a
q

)r/p
 1
1 + r/p
( 2N+1−1∑
=k
a
q

)1+r/p
= q
r
( 2N+1−1∑
=k
a
q

)r/q
so that
‖Ax‖w0(q) 
p∗q
r
(
q
r
)1/q[
2−N
∑
k∈DN
b
p∗
k
(
k∑
ν=2N
bp
∗
ν
)r/q∗( 2N+1−1∑
=k
a
q

)r/q]1/q
.
But A maps w0(p) into w0(q), by hypothesis, and therefore there exists some C such that for any x ∈ w0(p),
‖Ax‖w (q)  C‖x‖w (p).0 0
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p∗q
r
(
q
r
)1/q[
2−N
∑
k∈DN
b
p∗
k
(
k∑
ν=2N
bp
∗
ν
)r/q∗( 2N+1−1∑
=k
a
q

)r/q]1/q
is less than or equal to
C
[
2−N
∑
k∈DN
b
p∗
k
(
k∑
n=2N
b
p∗
n
)r/q∗( 2N+1−1∑
=k
a
q

)r/q]1/p
.
Finally, if the term in square brackets is zero for all N , then (7) is trivially satisfied, otherwise we see that[
2−N
∑
k∈DN
b
p∗
k
(
k∑
ν=2N
bp
∗
ν
)r/q∗( 2N+1−1∑
=k
a
q

)r/q]1/q−1/p
 C
[
p∗q
r
(
q
r
)1/q]−1
and since N ∈ N0 was arbitrary, the result follows by taking suprema over N . 
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