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Abstract
We present a new formalism for nonlinear and non-separable multiscale repre-
sentations. We show that the most commonly used one-dimensional nonlinear
multiscale representations can be defined using prediction operators which
are the sum of a linear prediction operator and of a perturbation defined using
finite differences. We then extend this point of view to the multi-dimensional
case where the scaling factor is replaced by a non-diagonal dilation matrix
M . The new formalism that we propose allows us to provide simple proofs
of stability and convergence of the multiscale representations.
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1. Introduction
Multiscale algorithms such as wavelet-type pyramid transforms for hier-
archical data representation [1] and subdivision methods for computer-aided
geometric design [11] have completely changed the domains of data and ge-
ometry processing. Linear multiscale representations or equivalently wavelet
Preprint submitted to Journal of Computational and Applied MathematicsDecember 31, 2010
expansions of functions are now well understood in terms of approximation
performance and limitations are well known [7]. While in the univariate case
the wavelet-type pyramid transforms provide optimal algorithms [7], in the
multivariate case almost all algorithms fail in the treatment of nonlinear con-
straints that are inherent to the analyzed objects (e.g. singularities/edges in
digital images). This is directly reflected by the poor decay O(N−1/2) of the
L2 error of the best N -term approximation for a cartoon image, i.e. the char-
acteristic function of bounded domain having smooth boundary. Improving
this rate through a better representation of images near edges has moti-
vated the study of ridgelets [5], curvelets [6] and bandelets [17]. These are
bases or frames allowing anisotropic refinement close to the edges. Nonlinear
multiscale representations are another possibility [8] to perform anisotropic
refinement and are closely related to linear ones. In contrast to linear ones,
here the detail coefficients are not computed using a linear rule, but a data
dependent rules. These data dependent rules define a nonlinear prediction
operator. Let us mention, in a nutshell, the main difference between ridgelets,
curvelets or bandelets and the nonlinear multiscale representations: to de-
fine these bases/frames a functional point of view is used while to define the
nonlinear multiscale representations a discrete point of view is adopted.
In some sense, these bases/frames representations inherit all the good
functional properties of wavelet basis since they are wavelet basis having
an angular selectivity. On the contrary, the analysis of prediction operators
require to define a new and different mathematical framework. From the
mathematical point of view, the analysis of the nonlinear multiscale repre-
sentations is related to the analysis of subdivision algorithms.
Roughly speaking, the development of the theory of nonlinear predic-
tion operators has enabled to design four kinds of data-dependent multiscale
representations: the first one are quasi-linear multiscale representations for
piecewise smooth functions [19], the second one are median-interpolating
schemes [21], the third one are normal multi-resolutions of curves and sur-
faces [10] and the fourth one are PPH or power-P representations [4].
The quasi-linear multiscale representations were early introduced in [14],
motivated by a better treatment of jumps which served as a simplified model
for edges in image analysis. The theoretical analysis of these representations
is available in [8]. The PPH scheme, introduced in [4] to design multiscale
representations, was also motivated by a better treatment of edges for image
compression. The median-interpolating scheme was motivated by applica-
tions to non-Gaussian noise removal ( see [21]), while the normal multi-
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resolution was defined in [10] for optimal geometry compression of curves
and surfaces. These last two representations are examples of nonlinear and
multiscale geometric transforms.
In general, the analysis of such nonlinear multiscale representations natu-
rally extends the results obtained in the linear case by studying the difference
operators associated to the underlying nonlinear prediction operators. The
key point for such an analysis is the study of the joint spectral radius of these
difference operators.
In what follows, we propose a new formalism for nonlinear prediction op-
erators that enables to embed classical WENO (Weighted Essentially Non
Oscillatory) prediction operators [19], and the PPH scheme [3]. In a nut-
shell, the main idea is to write the classical nonlinear prediction operators
as the sum of a linear one plus a perturbation term, which is a Lipschitz
function of the differences. The order of the perturbation will be related to
the polynomial reproduction order of the linear prediction operator. We will
call Lipschitz-Linear these nonlinear prediction operators.
After having introduced some notations and the definition of Lipschitz-
Linear prediction operators (section 2 and section 4), we show that the
WENO prediction operator, the PPH scheme and a modified version of the
power-P scheme fit into that framework (section 5). These one-dimensional
prediction operators are based on dyadic scales and naturally extend to the
multi-dimensional case by tensor product [19]. However, in applications, it
may be of interest to define multiscale representations that are not based
on a dyadic grid. Several examples exist in image processing where the
use of representations built using non-dyadic grids significantly improves the
compression performance [9],[18] and [16]. For that reason, we study the
extension of the Lipschitz-Linear formalism for prediction operators to the
multi-dimensional case and where the scales are defined using non-diagonal
dilation matrices (section 6). Sections 7 and 8 are then devoted to the study
of the convergence and stability of nonlinear multiscale representations based
on Lipschitz-Linear prediction operators both in Lp and Besov spaces. A new
aspect is then introduced in section 9, through the notion of prediction oper-
ators compatible with a set of differences, which proves to be interesting in
practice. The results on the convergence and the stability of the correspond-
ing multiscale representations are identical to those based on Lipschitz-Linear
prediction operators. In section 10, we conclude the paper showing some new
results on the stability and the convergence in Lp of some nonlinear multiscale
representations associated with Lipschitz-Linear prediction operators.
3
2. Notations
Before we start, we need to introduce some standard multi-index no-
tations. For α = (α1, · · · , αd) ∈ Nd, we write |α| =
∑d
i=1 αi, and for
x ∈ Rd we write xα = xα11 · · ·xαdd , monomial of degree |α|. There are
rdN =
(
N + d− 1
N
)
monomials xα with degree N . We then introduce∏
N the space of polynomials of degree N generated by
{xα =
d∏
i=1
xαii , |α| ≤ N}.
In what follows, we will write deg(p) the degree of any polynomial p. By
(e1, · · · , ed) we denote the canonical basis on Zd. With that in mind, we
denote, for any multi-index α and any sequence (vk)k∈Zd:
∆αvk = ∆
α1
e1
· · ·∆αded vk
where ∆αda vk, for any vector a in Z
d is defined recursively by:
∆αda vk = ∆
αd−1
a vk+a −∆αd−1a vk.
For a given multi-index α, we will say that ∆α is a difference of order |α|.
For any N ∈ N, we will denote
∆Nvk = {∆αvk, |α| = N}. (1)
3. Multiscale Representations
We assume that the data vj, associated to some grids Γj, j ≥ 0 are given.
We also assume the existence of a prediction operator S which computes
vˆj = Svj−1, an approximation of vj. Then, we define the prediction error as
ej = vj − vˆj. The information contained in vj is completely equivalent to
(vj−1, ej). By iterating this procedure from the initial data vJ , we obtain its
nonlinear multiscale representation
MvJ = (v0, e1, · · · , eJ). (2)
Conversely, assume that the sequence (v0, (ej)j≥0) is given, we are interested
in studying the convergence of the following nonlinear iteration:
vj = Svj−1 + ej , (3)
4
to a limit function v, which is defined as the limit (when it exists) of:
vj(x) =
∑
k∈Zd
vjkϕj,k(x),
where ϕj,k(x) denotes ϕ(M
jx−k) with ϕ some compactly supported function
satisfying the scaling equation:
ϕ(x) =
∑
n∈Zd
gnϕ(Mx− n) with
∑
n
gn = m := |detM |, (4)
where M is a dilation matrix, (i.e. an invertible matrix in Zd×Zd satisfying
lim
n→+∞
M−n = 0). When the sequence of functions (vj)j≥0 is convergent to
some limit function in some functional space, by abusing a little bit terminol-
ogy, we say that the multiscale representation (v0, (ej)j≥0) is convergent in
that space. The construction of the multiscale representation is thus based
on the definition of the prediction operator.
4. Lipschitz-Linear Prediction Operators
A prediction operator is a map v ∈ ℓ∞(Zd) 7→ Sv ∈ ℓ∞(Zd). Let us first
recall the definition of a local and linear prediction operator Sl which is:
(Slv)k =
∑
l∈Zd
gk−Mlvl (5)
where the sequence (gn)n∈Zd defining Sl satisfies ∃K > 0 such that gk−Ml =
0 if ‖k −Ml‖∞ > K. In the following, we assume that the linear prediction
operator Sl constructed trough the sequence (gn)n∈Zd defines a scaling func-
tion ϕ satisfying the scaling equation (4). In this paper, we study a particular
type of nonlinear prediction operator which is the sum of a linear prediction
operators and a perturbation term.
For our study we first need to recall the polynomial reproduction property.
Definition 4.1. We say that a prediction operator S reproduces polynomials
of degree N if for uk = p(k) for any p ∈
∏
N , we have
Suk = p(M
−1k) + q(k)
where q is a polynomial such that deg(q) < deg(p). When q = 0, we say that
the prediction operator exactly reproduces polynomials.
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Note that the linear prediction operator shall satisfy polynomial repro-
duction property. With this in mind, we introduce the definition of Lipschitz-
Linear prediction operator:
Definition 4.2. A prediction operator S is Lipschitz-Linear of order N+1, if
there exists a local and linear prediction operator Sl reproducing polynomials
of degree N , and Lipschitz functions Φi, i = 0, · · · , m− 1 such that:
(Sv)Mk+i = (Slv)Mk+i + Φi(∆
N+1vk+p1, · · · ,∆N+1vk+pq), ∀i ∈ coset(M)
where {p1, · · · , pq} is a fixed set and where a M is a dilation matrix.
Remark 4.1. From the above definition, we remark that when Sl reproduces
polynomials of degree N so does S.
We recall that in [13], the concept of one-dimensional prediction operators
that are local, r-shift invariant and off-set invariant for polynomials of degree
N is introduced. It consists in prediction operators S defined for any v ∈
ℓ∞(Zd) as follows:
Svrk+i = Ψi(vk+p1, · · · , vk+p2) (6)
where r ∈ N and Ψi is a Lipschitz function, S being also such that for any
polynomial sequence p of degree N there exists a polynomial q of degree at
most N − 1 satisfying:
(S(v + p))i = (Sv)i + p(i/r) + q(i) i ∈ Z. (7)
It is clear that the above notion can easily be extended to the multi-
dimensional case through the concept of local, M-shift and off-set invariant
prediction operators, replacing r by the matrix M . It is then easy to check
that Lipschitz-Linear prediction operators are local, M-shift invariant and
off-set invariant for polynomial of degree N . Indeed, to show the off-set
invariance for polynomial sequences p of degree N , we write for all v ∈
ℓ∞(Zd):
(S(v + p))Mk+i = (Sl(v + p))Mk+i + Φi(∆
N+1vk+p1, · · · ,∆N+1vk+pq)
(S(v + p))Mk+i = (Sl(v))Mk+i + Φi(∆
N+1vk+p1, · · · ,∆N+1vk+pq)
+ p(k +M−1i) + q(k)
(S(v + p))Mk+i = (S(v))Mk+i + p(k) + qi(k).
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Lipschitz-Linear prediction operators make up a sub-class of local, M-
shift and off-set invariant prediction operators. To consider such a restriction
on prediction operators will allow us to write simpler proofs of convergence
and stability for the multiscale representations.
5. One-Dimensional Lipschitz-Linear Prediction Operators
5.1. Preliminaries
We start by considering the one-dimensional case with M = 2. Given a
set of embedded grids Γj = {2−jk, k ∈ Z}, we consider discrete values vjk de-
fined on each vertex of these grids. These quantities shall represent a certain
function v at level j. Typical examples of such discretizations are: (i) point-
value, where vjk are points values of some function v, v
j
k = v(2
−jk) and (ii)
cell-average, where vjk are the average of some function v over a neighborhood
of 2−jk. Assuming a certain type of discretization, we define a nonlinear pre-
diction operator that in turn leads to a nonlinear multiscale representation.
We call them point-value (resp. cell-average) multiscale representation.
Let us now recall some useful properties on Lagrange interpolation. Con-
sider the interpolation polynomial pN of degree N of v at x0, · · · , xN and
pN,1 the interpolation polynomial of v at x1, · · · , xN+1. Using standard ar-
guments, we write the difference between the two polynomials as:
pN,1(x)− pN(x) = ∆N+1v0 1
N !hN
N∏
i=1
(x− xi), (8)
where h = xi+1 − xi. The same kind of result can be obtained considering
pN,−1, the interpolation polynomial at x−1, · · · , xN−1.
5.2. Quasi-Linear Prediction Operators Using Polynomial Interpolation
Here, we use identity (8) to analyze nonlinear prediction operators in the
context of point-value multiscale representations. These operators compute
the approximation vˆjk of v
j
k = v(2
−jk) using only vj−1k = v(2
−j+1k) ∈ Z.
In that framework, since vj2k = v
j−1
k (also called consistency property), only
vˆj2k+1 needs to be computed. To do so, we consider the Lagrange polynomial
p2N+1 of degree 2N+1 defined on the 2N +2 closest neighbors of 2
−j(2k+1)
on Γj−1, i.e.
p2N+1(2
−j+1(k + n)) = vj−1k+n = v(2
−j+1(k + n)), n = −N, · · · , N + 1.
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This polynomial is used to compute vˆj2k+1 through the so-called centered
prediction as follows:
vˆj2k+1 = p2N+1(2
−j(2k + 1)). (9)
When N = 1, we obtain the four points scheme:
vˆj2k+1 =
9
16
(vj−1k + v
j−1
k+1)−
1
16
(vj−1k−1 + v
j−1
k+2)
which is exact for cubic polynomials. The four point scheme was widely
studied in literature (see [12]). Now, consider the polynomial p2N+1,1 whose
interpolation set is that of p2N+1 shifted by 2
−j+1 to the right. This leads,
for instance, when N = 1, to the prediction:
vˆj2k+1,1 := p3,1(2
−j(2k + 1)) =
5
16
vj−1k +
15
16
vj−1k+1 −
5
16
vj−1k+2 +
1
16
vj−1k+3. (10)
Now, if we compute the difference between the above predictions we obtain:
vˆj2k+1,1 − vˆj2k+1 =
1
16
∆4vj−1k−1, (11)
which corresponds to (8), with xi = 2
−j+1(k + i − 1), i = 0, · · · , 2 and
x = 2−j(2k + 1).
The same conclusion holds for the polynomial p2N+1,−1, for N = 1, whose
interpolation set is that of p2N+1 but shifted to the left by 2
−j+1. We can
generalize the above formula to any N through the following proposition:
Proposition 5.1. For any N , assume that vˆjk (resp. vˆ
j
k,1) is obtained using
the polynomial p2N+1 (resp. p2N+1,1), then:
vˆj2k+1,1 − vˆj2k+1 = (−1)N−1∆2N+2vj−1k−N
1
24N
(
2N − 1
N
)
Proof. Let us put x0 = 2
−j+1(k −N), · · · , x2N+1 = 2−j+1(k+N + 1). Then,
using (8) the difference between p2N+1 and p2N+1,1 evaluated at 2
−j(2k + 1),
reads as follows:
vˆj2k+1,1 − vˆj2k+1 = −∆2N+2vj−1k−N
1
(2N + 1)!22N+1
N+1∏
i=−N+1
(2i− 1)
= (−1)N−1∆2N+2vj−1k−N
1
24N
(2N − 1)!
N !(N − 1)!
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Remark 5.1. Note that we can define other polynomials p2N+1,q for −N ≤
q ≤ N , that are obtained by shifting the centered interpolation set by q2−j+1,
and then predict using one of these polynomials. In any case, the difference
between this prediction and the centered one will be a linear function of the
differences of order 2N + 2, since we can write (assuming q > 0, but still
true for any q) that:
vˆj2k+1,q − vˆj2k+1 =
q−1∑
l=1
vˆj2k+1,l+1 − vˆj2k+1,l + vˆj2k+1,1 − vˆj2k+1,
and then apply Proposition 5.1.
5.3. Quasi-Linear Prediction Operators Using Cell-Average Interpolation
We now show how Proposition 5.1 extends to cell-average multiscale rep-
resentations. In the cell-average setting, the data vjk is the average of some
function v over the interval Ij,k = [2
−jk, 2−j(k + 1)] as follows:
vjk = 2
j
∫
Ij,k
v(t)dt (12)
In that framework, we have the so-called consistency property:
vj−1k =
1
2
(vj2k + v
j
2k+1). (13)
Now, we design a nonlinear prediction operator on this multiscale represen-
tation considering the interpolation polynomial p2N of degree 2N defined as
follows:
2j−1
∫
Ij−1,k+n
p2N(t)dt = v
j−1
k+n n = −N, · · · , N.
We then define the centered prediction by:
vˆj2k = 2
j
∫
Ij,2k
p2N,k(t)dt and vˆ
j
2k+1 = 2
j
∫
Ij,2k+1
p2N,k(t)dt.
For instance, when N = 1, this leads to:
vˆj2k = v
j−1
k +
1
8
(vj−1k−1 − vj−1k+1) and vˆj2k+1 = vj−1k −
1
8
(vj−1k−1 − vj−1k+1).
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Still for N = 1, the prediction operator built using the polynomial p2N,1
that interpolates the average on intervals Ij−1,k, Ij−1,k+1, Ij−1,k+2 leads to the
following predictions:
vˆj2k,1 =
11
8
vj−1k −
1
2
vj−1k+1 +
1
8
vj−1k+2 and vˆ
j
2k+1,1 =
15
8
vj−1k +
1
2
vj−1k+1 −
1
8
vj−1k+2.
Now, if we compute the difference between this shifted prediction and the
centered one, we get:
vˆj2k+1,1 − vˆj2k+1 = −
1
8
∆3vj−1k−1 and vˆ
j
2k,1 − vˆj2k =
1
8
∆3vj−1k−1. (14)
Similarly, we can define a prediction using the set of intervals shifted to
the left and obtain the same kind of result. The equality (14) can then be
generalized to any N :
Proposition 5.2. Consider the prediction vˆjk (resp. vˆ
j
k,1) obtained using p2N
(resp. p2N,1), then we may write:
vˆj2k,1 − vˆj2k = (−1)N−1∆2N+1vj−1k−N
1
24N−1
(
2N − 1
N
)
vˆj2k+1,1 − vˆj2k+1 = −(vˆj2k,1 − vˆj2k)
The proof is available in Appendix A.
As in the point-values setting, we can define p2N,q, for any q, by shifting
the computation intervals and then predict using this polynomial.
5.4. WENO-Prediction as Lipschitz-Linear Prediction Operator
Given a type a multiscale representation (i.e. either point-value or cell-
average), the ENO prediction consists in predicting at a given point using
a polynomial p2N+1,l (in the point value case or p2N,l in the cell average
case) defined on one of the potential stencils. This kind of prediction op-
erator introduced by Harten in [15] is known to be numerically unstable.
The instability of the method can be overcome by the use of weighted-ENO
(WENO) interpolation which provides a smooth transition between different
prediction rules . The WENO formulation is based on a convex combina-
tion of the potential prediction operators given by the ENO method, that is
we write: vˆjk :=
m∑
r=−m,r 6=0
αjr,kvˆ
j
k,r with α
j
r,k ≥ 0 and
m∑
r=−m,r 6=0
αjr,k = 1. The
weights depends on vj−1 and on the corresponding rule r.
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As an illustration, let us consider the point values setting (using cubic
polynomials to interpolate), for which we have:
vˆj2k+1 − vj2k+1 =
1
16
(
αj1,k∆
4vj−1k−1 + α
j
−1,k∆
4vj−1k−2
)
.
To fit into the proposed Lipschitz-Linear model, we consider that αj1,k is
a function α(∆4vj−1k−2,∆
4vj−1k−1) and that α
j
−1,k equals to 1 − αj1,k. We then
determine αj1,k such that α(x, y)(x− y) is a Lipschitz function which implies
that α is bounded on R2 (which is always the case since we consider a convex
combination) and that (x−y)(∂α
∂x
(x, y), ∂α
∂y
(x, y)) is bounded on R2. A typical
example of such function is when α(x, y) = 1
1+( y
x
)β
, where β is some even
integer larger than 2. The motivation for such a weight function is that it
favors the smoothest prediction operator that is the one based on the least
oscillating polynomial: if ∆4vj−1k−1 is small compared to ∆
4vj−1k−2 the weight α
j
1,k
should be close to 1 and to zero in the opposite case. This model corresponds
to a small change in the traditional WENO method and it preserves its main
properties as we will see in the application section.
5.5. PPH scheme as Lipschitz-Linear Prediction Operator
We first show that PPH is an example of Lipschitz-Linear prediction
operator ([3]). The PPH scheme is defined by:{
vˆj2k+1 =
vj−1
k+1
+vj−1
k
2
− 1
8
H(∆2vj−1k−1,∆
2vj−1k )
vˆj2k = v
j−1
k
(15)
where H(x, y) := 2
(
xy
x+y
)
χ{xy>0}(x, y), where χX is the characteristic func-
tion of X . Since H satisfies |H(x, y)−H(x′, y′)| ≤ 2max {|x− x′|, |y − y′|},
it is Lipschitz with respect to (x, y) and, since the linear scheme
vj−1
k+1
+vj−1
k
2
reproduces polynomials of degree 1, the PPH-scheme is a Lipschitz-Linear
prediction operator of order 2. The power-P scheme [22], is a generalization
of the PPH-scheme replacing H by
Hq(x, y) =
(
x+ y
2
(
1−
∣∣∣∣x− yx+ y
∣∣∣∣
q))
χ{xy>0}(x, y). (16)
The main difference between the PPH and the power-P scheme is that
Hq(x, y) is not a Lipschitz function but is only piecewise Lipschitz as re-
marked in [13]. This scheme does not therefore correspond to a Lipschitz-
Linear prediction operator. However, a careful look at the model shows that
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the power-P scheme is very close to a Lipschitz-Linear prediction operator.
Indeed, consider the following definition for x 6= y:
H˜q(x, y) =
(
x+ y
2
(
1−
∣∣∣∣x− yx+ y
∣∣∣∣
q))
× (ρε ∗ χ{xy>0})(x, y), (17)
where ρε > 0 is a C
∞(R2) compactly supported function with support em-
bedded in B(0, ε), the ball with center (0, 0) and with radius ε, and such
that
∫
ρε = 1. It is clear that H˜q(x, y) = Hq(x, y) as soon as (x, y) does not
belong to the set
Vε = {|x| ≤ ε}
⋃
{|y| ≤ ε}. (18)
Note that x+y
2
(
1− |x−y
x+y
|q
)
is differentiable for x 6= y, and that this differen-
tial is bounded (see Lemma 3.6 of [13] for the computation). Then H˜q(x, y)
is Lipschitz when x 6= y. By taking into account the definition set for H˜q, we
deduce that it is Lipschitz on R2 \{(x, x), |x| ≤ √2ε}. Finally, since ε can be
chosen arbitrarily small the new model is very close to the original power-P
scheme. The two models differ on an arbitrarily small band depending on ε.
6. Multi-Dimensional Lipschitz-Linear Prediction Operators on Non-
Dyadic Grids
To illustrate the notion of Lipschitz-Linear prediction operators in the
multivariate case, we introduce the concept of nonlinear prediction on non-
dyadic grids. The motivation to consider this type of grids are, for instance,
better image compression results (see [9] and [18]). Having defined the grid
Γj =
{
M−jk, k ∈ Zd} using a dilation matrix M , one considers discrete
quantities vjk defined on each of these grids. A typical example of this is the
bidimensional PPH-scheme, associated to the quincunx dilation matrix, i.e.:
M =
(
1 1
1 −1
)
. (19)
and where the prediction is defined by:
vˆjMk+e1 =
vj−1k + v
j−1
k+Me1
2
− 1
8
H(∆2Me1v
j−1
k ,∆
2
Me1
vj−1k−Me1)
vˆjMk = v
j−1
k . (20)
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Note that the linear part of the prediction operator is obtained by consid-
ering an affine interpolation polynomial at vj−1k , v
j−1
k+e1
and vj−1k+e1+e2 and thus
reproduces polynomials of degree 1. Since the perturbation is a Lipschitz
function of the differences of order 2, this multi-dimensional prediction op-
erator is Lipschitz-Linear of order 2. In [2], another generalization of the
PPH-scheme to the bidimensional case is proposed, namely:
vˆj,1Mk+e1 =
vj−1k + v
j−1
k+Me1
2
− 1
8
H(∆2Me1v
j−1
k ,∆
2
Me1
vj−1k−Me1)
vˆj,2Mk+e1 =
vj−1k+e1 + v
j−1
k+e2
2
− 1
8
H(∆2Me2v
j−1
k+e2
,∆2Me2v
j−1
k+e2−Me2
),
vˆjMk = v
j−1
k . (21)
The choice between the first and the second prediction is a function of the
finite differences of order 3 in the directionMe1 orMe2, namely |∆3Me1vj−1k−Me1|
and |∆3Me2vj−1k+e2−Me2|.
Since
vj−1k + v
j−1
k+Me1
2
=
vj−1k+e1 + v
j−1
k+e2
2
+
1
2
∆e2∆e1v
j−1
k ,
both prediction operators are perturbation of the linear prediction
vj−1
k+e1
+vj−1
k+e2
2
,
the perturbation being a function of the second order differences ∆2e1 ,∆
2
e2 and
∆e1∆e2. Therefore we can rewrite the model as follows:
vˆjMk+e1 =
vj−1k+e1 + v
j−1
k+e2
2
+ Φ1((∆
2
e1
vj−1k+p,∆
2
e2
vj−1k+p,∆e1∆e2v
j−1
k+p)p∈V )
where V is a fixed neighborhood of (0, 0) in Z2 and where Φ1 is defined as
follows: if |∆3Me1vj−1k−Me1| > |∆3Me2vj−1k+e2−Me2| then
Φ1((∆
2
e1
vj−1k+p,∆
2
e2
vj−1k+p,∆e1∆e2v
j−1
k+p)p∈V ) =
1
2
∆e1∆e2v
j−1
k −
1
8
H(∆2Me1v
j−1
k ,∆
2
Me1
vj−1k−Me1)(22)
otherwise
Φ1((∆
2
e1
vj−1k+p,∆
2
e2
vj−1k+p,∆e1∆e2v
j−1
k+p)p∈V ) = −
1
8
H(∆2Me2v
j−1
k+e2
,∆2Me2v
j−1
k+e2−Me2
).(23)
We prove that the model defined in (38) is not Lipschitz-Linear since Φ1
is discontinuous and therefore cannot be Lipschitz. Indeed, consider vj−1
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such that ∆2Me1v
j−1
k = ∆
2
Me1
vj−1k−Me1 = ∆
2
Me2
vj−1k+e2 = ∆
2
Me2
vj−1k+e2−Me2, and as-
sume that ∆e1∆e2v
j−1
k is non-zero. In such a case, the prediction (23) is
used. Now, consider an ǫ-perturbation of vj−1 such that the prediction (22)
is used. Since H is a Lipschitz function, thus continuous, and by considering
the just defined ǫ-perturbation, the function Φ1 jumps by
1
2
∆e1∆e2v
j−1
k . For
that reason, the function Φ1 is discontinuous and also not Lipschitz. The
proposed method, called quincunx-PPH, was profitably used in image pro-
cessing in [2], and the stability was studied through a so-called error-control
strategy. This strategy consists in considering that the perturbation of the
multiscale representation only arises from quantization error at the encoding
of the representation. Controlling the level of quantization makes the repre-
sentation stable. However, perturbation in the multiscale representation may
come from noise that have nothing to do with quantization therefore more
general notion of stability is used for instance in [13] and [8]. This is the
latter point of view that we will adopt in our study of stability of multiscale
representations based on Lipschitz-Linear prediction operators.
7. Convergence Theorems
In what follows, for two positive quantities A and B depending on a set of
parameters, the relation A <∼ B implies the existence of a positive constant
C, independent of the parameters, such that A ≤ CB. Also A ∼ B means
A <∼ B and B <∼ A.
The convergence theorems are obtained by studying the difference oper-
ators associated to Lipschitz-Linear prediction operators. The existence of
such difference operators is ensured by the following theorem:
Theorem 7.1. Let S be a Lipschitz-Linear prediction operator of order N+1
then there exists a multi-dimensional local operator S(N+1) such that:
∆N+1Sv = S(N+1)∆N+1v
Proof. Since S reproduces polynomials of degree N , the existence of S(N+1)
was already proved in [20]. What is particular here is the form for the
differences of order N + 1:
∆N+1(SvMk+i) = ∆
N+1(SlvMk+i) + ∆
N+1Φi(∆
N+1vk+p1, · · · ,∆N+1vk+pq)
= (S
(N+1)
l )i∆
N+1vk +∆
N+1Φi(∆
N+1vk+p1, · · · ,∆N+1vk+pq).
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From which, we deduce:
S
(N+1)
i wk = (S
(N+1)
l )iwk +∆
N+1Φi(wk+p1, · · · , wk+pq)
Note that the previous theorem shows the existence of the operator for
the differences of order k for all k ≤ N + 1. To study the convergence of the
iteration vj = Svj−1 + ej , we introduce the definition of the joint spectral
radius for difference operators:
Definition 7.1. Let us consider a Lipschitz-Linear prediction operator S of
order N+1. The joint spectral radius in (ℓp(Zd))r
d
k of Sk (where rdk = #{α ∈
Z
d, |α| = k} and where #X stands for the cardinal of X), for k ≤ N + 1 is
given by
ρp(S
(k)) := inf
j>0
‖(S(k))j‖1/j
(ℓp(Zd))
rd
k→(ℓp(Zd))
rd
k
(24)
= inf
j>0
{ρ, ∃j ‖∆kSjv‖
(ℓp(Zd))
rd
k
≤ ρj‖∆kv‖
(ℓp(Zd))
rd
k
, ∀v ∈ ℓp(Zd)}.
In all the theorems that follows vj(x) =
∑
k∈Zd
vjkϕj,k(x), where ϕ satisfies
(4) with g associated to the linear prediction operator Sl (for more details
see (5)). We first need to establish some extensions to the non-separable case
of results obtained in [19]:
Lemma 7.1. Let S be a Lipschitz-linear prediction operator of order N +1.
Then, for any k ≤ N + 1
‖vj+1 − vj‖Lp(Rd) <∼ m−j/p
(
‖∆kvj‖
(ℓp(Zd))
rd
k
+ ‖ej+1‖ℓp(Zd)
)
. (25)
Moreover, if ρp(S
(k)) < m1/p, then for any ρ such that ρp(S
(k)) < ρ < m1/p,
there exists an n such that:
m−j/p‖∆kvj‖
(ℓp(Zd))
rd
k
<∼ δj‖v0‖ℓp(Zd) +
s−1∑
r=0
δnr
l=j−rn∑
l=j−(r+1)n+1
m−l/p‖el‖ℓp(Zd)(26)
where δ = ρm−1/p and s = ⌊j/n⌋.
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Proof. Using the definition of functions vj(x) and the scaling equation (4),
we get that vj+1(x)− vj(x) is given by:
=
∑
k
vj+1k ϕj+1,k(x)−
∑
k
vjkϕj,k(x)
=
∑
i∈ coset (M)
∑
k
((Svj)Mk+i + e
j+1
Mk+i)ϕj+1,Mk−i(x)−
∑
k
vjk
∑
l
gl−Mkϕj+1,l(x)
=
∑
i∈ coset (M)
∑
k
((Svj)Mk+i −
∑
l
gM(k−l)+iv
j
l )ϕj+1,Mk+i(x) +
∑
k
ej+1k ϕj+1,k(x).
Since S is a Lipschitz-Linear prediction operator of order N + 1, we get:
‖
∑
k
((Svj)Mk+i −
∑
l
gM(k−l)+iv
j
l )ϕj+1,Mk+i(x)‖Lp(Rd)
<∼ m−j/p‖Φi(∆N+1v
j
·+p1, · · · ,∆N+1vj·+pq)‖ℓp(Zd)
<∼ m−j/p‖Φ¯i(∆kv
j
·+p¯1, · · · ,∆kvj·+p¯q¯)‖ℓp(Zd)
<∼ m−j/p‖∆kvj‖(ℓp(Zd))rdk .
The proof of (25) is thus complete. Note that we have used
‖Φi(∆N+1vj·+p1, · · · ,∆N+1vj·+pq)‖ℓp(Zd) = ‖Φ¯i(∆kvj·+p¯1, · · · ,∆kvj·+p¯q¯)‖ℓp(Zd),
(27)
where Φ¯i is a Lipschitz function.Indeed, higher order finite differences can be
expressed as linear combinations of lower order finite differences. To prove
(26), we note that for any ρp(S
(k)) < ρ < m1/p, there exists an n such that
for all v:
‖(S(k))nv‖
(ℓp(Zd))
rd
k
≤ ρn‖v‖
(ℓp(Zd))
rd
k
. (28)
Using the boundedness of the operator S(k), we obtain:
‖∆kvn‖
(ℓp(Zd))
rd
k
≤ ‖S(k)∆kvn−1‖
(ℓp(Zd))
rd
k
+ ‖∆ken‖
(ℓp(Zd))
rd
k
≤ ‖(S(k))n∆kv0‖
(ℓp(Zd))
rd
k
+D
n∑
l=1
‖el‖ℓp(Zd)
≤ ρn‖∆kv0‖
(ℓp(Zd))
rd
k
+D
n∑
l=1
‖el‖ℓp(Zd)
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Then for any j, define s := ⌊j/n⌋, after s iterations of the above inequality,
we get:
‖∆kvj‖
(ℓp(Zd))
rd
k
≤ ρns‖∆kvj−ns‖
(ℓp(Zd))
rd
k
+D
s−1∑
r=0
ρnr
(r+1)n−1∑
l=rn
‖ej−l‖ℓp(Zd)
Then putting as in [13], δ = ρm−1/p, and Aj = m
−j/p‖∆kvj‖
(ℓp(Zd))
rd
k
, we get:
Aj ≤ δnsAj−ns +D
s−1∑
r=0
δnr
l=(r+1)n−1∑
l=nr
m−(j−l)/p‖ej−l‖ℓp(Zd)
Then, we may write, due the boundedness of S(k), for j′ < n:
Aj′ <∼ ‖v0‖ℓp(Zd) +
j′∑
l=0
m−l/p‖el‖ℓp(Zd)
which finally leads to:
m−j/p‖∆kvj‖
(ℓp(Zd))
rd
k
<∼ δj‖v0‖ℓp(Zd) +
s−1∑
r=0
δnr
l=j−nr∑
l=j−n(r+1)+1
m−l/p‖el‖ℓp(Zd)
Now, using the above lemma, we are able to prove:
Theorem 7.2. Let S be a Lipschitz-Linear prediction operator of order N+1.
Assume that ρp(S
(k)) < m1/p, for some k ≤ N + 1 and that
‖v0‖ℓp(Zd) +
∑
j>0
m−j/p‖ej‖ℓp(Zd) <∞.
Then, the limit function v belongs to Lp(Rd) and
‖v‖Lp(Rd) ≤ ‖v0‖ℓp(Zd) +
∑
j>0
m−j/p‖ej‖ℓp(Zd) (29)
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Proof. From estimates (25) and (26) one has, in particular
‖vj+1 − vj‖Lp(Rd) <∼ δj‖v0‖ℓp(Zd) +
s∑
r=0
δnr
l=j−nr∑
l=j−n(r+1)+1
m−l/p‖el‖ℓp(Zd) (30)
Considering that ρp(S
(k)) < m1/p and then ρp(S
(k)) < ρ < m1/p, and then
using (30), we get:
‖v‖Lp(Rd) ≤ ‖v0‖Lp(Rd) +
∑
j≥0
‖vj+1 − vj‖Lp(Rd)
<∼ ‖v0‖ℓp(Zd) +
∑
j≥0
δj‖v0‖ℓp(Zd) +
s∑
r=0
δnr
l=j−nr∑
l=j−n(r+1)+1
m−l/p‖el‖ℓp(Zd)
<∼ ‖v0‖ℓp(Zd) +
∞∑
s=0
n−1∑
q=0
s∑
r′=0
δn(s−r
′)
l=r′n+q∑
l=r′n−n+q+1
m−l/p‖el‖ℓp(Zd)
<∼ ‖v0‖ℓp(Zd) +
∞∑
r′=0
∑
s>r′
δn(s−r
′)
n−1∑
q=0
l=r′n+q∑
l=r′n−n+q+1
m−l/p‖el‖ℓp(Zd)
<∼ ‖v0‖ℓp(Zd) +
∞∑
l
m−l/p‖el‖ℓp(Zd)
The last equality being obtained remarking that
∑
s>r′ δ
n(s−r′) = 1
1−δn
.
Remark 7.1. Usually the convergence in Lp is associated to the condition
ρp(S
(1)) < m1/p. With a Lipschitz - Linear prediction operator of order
N + 1, the convergence in Lp(Rd) is ensured provided ρp(S
(k)) < m1/p, for
some k ≤ N +1. This remark is of interest since there is no relation between
ρp(S
(k)) and ρp(S
(k+1)).
The above remark, leads to a new inverse theorem in Besov spaces.
Theorem 7.3. Let S be a Lipschitz-Linear prediction operator of order N+1.
Assume that ρp(S
(k)) < m1/p−s/d for some s ≥ N and some k ≤ N + 1, and
also that (v0, e1, e2, . . .) satisfies
‖v0‖ℓp(Zd) + ‖(m(s/d−1/p)j‖(ejk)k∈Zd‖ℓp(Zd))j>0‖ℓq(Zd) <∞.
Then, the limit function v belongs to Bsp,q(R
d) and
‖v‖Bsp,q(Rd) <∼ ‖v0‖ℓp(Zd) + ‖(m(s/d−1/p)j‖(e
j
k)k∈Zd‖ℓp(Zd))j>0‖ℓq(Zd). (31)
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The proof of (31) is similar to that of Theorem 5.3 of [20], so we will
not expand on this here. The novelty of the approach is, on the one hand,
that the property on the spectral radius has to be verified only for some
k ≤ N + 1 but not necessarily for k = N + 1 and, on the other hand, that
the prediction operator does not necessarily reproduce exactly polynomials
(because of Lemma 7.1).
8. Stability in Lp and Besov spaces
In applications, the multiscale data may be corrupted by some process.
Since our model is nonlinear the inverse theorems does not ensure the sta-
bility. We develop here the stability results for our new nonlinear formalism.
To this end, we consider two data sets (v0, e1, e2, · · · ) and (v˜0, e˜1, e˜2, · · · )
corresponding to two reconstruction processes:
vj = Svj−1 + ej and v˜j = Sv˜j−1 + e˜j .
In that context, we recall the definition of v as the limit of vj(x) =
∑
k∈Zd
vjkϕj,k(x),
with ϕj,k(x) = ϕ(M
jx− k) (and similarly for v˜).
8.1. Stability in Lp spaces
First, we study the stability of the multiscale representation in Lp(Rd),
which is stated by the following theorem:
Theorem 8.1. Let S be a Lipschitz-Linear prediction operator of order N+1,
and suppose that there exist an n ∈ N and a ρ < m1/p such that:
‖(S(k))nv − (S(k))nw‖
(ℓp(Zd))
rd
k
≤ ρn‖v − w‖
(ℓp(Zd))
rd
k
∀v, w ∈ (ℓp(Zd))rdk ,
for some k ≤ N + 1. Assume also that vj and v˜j converge to v and v˜ in
Lp(Rd) respectively. Then, we have:
‖v − v˜‖Lp(Rd) <∼ ‖v0 − v˜0‖Lp(Rd) +
j∑
l=1
m−l/p‖el − e˜l‖ℓp(Zd) (32)
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Proof. We note that for all v and using the boundedness of the operator S(k),
we obtain:
‖∆k(vn − v˜n)‖
(ℓp(Zd))
rd
k
≤ ‖S(k)∆kvn−1 − S(k)∆kv˜n−1‖
(ℓp(Zd))
rd
k
+ ‖∆k(en − e˜n)‖
(ℓp(Zd))
rd
k
≤ ‖(S(k))n∆kv0 − (S(k))n∆kv0‖
(ℓp(Zd))
rd
k
+D
n∑
l=1
‖el − e˜l‖ℓp(Zd)
≤ ρn‖∆kv0 −∆kv˜0‖
(ℓp(Zd))
rd
k
+D
n∑
l=1
‖el − e˜l‖ℓp(Zd)
Then for any j, define s := ⌊j/n⌋, after s iterations of the above inequality,
we get:
‖∆k(vj − v˜j)‖
(ℓp(Zd))
rd
k
≤ ρns‖∆k(vj−ns − vj−ns)‖
(ℓp(Zd))
rd
k
+D
s−1∑
r=0
ρnr
(r+1)n−1∑
l=rn
‖ej−l − e˜j−l‖ℓp(Zd)
Then by using the same reasoning as in the proof of (26), we get:
m−j/p‖∆k(vj − v˜j)‖
(ℓp(Zd))
rd
k
<∼ δj‖v0 − v˜0‖ℓp(Zd)
+
s∑
r=0
δnr
l=j−rn∑
l=j−(r+1)n+1
m−l/p‖el − e˜l‖ℓp(Zd)
(33)
Now, note that:
‖v −v˜‖Lp(Rd) ≤ ‖v0 − v˜0‖Lp(Rd) +
∑
j>0
‖vj − v˜j − vj−1 + v˜j−1‖Lp(Rd)
≤ ‖v0 − v˜0‖Lp(Rd) +
∑
j>0
‖Svj−1 − Sv˜j + ej − e˜j − Slvj−1 + Slv˜j−1‖Lp(Rd)
≤ ‖v0 − v˜0‖ℓp(Zd)+∑
j>0,i∈ coset(M)
‖Φ¯i(∆kvj−1.+p¯1, · · · ,∆kvj−1.+p¯q¯)− Φ¯i(∆kv˜j−1.+p¯1, · · · ,∆kv˜j−1.+p¯q¯) + ej − e˜j‖Lp(Rd)
<∼ ‖v0 − v˜0‖ℓp(Zd) +
∑
j>0
m−j/p
(
‖∆k(vj−1 − v˜j−1)‖
(ℓp(Zd))
rd
k
+ ‖ej − e˜j‖ℓp(Zd)
)
<∼ ‖v0 − v˜0‖ℓp(Zd) +
∑
j>0
m−j/p‖ej − e˜j‖ℓp(Zd),
the last inequality being obtained using (33) and then making the same
computation as in Theorem 7.2.
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With our formalism, the convergence and the stability of the nonlinear
multiscale decomposition is based on the study of S(k) for some k. On the
contrary, in [13], the study is carried out in L∞ and the stability and the con-
vergence are proved through the study of two different spectral radii. More
precisely, the convergence of the multiscale representation is based on the
study of the joint spectral radius of S(k) while the stability is based on the
study of the joint spectral radius of the differential of S(k) (noted DS(k)).
Such a differential may sometimes be hard to compute. The formalism we
propose enables simpler proofs for the stability. However, we are aware that
the more complex mathematical framework developed in [13] aims at dealing
with a wider class of prediction operators (for instance, the median interpo-
lating scheme studied in [13] is not Lipschitz-Linear).
8.2. Stability in Besov spaces
In view of the inverse inequality (31), to show the stability, it seems
natural to seek an inequality of type:
‖v−v˜‖Bsp,q(Rd) <∼ ‖v0−v˜0‖ℓp(Zd)+‖(m(s/d−1/p)j‖ej.−e˜j. ‖ℓp(Zd))j>0‖ℓq(Zd). (34)
We now state without a proof a stability theorem in Besov space Bsp,q(R
d):
Theorem 8.2. Let us assume that S is a Lipschitz-Linear prediction operator
of order N + 1 such that there exist an n in N and a ρ ≤ m1/p−s/d for some
s > N such that:
‖(S(k))nv − (S(k))nw‖
(ℓp(Zd))
rd
k
≤ ρn‖v − w‖
(ℓp(Zd))
rd
k
∀v, w ∈ (ℓp(Zd))rdk ,
for some k ≤ N + 1. Also assume that vj and v˜j converge to v and v˜ in
Bsp,q(R
d) respectively. Then, we have:
‖v− v˜‖Bsp,q(Rd) <∼ ‖v0− v˜0‖ℓp(Zd)+‖(mj(s/d−1/p)‖(e
j
k− e˜jk)k∈Zd‖ℓp(Zd))j>0‖ℓq(Zd).
(35)
The proof is the same as that of Theorem 6.2 of [20], except that we do
not require the exact polynomial reproduction property.
9. (A, I)-Compatible Nonlinear Prediction Operators
Given families of multi-indices I and of vectors A, we define:
∆AI =
{
∆i1a1 · · ·∆ıpap , ak ∈ A, ik ∈ I
}
.
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In other words, ∆AI is a difference operator computed with respect to the
family of vectors A and orders given by I. Then, we have the definition of
(A, I)-compatible nonlinear prediction operator:
Definition 9.1. A nonlinear prediction operator S is called (A, I)-compatible
if there exists a local linear prediction operator Sl and if it satisfies
(Sv)Mk+i = (Slv)Mk+i + Φi(∆
AIvk+p1, · · · ,∆AIvk+pq) ∀i ∈ coset(M)
where {p1, · · · , pq} is a fixed set, Φi are Lipschitz functions and if there exists
an operator SAIl satisfying:
∆AISlv = S
AI
l ∆
AIv.
From the definition of S, there exists an operator SAI . We also remark
that Lipschitz - Linear operators of order N + 1 are (A, I)-compatible with
I = {i; |i| = N + 1} and A = {e1, . . . , ed}.
Note that we can extend all the notions described in the previous sec-
tions for Lipschitz-Linear prediction operators to (A, I)-compatible predic-
tion operators (i.e. multiscale representation, joint spectral radius of SAI ,
convergence and stability theorems). For instance, in Theorem 7.3, if the pre-
diction operator is (A, I)-compatible, then the result is true provided that
ρp(S
AI ) < m1/p−s/d.
The interest of using the notion of (A, I)-compatibility is to provide proofs
of convergence where the classical approach fails, as shown in the next sec-
tion. The (A, I)-compatibility also enables to significantly reduce the num-
ber of computed differences to compute the joint spectral radius. Note also
that the compatibility notion is not linked to polynomial reproduction for
prediction operators, which makes it a new tool for analysis. From a practi-
cal point of view, given a prediction operator we first identify its type (i.e.
Lipschitz-Linear or (A, I)-compatible) and then proceed to the analysis of
the corresponding multiscale representation.
10. Applications
10.1. Convergence and Stability of One-Dimensional Multiscale Representa-
tion: the PPH scheme
In one dimension, the notion of (A, I)-compatibility does not make sense.
Our point is to give an illustration of the new convergence and stability
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theorems (7.1 and 8.1 respectively). The novelty of the proposed approach is
two-fold. First, it enables to characterize the stability in Lp not only in L∞ as
in [13] (Theorem 2.3) or in [4] (Proposition 1, for the PPH scheme). Second,
the convergence and the stability of the multiscale representation is based
on the study of S(k) for some k ≤ N + 1), while in [13] the convergence in
L∞ is related to the study of ρ∞(S
(k)) for some k and the stability is related
to ρ∞(DS
(k)) where D stands for the Freˆchet differential. This latter joint
spectral radius is harder to study than ρ∞(S
(k)) and requires that S(k) is
indeed differentiable. However, we must confess that the class of prediction
operators studied in [13] is wider therefore the proofs for the stability are
different.
Now, let us give an illustration of how Theorems 7.1 and 8.1 apply to the
PPH Lipschitz-Linear prediction operator (we will then see how the proof of
convergence extends to the slightly modified power-P scheme introduced in
(17)). Since the PPH prediction operator is Lipschitz-Linear of order 2, the
convergence in Lp occurs when ρp(S
(k)) < 21/p for k = 1 or k = 2.
Here, we study the convergence of the PPH scheme by finding an upper
bound for ρp(S
(2)), whose expression is particularly simple since:
(S(2)w)2i =
1
4
H(wi−1, wi)
(S(2)w)2i+1 =
wi
2
− 1
8
(H(wi−1, wi) +H(wi, wi+1)) . (36)
Remarking that |H(x, y)| ≤ |max(x, y)|, we immediately get: ρ∞(S(2)) < 34 ,
which leads the convergence of the multiscale representation in L∞ according
to the Theorem 7.1. Now as far as the stability is concerned, is was proved
in [4], Proposition 1 that:
‖(S(2))2w − (S(2))2v‖∞ ≤ 3
4
‖v − w‖∞ ∀v, w ∈ l∞(Z2),
which proves the stability of the scheme in L∞ using the Theorem 8.1 (a
different proof of that result is given by the Theorem 1 of [4]).
Based on the simple expression of S(2), we propose a new proof for the
convergence of the PPH-scheme in Lp. Indeed, we may write assuming that
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p ≥ 1:
|(S(2)w)2i|p ≤ 1
4p
max(|wi−1|, |wi|)p
|(S(2)w)2i+1|p ≤
(
1
2
|wi|+ 1
8
max(|wi−1|, |wi|) + 1
8
max(|wi|, |wi+1|)
)p
≤
(
1
2
|wi|+ 1
4
(
1
2
max(|wi−1|, |wi|) + 1
2
max(|wi|, |wi+1|))
)p
≤ 1
2
|wi|p + 1
4
1
2p
max(|wi−1|, |wi|)p + 1
4
1
2p
max(|wi|, |wi+1|)p.
(37)
The last inequality being obtained because we have a convex combination.
Now, to obtain an upper bound for ρp(S
(2)), we note:
‖S(2)w‖p
ℓp(Zd)
≤
∑
i∈Z
1
4p
max(|wi−1|, |wi|)p + 1
2
|wi|p +
1
4
1
2p
max(|wi−1|, |wi|)p + 1
4
1
2p
max(|wi|, |wi+1|)p.
The largest coefficient in front of |wi|p in the above sum is obtained when
|wi| is larger than |wi−1| and |wi+1|. In such a case, one can easily check
that the coefficient in front of |wi|p is then 24p + 12 + 12p , which means that
‖S(2)‖ℓp(Zd)→ℓp(Zd) ≤ (12 + 12p + 24p )
1
p . This in turn implies that the multiscale
representation is convergent in Lp provided that 1
2
+ 1
2p
+ 2
4p
< 2, which is
true for any p ≥ 1.
As far as the stability of the scheme in Lp is concerned we may write
(assuming p ≥ 1),
|(S(2)w)2i − (S(2)v)2i|p ≤ 1
2p
max(|wi−1 − vi−1|, |wi − vi|)p
|(S(2)w)2i+1 − (S(2)v)2i+1|p ≤ 1
2
|wi − vi|p + 1
2
max(|wi−1 − vi−1|, |wi+1 − vi+1|)p,
the last inequality being a consequence of Lemma 2 of [4]. Now, as in the
study of the convergence, we write:
‖S(2)w − S(2)v‖p
ℓp(Zd)
≤
∑
i∈Z
1
2p
max(|wi−1 − vi−1|, |wi − vi|)p + 1
2
|wi − vi|p +
1
2
max(|wi−1 − vi−1|, |wi+1 − vi+1|)p
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The largest coefficient in front of |wi−vi|p in the above sum is obtained when
|wi − vi| is larger than |wi+r − vi+r| r = −2,−1, 2. In such a case, one can
check that the coefficient in front of |wi − vi|p in the right term of the above
inequality is 3
2
+ 1
2p
, so that we may deduce:
‖S(2)w − S(2)v‖ℓp(Zd) ≤ (
3
2
+
1
2p
)1/p‖w − v‖ℓp(Zd)
which proves that the scheme is stable whenever p > 1 (i.e.3
2
+ 1
2p
< 2, since
m = 2 in that case), using Theorem 8.1.
The above proof does not extend to the power-P scheme which is proved
to be unstable for q > 4. However, if one replaces Hq by H˜q defined in (17)
and assumes that (wi, wi+1) belongs to R
2\Vε (see (18)), then H˜q is Lipschitz
on that set. Now, remarking that |H˜q(x, y)| ≤ max(|x|, |y|) and making the
same reasoning as for the PPH-scheme, we obtain that the modified power-P
scheme leads to a convergent multiscale representation in Lp for any p ≥ 1.
10.2. Convergence of One-dimensional Multiscale Representations: the WENO
Case
We consider here the model defined in section 5.4. In this case, one can
show the following Lemma:
Lemma 10.1. One has
sup
u,w∈l∞
‖S(1)(u)S(1)(w)‖l∞ < 1
and therefore ρ∞(S
(1)) < 1
The proof is identical to that of Lemma 4 of [8], therefore we do not
expand on it here. The multiscale representation based on the proposed
WENO model is therefore convergent in L∞.
10.3. Convergence and Stability of Bidimensional PPH multiscale Represen-
tations
We study the convergence and the stability of bidimensional PPH multi-
scale representations where the prediction operator is given by:
vˆjMk+e1 =
vj−1k + v
j−1
k+Me1
2
− ω
8
H(∆2Me1v
j−1
k ,∆
2
Me1
vj−1k−Me1)
vˆjMk = v
j−1
k . (38)
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for some 0 < ω < 1. To consider ω < 1 instead of ω = 1 as in (20)
will appear clearer a bit later. We already noticed that the prediction op-
erator is Lipschitz-Linear, we now remark that it is (A, I)-compatible with
A = {e1,Me1} and I = {(0, 2), (2, 0)}, where M is the quincunx matrix.
Therefore, to prove the convergence of the multiscale representation, we study
the joint spectral radius of SAI . To this end, we compute the differences of
order 2 in the directions {e1,Me1}, which are given by:
∆2e1 vˆ
j
Mk =
ω
4
H(∆2Me1v
j−1
k ,∆
2
Me1v
j−1
k−Me1
)
∆2e1 vˆ
j
Mk+e1
=
1
2
∆2Me1v
j−1
k
− ω
8
H(∆2Me1v
j−1
k ,∆
2
Me1v
j−1
k−Me1
)
− ω
8
H(∆2Me1v
j−1
k+Me1
,∆2Me1v
j−1
k )
∆2Me1 vˆ
j
Mk = ∆
2
e1
vj−1k
∆2Me1 vˆ
j
Mk+e1
=
1
2
(∆2e1v
j−1
k +∆
2
e1v
j−1
k+Me1
) +
ω
4
H(∆2Me1v
j−1
k+e1
,∆2Me1v
j−1
k+e1−Me1
)
− ω
8
H(∆2Me1v
j−1
k ,∆
2
Me1v
j−1
k−Me1
)
− ω
8
H(∆2Me1v
j−1
k+2e1
,∆2Me1v
j−1
k+2e1−Me1
). (39)
We now study more in detail ∆2e1v
j
Mk+e1
, the following cases can appear:
1. ∆2Me1v
j−1
k ∆
2
Me1
vj−1k−Me1 > 0 and ∆
2
Me1
vj−1k+Me1∆
2
Me1
vj−1k > 0 we have
|∆2e1 vˆjMk+e1| ≤
max(
1
2
|∆2Me1vj−1k |,
ω
8
|H(∆2Me1vj−1k ,∆2Me1vj−1k−Me1) +H(∆2Me1vj−1k+Me1,∆2Me1vj−1k )|)
2. ∆2Me1v
j−1
k ∆
2
Me1
vj−1k−Me1 ≤ 0 and ∆2Me1vj−1k+Me1∆2Me1vj−1k ≤ 0 we have
|∆2e1 vˆjMk+e1| =
1
2
∆2Me1v
j−1
k
3. ∆2Me1v
j−1
k ∆
2
Me1
vj−1k−Me1 ≤ 0 and ∆2Me1vj−1k+Me1∆2Me1vj−1k > 0 we have
|∆2e1 vˆjMk+e1| ≤ max(
1
2
|∆2Me1vj−1k |,
ω
8
|H(∆2Me1vj−1k+Me1,∆2Me1vj−1k )|)
A similar equation is obtained assuming
∆2Me1v
j−1
k ∆
2
Me1
vj−1k−Me1 > 0 and ∆
2
Me1
vj−1k+Me1∆
2
Me1
vj−1k ≤ 0.
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Now, remarking as previously that |H(x, y)| ≤ max(|x|, |y|), we immediately
obtain that
‖∆2e1 vˆj‖∞ ≤
1
2
‖∆2Me1vj−1‖∞
‖∆2Me1 vˆj‖∞ ≤ ‖∆2e1vj−1‖∞ +
ω
2
‖∆2Me1vj−1‖∞.
From these inequality we immediately deduce that ρ∞(S
AI ) ≤
√
1+ω
2
< 1,
which proves that the bidimensional PPH defined by (38) is convergent in
L∞.
For the Lp convergence, we do not need the restriction on ω and we
consider the model defined by (20), therefore we study:
‖∆AI vˆj‖p
(ℓp(Zd))2
= ‖SAI∆AIvj−1‖p
(ℓp(Zd))2
=
∑
k∈Z2
|∆2Me1 vˆjMk+e1|p + |∆2Me1 vˆjMk|p + |∆2e1 vˆjMk|p + |∆2e1 vˆjMk+e1|p.
As in the one-dimensional study, and assuming p ≥ 1, we have the following
majorations (using the property of convex functions):
|∆2Me1 vˆjMk+e1|p ≤
1
4
1
2p
|∆2e1vj−1k |p +
1
4
1
2p
|∆2e1vj−1k+Me1|p
+
1
4
max(|∆2Me1vj−1k+e1|, |∆2Me1vk+e1−Me1|)p
+
1
8
max(|∆2Me1vj−1k |, |∆2Me1vk−Me1|)p
+
1
8
max(|∆2Me1vj−1k+2e1 |, |∆2Me1vk+2e1−Me1|)p
|∆2Me1 vˆjMk|p ≤ |∆2e1vj−1k |p
|∆2e1 vˆjMk|p ≤
1
4p
max(|∆2Me1vj−1k |, |∆2Me1vj−1k−Me1|)p
|∆2e1 vˆjMk+e1|p ≤
1
2
|∆2Me1vj−1k |p
+
1
2p
1
4
max(|∆2Me1vj−1k |, |∆2Me1vj−1k−Me1|)p
+
1
2p
1
4
max(|∆2Me1vj−1k+Me1|, |∆2Me1vj−1k |)p
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Now, as in the one-dimensional case, we consider the largest possible coeffi-
cients in front of each differences, to obtain:
‖SAI∆AIvj−1‖p
(ℓp(Zd))2
≤
∑
k∈Z2
(1 +
1
2× 2p )|∆
2
e1
vjk|p + (1 +
2
4p
+
1
2p
)|∆2Me1vjk|p
≤ max(1 + 1
2× 2p , 1 +
1
2p
+
2
4p
)‖∆AIvj−1‖p
(ℓp(Zd))2
Recalling that m = 2, we get the Lp convergence and stability as soon as
max(1 + 1
2×2p
, 1 + 1
2p
+ 2
4p
) < 2, which is always true for p > 1.
To finish with, let us study the stability of the PPH-scheme defined by
(38) in Lp. We may indeed write:
|∆2e1(vˆjMk − ˆ˜vjMk)|p ≤
(ω
2
)p
max(|∆2Me1(vj−1k − v˜j−1k )|, |∆2Me1(vj−1k−Me1 − v˜j−1k−Me1)|)p
|∆2e1(vˆjMk+e1 − ˆ˜vjMk+e1)|p ≤
1
2
|∆2Me1(vj−1k − v˜j−1k )|p
+
ωp
4
(
max(|∆2Me1(vj−1k − v˜j−1k )|, |∆2Me1(vj−1k−Me1 − v˜j−1k−Me1|)p
+ max(|∆2Me1(vj−1k+Me1 − v˜j−1k+Me1)|, |∆2Me1(vj−1k − v˜j−1k )|)p
)
|∆2Me1(vˆjMk − ˆ˜vjMk)|p ≤ |∆2e1(vj−1k − v˜j−1k )|p
|∆2Me1(vjMk+e1 − ˆ˜vjMk+e1)|p ≤
1
4(2p)
(|∆2e1(vj−1k − v˜j−1k )|p + |∆2e1(vj−1k+Me1 − v˜j−1k+Me1)|p) +
(2ω)p
8
×(
2max(|∆2Me1(vj−1k+e1 − v˜j−1k+e1)|, |∆2Me1(vj−1k+e1−Me1 − v˜j−1k+e1−Me1)|)p
+ max(|∆2Me1(vj−1k − v˜j−1k )|, |∆2Me1(vj−1k−Me1 − v˜j−1k−Me1)|)p
+ max(|∆2Me1(vj−1k+2e1 − v˜j−1k+2e1)|, |∆2Me1(vj−1k+2e1−Me1 − v˜j−1k+2e1−Me1)|)p
)
From this we deduce that:
‖SAI∆AI (vˆj − ˆ˜vj)‖p
(ℓp(Zd))2
≤
∑
k∈Z2
(1 +
1
2× 2p )|∆
2
e1
vjk −∆2e1vjk|p +(
ωp + (2ω)p + 2
(ω
2
)p)
|∆2Me1vjk −∆2Me1 v˜jk|p
≤ max
(
1 +
1
2(2p)
, ωp(1 + 2p + 2
1
2p
)
)
‖∆AI (vj−1 − v˜j−1)‖p
(ℓp(Zd))2
Since max
(
1 + 1
2(2p)
, ωp(1 + 2p + 2 1
2p
)
)
< 2 for all p ≥ 1 as soon as ω < 1/2,
we deduce that the scheme defined by (38) is stable in that case.
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11. Conclusion
In this paper, we have introduced a new formalism for nonlinear and
non-separable multiscale representations. The introduced formalism includes
classical nonlinear multiscale representations such as WENO and those based
on PPH or power-P schemes. In our context, the nonlinear prediction op-
erators are perturbations of some linear prediction operator. These pertur-
bations are modeled by Lipschitz functions depending on finite differences
whose order depends on the degree of the polynomials reproduced by the lin-
ear prediction operator plus one. We called these particular kind of prediction
operators Lipschitz-Linear. After having illustrated the proposed formalism
on one and multi-dimensional cases, we stated the convergence and stability
theorems in Lp and Besov spaces. The novelty of the result is that these
theorems are based on the study of the same difference operator. We also in-
troduced the notion of (A, I)-compatible prediction operators which behaves
like Lipschitz-Linear ones in terms of convergence and stability. We saw in
applications that the (A, I)-compatibility of prediction operators sometimes
makes the proofs of convergence easier. In terms of perspectives, we are
currently investigating how to apply the model of Lipschitz-Linear predic-
tion operator to design new convergent and stable multiscale representations
with application to image compression.
Appendix A
To consider the interpolation of the average on Ij−1,k+n, n = −N, · · · , N
using the polynomial p2N is equivalent to consider the primitive P2N of
p2N such that P¯2N = 2
j−1P2N interpolates y0 = 0, y1 = v
j−1
k−N , y2 = y1 +
vj−1k−N+1, · · · , y2N+1 = y2N + vj−1k+N respectively at x0 = 2−j+1(k − N), x1 =
2−j+1(k − N + 1), x2 = 2−j+1(k − N + 2), · · · , x2N+1 = 2−j+1(k + N +
1). Similarly, the interpolation of the average computed on the intervals
Ij−1,k+n, n = −N + 1, · · · , N + 1 using polynomial p2N,1 is equivalent to
consider its primitive P2N,1 such that P¯2N,1 = 2
j−1P2N,1 interpolates y˜1 =
0, y˜2 = v
j−1
k−N+1, y˜3 = y˜2 + v
j−1
k−N+2, · · · , y˜2N+2 = y˜2N+1 + vj−1k+N+1 respectively
at x1, x2, · · · , x2N+2 = 2−j+1(k + N + 2). Using the Newton form for each
polynomial P¯2N and P¯2N,1 and remarking that the divided differences are
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such that: [y˜1, y˜2, · · · , y˜k] = [y1, y2, · · · , yk] for all k ≤ 2N + 2, we write:
P¯2N,1(x)− P¯2N (x) = −vj−1k−N + [y0, · · · , y2N+2](x2N+2 − x0)
2N+1∏
i=1
(x− xi)
= −vj−1k−N +∆2N+1vj−1k−N
1
(2N + 1)!(2−j+1)2N+1
2N+1∏
i=1
(x− xi).
In that framework, we also have:
vj−1k = P¯2N (2
−j+1(k + 1))− P¯2N (2−j+1k) = P¯2N,1(2−j+1(k + 1))− P¯2N,1(2−j+1k).
The centered prediction following (12) is:
vˆj2k = 2
(
P¯2N(2
−j+1(k + 1/2))− P¯2N(2−j+1k)
)
vˆj2k+1 = 2
(
P¯2N(2
−j+1(k + 1))− P¯2N (2−j+1(k + 1/2)
)
.
Considering the leading coefficient of the polynomial P2N , one can check
that the corresponding prediction operator reproduces polynomials of degree
2N + 1. The definition of vˆj2k,1 and vˆ
j
2k+1,1 are identical to that of vˆ
j
2k and
vˆj2k+1 replacing P2N by P2N,1. Then, computing the difference between P2N,1
and P2N and applying it at putting x = 2
−jk, we get:
vˆj2k,1 − vˆj2k = ∆2N+1vj−1k−N(−1)N−1
1
24N−1
(
2N − 1
N
)
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