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Abstract
A path decomposition of a graph G is a collection of edge-disjoint paths of G that
covers the edge set of G. Gallai (1968) conjectured that every connected graph on n
vertices admits a path decomposition of cardinality at most ⌊(n + 1)/2⌋. Gallai’s
Conjecture has been verified for many classes of graphs. In particular, Lovász (1968)
verified this conjecture for graphs with at most one vertex with even degree, and
Pyber (1996) verified it for graphs in which every cycle contains a vertex with odd
degree. Recently, Bonamy and Perrett (2016) verified Gallai’s Conjecture for graphs
with maximum degree at most 5, and Botler et al. (2017) verified it for graphs with
treewidth at most 3. In this paper, we verify Gallai’s Conjecture for triangle-free
planar graphs.
Keywords: Graph, path, decomposition, triangle-free, planar, Gallai’s Conjecture.
1 Introduction
All graphs considered here are finite and simple, i.e., contain a finite number of vertices
and edges and has neither loops nor multiple edges. A decomposition D of a graph G is a
collection of edge-disjoint subgraphs of G that covers all the edges of G. A decomposition
D is a path decomposition if every element in D is a path. A path decomposition D of a
graph G is minimum if for every path decomposition D′ of G we have |D| ≤ |D′|. The
cardinality of such a minimum path decomposition is called the path number of G and it
is denoted by pn(G). In 1968, Gallai proposed the following conjecture (see [2, 10]).
Conjecture 1 (Gallai, 1968). The path number of a connected graph on n vertices is at
most
⌊
n+1
2
⌋
.
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Lovász [10] verified Conjecture 1 for graphs that have at most one vertex with even
degree. Pyber [11] extended Lovász’s result by proving that Conjecture 1 holds for graphs
whose cycles have vertices with odd degree, and, in 2005, Fan [6] extended it even further.
Following another direction, Favaron and Kouider [7] verified Conjecture 1 for Eulerian
graphs with maximum degree at most 4, Jiménez and Wakabayashi [9] verified it for
a family of triangle-free graphs, and Botler and Jiménez [4] verified it for a family of
even regular graphs with a high girth condition. Also, Geng, Fang, and Li [8] verified
Conjecture 1 for maximal outerplanar graphs and 2-connected outerplanar graphs, and
Bonamy and Perrett [1] verified it for graphs with maximum degree at most 5.
More recently, Botler et al. [3] verified Conjecture 1 for graphs with treewidth at most 3,
by proving that a partial 3-tree with n vertices either has path number at most ⌊n/2⌋,
which are called Gallai graphs, or is one of the two exceptions (K3 and K5−e). They also
proved that graphs with maximum degree at most 4 are either Gallai graphs, or one of
the three exceptions (K3, K5−e, and K5). In this paper, we prove that every triangle-free
planar graph is a Gallai graph, with no exceptions (see Theorem 6). This verifies Gallai’s
Conjecture for these graphs.
Botler et al. introduced the concept of reducing subgraph, which plays an important
role in their proof. A reducing subgraph is a forbidden structure in a minimal counterex-
ample for the statement of their main theorem. Here we introduce the concept of feasible
reducing scheme, a generalization of reducing subgraph. We follow the same strategy
as in [3]: we choose a minimal counterexample and explore the structure around some
special vertices in it, which are called terminals. Our proof consists of eleven claims that
provide a strict structure for our counterexample. In particular, we prove that a minimal
counterexample for Theorem 6 must be 2-connected (see Claims 3 and 8), and every pair
of its terminals are separated by a separator with two vertices (see Claim 11).
This work is organized as follows. In Section 2, we establish some basic notations,
and present two auxiliary results. In Section 3, we define feasible reducing schemes, and
present some tools that allow us to deal with them. In Section 4, we settle Conjecture 1
for triangle-free planar graphs. In Section 5, we present some concluding remarks.
2 Notation and auxiliary results
The basic terminology and notation used in this paper are standard (see, e.g. [5]). Given a
graph G, we denote its vertex set by V (G) and its edge set by E(G). The set of neighbors
of a vertex v in a graph G is denoted by NG(v) and its degree by dG(v). When G is
clear from the context, we simply write N(v) and d(v). Since G is simple, we always have
dG(v) = |NG(v)|.
A graph H is a subgraph of a graph G, denoted by H ⊆ G, if V (H) ⊆ V (G) and
E(H) ⊆ E(G). Given a set of vertices X ⊆ V (G), we say that H is the subgraph of G
induced by X, denoted by G[X], if V (H) = X and E(H) = {xy ∈ E(G) : x, y ∈ X}. Given
a set of edges Y ⊆ E(G), we say that H is the subgraph of G induced by Y , if E(H) = Y
and V (H) = {u ∈ V (G) : uv ∈ Y }. Given two (not necessarily disjoint) graphs G and H ,
we define the graph G+H by V (G+H) = V (G)∪V (H) and E(G+H) = E(G)∪E(H).
When H is an edge e, we simply write G+e to denote G+H . Given X ⊆ V (G), we define
G−X = G[V (G) \X]. In the case that X = {v}, we simply write G− v. Given a set Y
of edges, we define the graphs G−Y = (V (G), E(G)\Y ), G
∗
− Y = (V (G)\ I, E(G)\Y ),
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where I is the set of isolated vertices of G− Y , and G + Y = G +
∑
e∈Y e. As before, in
the case that Y = {e}, we simply write G− e or G
∗
− e.
A path P in a graph G is a sequence v0v1 · · · vℓ of distinct vertices in V (G) such
that vivi+1 ∈ E(G), for i = 0, . . . , ℓ− 1. We say that v0 and vℓ are the end vertices of P ,
and that P joins v0 and vℓ. When it is convenient, we consider a path as the subgraph
of G induced by the set of edges {vivi+1 : i = 0, . . . , ℓ−1}. The length of a path is defined
as its number of edges. Given two vertices u, v ∈ V (G), we denote by distG(u, v) the
minimum length of a path that joins u and v.
Given a path decomposition D of a graph G and a vertex v ∈ V (G), we denote by
D(v) the number of paths in D that have v as an end vertex. It is not hard to check
that D(v) ≡ d(v) (mod 2). In particular, if dG(v) is odd, we have D(v) ≥ 1, for any path
decomposition D of G.
Figures in this paper are depicted as follows (see Figure 1). We denote vertices by
circles or squares. A circle illustrates a general vertex while a square illustrates a vertex
where all edges incidents to it are present in the figure. Straight and curved lines are used
to illustrate simple edges, while snaked lines are used to illustrate paths (possibly with
internal vertices).
a
b
c
d
Figure 1: The circles a and d illustrate general vertices,
while the squares b and c illustrate vertices for which all
edges incident to them are present in the figure (this
is useful for pictures in which just a fraction of the
graph appears). The lines between the pairs of vertices
(a, c), (c, b), (d, b), (a, d) illustrate simple edges between
these pair of vertices, while the snaked lines between
the pairs (a, b), (c, d) illustrate paths joining these pair
of vertices.
In this paper we also use the following two auxiliary results. The next lemma [3,
Lemma 2.3(ii)] allows us to decompose, under some constraints, an edge-disjoint union of
a cycle and a path into two paths.
Lemma 2. If G is a connected graph that admits a decomposition into a cycle C of length
at most 5 and a path that contains at most three chords of C, then pn(G) = 2.
The following lemma is a result of Fan [6, Lemma 3.4] that is used to prove Claim 5.
Lemma 3. Let u be a vertex of a graph G and G′ = G− uv, where v ∈ NG(u). Let D
′ be
a path decomposition of G′. If D′(v) > |{w ∈ NG′(u) : D
′(w) = 0}|, then there is a path
decomposition D of G such that |D| = |D′|.
3 Reducing schemes and reducing subgraphs
In this section, we generalize the concept of reducing subgraph presented in [3]. This
generalization combines the reducing subgraph, which allows us to reduce the original
graph by removing some of its vertices and later compensate them with the addition of not
many paths, with special paths that can either be used to extend paths in a decomposition
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of the reduced graph, or to replace edges that were obtained from liftings. Feasible
Reducing schemes (see Definition 1) and reducing subgraphs are forbidden structures in
a minimal counterexample for Theorem 6 (see Claim 1).
Let G be a graph, and let P be a path in G that joins two vertices u and v. We say
that the edge uv, denoted by eP , is parallel to P , and that P is parallel to eP . Note that
uv is not required to be an edge of G and also that uv could be P itself. Given a set P
of paths in G, we denote by EP the set {eP : P ∈ P} of edges parallel to the paths in P.
A reducing scheme for a graph G is a triple H = (H,A,L) where {H} ∪ A ∪ L is
a decomposition of a subgraph RH of G, A ∪ L is a set of paths and EL has no edge
of G−E(RH). We denote by IH be the set of isolated vertices of G−E(RH)+EL, and we
say that the graph GH = G−E(RH)+EL−IH is the reduced graph of G through H. Note
that GH is obtained from G by removing the edges of H and of the paths in A, replacing
the paths in L by their parallel edges, and removing the isolated vertices. Conversely, G
can be obtained from GH by a series of subdivisions of edges in EL, identifications of some
of the new vertices, and by restoring H and the paths in A. The following definition is
the central concept of this work.
Definition 1. A reducing scheme H = (H,A,L) for a graph G is a feasible reducing
scheme (FRS) if there is a positive integer r such that
(i) pn(H) ≤ r;
(ii) |IH| ≥ 2r, that is, GH has at most |V (G)| − 2r vertices;
(iii) A is a set of vertex-disjoint paths such that each P ∈ A has an end vertex v with
odd degree in GH and V (P ) \ {v} ⊆ IH;
(iv) for each path P ∈ L with end vertices u and v, we have V (P )\{u, v} ⊆ IH. Moreover,
for any pair of paths in L their parallel edges are distinct;
(v) no vertex of IH is contained in more than one path of A ∪ L.
In the case that H = (H,A,L) is a feasible reducing scheme with A = L = ∅, we say
that H is a reducing subgraph (or an r-reducing subgraph) of G.
The concept of reducing subgraph presented here coincides with the the one in [3], i.e.,
a reducing subgraph is a subgraph with path number at most r such that the removal of
its edges leaves at least 2r vertices isolated. Feasible reducing schemes extend reducing
subgraphs by allowing some of the edges incident to vertices in IH not to be contained
in H . These edges are covered either by the paths in A, which are concatenated to paths
of a path decomposition D of GH; or by paths in L, which replace their parallel edges
in the paths of D. Hence, unlike reducing subgraphs, reducing schemes may explore the
structure of the reduced graph.
Note that, by Definitions 1(iv) and 1(v), if H is an FRS for G, then G can be obtained
from GH as above, but with no identification of vertices, i.e., by a series of subdivision of
edges in EL, and by restoring H and the paths in A.
As in [3], we refer to a graph G on n vertices as Gallai graph if pn(G) ≤ ⌊n/2⌋. The
following lemma essentially proves that a minimal counterexample to Conjecture 1 does
not admit an FRS.
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Lemma 4. If G is a graph that admits an FRS H = (H,A,L), then pn(G) ≤ pn(GH) +
pn(H). In particular, if GH is a Gallai graph, then G is a Gallai graph.
Proof. Let G and H be as in the statement and let D be a minimum path decomposition
of GH. For each path A ∈ A, let vA be the end vertex of A with odd degree in GH, and
let PA ∈ D be a path in D with end vertex vA (if there are more than one choice for PA,
we choose one arbitrarily). For each P ∈ D, we define AP = {A ∈ A : PA = P} and let
LP be the set of paths in L that are parallel to some edge of P . Note that |AP | ≤ 2, for
every P ∈ D, and every path in A∪L is contained in AP ∪LP , for precisely one element
P of D. Put P ′ = P −EL +
∑
R∈LP∪AP R. We claim that P
′ is a path.
First note that P ′ is connected since each edge uv ∈ EL deleted from P is replaced by
the path in LP with end vertices u and v. Now, we show that the degree of every vertex
in P ′ is at most 2. Let v be a vertex of P such that v ∈ V (R) for some R ∈ AP ∪LP . By
Definition 1(iii) and 1(iv), the vertex v is an end vertex of R. By Definition 1(iii), paths
in AP are vertex disjoint, and by Definition 1(iv), paths in LP are parallel to distinct
edges. This implies that if v is an end vertex of P , then there is at most one path in
AP and one path in LP with end vertex v, in which case the degree of v in P
′ would
increase by at most 1 with respect to the degree in P , and hence it is at most 2 (the path
in AP contributes with 1, and the path in LP contributes with 0 since its parallel edge
is deleted). Moreover, if v is an internal vertex of P , there are at most two paths in LP
with end vertex v (and no path in AP ), and hence dP ′(v) = dP (v). Now, we consider a
vertex v in V (P ′) \ V (P ), i.e., v is in a path R of either AP or LP . In both cases, by
Definition 1(v), we have dP ′(v) = dR(v), and hence dP ′(v) ≤ 2. In order to complete the
proof we need to show that P ′ is not a cycle. Suppose that the end vertex v of P does
not have degree 1 in P ′. It implies that there is a path A in AP with end vertex v. By
Definition 1(iii) and 1(v), the other end vertex u of A has degree 1 in P ′.
We conclude that D′ = {P ′ : P ∈ D} is a path decomposition of G− E(H) such that
|D′| = |D|, and hence, if DH is a minimum path decomposition of H , then D
′ ∪ DH is a
decomposition of G with cardinality pn(GH) + pn(H). Now, suppose that GH is a Gallai
graph. By Definition 1(i) and 1(ii), there is a positive integer r such that pn(H) ≤ r and
|V (GH)| ≤ |V (G)|−2r. SinceGH is a Gallai graph, we have pn(GH) ≤ ⌊(|V (G)|−2r)/2⌋ =
⌊|V (G)|/2⌋ − r. Therefore, D′ ∪ DH is a decomposition of G with cardinality at most
⌊|V (G)|/2⌋.
Although Definition 1 and Lemma 4 are general, in this paper we use mainly the case
where pn(H) = 1 and |A|, |L| ≤ 2. We stated the definition in its full generality since we
believe it is a powerful tool to deal with Conjecture 1. The next lemma is used to check
planarity in the proof of Claim 1.
Lemma 5. Let H be an FRS for a graph G. If G is planar, then GH is planar.
Proof. Let G be as in the statement and let H = (H,A,L) be an FRS for G. Note that
G′ = G − E(H) −
∑
A∈AE(A) is planar, and fix a planar drawing G
′ of G′. Clearly,
GH = G
′ −
∑
P∈LE(P ) + EL − IH. We obtain a drawing G of GH from G
′ by drawing
eP ∈ EL along the path P . By Definitions 1(iv) and 1(v), the paths in L are pairwise
internally disjoint and, since G′ is a planar drawing of G′, two paths in L cannot cross
in an edge. Therefore, the drawings of eP1 and eP2 can intersect only in its vertices, and
hence G is a planar drawing.
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4 Main result
In this section we prove the following theorem, which is the main result of this paper, and
verifies Gallai’s Conjecture for triangle-free planar graphs. Its proof consists of a series of
claims regarding the structure of a minimum counterexample.
Theorem 6. Every triangle-free planar graph is a Gallai graph.
Proof. Suppose, for a contradiction, that the statement is not true, and let G be a coun-
terexample with a minimum number of vertices and, subject to this, with a minimum num-
ber of edges. Note that G is connected. In what follows let n = |V (G)| and m = |E(G)|.
Claim 1. G does not admit an FRS H such that GH is triangle-free. In particular, G
admits no FRS (H,A,L) with L = ∅, and hence contains no reducing subgraph.
Proof. Suppose, for a contradiction, that H is an FRS for G in which GH a triangle-free
graph. By Lemma 5, GH is also planar and hence, by the minimality of G, the graph GH
is a Gallai graph. Therefore, by Lemma 4, G is a Gallai graph, a contradiction. Now,
note that, if G admits an FRS H = (H,A,L) with L = ∅, then GH ⊂ G, and hence GH
is triangle-free.
We say that an edge e ∈ E(G) is a cut-edge if G− e is not connected, and we say that
cut-edge e ∈ E(G) is useful if each component of G− e has at least two vertices.
Claim 2. G has no useful cut-edges.
Proof. Suppose, for a contradiction, that G contains a useful cut-edge e, and let G′1 and
G′2 be the two components of G−e. For each i ∈ {1, 2}, let Gi = G
′
i+e and ni = |V (Gi)|,
and note that n1 + n2 = n + 2. By the definition of useful cut-edge, G
′
i contains at least
two vertices. Thus, for each i ∈ {1, 2} we have ni ≤ n − 1 and, by the minimality of G,
pn(Gi) ≤ ⌊ni/2⌋. Let Di be a minimum path decomposition of Gi, and let Pi ∈ Di be the
path containing the edge e. Let P = P1+P2, and note thatD =
(
D1∪D2∪{P}
)
\{P1, P2} is
a path decomposition ofG such that |D| ≤ ⌊n1/2⌋+⌊n2/2⌋−1 ≤ ⌊(n1+n2)/2⌋−1 = ⌊n/2⌋.
Thus, G is a Gallai graph, a contradiction.
A subset S ⊆ V (G) is called a separator if G− S is disconnected, and if u, v ∈ V (G)
are in distinct connected components of G−S, we say that S separates u and v. A vertex
v ∈ V (G) is a cut-vertex if {v} is a separator in G. We say that a cut-vertex v is useless
if G− v has precisely two components, and one of these components is an isolated vertex.
Otherwise, we say that v is useful. Note that a cut-vertex v is useful if G− v has at least
three components, or if each of its two components has at least two vertices.
Claim 3. G has no useful cut-vertices.
Proof. Suppose, for a contradiction, that G contains a useful cut-vertex v. Let G′1, . . . , G
′
k
be the components of G− v and let ni = |V (G
′
i)| for each i ∈ {1, . . . , k}. First, suppose
that nj is even for some j ∈ {1, . . . , k}, and define H = G
[
V (G′j)∪{v}
]
. By the minimality
of G, the graph H is a Gallai graph and, since nj is even, H has an odd number of vertices.
Thus, pn(H) ≤ ⌊(nj + 1)/2⌋ = nj/2, and hence H is a (nj/2)-reducing subgraph, a
contradiction to Claim 1. Therefore, we may assume that ni is odd for every i ∈ {1, . . . , k}.
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Now, suppose that there is j ∈ {1, . . . , k} such that G′j has at least two vertices. Let v
′
be a new vertex. We now define H1 = G− V (G
′
j) + vv
′ and H2 = G
[
V (G′j) ∪ {v}
]
+ vv′.
Note that n = |V (H1)| + |V (H2)| − 3. Since G
′
j has at least two vertices and G
′
j ⊆ H2,
we have |V (H1)| = |V (G)| − |V (G
′
j)| + 1 < |V (G)|. Analogously, since v is a useful cut-
vertex, ∪i6=jV (G
′
i) has at least two vertices, and hence |V (H2)| < |V (G)|. Therefore, by
the minimality ofG, we have thatH1 andH2 are Gallai graphs, i.e., pn(H1) ≤ ⌊|V (H1)|/2⌋
and pn(H2) ≤ ⌊|V (H2)|/2⌋. Moreover, since H2 has an odd number of vertices, pn(H2) ≤
(|V (H2)| − 1)/2.
For i = 1, 2, let Di be a minimum path decomposition of Hi, and let Pi ∈ Di be the
path containing vv′. Let P = P1+P2−vv
′, and note that D =
(
D1∪D2∪{P}
)
\{P1, P2}
is a path decomposition of G such that
|D| = |D1|+ |D2| − 1 ≤ |V (H1)|/2 + (|V (H2)| − 1)/2− 1
= (|V (H1)|+ |V (H2)| − 3)/2
= n/2.
Hence G is a Gallai graph, a contradiction. Therefore, we can assume that G′i has precisely
one vertex for every i ∈ {1, . . . , k}, and hence G is a star. However, every star is a Gallai
graph, again a contradiction.
Note that, Claim 3 implies that if G contains a cut-vertex, then G contains a vertex
of degree 1. In Claim 8, we verify that G has no vertices of degree 1, and hence G is
2-connected.
Claim 4. G has at most one vertex with degree at most 2.
Proof. Suppose, for a contradiction, that G has two vertices, say u and v, such that
d(u), d(v) ≤ 2, and let P ′ be a shortest path in G joining u and v. Let S be the set
of edges incident to u or v, and put P = P ′ + S. Note that P is obtained from P ′ by
adding at most one edge at each of its end vertices. Thus, by the minimality of P ′, the
subgraph P is either a path or a cycle of length 4. If P is a path, then P is a 1-reducing
subgraph, a contradiction to Claim 1. Therefore, we may assume that P is a cycle of
length 4. Clearly, G 6= P , otherwise G would be a Gallai graph. By the minimality of
G, the graph G′ = G
∗
− E(P ) is a Gallai graph and hence, there is a path decomposition
D of G′ of cardinality at most ⌊(n − 2)/2⌋. Since G is connected, there is a path P˜ in
D that intersects P . By Lemma 2, we can decompose P + P˜ into two paths. Thus,
pn(G) ≤ (pn(G′)− 1) + 2 ≤ ⌊n/2⌋, and hence G is a Gallai graph, a contradiction.
The next claim is essentially an application of Lemma 3.
Claim 5. No vertex of G has precisely one neighbor with even degree.
Proof. Suppose, for a contradiction, that G contains a vertex u that has precisely one
neighbor, say v, with even degree. Let G′ = G − uv. By the minimality of G, G′ is a
Gallai graph. Thus, let D′ be a minimum path decomposition of G′. Note that every
vertex w ∈ NG(u) has odd degree in G
′, and hence {w ∈ NG′(u) : D
′(w) = 0} = ∅. By
Lemma 3, there is a path decomposition of G of size |D′|. Therefore, G is a Gallai graph,
a contradiction.
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We say that a vertex in G is a terminal of G if its degree is at most 3.
Claim 6. G has at least six terminal vertices.
Proof. Since G is a triangle-free planar graph, m ≤ 2n− 4. Let V ′ be the set of terminals
of G, and let V ′′ = V (G) \ V ′. Note that V ′ 6= ∅, otherwise V ′′ = V (G) and 4n − 8 ≥
2m =
∑
v∈V ′′ d(v) ≥ 4n, a contradiction. Let w be a vertex of V
′ with minimum degree
in G. By Claim 4, d(v) = 3 for every vertex v ∈ V ′ \ {w}. Thus
2m =
∑
v∈V ′
d(v) +
∑
v∈V ′′
d(v)
= d(w) +
∑
v∈V ′\{w}
d(v) +
∑
v∈V ′′
d(v)
≥ 1 + 3|V ′ \ {w}|+ 4|V ′′|
= 1 + 3
(
|V ′| − 1
)
+ 4
(
n− |V ′|
)
= 4n− |V ′| − 2.
Therefore, 4n− 8 ≥ 2m ≥ 4n− |V ′| − 2, and hence |V ′| ≥ 6.
In what follows, we study the relation between the terminal vertices, following the
strategy used in [3]. Claim 7 states that the set of terminal vertices is independent, while
Claims 8 and 9 prove that every terminal has degree 3. Claim 10 states that two distinct
terminals have at most two common neighbors, and Claim 11 states that for every two
terminals u and v, there must be two vertices x and y such that {x, y} separates u and v.
This last property is then used to conclude the proof.
Claim 7. No two terminals are adjacent.
Proof. In this proof we use the following terminology. We say that two adjacent vertices u
and v form a small diamond if d(u) = d(v) = 3 and there exists a vertex w /∈ N(u)∪N(v)
such that
(
(N(u) ∪N(v)) \ {u, v}
)
⊆ N(w) (see Figure 2).
u v
b y
a x
w
Figure 2: Example of a small diamond.
Subclaim 7.1. Every two adjacent terminals form a small diamond.
Proof of Subclaim 7.1. Let u and v be two adjacent terminals. Suppose, without loss of
generality, that d(v) ≤ d(u). By Claim 4, we have d(u) = 3, and hence letN(u) = {v, a, b}.
First, suppose that d(v) ≤ 2. Let S be the set of edges incident to v. Note that d(a) is
odd, otherwise (bu + S, {au}, ∅) would be an FRS for G (see Figure 3a), a contradiction
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to Claim 1. By symmetry, d(b) is odd as well. Therefore, by Claim 5, d(v) is odd, and
hence d(v) = 1. By Claim 4, d(a) ≥ 3, and by Claim 2, ua is not a cut-edge. Let P ′ be a
path joining a and b in G− ua, and note that u, v /∈ V (P ′). Hence, (P ′ + buv, {au}, ∅) is
an FRS for G (see Figure 3b), a contradiction to Claim 1.
u
ab
v
z
(a)
u
ab P ′
v
(b)
u
ab
v
x yP ′
(c)
Figure 3: Each figure illustrates a reducing scheme (H,A,L) where H is illustrated in
blue, and the paths in A are illustrated in red. In (a) we used a dashed line and a white
circle to denote the neighbor of v that does not necessarily exists.
Therefore, we may suppose d(v) = 3, and let N(v) = {u, x, y}. By Claim 2, since
d(u) = d(v) = 3, uv is not a cut-edge. Let P ′ be a shortest path in G − uv joining u
and v, and suppose without loss of generality that a, x ∈ V (P ′). By the minimality of P ′,
b, y /∈ V (P ′). Thus d(b) is odd, otherwise (P ′ + vy, {buv}, ∅) would be an FRS for G (see
Figure 3c), a contradiction to Claim 1. By symmetry, d(y) is also odd and, by Claim 5,
d(a) and d(x) are odd. We claim that distG−u−v(b, y) ≤ 2. Suppose, for a contradiction,
that distG−u−v(b, y) ≥ 3, and let G
′ = G − u − v + by. Since distG−u−v(b, y) ≥ 3, G
′
is triangle-free. However, H = (P ′, ∅, {buvy}) is an FRS for G such that GH = G
′ (see
Figure 4a), a contradiction to Claim 1. Thus, we have distG−u−v(b, y) ≤ 2.
Note that for every path Q′ joining b and y in G− u− v we have V (Q′) ∩ V (P ′) 6= ∅,
otherwise (P ′+ vy+Q′, {buv}, ∅) would be an FRS for G (see Figure 4b), a contradiction
to Claim 1. Let Q′ be a shortest path joining b and y in G − u − v, and let w ∈
V (Q′) ∩ V (P ′). Since G is triangle-free, a, x /∈ V (Q′). Also, by the minimality of P ′, we
have distG−u−v(a, x) ≤ distG−u−v(b, y). Thus, distG−u−v(a, x) = distG−u−v(b, y) = 2, and
hence {a, b, x, y} ⊆ N(w). Therefore, u and v form a small diamond.
u
ab
P ′
v
x y
(a)
u
ab
P ′
Q′
v
x y
(b)
Figure 4: Each figure illustrates a reducing scheme (H,A,L) where H is illustrated in
blue, the paths in A are illustrated in red, and the paths in L are illustrated in green.
Subclaim 7.2. Every terminal has at most one neighbor that is a terminal.
Proof of Subclaim 7.2. Suppose that u and v are adjacent terminals. By Subclaim 7.1, u
and v form a small diamond. Let N(u) = {v, a, b}, N(v) = {u, x, y}, and let w be a vertex
such that {a, b, x, y} ⊆ N(w). Suppose, without loss of generality, that a is a terminal.
By Subclaim 7.1 applied to a and u, there is a vertex w′ such that w, b ∈ N(w′) because
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w ∈ N(a) \ {u} and b ∈ N(u) \ {a}. But since bw ∈ E(G), there is a triangle in G, a
contradiction.
As before let u and v be adjacent terminals. Let N(u) = {v, a, b} and N(v) =
{u, x, y}, and let w be the vertex given by Claim 7.1 (see Figure 2). We claim that
distG−u(a, v) ≥ 3. Indeed, suppose that there is a path Q of length at most 2 in G − u
joining a and v. Since a /∈ N(v), Q has length 2. In this case, a ∈ N(x) ∪ N(y), but
then either awxa or awya is a triangle in G, a contradiction. By symmetry, we have
distG−u(b, v), distG−v(x, u), distG−v(y, u) ≥ 3.
Now, let z be a terminal of G different from u and v. Note that z exists by Claim 6.
Moreover, by Claim 7.2, z 6= a, b, x, y, and since d(z) ≤ 3 and d(w) ≥ 4, we have z 6= w.
We claim that d(z) = 3. Indeed, suppose that d(z) ≤ 2, and let P ′ be a shortest path
joining z to a vertex u′ in {a, b, x, y}. Suppose, without loss of generality, that u′ = a and
let {z′} = N(z) ∩ V (P ′). If d(z) = 1, then put P = ua + P ′. In the case that d(z) = 2,
let x′ ∈ N(z) \ {z′} and put P = P ′ + zx′ + au. Let G′ = G− u− z − E(P ) + bv. Since
distG−u(b, v) ≥ 3, G
′ is triangle-free. However, H = (P, ∅, {buv}) is an FRS for G such
that GH = G
′, a contradiction to Claim 1. Thus, we may assume that d(z) = 3 for every
terminal z of G. Note that this implies, by Claim 3, that G has no cut-vertex. In what
follows, fix a terminal z different from u and v.
Subclaim 7.3. There is a path P joining a vertex u′ in {a, b, x, y} to a vertex z′ in N(z)
such that:
1. P contains no vertex from {a, b, x, y} \ {u′} and no vertex from N(z) \ {z′}; and
2. Let Pzz′ be the set of paths of length 2 in G− z joining the two vertices in N(z) \ {z
′}.
If Pzz′ 6= ∅, then there is Q ∈ P
z
z′ such that V (Q) ∩ V (P ) = ∅.
Proof of Subclaim 7.3. Let N(z) = {x′, y′, z′}, and let P be a shortest path from a vertex
in {a, b, x, y} to a vertex in N(z). Then P contains at most one vertex of {a, b, x, y}, and
at most one vertex of N(z). Hence, P satisfies 1. Suppose, without loss of generality, that
V (P ) ∩ N(z) = {z′}. If Pzz′ = ∅, then P satisfies 2. Thus, we may assume that P
z
z′ 6= ∅,
and let Q = x′w′y′ ∈ Pzz′. Assume that V (Q) ∩ V (P ) 6= ∅, otherwise P also satisfies 2.
Clearly, we have V (Q) ∩ V (P ) = {w′}. Moreover, by the minimality of P , the vertex
w′ is a neighbor of z′ in G, and hence {x′, y′, z′} ⊆ N(w′). Since G − w′ is connected,
there is a shortest path P ′ in G−w′ joining a vertex in {a, b, x, y} to a vertex z′′ in N(z).
Moreover, by the minimality of P ′, we have V (P ′) ∩ N(z) = {z′′}. Hence P ′ satisfies 1.
Let {v1, v2} = N(z) \ {z
′′}. Then Q′ = v1w
′v2 is a path of length 2 in G − z joining the
two vertices of N(z) \ {z′′} such that V (Q′) ∩ V (P ′) = ∅. Thus, P ′ also satisfies 2.
Now, let P ′ be a path given by Subclaim 7.3. Let N(z) = {x′, y′, z′} and suppose,
without loss of generality, that a, z′ ∈ V (P ′) and y′, x′, b, x, y /∈ V (P ′). Suppose that y′
has even degree in G. Let G′ = G − u − z − E(P ′) + bv. Since distG−u(b, v) ≥ 3, G
′ is
triangle-free. Let P = x′zz′+P ′+au. Since u and z are not adjacent, we have x′ 6= u, and
hence P is a path. However, H = (P, {y′z}, {buv}) is an FRS for G such that GH = G
′,
a contradiction to Claim 1. Thus, d(y′) is odd and, by symmetry d(x′) is odd as well.
Moreover, by Claim 5, z′ has odd degree. Hence, x′, y′, and z′ have odd degree in G.
In what follows we divide the proof on whether Pzz′ = ∅ or P
z
z′ 6= ∅. First, suppose
that Pzz′ = ∅. Let G
′ = G−u−z−E(P ′)+x′y′+ bv. Since Pzz′ = ∅ and distG−u(b, v) ≥ 3,
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we have that G′ has no triangle containing exactly one of the edges x′y′, bv. Thus, if G′
has a triangle, then it contains both edges x′y′ and bv, and hence the edges x′y′ and bv
have a vertex in common. Since u and v are adjacent, Claim 7.2 implies that y′, x′ 6= v.
Thus, b = y′ or b = x′. Suppose, without loss of generality, that b = y′. Then, the edge
x′v is necessarily in G. Suppose, without loss of generality, that x′ = x. Therefore, w is
adjacent to both b = y′ and x = x′, a contradiction to our assumption Pzz′ = ∅. Thus, G
′
is triangle-free. However, H = (au + P ′ + z′z, ∅, {x′zy′, buv}) is an FRS for G such that
GH = G
′, a contradiction to Claim 1.
Now, suppose that Pzz′ 6= ∅. By Subclaim 7.3, there is a path Q
′ = y′w′x′ of length 2
in G− z such that V (Q′) ∩ V (P ′) = ∅. Let G′ = G− u− z − E(P ′)−E(Q′) + bv. Since
distG−u(b, v) ≥ 3, G
′ has no triangle. Since x′, y′, and z′ have odd degree in G, and
dG′(y
′) = dG(y
′) − 2, the vertex y′ has odd degree in G′. Let P = au + P ′ + z′zx′w′y′.
If w′ = u, then {y′, x′} = {b, v}, hence y′zx′ is a path of length 2 joining b to v, a
contradiction to distG−u(b, v) ≥ 3. Thus, P is a path. However, H = (P, {zy
′}, {buv}) is
an FRS for G such that GH = G
′, a contradiction to Claim 1. This finishes the proof of
Claim 7.
Claim 8. No terminal has degree 1.
Proof. Suppose, for a contradiction, that G contains a terminal u with degree 1, and let u′
be the only neighbor of u. By Claim 4, we may assume that d(v) = 3 for every terminal v
of G different from u. We say that u and a terminal v ∈ V (G) \ {u} form a (u, v)-kite if
N(v) ⊆ N(u′). The next subclaim is similar to Subclaim 7.3.
Subclaim 8.1. If v ∈ V (G)\{u} is a terminal of G and u and v do not form a (u, v)-kite,
then there is a path P joining u and v such that:
1. P contains precisely one vertex, say v′, in N(v); and
2. Let Pu,vv′ be the set of paths of length 2 in G−u−v joining the two vertices in N(v)\{v
′}.
If Pu,vv′ 6= ∅, then there is a path Q ∈ P
u,v
v′ such that V (Q) ∩ V (P ) = ∅.
Proof of Subclaim 8.1. Let N(v) = {x, y, z} and let P be a shortest path joining u and v.
Note that u′ ∈ V (P ) and that P contains precisely one vertex of N(v). Thus, P satisfies 1.
Suppose, without loss generality, that V (P )∩N(v) = {x}. We may assume that Pu,vx 6= ∅,
otherwise P satisfies 2. Thus, let Q = ywz ∈ Pu,vx . If w /∈ V (P ), then V (Q) ∩ V (P ) = ∅,
and the result follows. Then, suppose that w ∈ V (P ). By the minimality of P , the vertex
w must be a neighbor of x in G, and hence {x, y, z} ⊆ N(w). Note that w must be
different of u′, otherwise u and v would form a (u, v)-kite.
Now, suppose that w is a cut-vertex of G. By Claim 3, w is not useful, and hence
G−w has a component which consists of an isolated vertex. However, this isolated vertex
has degree 1 in G and it is distinct from u, a contradiction to Claim 4. Therefore, we may
assume that G−w is connected, and hence there is a shortest path R in G−w joining u
to v. By the minimality of R, we have that R contains precisely one vertex, say v′, in
N(v). Moreover, let {v1, v2} = N(v) \ {v
′}, and note that Q′ = v1wv2 ∈ P
u,v
v′ is such that
V (Q′) ∩ V (R) = ∅. Thus, R satisfies 1 and 2.
Subclaim 8.2. For every terminal v of G different from u, the vertices u and v form a
(u, v)-kite and every vertex in N(v) has odd degree.
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Proof of Subclaim 8.2. Let v ∈ V (G) \ {u} be a terminal and let N(v) = {x, y, z}. First,
we prove that every vertex in N(v) has odd degree. Suppose, for a contradiction, that
N(v) contains a vertex with even degree. Let P ′ be a shortest path joining u and v, and
suppose, without loss of generality, that P ′ contains x (hence y, z /∈ V (P ′)). By Claim 5,
at least two vertices in N(v) have even degree, and hence at least one vertex between y
and z, say y, has even degree. Therefore, (P ′ + vz, {yv}, ∅) is an FRS (see Figure 5a), a
contradiction to Claim 1.
Now we prove that u and v form a (u, v)-kite. Suppose, for a contradiction, that u
and v do not form a (u, v)-kite. Let P ′ be a path given by Subclaim 8.1. Suppose, without
loss of generality, that x ∈ V (P ′) (hence y, z /∈ V (P ′)). First, suppose that Pu,vx = ∅, and
let G′ = G−u−v−E(P ′)+yz. Note that G′ is triangle-free. However, H = (P ′, ∅, {yvz})
is an FRS for G such that GH = G
′ (see Figure 5b), a contradiction to Claim 1. Now,
suppose that Pu,vx 6= ∅ and let Q
′ ∈ Pu,vx be a path such that V (Q
′) ∩ V (P ′) = ∅. Then,
(P ′ + zv +Q′, {yv}, ∅) is an FRS for G (see Figure 5c), a contradiction to Claim 1.
u
v
x
y
z
P ′
(a)
u
u′ v
x
y
z
P ′
(b)
u
u′ v
x
y
z
P ′
Q′
(c)
Figure 5: Illustrations for the proof of Subclaim 8.2. Each figure illustrates a reducing
scheme (H,A,L) where H is illustrated in blue, the paths in A are illustrated in red, and
the paths in L are illustrated in green.
Now, we complete the proof of Claim 8.1. For that, fix a planar drawing of G. Given
a terminal v ∈ V (G) \ {u}, we have N(v) ⊆ N(u′). For every two neighbors, say x, y of v,
the cycle vxu′yv is a square in G. Thus, there are three squares containing v and u′, say
Q1, Q2, Q3. Let I(X) denote the interior of the region bounded by the cycle X. Note that
there is some i ∈ {1, 2, 3} such that I(Qj) ⊂ I(Qi) for j ∈ {1, 2, 3} \ {i}. Let Rv = I(Qi)
and define the area A(v) of Rv as the number of terminals contained in Rv, and let i(v)
be the (only) neighbor of v contained in Rv.
Let v be a terminal of V (G) \ {u} that minimizes A(v), and let N(v) = {x, y, z}. By
the minimality of A(v), we have A(v) = 0, otherwise, there is a terminal v′ such that
Rv′ ⊆ Rv and Rv′ 6= Rv, and hence A(v
′) ≤ A(v) − 1. By Subclaim 8.2, x, y, z have
odd degree. Suppose, without loss of generality, that i(v) = y. Since G is triangle-free,
x, z /∈ N(y), and since y has odd degree, y has a neighbor y′ different from v and u′. Now,
suppose that there is a path in G−u′−y joining y′ to v, and let P ′ be a shortest such path.
We may suppose, without loss of generality, that P ′ contains x. By the minimality of P ′,
it does not contain z. Hence (yy′ + P ′ + vzu′u, {yv}, ∅) is an FRS for G, a contradiction
to Claim 1. Thus, we may assume that every path in G joining y′ to v contains u′ or y.
Let C be the component of G−u′− y containing y′, and let G′ = G[V (C)∪{u′, y}]. Note
that C is contained Rv. We claim that G
′ contains a terminal of G. Let n′ be the number
of vertices of G′, and let t′ be the number of vertices of G′ with degree at most 3 in G′.
By Euler’s formula, we have 4n′−8 ≥ t′+4(n′− t′), hence 3t′ ≥ 8 and t′ ≥ 3. Thus, there
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is at least one vertex, say v′, in G′ different from u′ and y, with degree at most 3. Note
that v′ ∈ V (C) ⊆ Rv. However, dG(v
′) = dG′(v
′) ≤ 3, and hence v′ is a terminal of G, a
contradiction to the minimality of A(v).
Note that since G has no terminal with degree 1, Claim 3 guarantees that G has no
cut-vertex, i.e., G is 2-connected.
Claim 9. No terminal has degree 2.
Proof. Suppose, for a contradiction, that G contains a terminal u with degree 2, and
let v be another terminal of G. By Claim 4, d(v) = 3, and hence let N(v) = {x, y, z}.
First, suppose that every neighbor of v has odd degree. Since G is 2-connected, there is
a cycle in G containing u and v. Let C be such a cycle that minimizes |E(C)|. Suppose,
without loss of generality, that C contains x and y. By the minimality of |E(C)|, we have
z /∈ V (C). Thus, (C − yv + vz, {yv}, ∅) is an FRS for G (see Figure 6a), a contradiction
to Claim 1.
Thus, we may suppose that v has a neighbor with even degree. By Claim 5, there exist
at least two vertices in N(v) with even degree. Let N(u) = {a, b}. Suppose that u and v
have at most one common neighbor, and let P be a shortest path joining u and v. Suppose,
without loss of generality, that a, x ∈ V (P ) (possibly a = x) and that z has even degree.
Note that by the minimality of P we have b, y /∈ V (P ) and, by the assumption that u
and v have at most one common neighbor, we have b 6= y. Hence, (bu + P + vy, {zv}, ∅)
is an FRS for G (see Figure 6b), a contradiction to Claim 1.
u
a
b
v
x
y
z
(a)
u
a
b
v
x
y
z
P
(b)
u
v
a = x
b = y
z
P
(c)
Figure 6: Each figure illustrates a reducing scheme (H,A,L) where H is illustrated in
blue, and the paths in A are illustrated in red.
Therefore, we may assume that u and v have precisely two common neighbors, say
a = x and b = y. First, suppose that z has even degree. Let G′ = G−u−v, and note that,
by the minimality of G, G′ is a Gallai graph. Let D′ be a minimum path decomposition
of G′. Note that z has odd degree in G′, and let P ′z be the path in D
′ having z as an end
vertex. Let Q = uxvyu and Pz = P
′
z + zv. By Lemma 2, Pz +Q can be decomposed into
two paths. Therefore, there is a path decomposition of G of cardinality |D′|+ 1 ≤ ⌊n/2⌋,
and hence G is a Gallai graph, a contradiction. Now, suppose that z has odd degree, and
hence x and y have even degree. Since G is 2-connected, there is a path in G− v joining
z to a vertex in {x, y}. Let P be a shortest such path. We may assume, without loss of
generality, that P contains y but does not contain x, also note that u /∈ V (P ). Hence,
(P + yvxu, {yu, zv}, ∅) is an FRS for G (see Figure 6c), a contradiction to Claim 1.
By Claim 8 and 9, every terminal of G has degree 3.
Claim 10. No two terminals have all three neighbors in common.
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Proof. Suppose, for a contradiction, that u and v are terminals with N(u) = N(v) =
{x, y, z}. Let G′ = G − u − v. By the minimality of G, the graph G′ is a Gallai graph.
By Claim 9, the vertices in {x, y, z} are not isolated in G′. Let D′ be a minimum path
decomposition of G′, and let P ′ be a path in D′ containing a vertex in {x, y, z}. We claim
that P ′ can be splitted into two (possible empty) paths Y ′ and Z ′ such that V (Y ′) ∩
V (Z ′) = {x′}, y′ /∈ V (Y ′), z′ /∈ V (Z ′), and {x′, y′, z′} = {x, y, z}. If P ′ contains exactly
one vertex in {x, y, z}, say x, then let P ′ = P1xP2, and note that Y
′ = P1x, Z
′ = xP2
satisfy the claim with x′ = x, y′ = y and z′ = z. If P ′ contains exactly two vertices
in {x, y, z}, say x, y, then let P ′ = P1xP2yP3, and note that Y
′ = P1x, Z
′ = xP2yP3
satisfy the claim with x′ = x, y′ = y and z′ = z. Finally, if P ′ contains the three vertices
in {x, y, z}, then let P ′ = P1xP2yP3zP4, and note that Y
′ = P1xP2y, Z
′ = yP3zP4
satisfy the claim with x′ = y, y′ = z and z′ = x. Therefore, the claim holds. Now, let
Y = Y ′ + x′uy′v and Z = Z ′ + x′vz′u, and note that
(
D′ ∪ {Y, Z}
)
\ {P ′} is a path
decomposition of G (see Figure 7) of cardinality |D′|+1 ≤ ⌊n/2⌋, and hence G is a Gallai
graph, a contradiction.
u v
x′
y′
z′
Y Z
Figure 7: Illustration of the proof of Claim 10. The paths Y and Z are illustrated,
respectively, in red and blue.
We say that a separator S in G is a terminal separator if |S| = 2 and S separates two
terminals in G. If S is a terminal separator and C is a component of G−S that contains
a terminal of G, then we say that C is a terminal component of G− S.
Claim 11. Every pair of terminals is separated by a terminal separator.
Proof. Suppose, for a contradiction, that there is no terminal separator that separates the
terminals u and v. By Claim 10, u and v have at most two common neighbors. In what
follows, the proof is divided into two cases, depending on whether u and v have at most
one common neighbor or precisely two common neighbors.
First, suppose that u and v have at most one common neighbor. SinceG is 2-connected,
every separator that separates u and v must have size at least 3. Thus, there are three
internally vertex-disjoint paths, say P , Q, R, joining u and v. Since u and v have at
most one common neighbor, at most one of the paths P , Q and R has length 2. Let
N(u) = {a, b, c} and N(v) = {x, y, z}, where, possibly, a = x. Suppose, without loss
of generality, that a, x ∈ V (P ), b, y ∈ V (Q), and c, z ∈ V (R). Suppose that both u
and v have neighbors with even degree. By Claim 5, we may assume, without loss of
generality, that c and z have even degree. Thus, (bu + P + vy, {cu, zv}, ∅) is an FRS for
G (see Figure 8a), a contradiction to Claim 1. Thus, we may assume, without loss of
generality, that all the neighbors of v have odd degree. Suppose that at least one, say c,
in {a, b, c} has even degree. Thus, (P + Q − xv + vz, {xv, cu}, ∅) is an FRS for G (see
Figure 8b), a contradiction to Claim 1. Hence, we may assume that a, b and c have odd
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degree. Therefore, (P +Q+ R− au− zv, {au, zv}, ∅) is an FRS for G (see Figure 8c), a
contradiction to Claim 1.
u
a
b
c
v
x
y
z
(a)
u
a
b
c
v
x
y
z
(b)
u
a
b
c
v
x
y
z
(c)
Figure 8: Each figure illustrates a reducing scheme (H,A,L) where H is illustrated in
blue, and the paths in A are illustrated in red.
Now, suppose that u and v have precisely two common neighbors, say x and y, and let
c and z be the remaining neighbors of u and v, respectively. Suppose that every vertex
in N(u) ∪ N(v) has odd degree. If there is a path P in G − x − y joining u and v, then
(yu + P + vx, {xu, yv}, ∅) is an FRS for G (see Figure 9a), a contradiction to Claim 1.
Therefore, {x, y} is a terminal separator that separates u and v, a contradiction.
Thus, we may assume that u or v, say u, has a neighbor with even degree. By Claim 5,
u has at least two neighbors with even degree. Thus, we may assume that x has even
degree and, again by Claim 5, the vertex v has at least two neighbors with even degree.
Suppose that c and z have even degree. Let G′ = G−u−v, and hence, by the minimality
of G, G′ is a Gallai graph. Let D′ be a minimum path decomposition of G′. Note that
c and z have odd degree in G′, and let P ′c and P
′
z be the paths in D
′ having c and z
as end vertices, respectively (possibly P ′c = P
′
z). Put Q
′ = uyvxu, Pc = P
′
c + cu and
Pz = P
′
z + zv (if P
′
c = P
′
z, then put Pc = Pz = P
′
c + cu + zv). By Lemma 2, Pc + Q
′ can
be decomposed into two paths, say P and Q. Therefore, D = (D′ ∪ {P,Q, Pz}) \ {P
′
c, P
′
z}
is a path decomposition of G
(
if P ′c = P
′
z, then put D = (D
′ ∪ {P,Q}) \ {P ′c}
)
such that
|D| = |D′|+ 1 ≤ ⌊n/2⌋, and hence G is a Gallai graph, a contradiction.
Thus, we may assume that at least one between c and z, say c, has odd degree, and
hence, by Claim 5, y must have even degree. If there is no path of length 2 in G− u− v
joining c to y, then G′ = G − u − v + cy has no triangle. Note that dG′(c) = dG(c) and
dG′(y) = dG(y) − 1, hence c and y have odd degree in G
′. Thus, (uxvz, {yv}, {cuy}) is
an FRS for G such that GH = G
′ (see Figure 9b), a contradiction to Claim 1. Now,
suppose that there is a path cwy of length 2 in G − u − v joining c to y. Since G is
triangle-free, w 6= x, z. Therefore, (cwyuxvz, {cu, yv}, ∅) is an FRS for G (see Figure 9c),
a contradiction to Claim 1.
Finally, we have enough structure to conclude the proof of Theorem 6. By Claim 6, G
contains at least two terminals and hence, by Claim 11, G contains a terminal separator.
Given a terminal separator S ′, let η(S ′) be the smallest order (number of vertices) of
a terminal component of G − S ′. Let S = {x, y} be a terminal separator of G that
minimizes η(S). Let G′1, . . . , G
′
k be the components of G−S, and let Gi = G
[
V (G′i)∪S
]
,
for i = 1, . . . , k. Suppose, without loss of generality, that |V (G′1)| = η(S) and let u be a
terminal of G in G′1, and hence in G1. We claim that G
′
1 contains another terminal of G.
Indeed, since G1 is a triangle-free planar graph, we have 2|E(G1)| ≤ 4|V (G1)| − 8. On
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v
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z
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(c)
Figure 9: Each figure illustrates a reducing scheme (H,A,L) where H is illustrated in
blue, the paths in A are illustrated in red, and the paths in L are illustrated in green.
the other hand, we have 2|E(G1)| =
∑
v∈V (G1) dG1(v). Let R be the set of vertices of G1
different from u and with degree at most 3 in G1. We have
∑
v∈V (G1)
dG1(v) ≥ dG1(u) +
∑
v∈R
dG1(v) +
∑
v/∈R,v 6=u
dG1(v)
≥ 3 + |R|+ 4(|V (G1)| − |R| − 1)
= 4|V (G1)| − 3|R| − 1
Thus, we have 3|R| ≥ 7, and hence |R| ≥ 3, which implies that there is a vertex, say v,
in R \ S. Thus, dG(v) = dG1(v) ≤ 3, and hence v is a terminal of G. Since u and v are
two terminals of G, by Claim 11, there is a terminal separator S ′ = {x′, y′} that separates
u and v. Since u and v are in the same component of G− S, at least one of the vertices
of S ′, say x′, must be in G′1. The rest of the proof is divided into two cases, depending on
whether y′ /∈ V (G′1) or y
′ ∈ V (G′1).
First, suppose that y′ /∈ V (G′1). Then G
′
1 − x
′ is disconnected and u and v are in
different components of G′1 −x
′. Let Cu and Cv be the components of G
′
1 −x
′ containing,
respectively, u and v. Note that if x has neighbors in both V (Cu) and V (Cv), then we can
obtain a path uP1xP2v, where V (P1) ⊆ V (Cu) and V (P2) ⊆ V (Cv), and hence y
′ = x,
otherwise S ′ would not separate u and v. Analogously, if y has neighbors in both Cu
and Cv, then y
′ = y. Thus, since x 6= y, we may suppose, without loss of generality,
that y′ 6= x, and hence x has no neighbors in both Cu and Cv. Suppose that x has
no neighbors in Cu, and let S
′′ = {x′, y}. Thus, Cu is a component of G − S
′′ (see
Figure 10a). Since, Cu ⊆ G
′
1 and v /∈ V (Cu), we have that S
′′ is a terminal separator such
that η(S ′′) ≤ |V (Cu)| < |V (G
′
1)| = η(S), a contradiction to the minimality of S.
Finally, suppose that y′ ∈ G′1. Let C
′
u and C
′
v be the components of G−S
′ containing,
respectively, u and v. Suppose that x, y /∈ V (C ′u), then C
′
u ⊆ G − S, and hence C
′
u
is contained in G′1, and since v /∈ C
′
u, we have η(S
′) ≤ |V (C ′u)| < |V (G
′
1)| = η(S),
a contradiction to the minimality of S. Thus, at least one between x and y is in C ′u.
Analogously, at least one between x and y is in C ′v. Since V (C
′
u) ∩ V (C
′
v) = ∅, we can
suppose that x ∈ V (C ′u) and y ∈ V (C
′
v). Since G is a 2-connected graph, there is a cycle
containing u and any vertex z ∈ V (G′2), and hence there is a path Q in G2 joining x and
y (see Figure 10b). Since S ′ ⊆ V (G′1), we have V (Q) ⊆ G − S
′, which implies that x
and y (and hence u and v) are in the same component of G − S ′, a contradiction. This
concludes the proof.
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Figure 10: Illustrations of terminal separators. Figure 10a illustrate the case where y′ /∈
V (G′1), while Figure 10b illustrate the case where y
′ ∈ V (G′1).
5 Concluding remarks
The technique used in this paper, as in [3], consists of exploring vertices of degree at
most 3 in order to reduce a minimal counterexample to a Gallai graph. Although max-
imal triangle-free planar graphs have less edges than maximal partial 3-trees, this paper
required a deeper and more powerful technique with new elements, an extension of the
previously introduced reducing subgraphs, which we call feasible reducing schemes. We
believe that this technique may be extended even further in order to prove Gallai’s Conjec-
ture for planar graphs. For that, one must develop a way of dealing either with triangles,
or with vertices with degrees 4 and 5 (recall that every planar graph contains at least four
vertices with degree at most 5).
Also, the results presented here and in [3] suggest that a stronger statement may hold,
i.e., that a graph G is either a Gallai graph or |E(G)| > ⌊|V (G)|/2⌋(|V (G)| − 1). This
problem was formalized by Bonamy and Perret [1].
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