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Abstract—This paper presents a detailed modeling and analysis
regarding the dispersion characteristics of multilayered open
coaxial waveguides. The study is motivated by the need of im-
proved modeling and an increased physical understanding about
the wave propagation phenomena on very long power cables
which has a potential industrial application with fault localization
and monitoring. The electromagnetic model is based on a layer
recursive computation of axial-symmetric fields in connection
with a magnetic frill generator excitation that can be calibrated
to the current measured at the input of the cable. The layer
recursive formulation enables a stable and efficient numerical
computation of the related dispersion functions as well as a
detailed analysis regarding the analytic and asymptotic properties
of the associated determinants. Modal contributions as well as
the contribution from the associated branch-cut (non-discrete
radiating modes) are defined and analyzed. Measurements and
modeling of pulse propagation on an 82 km long HVDC power
cable are presented as a concrete example. In this example, it is
concluded that the contribution from the second TM mode as well
as from the branch-cut is negligible for all practical purposes.
However, it is also shown that for extremely long power cables
the contribution from the branch-cut can in fact dominate over
the quasi-TEM mode for some frequency intervals. The main
contribution of this paper is to provide the necessary analysis
tools for a quantitative study of these phenomena.
Index Terms—Submarine power cables, guided waves, trans-
mission lines, dispersion relations, open waveguides.
I. INTRODUCTION
The topic of this paper is to provide a detailed modelingand analysis regarding the dispersion characteristics of
multilayered open coaxial waveguides. This topic is motivated
in particular by the need of improved modeling and an
increased physical understanding about the wave propagation
phenomena on very long power cables which has a potential
industrial application with fault localization and monitoring.
Application examples include transient signal analysis and
partial discharge diagnostics to enable cable maintenance and
repair without (or with very short) power losses, see e.g.,
[4, 28, 30, 32]. Hence, there is today an increasing interest to
improve both measurement techniques and modeling regarding
the wave propagation characteristics of power cables and its
Manuscript received February 21, 2014. This work was supported in part
by the Swedish Research Council (VR) and ABB AB.
Sven Nordebo and Stefan Gustafsson are with the Department of Physics
and Electrical Engineering, Linnæus University, 351 95 Va¨xjo¨, Sweden. (E-
mail: {sven.nordebo,stefan.h.gustafsson}@lnu.se).
Go¨khan Cinar is with the Electronics Engineering Department, Gebze
Institute of Technology, 414 00 Gebze, Kocaeli, Turkey. (E-mail: gci-
nar@gmail.com).
Bo¨rje Nilsson is with the Department of Mathematics, Linnæus University,
351 95 Va¨xjo¨, Sweden. (E-mail: borje.nilsson@lnu.se).
dependency on various material and structural parameters, see
e.g., [2, 10, 12, 13, 16, 18, 20, 27, 29, 35].
It is also the aim of this paper to address some basic
questions regarding the analytical properties of modes and
branch-cuts (non-discrete radiating modes). Many interesting
general properties of modes and branch-cuts can be considered
from a purely theoretical point of view see e.g., [7, 8, 21, 22,
25]. In particular, it has been shown in [21, 22] that for an open
waveguide structure and under very general conditions, modes
do exist as poles of a meromorphic Fourier transform, the poles
have only finite multiplicity, they have no finite accumulation
point, they are continuous functions of geometry, material
parameters and frequency (unless two or more poles coalesce),
and finally that poles can appear and disappear only at the
boundary of the domain of meromorphicity, i.e., at infinity and
in the branch-point corresponding to the wavenumber of the
exterior domain. When there are sources present, the solution
is obtained by taking the Fourier transform in the longitudinal
direction of the waveguide, followed by residue calculus. The
discrete set of eigenfunctions are obtained as residues of poles
and the non-discrete set is manifested as an integration at
the branch-cut [7, 8, 25]. It is the aim of the present paper
to provide the necessary analytical and numerical tools for a
quantitative study of these phenomena in the important special
case with a multilayered circular geometry including non-
perfect conductors (metallic layers) at low frequencies.
The electromagnetic model here is based on a layer recur-
sive computation of axial-symmetric fields in connection with
a magnetic frill generator excitation that can be calibrated
to the current measured at the input of the cable. Inverse
Fourier transforms are executed in the spatial domain by using
numerical contour integration and in the time domain by using
an inverse FFT (Fast Fourier Transform). The electromagnetic
model is validated by comparing with measurements of pulse
propagation on an 82 km long HVDC power cable in the low
frequency range of 0-100 kHz, see also [19]. Previously, the
layer recursive formulation has been used to study the low
frequency behavior of the dominating pole of a multilayered
coaxial cable [20], and asymptotic theory has been used
to study the contribution from the branch-cut regarding the
spectral behavior of a single core wire in an open domain [18].
In the present contribution, several new modeling aspects are
discussed in detail such as the recursive computation of deter-
minants in connection with an exponential scaling of Bessel
functions to achieve a stable and efficient computation of
fields inside the metals, as well as the magnetic frill generator
model which is also commonly used as an excitation model for
antennas [33]. Furthermore, the layer recursive formulation in
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2connection with the magnetic frill excitation enables a detailed
analysis regarding the analytic and asymptotic properties of
the currents inside the waveguide (in terms of the complex
valued longitudinal Fourier variable), at infinity as well as
at the branch-point. The application of Jordan’s lemma is
hence justified, and the contributions from the poles as well
as from the branch-cut is established, and can be computed
numerically. The analysis finally enables a derivation of the
asymptotic properties of the integral at the branch-cut.
II. ELECTROMAGNETIC MODELING OF AXIAL-SYMMETRIC
FIELDS
A. Fields, material parameters and geometry
Let µ0, 0, η0 and c0 denote the permeability, the permit-
tivity, the wave impedance and the speed of light in vacuum,
respectively, and where η0 =
√
µ0/0 and c0 = 1/
√
µ00.
The wavenumber of vacuum is given by k0 = ω/c0 where
ω = 2pif is the angular frequency and f the frequency. It
is also convenient to use ωµ0 = k0η0 and ω0 = k0/η0.
The cylindrical coordinates are denoted by (ρ, φ, z), the cor-
responding unit vectors (ρˆ, φˆ, zˆ), the transverse coordinate
vector ρ = ρρˆ and the radius vector r = ρ+ zzˆ.
Let E(r) and H(r) denote the electric and magnetic fields,
respectively, and where the time-harmonic factor e−iωt has
been suppressed. The corresponding Maxwell’s equations [14]
for the fields inside a general isotropic material are given by{ ∇×E(r) = −M(r) + iωµ0µH(r),
∇×H(r) = −iω0E(r),
(1)
where µ and  are the complex valued relative permeability
and permittivity of the material, respectively, and M(r) the
magnetic current density of the impressed source (excitation).
Following the definition of cylindrical vector waves as
defined in Appendix A, the axial-symmetric (m = 0) trans-
verse magnetic (TM) fields in a homogeneous and isotropic
cylindrical region can be expressed as
Eρ(ρ, α) = − iα
k0
[
aJ1(κρ) + bH
(1)
1 (κρ)
]
, (2)
Ez(ρ, α) =
1
k0
[
aκJ0(κρ) + bκH
(1)
0 (κρ)
]
, (3)
Hφ(ρ, α) =
1
iη0
[
aJ1(κρ) + bH
(1)
1 (κρ)
]
, (4)
where α is the complex valued Fourier variable corresponding
to the propagation factor eiαz , and Jm(κρ) and H
(1)
m (κρ) are
the regular Bessel functions and the Hankel functions of the
first kind, both of order m, respectively. Here, the transverse
wavenumber is defined by
κ =
√
k20µ− α2, (5)
where the square root1 κ =
√
w is defined such that 0 <
argw ≤ 2pi and 0 < arg κ ≤ pi and hence Imκ ≥ 0.
Furthermore, the expansion coefficients have been chosen as
1If the square root is defined as e.g., with the MATLAB software where
−pi/2 < arg√w ≤ pi/2 for −pi < argw ≤ pi, then κ can be defined here
as κ = i
√
−k20µ+ α2 which implies that 0 < arg κ ≤ pi.
a = a20/
√
µ and b = b20/
√
µ for notational convenience
(see Appendix A), and the relationship C′0(ζ) = −C1(ζ) have
been used which is valid for all Bessel functions Cm(ζ) [24].
Consider now a multilayered open coaxial waveguide with
N cylindrical layers with radius ρi, and N+1 material regions
as depicted in Fig. 1 below.
ρ
ρN
ρi+1
ρi
ρ1
0
z
µN+1, N+1, κN+1
µN , N , κN
µi+1, i+1, κi+1
µi, i, κi
µ1, 1, κ1
Fig. 1. Definition of material regions.
The material parameters i, µi and the corresponding
transverse wavenumbers κi =
√
k20µii − α2 are assumed
to be fixed for each cylindrical region and numbered by
i = 1, . . . , N+1. The interior region is defined by ρ < ρ1, the
intermediate regions by ρi−1 < ρ < ρi for i = 2, . . . , N , and
the exterior region by ρ > ρN . In this paper2, the complex
valued relative permittivity of each layer is given by
i = ri + i
σi
ω0
, (6)
where ri is the corresponding real relative permittivity and σi
the conductivity of the material. The relative permeability µi
is assumed to be real valued and frequency independent.
B. Excitation model and explicit solutions
As an excitation model is used a magnetic frill generator
with magnetic surface current MS = M(ω)δ(z)φˆ at the
inner conductor boundary at ρ1. Here M(ω) is the excitation
amplitude in the frequency domain and δ(z) denotes the spatial
Dirac delta distribution. Let a1, ai and bi for i = 2, . . . , N
and bN+1 denote the 2N expansion coefficients corresponding
to the N + 1 material regions defined as in (2) through (4)
above. The boundary conditions related to the inner boundary
at radius ρ1 are then given by employing the continuity (and
discontinuity) properties of the tangential fields (Ez, Hφ) in
(3) and (4) to yield

−a1κ1J0(κ1ρ1)
+a2κ2J0(κ2ρ1) + b2κ2H
(1)
0 (κ2ρ1) = k0M(ω),
−a11J1(κ1ρ1)
+a22J1(κ2ρ1) + b22H
(1)
1 (κ2ρ1) = 0.
(7)
2All theoretical results and numerical implementations in this paper can
straightforwardly be modified for any other frequency dependent material
dispersion model such as Debye, Lorentz, Drude, etc.
3The boundary conditions related to the intermediate bound-
aries at radius ρi are similarly given by
−aiκiJ0(κiρi)− biκiH(1)0 (κiρi)
+ai+1κi+1J0(κi+1ρi) + bi+1κi+1H
(1)
0 (κi+1ρi) = 0,
−aiiJ1(κiρi)− biiH(1)1 (κiρi)
+ai+1i+1J1(κi+1ρi) + bi+1i+1H
(1)
1 (κi+1ρi) = 0,
(8)
where i = 2, . . . , N − 1. The boundary conditions related to
the outer boundary at radius ρN are finally given by
−aNκNJ0(κNρN )− bNκNH(1)0 (κNρN )
+bN+1κN+1H
(1)
0 (κN+1ρN ) = 0,
−aN NJ1(κNρN )− bN NH(1)1 (κNρN )
+bN+1N+1H
(1)
1 (κN+1ρN ) = 0.
(9)
By using the Cramer’s rule [31], the solution to the linear
system of equations in (7) through (9) can be written as
a1 = k0M(ω)
detB(ω, α)
detA(ω, α)
, (10)
where A(ω, α) and B(ω, α) are the corresponding square
system matrices and where the first column of B(ω, α) has
been replaced with the unit vector (1, 0, . . . , 0). The dispersion
equation for root finding is given by detA(ω, α) = 0, and
{αp}∞p=1 will denote the corresponding set of poles.
The Fourier representation of the current in the inner
conductor is given by
I(ω, α) =
∫ 2pi
0
∫ ρ1
0
σ1Ez(ρ, α)ρdρdφ
= 2piσ1
1
k0
a1κ1
∫ ρ1
0
J0(κ1ρ)ρdρ
= 2piσ1
1
k0
a1ρ1J1(κ1ρ1), (11)
where Ez(ρ, α) is given by (3) and where the integral∫
C0(ζ)ζ dζ = ζC1(ζ) has been used [24]. The current in
the inner conductor at length position z is hence given by
I(ω, z) =
1
2pi
∫ ∞
−∞
I(ω, α)eiαz dα
= M(ω)σ1ρ1
∫ ∞
−∞
detB(ω, α)
detA(ω, α)
J1(κ1ρ1)e
iαz dα. (12)
The magnetic frill generator excitation amplitude M(ω) can
now be calibrated from knowledge about (or measurements of)
the input current at the waveguide at z = 0+, i.e., Iin(ω) =
I(ω, 0+). Hence
M(ω) =
Iin(ω)
σ1ρ1
∫∞
−∞
detB(ω,α)
detA(ω,α)J1(κ1ρ1) dα
. (13)
The current I(ω, z) can now be calculated at an arbitrary
position z by using (12), or
I(ω, z) =
∫ ∞
−∞
F (α)eiαz dα, (14)
where
F (α) = M(ω)σ1ρ1
detB(ω, α)
detA(ω, α)
J1(κ1ρ1). (15)
Note that a simplified notation is used here where F (α) =
1
2pi I(ω, α) depends also on the frequency ω.
The function F (α) is meromorphic with a sequence of poles
{αp}∞p=1, and the domain of meromorphicity is defined by
a branch-cut at αc = k0
√
µN+1N+1 corresponding to the
wavenumber of the exterior region, see also [21, 22]. As will
be shown in section IV-A, αc is the only branch point of F (α).
It will be shown in section IV-B that Jordan’s lemma [3]
applies for the integral defined in (14) and (15). For z > 0,
the integration contour can therefore be closed in the upper
half-plane, and the current can be written as
I(ω, z) =
∞∑
p=1
Ip(ω, z) + Ibr(ω, z), (16)
where Ip(ω, z) denotes the TM0p modal contributions from
the residues at αp
Ip(ω, z) =
∮
Cp
F (α)eiαz dα, (17)
where Cp is a sufficiently small closed contour containing only
the single pole αp, and where
Ibr(ω, z) =
∫
B1+B2
F (α)eiαz dα (18)
is the contribution from the branch-cut. Here B1 and B2 are the
original contours associated with the branch-cut as depicted in
Fig. 2.
αn
αcB1
B2 B
κn
B1B2
B
Fig. 2. Integration contours for an open coaxial waveguide with a lossy
exterior region. Here B1 and B2 are the original contours associated with
the branch-cut at αc = k0
√
µN+1N+1, and B the deformed contour. The
corresponding contours in the κ-plane are denoted in the same way and where
κ =
√
α2c − α2. Note that as B1 and B2 approach the real line in the κ-
plane, the contours B1 and B2 approach each other in the α-plane.
The contours in Fig. 2 have been plotted for a slightly lossy
exterior region with Imαc > 0, and in the lossless case when
Imαc → 0 the contours B1 and B2 will approach an L-shaped
form in the α-plane. The contribution from the branch-cut can
also be expressed as
Ibr(ω, z) =
∫
B2
q(α)eiαz dα, (19)
4where the function q(α) is defined by the discontinuity at the
branch-cut
q(α) = F (α)|B2 − F (α)|B1 . (20)
Since q(α) is analytic except at the branch-point αc and at the
poles {αp}∞p=1, the contour B2 can also be deformed to the
more simple contour B
Ibr(ω, z) =
∫
B
q(α)eiαz dα, (21)
provided that there are no poles between the two contours B2
and B, see Fig. 2. This assumption is indeed realistic for a
simple exterior (vacuum) when αc = k0, and all modes can
be assumed to have a phase speed c0k0/Reαp which is less
then the speed of light in vacuum c0. It is also a realistic
approximation if the extinction coefficients Imαp of the poles
with Reαp < Reαc are much greater than Imαc. Note that
the contour B is also a path of steepest descent [23].
It is finally commented that the calibration in (13) can be
carried out based on a spectral decomposition as in (16), since
the calibration can be made at z > 0 to satisfy Jordan’s lemma,
and then letting z → 0+.
C. Characteristic impedance
Assume that the propagation constant αp of the TM0p mode
is given (i.e., has been obtained numerically) for a particular
wavenumber k0. To determine the corresponding characteristic
impedance Zp, the following quasi-static voltage and current
waves are used
V +p (z) =
∫ ρL
ρ1
Eρ dρ, (22)
I+p (z) =
∫ 2pi
0
∫ ρ1
0
σ1Ezρdρdφ, (23)
where ρ1 is the radius of the inner conductor, and ρL the radius
of the sheath where the voltage is measured.
By using the expression (2) for Eρ, the voltage wave can
be computed as
V +p (z) = e
iαpz
iαp
k0
L∑
i=2
∫ ρi
ρi−1
(
aiJ
′
0(κiρ) + biH
(1)′
0 (κiρ)
)
dρ
= eiαpz
iαp
k0
L∑
i=2
{
ai
κi
(J0(κiρi)− J0(κiρi−1))
+
bi
κi
(
H
(1)
0 (κiρi)−H(1)0 (κiρi−1)
)}
. (24)
The current wave is computed as in (11), and is given here by
I+p (z) = e
iαpz2piσ1
1
k0
a1ρ1J1(κ1ρ1). (25)
The coefficients a1, ai and bi for i = 2, . . . , L defining
the corresponding voltage and current waves in (24) and (25)
above can be obtained as a non-trivial solution from the
nullspace of the matrix A(ω, αp) defined in (7) through (9)
above. However, it is a very sensitive numerical operation to
obtain an eigenvector of the matrix A(ω, αp) corresponding
to its zero eigenvalue, in particular when the wavenumber k0
is getting large. A preconditioning of the numerical problem
is therefore highly recommended, and one possibility is to
proceed as follows: Let a1 = 1, and move the corresponding
terms to the right-hand side of (7), yielding a2κ2J0(κ2ρ1) + b2κ2H
(1)
0 (κ2ρ1) = κ1J0(κ1ρ1),
a22J1(κ2ρ1) + b22H
(1)
1 (κ2ρ1) = 1J1(κ1ρ1),
(26)
and where there is no excitation, i.e., M(ω) = 0. The equation
(26) together with (8) and (9) represent an 2N × (2N − 1)
overdetermined system of linear equations
Bx = b, (27)
where x is a vector containing the unknowns ai and bi for i =
2, . . . , N and bN+1. The system (27) can be solved in a least
squares sense using a pseudo-inverse [9, 15]. However, this
is not sufficient when the problem is severely ill-conditioned.
A Jacobi preconditioning [9, 15] is incorporated by instead
solving the problem
BD−1/2y = b (28)
where y = D1/2x and where D is a diagonal matrix with the
same diagonal elements as the matrix BHB. The inversion of
(28) is well-conditioned since the matrix (BD−1/2)HBD−1/2
has unit diagonal. The characteristic impedance is then finally
obtained as
Zp =
V +p (z)
I+p (z)
. (29)
D. Exponential scaling for stable computations
With the power cable application at hand, simple Perfectly
Electrically Conducting (PEC) boundary conditions do not
give accurate modeling at the relatively low frequencies of
interest since the skin-depth is large and fields do penetrate the
metallic layers. Hence, it is crucial to model the fields inside
the metals. However, this requirement gives rise to numerical
issues. The arguments of the Bessel functions are given by
quantities of the form κiρ where the transverse wavenumber
is given by
κi =
√
k20µiri + ik0µiσiη0 − α2 (30)
for a conductive material. Hence, if either of the parameters
σi, µi and/or ri are very large the corresponding transverse
wavenumber can become excessively large and cause nu-
merical problems due to the exponential growth of Bessel
functions, even at low frequencies. This issue can be remedied
by incorporating an exponential scaling of Bessel functions.
The following scaled versions are needed here{
H
(1)
m (ζ) = eiζH˜
(1)
m (ζ),
Jm(ζ) = e
−iζ J˜m(ζ),
(31)
where H˜(1)m (ζ) is available in numerical software such as MAT-
LAB, and J˜m(ζ) can be generated as J˜m(ζ) = (ei2ζH˜
(1)
m (ζ)+
H˜
(2)
m (ζ))/2 and where H˜
(2)
m (ζ) is the similarly scaled Hankel
function of the second kind, i.e., H(2)m (ζ) = e−iζH˜
(2)
m (ζ).
5By introducing the following coefficient substitutions
a˜i = aie
−iκiρi , i = 1, . . . , N,
b˜i = bie
iκiρi , i = 2, . . . , N,
b˜N+1 = bN+1e
iκN+1ρN ,
(32)
the following substitutions can be made in (7) through (9), as
well as in (24) and (25)
aiJm(κiρi) = a˜iJ˜m(κiρi), i = 1, . . . , N,
biH
(1)
m (κiρi) = b˜iH˜
(1)
m (κiρi), i = 2, . . . , N,
bN+1H
(1)
m (κN+1ρN ) = b˜N+1H˜
(1)
m (κN+1ρN ),
(33)
and{
ai+1Jm(κi+1ρi) = a˜i+1e
iκi+1di+1 J˜m(κi+1ρi),
bi+1H
(1)
m (κi+1ρi) = b˜i+1e
−iκi+1di+1H˜(1)m (κi+1ρi),
(34)
where di+1 = ρi+1 − ρi and i = 1, . . . , N − 1. The factors
of exponential growth have now been reduced to the factors
e−iκi+1di+1 where the increments di+1 are small. This will
greatly increase the range of frequencies that can be used in a
numerical implementation based on the present formulation.
It is finally noted that fundamental combinations such as
a1J1(κ1ρ1) used in (11) is left invariant to the scaling.
III. RECURSIVE COMPUTATIONS
The determinants detA(ω, α) and detB(ω, α) used to de-
fine the function F (α) in (15) can be computed recursively as
outlined in the appendix B. Hence, based on (86) together with
x4N = κN+1H
(1)
0 (κN+1ρN ) and y
4
N = N+1H
(1)
1 (κN+1ρN )
the function F (α) in (15) is given by
F (α) = M(ω)σ1ρ1J1(κ1ρ1)
× N+1H
(1)
1 (κN+1ρN )f¯N − κN+1H(1)0 (κN+1ρN )g¯N
N+1H
(1)
1 (κN+1ρN )fN − κN+1H(1)0 (κN+1ρN )gN
, (35)
where the auxiliary determinants fN , gN f¯N and g¯N are given
recursively by{
f1 = −κ1J0(κ1ρ1),
g1 = −1J1(κ1ρ1),
{
fi = Aifi−1 +Bigi−1,
gi = Cifi−1 +Digi−1,
(36)
and {
f¯1 = 1,
g¯1 = 0,
{
f¯i = Aif¯i−1 +Big¯i−1,
g¯i = Cif¯i−1 +Dig¯i−1,
(37)
and where i = 2, . . . , N , as in (87). The parameters Ai, Bi,
Ci and Di are defined in (88), and are given here explicitly
as
Ai(κi) = κii
[
J0(κiρi)H
(1)
1 (κiρi−1)
−H(1)0 (κiρi)J1(κiρi−1)
]
,
Bi(κi) = κ
2
i
[
H
(1)
0 (κiρi)J0(κiρi−1)
−J0(κiρi)H(1)0 (κiρi−1)
]
,
Ci(κi) = 
2
i
[
J1(κiρi)H
(1)
1 (κiρi−1)
−H(1)1 (κiρi)J1(κiρi−1)
]
,
Di(κi) = κii
[
H
(1)
1 (κiρi)J0(κiρi−1)
−J1(κiρi)H(1)0 (κiρi−1)
]
,
(38)
where i = 2, . . . , N , and where it has been emphasized that
they each depend only on the single complex variable κi.
It is noted that in the computation of the dispersion function
detA(ω, α) corresponding to a multilayered open waveguide,
the auxiliary determinants fi and gi can be interpreted as inter-
mediate dispersion functions on their own right, corresponding
to a termination with PEC (Perfect Electric Conducting) and
PMC (Perfect Magnetic Conducting) boundary conditions at
radius ρi, respectively.
The expression (35) and the recursive formulation of the
auxiliary determinants (36) and (37) are well suited for asymp-
totic analysis which is the topic of the next section. Hence,
for analytic convenience, the expressions (35) through (38) are
given here without the exponential scalings.
From a computational point of view the recursive computa-
tion of the determinants in (36) and (37) is numerically effi-
cient since the recursion can operate directly (in parallel) on an
array of data in the complex α-plane. The exponential scalings
defined in (32) through (34) can readily be implemented by
making the corresponding modifications in the definition of the
recursion based on (79) and (80) given in the appendix B. In
particular, let f˜N , g˜N , ˜¯fN and ˜¯gN denote the correspondingly
scaled determinants. It can then be shown that{
f˜N = e
iκ1ρ1fN ,
g˜N = e
iκ1ρ1gN ,
{
˜¯fN = f¯N ,
˜¯gN = g¯N ,
(39)
which leaves (35) invariant to the scaling, as should be
expected.
IV. ASYMPTOTIC ANALYSIS
A. Small argument asymptotics and analytic properties
The following definitions and small argument asymptotics
will be useful throughout the analysis, see [24]. The regular
Bessel functions of order m = 0, 1 are even and odd analytic
functions, respectively, and with the following asymptotics{
J0(ζ) = 1− 14ζ2 +O{ζ4},
J1(ζ) =
1
2ζ +O{ζ3},
(40)
where O{·} denotes the big ordo [23, 24]. The Neumann
function of order m = 0 is given by
Y0(ζ) =
2
pi
ln
ζ
2
J0(ζ) +B(ζ), (41)
6where B(ζ) is an even analytic function with asymptotics
B(ζ) =
2
pi
γ +
1− γ
2pi
ζ2 +O{ζ4}, (42)
and where γ is Euler’s constant. The Neumann function of
order m = 1 is similarly given by
Y1(ζ) =
2
pi
ln
ζ
2
J1(ζ) + C(ζ), (43)
where C(ζ) is an odd meromorphic function with asymptotics
C(ζ) = − 2
pi
1
ζ
+
2γ − 1
2pi
ζ +O{ζ3}. (44)
The Hankel functions of the first and second kind are defined
by H(1)m (ζ) = Jm(ζ)+iYm(ζ) and H
(2)
m (ζ) = Jm(ζ)−iYm(ζ),
respectively. From the definitions above it follows that
H
(1)
0 (ζ) = J0(ζ) + iB(ζ) + i
2
pi ln
ζ
2J0(ζ),
H
(2)
0 (ζ) = J0(ζ)− iB(ζ)− i 2pi ln ζ2J0(ζ),
H
(1)
1 (ζ) = J1(ζ) + iC(ζ) + i
2
pi ln
ζ
2J1(ζ),
H
(2)
1 (ζ) = J1(ζ)− iC(ζ)− i 2pi ln ζ2J1(ζ).
(45)
Based on the definitions in (45), the parameters Ai, Bi, Ci
and Di defined in (38) can be expressed as
Ai(κi) = iκii [J0(κiρi)C(κiρi−1)
−J1(κiρi−1)B(κiρi) + J0(κiρi)J1(κiρi−1) 2pi ln ρi−1ρi
]
,
Bi(κi) = iκ
2
i [J0(κiρi−1)B(κiρi)
−J0(κiρi)B(κiρi−1) + J0(κiρi−1)J0(κiρi) 2pi ln ρiρi−1
]
,
Ci(κi) = i
2
i [J1(κiρi)C(κiρi−1)
−J1(κiρi−1)C(κiρi) + J1(κiρi)J1(κiρi−1) 2pi ln ρi−1ρi
]
,
Di(κi) = iκii [J0(κiρi−1)C(κiρi)
−J1(κiρi)B(κiρi−1) + J0(κiρi−1)J1(κiρi) 2pi ln ρiρi−1
]
,
(46)
where i = 2, . . . , N . It is observed that the logarithmic sin-
gularities of the Hankel functions vanish, and the parameters
Ai, Bi, Ci and Di are even analytic functions in the complex
variable κi, with asymptotics
Ai(κi) = O{1},
Bi(κi) = O{κ2i },
Ci(κi) = O{1},
Di(κi) = O{1}.
(47)
From the recursions (36) and (37) follows that the deter-
minants fN , gN , f¯N and g¯N are even analytic functions in
each variable κi for i = 2, . . . , N . Furthermore, the two
determinants fN and gN are odd analytic functions in the
variable κ1. In combination with the odd Bessel function
J1(κ1ρ1) in (35), it follows that F (α) is an even analytic
function in a neighborhood of κi = 0, for each variable κi
for i = 1, . . . , N . Hence, it is concluded that F (α) is a
meromorphic function in the complex variable α with poles at
{αp}∞p=1 and one single branch-point at αc = k0√µN+1N+1,
corresponding to the wavenumber of the exterior domain, and
where κN+1 =
√
α2c − α2.
B. Large argument asymptotics and Jordan’s lemma
For large values of α the transverse wavenumbers behave
asymptotically as κi =
√
k20µii − α2 ∼ ±iα where the
branch of the square root has been chosen so that Imκi ≥ 0.
Based on the following large argument asymptotics of the
Hankel functions of the first and second kind, and of the
regular Bessel functions
H
(1)
m (ζ) ∼
√
2
piζ e
i(ζ− 12mpi− 14pi),
H
(2)
m (ζ) ∼
√
2
piζ e
−i(ζ− 12mpi− 14pi),
Jm(ζ) ∼
√
2
piζ cos(ζ − 12mpi − 14pi),
(48)
the following asymptotic properties of the parameters Ai, Bi,
Ci and Di can be derived based on (38)
Ai(κi) ∼ −2ii 1
pi
√
ρiρi−1
cosκidi,
Bi(κi) ∼ 2iκi 1
pi
√
ρiρi−1
sinκidi,
Ci(κi) ∼ −2i 
2
i
κi
1
pi
√
ρiρi−1
sinκidi,
Di(κi) ∼ −2ii 1
pi
√
ρiρi−1
cosκidi,
(49)
where di = ρi − ρi−1 and i = 2, . . . , N .
A detailed study of the recursion in (36) and (37) together
with the asymptotic properties in (49) shows that
fN ∼ f1PN + g1αQN ,
gN ∼ f1 1
α
RN + g1SN ,

f¯N ∼ PN ,
g¯N ∼ 1
α
RN ,
(50)
where PN , QN , RN and SN are N − 1 order polynomials
where each term consists of product combinations of the type(
cosκ2d2
sinκ2d2
)
· · ·
(
cosκNdN
sinκNdN
)
, (51)
with one cosine or sine factor for each layer index i =
2, . . . , N .
A detailed study of (35) based on the asymptotics given
in (48) and (50) shows that the function F (α) has the large
argument asymptotics
F (α) = O
{
1
α
}
. (52)
It is noted that the factors PN , QN , RN and SN are either
bounded and oscillates, such as e.g., on the contour B as
depicted in Fig. 2, or they are all growing with the same
exponential order. Since F (α) → 0 as α → ∞, Jordan’s
lemma [3] applies for the integral defined in (14), and when
z > 0 the integration contour can be closed in the upper half-
plane.
Finally, it is interesting to note the following: If instead an
electrical frill generator is used with surface current density
JS = J(ω)δ(z)zˆ, the situation can be analyzed similarly as
above using f¯1 = 0 and g¯1 = 1. The result is that this time
the current in the inner conductor has the large argument
7asymptotics F (α) = O{1}. A higher degree of regularity
must therefore be imposed on the spatial excitation in order
to satisfy the prerequisites for Jordan’s lemma. Hence, it is
preferable to use the magnetic frill generator due to faster
spectral decay for large values of α.
C. Behaviour at the branch-point and asymptotic approxima-
tions
Based on (35), the function q(α) defined in (20) can be
written
q(α) = F (α)|B2 − F (α)|B1
=
M(ω)4iσ1
ρ1
ρN
J1(κ1ρ1)N+1(f¯NgN − fN g¯N )
piD1(α)D2(α)
, (53)
where
D1(α) = N+1H
(1)
1 (κN+1ρN )fN − κN+1H(1)0 (κN+1ρN )gN ,
(54)
and
D2(α) = N+1H
(2)
1 (κN+1ρN )fN − κN+1H(2)0 (κN+1ρN )gN .
(55)
To derive (53), the following identities have been used to
account for the discontinuity over the branch-cut, where
κN+1|B1 = −κN+1|B2 and
H(1)m (ζ)|B1 = H(1)m (−ζ)|B2 = −(−1)mH(2)m (ζ)|B2 , (56)
as well as the Wronskian H(2)0 (ζ)H
(1)
1 (ζ)−H(1)0 (ζ)H(2)1 (ζ) =
−4i/(piζ), where ζ = κN+1ρN .
The function q(α) is analytic in any simply connected open
set that intersects the contour B and does not contain the
branch-point αc or any of the poles {αp}∞p=1. The function is
not analytic in any neighborhood of αc. However, a detailed
analysis of q(α) based on (53) shows that q(α) and q′(α) are
continuous at αc, and q′′(α) has a logarithmic singularity at
αc. In particular, the analysis shows that
q(αc) = 0,
q′(αc) = − i2piαcM(ω)σ1ρ1ρNJ1(κ1ρ1)(f¯NgN − fN g¯N )
N+1f2N
,
q′′(α) = A ln(−i(α− αc)) + r(α),
(57)
where the constant A is given by
A = −q′(αc)N+1fN − 2gN/ρN
N+1fN
2αcρ
2
N , (58)
and r(α) is a continuous rest term. The rest term is assumed
to be bounded on the contour B as
|r(α)| ≤M, α ∈ B. (59)
It is also noted that the large argument asymptotics of q(α)
and q′(α) on B is q(α) = O{α−1} and q′(α) = O{α−2}.
A repeated integration by parts can now be carried out to
yield
Ibr(ω, z) =
∫
B
q(α)eiαz dα = Iasbr(ω, z) + e(ω, z), (60)
where the asymptotic approximation for large z is given by
Iasbr(ω, z) = e
iαcz
[
−q
′(αc)
z2
− iA
z3
(−γ − ln z)
]
, (61)
and e(ω, z) is the error term defined by
e(ω, z) = − 1
z2
∫
B
r(α)eiαz dα, (62)
see also [17, 18, 23]. In order to derive (60) through (62), the
following integral has been used∫
B
ln(−i(α− αc))eiαz dα = {α = αc + it}
=
∫ ∞
0
ln tei(αc+it)zi dt = ieiαcz
(
−γ
z
− ln z
z
)
, (63)
where the last integral is evaluated by using the unilateral
Laplace transform of the function ln t, see e.g., [1].
It can similarly be shown that the error term is bounded by
|e(ω, z)| ≤Me− Imαcz 1
z3
= eub(ω, z). (64)
Hence, an upper bound for the branch-cut contribution
Ibr(ω, z) based on the asymptotic expressions (61) and (64)
is given by
|Ibr(ω, z)| ≤ |Iasbr(ω, z)|+ eub(ω, z) = Iubbr (ω, z). (65)
V. NUMERICAL EXAMPLES
As a concrete and an industrially relevant numerical exam-
ple we consider an 82 km long 200 kV HVDC sea cable as
depicted in Fig. 3.
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Fig. 3. Cross-section of the xt uded HVDC sea cabl .
The modeling pa a eters are sh wn i Table I where ρi is
the radius, ri the real relative per ittivity and σi the con-
ductivity for all layers where i = 1, . . . , 12. This information
is based on data sheets and drawings, but also on available
literature [11–13, 35]. It is e.g., well known that the real
permittivity of the semi-conducting layers (conductor screen
and insulation screen) can be very large [12, 13, 35], and that
the swelling tapes of the conductor binder and the longitudinal
water barrier are usually semi-conducting [11]. The most
crucial parameters at low frequencies are the conductivities of
the conductor, the lead sheath and the armour which have been
modeled here for an ambient temperature3 of 30◦ C. It is noted
that the conductivity of copper (σ = 5.0·107 S/m at 20◦C) has
been modified with respect to the correct copper area (roughly
91% for hexagonal close packed threads) and the conductivity
of steel (σ = 5.55 · 106pi/4 S/m at 20◦C) has been modified
with respect to a rectangular close packing of wires. The lead
sheath is assumed to consist of pure lead (σ = 4.6 · 106 S/m
3The validation measurements were performed during a very hot summer
week in June 2011.
8at 20◦ C) since the amounts of cadmium and tin are so small
that it barely affects the conductivity [6, 34]. The armour is
also slightly magnetic which has been modeled by using an
estimated relative permittivity of µ10 = 40. All other layers
are modeled with µi = 1.
Layer ρi [ mm] ri σi [ S/m]
1. Conductor (copper) 24.3 1 4.81 · 107
2. Conductor binder 24.5 3 1
3. Conductor screen 26.1 1000 1
4. Insulation 42.0 2.3 0
5. Insulation screen 43.2 1000 1
6. Longitudinal water barrier 43.9 3 1
7. Lead sheath 46.9 1 4.43 · 106
8. Inner sheath 49.3 3 0
9. Bedding 49.5 3 0
10. Armour (steel wires) 54.5 1.4 4.15 · 106
11. Outer serving 58.5 3 0
12. Exterior region ∞ 1 0
TABLE I
MODELING PARAMETERS.
The exterior region has been modeled as vacuum (or air) as
the validation measurements were performed on a sea cable
that was rolled up on shore, see also [19]. It should also be
noted that cable measurements for detecting partial discharges
etc., often are carried out on land before the cable is put in
place at sea.
The numerical computations are based on root finding
and numerical contour integration. The poles αp are found
by studying the dispersion equation detA(ω, α) = 0, and
computed numerically as
αp =
∮
Cp
α
detA(ω, α)
dα∮
Cp
1
detA(ω, α)
dα
, (66)
provided that the closed loop Cp is circumscribing the true
value αp, and that there are no other zeros or branch-points of
detA(ω, α) inside the loop. The pole search is illustrated in
Figs. 4 and 5 regarding the quasi-TEM TM01 mode and the
TM02 mode at f = 150 Hz, respectively. More details on the
zero-finding algorithm can also be found in [19].
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Fig. 4. Illustration of pole search. a) Amplitude of the dispersion func-
tion detA(α). b) Argument of the dispersion function detA(α). The
complex variable α is scaled as Reα/k0 (dimensionless) and Imα · 2 ·
106 log e [dB/100km]. The branch-point αc = k0 is indicated by the circle
“o”. The frequency is f = 150 Hz and the contour C1 encloses the pole α1
of the quasi-TEM TM01 mode, and which is indicated by the “*”.
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Fig. 5. Illustration of pole search. a) Amplitude of the dispersion func-
tion detA(α). b) Argument of the dispersion function detA(α). The
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106 log e [dB/100km]. The branch-point αc = k0 is indicated by the circle
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of the TM02 mode, and which is indicated by the “*”.
Once the pole αp is found for a particular frequency ω, the
corresponding wave propagation characteristics of the cable
can be studied in terms of the extinction coefficient Imαp
and the relative phase speed k0/Reαp. The characteristic
impedance Zp can also be computed as outlined in section
II-C. In Fig. 6 is illustrated the wave propagation characteris-
tics of the TM01 and the TM02 modes in the frequency range
0–10 kHz.
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Fig. 6. Illustration of wave propagation characteristics. The solid lines
correspond to the TM01 mode (p = 1) and the dashed lines to the TM02
mode (p = 2). a) Extinction coefficient Imαp ·2 ·106 log e [dB/100km]. b)
Relative phase speed k0/Reαp (dimensionless). c) Characteristic impedance
Zp [Ω], where the blue lines show ReZp and the red lines ImZp.
Once the contours Cp of the poles αp are determined, the
corresponding modal contributions Ip(ω, z) of the conductor
current can be computed numerically based on the integral
(17). The contribution from the branch-cut Ibr(ω, z) is simi-
larly computed based on the path of steepest descent for the
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Fig. 7. a) Modeling and measurements of pulse dispersion. Solid blue line:
input voltage vin(t). Solid green line: input resistor voltage Riin(t). Dashed
blue line: measured pulse vM(t). Solid red line: modeled pulse v1(t, z) at
z = 81.8 km. b) Remaining model error v1(t, z)− vM(t).
integral in (21). The excitation amplitude M(ω) is calculated
as in (13), and where Iin(ω) is the input current that has been
measured at the cable for z = 0. The output voltage V1(ω) of
the cable corresponding to the dominating quasi-TEM TM01
mode is modeled by V1(ω) = Z1I1(ω, z)2R/(Z1 +R) where
R = 25 Ω is the internal resistance of the measuring device,
and z = 81.8 km. The frequency domain result is tapered with
a suitable spectral window and then transformed to the time
domain by using the Inverse Fast Fourier Transform (IFFT)
[26]. Here, all frequency domain modeling and measurements
are executed with a 16384-point FFT and a Nyquist frequency
of 102.4 kHz. The corresponding time domain measurements
and modeling results are shown in Fig. 7. The spectral content
of the current of the TM01 mode I1(ω, z) is shown in Fig. 8
for z = 0 and z = 81.8 km.
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Fig. 8. Conductor current based on calibrated magnetic frill generator
excitation plotted for 0–100 kHz. The plot shows the current amplitude of
the TM01 mode I1(f, z) at z = 0 (solid line) and at z = 81.8 km (dashed
line).
Except for a better general understanding regarding the
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Fig. 9. Comparison of conductor current contributions over the frequency
range 0–3 kHz. The plot shows the current amplitudes of the TM01 mode
I1(f, z) (blue lines), the TM02 mode I2(f, z) (green lines) and the con-
tribution from the branch-cut Ibr(f, z) (red lines) at z = 0 (solid lines)
and at z = 81.8 km (dashed lines), respectively. The black dashed line
shows the asymptotic approximation of the contribution from the branch-cut
Iasbr(f, z) and the black dotted line the corresponding upper bound I
ub
br (f, z)
at z = 81.8 km.
theory for non-discrete radiating modes of multilayered open
waveguide structures, the motivation for this work is also to
study the potential contribution from higher order modes as
well as from the branch-cut in a realistic scenario concerning
the wave propagation on power cables. To this end, we argue
that the simple magnetic frill generator that is used here gives
an excitation model that is sufficiently accurate to serve as a
relevant example. Hence, in Fig. 9 is shown a comparison of
the modal contributions Ip(ω, z) defined in (17) for p = 1, 2,
the contribution from the branch-cut Ibr(ω, z) defined in (21),
the asymptotic approximation Iasbr(ω, z) defined in (61) and
the corresponding upper bound Iubbr (ω, z) defined in (65). A
numerical evaluation of the rest term r(α) has been carried
out to determine the upper bound M defined in (59). The
results are shown for z = 0 and z = 81.8 km. It is noted that
the higher order modes and the contribution from the branch-
cut are only weakly excited, they contribute mainly at lower
frequencies and they are significantly damped in comparison
to the dominant TM01 mode. Except for very low frequencies
(less than 20 Hz or so), the TM02 mode dominates over the
contribution from the branch-cut. It is also noted that since
the branch-point is real valued (lossless exterior domain), the
contribution from the branch-cut does not decay much with
distance. In Fig. (10) is shown the corresponding results in
the time domain plotted on a logarithmic ( dB) scale. It is
observed that the pulse amplitude for higher order modes as
well as for the contribution from the branch-cut is more than
100 dB less than the contribution from the dominant mode in
the relevant timing interval.
It is also interesting to compare the various modal con-
stituents at extremely long distances. In Fig. 11 is shown the
corresponding results regarding the TM01 mode I1(ω, z) and
the contribution from the branch-cut Ibr(ω, z) at z = 0 and
at z = 50 · 81.8 km. The situation is now quite different and
for frequencies above some 200 Hz the contribution from the
branch-cut dominates over the TM01 mode. It is also at these
extremely long distances that the asymptotic approximation
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Fig. 10. Comparison of pulse contributions in the time domain. The solid line
shows the TM01 contribution v1(t, z), the dashed line the TM02 contribution
Ri2(t, z) and the dash-dotted line the contribution from the branch-cut
Ribr(t, z) for z = 81.8 km, respectively.
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Fig. 11. Comparison of conductor current contributions over the frequency
range 0–3 kHz. The plot shows the current amplitudes of the TM01 mode
I1(f, z) (blue lines) and the contribution from the branch-cut Ibr(f, z) (red
lines) at z = 0 (solid lines) and at z = 50 · 81.8 km (dashed lines),
respectively. The black dashed line shows the asymptotic approximation of
the contribution from the branch-cut Iasbr(f, z) and the black dotted line the
corresponding upper bound Iubbr (f, z) at z = 50 · 81.8 km.
Iasbr(ω, z) becomes very close to the numerically computed
integral Ibr(ω, z).
VI. SUMMARY
A detailed modeling and analysis have been presented
regarding the dispersion characteristics of multilayered open
coaxial waveguides. The main application is with transient
signal analysis for very long power cables. An electromagnetic
model has been developed which is based on a layer recursive
computation of determinants in connection with a magnetic
frill generator excitation. The layer recursive formulation
enables a stable and efficient numerical computation of the re-
lated dispersion functions as well as a detailed analysis regard-
ing the analytic and asymptotic properties of the associated
determinants. Modal contributions as well as the contribution
from the associated branch-cut (non-discrete radiating modes)
have been defined and analyzed. A concrete example have
been included based on measurements and modeling of pulse
propagation on an 82 km long HVDC power cable. In this
example, it is concluded that the contribution from the second
TM mode as well as from the branch-cut is negligible for all
practical purposes. However, it has also been shown that for
extremely long power cables the contribution from the branch-
cut can in fact dominate over the quasi-TEM mode for some
frequency intervals.
APPENDIX A
DEFINITION OF CYLINDRICAL VECTOR WAVES
The Fourier transform of the electric field over the longitu-
dinal space coordinate z is defined here by
E(ρ, α) =
∫ ∞
−∞
E(r)e−iαz dz,
E(r) =
1
2pi
∫ ∞
−∞
E(ρ, α)eiαz dα,
(67)
and similarly for the magnetic field. It is assumed that all fields
are analytic functions of α = α′ + iα′′ for α′′− < Imα < α
′′
+
where α′′− < 0 and α
′′
+ > 0.
In the cylindrical coordinate system the fields are periodic
in the angular coordinate φ. The corresponding Fourier series
expansion of the electric field is defined here by
Em(ρ, α) =
1
2pi
∫ pi
−pi
E(ρ, α)e−imφ dφ,
E(ρ, α) =
∞∑
m=−∞
Em(ρ, α)e
imφ,
(68)
and similarly for the magnetic field. Note that the Fourier
integral in (68) is defined to operate only on the cylindrical
coordinates of the vector field, and does not operate on the
space dependent unit vectors ρˆ and φˆ.
Consider a homogeneous and isotropic cylindrical region
with relative permittivity , relative permeability µ and
wavenumber k = k0
√
µ. The cylindrical vector waves are
defined here by
χ1m(r, α) =
1
κ
∇× (zˆψm(κρ)eimφeiαz) ,
χ2m(r, α) =
1
k
∇× χ1m(r, α),
(69)
where ψm(κρ) is a regular Bessel function or a Hankel
function of the first kind, both of order m, see also [5, 7].
Here, α is the longitudinal wavenumber and κ =
√
k2 − α2
the transverse wavenumber where the square root is chosen
such that 0 < arg κ ≤ pi and hence Imκ ≥ 0. The following
notation will be used
χτm(r, α) = χτm(ρ, α)e
imφeiαz, (70)
where τ = 1, 2, and the vectors χτm(ρ, α) are given explicitly
in cylindrical coordinates as
χ1m(ρ, α) = ρˆ
im
κρ
ψm(κρ)− φˆψ′m(κρ),
χ2m(ρ, α) = ρˆ
iα
k
ψ′m(κρ)− φˆ
mα
kκρ
ψm(κρ) + zˆ
κ
k
ψm(κρ),
(71)
and where ψ′(·) denotes a differentiation with respect to the
argument.
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It can be shown by direct calculation that ∇×χ2m(r, α) =
kχ1m(r, α). The following curl properties are thus obtained
∇× χτm(r, α) = kχτ¯m(r, α), (72)
for τ = 1, 2, and where τ¯ denotes the complement of τ (1¯ = 2
and 2¯ = 1). It follows from (72) that the second order curl
properties are given by
∇×∇× χτm(r, α) = k2χτm(r, α), (73)
for τ = 1, 2. It follows also from (72) that the two cylindrical
vector waves are solenoidal with ∇·χτm(r, α) = 0, and from
(73) that they satisfy the vector Helmholtz wave equation
∇2χτm(r, α) + k2χτm(r, α) = 0, (74)
for τ = 1, 2.
Let the regular and the outgoing (radiating) cylindrical
vector waves vτm(r, α) and uτm(r, α) be defined as in (69)
by using the regular Bessel functions and the Hankel functions
of the first kind, Jm(κρ) and H
(1)
m (κρ), respectively. The
electric and magnetic fields can then generally be expanded
as
E(r) =
1
2pi
∫ ∞
−∞
∞∑
m=−∞
Em(ρ, α)e
imφeiαz dα
=
1
2pi
∫ ∞
−∞
∞∑
m=−∞
2∑
τ=1
[aτm(α)vτm(r, α)
+bτm(α)uτm(r, α)] dα, (75)
and
H(r) =
1
2pi
∫ ∞
−∞
∞∑
m=−∞
Hm(ρ, α)e
imφeiαz dα
=
1
iη0η
1
2pi
∫ ∞
−∞
∞∑
m=−∞
2∑
τ=1
[aτm(α)vτ¯m(r, α)
+bτm(α)uτ¯m(r, α)] dα, (76)
where H = 1ik0η0µ∇ × E and (72) have been used, see
also [5, 7]. Here, aτm(α) and bτm(α) are complex valued
expansion coefficients with the same dimension as the electric
field ( Vs/m), and which can be determined by applying the
appropriate boundary conditions. The expansions (75) and (76)
are valid in homogeneous and source-free cylindrical regions
or layers. For the interior region containing the origin (ρ = 0),
the expansions (75) and (76) consist only of regular vector
waves vτm(r). For the exterior region (containing ρ =∞) the
expansions (75) and (76) consist only of outgoing (radiating)
vector waves uτm(r).
Field components with coefficients a1m and b1m (τ = 1)
are referred to as Transverse Electric (TE), and fields with
coefficients a2m and b2m (τ = 2) are referred to as Transverse
Magnetic (TM). Finally, it is noted that the transformed field
can be written as
Em(ρ, α) =
2∑
τ=1
aτm(α)vτm(ρ, α) + bτm(α)uτm(ρ, α)
= ρˆEmρ(ρ, α) + φˆEmφ(ρ, α) + zˆEmz(ρ, α), (77)
where Emρ(ρ, α), Emφ(ρ, α) and Emz(ρ, α) denote the cylin-
drical coordinates of Em(ρ, α), and similarly for the magnetic
field.
APPENDIX B
RECURSIVE COMPUTATION OF DETERMINANTS
The determinants detA(ω, α) and detB(ω, α) related to
the linear system of equations in (7) through (9) have the
general structure∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
−x11 x31 x41
−y11 y31 y41
−x12 −x22 x32 x42
−y12 −y22 y32 y42
. . .
. . .
−x1N−1 −x2N−1 x3N−1 x4N−1
−y1N−1 −y2N−1 y3N−1 y4N−1
−x1N −x2N x4N
−y1N −y2N y4N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(78)
where the elements of A(ω, α) are given by
x1i = κiJ0(κiρi), i = 1, . . . , N,
x2i = κiH
(1)
0 (κiρi), i = 2, . . . , N,
x3i = κi+1J0(κi+1ρi), i = 1, . . . , N − 1,
x4i = κi+1H
(1)
0 (κi+1ρi), i = 1, . . . , N,
(79)
and 
y1i = iJ1(κiρi), i = 1, . . . , N,
y2i = iH
(1)
1 (κiρi), i = 2, . . . , N,
y3i = i+1J1(κi+1ρi), i = 1, . . . , N − 1,
y4i = i+1H
(1)
1 (κi+1ρi), i = 1, . . . , N,
(80)
and similarly for the matrix B(ω, α) where −x11 = 1 and
y11 = 0. Straightforward modifications can be implemented to
adapt for the case with exponential scalings as described in
section II-D.
Let fi and gi denote auxiliary determinants for i =
1, . . . , N . By defining the first order determinants as{
f1 = −x11,
g1 = −y11 ,
(81)
the second order determinants can be computed as
f2 =
∣∣∣∣∣∣∣∣
f1 x
3
1 x
4
1
g1 y
3
1 y
4
1
0 −x12 −x22
∣∣∣∣∣∣∣∣
= (x12y
4
1 − x22y31)f1 + (x22x31 − x12x41)g1, (82)
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and
g2 =
∣∣∣∣∣∣∣∣
f1 x
3
1 x
4
1
g1 y
3
1 y
4
1
0 −y12 −y22
∣∣∣∣∣∣∣∣
= (y12y
4
1 − y22y31)f1 + (y22x31 − y12x41)g1. (83)
Similarly, it can be shown that the ith order determinants can
be computed recursively as
fi =
∣∣∣∣∣∣∣∣∣∣∣∣
. . .
−x1i−1 −x2i−1 x3i−1 x4i−1
−y1i−1 −y2i−1 y3i−1 y4i−1
−x1i −x2i
∣∣∣∣∣∣∣∣∣∣∣∣
= (x1i y
4
i−1 − x2i y3i−1)fi−1 + (x2ix3i−1 − x1ix4i−1)gi−1, (84)
and
gi =
∣∣∣∣∣∣∣∣∣∣∣∣
. . .
−x1i−1 −x2i−1 x3i−1 x4i−1
−y1i−1 −y2i−1 y3i−1 y4i−1
−y1i −y2i
∣∣∣∣∣∣∣∣∣∣∣∣
= (y1i y
4
i−1 − y2i y3i−1)fi−1 + (y2i x3i−1 − y1i x4i−1)gi−1. (85)
The final determinant detX (detA(ω, α) or detB(ω, α)) is
computed as
detX = y4NfN − x4NgN , (86)
where {
fi = Aifi−1 +Bigi−1,
gi = Cifi−1 +Digi−1,
(87)
and 
Ai = x
1
i y
4
i−1 − x2i y3i−1,
Bi = x
2
ix
3
i−1 − x1ix4i−1,
Ci = y
1
i y
4
i−1 − y2i y3i−1,
Di = y
2
i x
3
i−1 − y1i x4i−1,
(88)
for i = 2, . . . , N .
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