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In this short article, suﬃcient condition for controllability of nonlinear dispersion system
is studied. The result is obtained by using the Schaefer ﬁxed-point theorem. This work
extends the work of Chalishajar, George and Nandakumaran [D.N. Chalishajar, R.K. George,
A.K. Nandakumaran, Exact controllability of the third order nonlinear dispersion equation,
J. Math. Anal. Appl. 332 (2007) 1028–1044]. Usually authors assume the compactness of
semigroup while studying the controllability. Here we drop this assumption and prove the
controllability result.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
The problem of controllability of nonlinear systems described by ordinary differential equation in ﬁnite and inﬁnite
dimensional spaces has been studied by several authors. Naito and Seidman [8] studied the invariance of approximately
reachable set under nonlinear perturbation whereas Yamamoto and Park [14] discussed the controllability of parabolic
systems with uniformly bounded nonlinear terms. Balachandran and Sakthivel [1,2] studied the controllability of integro-
differential Systems in Banach spaces, also with delay term. Recently, Chalishajar, George and Nandakumaran have proved
the exact controllability of nonlinear third order dispersion equation [4]. Here our aim is to study the controllability of the
nonlinear integro-differential third order dispersion system by using Schaefer ﬁxed point theorem (refer to [13]). This work
extends the work of Russell and Zhang [12], in which the authors considered a linear dispersion system and the work of
Chalishajar, George and Nandakumaran [4] in which nonlinear system is considered. Also the approach in [3,4] is mono-
tone operator theory [6] and integral contractors. The semilinear partial integro-differential system considered here in the
abstract formulation arises in some of the applicable ﬁelds of engineering (refer to [5,11,16]).
In 1895, Korteweg and de Vries considered the following equation as a model for propagation of some surface water
waves along a channel (refer to [7])
ηt = 3
2
√
g
l
(
1
2
η2 + 2
3
αη + 1
3
σηxx
)
x
(1.1)
where η is the surface elevation above the equilibrium level l,α is a small constant related to the uniform motion of the
liquid, g is the gravitational constant, and σ = l33 − T lρg with surface capillary tension T and density ρ . When posed on the
whole real line R or on a periodic domain, (1.1) can always be reduced by certain variable transformations to its standard
form
ut + uux + uxxx = 0
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D.N. Chalishajar / J. Math. Anal. Appl. 348 (2008) 480–486 481where u ≡ u(x, t) is a real valued function of two real variables x and t and subscript is the corresponding partial derivatives.
The KDV equation has been studied extensively by researchers in various aspects (refer to [15] and references cited therein).
We have considered the dispersion form of KDV equation in Section 2.
2. Preliminaries
Consider the nonlinear third order dispersion equation
∂w(x, t)
∂t
+ ∂
3w(x, t)
∂x3
= (Gu)(x, t) + f
(
t,w(x, t),
t∫
0
g
(
t, s,w(x, s)
)
ds
)
(2.1)
on the domain t  0, t ∈ [0,b] = J , 0 x 2π, with periodic boundary conditions
∂kw(0, t)
∂xk
= ∂
kw(2π, t)
∂xk
, k = 0,1,2 (2.2)
and initial condition
w(x,0) = 0 (2.3)
where
(Gu)(x, t) = g1(x)
{
u(x, t) −
2π∫
0
g1(s)u(s, t)ds
}
(2.4)
where g1(s) is a piece-wise continuous nonnegative function on [0,2π ] such that
[g1] def=
2π∫
0
g1(x)dx = 1.
Here, f : J × R× R → R is a continuous nonlinear function. The state w(., t) takes values in a Banach space X with the norm
‖.‖ and the control function u(.) is given in L2( J ,U ), a Banach space of all admissible control functions, with U = L2(0,2π)
as a Banach space. g : Δ × X → X, is nonlinear function, where Δ = {(t, s);0  s  t  b} and t ∈ J = [0,b]. Deﬁne an
operator A with domain D(A) given by
D(A) =
{
w ∈ H3(0,2π): ∂
kw(0)
∂xk
= ∂
kw(2π)
∂xk
; k = 0,1,2
}
such that
Aw = −∂
3w
∂x3
. (2.5)
It follows from Lemma 8.5.2 and Korteweg–de Vries equation of Pazy [9] that A is the inﬁnitesimal generator of a C0-group
of isometry on U . Let {Φ(t)}, t  0, be the C0-group generated by A. Obviously, one can show for all w ∈ D(A),
〈Aw,w〉L2(0,2π) = 0. (2.6)
Also, there exists a constant M > 0 such that
sup
{∥∥Φ(t)∥∥: t ∈ [0,b]} M. (2.7)
Deﬁnition 2.1. The system (2.1) is said to be controllable on the interval J if for every w1 ∈ X1 = {w ∈ L2(0,2π):∫ 2π
0 w(t)dt = 0} with [wT ] = 0, there exists a control u ∈ L2(0,b; L2(0,2π)) = L2( J ,U ) such that the corresponding so-
lution w(., t) of (2.1) satisﬁes w(.,b) = w1.
Russell and Zhang [12] studied the exact controllability of a corresponding linear system (i.e. with f ≡ 0 in (2.1)). In their
analysis, they considered controls which conserve the quantity [w(., t)], which corresponds to the Volume, refer to Russell
and Zhang [12] for more details.
Usually in literature authors discussed the controllability result with the assumption of compactness of semigroup. Here
we drop this condition and study the controllability of the system. We use the following ﬁxed-point theorem due to Schae-
fer [13] to obtain our main result.
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continuous and image of any bounded set is contained in a compact set, and let
ξ(F ) = {w ∈ E, w = λF w for some 0 < λ < 1}.
Then, either ξ(F ) is unbounded or F has a ﬁxed point.
We assume the following hypotheses.
1. A is the inﬁnitesimal generator of a C0-group of bounded linear operators Φ(t), t  0 in X . So there exist constants
M1  1 and α ∈ R+ such that ‖Φ(t)‖ M1eαt , t  0.
2. The linear operator W : L2( J ,U ) → X , deﬁned by
Wu =
b∫
0
Φ(b − s)(Gu)(x, s)ds
has an inverse operator W˜−1 which takes the values in L2( J ,U )/kerW and there exist positive constants M2,M3 such
that ‖G‖ M2 and ‖W˜−1‖ M3.
3. g satisﬁes Caratheodory condition, i.e.
for each (t, s) ∈ Δ, g(t, s, .) : X → X is continuous, and
for each x ∈ X, g(., ., x) : Δ → X is strongly measurable.
4. f satisﬁes Caratheodory condition, i.e.
for each t ∈ J , f (t, ., .) : R × R → R is continuous, and
for each x, y ∈ R, f (., x, y) : J → R is strongly measurable.
5. For every positive integer k, there exists hk ∈ L1(X, J ) such that for a.e. t ∈ J ,
sup
‖w‖k
∥∥∥∥∥ f
(
t,w(x, t),
t∫
0
g
(
t, s,w(x, s)
)
ds
)∥∥∥∥∥ hk(t).
6. g is integrably bounded L1 Caratheodory in t (refer to [10, p. 11]). Also there exists a continuous function q : J → R
such that∥∥∥∥∥
t∫
0
g
(
t, s,w(x, s)
)
ds
∥∥∥∥∥ q(t)Ω(∥∥w(x, t)∥∥), t ∈ J , w ∈ X,
where Ω : [0,∞) → (0,∞) is a continuous nondecreasing function.
7. There exists a continuous function p : J → R such that∥∥ f (t,w, v)∥∥ p(t)Ω(∥∥w(x, t)∥∥)+ ‖v‖, t ∈ J , w, v ∈ X .
Under above assumptions the system (2.1) has a mild solution of the following form
w(., t) =
t∫
0
Φ(t − s)(Gu)(., s)ds +
t∫
0
Φ(t − s) f
(
s,w(., s),
s∫
0
g
(
s, τ ,w(., τ )
)
dτ
)
ds. (2.8)
Remark 2.2. The regularity of mild solution follows from the assumption that A generates a C0 group of isometries and the
conditions imposed on nonlinear function f .
In order to study the controllability of system (2.1), we introduce a parameter λ ∈ (0,1) and consider the following
system:
∂w(x, t)
∂t
+ ∂
3w(x, t)
∂x3
= λ(Gu)(x, t) + λ f
(
t,w(x, t),
t∫
0
g
(
t, s,w(x, s)
)
ds
)
,
w(x,0) = 0, λ ∈ (0,1), t ∈ J .
The mild solution of the above system is given in the following form:
w(x, t) = λ
t∫
0
Φ(t − s)
[
(Gu)(s) + f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)]
ds.
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Theorem 3.1. If hypotheses 1–7 are satisﬁed and also
b∫
0
mˆ(s)ds <
∞∫
0
ds
1+ s + Ω(s)
where
mˆ(t) = max{α,M1N,M1[p(t) + q(t)]}
and
N = M2M3
[
‖w1‖ + M1
b∫
0
eα(b−s)
[
p(s) + q(s)]Ω(s)ds],
then the system (2.1) is controllable on J .
Proof. Consider the space C = C( J , X), the Banach space of all continuous functions from J into X with sup norm.
Using the hypothesis 2 for an arbitrary function w(., t), deﬁne the control
u(x, t) = W˜−1
[
w1 −
b∫
0
Φ(b − s) f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)
ds
]
(t).
We shall now show that when using this control, operator F : C → C deﬁned by
(F w)(x, t) =
t∫
0
Φ(t − s)
[
(Gu)(x, s) + f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)]
ds
has a ﬁxed point. This ﬁxed point is then a solution of Eq. (2.8).
Clearly (F w)(x,b) = w1, which means that the control u steers the integro-differential system from the initial state to
ﬁnal state w1 in time b, provided we can obtain a ﬁxed point of the nonlinear operator F .
First we obtain a priori bound for the solution
w(x, t) = λ
t∫
0
Φ(t − η)GW˜−1
[
w1 −
b∫
0
Φ(b − s) f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)
ds
]
(η)dη
+ λ
t∫
0
Φ(t − s) f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)
ds.
We have
∥∥w(x, t)∥∥ λ t∫
0
∥∥Φ(t − η)∥∥‖G‖∥∥W˜−1∥∥[‖w1‖ + b∫
0
∥∥Φ(b − s)∥∥∥∥∥∥∥ f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)∥∥∥∥∥ds
]
dη
+ λ
t∫
0
∥∥Φ(t − s)∥∥∥∥∥∥∥ f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)∥∥∥∥∥ds
 M1
t∫
0
eα(t−s)M2M3
[
‖w1‖ + M1
b∫
0
eα(b−s)
[
p(s) + q(s)]Ω(∥∥w(x, s)∥∥)]ds
+ M1
t∫
0
eα(t−s)
[
p(s) + q(s)]Ω(∥∥w(x, s)∥∥)ds
 M1Neαt
t∫
e−αs ds + M1eαt
t∫
e−αs
[
p(s) + q(s)]Ω(∥∥w(x, s)∥∥)ds.0 0
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e−αt
∥∥w(x, t)∥∥ M1N t∫
0
e−αs ds + M1
t∫
0
e−αs
[
p(s) + q(s)]Ω(∥∥w(x, s)∥∥)ds.
Denoting the right-hand side of above inequality by v(t), we have
v(0) = 0 and ∥∥w(x, t)∥∥ eαt v(t),
v ′(t) M1Ne−αt + M1e−αt
[
p(t) + q(t)]Ω(∥∥w(x, t)∥∥) ⇒ eαt v ′(t) M1N + M1[p(t) + q(t)]Ω(∥∥w(x, t)∥∥)
⇒ eαt v ′(t) M1N + M1
[
p(t) + q(t)]Ω(eαt v(t)).
Also,
v(t) = M1N
t∫
0
e−αs ds + M1
t∫
0
e−αs
[
p(s) + q(s)]Ω(∥∥w(x, s)∥∥)ds
⇒ eαt v(t) = M1Neαt
t∫
0
e−αs ds + M1eαt
t∫
0
e−αs
[
p(s) + q(s)]Ω(∥∥w(x, s)∥∥)ds
and
(
eαt v(t)
)′  M1N[1+ αeαt t∫
0
e−αs ds
]
+ M1
[
αeαt
t∫
0
e−αs
[
p(s) + q(s)]Ω(∥∥w(x, s)∥∥)ds]M1[p(t) + q(t)]Ω(∥∥w(x, t)∥∥)
 M1N + αeαt
[
M1N
t∫
0
e−αs ds + M1
t∫
0
e−αs
[
p(s) + q(s)]Ω(∥∥w(x, s)∥∥)ds]+ M1[p(t) + q(t)]Ω(∥∥w(x, t)∥∥)
 M1N + αeαt v(t) + M1
[
p(t) + q(t)]Ω(∥∥w(x, t)∥∥)
 mˆ(t) + mˆ(t)eαt v(t) + mˆ(t)Ω(∥∥w(x, t)∥∥) where mˆ(t) = max{M1N,α,M1[p(t) + q(t)]}
= mˆ(t)[1+ eαt v(t) + Ω(∥∥w(x, t)∥∥)]
 mˆ(t)
[
1+ eαt v(t) + Ω(eαt v(t))].
This implies that
b∫
0
ds
1+ s + Ω(s) 
b∫
0
mˆ(s)ds <
∞∫
0
ds
1+ s + Ω(s) , t ∈ J .
This inequality implies that eαt v(t) < ∞. So there exists a constant K1 such that v(t)  K1 and hence ‖w(x, t)‖  K1,
t ∈ J , where K1 depends only on b and on the functions mˆ and Ω .
Now we shall prove that the operator F : C → C deﬁned by
(F w)(x, t) =
t∫
0
Φ(t − η)GW˜−1
[
w1 −
b∫
0
φ(b − s) f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)
ds
]
(η)dη
+
t∫
0
Φ(t − s) f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)
ds
is completely continuous operator.
We deﬁne a mapping V1 : C → C such that
V1w(x, t) = φ(t − η)GW˜−1
[
w1 −
b∫
0
φ(b − s) f
(
s,w(x, s),
s∫
0
g
(
s, τ ,w(x, τ )
)
dτ
)
ds
]
(η).
First we deﬁne a mapping V : C → C such that V w(x, t) = f (t,w(x, t), Kw(x, t)) for almost every t ∈ J , where
Kw(x, t) = ∫ t g(t, s,w(., s))ds.0
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0 ‖Kw(r, t)‖dt < ∞ (here w ∈ C ).
Let w ∈ C and r > 0 be such that ‖w‖ r, where ‖w‖ = supt∈ J ‖w(x, t)‖x .
The measurability of w and assumption (3) imply that g(t, s,w(x, s)) is measurable. Now from Tonelli’s theorem, we
have that Kw(x, t) = ∫ b0 ‖g(t, s,w(x, s))‖ds is measurable. Also assumption (6) yields for any constant B > 0
b∫
0
∥∥g(t, s,w(., s))∥∥ds sup
t∈ J
b∫
0
μr,t(x, s)ds ≡ Br < ∞. (3.1)
Therefore Tonelli’s Theorem implies that
∫
J× J
‖g‖d(μ × μ) =
b∫
0
b∫
0
∥∥g(t, s,w(x, s))∥∥dsdt < ∞
(here μ denotes the Lebesgue measure on J ). Consequently g(t, s,w(x, t)) ∈ L1(μ × μ) and by Fubini Theorem, Kw(x, t) =∫ b
0 g(t, s,w(x, s))ds, is integrable, therefore the claim is proved.
We next show that V : C → C is well deﬁned. Let w ∈ C . Then w(x, t) and Kw(x, t) both are measurable and so as-
sumption (4) guarantees that V w(x, t) = f (t,w(x, t), Kw(x, t)) is measurable. Since w ∈ C, there exists an r > 0 such that
‖w‖ r and from (3.1) we have that ‖Kw(x, t)‖ Br1 for all t ∈ J . Let r2 = max{r, Br1 }. Then by assumptions (4) and (7)
there exists hr1 ∈ L1( J ) such that ‖V w(x, t)‖ hr2(t) for a.e. t ∈ J . Thus V is well deﬁned.
Now we deﬁne the operator, C : C ⊆ Lp( J , x) → C ⊆ Lp′( J , x) by
Nw(x, t) =
t∫
0
φ(t − s)V w(x, s)ds, 1 p, p′ ∞.
We require that N is continuous and completely continuous. To see that N : Lp( J , X) → C is continuous, let wn → w in
Lp( J , X). Then with q satisfying 1p′ + 1p = 1,
‖Nwn − Nw‖ M
1
q b
1
q
( b∫
0
∥∥V wn(x, s) − V w(x, s)∥∥q ds)
1
q
→ 0 if 1 p′ < ∞,
‖Nwn − Nw‖ Mb ess sup
t∈ J
∥∥V wn(x, s) − V w(x, s)∥∥→ 0 if p′ = ∞.
Thus N is continuous and subsequently operator V1 and hence F : C → C is also continuous. Next we show that
N : Lp( J , X) → C is completely continuous. Let Ω ⊆ Lp( J , X) be bounded, that is, there exists a constant A1 > 0 such
that ‖w(x, t)‖ A1 for each w ∈ Ω. So there exists aA1 ∈ Lp′( J , X) such that for any w ∈ Lp( J , X) with ‖w‖ A1, we have‖V (w(x, t))‖ aA1 (x, t) a.e. on J . Thus NΩ is uniformly bounded, since for w ∈ Ω
‖Nw‖
b∫
0
aA1 (x, s)ds ≡ B0 < ∞.
Also for w ∈ Ω and t1, t2 ∈ J , t1 < t2
∥∥Nw(x, t2) − Nw(x, t1)∥∥ t2∫
t1
∥∥φ(t2 − s) − φ(t1 − s)∥∥∥∥V w(x, s)∥∥ds M2 t2∫
t1
aA1 (x, s)ds → 0 as t1 → t2.
Thus NΩ is equicontinuous on J .
Now we have to show that Nw(x, t) is relatively compact for each t ∈ J .
Let Bk = {w ∈ B0: ‖w‖ k}, for some k 1; where B0 = {w ∈ C : w(x,0) = 0}.
Since NBK is an equicontinuous and uniformly bounded collection, it is suﬃcient by Arzela–Ascoli theorem to show that
the set {(Nw)(x, t): w ∈ Bk, t ∈ J } is pre-compact in X for each t ∈ J . Since (Nw)(x,0) = 0 for w ∈ Bk , it is suﬃcient to
show this for 0 < t  b.
Let 0 < t  b be ﬁxed and  a real number satisfying 0 <  < t such that
(Nw)(x, t) =
(t−)∫
φ(t − s)V w(x, s)ds +
t∫
φ(t − s)V w(x, s)ds.
0 (t−)
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(Nw)(x, t) =
(t−)∫
0
φ(t − s)V w(x, s)ds = φ()
(t−)∫
0
φ(t −  − s)V w(x, s)ds.
Thus the set {Nw(x, t): w ∈ Bk} is per-compact in X for every  , 0 <  < t. Moreover, for every w ∈ Bk , we have
∥∥(Nw)(x, t) − (Nw)(x, t)∥∥ t∫
t−
∥∥φ(t − s)∥∥V w(x, s)ds M1 t∫
t−
aA1 (x, s)ds → 0 as  → 0.
Therefore there are pre-compact sets arbitrarily close to the set {(Nw)(x, t): w ∈ Bk} is pre-compact in X .
The Arzela–Ascoli theorem now guarantees that N is completely continuous operator and hence V1 is completely con-
tinuous. By similar argument one can show that F is completely continuous.
Finally, the set ξ(F ) = {w(., t) ∈ C : w(x, .) = λF w(., t), λ ∈ (0,1)} is bounded, as proved earlier. Therefore by applying
Schaefer’s theorem, the operator F has a ﬁxed point in C . This means that any ﬁxed point of F is a mild solution of the
system (2.1) on J satisfying (F w)(x, t) = w(x, t). Thus, the system (2.1) is controllable on J . This completes the proof. 
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