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ABSTRACT OF THESIS
CROSS APPROXIMATION METHODS FOR INTEGRAL EQUATION
MATRICES WITH COMPLEX STRUCTURE
Electrical and computer engineers rely on electromagnetic field (EM) theory
to formulate and design systems that utilize information or energy obtained from
a signal. Over time these systems have been increased in scale and complexity
and adapted to handle a wider array of problems. This has motivated substantial
developments in computational sciences including the area of computational elec-
tromagnetics (CEM). The focus of CEM is the simulation of electromagnetic fields.
At the University of Kentucky, the CEM group has developed several modeling
tools that are based on the application of approximation theory to integral equations.
This allows the physical problem to be represented as a linear system of equations.
Often times, these simulations prove difficult to implement due to issues related
to hardware limitations, problem scale, complicated geometries, etc. To deal
with large problems that might otherwise exceed the capacity of a computing
platform, several sparse sampling methods have been developed. These methods
enable the construction of controllably accurate, data-sparse representations of
large, dense matrices using only a sparse set of samples of the underlying matrix.
One such method is the Adaptive Cross Approximation (ACA) - which is a type
of Pseudoskeleton (PSK) method. However, recently it has been observed that
the ACA fails to provide adequate error control for certain types of structured,
low-rank matrices. In this presentation, we develop modified versions of the ACA
and investigate their application to matrices for which the original ACA fails.
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1 INTRODUCTION
There are many parts necessary to simulating electromagnetic fields. The University
of Kentucky’s CEM group combines approximation theory and Nyström theory with
integral equations formulations of Maxwell’s equations in order to produce a linear
system of equations. These systems are large and dense, and in many cases the
associated cost of simulations can easily exceed the capabilities of modern computers.
In response, sparse sampling methods are applied to produce controllably accurate,
data-sparse representations of dense matrices. One sparse sampling method that is used
is the Adaptive Cross Approximation (ACA). The ACA compresses low-rank matrices
by representing them as an outer product constructed using only a subset of the total
number of rows and columns of the matrix. The ACA was originally formulated by
Bebendorf [2, 3].
Since then, the theory has been applied to create methods for analyzing CEM
problems [1, 10, 15, 18]. Recently, it has been observed that for certain types of
structured, low-rank matrices the ACA fails to provide adequate error control. In
the following, we develop several modified versions of the ACA and investigate their
application for which the original ACA fails.
1
2 FORMULATION
Twodifferent integral equation formulations are provided and used to test the compression
methods that will be presented later in this thesis. The first integration equation is a
volume integral equation formulation for magnetostatic problems. The second is a
surface integral formulation of an electrostatic problem.
2.1 BACKGROUND
The simulations discussed in the following sections combine integral equation formulat-
ions of electromagnetic field theory with approximation theory in order to approximate
the current in a magnetostatic problem or the potential in an electrostatic problem. It is
possible to determine the associated interior and exterior electromagnetic fields as well
as other valuable EM information after the solution of the equations in Sections 2.2 and
2.3. These details are excluded from the following sections because they do not directly
effect the dicussion.
It is beneficial to define some of the notation prior to discussing any relevant integral
equation discretizations. M (r, r ′) represents the Green’s function where r ′ and r are the
source and field points, respectively. The Green’s function is the impulse response of a
partial differential equation. In this context, the presentedGreen’s function is the impulse
response of the scalar wave equation. The Green’s function in open, homogeneous space
is
 (r, r ′) = 4G?(− 9 : |r − r
′ |)
4c |r − r ′ |
. (2.1)
In this discussion, only the static limit of the Green’s function is considered. Therefore,
the wavenumber : = 0 and the Green’s function becomes
 (r, r ′) = 1
4c |r − r ′ |
. (2.2)
This notation will be used in the following sections to derive a magnetostatic volume
integral equation as well as a surface integral equation for electrostatics in the presence
of a conducting fluid.
2
2.2 MAGNETOSTATIC VOLUME INTEGRAL EQUATION DISCRETIZATION
The magnetostatic volume integral equation (VIE) is derived and discretized using a
locally corrected Nyström (LCN) method [5, 6, 7]. The formulation and discrete form
are summarized here for completeness. This thesis will study the application of the
adaptive cross approximation and related algorithms to submatrices of the discretized
VIE. Assume V is a inhomogeneous, anisotropic magnetic material with magnetic
susceptibility j̄< (r) evaluated at quadrature point r. If the source magnetic field
intensity NB (r) interacts with V, then an unknown magnetization S (r) is induced.






 (r, r ′)S (r ′)3E ′ + NB (r), r ∈ +. (2.3)
Equation (2.3) can be discretized using multiple methods. In this case, the locally
corrected Nyström method [5, 6] is applied to obtain a linear system of equations
` x = b, (2.4)
where ` is the system matrix, b contains the magnetic excitation vector evaluated at
quadrature point r, and x contains unknown coefficients corresponding to the source
magnetization vector sampled at each quadrature point r.
2.3 ELECTROSTATIC SURFACE INTEGRAL EQUATION DISCRETIZATION
The derivation of a surface integral equation (SIE) for the prediction of the corrosion-related
electrostatic fields of conducting structures in an electrolyte [11, 12] is presented. The
resulting integral equation is discretized using the LCNmethod discussed in Section 2.2
[5, 6, 7]. Assume V is a charge-free electrolytic volume of homogeneous conductivity
f. Let a surface Γ bound V with outward unit normal n̂. Then, the electric potential Φ
in V satisfies Laplace’s equation, and Green’s second identity is applied to obtain









 (r, r ′) n̂′ · ∇′Φ(r ′)3Γ′, r ∈ +, (2.6)










 (r, r ′) n̂′ · ∇′Φ(r ′)3Γ′, r ∈ Γ. (2.7)
Although not indicated in eq. (2.3), it is also necessary to include a contraint on the
average potential in the pure Neumann problem to uniquely constrain the solution for Φ
[11, 12].
The derived SIE is discretized using theLCNmethod to produce thematrix equation
` x = b, (2.8)
where ` is the system matrix, b is the excitation vector, and x contains unknown
coefficients corresponding to the source potential vector sampled at each quadrature
point r on Γ.
4
3 DATA SPARSE SOLUTION METHODS
This section presents algorithms implemented to increase the efficiency of simulations.
These methods include, but are not limited to, geometric meshing, tree data structures,
N2 data structures and compression algorithms such as the ACA.
3.1 SPATIAL DECOMPOSTION WITH TREE DATA STRUCTURES
In CEM applications, material structures are typically represented using some kind of
mesh, with basis functions providing a description of the field behaviors on the mesh
cells. Elements of the mesh can have different geometries including triangles, quads,
or hexes and are made up of multiple points in space. The size, shape, number of cells,
and the characteristics of each cell are all dependent on the algorithm used to generate
the mesh and the input parameters set by the user.
Meshes are spatially decomposed through the application of tree data structures.
This enables the classification of source and field interactions as near and far apart,
which is useful because far interactions are compressible using algorithms such as the
ACA. Octrees partition elements found in three-dimensional space by encapsulating
them using a single cube and subdividing it into eight equally-sized, smaller cubes
called children. A multi-level tree is obtained by recursively subdividing each child
cube. These partitions of the tree are referenced by their depth and index respective to
other groups at the same depth and are often called groups.
Once the mesh has been generated, samples of the basis functions that exist on
mesh elements (degrees of freedom) are stored within groups of the octree. Groups are
a name given to the spatial subdivisions of the tree structure. The number of groups is
determined based on information such as the number of levels in the tree, whether it is
an adaptive tree structure or not, as well as how large the size of each group is relative
to the wavelength associated with the incident field. If all of the degrees of freedom are
stored and the octree still contains empty groups, then the empty groups are deleted to
reduce memory consumption. In this case, adaptive tree structures were utilized and the
wavelength is not considered because : = 0. An adaptive tree recursively subdivides
groups based on a condition set by the algorithm. For example, many adaptive tree
structures will subdivide based on the number of elements in the group. An example
of a quadtree, a two-dimensional tree structure, that divides if three or more points in
space are in a group is shown in Figure 3.1a. An example of an adaptive octree is also




Figure 3.1: Adaptive tree structures with differing numbers of dimensions.
3.2 FILL METHOD
After the problem geometry is meshed and decomposed using a tree data structure,
the groups of the tree have been categorized by distance and used to fill the system
matrix. The submatrices of the system matrix are associated with the interactions
between source and field groups mentioned in Section 3.1. Therefore, the system matrix
is effectively categorized by the distance between groups and represented as a N2
data structure. This requires the associated near and far interactions to be filled using
different methods. Submatrices corresponding to near interactions are not relevant to
this discussion because they often have high or full-rank. Far interactions correspond to
low-rank submatrices that are compressed using the ACA through sparse sampling of
rows and columns.
3.2.1 2 DATA STRUCTURE
Now that the general concept of tree structures has been addressed, their applications to
CEM are discussed. Degrees of freedom are treated as a source point (transmitter), field
point (receiver), or both to do calculations and fill the system matrix. Tree structures
allow the grouping of degrees of freedom. This allows groups to be treated in this way
instead, and the system matrix is filled by computing the submatrices corresponding to
source-field group interactions.
For this discussion, assume that the linear system `x = b has been derived for a
problem geometry where ` is the systemmatrix, b is the excitation, and x is the solution
6
vector containing unknown coefficients to be solved for. The cost of filling ` is often
large and can be reduced by using a data-sparse format.
One method that allows us to represent ` in a data-sparse format is the N2 data
structure. N, or hierarchical, data structures are multi-level, data-sparse representations
of dense matrices [8, 9]. The N2 is expressed as
`< = ˆ̀< + [<`<−1\< where < = 2, . . . , ! , (3.1)
where ! is the finest level of the tree structure and the superscript H denotes the
Hermitian transpose. In eq. (3.1), ˆ̀< is the sparse matrix storing the near-neighbor
interactions at level m that were not filled at a finer level of the octree. [< and \< are
rectangular, orthogonal, block-diagonal matrices which compress far-group interactions
at level m of the octree. It is also useful to note that `! is the recovery of the original
interaction matrix ` [1, 14].
When building the N2 representation of the system matrix, the finest levels of the
decomposition are filled first. During this time, certain groups are not filled and are
compressed later in order to improve the result of compression. This is related to the
relationship between the size of groups and the rank of corresponding submatrices. At
finer levels of the tree, the number of groups is higher because groups are smaller in
size than at coarser levels. As group size increases, the rank of matrices corresponding
to these groups does not increase by a significant amount. This is a result of the integral
equations presented in Chapter 2 having smooth kernels.
Examples of a five-level binary tree and N2 decomposition are provided in Figures
3.2 – 3.4. In Figure 3.4, only the shaded regions of each matrix are stored. In addition,
the five-level decomposition is expressed in eq. (3.2).















1 2 3 4 8765








Figure 3.2: Five-level binary tree decompostion.























Figure 3.4: Five level N2 decomposition [1, 14].
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3.2.2 ADAPTIVE CROSS APPROXIMATION
For this discussion, the application of the ACA is specific to CEM problems [1, 10, 15,
18]. Integral equation methods rely on numerically evaluating integral equations with
a known kernel in order to fill the system matrix of a matrix equation obtained through
discretization. The submatrices of the system matrix are large and dense and vary in
rank. The rank of submatrices corresponding to well-separated source and field groups
is low because the kernel  (r, r ′) is smooth. These submatrices can be represented in a
variety of ways. For example, the singular value decomposition can be used to express
low-rank submatrices, but this method is expensive. One example of an alternative
method is the adaptive cross approximation (ACA). The ACA is an algorithm used to
approximate a low-rankmatrix G as the outer product[\ using only a subset of the rows
and columns of G. (It is efficient to compute individual rows/columns of G because the
free-space Green’s function has a very simple form.) A simplified block diagram of the
outer product constructed from G is presented in Figure 3.5. Under ideal conditions, this
method controls the relative error between the densely filled and compressed matrices
















Figure 3.5: Matrix G approximated as its outer product[\. N is the
dimension of matrix G and k is the number of column and row vectors
sampled to produce outer product matrices[ and \, respectively.
When compressing a square matrix with the ACA, the rank of the matrix must be
considered. Matrices that are rank-deficient are compressedmore effectively. Compressing
a full-rank squarematrix actually increases the cost of compression versus densely filling
the matrix because the number of samples : will begin to approach # and the outer
product matrices[ and\ will each cost nearly as much to build as source group G. The
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algorithm begins by building a single vector from the matrix that will be compressed.
Each time a vector is built, it is used to determine which vector to sample next. The
implementation of the ACA used in this case achieves this in one of two ways. The
primary method involves searching for the largest magnitude term of the most recently
built vector. The value of the largest term is compared to a set tolerance while the index
corresponding to this term’s position in the vector is used to sample the next vector
of opposite dimension. The primary method is used during every sampling where the
value compared earlier is not below the set tolerance and convergence has not occured.
If neither of these conditions are satisfied, another method is implemented and used
to search for overlooked vectors and regions that were not sampled during the execution
of the ACA using the primary method. These areas of the matrix can be overlooked
due to their magnitudes being extremely small relative to the maximum of the vectors
being sampled. Unsampled regions of the matrix affect convergence of the ACA. To
prevent this a number of methods are employed. First, the vectors of the matrix that only
contain zero are determined prior to compressing the matrix. This information is stored
and used to sample the matrix more effectively using the sampling method discussed
below. Other important values are stored as well. This includes which vectors of the
matrix have or have not been sampled, the lowest sampled index in the matrix, as well
as the first overlooked vector in the matrix. The lowest sampled index is compared with
the dimension of the matrix. If the lowest index vector is equal to the dimension of the
matrix, then the matrix has been fully sampled. If not, the first overlooked vector is
iterated over and each term’s value is compared to two tolerances. The first tolerance is
recalculated each time a vector is sampled and it depends on the value used to determine
which vector will be sampled next. During execution of the ACA, normalizations will
occur and reduce the values in each sampled vector. This tolerance is used to check
the size of the values found in the overlooked vectors versus vectors that were sampled
recently to ensure they are relatively the same size. The second tolerance is used to check
the overlooked vectors versus an absolute tolerance that is determined experimentally.
The second tolerance prevents sampling of values that approachmagnitudes whose value
near that of numerical noise. If a value from the overlooked vector is compared to both
tolerances and passes both checks, then it is not an overlooked term. Otherwise, it is
marked as overlooked and used in the sampling method described above. In Chapter
4, ACA variants are discussed. The functionality that prevents overlooked vectors is
retained in all variants.
Once the index is calculated, it is used sample the next vector from the block. If
a row is sampled during the first interation, then the next vector will be a column from
the same matrix. Conversely, if a column was sampled then a row will be built instead.
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This creates a pivot where each row and column vector intersects. The resulting column
and row vectors are stored in[ and\, respectively. On the second or greater iteration, a
vector from the outer product corresponding to the index of the most recently built vector
is subtracted from the most recently built vector of equal dimension. If the difference
between the two is significant then the most recently built vector is normalized by the
pivot term. Afterward, the matrix product between the most recently built row and
column is computed and the relative error versus the current outer product[\ is tested.
If the relative error is less than or equal to the ACA tolerance, then the algorithm ends.
However, additional conditions are often set so that this criteria has to be met multiple
times per execution. This ensures that the residual error computed is consistently low
enough across multiple iterations, i.e. that the outer product accurately represents the
compressed block. The parameter that controls this behavior is notated as n?0BB and will
be referred to in Appendix C. Simplified flowcharts of the ACA as well as variations
of the ACA, the RACA, TACA, and AACA, that will be discussed in Chapter 4 are
displayed at the end of each algorithm’s respective section. Figure 3.6 simplifies the
execution of the ACA. The flowcharts are best used for comparison between the ACA
and its variants as some steps have been omitted. Steps that have been omitted are either
optional and depend on the implementation of the ACA algorithms or are retained in





Call to ACA subroutine
Build theCol = A(:,icol)
(If icol not set, icol = 1)
Build theRow = A(irow,:)
Sample index icol
(Largest Magnitude/Overlooked)
Store theCol in U
Store theRow in V
Check relative error of
theCol*theRow with U*V
Return U and V and exit subroutine
No
Relative error at or below set ACA tolerance?
Yes
Figure 3.6: Simplified ACA algorithm flowchart [18].
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4 ADAPTIVE CROSS APPROXIMATION VARIANTS
Chapter 4 presents some circumstances under which the ACA fails to provide good
error control and presents alternative compression methods that aim to deal with ACA
failure. These alternative compression methods are variations of the original adaptive
cross approximation.
4.1 MOTIVATION
There are cases where the ACA fails to provide controllably accurate approximations
of low-rank, structured submatrices G of system matrix `. There are a variety of cases
that are seemingly unrelated that may cause these types of failure. Thus, it is difficult to
predict whether the ACA will fail for a particular submatrix. A few of these cases are
discussed in order to present examples of structured submatrices that cause the ACA to
fail and possible causes of structured submatrices.
It is possible for submatrices to have sparsity or regions comprised of zeroes,
relatively small nonzero values, or both. This is often related to the formulation presented
in Chapter 2. For example, the formulation in Section 2.3 can be broken into near and
far interactions. The far interactions depend on the normal derivative of the Green’s
function. If the normal derivative of the Green’s function is zero then the associated
submatrices become more sparse. This is problematic when the primary sampling
method of the ACA is utilized because it may not be possible to sample rows or columns
in certain regions of the submatrix. This may significantly affect the ACA’s ability to
converge to the input ACA tolerance. These issues become worse and less predictable as
the structure of the matrix becomes more complicated. At tighter tolerances the ACA is
able to represent submatrices with complex structure accurately. In this case, the benefit
of using the ACA is lost because this results in full or nearly full sampling of the matrix.
The cost of fully sampling a matrix using the ACA is approximately double the cost of
using a dense LCN fill.
In response, three base and two hybrid variations of the ACA for compressing
matrices with complex structure have been developed. The base variations of the ACA
aim to modify the primary sampling method the ACA uses or efficiently precondition
the submatrix by averaging before sampling it. Hybrid methods are combinations of
two out of three of the base variations.
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4.2 RANDOMIZED ADAPTIVE CROSS APPROXIMATION
If the ACA is used to compress a structured submatrix, the primary sampling method
the ACA uses may restrict the set of vectors that can be sampled to certain domains
of the matrix. For example, let the system matrix G have a symmetric, three-by-three
checkerboard structure such that zero and nonzero regions alternate vertically or horizontally.
In this case, it is possible that the center dense region of the matrix may not be sampled.
Regardless of the samplingmethod, the ACA always begins by building the an arbitrarily
selected row or column of the matrix. For this discussion, assume that the first column
of the submatrix is sampled at the beginning of the ACA’s execution. Using the primary
sampling method discussed in Section 3.2.2, this will result in the next vector being in
the top or bottom third of the matrix. This behavior will occur during each sampling
and prevent sampling of the dense region in the center of the submatrix. Figure 4.1
illustrates this behavior over two iterations of the execution of the ACA.
Figure 4.1: Visualization of ACA indice selection occuring on a matrix
with checkerboard structure. Each step represents a new vector being
sampled and built. The black and green lines represent the columns and
rows that have been sampled, respectively. Notice that this compression
resulted in an unsampled region in the center.
In an attempt to resolve this problem, the randomized ACA (RACA) has been
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developed. The RACA determines indices by randomly sampling the row or column
space of the matrix being compressed. Subroutines were developed in order to generate
a new seed and random index during each sampling. The details of each subroutine
were not considered and do not impact this discussion. The result is uniformly weighted
probability vector sampling that is independent of matrix structure and vectors that were
sampled prior.
One potential issue with randomly sampling indices is an increase in the number of
resampled indices observed during a single execution. Resampling of vectors also occurs
with the ACA. However, the ACA uses a deterministic sampling method. The number
of resampled vectors is fixed from execution to execution if the same implementation
of the ACA is used. The RACA may resample more or less often from execution to
execution because vector sampling is random. Other issues involve the normalizations
that occur during execution of the ACA. If G contains zero vectors and those vectors are
sampled, then the pivots of those vectors will cause the algorithm to fail due to division
by zero when a normalization occurs. If the pivot is zero, two methods can be used to
prevent this. The first involves detecting zero pivots and preventing normalizations if a
zero pivot is detected. The second involves developing another algorithm that utilizes a
combination of the sampling methods discussed so far. This algorithm is discussed in




Call to ACA subroutine
Build theCol = A(:,icol)
(If icol not set, icol = 1)
Build theRow = A(irow,:)
Sample index icol
(Random Sampling/Overlooked)
Store theCol in U
Store theRow in V
Check relative error of
theCol*theRow with U*V
Return U and V and exit subroutine
No
Relative error at or below set ACA tolerance?
Yes
Figure 4.2: Simplified RACA algorithm flowchart.
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4.3 TOGGLING ADAPTIVE CROSS APPROXIMATION
The normalization by zero issue mentioned in Section 4.2 may be avoided by combining
the ACA’s primary sampling method with the random sampling method of the RACA.
This results in a samplingmethod that toggles back and forth between randomly sampling
indices and selecting indices based on the largest magnitude term of the most recently
built vector. The algorithm that implements this behavior is called the toggling ACA
(TACA).
During one iteration of the ACA, one row and one column of G will be built.
The first vector of the two is always randomly sampled. Next, the second vector’s
index is determined by finding the largest magnitude term in the first vector. This
prevents zero pivots and normalization by zero unless the vector contains only zero. To
prevent normalization by zero in this case, it is still necessary to detect zero pivots and
prevent normalizations if a zero pivot is detected. At the end of the iteration, this process
repeats. However, there is an additional difference between this method and the methods
discussed previously. In the ACA and RACA, the order in which rows and columns
are built is arbitrary. Normally, the order stays the same from iteration to iteration and
the order used does not matter as long as it is consistent during the execution of the
algorithm. This is not true in the case of the toggling ACA. This is because random
sampling has been implemented such that only a subset of the total indices sampled are
randomly sampled. In order to ensure that random sampling occurs evenly between the
row and column spaces of the matrix the algorithm toggles the dimension of the vector
being built each iteration. For example, if during the first iteration a row is randomly
sampled and a column is built based on that row, then in the second iteration a column
will be randomly sampled and used to determine the next row.
This also affects which vectors are normalized. In the original ACA, only the
vectors of [ or \ are normalized. In this case, the vectors accumulated in both of
the outer product matrices are normalized. Normalizations occur in this way in order
to mimic the toggling described previously. A simplified flowchart for the TACA is




Call to TACA subroutine
Build theCol = A(:,icol)
(If icol not set, icol= 1)





Build theRow = A(irow,:)






If switch isn't declared, switch = 0
Return U and V and exit subroutine
No
Relative error at or below set ACA tolerance?
Yes
Store theCol in U
Store theRow in V
Check relative error of
theCol*theRow with U*V
Figure 4.3: Simplified TACA algorithm flowchart.
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4.4 AVERAGED ADAPTIVE CROSS APPROXIMATION
Matrices with complicated structures, sparsity, and high or full rank may affect the
efficiency and accuracy of the ACA. It is ideal that we represent G such that it does not
have these characteristics. In response, an averaged version of the ACA (AACA) has
been developed. As implemented here, the AACA requires simultaneous sampling of
pairs of rows (or columns) of a submatrix, rather than the individual samples required
by the ACA.
Let G denote an "-by-# submatrix of the system matrix. Instead of applying the










A few examples of matrices before averaging (G) and after averaging (W) are provided
in Figure 4.4.
(a) Unaveraged matrix with checkerboard
pattern. (b) Checkerboard matrix after averaging.
(c) Densely filled unaveraged matrix with
complicated structure.
(d) Result of averaging Figure 4.4c.
(e) Difference between Figures 4.4c and 4.4d.
Figure 4.4: Averaging of matrix blocks with simple and complex structure.
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4.4.1 EFFICIENTLY BUILDING &
In eq. (4.1), R and X are square matrices with nonzero elements on the main-diagonal
and two shifted off-diagonals. R and X are constructed as well-conditioned matrices
whose inverses may be calculated efficiently. This was the only consideration when R
and X were formulated. The nonzero values found inside of each matrix were selected
arbitrarily and it is not known whether or not different values may produce different
results. R and X are expressed as the sum between the identity O with a matrix J
that contains the subdiagonals of R and X. Application of the ACA to W requires
row/column sampling. The matrices R and X are defined such that the following two
conditions hold. First, each column (row) ofW is constructed from two or three columns
(rows) of G. Second, R−1 and X−1 must be similar in structure to R and X. However,
R−1 and X−1 will normally contain nonzero values that do not equal those in R and X.
The values found R−1 and X−1 are the result of computing the inverse of R and X and
were not selected like those found in R and X. The structure and formulation of R−1
and X−1 is presented later in the section.
R and X are expressed below so that these requirements are satisfied. Let the















J! (8, 9) =

1







J' (8, 9) =

1







Let V = GX. ∧ represents logical conjunction (AND). The 9 th column of V is,
V(:, 9) =

G(:, 9) + 12
∑





G(:, 9) + 12 G(:, 8) otherwise
(4.6)





9 + #2 9 ≤
#
2
9 − #2 9 >
#
2




































⌉ if mod(#, 2) = 1
. (4.7)





, 8 becomes a vector i
containing both of the values obtained after evaluating the first two cases. It is necessary
to sum three vectors together in this case because the subdiagonals intersect in the
median vectors of both the row and column spaces of X if # is odd. It is possible to
construct R or X without this overlap occuring by making the off-diagonals’ distance
from the main-diagonal unequal. However, this causes the second condition mentioned
previously to fail. If the off-diagonal shift of R or X is not constant on both sides of the
main-diagonal, then their inverses become dense.





P(:, j) A(:, j) A(:, i)
Figure 4.5: Visualization of efficiently determining a column of V = GX.
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Once the desired vector of V is filled, a similar matrix product is computed with R
and V in order to fill W. In this case, each term of W has to be filled separately because
the rowspace of R is iterated over. This causes the indices of the nonzero values to
shift with each iteration. By implementing the V filling method in a loop, the W fill is
expressed in a similar form. This is illustrated by the following set of equations.
W(8, 9) =

V(8, 9) + 12
∑










8 + "2 8 ≤
"
2
8 − "2 8 >
"
2




































⌉ if mod(", 2) = 1
(4.9)
After the vector from W is filled, it is stored in either [W or \W . After calculating
the outer product ofW, the averaging must be undone in order to return the outer product
[\ associated with G.
W = R G X
= [&\& (4.10)
G = (R−1[&) (\& X−1) = [\ (4.11)
[ = R
−1[& (4.12)
\ = \& X
−1 (4.13)
R and X were defined in Section 4.4.1 so that it is possible to compute their inverses
efficiently. The structures of R−1 and X−1 change depending on whether " and # are
even or odd. In Figure 4.6, R and X are displayed alongside R−1 and X−1.
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(a) Matrix R. (b) Matrix X.
(c) Matrix R−1. (d) Matrix X−1.
Figure 4.6: Comparison of Matrices R and X with their Inverses
The procedure used to build each inverse is similar to the procedures used to
calculate V and W. R−1 and X−1 are expressed as
R−1 = O! + K! (4.14)
X−1 = O' + K' , (4.15)
where O! and O' are identity matrices sharing the dimensions of R and X, respectively.




I!1 if mod(", 2) = 0




I'1 if mod(#, 2) = 0
I'2 if mod(#, 2) = 1
(4.17)
I!1 (8, 9) =

1
3 if |8 − 9 | = 0









2 if |8 − 9 | ∈
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0, " − 1
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1 if |8 − 9 | = 0













3 if |8 − 9 | = 0









I'1 (8, 9) =

1
3 if |8 − 9 | = 0









2 if |8 − 9 | ∈
{
0, # − 1
}











1 if |8 − 9 | = 0













3 if |8 − 9 | = 0








[ and \ are determined using one of two methods. The first method requires
building the matrix products in eq. 4.11. The second method involves using the R[
decompositions of R and X to solve a series of matrix equations.
4.4.2 REVERSION METHOD #1: CALCULATING MATRIX PRODUCTS
USING INVERSES OF ! AND '
The procedure used to calculate rows/columns of V and W is slightly modified in order
to solve for [ and \. Each row/column of [ and \ contains either two or three
nonzero values. Therefore, the elements of[ are expressed as the sum of two or three
values of[& scaled by one of the nonzero values in R−1.
[ (8, 9) =










+ 2[& (:2, 9)
0[& (8, 9) + 1[& (:1, 9) otherwise
(4.22)
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0 is a nonzero value located where the main diagonal and row 8 of R−1 intersect. Scalars
1 and 2 represent nonzero values that are not elements of the main diagonal, but are
found in the same row/column as 0. :1 and :2 are the row indices of the elements in




























2 8 = "



















































































Similarly, the elements of \ are expressed as the sum of two or three values of
\& scaled by one of the nonzero values in X−1. In this case, 0, 1, and 2 are nonzero
values found in X−1. :1 and :2 are the row indices of the elements in \& that are scaled
by 1 and 2 after matrix multiplication with X−1.
27
\ (8, 9) =










+ 2\& (:2, 9)





























2 8 = #



















































































After [ and \ are calculated, the compression is complete and [ and \ are used
to reconstruct submatrix G of system matrix `. A simplified flowchart for the AACA is
provided in Figure 4.8.
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4.4.3 REVERSION METHOD #2: SOLVING MATRIX EQUATIONS USING
THE LU DECOMPOSITIONS OF ! AND '
The inverses can also be calculated efficiently by performing the LU decomposition.
If " ≠ # , then it is necessary to calculate the LU decompositions of both R and
X. It is only necessary to store the main-diagonal of U and off-diagonal of L. The
values found in the main-diagonal of U and off-diagonal of L only depend on row
operations performed using the off-diagonals ofL andU to compute the upper triangular
matrix. The off-diagonal of L must be filled prior to filling the main-diagonal of U.
Similarly, the values in the off-diagonal of L only depend on their respective values in
the main-diagonal ofU.
(a) Matrix R
(b) Lower Triangular Matrix L of R (c) Upper Triangular MatrixU of R
Figure 4.7
Once the necessary LU matrices are known, two linear systems are solved using




−1[& → R[ = [& (4.34)
\ = \& X
−1 → \ X = \& (4.35)
The following equations illustrate how to solve for a column of[, u, using L! ,U! ,
and[& .
R u = u&
(L!U!) u = u&
L! (U! u) = u&
↓
L! y = u&
U! u = y







. For this method, X must equal X) . Equation (4.35) must be transposed prior
to solution of the constructed linear systems.
\ X = \&







X v) = v
)
&
(L'U') v) = v
)
&










After [G and \G have been calculated, the outer product matrices are returned and the





Call to ACA subroutine
Sample index icol
(Largest Magnitude/Overlooked)
Store theCol in UQ
Store theRow in VQ
Check relative error of
theCol*theRow with UQ*VQ
Return UA and VA and exit 
subroutine
No
Relative error at or below set ACA tolerance?
Yes
Build theCol = Q(:,icol) using
P(:,icol)
Build P(:,icol)
(If icol not set, icol = 1)
Build theRow = Q(irow,:) using
P(irow,:)
Build P(irow,:)
Determine UA and VA 
from UQ and VQ
Figure 4.8: Simplified AACA algorithm flowchart.
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4.5 COMBINATIONS OF ADAPTIVE CROSS
APPROXIMATION VARIANTS
The ACA variants discussed in the previous section are all separate methods. However,
it is possible to use some of them in combination with one another because they affect
parts of the ACA algorithm that do not depend on one another. For example, it is possible
to utilize randomized indexing or toggling and average the matrix at the same. This
results in the Randomized Adaptive Cross Approximation with averaging (RAACA) and
the Toggling Adaptive Cross Approximation with averaging (TAACA). It is not possible
to perform randomized indexing and toggling simultaneously because they both perform
different versions of indice selection. The RACA randomly selects all indices used to
calculate the outer product while the TACA randomly samples approximately half of
the total indices used per execution and determines the other half based on the vectors
that are randomly sampled. Figure 4.1 displays which methods can be combined. Sim-
plified flowcharts of the RAACA and TAACA are provided in Figures 4.9 and 4.10,
respectively.
Table 4.1: Possible compression method combinations using base variations
of ACA.
RACA TACA AACA
RACA X X RAACA
TACA X X TAACA








Relative error at or below set ACA tolerance?
Yes
Build theCol = Q(:,icol) using
P(:,icol)
Build P(:,icol)
(If icol not set, icol = 1)
Build theRow = Q(irow,:) using
P(irow,:)
Build P(irow,:)
Store theCol in UQ
Store theRow in VQ
Check relative error of
theCol*theRow with UQ*VQ
Return UA and VA and exit 
subroutine
Determine UA and VA 
from UQ and VQ
Figure 4.9: Simplified RAACA algorithm flowchart.
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If switch isn't declared, switch = 0
No






Build theRow = Q(irow,:) using
P(irow,:)
Build P(irow,:)







Build theCol = Q(:,icol) using
P(:,icol)
Build P(:,icol)
Build theRow = Q(irow,:) using
P(irow,:)
Build P(irow,:)
Store theCol in UQ
Store theRow in VQ
Check relative error of
theCol*theRow with UQ*VQ
Return UA and VA and exit 
subroutine
Determine UA and VA 
from UQ and VQ
Figure 4.10: Simplified TAACA algorithm flowchart.
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5 RESULTS AND ANALYSIS
Chapter 5 presents numerical exampleswhere the formulation inChapter 2was simulated.
A variety of simulations were conducted in order to measure the accuracy, error control,
and cost of using each variation of the ACA.
5.1 OVERVIEW
Hardware specifications, method of data collection, input files, and all other information
required to reproduce these results is provided in the appendix.
A variety of measurements were taken to accurately determine the cost of using
each compression method. In the following, peak private bytes is used to indicate the
highest amount of memory that the process executable has allocated including page
file usage. Page files are hidden system files on the computer’s hard disk that allow
the system to access the installed random access memory (RAM) more efficiently. N2
far memory is a measure of the total memory used to store the far-fill (compressible)
interactions in system matrix `.
N2 fill time is a measure of the time required to fill the N2 data structure (entire
system matrix `). N2 far build time is the time required to fill the far-fill interactions
of `. N2 factorization, solution refinement, and solve times are recordings of the time
required to complete different processes necessary to determine the solution vector b.
All fill, factorization, and solve times are reported as the wall time – not the CPU time.
Wall time measures the total time for a process to complete. CPU time is the total time
the CPU is active during the same process.
5.2 RELATIVE ERROR AND RELATIVE ERROR
MATRIX CALCULATIONS
The relative error was computed such that ^ is the system matrix or solution vector
returned by the ACA or ACA variants and _ is the matrix or solution vector that the
compression’s result is being compared to. Then, the relative error was calculated such
that
' =
| |^ − _ | |
| |_ | |
, (5.1)
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where | |^ | | is the Frobenius norm of ^. The relative error was calculated between
multiple sets of matrices or vectors. This notation will be referred to in the following
sections so that it is clear which matrices or vectors are being compared.
The relative error matrices R were calculated such that
R = |^ − _ | , (5.2)
where |^ | is the element-wise absolute value of ^.
5.3 MAGNETOSTATIC VIE ON SPHERICAL SHELLS
The magnetostatic VIE was simulated on spherical shells. System matrices and solution
vectors produced using the ACA and its variants are provided. Memory consumption is
reported along with fill, factor, and solve times.
5.3.1 PROCEDURE
Simulations were conducted on steel, spherical shells with inner and outer radii of
7.9 and 8.0 m, respectively. Multiple meshes were generated in order to observe the
relationship between relative error or cost and mesh resolution. Material properties,
boundaries, and other mesh parameters were set using input files found in Appendix
D.1. The spherical shell mesh with N = 45,444 degrees of freedom is displayed in
Figure 5.1.
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Figure 5.1: Spherical shell mesh (N = 45,444 DOFs).
An order-zero LCN discretization was applied for all spherical shell simulations.
Mesh statistics are also reported for each spherical shell mesh. Table 5.1 provides the
numbers of mesh nodes, faces, and cells. The methods used to record each statistic are
described in Appendix B.
Table 5.1: Spherical Shell Mesh Statistics.
# Nodes Faces Cells
10,494 1,170 8,162 3,498 Tets
45,444 5,053 35,344 15,148 Tets
182,406 20,272 141,868 60,802 Tets
409,770 45,539 318,713 136,590 Tets
In cases where random sampling is applied and the number of degrees of freedom
N is relatively low (N < 200,000) multiple simulations were generated in order to verify
that the relative error is tracking the input ACA tolerance consistently. Methods not
involving random sampling are deterministic and will produce the same result from
execution to execution. Simulations where N is large are expensive. Therefore, less data
were collected for these cases.
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5.3.2 SYSTEM MATRIX AND RELATIVE ERROR MATRICES
A system matrix was generated with the ACA using a ACA tolerance of 10−10. The
absolute value of the matrix is displayed on a base-10 log scale in Figure 5.2. Setting
the ACA tolerance to 10−10 forces the ACA to fully sample the matrix in order to reach
convergence. Therefore, this approximates a dense LCN fill method.
System matrices were also generated using the ACA and its variants using a ACA
tolerance of 10−6. Figure 5.3 and Table 5.2 presents the relative error matrices and
relative error computed by comparing the ACA system matrix at an ACA tolerance of
10−10 with system matrices of the ACA and its variants at an ACA tolerance of 10−6,
respectively.
Figure 5.2: Elements of spherical shell system matrix |` | on a base-10 log scale
obtained using the ACA at ACA tolerance 10−10. It is noted that the structure of the
matrix is fairly uniform.
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Figure 5.3: R Matrices plotted on a base-10 log scale. R was obtained by taking the
difference between the system matrix produced using the ACA at an ACA tolerance of
10−10 and the system matrices compressed using the ACA and its variants at an ACA
tolerance of 10−6.
Table 5.2: Relative error between spherical shell system matrices compressed by the
ACA and its variants at an ACA tolerance of 10−6 and a system matrix produced by the
ACA at an ACA tolerance of 10−10.
Compression Method
(# = 10,494) Relative Error
ACA 3.2 × 10−6
RACA 1.3 × 10−6
TACA 3.1 × 10−6
AACA 3.1 × 10−6
TAACA 3.1 × 10−6
RAACA 1.6 × 10−6
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5.3.3 SOLUTION VECTORS
Solution vectors were generated using all variations of the ACA at an ACA tolerance
of 10−6 and compared to the same solution vectors produced when a dense LCN fill or
the ACA with input ACA tolerance of 10−6 was used. The relative error between the
compared solution vectors is provided in Tables 5.3 and 5.4.
Table 5.3: Relative error between solution vectors obtained from spherical shell system
matrices compressed using the ACA and its variants versus degrees of freedom.
System matrices were produced by the ACA and all ACA variants at an ACA tolerance
of 10−6 and the resulting solution vectors were compared to the solution vector
obtained using a system matrix filled with a dense LCN method.
Compression Method N = 10,494 N = 45,444
ACA 2.7 × 10−4 6.2 × 10−4
— —
RACA 2.5 × 10−4 6.1 × 10−4
2.6 × 10−4 6.2 × 10−4
TACA 2.7 × 10−4 6.3 × 10−4
2.7 × 10−4 6.3 × 10−4
AACA 2.7 × 10−4 6.2 × 10−4
— —
TAACA 2.7 × 10−4 6.3 × 10−4
2.7 × 10−4 6.3 × 10−4
RAACA 2.5 × 10−4 6.2 × 10−4
2.5 × 10−4 6.2 × 10−4
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Table 5.4: Relative error between solution vectors obtained from spherical shell system
matrices compressed using the ACA and its variants versus degrees of freedom.
System matrices were produced by the ACA and all ACA variants at an ACA tolerance
of 10−6 and the resulting solution vectors were compared to the solution vector
obtained using a system matrix filled using the ACA at an ACA tolerance of 10−6.
Compression
Method N = 10,494 N = 45,444 N = 182,406 N = 409,770
RACA 5.5 × 10−5 5.6 × 10−5 1.4 × 10−4 1.6 × 10−4
5.4 × 10−5 6.5 × 10−5 1.5 × 10−4 —
TACA 2.9 × 10−5 4.7 × 10−5 8.9 × 10−5 1.4 × 10−4
2.8 × 10−5 4.4 × 10−5 8.3 × 10−5 —
AACA 2.5 × 10−5 3.0 × 10−5 9.6 × 10−5 1.5 × 10−4
— — — —
TAACA 2.5 × 10−5 4.5 × 10−5 9.5 × 10−5 1.4 × 10−4
2.5 × 10−5 4.4 × 10−5 9.6 × 10−5 —
RAACA 5.7 × 10−5 7.5 × 10−5 1.4 × 10−4 1.6 × 10−4
5.8 × 10−5 1.0 × 10−4 1.5 × 10−4 —
5.3.4 COMPUTATIONAL COSTS
Memory consumption versus degrees of freedom was recorded for each compression
method using an ACA tolerance of 10−6. Fill, factor, and solve times versus degrees of
freedom were also recorded for each compression method using an ACA tolerance of
10−6. Tables 5.5 – 5.16 contain data for all compression methods.
TheACA and its variations seem to perform similarly for these uniformly structured
matrices. The performance of randomized methods varies some from execution to
execution. However, the amount of variation is negligible for uniformly structured
matrices. The AACA does not seem to provide any additional benefits versus the ACA
and costs significantly more. Hybrid variations behave similarly to the base variations
they are derived from. The memory consumed using base variations simultaneously
seems to be near the sum of the memory consumed using the base variations on their
own.
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Table 5.5: ACA Memory Consumption and Fill Times associated with filling spherical











10,494 0.4 0.01 28.8 5.3
45,444 1.1 0.08 121.6 29.1
182,406 3.8 0.5 574.5 208.0
Table 5.6: ACA N2 Factorization, Solution Vector Refinement, and Solve Times









10,494 2.1 0.3 ≤ 9.9̄ × 10−3
45,444 15.4 1.0 0.1
182,406 88.6 11.1 1.0
Table 5.7: RACA Memory Consumption and Fill Times associated with filling











10,494 0.5 0.01 35.3 10.9
45,444 1.7 0.08 179.0 86.1
182,406 5.8 0.5 1,038.0 673.6
Table 5.8: RACA N2 Factorization, Solution Vector Refinement, and Solve Times









10,494 2.0 0.3 ≤ 9.9̄ × 10−3
45,444 15.0 1.8 0.3
182,406 86.8 6.8 1.0
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Table 5.9: TACA Memory Consumption and Fill Times associated with filling











10,494 0.4 0.01 27.8 4.6
45,444 1.1 0.08 120.8 29.3
182,406 3.8 0.5 571.4 208.9
Table 5.10: TACA N2 Factorization, Solution Vector Refinement, and Solve Times









10,494 2.0 0.1 ≤ 9.9̄ × 10−3
45,444 15.3 1.1 0.1
182,406 86.0 11.0 1.0
Table 5.11: AACA Memory Consumption and Fill Times associated with filling











10,494 0.4 0.01 36.4 12.8
45,444 1.1 0.08 149.3 55.6
182,406 3.8 0.5 771.9 398.1
Table 5.12: AACA N2 Factorization, Solution Vector Refinement, and Solve Times









10,494 1.9 0.3 0.1
45,444 15.5 1.9 0.1
182,406 105.9 6.8 1.0
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Table 5.13: RAACA Memory Consumption and Fill Times associated with filling











10,494 0.3 0.01 41.9 18.0
45,444 1.3 0.08 216.3 123.8
182,406 4.7 0.5 1,342.3 977.0
Table 5.14: RAACA N2 Factorization, Solution Vector Refinement, and Solve Times









10,494 2.0 0.1 ≤ 9.9̄ × 10−3
45,444 15.1 1.1 0.1
182,406 86.6 11.0 1.0
Table 5.15: TAACA Memory Consumption and Fill Times associated with filling











10,494 0.4 0.01 37.5 12.8
45,444 1.1 0.08 147.5 55.4
182,406 3.9 0.5 749.0 382.9
Table 5.16: TAACA N2 Factorization, Solution Vector Refinement, and Solve Times









10,494 2.1 0.1 ≤ 9.9̄ × 10−3
45,444 14.6 1.8 0.1
182,406 87.1 11.0 1.0
44
5.4 ELECTROSTATIC SIE ON CONCENTRIC CUBES
The electrostatic SIE was simulated on a mesh of concentric cubes. Systemmatrices and
solution vectors are reported. Simulations on this mesh have produced submatrices that
the ACA fails to compress with good error control. The AACA’s ability to accurately
compress these submatrices is presented. The cost of the AACA is also compared to the
ACA.
5.4.1 PROCEDURE
Three meshes were used to construct individual components of the entire mesh of
hollow, concentric cubes. The resulting concentric cube mesh was used to generate
system matrices with complex structure. Figure 5.4 provides multiple images of the
entire mesh. The geometry consists of three concentric, cubical boxes (the inner box
in the figure is actually composed of two concentric boxes separated by a thin air gap).
There is a hole in the top of the two inner boxes, which allows current to flow in the
homogeneous electrolyte that fills the outer box. A current source is located at the center
of the inner boxes (not visible due to the cut-plane tool), and a current sink is located
below the two inner boxes (the sink is visible).
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(a) Complete mesh of hollow, concentric cubes.
(b) Cross section of concentric cube mesh.
Figure 5.4: Concentric cube mesh (N = 28,168 DOFs).
An order-zero LCN discretization was applied for all concentric cube simulations.
Mesh statistics are also reported for the concentric cube mesh. Table 5.17 provides the
numbers of mesh nodes and cells of each individual component mesh. In this case, the
number of mesh cells and faces are the same. Therefore, only the number of mesh cells
are reported. The methods used to record each statistic are described in Appendix B.
For this problem geometry N is constant at 28,168 degrees of freedom. This yields a
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system matrix that is 28169-by-28168 (there is an extra row due to the average potential
condition) [11, 12]. Multiple simulations were executed at a variety of ACA tolerances
for all methods that utilize random sampling because the cost is relatively low.
Table 5.17: Concentric Cube Mesh Statistics.
Mesh # Nodes Cells
1 68 64 Quads
2 2,865 5,858 Tris
3 2,168 2,166 Quads
Total 5,101 5,858 Tris
2,230 Quads
5.4.2 SYSTEM MATRIX AND RELATIVE ERROR MATRICES
The system matrix was generated with the ACA using a ACA tolerance of 10−10 and the
absolute value of the system matrix obtained after iterative binormalization is displayed
in Figure 5.5. Iterative binormalization was applied to approximately equalize the
row/column norms [16]. Setting the ACA tolerance to 10−10 forces the ACA to fully
sample the matrix in order to reach convergence. Therefore, this approximates a dense
LCN fill method.
System matrices obtained after iterative binormalization were also generated using
the ACA and its variants using an ACA tolerance of 10−5. Figure 5.6 and Table 5.18
presents the relative error matrices and relative error computed by comparing the ACA
system matrix at an ACA tolerance of 10−10 with system matrices of the ACA and its
variants at an ACA tolerance of 10−5, respectively.
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Figure 5.5: Elements of concentric cubes system matrix |` | on a base-10 log scale
obtained using the ACA at ACA tolerance 10−10.
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Figure 5.6: R Matrices plotted on a base-10 log scale. R was obtained by taking the
difference between the system matrix produced using the ACA at an ACA tolerance of
10−10 and the system matrices compressed using the ACA and its variants at an ACA
tolerance of 10−5.
Table 5.18: Relative error between concentric cubes system matrices compressed by
the ACA and its variants at an ACA tolerance of 10−5 and a system matrix produced by
the ACA at an ACA tolerance of 10−10.
Compression Method
(# = 28,168) Relative Error
ACA 3.0 × 10−5
RACA 6.8 × 10−2
TACA 3.1 × 10−4
AACA 1.1 × 10−5
TAACA 1.1 × 10−5
RAACA 1.1 × 10−2
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5.4.3 SOLUTION VECTORS
Solution vectors were generated using the ACA and its variants at ACA tolerances of
10−5 and 10−8 and compared to the same solution vectors produced when a dense LCN
fill or the ACA with input ACA tolerance of 10−10 was used. The relative error between
the compared solution vectors is provided in Tables 5.19 and 5.20.
Table 5.19: Relative error between solution vectors obtained from concentric cubes
system matrices compressed using the ACA and its variants. System matrices were
produced by the ACA and all ACA variants at an ACA tolerance of 10−5 and the
resulting solution vectors were compared to the solution vector obtained using a system
matrix filled with a dense LCN method.
Compression Method
(# = 28,168) ^ fill tol = 10
−5 ^ fill tol = 10−8
ACA 3.0 × 10−3 2.5 × 10−4
— —
RACA 1.0 × 100 2.7 × 10−4
5.3 × 10−1 1.6 × 10−2
TACA 5.4 × 10−3 1.2 × 10−2
1.3 × 10−3 5.9 × 10−4
AACA 3.5 × 10−4 2.4 × 10−4
— —
TAACA 1.2 × 10−3 2.4 × 10−4
1.1 × 10−3 2.4 × 10−4
RAACA 8.5 × 10−2 2.4 × 10−4
1.9 × 10−3 2.4 × 10−4
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Table 5.20: Relative error between solution vectors obtained from concentric cubes
system matrices compressed using the ACA and its variants. System matrices were
produced by the ACA and all ACA variants at an ACA tolerance of 10−6 and the
resulting solution vectors were compared to the solution vector obtained using a system
matrix filled using the ACA at an ACA tolerance of 10−10.
Compression Method
(# = 28,168) ^ fill tol = 10
−5 ^ fill tol = 10−8
RACA 1.0 × 100 9.5 × 10−5
5.3 × 10−1 1.6 × 10−2
TACA 5.5 × 10−3 1.2 × 10−2
1.3 × 10−3 5.0 × 10−4
AACA 2.3 × 10−4 4.6 × 10−5
— —
TAACA 1.1 × 10−3 4.6 × 10−5
9.9 × 10−4 4.5 × 10−5
RAACA 8.5 × 10−2 5.1 × 10−5
1.8 × 10−3 4.8 × 10−5
5.4.4 AACA SUBMATRIX COMPRESSION COMPARISON
In Sections 5.4.2 – 5.4.3, accuracy and error control of the ACA and ACA variants
were tested and analyzed. The data in the preceding sections support that the AACA
is the most effective ACA variation for compressing low-rank, structured submatrices.
However, only the error control of the global system matrix ` was measured. To be sure
that the AACA is compressing low-rank, structured matrices with good error control
some of the individual source groups from system matrix ` were filled using a dense
LCN method and compressed using the AACA outside of the execution of simulations
where ` was filled.
A six-level octree was used to develop a data-sparse representation of `, and
the resulting far-interaction blocks were constructed using the ACA and the AACA
and compared against a dense fill of the matrix blocks, and it was observed that the
ACA failed to provide controllably accurate representations of several matrix blocks.
In contrast, the AACA provided controllably accurate representations for all matrix
sub-blocks.
In the following discussion of these issues, let ; and 6 represent individual levels
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and groups in the octree decomposition. Figures 5.7–5.9 display source groups of `
for which the ACA fails to provide reliably accurate outer product representations. The
corresponding averaged matrices, W, are also shown.
Figure 5.7: Submatrix of concentric cubes system matrix
corresponding to ; = 3, 6 = 57.
Figure 5.8: Submatrix of concentric cubes system matrix
corresponding to ; = 4, 6 = 24.
Figure 5.9: Submatrix of concentric cubes system matrix
corresponding to ; = 6, 6 = 71.
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Tables 5.21 and 5.22 show the relative matrix errors obtained using the ACA
and AACA, respectively, for several matrix blocks for which the ACA fails to provide
controllably accurate representations. (The tables include data for the submatrices
shown in the figures.) Unlike the ACA, the AACA provides significant reduction in
the submatrix approximation errors as the tolerance is tightened. Tables 5.23 and 5.24
report the number of vectors in the resulting ACA outer-product representations of G and
W, respectively, versus the requested tolerance for the same submatrices considered in
Tables 5.21 and 5.22. It is interesting to note that, although ACA relative errors stagnate
for most of these blocks, the number of vectors in the outer product representations
continue to increase as the requested tolerance is tightened.
Table 5.21: Relative error versus tolerance between concentric cubes submatrices filled
with the ACA and submatrices filled using the ACA at an ACA tolerance of 10−10.
Submatrix
Tolerance 10−4 10−5 10−6
; = 3, 6 = 57 4.5 × 10−3 1.1 × 10−3 7.9 × 10−5
; = 4, 6 = 24 1.9 × 10−3 1.8 × 10−3 1.8 × 10−3
; = 6, 6 = 14 1.1 × 10−3 1.1 × 10−3 1.1 × 10−3
; = 6, 6 = 33 1.5 × 10−3 1.5 × 10−3 1.4 × 10−2
; = 6, 6 = 52 1.5 × 10−3 1.5 × 10−3 3.3 × 10−3
; = 6, 6 = 71 1.5 × 10−2 1.5 × 10−2 1.5 × 10−3
Table 5.22: Relative error versus tolerance between concentric cubes submatrices filled
with the AACA and submatrices filled using the ACA at an ACA tolerance of 10−10.
Submatrix
Tolerance 10−4 10−5 10−6
; = 3, 6 = 57 4.4 × 10−5 2.1 × 10−5 2.1 × 10−6
; = 4, 6 = 24 8.0 × 10−5 1.0 × 10−5 1.4 × 10−6
; = 6, 6 = 14 8.2 × 10−5 7.9 × 10−6 8.7 × 10−7
; = 6, 6 = 33 4.7 × 10−5 9.5 × 10−6 7.5 × 10−7
; = 6, 6 = 52 8.4 × 10−5 1.1 × 10−5 1.6 × 10−6
; = 6, 6 = 71 5.2 × 10−5 6.0 × 10−6 5.4 × 10−7
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Table 5.23: Number of vectors sampled by the ACA to fill concentric cubes
submatrices versus tolerance.
Submatrix
Tolerance 10−4 10−5 10−6
; = 3, 6 = 57 21 31 41
; = 4, 6 = 24 34 39 41
; = 6, 6 = 14 85 103 122
; = 6, 6 = 33 64 101 105
; = 6, 6 = 52 50 97 109
; = 6, 6 = 71 53 94 112
Table 5.24: Number of vectors sampled by the AACA to fill concentric cubes
submatrices versus tolerance.
Submatrix
Tolerance 10−4 10−5 10−6
; = 3, 6 = 57 42 50 85
; = 4, 6 = 24 65 87 116
; = 6, 6 = 14 47 60 73
; = 6, 6 = 33 45 55 68
; = 6, 6 = 52 43 57 68
; = 6, 6 = 71 46 59 72
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5.4.5 AACA COSTS COMPARISON
Memory consumption and fill times were recorded using the ACA and AACA for
simulations on the concentric cubes mesh. Tables 5.25 and 5.26 contain all cost data
recorded for both compression methods.
Table 5.25: ACA/AACA Memory Consumption and Fill Times associated with












ACA 1.2 0.03 143.5 113.1
AACA 1.1 0.03 204.5 174.9
Table 5.26: ACA/AACA N2 Factorization, Solution Vector Refinement, and Solve










ACA 2.8 1.9 0.1
AACA 2.8 1.8 0.3
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5.5 CONCLUSION
The data in Sections 5.3 and 5.4 allow a few points to bemade. None of the ACA variants
seem to provide any observable benefits over the ACA if the matrices being compressed
have simple structures. All variations of the ACA are about as accurate as the ACA.
The cost of all variations is at least the cost of the ACA if not more. The base variations
and the ACA consume similar amounts of memory. Fill times are generally slightly
higher for the base variations than the ACA. Factor and solve times differ by negligible
amounts. Hybrid variations are slightly more expensive than the base variations.
A memory leak may exist in the RACA and TACA. It may be worth checking the
value of k (number of sampled vectors) using the RACA and TACA and comparing
them. These algorithms use the same subroutines, but RACA memory consumption
and system matrix fill time is significantly higher than the TACA. It is possible that the
RACA must sample more vectors per execution than the TACA in order to converge.
No conclusions can be made because more data is required.
Matriceswithmore complicated structures cannot be accurately compressed consist-
ently enough using any variant that utilizes random sampling. The AACA increases the
accuracy of compressions by at least an order of magnitude over the ACA at a submatrix
level. Solution vector accuracy also increased by almost an order of magnitude when
the AACA was utilized over the ACA. This also seems to be supported by the variations
of the ACA that combine random sampling and averaging. However, variations that
use a combination of the two methods still do not consistently compress the matrices
accurately. The TAACA seems to reduce the fill time associated with the use of the
AACA. However, this only seems to benefit the compression of matrices with simple
structures where the AACA is not necessary because the accuracy of compressions
remains inconsistent for matrices with complex structure. The benefit the AACA
provides may be greater or lower depending on the number of matrices that fail to
compress accurately using the ACA.
The cost of the AACA is similar to the ACAwhen compressing structured matrices.
The N2 far build time increased by ≈ 54.6% when the AACA was used instead of the
ACA. It may be beneficial to localize the execution of the AACA to compress only the
matrices where the accuracy of the ACA is observed to decrease. Using this method,
it is possible to retain error control when compressing matrices with complex structure





• All tests were simulated on an i7-7700K at 4.2GHz.
• 7 openMP threads were used in Section 5.3. All 8 threads were used in Section
5.4.
B METHOD OF DATA COLLECTION
• The numbers of mesh nodes and cells were recorded using the finite-element
mesh generation software CUBIT. The number of mesh faces was returned to the
Windows/Linux terminal during simulations and recorded.
• Fill, factorization, and solve times and N2 far memory were returned to the
Windows/Linux terminal during the simulation and recorded. Peak private bytes
was measured using the software Process Explorer.
• Peak private bytes correspond to the peak memory seen up to the end of the matrix
fill and prior to solving the linear system for a solution vector.
• Memory and fill times were recorded during separate executions to ensure that
accurate fill times were achieved.
• Simulation times and memory consumption were not recorded in tests where the
system matrix was exported.
• Data from Section 5.3 was generated using the magnetostatic VIE (MS VIE) and
sparse-solver library (SSL). Data was produced using repository checkouts from a
variety of different revisions and dates ranging between 2019 to 2021. Therefore,
a specific revision and date has not been provided.
• All of the data in Chapter 5 was generated using the electrostatic SIE (ES SIE)
and sparse-solver library (SSL). Multiple checkouts were used to produce data.
The oldest checkout date and revision number is provided in Table B1.
• Data from Section 5.4.4 was generated by inputting source groups to a MATLAB
implementation of the AACA. The source groups that were compressed were
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exported using the concentric cube mesh and the repository implementation
described in Section 5.4.1.
Table B1: Repository Checkout Revision Numbers and Dates.
Library Revision # Date
ES SIE 255 03/17/21
EM Framework 2890 04/01/21
SSL 2404 04/01/21
C ALGORITHM PARAMETERS, ALTERATIONS TO FILL METHOD,
DIAGONAL SCALING, AND MORE
• An n?0BB value of five was used to record the data presented in Sections 5.3 and
5.4. This is the default value used for simulations and it was left unchanged.
• Astatic buildwas used to generate all executables from repository implementations.
• The data in Section 5.4.4 was generated using the SSL in real, double precision.
Otherwise, data was generated using the SSL in real, single precision. The EM
Framework is always used in double precision.
• The Sparse Solver Library (SSL) fill methods separateBlks and force_near were
omitted for all simulations to ensure that comparisons between the resulting system
matrices and solution vectors are filled using only the ACA or one of its variations.
In addition, a decrease in accuracywas observedwhen thesemethodswere utilized
to compress the system matrix corresponding to the mesh discussed in Section
5.4.1. Further investigation is still required to gain a full understanding of this.
• Iterative diagonal scaling was applied to all system matrices [16]. The exact
settings are included in the SSL input files displayed in Appendices D.1 and
D.2. Diagonal scaling reduces the cost of simulations and also dramatically
increased the observed accuracy of simulations discussed in Section 5.4. Further
investigation is still required to gain a full understanding of this.
• Two different implementations of the AACA were used to generate data. All
data outside of Section 5.4.4 was produced using the SSL implementation. Data
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in Section 5.4.4 was generated using a Matlab implementation. A significant
difference in error control has been observed for the two implementations. (Error
control stagnates using the SSL implementation.) It was discovered that the
row/column fill subroutines did not agree with one another in all cases. This
appears to have been corrected and all of the data generated using the MS VIE,
ES SIE, or SSL libraries has been verified or regenerated as a result. The data




Figure D1: MS VIE on Spherical Shells Input File.
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• SSL




Figure D3: ES SIE on Concentric Cubes Input File.
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• SSL
Figure D4: SSL Input File for ES SIE on Concentric Cubes.
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