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We consider the second order nonlinear ordinary differential equations 
developed by FitzHugh to simplify the fourth order current clamped Hodgkin- 
Huxley nerve conduction equations. We demonstrate the bifurcation, direction, 
and stability of a family of small periodic solutions as the current parameter I 
passes through a critical value. Arguments are given which suggest that this 
family grows to become a large periodic solution, then shrinks, collapsing 
onto the steady state as I passes through a second critical value. The usefulness 
of these results in studying the Hodgkin-Huxley equations is discussed. 
1. INTRODUCTION 
A widely accepted model of nerve conduction in the squid axon is the 
system of four nonlinear partial differential equations developed by Hodgkin 
and Huxley [7]. Under space clamp and current clamp conditions the 
Hodgkin-Huxley (HH) equations reduce to the ordinary differential equations 
where w is the potential difference across the nerve membrane, m, n, and h are 
the so-called sodium and potassium “activation” and sodium “deactivation” 
variables, respectively. I is a constant current applied across the membrane. 
The functions appearing in (0.1) are known, and a more thorough discussion 
of them is found in [7, 111. Since the functions in the HH system are so 
complicated, FitzHugh [2] simplified (0.1) by introducing the two- 
dimensional model 
ti = z + w -g(u), 
ti = /+z - u - bw), 
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where 
g(u) = u3/3 - 24. O-cbcl, 1-$%b<a<l, and ~~(0,l). (1.2) 
The quantity u corresponds to the potential difference o, and u’ represents II 
and h. Since n and h are “slowly” changing variables (see [3]), u’ must be 
slowly changing with respect to u. Thus we restrict p E (0, 1). The variable m 
has no counterpart in (1.1). Since the main goal of our research is to learn 
more about system (0. I), it is reasonable to study (1.1) first. Thus, this paper 
is devoted to investigating (1.1). Using the results we have obtained for (1.1) 
as a guide, we have been successful in obtaining new information about (0.1) 
[ 111. In particular, it has been shown that, under appropriate assumptions on 
the functions and parameters in (O.l), there exist periodic solutions of (0.1) 
over a fairly wide range of values of I. We would not have been able to prove 
this as easily if we had not first observed the behavior of the FitzHugh system. 
It is apparent that (1.1) resembles very closely the Van der Pol equations 
[5, Chap. 21. Thus, one could apply standard phase-plane techniques to (1.1) 
and obtain the existence of periodic orbits. However, phase-plane techniques 
do not apply to (0.1). Therefore, we have chosen the more analytic bifurcation 
theory which applies to any number of equations. For a discussion of bifurca- 
tion theory see [4], or [lo]. Using Friedrich’s formulation, we demonstrate the 
bifurcation, direction, and stability of a family of periodic orbits of (1.1) as 
I passes through a critical value. We give arguments to suggest that this 
family grows and becomes fairly “large,” then shrinks, collapsing onto the 
steady state as I passes through a second critical value. Phase-plane analysis 
of (1.1) would not have guaranteed that such a family of periodic solutions 
bifurcates from the steady state, nor the stability of these solutions. nor the 
direction of bifurcation. 
However, the main value of studying the FitzHugh equations, from the 
bifurcation point of view, lies in the guidance we have received in studying the 
full HH system. Thus, proceeding with the Hopf theory [IO], we have found 
[I I] that there occurs a bifurcation of small periodic orbits of (0. I) as I 
passes through a critical value. This result was unobserved by physiolo- 
gists. We are currently investigating the HH equations further to see if this 
family of periodic solutions bifurcating from the steady state behaves globall! 
as in the FitzHugh system. 
Thus, although it could be argued that the FitzHugh system may never 
gain prominence as a biological model, we emphasize that it has served as an 
excellent guide for obtaining surprising new results in the HH system (0.1). 
In the next section we state some global results concerning the bounds on 
periodic solutions of (1.1). Section 3 contains a linear analysis of the steady 
state. The main results concerning the bifurcation, direction, stability, and 
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global behavior of a family of periodic orbits of (1.1) are stated in Section 4. 
Proofs are given in Section 5. In three or four instances our arguments reduce 
to long and tedious, but straightforward, phase-plane analysis and continuity 
arguments. Thus, for the sake of continuity of thought, and brevity, we leave 
out the details in these situations and merely indicate that standard phase- 
plane techniques or continuity arguments apply. 
2. BOUNDS ON PERIODIC SOLUTIONS 
With a, b, p, I satisfying (1.2), let n(t) = (u(t), w(t)) denote a solution 
of (l.l)-( 1.2). Then we state 
LEMMA 1. 
(1) z-(t) is defined Vt > 0 for each T(O) E R2. 
(2) There is an interval [I1 , I,1 C (- 00, oo), and a compact set K C Rz 
such that if r(t) is a periodic solution of (1.1) for some I, then I E [II , 12] and 
n(t) E K, vt > 0. 
Lemma 1 shall be particularly useful in determining the global behavior of 
a family of periodic solutions bifurcating from the steady state. Since the 
details of the proof use rather long, but straightforward, phase-plane argu- 
ments, the proof is omitted. 
3. ANALYSIS OF THE STEADY STATE 
Fitzhugh [2] has shown that for each I E (-00, co), (1.1) has a unique 
steady-state solution (u, , w,). To determine the stability of the steady state 
we consider the Jacobian matrix of (1 .l) evaluated at (ul , wI). This matrix is 
A’ = -gw 1 
-P I -bp . 
(1.3) 
An analysis of the eigenvalues of A’ shows that there are exactly two values 
of I, f < f < 0, such that the eigenvalues of Af and A’ are purely imaginary. 
Completing the analysis for all I E (-00, co), we obtain the following table. 
I ut Type of steady state for (1.1) 
I E {i, ij u,2=(1 -bp) Center or spiral point 
I + [A 4 u12 > 1 - bp Stable node or stable spiral point 
I E (I, i) 0 < u12 < 1 - bp Unstable node or spiral point 
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4. MAIN RESULTS FOR THE FITZHUGH EQUATIONS 
For problem (I .I), let u’ = (ul , ~1,) for each I. From Section 3 we see that 
as I passes through f or f the stability of the steady-state a’ changes, and we 
state 
THEOREM 1. From each of the steady states at and at there occurs a bijurca- 
tion of smallperiodic solutions of (1.1). 
THEOREM 2 (Direction of Bifurcation). Let h E (0, Qj. TJzm there exist 
y1 > 0 and y2 > 0 such that the bqurcation from af occurs on (f, f + yl), while 
the bifurcation from a’ occurs on (f - yz ,I). 
Remark. It could be argued that the direction of bifurcation is obvious 
from phase-plane analysis. However, as shown by Troy [12], the direction of 
bifurcation is opposite that stated in Theorem 2 if b E (8, 1) and p ;, 0 is 
sufficiently small. This result was completely unexpected and certainly not 
predictable by phase-plane techniques. 
THEOREM 3 (Stability). Let b E (0, 3). Then rl and y2 can be chosen such 
that the periodic orbits bifurcating from a’ and a’ are orbita& asymptotically 
stable, with asymptoticphase, joy I E (1, I^ + yl) andl E (f - yz , f), respectively. 
Before stating our fourth result we make the change of variables 
x1 = u--f, .Y* = zc - ZC’ . (1.4) 
Then (1. I) becomes 
.e, = x2 - x,3/3 - q*u - $(u,* - l), 
.+* = ,r(-xl - bq), 
(1.5) 
where I E (--co, co), 1 - 2b/3 < a < 1, p E (0, l), b E (0, a). From Section 3 
and (1.4) it follows that (0,O) is the unique equilibrium solution of (1.5) for 
each IE (--co, co). Also, Theorem 1 and (1.4) imply that there occurs a 
bifurcation of periodic solutions from (0,O) as I passes through I^ and f. Let 
.r, E RZ and x(t, .Q . I) denote the solution of (1.5) with ~(0, x0 , I) := x,, _ 
Define the set 
N-((T,~,~,)~T>O,IE(--CO,CO),~~:OR~,~(T,.~,,,Z)==S~, 
and s(t, s,, , I) is a nonconstant solution of (I .5):. (I .6) 
THEOREM 4. (1) There exists a nonempty connected subset N,, C N with 
(T,I,O)EN(), wJzere T = 2n/(det .4i)1i2, and there is a neighborhood X0 
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of (T’, 1, 0) in R4 such that if (T, I, 5) E N,, n AZ,, , then T is the minimal 
period of .v(t, x,, , I). 
(2) N,, is contained in a compact subset of R4, No - N,, = {(p, 1, 0), 
(T;, J, O)>, where p = 2r/(det Af)1/2, and for each I E (f,I) there exist T > 0 
and s,, E D with (T, I, x,,) E N, . 
(3) For each E > 0 there is a neighborhood W, in R’, and containing 
(F’, f, 0) such that for each (T, I, x,,) E N r\ W, , all points of the orbit 
{x(t, x0 , I) j 0 < t < T} are of distance less than E from 0. 
THEOREM 5. Let I = _I such that ur - 0. Then there is a p > 0 such that 
if 0 < p < p andrr(t) is aperiodic solution of (l.l), then there exist t, > t, > 0 
with u(tl) < -(l - bp)“2 and u(t2) >, (1 - bp)li2. 
COROLLARY. Let p = p as in Theorem 5. Then the family of bifurcating 
periodic solutions found in Theorem 1 grows to a large periodic solution when 
I =I i in that ij r(t) is the member of the bifurcating family of periodic orb&s 
corresponding to I = I, then there are tz > t, > 0 with u(te) > (1 - bp)1/2 
and u(tl) < -(I - bp)1’2. 
Remarks. N,, can be considered as representing a family of periodic 
solutions bifurcating from 0 as I passes through P from above. Gith I = I 
as in Theorem 5 we conclude from Part 2 of Theorem 4 that there exist 
T > 0 and x E R2 such that (T, _I, Z) E N, and the corresponding periodic 
solution x(t, E, _I) is large in that, for some t, > t, > 0, x(t, , *, I) < 
-( 1 - bp) - U, and x(t, , 3, I) 3 (1 - bp) - ur . This, and the conclusions 
of Theorem 4, suggest hat a family of periodic solutions bifurcating from 
(0,O) as I passes through I” from above grows and becomes “large”, then 
shrinks, collapsing onto (0,O) as Id ecreases and passes through f (see Fig. 1). 
9 
Frc. 1. Bifurcation diagram. Solid curves indicate the bifurcation of stable 
periodic orbits. Dotted curves represent conjectured growth, then shrinkage of the 
family of bifurcated periodic orbits. 
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5. PROOFS 
The proofs of Theorems 1, 2, and 3 concerning the bifurcation, direction, 
and stability of a family of periodic orbits of (1.1) follow from the theory of 
Friedrichs 141. 
Suppose that F E C3[D x (-E,, , Q)] for some domain D C R2 and E” > 0. 
We further assume that for each E in (-c0 , l ,J there is a unique LI” with 
F(af, l ) = 0. Define the two matrices 
.A6 = Fx(aE, 6) and & z= dJC,‘&. - / (1.7) 
With these definitions in mind we now state the following modification of 
Friedrichs theorem [4, p. 981 as given by Poore [9]. 
THEORERI A. Let F(x, c) as above and assume that the d@rential equation 
dx/dt = F(s, c) has a constant solution x = a’ for 0 < ! E 1 < E,, such that 
for E = 0 the matrix -40 has purely imaginary eigenvalues fro+ . Suppose, 
further, that tr Be i 0. Then there are functions q = &L) and 6 = S(y) with 
E = ~6, P = TO(l +- w), S(0) = ~(0) = 0 and 8(p), v(p) are Cl[O, TV,,] for 
some su@Gntly small ,a0 > 0. Also, there is a function y(s, TV) with period To 
in s and assuming an arbitrarily prescribed inifial value ~(0, II) = b, such that 
(1.8) 
is a solution of period T”( 1 + ~7) of the equation 
d.x/dt == F(s, +)). (1.9) 
The following remark, as well as Lemma 2 stated below, were obtained bj 
Poore [9]. 
Remark. To determine the local behavior of the solution y and the 
functions 11 and 6, note that 77, 6 E Cl[O, ~~1. Then S(0) = q(O) = 0 imply that 
(1) 4~) = w’(O) + P 4(4p.)/dtL for CL E lo, ~~1 and SOme 4 E (0, I), 
(2) S(y) = pS’(O) + p d8(B,y)/dp for p E [O, pO] and some ti2 E (0, 1), and 
(3) EL dd4cLW and P 4bL)& are O(P) as II - 0. 
Since E = @S(p) = $6’(O) + o(p2) as p -+ 0, the sign of < is determined b! 
the sign of S’(0) for p sufficiently small if S’(0) + 0. In the same way, q’(O) 
determines the sign of T6 - To. Since I - I, = E, we obtain I - I0 == 
pzS’(0) I o(p”). Therefore the sign of I - I,, is determined for p sufficiently 
small. S’(0) > 0 implies that a small periodic solution grows from a’0 as I 
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increases beyond I,, , while for S’(0) < 0 a small periodic solution grows 
from ~‘0 as I decreases below I,, . Hence 6’(O) determines the “direction” of 
bifurcation. 
To continue, define the function p( y, p) by 
P2pc(Y, II) = w + PY, c> - P+y* 
Also, let b, E Rz and define the vector function 
(1.10) 
YO(S) = E’(s) bo 9 (1.11) 
where Y(S) is the unique solution of 
dY/ds = NY, Y(0) = I. (1.12) 
With these definitions in mind, we now state a result derived by Poore [9], 
and which is needed in our proof of Theorem 2. 
LEMMA 2. For p > 0 and sujiciently small, the unique functions 7(p) and 
6(p) are implicitly obtained from 
0 = r)(p) 1” Y-‘(T) Afud)y(~, p) d7 + 8(p) 1” Y-‘(T) W*)y(~, p) dr 
0 0 (1.13) 
+ r” Y-‘(T) (1 + ~7) P‘*)(Y(T, CL), I*) dT. 
‘0 
S’(O), q’(O) are obtained explicitZy from 
0 = $(o) fro Y-‘(T) ,4“YO(7) d7 + 6’(O) 1 TO Y-‘(r) B”yO(~) dr 
‘0 0 (1.14) 
+ j-” Y-~(T) (dQ(““‘,‘dp) (~(7, p), p) Iu=o dr. 
0 
Proof of Theorem 1. We reformulate (1.1) into 
dx/dt = F(x, E), (1.15) 
where x = (z), x1 = u, x2 = w, E = I - I,, I, E (-CO, CO), is fixed, 
$+,, c) = (I” + ’ + x:! - g(Jcd) 
P(a - x1 - bx,) 
and a, b, p satisfy (1.2). 
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The steady-state solutions are given by a~ = (a,‘, a,~) = (u,, f E, zIO + l ) 
for each E. Substituting x = a’ into F(x, C) = 0 we easily obtain 
da,‘/de > 0. (1.17) 






Hence, from (1.7), 
BO = i-2q”(dyf4 ‘e=o “,) . 
(1.18) 
(1.19) 
A simple calculation shows that the requirement that the eigenvalues of <-i” 
be purely imaginary is satisfied if and only if 
&I O = &(I - bf)’ ‘p. (1.20) 
From the analysis of Section 3, 
a,O=(l -bp) if and only if I,, = i, 
ulo = -(I - bp) if and only if I,, = 1. 
(1.21) 
Hence, ( 1.17) and (1.2 1) imply that 
tr B” < 0 if 1, = I, 
tr B” > 0 if I,, = 1. 
(1.22) 
SinceF in (1.13) satisfies the remaining continuity requirements of Theorem A, 
the proof of Theorem I is now complete. 
Proof of Theorem 2 (Direction of Bifurcation). From Lemma 2, 6’(O) is 
obtained from 
q’(0) -46, - 6’(O) Bb, = - 4 [,‘” I---‘(T) 2; (x, p) juCO do, (1.23) 
where, as proved by Poore 191, 
and 
A-1 = f “’ E’-‘(r) AO_yO(r) dT = ;i1O 
-0 
B = f’” I’-‘(T) B’-‘yO(r) d7 = +(B” - (1 cuo2) .l”B”9°). 
‘0 
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Since b, can be chosen without loss of generality [4, pp. 90-961, we choose 
6, = (i). Thus, (1.23) becomes 
,a,Oda,O/dc[ - 1 + !JZpZjwo”] 
do) t_“,, i- *‘(O) ( ( -bp2h02) [da,O/dc] ) 
1 
-” =-....- 
I To o 
F(T) (dQf/dp) Iu-o d7. 
(1.24) 
From (1.24), the determinant of coefficients of ~‘(0) and S’(0) is given by 
A = -pq” da,O/dc. 
Then (I .17) and (1.20) imply that, for I, E {I, I}, 
A # 0. (1.25) 
Therefore, using (l.lO), (1.12), (1.25), and elementary calculus, vve can solve 
(1.24) to obtain 
6’(O) = [-l/a,O dalo/de][i + b2p2/8~02 
+ (a10)*b3p3/6wo~ - (a10)2bp/4wz]. (1.26) 
Case 1. I0 = f. Then alo = -( 1 - bp)lj2. Hence, from (1.26), 
W) b 
b2(l -4 
8w02( 1 - bp)lj2 dalO/dr 
>o 
VP E (091). 
Case 2. I0 = f. Then aI0 = (1 - bp). Hence, from (1.26), 
bp2(1 - b) 
“(O) ’ - &,~~2( 1 - bp)lP da,O/& < ’ Vf E (0, 1). 
This completes the proof of Theorem 2. 
Proof of Theorem 3 (Stability). By the criterion of PoincarC [5, Chap. 61, 
the periodic solution as(p) + py(s, p) is orbitally asymptotically stable, with 
asymptotic phase, if 
(L/T”)Jo*‘Y .F(aE(u) + ry(s> 4, r) ds < 0, 
where 0 = (a/xl , a/x2). Then, using (1 .lO), (1.16), (1.19), and some algebraic 
manipulation, we obtain 
(l/TO) Jo”Y .F(astrr) + ry(s, rL), rcL) ds 
= p2(S’(0) tr /3O - + - (b2p2/2u02)) + o(p”) as 
(1.27) 
p + 0. 
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From (1.26) and (1.27) it follows that if I0 = for I0 = 1, 
S’(O) tr /3” - +- - $J; < & (-3 + 14bs - 66) < 0 (1.28) 
0 
for all b E (0, $). Therefore, from the PoincarC criterion for stability, we 
conclude that the periodic solutions bifurcating from at and a’ are orbitally 
asymptotically stable, with asymptotic phase, for IE (1, f ?- n) and 
I E (3 - y2 , P), respectively, if yr and yz are sufficiently small. 
Proof of Theorem 4. We must first introduce the global bifurcation theory 
of Alexander and Yorke [13]. 
Suppose that the (n + I)-dimensional vector function F(x, X) E C(0 x R), 
where 0 is a simply connected domain in R”, s E 0, h E R, is such that for 
each x0 E 0 there exists a unique solution x(t, X, so) of the problem 
dX,~fh = P(x, A), 
s(0) = so , 
(1.29) 
over a maximal range of existence R = R(r, , h). Furthermore, we assume 
the following. 
(1) F(0, A) = 0 for each h E (--co, co). 
(2) Let L(/\) = F,(O, h) for each h E (-co, cc). Then L(h) exists and 
is continuous in a neighborhood W of ho where 
(3) L(h,) has a simple pair of eigenvalues &tiB, and no other eigenvalues 
which are an integral multiple of iB, 
(4) L(X,) is nonsingular, 
(5) for each h, E W we have 
[W, 4 -W~~l/l Y i - 0 
as (4 Y) - (4 ,O), 
(6) for each X E W, if CE,~ + ifin is the eigenvalue of L(h) nearest to iB, 
then either 
(A - Ao) 01.j > 0 for all X E W. /\ 4 & , 
or 
(A - A01 a,\ < 0 for all A E IV, /\ # X0 
(7) There is a bifurcation of periodic solutions of (1.29) from 0 as )r 
passes through A0 . 
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Recall the definition of N from (1.6). Then, with 
N = {(T, A, x0) 1 T > 0, h E (--co, co), x,, E 0, x(T, X, x0) = x,, , 
x(t, X, .va) is not constant}, 
and the above continuity requirements onF(x, X), and with hypotheses (l)-(7) 
satisfied, we state 
THEOREM B (Alexander and Yorke [13]). (I) There exists a nonempty 
connected subset N,, C N with (2rrB-l, X, , 0) E N,, - No , and a neighborhood 
M,, of (2rrB-‘, A,, 0) in Rn+2 such that if (T, X, x0) G Mo n N then T is the 
least period of s(t, X, x,,). 
(2) One or both of the following are satisfied: 
(I) There exists (T, A, X) f (277B-l, h, , 0) with % E 0 and (T, A, 2) E 
No - N,, , OY 
(II) No is not contained in any compact subset of RZ x 0. 
(3) For any (T, A, X) E w - N with 5 E 0, the solution x = I is stationary 
even if T = 0. Also, for any z > 0 there exists a neighborhood 9YE of (T, 1, a) 
such that, for any (T, h, x,,) E @< n N, all points of the orbit x(*, A, x0) are of 
distance less than E from X. 
Remarks. Conclusion 3 states that the orbits of the periodic solutions 
x(*, X, x,,) converge to a stationary solution, so the diameters of these orbits 
go to zero as the point (T, 1, Z) is approached. Since N,, is connected, then 
for each X E (A, X,) ((A,, , A) if h > h,) there exists a periodic solution x(t, /\, X,-J 
of period T > 0 with 
(T, A, xc,) E No . 
We apply the above theory to the transformed Fitzhugh equations (1.5). 
From our previous remarks it is easily verified that hypotheses (1) through (7) 
hold, hence Part 1 of Theorem 4 immediately follows from Part 1 of Theorem B. 
It remains to prove parts 2 and 3. 
Suppose that N, is not contained in any compact subset of W4. Then, for 
some sequence {(T, , Ik , .Q)}~ C N, , either 
(a) lim,,,I, = &co, or 
(b) l&,, II xk II = 00, or 
(c) lim,,, T, = co. 
Lemma 1 immediately eliminates choices (a) and (b). Choice (c) leads to a 
contradiction of the continuity of solutions with respect to initial conditions 
and the parameter I. For brevity and continuity of thought we omit the 
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details. Thus, the set IV, is bounded in W4. Therefore, by part 2 of Theorem B, -- -- 
there is a point (T,I, 3) E cl(iV,,)\,N, , and (T,I, .?) # (F, 1, 0). Part 3 of 
Theorem B implies that x = 0. The assumption that f$ (1, f} leads to a 
contradiction of continuity of solutions with respect to initial conditions and 
the parameter I, and we again omit the details. Continuing in this manner it 
follows that f = I and T = T. Thus 
cl(N(J - :v, = {(F, 1, O), (F;, 1, 0)). (1.30) 
The rest of Theorem 4 now follows easily from (1.30) and parts 2 and 3 of 
Theorem B. 
Proof of Theorem 5. We assume that I = _I satisfies uI = 0, and consider 
the problem 
zi = _I + zu -g(u), 
zi = p(a - 21 - bw), 
(1.31) 
where 0 < 6 < 1, 1 - 2b/3 < a < 1, p E (0, 1). By a criterion of PoincarC 
[5, Chap. 61, (1.31) cannot have a periodic solution if (a/au)(u) + (Z/&J)(W) 
has a fixed nonzero sign for all t 3 0. That is, (1.31) cannot have a periodic 
solution if 
1 -up -bp>O or l-zLZ-~p<O Vt ;t: 0. 
Thus, since the trajectory of any periodic orbit must surround (0, ZL’_I) 
[ 1, Chap. 151, the PoincarC criterion implies that either 
u(f,) -< -(I - bp) or 462) 2 (1 - bP) (1.32) 
for some t, > 0, t, > 0. But then, continuity of solutions with respect to the 
parameter p shows that if p > 0 is sufficiently small and 0 < p < ii then both 
inequalities in (1.32) hold. QED. 
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