Abstract. Let S = {S 1 , . . . , S K } be a finite set of complex d×d matrices and Σ
Introduction
We consider an arbitrary finite set of complex, d× d, matrices S = {S 1 , . . . , S K }, where d, K both are integers with 2 ≤ d, K < +∞. Let Σ + K be the compact topological space of all the one-sided infinite sequences i · : N → {1, . . . , K} with the product topology, where N = {1, 2, . . . }. Recall that the generalized spectral radius of S, first introduced by Daubechies and Lagarias in [11] , is defined as Here ρ(A) stands for the usual spectral radius for an arbitrary matrix A ∈ C d×d . Another critical characterization of all infinite products of the matrices of S is the so-called joint spectral radius of S, appeared initially in Rota and Strang [18] , which is given aŝ ρ(S) = lim sup
where · can be any matrix norm satisfying submultiplicativity (also called ring) property, i.e., AB ≤ A · B for all A, B ∈ C d×d . According to the Berger-Wang formula [2] , it holds that ρ(S) =ρ(S).
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The generalized/joint spectral radius has been the subject of substantial recent research interest in many pure and applied mathematical branches, such as matrix analysis, control theory, wavelets and so on. If one can find some finite-length word, say (i 1 , . . . , i n ), such that ρ(S) = n ρ(S i1 · · · S in ), then S is said to have the spectral finiteness property. It has been known that the finiteness property does not hold in general. But what key condition implies the finiteness property remains unclear in the theory of joint spectral radius. A brief survey for some recent progresses regarding this can be found in Dai and Kozyakin [10, Section 1.2] .
Although the finiteness property failed to exist, the idea is still to be attractive and important due to algorithms for the computation of the joint spectral radius must be implemented in finite arithmetic. Thus criteria for determining if a given matrix family satisfies the finiteness property is critical for us to develop a decidable algorithm for the joint/generalized spectral radius.
In this note, we will study the spectral finiteness property of S via ergodic theory. In [9] , Dai et al. showed that there exists an ergodic measure µ * of the one-sided Markov shift on Σ
Any such measure is called extremal for S. Our aim of this note is to show that S has the finiteness property if and only if there is an extremal measure µ * that has a periodic density point; as shown by our main theorem given in Section 4.
Preliminaries
In this section, we will introduce some preliminary notations and lemmas needed for the Main theorem in Section 4.
2.1. Ergodic measures. Let K ≥ 2 be an arbitrary integer. We equip the finite set {1, . . . , K} with the usual discrete topology. Let Σ + K be the one-sided symbolic space that consists of all the one-sided infinite sequences i · : N → {1, . . . , K}. From the classical Tychnoff product theorem, Σ + K is a compact topological space. For any word (i * 1 , . . . , i * n ) ∈ {1, . . . , K} n of finite-length n ≥ 1, it is well known that the corresponding cylinder set
is an open and closed subset of Σ + K . One can easily check that the set of all the cylinders forms a base for the product topology of Σ + K . Then, the classical one-sided Markov shift transformation given below The following lemma is important for our later discussion.
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Lemma 2.1 ( [17, 20] ). Let µ be a θ-ergodic probability on (Σ
K is said to be periodic of period π ≥ 1, if i ·+π = i · , namely, i n+π = i n for all n ∈ N. Let δ i· be the Dirac probability measure concentrated at the point i · ∈ Σ + K . Then, for a periodic point i · of period π,
is the unique θ-ergodic probability measure whose support can be readily seen by
Thus, in the periodic case, the support is quite simple. However, for a general θ-ergodic probability measure µ, the topological structure of its support may become very complicated and the µ-almost sure stability of linear switched dynamical system induced by S relies on this structure, for example, see [7, 8] . Our results obtained in this note further show that it is closely related to the finiteness property of a finite set of matrices. Given two sequences σ · = (i n )
Below is a lemma needed in the sequel. 2.2. Subadditive ergodic theorem. If f : X → R ∪ {−∞} is a function, we simply put f + (x) = max{0, f (x)} for any x ∈ X. We need to employ another classical ergodic theorem stated as follows.
Kingman's Subadditive Ergodic Theorem ( [15, 20] ). Let T be a measurepreserving transformation of a probability space (X, B, µ) into itself. Let {f n } n≥1 be a sequence of measurable functions
satisfying the conditions:
Then, there exists a measurable function
and
Note 2. This result in fact implies the classical Multiplicative Ergodic Theorem.
2.3.
A realization of the joint spectral radius via ergodic measures. The foundation of our argument later is the following realization theorem of the joint (or generalized) spectral radius:
Then, there is at least one ergodic Borel probability measure µ * of the one-sided Markov shift θ :
The extremal measure is useful for the study of dynamical behaviors of S, such as the rotation number of extremal trajectories and extremal switching sequences of S, as is shown in [16, 5] .
Extremal norms
Let S = {S 1 , . . . , S K } ⊂ C d×d where d ≥ 2 is an integer. As a special case of the main result of Rota and Strang [18] , there holdŝ
where N denotes the set of all possible matrix norms for C d×d induced by vector norms on C d ; also see [12, 19] for a short proof. Hence, an important problem is whether or not the above infimum is actually attained by some induced matrix norm · . For this, a norm · on C d satisfying the condition
is called an extremal norm of S. From Barabanov's extremal norm theorem [1] , one can see that if S is "irreducible", i.e., there are no nontrivial, common, and proper subspaces of C d for each member S k of S, then there exists an extremal norm for S on C d . Here the irreducibility is crucial for Barabanov's theorem as shown by a simple counterexample example S = 1 1 0 1 , which does not have any extremal norms. However, there always exists a lowerdimensional extremal norm. 
Proof. If ρ(S) = 0 then we simply let E = {0} where 0 is the origin of C d . So, it may be assumed, without loss of generality, that ρ(S) > 0. We denote by S the set {S 1 /ρ(S), . . . , S K /ρ(S)} ⊂ C d×d . Clearly, ρ( S) = 1.
If the multiplicative semigroup S + , generated by S, is bounded in C d×d , then there exists an extremal norm for S on C d (see, e.g., [21] ) and we define E = C d in this case. Otherwise, suppose that S + is unbounded. Applying Elsner's reduction theorem [12] repeatedly, there exists a nonsingular matrix P ∈ C d×d and 2 ≤ r ≤ d such that
generates a bounded semigroup S(j) + in C dj ×dj . Let us notice here that
Thus there exists at least one j such that ρ( S(j)) = 1. Now, from [21, Lemma 6.2] one can obtain the desired result. To be self-contained, we provide a detailed proof here.
Without loss of generality, we may assume that ρ( S(1)) < 1 and ρ( S(2)) = 1; this is because the other cases can always be reduced to this one. We now write
Then, one can easily see that ρ(F ) = 1 and the semigroup F + generated by F is bounded in C (d1+d2)×(d1+d2) . Then it follows that there is an extremal norm · for F on C (d1+d2)×(d1+d2) . This implies that
Finally, let E = P −1 (C d1+d2 × {0}) where 0 is the origin of C d−d1−d2 and define
where x ∈ C d is viewed as a row vector. Clearly, such E and | | | · | | | satisfy the requirement.
This completes the proof of Theorem 3.1.
Another generalization of Barabanov's theorem can be found in [6] . In addition, to prove our main theorem, we will need a reduction theorem of ergodic version.
Lemma 3.2 ([8, Lemma 3.5])
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and that there exists some 1 ≤ j ≤ r satisfying that ρ(S) = ρ( S(j)) and µ * is also extremal for S(j).
Spectral finiteness property
In this section, we will present a sufficient and necessary condition for the spectral finiteness property of a finite set S of d-by-d matrices. The main result of this note can be stated as follows:
d×d be an arbitrary finite family of matrices. Then, the following two statements are equivalent to each other.
(1) S has the spectral finiteness property, i.e., there is a word
(2) There is an extremal θ-ergodic probability measure µ * for S on Σ + K , which has a periodic density point ξ · ∈ Σ + K . According to the realization theorem (Theorem 2.3), there always exists at least one extremal θ-ergodic probability measure µ * for S, on the symbolic space Σ + K . Proof. If ρ(S) = 0 then ρ(S k ) = 0 for all 1 ≤ k ≤ K. So in this case, the statement of Main theorem holds trivially. Thus we next assume ρ(S) > 0.
(1) ⇒ (2). Let there exist a word (i
Then we consider the periodic switching sequence
and further from the classical Gel'fand spectral radius formula it follows that
where · 2 denotes the matrix norm induced by the standard Euclidean vector norm on C d . Thus,
is an extremal θ-ergodic probability measure for S.
(2) ⇒ (1). First of all, there is no loss of generality in assuming ρ(S) = 1 and suppose that S has an extremal θ-ergodic probability measure µ * on Σ From the multiplicative ergodic theorem [13] and the Kingman subadditive ergodic theorem, it follows immediately that log ρ(S) = inf
Therefore,
where [i 1 , . . . , i n ] denotes the cylinder set defined by the word (i 1 , · · · , i n ) as in Section 2.1. Hence, we have
This implies from the Gel'fand formula that
which shows that S has the spectral finiteness property. The proof of Main theorem is thus completed.
For any irreducible transition probability matrix P = (p ij ) ∈ R K×K with a stationary distribution p = (p 1 , . . . , p K ) (in which all p k > 0), one can define a θ-ergodic probability measure µ p,P on Σ + K by the following way:
for all words (i 1 , . . . , i n ) ∈ {1, . . . , K} n . Such µ p,P is called a canonical (p, P)-Markovian probability, which is θ-ergodic (cf. [20, Theorem 1.13] ).
The results of our Main theorem lead to the following two corollaries. 
. . , i n ) ∈ {1, . . . , K} n and n ≥ 1.
If µ p,P is extremal for S, then ρ(S) < 1.
Proof. According to Corollary 4.1, it follows that S has the spectral finiteness property, and thus ρ(S) < 1 by the periodically switched stability. Therefore, the conclusion follows.
Conclusion remarks
In this note, we have proved that S = {S 1 , . . . , S K } ⊂ C d×d has the spectral finiteness property if and only if there exists a periodic switching sequence in the support of some extremal ergodic measure µ * of S. This result reveals that the topological structure of an extremal (ergodic) measures is closely related to the finiteness property, and the dynamical stability of linear switched dynamical system induced by S is characterized by this topological structure.
An explicit important example can further illustrate this. Let us consider S(α) = α 1 1 0 1 , 1 0 1 1 where α ∈ R.
From [4, 3, 16, 14] , it follows that there is an α > 0 such that S(α) does not have the spectral finiteness property. Thus, according to the main theorem given in this note, each extremal θ-ergodic probability of S(α) does not have any periodic density points. For the symbolic sequence space Σ + K , the observable measures are the canonical Markovian probabilities µ p,P as defined in Section 4, and such measures all have periodic density points. Therefore, it is necessary to study the topological structure of those non-observable measures on Σ + K . This indicates that one has to look at these non-observable measures on Σ + K in order to disprove the finiteness property of S. In current literature the disapproval of finiteness property essentially makes use of this fact implicitly [4, 3, 16, 14] .
