Let P be a set of n points in R 3 , not all in a common plane. We solve a problem of Scott (1970) by showing that the connecting lines of P assume at least 2n − 7 different directions if n is even and at least 2n − 5 if n is odd. The bound for odd n is sharp.
there exists a line that passes through precisely two elements of P . Erdős noticed that this result has the following corollary: Every n-element set P with the above properties determines at least n connecting lines [6] .
In 1970, Scott [16] raised the following questions: What is the minimum number of different directions assumed by the connecting lines of (1) n points in the plane, not all on a line, (2) n points in 3-space, not all on a plane?
In 1982, after some initial results by Burton and Purdy [3] , Ungar [18] solved the first problem, by verifying Scott's conjecture that in the plane the above minimum is equal to 2 n/2 , for any n > 3. For even n, this result is considerably stronger than the corollary of the Gallai-Sylvester theorem mentioned above. Ungar's proof is a real gem, a brilliant application of the method of allowable sequences invented by Goodman and Pollack [8] , [9] . Moreover, it solves the problem in an elegant combinatorial setting, for "pseudolines", as was suggested independently by Goodman and Pollack and by Cordovil [4] . Interestingly, there is an overwhelming diversity of extremal configurations, for which equality is attained. Four infinite families and more than one hundred sporadic configurations were catalogued by Jamison and Hill [11] . See also [10] for an excellent survey by Jamison, and the monograph of Aigner and Ziegler [1] where Ungar's proof and some of its relatives are reproduced.
In lack of a natural ordering of all directions in 3-space, Ungar's method does not seem to generalize. This explains why until recently there had not been much progress concerning Scott's second question. Scott's construction of a double pyramid whose base is a regular polygon (see Figure 1) shows that the number of directions determined by n non-coplanar points can be as small as 2n − 5 if n is odd. This bound was conjectured to be tight. Under the additional assumption that no three points of the set are collinear, Blokhuis and Seress [2] proved that the number of directions determined by n ≥ 6 points in 3-space is at least 7n/4 − 2. Using the same condition, we have recently succeeded in proving the tight bound 2n − 2 if n is odd and 2n − 3 if n is even [14] .
In the present paper we solve Scott's second problem in full generality, by removing the assumption that no three points are collinear. A set with n = 7 points that determines 2n − 5 = 9 directions. Theorem 1.1. Every set of n ≥ 6 points in R 3 , not all of which are on a plane, determine at least 2n − 5 different directions if n is odd, and at least 2n − 7 different directions if n is even. This bound is sharp for every odd n.
The case where n is even is handled by removing one point and applying the bound for odd n. Therefore, from this point on we assume that n is odd. Nevertheless, we believe that the bound for even n can be improved.
The idea of the proof is outlined in Section 2. A key new ingredient of our argument is Theorem 3.1, proved in Section 3, which is a far reaching "bipartite" generalization of Ungar's aforementioned theorem.
Definition 1.2. Two closed segments in R
d are called convergent if (i) they do not belong to the same line, and (ii) their supporting lines intersect, and the intersection point does not belong to any of the segments.
non-convergent convergent
An alternative definition is that two segments are convergent if and only if they are disjoint and their convex hull is a planar quadrilateral. Two parallel segments that lie on distinct lines are also considered to be convergent (by regarding their lines to meet at infinity, or according to the alternative definition). Note also that condition (ii) rules out pairs of segments with a common endpoint. Instead of Theorem 1.1, in Section 4 we establish the following significantly stronger result. Theorem 1.3. Every set of n ≥ 6 points in R 3 , not all of which are on a plane, determine at least 2n − 5 segments if n is odd, and at least 2n − 7 segments if n is even, no two of which are convergent. This bound is sharp for every odd n.
Rédei's monograph on lacunary polynomials [15] was the starting point of many investigations related to algebraic variants of the above problem. For instance, it was proved in [15] that if n is a prime, then any set of n points in the affine plane AG(2, n) determines at least (n + 3)/2 different directions. Lovász and Schrijver [13] characterized all sets for which equality is attained. In the finite projective plane PG(2, N ), a set P of n > 4 points, no three of which are collinear, is known to determine at least n different directions if N is odd and at least n − 1 if N is even. Equality is attained here if and only if P spans a (properly defined) affinely regular n-gon (see [7, 12] ). The last theorem, due to Wettl [19] answers a question of Gus Simmons in cryptography. For many similar results and applications in finite geometry, algebraic number theory, and group theory, consult the survey of Szőnyi [17] .
Preliminaries
Let P be a set of n points in R 3 such that not all of them lie in a common plane. Let p0 be an extreme point of P , i.e., a vertex of the convex hull of P . Consider a supporting plane to P at p0, and translate it to the side that contains P . Let π denote the resulting plane. Project from p0 all points of P \ {p0} onto π. We obtain a multiset R of points in π, not all on a line, so that each point is the image of some points of P . We regard R as a set of weighted points, where the weight w(q) of a point q ∈ R is the number of points of P \ {p0} that project onto it. The sum of the weights is n − 1. For a subset A ⊆ R, we define w(A) := q∈A w(q).
We assume that n is odd, thus n − 1 is even. We attempt to partition R into two subsets R + , R − , so that w(R + ) = w(R − ) = (n − 1)/2 and all points of R + lie to the left of every point of R − with respect to some generic coordinate frame in π, in which no two elements of R have the same x-coordinate.
For the choice of the coordinate frame, we begin with the following elementary geometric fact.
Lemma 2.1. Let R be a set of non-collinear weighted points in the plane, with a total even weight m. Let r be any vertex of the convex hull of R. Then one of the following properties holds:
(i) There exists a partition of R into two subsets, R − and R + , each of overall weight m/2, whose convex hulls are disjoint and which have a common inner tangent m0 passing through r.
(ii) There exists a point q ∈ R and a partition of R \ {q} into two subsets, R − 0 and R + 0 , each of overall weight < m/2, so that the convex hulls of R − 0 ∪ {q} and R + 0 ∪ {q} meet only at q, and the line m0 passing through r and q is an inner common tangent to the two hulls.
Proof: Rotate a directed line counterclockwise about r, starting with all the points of R \ {r} lying to the left of , until the closed halfplane to the right of contains for the first time points with overall weight larger than m/2. Let R − 0 denote the set R0 of points in the open halfplane to the right of , plus the largest set of initial points of ∩ R along whose overall weight does not exceed m/2 − w(R0).
If the overall weight of R − 0 is exactly m/2, we are in case (i). We define R − := R 
It is clear that the convex hulls of R + and R − are disjoint, and that the final position of is the desired common inner tangent m0.
If the overall weight of R − 0 is less than m/2, we are in case (ii). Let q be the next point of ∩ R along , and define R
See part (ii) of the figure. It is easily seen that the properties asserted in (ii) hold, with m0 being the final position of . 2 We apply Lemma 2.1 to our set R ⊂ π, with m = n − 1. In case (ii), we split q into two co-located points q − , q + , and distribute the weight w(q) between them, so that w(q
We refer to q as the central bichromatic point of R. The presence of q adds an extra level of complication to the proof. For lack of space, we omit the treatment of q in this version. As a bonus, we obtain, in both Themorems 1.1 and 1.3, the slightly improved bound of 2n − 2 when q does not exist. (Note that q exists in the configuration shown in Figure 1 , where only 2n − 5 different directions can be constructed.)
Let P + (resp., P − ) denote the set of points of P that project from p0 to points of R + (resp., R − ). Let m1 denote the other inner tangent of the convex hulls of R − and R + . In case (ii), m1 also passes through q and through at least one other point of one of the two sets. Now choose an orthogonal (x, y)-coordinate system whose y-axis is either a line that strictly separates R − and R + in case (i), or a line through q that strictly separates R − 0 and R + 0 in case (ii). We can carry out the construction so that (a) R + and R − are to the left and to the right of the y-axis, respectively, (b) r ∈ R − , and (c) m0 is oriented from r away from the other contact point(s), and the positive y-direction lies counterclockwise to it. See the preceding figure.
Let be a line in π, and let h be the plane spanned by and p0. The sets P + h = P + ∩h and P − h = P − ∩h are separated in h, so that the cones with apex p0 spanned by their convex hulls are disjoint, except that in the latter case, if q ∈ , both cones are bounded by the common line connecting p0 to q. See the figure.
The sets R + = R + ∩ and R − = R − ∩ are the image sets of the respective sets P Here is a brief overview of the proof of Theorem 1.3. In Section 4, we collect a set F of mutually non-convergent segments in π whose endpoints belong to R. With few exceptions, the segments in F connect points of R + to points of R − . Each segment f ∈ F gives rise to a set E(f ) of pairwise non-convergent segments in 3-space, determined by P , and lying in the plane h spanned by p0 and f . Each segment e ∈ E(f ) either connects a point of P + h to a point of P − h , or connects p0 to some point in P h , such that the projection e * of e from p0 on the line supporting f , either fully contains f or is a point, outside the interior of f ; see part (a) of the preceding figure. Let E denote the union of all the sets E(f ). Using a fairly intricate analysis based on Theorem 3.1, we show that (a) E contains at least 2n − 5 segments (Section 4.4), and (b) every pair of distinct segments in E are non-convergent and therefore non-parallel (this part is omitted here). Once (a) and (b) are established, Theorems 1.3 and 1.1 follow, because the directions of the segments in E are all different.
We emphasize once again that Theorem 1.3 is considerably stronger than Theorem 1.1. Besides being of independent interest, we expect this strengthening to be useful for extending our results to higher dimensions.
A Bipartite Ungar-type Theorem
A crucial ingredient of our analysis is the following variant of Ungar's theorem. Theorem 3.1. Let X = X + ∪ X − be a set of points in the plane. Assume that X + and X − are separated by the yaxis. Let p0 denote the origin, and assume that it is outside the convex hull of X. We also assume that 0 < |X − | ≤ |X + | and that the innermost ray from p0 to a point of X + (forming the smallest angle with the y-axis) contains more than |X + |−|X − | points. Then one can select at least |X + |+ |X − |+1 pairwise non-convergent segments connecting points of X + ∪ {p0} to points of X − ∪ {p0}.
We remark that the "+1" term in the above bound is crucial for our analysis, and that we may lose this term if the assumption on the points in the innermost ray does not hold, as is illustrated in the figure, where |X + |+|X − |+1 = 5 but at most four pairwise non-convergent segments can be selected.
Assume the conditions of Theorem 3.1, with the difference that the innermost ray from p0 to a point of X + contains exactly |X + | − |X − | points. Then one can select at least |X + |+|X − | pairwise non-convergent segments connecting points of X + ∪ {p0} to points of X − ∪ {p0}.
Proof of the Corollary: Remove one point from X + which is not on the innermost ray from p0 to a point of X + (note that X + is not fully contained in that ray, since |X − | > 0), and apply Theorem 3.1 to the resulting set of points. 2 Proof of Theorem 3.1: Fix an (x, y)-coordinate system in the plane. We apply a standard duality transform that maps a point p = (p1, p2) to the line p * with equation y+p1x+p2 = 0. Vice versa, a non-vertical line l with equation y+l1x+l2 = 0 is mapped to the point l * = (l1, l2). Consequently, any two parallel lines are mapped into points having the same x-coordinate. It is often convenient to imagine that the dual picture lies in another, so-called dual, plane, different from the original one, which is referred to as the primal plane.
The above mapping is incidence and order preserving, in the sense that p lies above, on, or below if and only * lies above, on, or below p * , respectively. The points of a segment e = ab in the primal plane are mapped to the set of all lines in the closed double wedge e * , which is bounded by a * and b * and does not contain the vertical direction. All of these lines pass through the point q = a * ∩ b * , which is called the apex of the double wedge e * . All double wedges used in this paper are assumed to be closed, and they never contain the vertical direction.
We call two double wedges convergent if their apices are distinct and the apex of neither of them is contained in the other:
It is easy to see that, according to this definition, two noncollinear segments in the primal plane are convergent if and only if they are mapped to convergent double wedges.
Without loss of generality, we assume that X + lies to the left of the y-axis, that X − lies to its right, and that both sets lie below the x-axis; see Figure 2 (a). The duality maps p0 into the x-axis, which we denote as 0 , the lines connecting p0 to points in X + (resp., X − ) to points on the negative (resp., positive) x-axis, and the points of X + (resp., X − ) to positively (resp., negatively) slopped lines; see Figure 2 (b). Let Λ + , Λ − denote the set of lines dual to the points of X + , X − , respectively, and put Λ = Λ + ∪ Λ − ∪ { 0 }. Enumerate the points dual to the lines connecting p0 to the points of X + as q1, . . . , q k in this left-to-right order, and the points dual to the lines connecting p0 to the points of X − as q 1 , . . . , q in this right-to-left order; thus q1 is the leftmost point and q 1 is the rightmost. Put n + = |Λ + |, n − = |Λ − |. We redefine the sets Λ + , Λ − as follows. First we set Λ − := Λ − ∪ { 0 }, and remove from Λ + the n + − n − lines that pass through q1 and have the shallowest slopes; we refer to these lines as excess lines, and denote the set that they comprise by Λ e . Redefine Λ
We note that by an appropriate choice of the coordinate frame in the duality transform, we may assume that the slopes of the excess lines are the smallest among all lines in Λ + .
Constructing junctions and stations. We apply an iterative pruning process that constructs a sequence of vertices ("junctions") v1, . . . , vm which are intersection points of lines from Λ − and lines from Λ + , and sets of intermediate vertices ("stations") between them, as well as a set of "termini" to the right of the rightmost junction. The sequence J of junctions v1, v2, . . . , v k is constructed as follows.
Step 1: Set i := 1 and Λ
Step 2: If Λ + i = ∅, the construction of J terminates. Otherwise, as we will see, neither set is empty. Let vi be the leftmost intersection point between a line in Λ 
Note that, due to the special structure of the arrangement, we have v1 = q1 and d1 = 1. See Figure 2 
(b).
It is easy to verify the following properties of this construction. (iii)
Next, between any two consecutive junctions vi and vi+1, for 1 ≤ i < k, we specify di + di+1 − 1 further vertices of A(Λ), called stations. , as the upper grid between vi and vi+1. The collected stations lie on the "upper rim" of that grid. In complete analogy, when case (b) applies, we collect stations along the "lower rim" of the lower grid between vi and vi+1.
The description so far matches the one given in [14] . We now describe the new features of the present collection process. They involve (a) collecting "excess stations" for the excess lines, and (b) collecting vertices (that we refer to as "termini") to the right of v k .
The collection of excess stations proceeds as follows. As we collect the junctions vi, we maintain a subset Λ In conclusion, each removed excess line is associated with a new upper grid vertex of the arrangement, and these are the excess stations that we have promised to collect. We set Λ e j to be the set of surviving excess lines, which still pass through or below vj (so the invariant continues to hold), and continue the process with j := j + 1.
(ii) Suppose that we have to use the lower grid for collecting intermediate stations between vj−1 and vj . Recall that the lower grid has to be used either when (a) vj lies on or above at least one of the dj−1 lines of Λ + incident to vj−1 and removed there, or when (b) vj−1 lies on the shallowest of the dj lines of Λ − incident to vj and removed there. In case (a), let denote the shallowest line in Λ + through vj−1 that is removed at vj−1. Refer to Figure 4 (a) and note that vj passes above . In this case, each excess line in Λ e j−1 must pass below vj , because it passes below or through vj−1 and its slope is smaller than that of . Hence, in this case we do not remove any excess line, and thus set Λ e j := Λ e j−1 . In particular, the invariant property holds for Λ e j in this case, and we continue the collection process with j := j + 1.
In case (b), which is depicted in Figure 4 (b), let denote the shallowest line in Λ − through vj that is removed at vj .
passes also through vj−1. We use the lower grid to construct excess stations for the excess lines of Λ e j−1 that pass above vj . These will be the intersection points of these lines with the steepest line of Λ − incident to vj−1. Because of the slope conditions, these points lie to the left of all the standard stations between vj−1 and vj . However, if there exists an excess line λ through vj−1, this procedure will fail to produce an additional excess station for λ. To gain such a station elsewhere, we observe that j − 1 = 1 (since 0 is the only line of Λ − through v1, so that it is deleted there , and that we must have used the upper grid between vj−2 and vj−1. This holds because vj−2 must lie on or below and on or above λ. Hence, all the lines of Λ + incident to vj−2 must pass strictly above vj−1 (since they have slopes larger than that of λ), and all the lines of Λ − incident to vj−1 and removed there must pass strictly above vj−2 (since they are all steeper than ). Note that the number of lines of Λ − through vj−1 is greater than dj−1, because this set also contains , which has not been removed at vj−1. Using that extra line, we can therefore gain one additional intersection point as the required excess station in the upper grid between vj−2 and vj−1.
However, one such extra grid station may fail to exist if vj−2 also lies on . Refer to the figure. In this case, it is easily seen that, as far as the collection of standard stations goes, we can use the lower grid between vj−2 and vj−1 instead of the upper grid. Indeed, all the lines of Λ − incident to vj−2 and removed there pass below vj−1 (because passes through vj−1 and is not removed there), and all the lines of Λ + incident to vj−1 and removed there pass below vj−2 (because λ passes through vj−1 and below vj−2). If vj−2 is not incident to an excess line, then all excess lines in Λ e j−2 that pass through or above vj−1 (including λ) determine excess stations on the lower grid between vj−2 and vj−1. Hence in this case we obtain on the lower grid one additional excess station, formed by λ, and can therefore quit this process. If vj−2 is incident to an excess line, we attempt to collect an extra excess station in the upper grid between vj−3 and vj−2, expoiting, as above, the excess of lines of Λ − at vj−2. Again, this may fail if vj−3 also lies on , and we keep applying this backtracking process until we reach a junction vs that lies strictly below . This will happen, if not earlier, when we reach v1, since the only line of Λ − incident to v1 is 0, which is different from . Collecting termini. Finally, consider the last junction v k and the final set Λ and there is another surviving line of Λ − , which passes through or above v k . Our goal is to collect d k + |Λ e k | + 1 additional vertices of A(Λ) to the right of v k , to which we refer as termini.
If passes above v k , then we obtain on it the distinct intersection points with 0 , with the excess lines in Λ at a vertex, and we add these vertices to the set of collected termini; their x-coordinates are all distinct, and lie to the right of v k and to the left of any point q j charged by the lines of Λ − incident to v k . Altogether we collect at least d k + |Λ e k | termini. The only case in which we do not obtain d k +|Λ e k |+1 termini is when there is an excess line λ0 through v k . In this case we must have used the upper grid between v k−1 and v k , which is argued as in case (ii) of the preceding analysis. As above, we can gain an extra excess station in this upper grid, because the number of lines of Λ − through v k is in fact at least d k + 1. Again, the same technical difficulty that we faced earlier may arise here as well, when v k−1 also lies on . We resolve this exactly as before, backtracking to the left through junctions vj that lie on , switch to lower grids between them without decreasing the number of collected stations, and gaining the desired extra station when we reach a junction vj that lies strictly below or that is not incident to an excess line.
In both cases, we have managed to charge an extra terminus for every excess line left in Λ e k , and an additional terminus for the extra surviving line of Λ − . Adding these termini to the junctions and stations, we obtain, excluding the excess stations, and recalling that d1 = 1, a total of
vertices. Hence, since we manage to collect one additional vertex for each excess line, we obtain a total of 2n − + 1 + (n + − n − ) = n + + n − + 1 vertices. Observe that all the collected vertices are either on 0 or are intersection points of lines of Λ + with lines of Λ − . In other words, each of the collected vertices represents a segment in the primal plane, connecting a point of X + ∪ {p0} to a point of X − ∪ {p0}. Let Q denote the set of all collected junctions, stations, and termini. Associate with each element q ∈ Q the maximal double wedge W (q) (not containing the vertical line through q), which is bounded by a pair of lines passing through q.
To complete the proof of the theorem, we need to show that the collected segments are pairwise non-convergent, but the proof of this fact is omitted in this version.
Claim 3.4. The set {W (q) | q ∈ Q} of n double wedges has no two convergent elements.
Constructing the Sets of Segments F
and E in the Plane π and in 3-Space
Consider the projected set R of non-collinear points in the plane π, as defined in Section 2. Recall that we have partitioned R into two sets, R + and R − , by some vertical line which we choose to be the y-axis. Instead of selecting the suitable set of segments F in π, it will be more convenient to work in the dual plane, using the same duality transform as in the proof of Theorem 3.1, where segments correspond to double wedges. First, we will define the apices v of these double wedges W (v), that are vertices in the arrangement of lines dual to the elements of R, and then we specify the boundary lines of each W (v), which are the duals of the endpoints of the corresponding segment f (v) in the 'primal' plane π.
The main part of the selection algorithm is an iterative pruning process that collects two types of different crossing points v, so-called junctions and stations, between the lines dual to the points of R. This process has many aspects similar to the one discussed in [14] , and to the one given in the preceding section, but here the analysis is much more involved, because we have to handle weighted lines.
After associating each collected vertex v with a certain double wedge W (v) that has v as an apex, consider the set F of segments f (v) in the primal plane π that correspond to these double wedges, by duality. Each segment f (v) connects two elements of R in π, and we show that these segments are pairwise non-convergent. Each segment f (v) ∈ F spans with p0 a plane h(v) in R 3 , and we apply Theorem 3.1 to collect segments that connect pairs of points of P within h(v). We denote by E(f (v)) = E(v) (and sometimes also by E(f )) the set of segments in R 3 that are spanned by P and are determined by f (v), and we set E := f ∈F E(f ).
Even though we assume that the central bichromatic point q does not exist, we will occassionally comment on what happens when it is present.
Collecting junctions in the dual plane
Denote by L the set of lines dual to the elements of R. By choosing the directions of the coordinate frame sufficiently generic, we may assume that no two lines in L are parallel. (In the primal plane, this would correspond to the requirement that no two points of R have the same x-coordinate.) Each line ∈ L has a weight w( ) equal to the weight of its dual point, so We begin by constructing a sequence J = v1, v2, . . . , v k of vertices of A(L), called junctions. Step 1:
Step Since m1 is the line with the largest slope connecting a point of R + and a point of R − , our duality implies that m * 1 , the dual of m1, is the leftmost intersection point between a line of L + and a line of L − . Hence, we have v1 = m * 1 . As our construction sweeps the dual plane from left to right, we collect junctions and stations whose dual lines rotate clockwise from m1 onwards (see an illustration in Section 2).
As in the proof of Theorem 3.1, it is easy to verify the following properties of the above construction (consult Figure 6 ): 
Constructing segments in E from the junctions
In the primal plane π, each junction vj , for j = 1, . . . , k, corresponds to some line v * j in π, which contains projections (from p0) of some points of P . Let h denote the plane spanned by v * j and p0. We apply Theorem 3.1 to a certain subset of P ∩ h, thereby obtaining a set of pairwise non-convergent segments determined by the points in that subset.
Fix an index 1 ≤ i ≤ k. Let and p0. Let X + (resp., X − ) denote the set of points of P whose projection from p0 is one of the duals of + and X − are separated by a line in h. We will pick a coordinate system on h so that this separating line is the y-axis.
Clearly,
, where the w( )'s denote the original weights of the corresponding lines . We would like to show that Theorem 3.1 can be applied to the set X = X + ∪ X − within the plane h. Indeed, assume that |X + | ≥ |X − |. Since + a is either deleted at vi or has its weight reduced there, it follows that a−1 j=1 w(
Theorem 3.1 can thus be applied to the set X = X + ∪ X − within the plane h, and it yields a total of at least |X + | + |X − | + 1 pairwise non-convergent segments, each of which connects a point of X + ∪{p0} to a point of X − ∪{p0}. However, there may exist one segment that is doubly counted in another junction: This is the segment along the ray from p0 to the dual of the unique line among whose weight is reduced at vi but which is not removed there, if such a line exists. (Note that this ray is the innermost among those rays connecting p0 to points of the corresponding set X + or X − .) In that case, will also contribute weight to another subsequent junction v i . Ignoring this potentially doubly-counted segment, we are therefore left with at least 1 + a j=1 w(
pairwise non-convergent segments, where ζi = 1 if there is a line whose weight has been reduced at vi but which was not removed there, and ζi = 0 otherwise.
We repeat this collection process to each of the junctions vi, and sum up the resulting bounds. This sum can be rearranged as follows. Let 1 , . . . , t denote an enumeration of all the lines in L, and put wj = w( j ) (the original weight), for j = 1, . . . , t. For each j, let κj denote the number of junctions vs that are incident to j , such that either j is removed at vs or its weight is reduced there. Observe that if κj > 1, then in the first κj − 1 of these junctions vs, the weight of j is reduced at vs but j is not removed there. It is removed only at the last of these junctions. Therefore, the overall number of segments in E generated at all the junctions v1, . . . , v k is at least 
Hence, the segment e = vivi+1 is contained in (the closure of) f . We distinguish two cases: Case 1: e is contained in the interior of f (except for its right endpoint).
This implies that the lines removed from L − i+1 (resp., from L + i+1 ) pass strictly above (resp., below) e. Moreover, either all the lines removed from L that meet at u.
Each station u generates a set E(u) of segments spanned by P in R 3 , as follows. Suppose that u is incident to some line + s through vi and to some line − t through vi+1 (where either s = νi or t = νi+1). Consider the primal line u * dual to u, and let h denote the plane in 3-space spanned by p0 and u * . The plane h contains two segments that connect p0 to the two respective dual points ( 
, no two of which are convergent; for example, one can get that many distinct segments by taking all segments one of whose endpoints is either the nearest point to p0 on s + or the nearest point to p0 on s − :
These segments constitute the set E(u). Hence, the total number of segments that are collected in this manner for all the new stations u is
Note that the sum
is at least di; it may exceed di if it involves a non-deleted line with reduced weight, because in the sum we use the full weight of that line. Similarly,
. Therefore, the total number of segments that we collected this way is at least
Case 2: e is an edge of f . In this case, e is contained in a line which is incident to vi but which was not removed when vi was constructed (it could have been the one whose weight has been reduced). Assume first that is not the line whose weight has been reduced. By construction, it then follows that the lines removed from L pass above e, or all the lines removed from L + i+1 (including the non-deleted, weight-reduced line, if any) pass below e. We can now repeat the preceding arguments, and obtain, as above, a set Si of additional stations of A(L), which generate a total of at least di + di+1 − 1 segments spanned by P , which are added to E.
Suppose next that the line containing e is the (unique) weight-reduced line at vi. If is not removed at vi+1, nor does it have its weight reduced there, the first case of the analysis applies and yields the same lower bound of di + di+1 − 1 on the number of collected segments that are added to E. We thus assume that has been removed or that its weight has been reduced at vi+1.
Let ai and ai+1 denote the contribution of to di and di+1, respectively. That is, the overall weight of the lines from the same family of (i.e., L + or L − ) that are removed at vi (resp., at vi+1) is ci = di−ai (resp., ci+1 = di+1−ai+1). Claim 4.2. In this case one can collect in E at least
new segments (in the same manner as before) from one of the upper or lower grids between vi and vi+1.
Indeed, suppose, without loss of generality, that ∈ L + . Then the total weight of the lines of L − that are incident to vi (resp., to vi+1) is di (resp., di+1), and the total weight of the lines of L + that are incident to vi (resp., to vi+1) and are removed there is ci (resp., ci+1).
If both ci and ci+1 are 0, the claim is trivial, so assume that, say, ci > 0. In this case, the upper grid between vi and vi+1 exists, and generates, arguing as above, at least
new segments in E, as claimed. The case where ci+1 > 0 (and ci = 0) is fully symmetric, except that in this case we use the lower grid. This establishes our claim. 2 We have thus showed that the collected stations between two consecutive junctions vi and vi+1 give rise to di+di+1−1 segments, if there is no line which contributes weight to both junctions. If on the other hand there is a line which contributes a weight of ai > 0 to vi and a weight of ai+1 > 0 to vi+1, then the stations between vi and vi+1 give rise to di + di+1 − ai − ai+1 collected segments.
It turns out that one can select a set S k of stations that lie to the right of v k or to the left of v1, with the property that the set of segments u∈S k E(u) they give rise to has at least d1 + d k − 1 elements (so the second case involving the partial weights a1, a k of a common incident line does not arise here). The proof of this fact is omitted here. It is strongly based on the concrete way in which R has been partitioned into R + and R − , as described in Section 2.
Counting the Number of Segments in E
Combining the contributions in (2) and (3) with the contribution in (1), we obtain that E consists of a total of at least
segments, where I1 is the set of indices i for which there exists a (unique) line which contributes to both di and di+1 (excluding, as has just been argued, the case i = k), and I2 is the complementary set. Assume first that there is no line that contributes to all the k weights d1, . . . , d k . Then each line j can contribute to at most κj − 1 pairs of successive weights di, di+1, and each of the corresponding terms (ai + ai+1) is at most wj. Even if there exists a line that contributes to all k weights di, it does not cause the size of E (k) to be reduced by the respective term a k + a1, so the analysis proceeds in the same way in this case, too. The remaining pairs of successive weights contribute −1 to the expression above (in the summation over i ∈ I2). Therefore, an overestimate of the negative terms in (4) To complete the proof, we have to show that no pair of segments in E are convergent. The verification of this fact is omitted here.
