decomposition-based evolutionary multiobjective optimization (EMO) algorithm has become an increasingly popular choice for a posteriori multiobjective optimization. However, recent studies have shown that their performance strongly depends on the Pareto front (PF) shapes. This can be attributed to the decomposition method, of which the reference points and subproblem formulation settings are not well adaptable to various problem characteristics. In this paper, we develop a learning-to-decompose (LTD) paradigm that adaptively sets the decomposition method by learning the characteristics of the estimated PF. Specifically, it consists of two interdependent parts, i.e., a learning module and an optimization module. Given the current nondominated solutions from the optimization module, the learning module periodically learns an analytical model of the estimated PF. Thereafter, useful information is extracted from the learned model to set the decomposition method for the optimization module: 1) reference points compliant with the PF shape and 2) subproblem formulations whose contours and search directions are appropriate for the current status. Accordingly, the optimization module, which can be any decomposition-based EMO algorithm in principle, decomposes the multiobjective optimization problem into a number of subproblems and optimizes them simultaneously. To validate our proposed LTD paradigm, we integrate it with two decomposition-based EMO algorithms, and compare them with four state-of-the-art
where x = (x 1 , . . . , x n ) T is an n-dimensional decision vector and F(x) is an m-dimensional objective vector. is the feasible set in the decision space R n and F : → R m is the corresponding attainable set in the objective space R m . Given two solutions x 1 , x 2 ∈ , x 1 is said to dominate x 2 if and only if f i (x 1 ) ≤ f i (x 2 ) for all i ∈ {1, . . . , m} and F(x 1 ) = F(x 2 ). A solution x ∈ is said to be Pareto-optimal if and only if there is no solution x ∈ that dominates it. The set of all Pareto-optimal solutions is called the Paretooptimal set (PS) and their corresponding objective vectors form the Pareto front (PF). Accordingly, the ideal point is defined as z id = (z id 1 , . . . , z id m ) T , where z id i = min x∈PS f i (x) for all i ∈ {1, . . . , m}, and the nadir point is defined as z nd = (z nd 1 , . . . , z nd m ) T , where z nd i = max x∈PS f i (x). The evolutionary algorithm, which is able to approximate the whole PF/PS in a single run, has been widely accepted as a major approach for multiobjective optimization. It is wellknown that the balance between convergence and diversity is the cornerstone of evolutionary multiobjective optimization (EMO) [1] . According to the ways of achieving this balance, the current EMO algorithms are generally classified into three major categories, i.e., Pareto-based [2] [3] [4] , indicatorbased [5] [6] [7] , and decomposition-based algorithms [8] [9] [10] . In particular, decomposition-based algorithms, especially since the development of multiobjective evolutionary algorithm based on decomposition (MOEA/D) [8] , have become increasingly popular for a posteriori multiobjective optimization. Generally speaking, the basic idea is to decompose the original MOP into a set of subproblems, either in the form of single-objective optimization problem [8] or simplified MOP [11] , [12] and optimize them in a collaborative manner. It provides a natural way to achieve the balance between convergence and diversity, where the convergence is guaranteed by optimizing each subproblem while the diversity is implicitly controlled by a predefined set of evenly distributed reference points. 1 The reference points and the subproblem formulation constitute two key components of the decomposition.
As reported in a recent study of Ishibuchi et al. [13] , the performance of decomposition-based EMO algorithms strongly depends on the PF shapes. Specifically, MOEA/D and its variants work well on problems with regular PF shapes, especially when they are in line with the unit simplex, from which the reference points are evenly sampled [14] [15] [16] ; otherwise they perform poorly, e.g., on PFs with disparate scales, discontinuous segments, or other complex shapes. This phenomenon can be generally attributed to an inappropriate decomposition, e.g., the distribution of the reference points is not compliant with the PF shape, or the search direction and contours induced by the corresponding subproblem formulation are not well adaptable to various problem characteristics. In recent years, researchers have tried to improve the decomposition method mainly from the following two aspects.
A natural idea to achieve a better decomposition is to adapt the distribution of reference points to be compliant with the PF shape. For example, Siwei et al. [17] proposed to use nondominated solutions stored in an external archive to fit an estimated PF in the form of m i=1 f p i = 1. Thereafter, reference points are sampled from the estimated PF to maximize the hypervolume (HV) indicator [18] . Nevertheless, this method fails to estimate PFs with complex shapes; and the HV is highly sensitive to the choice of the worst point [19] . Gu et al. [20] proposed to use an equidistant interpolation to estimate the PF. The reference points are periodically updated according to the mean of several interpolation points. However, the piecewise linear interpolation may fail to estimate highly nonlinear PFs and can easily cause overfitting. Recently, Gu and Cheung [21] have developed a reference point generation method based on self-organizing map (SOM) [22] . It uses the objective vectors of recent solutions to train an SOM network periodically. The reference points are directly set as the weights of the neurons. One of the drawbacks lies in the expensive computational costs since the training of an SOM network requires a large external archive. Qi et al. [23] proposed to dynamically adjust the reference points at the late stage of the optimization. Specifically, it maintains an external population to estimate the density of solutions with respect to each reference point. Reference points in the most crowded regions are periodically removed while new reference points are generated in the most sparse regions by using objective vectors chosen from the external population. Similarly, Li and Yao [24] proposed to add reference points in the undeveloped and promising regions and delete those that hold same solutions with another reference point. The adaptive reference points adjustment methods in [25] [26] [27] [28] all follow this add-and-delete procedure. Wang et al. [10] developed a co-evolutionary framework which co-evolves the population and the reference points simultaneously. Although this method improves the population diversity to a certain extent, it can hardly maintain evenly distributed solutions.
Other than adjusting the distribution of reference points, some researchers proposed to improve the decomposition by adapting or constraining the existing subproblem formulations or developing new subproblem formulations suitable for the underlying problem characteristics. For example, Wang et al. [29] analyzed the properties of a family of frequently used subproblem formulations, i.e., L p method, and proposed a Pareto adaptive scalarizing approximation to approximate the optimal p value adaptively. This Pareto adaptive method was also used in [30] to set the penalty factor θ of the penalty-based boundary intersection (PBI), another popular subproblem formulation. Following the same direction, Yang et al. [31] suggested two adaptive penalty schemes for PBI to enhance its search ability. To enhance the population diversity, Wang et al. [32] , [33] proposed to constrain the PBI and weighted sum subproblem formulations. Note that even though these parameter adaptation methods and constraining methods seem to be intuitive, they may not always generate appropriate contours. In addition, the search direction is restricted by the corresponding subproblem formulation. More recently, Jiang et al. [34] developed two new subproblem formulations that are self-adaptive according to the dynamics of the optimization process. Although these newly developed subproblem formulations are able to generate more controllable contours to a certain extent, they do not take the PF shape into consideration. There are some preliminary research focused on the issue of fixed search directions. For example, Wang et al. [35] investigated the effect of the fixed search directions toward the ideal point estimated in three manners, i.e., pessimistic, optimistic and dynamic. Saborido et al. [36] proposed to formulate the subproblems that have different search directions, i.e., toward the ideal point and backward from the nadir point. Similarly, two populations are evolved along adversarial search directions in [37] and [38] . In such cases, the reference points are sampled from both the regular and inverted unit simplexes. As discussed in [37] , the adversarial search directions mainly deal with the orientations of the PFs with regular shapes.
In this paper, we develop a learning-to-decompose (LTD) paradigm that adaptively sets the decomposition method by periodically learning the characteristics of the estimated PF. Specifically, the LTD paradigm consists of two interdependent parts, i.e., a learning module and an optimization module. By using the current nondominated solutions from the optimization module as the training data, the learning module uses Gaussian process (GP) regression [39] to learn an analytical model of the estimated PF. According to the learned model, the decomposition method of the optimization module is adaptively set: 1) effective reference points compliant with the estimated PF shape and 2) subproblem formulations with appropriate contours and search directions, by which the population can be guided toward to the true PF. Note that the reference points and the subproblem formulation, derived from the LTD paradigm, can be readily used in any decomposition-based EMO algorithm which forms the optimization module. Comprehensive experiments on a series of benchmark problems with various PF shapes fully demonstrate the effectiveness of our proposed LTD paradigm. The remainder of this paper is organized as follows. Sections II and III describe the motivation and technical details of our proposed LTD paradigm step by step. Section IV provides the setup of the experiments, and the performance of our proposed method is then validated and discussed in Section V. Finally, Section VI concludes this paper and discusses the future work.
II. MOTIVATIONS
This section develops our motivations of the LTD paradigm by analyzing difficulties encountered by MOEA/D, a representative decomposition-based EMO algorithm, when solving problems with various PF shapes.
In the past decade, we have witnessed the significantly growing interests in the development of MOEA/D variants, given their promising results on a variety of problems, e.g., problems with complicated PS [40] and many objectives [15] , combinatorial optimization problems [41] , and applications like antenna design [42] , electrical power production [43] , and community detection in networks [44] . However, more and more researchers have noticed that MOEA/D becomes less effective or even completely fails when solving problems with complex PF shapes [13] . Generally speaking, this can be attributed to three major reasons.
1) The reference points, which are evenly sampled on a unit simplex by default, play an essential role in MOEA/D. As shown in Fig. 1(a) , each reference point corresponds to a reference vector originated from the ideal point. The optimum of each subproblem (i.e., a Pareto-optimal solution), with respect to a reference point, is expected to be located at the intersection between the corresponding reference vector and the PF. Note that the evenly sampled reference points work well when the PF shape is perfectly in line with the unit simplex like PF1 shown in Fig. 1(a) ; otherwise, the distribution of the obtained solutions might become unsatisfactory. For example, we can observe an undesirable concentration of the expected Pareto-optimal solutions in the knee region of PF2, which has a sharp convex shape. As for PF3, which consists of two disconnected segments, some reference points do not have any intersection between the corresponding reference vectors and the PF, thus might not end up with desirable Pareto-optimal solutions. 2) As discussed in [45] , the search dynamics of MOEA/D is affected by the contours induced by the subproblem formulation. Fig. 1 (b) presents the contours of two widely used subproblem formulations [8] , i.e., Tchebycheff (TCH) and PBI, with respect to two different reference points. As shown in this figure, a contour divides the objective space into two subspaces, where objective vectors lying in the subspace covering z id are judged better than those in the other subspace by the corresponding subproblem. Therefore, the shape and distribution of the contours determine the superiority between different solutions. In particular, the opening angle of the contours of TCH (red dashed lines) is π/2; while for PBI (blue solid lines), it is controlled by its penalty factor θ , where we use θ = 5 as recommended in [8] . Without considering the PF shape, the sharp angles of the contours might result in inappropriate comparisons between solutions. For example, as shown in Fig. 1(b) , the objective vectors z 3 and z 4 are closer to the PF than z 1 and z 2 , but z 3 is judged worse than z 1 by the TCH subproblem and z 4 is judged worse than z 2 by the PBI subproblem.
3) The subproblem formulation also determines the search direction of the corresponding subproblem. For example, as shown in Fig. 1(b) , the search directions of both TCH and PBI are opposite to the corresponding reference vectors, denoted by λ 1 and λ 2 . Note that the search direction is a straight line in the objective space, along which the subproblem has the greatest decreasing rate starting from any point on that line. The blue solid line in Fig. 1 (c) represents the contour of PBI with θ = 1, which provides a larger opening angle. It has been discussed in [37] that a larger opening angle of the contours contributes to better convergence but may be harmful to the population diversity. For the given reference point in Fig. 1(c) , it is desirable that the corresponding subproblem finds the Pareto-optimal solution z 5 , i.e., the intersection point between w 2 and the PF. However, according to the contour, we find that z 6 , which is away from w 2 , is judged better than z 5 by the subproblem. In this case, there is a risk that more than one subproblem ends up with the same optimal solution, thus damaging the population diversity. But if we set the search direction to be normal to the PF at z 5 , denoted by λ 3 , while without changing the shape of the contour [the red dashed line shown in Fig. 1(c) ], the optimal solution of this subproblem will be z 5 . In this paper, we argue that the search direction normal to the PF is optimal for subproblem formulation. According to the discussions above, to make MOEA/D adaptable to problems with various PF shapes, a natural idea is to learn the characteristics of the estimated PF periodically during the optimization process. In the next section, we will develop the LTD paradigm, based on which we are expected to have: 1) a set of reference points compliant with the PF shapes and 2) subproblem formulations with appropriate contours and search directions normal to the PF.
III. LEARNING-TO-DECOMPOSE PARADIGM
The general framework of our proposed LTD paradigm is given in Fig. 2 . It consists of two interdependent modules: 1) optimization and 2) learning. Specifically, the optimization module is a decomposition-based EMO algorithm. The learning module aims to characterize the PF via an analytical model. Depending on the requirements of the optimization module, useful information can be extracted from this analytical model to adaptively set the decomposition method. In this paper, we start with MOEA/D as the optimization module, and generalize the applicability of the proposed LTD paradigm to NSGA-III later. In particular, given MOEA/D as the optimization module, we use the learned model to: 1) sample effective reference points that are compliant with the shape of the estimated PF and 2) formulate subproblems whose contours are appropriate for the problem characteristics and search directions are normal to the estimated PF. In the following paragraphs, we will describe each part step by step.
A. Modeling: PF Learning via Gaussian Process Regression
The major purpose of the learning module is to build a model that characterizes the estimated PF. From this model, useful information, e.g., normal vectors and curvatures of the estimated PF, can be derived and used to set the decomposition method for the optimization module. Specifically, the modeling process is treated as a regression problem where the current nondominated solutions are used as the training data. Inspired by [46] , we choose GP [39] to build the regression model. There are two major reasons for choosing GP regression: 1) it has the ability to quantify the variances of the predicted outputs. In particular, these variances are used to detect the discontinuous regions or edges of the estimated PF and 2) if the mean and covariance functions are appropriately chosen, we can derive the first and second derivatives of the predicted mean, which are finally used for calculating the normal vectors and curvatures of the estimated PF.
As shown in 
where
is the mean vector of Z I , k * is the covariance vector between Z I and z * I , and K is the covariance matrix of Z I . The predicted mean g(z * I ) is directly used as the prediction of z * O , and the prediction variance V[g * ] quantifies the uncertainty. All in all, a sample on the estimated PF is represented as z * = (z * I , g(z * I )) T . A GP is specified by a mean function and a covariance function. A prior knowledge of the mean function eases the training of the hyperparameters and leads to better regression results. Inspired by [29] , we consider using the following general assumption about the PF:
where f i (x) is the ith normalized objective function of a Paretooptimal solution x. Accordingly, we set the mean function as
By letting a = a i and c = 1/c i for all i ∈ {1, . . . , m}, (4) is further simplified as
This simplified mean function significantly reduces the number of hyperparameters that need to be learned for GP regression, especially when having many objectives. Note that even though this mean function might fail to accurately approximate some PFs with irregular shapes, the second term of g(z * I ) in (2) with the covariance function can make it up. As recommended in [39] , we use the popular rational quadratic covariance function in this paper. The hyperparameters are learned by maximizing the log marginal likelihood
From the learned model of the estimated PF, we can extract useful information to guide the decomposition. In this paper, we are particularly interested in the first and second derivatives of the predicted mean, which can be used to obtain the normal vector and curvature of a sample z * on the manifold of the estimated PF, i.e., z O − g(z I ) = 0. Specifically, the unit normal vector is computed as
Note that the computation of the curvature depends on the dimension of the estimated PF. In particular, the estimated PF is a curve when m = 2, of which the curvature at z * is computed as
When m > 2, the estimated PF is a manifold, which has infinite number of curvatures at z * in principle. Here, we are only interested in the principal curvatures, i.e., the maximum and minimum curvatures. Let r(
be a regular parametrization of the manifold. Its second fundamental form is written as
The principal curvatures κ * 1 and κ * 2 at z * are the eigenvalues of II(z * I ). Details of the computation of the normal vectors and curvatures can be found in [47] .
B. Reference Point Sampling
As discussed in Section II, the predefined reference points evenly distributed on a unit simplex may lead to some side effects for MOEA/D, especially when tackling problems with irregular PFs. To address this issue, by using the PF model learned in Section III-A, we develop a reference point sampling method that is able to generate a set of reference points widely distributed on the estimated PF. Specifically, the reference points are sampled according to the following three-step process.
Step Step 2: Remove dominated samples and those whose prediction variances are higher than a threshold
This helps remove samples in the discontinuous regions or beyond the PF.
Step 3: Trim the remaining samples in Z * by repeatedly removing the one that has the highest density until the size of Z * equals N. In particular, the density of a sample z * ,i , i ∈ {1, . . . , |Z * |}, is computed as
where dist(z * ,i , z * ,j ) is the Euclidean distance between z * ,i and z * ,j . We design this density estimator due to its high efficiency in dealing with a large set of samples.
C. Subproblem Formulation
The subproblem formulation, which usually aggregates multiple objectives into a scalar value function, is one of the most important ingredients in MOEA/D. It determines the fitness assignment for each solution and thus the search direction of the optimization process. By utilizing useful information, normal vectors and curvatures in particular, extracted from the learned model of the estimated PF, we formulate the subproblem with respect to each reference point z * generated in Section III-B as follows:
d 1 is the signed Euclidean distance between z * and the projection of the normalized objective vector F(x) on n * . d 2 is the Euclidean distance between F(x) and its projection. θ 1 > 0 and θ 2 > 0 are two parameters that control the shape and distribution of the contours of h(z|n * , z * ). The search direction of this subproblem, denoted by λ * , is normal to the estimated PF at z * , as shown in Fig. 4 . Fig. 4 presents the contours h(z|n * , z * ) = 0 under different settings of θ 1 and θ 2 , where the black curve is the estimated PF. Under this formulation, a contour, through which the subproblem comparing solutions, is a smooth and differentiable curve tangent to the estimated PF. Compared with the sharp angle of the contours of the PBI shown in Fig. 1(b) , the formulation in (11) is able to discover more better solutions closer to the PF. From Fig. 4(a) and (b), we observe that both θ 1 and θ 2 control the opening of a contour. On the one hand, a smaller value of θ 1 or θ 2 results in a wider opening. As discussed in Section II, a contour with an overly wide opening is harmful to the population diversity since other solutions may be judged better than the Pareto-optimal solution at the intersection in terms of the function values of that subproblem. In that case, different subproblems may share the same optimal solution. On the other hand, a large θ 1 or θ 2 leads to a narrow opening. A contour with too narrow opening causes a strict selection of the better solutions, thus slowing down the convergence progress. Furthermore, it is worth noting from Fig. 4(a) that θ 1 not only controls the opening of the contour but also the curvature of the contour at the vertex. In contrast, as shown in Fig. 4(b) , θ 2 has no effect on the curvature of the contour at the vertex. Therefore, with the last two terms of (11), the opening of the contour and its curvature(s) at the vertex can be controlled flexibly.
According to the discussions above, θ 1 and θ 2 determine the search behaviors of the corresponding subproblem. To avoid a notorious parameter configuration by trial and error, we develop the following method that automatically sets θ 1 and θ 2 , which takes the estimated PF shape into consideration.
1) θ 1 is determined by letting the curvature of the contour h(z|n * , z * ) = 0 at z * just larger than the curvature (or principal curvatures) of the estimated PF at z * . In such a way, the search region covered by h(z|n * , z * ) = 0 is widen without any overlapping with the current estimated PF. As the curvature (or principal curvatures) of the contour κ * h = 2θ 1 at z * (see the Appendix), we set θ 1 = max([κ * /2], 0) + 0.1, where the second term is added for the sake of estimation error. 2) Given θ 1 , θ 2 is determined by maximizing the opening of the contour h(z|n * , z * ) = 0 constrained by no overlapping with the current estimated PF except at z * . In other words, all other samples on the estimated PF have worse function values than z * on h(z|n * , z * ). Accordingly, we set θ 2 = max(min{θ 2 |h(z|n * , z * ) > 0, ∀z ∈ Z * \z * }, 0) + 0.1. Fig. 4(c) and (d) demonstrates the contours h(z|n * , z * ) = 0 under the adaptively determined θ 1 and θ 2 for z * ,1 and z * ,2 . By doing so, we expect to formulate the most appropriate subproblem, which ensures the population diversity and maximizes the convergence rate, according to the current status.
D. Incorporation With MOEA/D
Algorithm 1 presents the pseudo-code of MOEA/D-LTD, which uses MOEA/D as the optimization module in LTD paradigm. At the beginning (lines 1-3) of Algorithm 1, we initialize a set of reference points Z * = {z * ,1 , . . . , z * ,N } using the Das and Dennis's method [14] and obtain their neighborhood structure B as described in [8] . Then, the initial population S = {x 1 , . . . , x N } are randomly sampled from and assigned to each subproblem with respect to a reference point. During each iteration of the main while loop, we first produce N offspring by parent solutions selected either within the neighborhood of each subproblem or from the whole population controlled by a parameter δ, and add all offspring into the set S together with and solutions in S (lines 6-13 of Algorithm 1). At the end of each while loop (line 19 of Algorithm 1), 
return S;
an environmental selection mechanism is used to select N solutions out of S and assign them to each subproblem. In particular, we modify the steady-state population update procedure of MOEA/D into a generational version presented as Algorithm 2 in the supplementary material of this paper. It has two main benefits: 1) more nondominated solutions in the union of the parent and offspring populations are available for learning the PF model and 2) the training data are not biased to any particular subproblem given that each solution in the current population has an equal opportunity to produce an offspring. The learning module in LTD paradigm lies between lines 14 and 18 of Algorithm 1. In the learning module, the PF model is learned using all nondominated objective vectors in S, from which the reference points Z * are sampled together with their unit normal vectors N * = {n * ,1 , . . . , n * ,N } and curvatures K * = {κ * ,1 , . . . , κ * ,N }. Accordingly, the parameters θ 1 and θ 2 for each subproblem formulation are determined and the neighborhood structure B are recomputed. On the one hand, to ensure there are enough meaningful training data, the learning module is activated after ψ b of the maximum generations, denoted by maxGen. On the other hand, as frequent adjustments of the reference points and search directions may slow down the convergence rate [10] , the LTD procedure is performed every τ generations and is deactivated after ψ e × maxGen generations. Note that the environmental selection in line 19 of Algorithm 1 employs different subproblem formulations before and after the activation of the learning module, i.e., TCH and the subproblem formulation proposed in Section III-C, respectively. The algorithm terminates when the maximum number of generations is met.
The time complexity of MOEA/D-LTD depends on two parts, i.e., the learning module and the optimization module. According to [39] 
E. Incorporation With NSGA-III
NSGA-III [11] is another decomposition-based EMO algorithm which formulates a subproblem as a simplified MOP with respect to each reference point. Similar to MOEA/D, each reference point in NSGA-III constructs a reference vector originated from the ideal point, the opposite of which is the search direction of this subproblem. Therefore, NSGA-III also suffers from the first and third issues discussed in Section II. To remedy these issues, we generalize and integrate the proposed LTD paradigm with NSGA-III as the optimization module, denoted by NSGA-III-LTD. In this case, the learning module is used to sample reference points and formulate (multiobjective) subproblems whose corresponding reference vectors (or search directions) are normal to the estimated PF. Specifically, in the association operation [25] of NSGA-III-LTD, the distance between a solution and a subproblem is calculated as d 2 in (12). Same to MOEA/D-LTD, the LTD procedure of NSGA-III-LTD is performed every τ generations between ψ b and ψ e of maxGen.
IV. EXPERIMENTAL SETTINGS
In this section, we describe the settings of our experimental studies, including the algorithms in comparison, test problems, parameter settings, and performance metrics.
A. Test Algorithms
Five state-of-the-art decomposition-based EMO algorithms, i.e., MOEA/D [8] , MOEA/D-PaS [29] , RVEA * [26] , NSGA-III [11] , and A-NSGA-III [25] , together with a Pareto-based algorithm, i.e., SPEA2 [3] , are included in the experimental studies. In particular, MOEA/D-PaS is a variant of MOEA/D with Pareto-adaptive subproblem formulation. RVEA * and A-NSGA-III are the variants of RVEA [26] and NSGA-III with adaptive reference points adjustment. The LTD paradigm is implemented based on the GPLM toolbox [39] . For the test algorithms, we use the published codes of MOEA/D by Zhang and Li [8] , MOEA/D-PaS by Wang et al. [29] , and RVEA, RVEA * , NSGA-III, and A-NSGA-III by Tian et al. [48] . All algorithms are implemented in MATLAB.
B. Test Problems
To investigate the effectiveness of our proposed LTD paradigm especially on problems with irregular PF shapes, totally 14 test problems with different PF shapes are selected from the WFG4x [10] , DTLZ [49] , and WFG −1 [13] test suites, i.e., WFG41-WFG48, DTLZ5, DTLZ7, and WFG1 −1 to WFG4 −1 test problems. Different from [10] , the ith objective of WFG41-WFG48 test problems is scaled by i like WFG test problems [50] . For problems from WFG4x and WFG −1 test suites, the number of decision variables n = k + l is set with k = 2 × (m − 1) and l = 20 as suggested in [50] , where m is the number of objectives. For DTLZ test problems, n = m + r − 1 is set with r = 10 for DTLZ5 and r = 20 for DTLZ7 as suggested in [49] . The characteristics of PF shapes of the selected test problems are summarized in the supplementary material.
C. Parameter Settings
Referring to [10] and [11] , the population size N and maximum number of generations maxGen of all six algorithms are set according to Table I . The specific parameter settings of MOEA/D-LTD of NSGA-III-LTD are listed as follows.
1) Reproduction operators: The simulated binary crossover (SBX) [51] and polynomial mutation [52] are adopted for offspring reproduction. For the SBX operator, we set the crossover probability p c = 1, the distribution index η c of MOEA/D-LTD and NSGA-III-LTD to be 20 and 30, respectively, as suggested in [8] and [11] . For the polynomial mutation, we set the mutation probability p m = (1/n) and the distribution index η m = 20. 
D. Performance Metrics
The inverted generational distance (IGD) [54] and HV metrics are chosen to assess the performance of the algorithms. Both the IGD and HV metrics evaluate the convergence and diversity of a solution set simultaneously. A smaller IGD or a larger HV typically indicates better convergence and diversity. In particular, the IGD metric requires a reference set of points evenly spread on the PF, whereas the HV metric requires to specify a worst point dominated by the nadir point. On the one hand, the HV metric is shown to be sensitive to the specification of the worst point, especially for irregular PF shapes [19] . On the other hand, as discussed in [55] , the IGD metric tends to favor a set of solutions with a similar distribution to the reference set, which gets worse as the number of objectives increases. Therefore, we generate the reference set for each 2-or 3-objective test problem by selecting 1000 points from 1 000 000 randomly generated samples on the normalized PF using the method introduced in Section III-B. For 5-objective test problems, we set the worst point to be (1.1, . . . , 1.1) T . Before calculating the IGD and HV metrics, the final solution set obtained by each algorithm are normalized by the same scales that normalize the PF into [0, 1] m . In the experimental studies, each algorithm is run 31 times on each test problem. The medians and interquartile ranges (IQRs) of the IGDs and HVs are calculated and shown in the tables, where the results of the best algorithms are highlighted in bold with gray backgrounds. The Wilcoxon's rank sum test at a significant level of 5% is performed to investigate whether the differences are significant or not.
V. EXPERIMENTAL STUDIES
In this section, we investigate the performance of the proposed LTD paradigm with MOEA/D and NSGA-III as the optimization modules on bi-/3-objective test problems with various PF shapes. Due to the page limit, the illustration of the LTD paradigm through a naive example, the experiments on 5-objective test problems, constrained problems and two engineering problems, the parameter sensitivity studies as well as some figures of the final solution sets are given in the supplementary material.
A. Performance Comparisons on Multiobjective Test Problems
In this experiment, we compare MOEA/D-LTD and NSGA-III-LTD with SPEA2 and three adaptive decomposition-based The final solution sets with the median IGDs obtained by different algorithms on bi-objective WFG41-WFG48 test problems are shown in Figs. 5 and 6. As can be seen from the figures, the PFs of WFG41-WFG48 test problems have different PF shapes. WFG41 test problem has a classic concave PF shape, which is the most common PF shape in popular test suites, including DTLZ and WFG test suites. MOEA/D-LTD, NSGA-III-LTD, and SPEA2 obtain the best solution sets in terms of both the convergence and diversity. RVEA * and A-NSGA-III, which dynamically adjust the reference points, struggle to maintain evenly distributed solutions along the PF. The distribution of the final solution set found by MOEA/D-PaS on this regular PF shape is not good as expected. On WFG42 test problem, which has a convex PF, almost all algorithms tend to maintain solutions that concentrate on the center part of the PF except for MOEA/D-LTD, NSGA-III-LTD, and SPEA2. WFG43 and WFG44 have sharp concave and convex PFs, which leads to further degeneration of the decomposition-based algorithms in comparison and highlights the strengths of the proposed LTD paradigm. The reason why MOEA/D-LTD is still able to maintain solutions widely spread along the PF is due to the widely spread reference points together with the search directions normal to the estimated PF. In contrast, the nondominated sorting used in NSGA-III-LTD weakens its ability to find widely spread nondominated solutions due to convergence-first and diversitysecond environmental selection. In the case of WFG45 test problem with a PF of mixed shape and WFG46 test problem with a linear PF, the leading performance of the proposed MOEA/D-LTD, NSGA-III-LTD, and the SPEA2 remain the best in terms of both the convergence and diversity. Note that the better population diversity of MOEA/D-LTD than SPEA2 indicates the effectiveness of the density estimator used in the LTD paradigm. WFG47 and WFG48 test problems have discontinuous PFs with three segments. Note that MOEA/D-LTD is beaten by RVEA * , A-NSGA-III, NSGA-III-LTD, and SPEA2 on WFG47 test problem due to the missing part on the third segment. We infer from the final solution set obtained by MOEA/D-LTD that the subproblems with respect to the reference points on the missing part are assigned solutions on the right tail of the second segment, which are closer to their search directions. The performance of MOEA/D-LTD on WFG48 test problem is not affected.
The IGD results on 3-objective test problems are provided in Table III . On WFG4x test suite, MOEA/D-LTD and NSGA-III-LTD keep to be the best two decomposition-based algorithms on all most of the test problems. However, SPEA2 obtains the best IGDs on WFG42 to WFG44 and WFG48 test problems. The performance of the LTD paradigm on DTLZ5, DTLZ7, and WFG1 −1 to WFG4 −1 test problems are better. The best algorithm on them is either MOEA/D-LTD or NSGA-III-LTD. They are only significantly outperformed once by SPEA2 on WFG1 −1 and DTLZ5 test problems, respectively. We owe the strengths of MOEA/D-LTD and NSGA-III-LTD to the LTD paradigm that adaptively sets the decomposition method according to the PF shapes in terms of both the reference points and the subproblem formulations. The leading performance of the LTD paradigm on DTLZ5 and DTLZ7 test problems with discontinuous PFs and WFG1 −1 to WFG4 −1 test problems with inverted PF shapes indicates that the reference points are successfully sampled according to the PF shapes and samples on the discontinuous regions are avoided. Even though MOEA/D-PaS adopts the Pareto-adaptive subproblem formulation, RVEA * and A-NSGA-III adjust the reference points dynamically, they seem to be less effective on these test problems. Comparing MOEA/D-LTD and NSGA-III-LTD, we find that the overall performance of MOEA/D-LTD is better than NSGA-III-LTD, where MOEA/D-LTD is significantly better on 6 out of 13 test problems while NSGA-III-LTD wins on 2 test problems.
The final solution sets with the median IGDs obtained by six algorithms on 3-objective test problems are demonstrated in Figs. 18-21 of the supplementary material. We can observe from Figs. 18 and 19 in the supplementary material, that when the PF of the test problem is convex or has convex parts, e.g., WFG42, WFG44, and WFG48 test problems, the performance of MOEA/D-PaS, RVEA * , and A-NSGA-III deteriorates significantly. Even on WFG41 and WFG46 test problems, which have simpler PF shapes, these three algorithms struggle to maintain evenly spread and well-converged solution sets. While MOEA/D-LTD and NSGA-III-LTD obtain evenly distributed solutions on most of the test problems, they miss some regions of the PF on WFG43 test problem due to the difficulty in modeling PF with high directives. Therefore, SPEA2, which does not rely on reference points, performs better on problems whose PF too complex. The PF of DTLZ5 test problem is degenerated to a curve as shown in Fig. 20 , in the supplementary material, where the algorithms that dynamic adjust or sample reference points according to the estimated PF present better performance since the reference points are rearranged to the objective space where the PF exists. Similar phenomena can be seen on WFG47, WFG48, and DTLZ7 test problems whose PFs are discontinuous. WFG1 −1 to WFG4 −1 test problems have PF shapes that differ quite much from the commonly used test problems, challenging both the reference points and subproblem formulations. From Fig. 21 , in the supplementary material, we can see that MOEA/DPaS with Pareto-adaptive subproblem formulation totally fail to find solutions covering the PFs. RVEA * and A-NSGA-III perform moderately better but struggle to maintain evenly spread solutions. In contrast, MOEA/D-LTD and NSGA-III-LTD keep their good performance on these irregular PF shapes. Although SPEA2 does not suffer from the reference points, the distribution of the obtained solutions are not that uniform. 6 test problems except for WFG44 whose PF is difficult to learn and WFG46 whose PF is a hyperplane. It shows that the reference points sampled on the PF model leads to better population diversity. The difference between NSGA-III-LTD is less significant due to lack of adaptive contours. Nevertheless, NSGA-III-LTD performs significantly better on 3 test problems and is never significantly outperformed by NSGA-III. NSGA-III obtains better median IGDs on test problems whose PF are more regular.
B. Comparisons With Baseline Algorithms
According to the IGD results on 3-objective test problems shown Table V 
VI. CONCLUSION
In recent years, decomposition-based EMO algorithms have become the most popular EMO algorithms thanks to their strengthened convergence pressure by optimizing the subproblems and well-maintained population diversity by the widely distributed reference points. Nevertheless, when the PFs are not in line with the unit simplex, on which the reference points are evenly distributed, e.g., PFs with disparate scales, discontinuous segments or other complex shapes, they suffer from inappropriate decomposition due to unadaptable reference points and subproblem formulation. In this paper, we propose an LTD paradigm to overcome these issues. The LTD paradigm contains two interdependent parts, i.e., the optimization module that can be any decomposition-based EMO algorithms in principle and the learning module that periodically learns an analytical model of the estimated PF, from which useful information are extracted to adaptively set the decomposition method for the optimization module. In particular, the learned model are used to sample reference points compliant with the estimated PF and formulate subproblems that have appropriate contours and search directions normal to the estimated PF. Compared with several state-of-the-art algorithms, the performance of the proposed LTD paradigm is validated on a variety of test problems with MOEA/D and NSGA-III as the optimization modules.
LTD paradigm is the first work that adaptively sets the reference points, the contours and search directions of the subproblem formulations at the same time for decomposition-based EMO. Nevertheless, the performance of the LTD paradigm is restricted by the selection of the reference points sampled on the estimated PF, which uses the Euclidean distance instead of geodesic distance as the distance measure. Future work could be developing other efficient density estimation methods for selecting reference points evenly distributed on the estimated PF. In addition, it is worth investigating more powerful covariance functions for GP regression to deal with problems with more complex PF shapes or more than five objectives.
APPENDIX CURVATURE CALCULATION FOR THE PROPOSED SUBPROBLEM FORMULATION
The case of bi-objective MOPs is considered at first. Let h(z|n * , z * ) = d 1 + θ 1 d 2 2 + θ 2 d 4 2 = 0 be a contour of (11) , where
Since the curvature of the contour does not depend on n * and z * , we substitute n * = (1, 0) T and z * = (0, 0) T into h(z|n * , z * ) = 0 and get a contour
The curvature of (14) at z * = (0, 0) T can be calculated as 2θ 1 . Therefore, the curvature of the contour of the proposed subproblem formulation at its vertex κ * h = 2θ 1 whose unit normal vector is (1, 0, . . . , 0) T . Therefore, (14) is a normal curve of (15), of which the curvature at the vertex is 2θ 1 . It can be easily proved that the vertex (0, . . . , 0) T of the manifold (15) is an umbilical point, where the all curvatures are equal. Therefore, the principal curvatures of the contour of the subproblem formulation at its vertex κ * h,1 = κ * h,2 = 2θ 1 .
