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1. INTRODUCTION 
Let 
t- = k(z, 1) (1.1) 
be a C” vector field in the plane depending on a distinguished real 
parameter 2. We suppose that for A = 0 there are distinct equilibria at pa 
and q. and a heteroclinic orbit from p. to qo. We concentrate on the case 
in which p0 is a hyperbolic saddle, q. has one negative and one zero eigen- 
value, and the heteroclinic orbit lies in the unique invariant curve through 
q. that is tangent to the eigendirection for the negative eigenvalue. As 1 
varies, the heteroclinic orbit may break and the semihyperbolic equilibrium 
may bifurcate. These bifurcations are described by a pair of functions 
(fi(s, A), &(x, A)), where x is a coordinate along the center subspace at qo; 
since center mainfolds are not in general C”, it turns out that at least one 
of these functions need not be C”. 
The goal of this paper is to show how to use singularity theory to find 
normal forms, recognition criteria, and universal unfoldings for the pair 
(fi, fi). We then study some of the normal forms of low codimension. 
The singularity theory we need is Cp, not C”. We have therefore 
included in this paper an exposition of CP singularity theory with a dis- 
tinguished parameter. In particular, our treatment of the C=” recognition 
problem with a distinguished parameter seems to be new and should be 
useful in other problems. 
In [7] we studied an infinite codimension problem of the type con- 
sidered here. Since the problem was of infinite codimension, there was no 
normal form and no universal unfolding. 
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As with [7], the present work is motivated by the study of shock solu- 
tions of conservation laws. A system of two conservation laws in one 
space-dimension is a partial differential equation of the form 
U, + F(U), = 0, (1.2) 
where UE R2 and F: KY2 + [w*. A shock solution with speed s of (1.2) is a 
discontinuous function 
U= 
i 
u- s<st 
u+ x > St 
that satisfies the RankineeHugoniot conditio?l 
F(U+)-F(K-s(U+ -U-)=0. 
The shock (1.3) has a viscous profile if the equation 
U, + r;( u1.x = Gx 
has a traveling wave solution 
u -v-st c ) & 
(1.31 
(1.4) 
(1.5) 
with 
lim U(t)= U,, lim U’( <) = 0. (1.6) 
r++s t-+x, 
If we substitute (1.5) into (1.4), integrate once, and use the left-hand 
boundary conditions from (1.6), we find that a shock solution of (1.2) with 
left state K, speed s, and viscous profile corresponds to a heteroclinic 
orbit of 
O=F(U)-F(U_)-S(C~- up j (1,7) 
from UP to a second equilibrium U, . Equation (1.7) is a vector field on 
R2 with distinguished parameter s and unfolding parameters U- . 
Suppose, for example, that for some fixed CL, as s varies, the phase por- 
trait of (1.7) undergoes the changes portrayed in Fig. 1.1. The fact that the 
separatrix crossing bifurcation (s = sl) occurs before the saddle-node bifur- 
cation (S = s2) prevents the existence of a heterociinic orbit from 15~ to the 
node U, that appears by saddle-node bifurcation at s = s2. This example 
indicates the relevance of heteroclinic bifurcation diagrams to the study of 
shocks with viscous profile. 
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FIGURE 1.1 
As Fig. 1.1 indicates, generic one-parameter vector fields in 1w2 exhibit 
(among other bifurcations) separatrix crossings and saddle-node bifurca- 
tions of equilibria; moreover, at each value of the parameter they exhibit 
just one of these bifurcations. By contrast, the one-parameter families 
studied in the present paper exhibit heteroclinic bifurcation and equi- 
librium degeneracy at the same time. An understanding of how these 
families unfold should be helpful in the study of generic properties of 
conservation laws. Furthermore, recognition criteria for degenerate one- 
parameter families should be useful in dealing with concrete problems. 
The application of singularity theory to heteroclinic bifurcation problems 
involving semihyperbolic equilibria was pioneered by Vegter [9], who 
considered problems without a distinguished parameter. We shall adapt 
Vegter’s approach to problems with a distinguished parameter, much as 
Golubitsky and Schaeffer [3] adapted the singularity theory of Mather to 
equilibrium bifurcation. 
We begin by recalling some terminology. Suppose 9 is an equilibrium of 
a differential equation i = h(z), z E If?*, and the eigenvalues of D/z(q) are ,u, 
and p2. The equilibrium q is hyperbolic if Re(pj) # 0, i = 1, 2. If both pi are 
real, q is a saddle if p1 pZ < 0 and a node if ~4, pZ > 0. If exactly one pi = 0, 
q is semihyperbolic. 
Suppose pi is an eigenvalue of a saddle or the nonzero eigenvalue of a 
semihyperbolic equilibrium, and vi is a corresponding eigenvector of Dh(q). 
There is a unique invariant curve through q tangent to ui, called the stable 
(resp. unstable) manifold of q if pi < 0 (resp. pi> 0). Suppose q is a node 
with eigenvalues p1 < r(~~ < 0 (resp. pi > ,uLq >0) and corresponding eigen- 
vectors vi and u2. There is a unique invariant curve through q tangent to 
or, called the strong stable (resp. strong unstable) manifold of q. It consists 
of two orbits; all other nearby orbits approach q along v2. Finally, suppose 
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FIGURE 1.2 
q is a semihyperbolic equilibrium and u is an eigenvector of Df(q) for the 
eigenvalue 0. There is an invariant curve through q tangent to u called the 
center manifold of q; it need not be unique. 
We now explain how a heteroclinic bifurcation problem (1.1) involving 
a semihyperbolic equilibrium can be reduced to a problem in Cp singularity 
theory. We basically follow [9] but add a distinguished parameter. We 
assume that (1.1) has, for A= 0, a hyperbolic saddle pO, a semihyperbolic 
equilibrium qO, and a heteroclinic orbit r that lies in both the unstable 
manifold of p,, and the stable manifold of qO; see Fig. 1.2. In a 
neighborhood Vx ( -E, E) of (qO, 0) there are new CC+ I coordinates 
J’ = &z, A), p arbitrarily large but finite, such that in the new coordinates, 
(qO, 0) is the origin, the plane y, = 0 is invariant (it is the extended center 
manifold of the origin), and the family of lines ( JJ?, A) = constant is mapped 
into itself by the flow. Thus i = h(z, A) becomes 
(1.8) 
where y,l and J are only Cp. Let Z be a line segment ransverse to I- in 
V. Near p0 there is a nearby hyperbolic saddle p(A) for each 1 near 0. The 
branch of the unstable manifold of p(A) near r meets Z in a point with 
y,-coordinate ~~(1); see Fig. 1.3. We now define a Cp function g = (g,, g, j 
from R* to R2 by 
gI(Y2, A) = Y2U) - Y2? 
lT,(Y,, A) = 4.h 2). 
The function .g determines the flow of i = h(z, A) in a fixed neighborhood 
of IY For example, an equilibrium near q,, corresponds to a zero of gz, and 
FIGURE 1.3 
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a heteroclinic orbit from p(A) to a hyperbolic saddle near q0 corresponds 
to a solution of g, = g, = 0 at which ag2/ag, > 0. The flow illustrated in 
Fig. 1.3 has such a common zero of g, and g,. 
Let us make three remarks: 
1. A solution of g, = g, = 0 at which ag2/ay2 < 0 corresponds to a 
heteroclinic orbit that lies in the strong stable manifold of a node near qO. 
We shall refer to any solution of g, = g2 = 0 as a heteroclinic bifurcation. 
2. Since p,, is a hyperbolic saddle, we have arranged that (ag&jr) 
(0,O) < 0 (corresponding to the sign of the eigenvalue of Dh(p,) for the 
eigendirection transverse to Z). If p0 and q0 are both semihyperbolic, then 
both g, and g, have zero partial derivative with respect to the spatial 
variable; see [9] for the construction of g, and g, in this case. 
3. If the differential equation also depends on unfolding parameters 
CI, i.e., if we consider i= H(z, 1, rx) with H(z, I, 0) = h(z, A), then the 
functions gi extend to functions Gi( y2, 1, E) with Gi( y2, 50) = gi( y2, 1). 
The appropriate equivalence relation for this situation is the following. 
Let 9 be the group of diagonal 2 x 2 matrices with positive diagonal 
entries. We shall say that (g,, g?) is 9 equivalent to (fi, f2) provided 
where 
A>O, c>o, Y(0,0)4(0)=0,~>0,~>0. 
*‘2 
(1.9) 
As in [3] the change of variables in 1 is independent of y2. The functions 
A, C, Y, n are of class c” for some s, 1 <s 6 p. g-equivalence takes the 
zero sets of g, and g, to those of fi and f2, respectively; moreover, if 
gi(Y2,l) = 0, then (agjPy2)(y2, 1) and (VAav2)( Y(y2, A), n(n)) have the 
same sign. The more familiar relation of v-equivalence or contact- 
equivalence for mappings into lR2 allows multiplication by an arbitrary 
invertible 2 x 2 matrix [3]. It is appropriate when one is interested only in 
the intersection of the zero sets of g, and g,. 
Since we assume that just one of p0 and q0 is semihyperbolic, an alter- 
native to Vegter’s approach that uses the separation function is available 
and is easier to use in concrete problems. This alternative was described in 
[S] for problems without a distinguished parameter; we now describe it for 
problems with a distinguished parameter. 
Again suppose that i = h(z, 1) has, for 2 = 0, a hyperbolic saddle at p0 
connected by a heteroclinic orbit I- to a semihyperbolic equilibrium q0 as 
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before. We make an afline change of coordinates on z-space so that q. 
corresponds to 4’ = 0, and the stable (resp. center) eigenspace of DJz(q,, 0) 
corresponds to the line yz = 0 (resp. y1 = 0). Then the extended center 
manifold of i = h(z, A) at (qO, 0) has the form ~1~ = $( Y?, /2), and on it the 
differential equation takes the form 
In fact, in (l-S), the coordinate y2 may be taken to agree on the center 
manifold with that defined here, and the functions J are then the same. 
Of course, (aJ/a~~)(o, 0) =O. We now assume for simplicity that 
(aJ/an)(O, 0) # 0. Then the zero set of J near (0,O) may be described by a 
function J =,J(J~~). Using this function we may parameterize the equilibria 
of i=h(z, 2) near (qO, 0) by y2 as (q(yr), n(yz)), with q(O)= q0 and 
;1(0) = 0. The equilibrium (q( yz), A( ~1~)) h as a unique invariant manifold 
W(y,) near 1; tangent to the eigendirection for the most negative eigen- 
value of its linearization. I%‘( ~1~) is Cp, not C”. Also, near p0 there is a 
hyperbolic saddle p(A) of i = h(z, 2) with unstable manifold wU( p(A)). The 
curves IvU(p(A( vZ))) and W( yZ) meet Z in points z’(y2) and z’(y,), 
respectively. Suppose r and Z meet at 2. We define the separation function 
S(y,) to be a convenient multiple of the signed distance between z’( yz) 
and z”( JJ~): 
S( y2) = det(h(Z, 0), z’( yz) - z”( 1~~)). 
If we now set ~,(JI~, 1) = S(y,), g2(yz, A) = J(y>, A), then an equilibrium 
of i = h(z, 2) near q0 corresponds to a zero of g,, and a heteroclinic orbit 
from p(A) to a hyperbolic saddle near q0 corresponds to a solution of 
8, = g, = 0 at which agZ/&lz < 0. We emphasize that in many problems, the 
function J is computable to arbitrary order, and the first derivatives (at 
least) of S are computable as Melnikov integrals with boundary terms; see 
[S]. In contrast, we do not know how to compute the coordinate changes 
that go into Vegter’s approach. 
An appropriate equivalence relation here is the following. Let % be the 
group of upper triangular 2 x 2 matrices with positive diagonal entries. We 
shall say that (g,, g2) is %-equivalent to (fi, fi) provided 
A(y,, n) 
($I:: :;j =( 0 
B(1’2, ~) ‘fl( Y(Y2, ~), A(~) 
C(.Y*, A) )( fi(Y(1’2, A), A(A) )y (lJOj 
where conditions (1.9) hold and A, B, C, Y, A are C” for some s, 1 <s < p. 
This equivalence relation takes the zero set of g, to that of fi, and 
solutions of g, = g2 = 0 to those off, = fi = 0. 
We remark that the function B1 defined above should be regarded as 
defined on g;‘(O), and that the ring of functions on g;‘(O) is the ring of 
505!99!?-8 
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functions on R2 modulo the ideal generted by g,. This remark provides an 
alternate explanation for the presence of B in (1.10). It also suggests the 
idea for how to define El when (U/81)(0, 0) = 0. Simply extend Z = h(z, A) 
to i=H(z,A,a), UER, H(z,;1,O)=lz(z,1), in such a way that 
(JJ/&)(O, 0,O) # 0. The equilibria near (qo, 0,O) are then parameterized by 
(17~~ A) as (q(y2, 11, 4 a(y2, A)), so we may define a separation function 
S( J’~, A). We then set 2, = S. 
In [S], where we considered heteroclinic bifurcation problems without a 
distinguished parameter, we defined gi and gz using LiapunovSchmidt 
reduction of g=O instead of center manifold reduction. This and the sim- 
plicity of the situation enabled us to avoid Cp singularity theory. With a 
distinguished parameter Cp singularity theory apparently cannot be 
avoided, so there is not much advantage to Liapunov-Schmidt reduction. 
Motivated by % and %-equivalence, the singularity theory portion of 
this paper will be presented in the following generality. We consider Cp 
functions f: If%” x R + R” and a Lie subgroup 9 of the m x m matrices such 
that $9 is an open subset of some vector subspace of the m x nz matrices. We 
use x (instead of ~1~) to denote the first argument of J: We say g is (9, s)- 
equivalent to f if there exist c’ functions S(x, A) into 9, X(x, A) into R”, 
A(A) into R, with X(0,0) = 0, det D,X(O, 0) > 0, A(0) = 0, A’(0) > 0, such 
that 
g(4 1) = S(x, ~)f(W, n), 421). 
Note that if $9 is taken to be the group of m x nz matrices with positive 
determinant and p = s = co, we obtain Golubitsky-Schaeffer bifurcation 
theory. Thus the present paper explains how to use Golubitsky-Schaeffer 
theory when functions are only CF. 
We now preview the rest of this paper. 
Sections 2, 3, and 4 deal with Cp singularity theory. In Section 2 we 
define some of the algebraic objects that arise, and we prove some 
preliminary lemmas. In Section 3 we treat the Cp recognition problem, i.e., 
the problem of recognizing when a given function is equivalent to a given 
normal form. Our treatment is inspired by that of the C” recognition 
problem in [3]. In Section 4 we study Cp universal unfoldings. Here the 
work of Vegter [S] carries over easily to the distinguished parameter 
context; we give some details for the sake of completeness. The most 
important results of Sections 3 and 4 (Corollaries 3.11 and 4.4) say that for 
C” normal forms, C” recognition criteria and universal unfoldings are in 
fact valid for Cp functions under c” equivalence, provided s and p-s are 
sufficiently large. 
Section 5 applies Cp singularity theory to heteroclinic bifurcation 
problems. We give normal forms, recognition criteria, and universal 
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unfoldings for some low codimension bifurcations under 5% and 
%-equivalence, and we draw the corresponding heteroclinic bifurcation 
diagrams. In a companion paper [6] we treat a somewhat more complicated 
normal form than those treated here, related to pitchfork bifurcation with 
a heteroclinic orbit from a distant hyperbolic saddle. 
2. PRELIMINARIES 
If 32 is a ring and M is a set, 22 . M denotes the set of all finite linear 
combinations Cy= I gifi with g,E&? and fi E M. If M is the finite set 
{f,, . . . . f,}, we also denote 2.44 by W(f;, . . . . fO:. (3’)” denotes the 
product W x . . . x W (HZ times). 
From now on, x E R”, 1 E R, and c( is a vector of parameters. We let a$, 
1 <p < co, denote the ring of germs at (0,Oj E R” x 58 of G-functions 
f: R” x R + R. Then (g”,,,)“’ can be identified with the set of germs at 
(0, 0) E R” x R of Cp functions f: R” x R + [w”? a module over SC,, . Note 
that (G”P,,,)” =&c,j.(e,, . . . . e,}, where ei: R” x R -+ l&Y” is the constant 
function whose value is the ith standard basis vector of 172”‘. 
We let A!“,. j. = &:,,{x,, . . . . x,, A}, an ideal in &c,, (nat the maximal ideal 
unless p = 1~). For each (n + 1)-tuple (wl, . . . . w, + i‘) of nonnegative integer, 
let 
Iwl =w,+ ... +w,+l, 
(x, 2)” = xp . . . xywn+ 1. 
Then we define 
(A!<.,p = J&p,, j. . . . . .A”,,; (ktimes)=6P,,,.{(X, A)“: /w( =k} 
If CI E Rk, we shall also have cause to consider a<,,, the ring of germs at 
(0,O) E R” x lRk of Cp maps f: 62" x FP --) [w. CT",, j. .; etc. 
Let M(m j be the space of all m x m matiices, let Sp be a vector subspace 
of M(m), and let 9 be a Lie group that is an open subset of 9’. Then for 
1 <p < r;c we define 9’““,,j. (resp. ?Q) to be the set of germs at 
(0,O) E R” x R of Cp maps S: R” x R! -+ Y (resp. 92j. 
LEMMA 2.1. Y is closed under multiplication. 
Proof Since the multiplication map M(m) x M(m) -+ M(m) is analytic 
and takes 9 x $9 into 9, and 9 is open in Y, it follows that multiplication 
takes Y x Y into Y. m 
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Lemma 2.1 implies that Y”“,,* may be regarded as a ring. Thus if 
f~ (&“,,A)‘“, then 
c,l{fl= r-f : SE YC,A>. 
Let S,, . . . . S, be a basis for Y, and also let Si denote the constant function 
from R” x IR to Y whose value is Si. The Y<,A(f} =bP,,,{S,f, . . . . SJ}. 
LEMMA 2.2. 9 is semialgebraic (i.e., described by a finite number of 
polynomial equalities and inequalities). 
ProoJ By Lemma 2.1, GZ(m) n Y is a Lie group, and it is obviously a 
semialgebraic set. Since Gl(m) n Y is semialgebraic, it has a finite number 
of components, each of which is semialgebraic [1, p. 311. Since ‘9 is an 
open subgroup of Gl(nz) n Y, 59 is closed in GZ(m) n 9’. Therefore ‘9 is a 
finite union of the components of Gf(m) n 9, so 9 is semialgebraic. 1 
Consider the initial value problem 
J?(t) = X(t) S(t), tEI 
(2.1) 
WI E 9, 
where S(t) E Y for all t in an interval I containing 0, and S(t) is 
continuous. 
LEMMA 2.3. Zf X(t) is the solution of (2.1), then X(t) E 59 for all t E I. 
Proof. If X(r) E Y then X(t) S(t) E 9’ by Lemma 2.1, so Y is invariant 
under the flow of (2.1). Since (2.1) is a linear differential equation;X(t) is 
defined for all t E I and is invertible for all t E I. Thus X(t) belongs to the 
Lie group G/(m) n Y for all t EI. But 99 is a union of components of 
Gl(m) n Y as in the proof of Lemma 2.2. Therefore X(t) E ‘9 for all t E I. 1 
3. RECOGNITION 
Let f, gE (bc,i.)m. Let Y be a subspace of M(m), and let Q be a Lie 
group that is an open subset of 9’. We say that g is (‘9, s)-equivalent to k 
and write g -& f, provided 
d-T 1) = Sk n)f(w, A), 42)), (3.1) 
where S E SC, 1, XE (&‘z,l.)n, A E S;, X(0,0) = 0, det D,X(O, 0) >.O, n(O) = 0, 
n’(O) > 0. Alternatively, we let y = (S, X, A) and write g = lT(f ). We say y 
is a polynomial if S, X, and /i are polynomials. 
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Denote the inverse of 
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Of course X-i and A PI are c” by the inverse function theorem. Then 
g = y(f) if and only if 
where S-i is just the inverse of the matrix S. Thus we define 
Y -l=(S-l(X-l(y,~),/i-l(~)),x-l,/l-lj, 
and note that g= l!(f) if and only if f= y-‘(g). It follows easily that - & 
is an equivalence relation. 
Suppose fe (&z,Jm is a “normal form”; in practice, f is always a polyno- 
mial. To decide which g E (&zJ are (9, co)-equivalent o f, one would 
like to write Eq. (3.1), expand everything as Taylor series about (0, 0), and 
decide for which g one can solve for the coefficients in the series for S, X, 
and A. In order to make the calculation finite and avoid considering the 
P-flat “tail,” one would like to identify a finite codimension dFi-sub- 
module M” of (SCJ” such that the calculation can be done modulo M”. 
The result of such a calculation would be a finite number of conditions on 
the first few derivatives of g at (0,O) such that g-&f if and only if the 
conditions are satisfied. This is the strategy followed in [3, 4, 21. Our goal 
is to show that ifs and p -s are sufficiently large, then g E (&‘$)M is (3, s)- 
equivalent to f if and only if exactly the same conditions on the first few 
derivatives of g are satisfied. This is the content of Corollary 3.11 below, 
toward which the present section aims. 
Let f~ (FP,,,)“. For 1 6s < cc, define the (8, s)-restricted tangent space 
of f to be 
and SS,, ,-module. Note that if we define a one-parameter perturbation of J 
by 
f(-T 4 f) = ax, 1, f) fW(x, 2, f), 1) 
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with 
SE qAJY XE (a:, J”, 1 , 
S(x, I, 0) = I, X(x, I, 0) =x, and X(0,0, t) = 0, 
then (8fli3t)(x, A, 0) is in RT,“(f). 
We may choose generators for KY&(f) as follows. Let S,, . . . . S, be a 
basis for Y with S1 = I. Then K&(f) is generated by 
(S,f, . . . . S,f) u {Xj$ lQi,j<n u 
J 
] { r-$1+ . 
J I 
Denote this set of generators by z,(f), . . . . z,(f), and note that zl(f) =f: 
LEMMA 3.1. If f, h E (b$)” and RT”,(f+ tlzj = RT”,(f) for cdl 
tE[O,l], then f+h-;J: 
Remark. The equivalence has A = identity, but this is not important in 
the sequel. 
ProoJ: Let F(x, 1, t) = f(x, A) + th(x, A). For t,, t2 E [0, 11, define t, - t2 
if f + t,h-“, f + t,h. We claim that for each t,, t, - t2 for all t2 in a 
neighborhood of tl in [0, 11. Since [0, l] is connected, it follows that 
0 - 1, which proves the lemma. We shall prove the claim for tl = 0; the 
proof for other tl is the same. 
We want to find mappings S(x, 1, t) and X(x, I, t), t E [0, E), such that 
F(x, a, 0) = S(x, a, t) 4X(x, a, t), a, t) (3.2) 
with 
S(x, A, 0) = I, X(x, d, 0) =x, and X(0,0, t) = 0. 
(3.3) 
Let a dot denote partial derivative with respect to t. Then equivalently, S 
and X must satisfy (3.3) and 
0 = SF(X, a, t) + S(D,F(X, a, t) k+ h(X, a,>. (3.4) 
Suppose there exist u E 9;,l,, and u E (c?;,~,~)~ with ~(0, 0, t) = 0 such that 
-/7(x, a) = 74(x, a, t) F(x, 1, t) + D,F(x, a, t) u(x, a, t). (3.5) 
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If we successively define X and S by 
k= u(X(x, A, t), A, t), X(x, A, 0) =x, 
s= S(x, 2, t) 24(X(x, 2 t), 1, t), S(x, A, 0) = 1, 
then (3.3) and (3.4) are satisfied. (The fact that S(x, 1, t) E g follows from 
Lemma 2.3 ). 
To see that 24 and v satisfying (3.5) exist, note that for i= 1, . . . . IV, 
zi(f+ th) = zj(f) + tzi(h). Let t,~ (0, 1). By assumption, for i= 1, . . . . N we 
have 
Zj(f) + t,z,(h) = f W,Zj(f), WiiEcqn. (3.6) 
j= 1 
Letting z(f) = (zi(f), . . . . ~,(f))~, we have from (3.6) 
z(h) = Qz(f), 
where Q is a n x n matrix with entries in a:.,. Therefore, 
z(h) = Q(z(F) - [z(h)), 
so 
z(h) = (I+ fQ)-‘Qz(F). 
(Notice I+ tQ is invertible for t small.) The first equation of this system is 
which implies that (3.5) has a solution (u, v) of the desired form. 1 
Let A4 be an cF~,~- submodule of (c?;,~)~, and let f E &‘P,.n. We say that M 
is (r, S, p, 9)-ignorable for f provided: if gE (cYP,~)~, then g -&- * f if and 
only if there is a polynomial y of degree d r such that y(f) = g - h with 
h EM. (The reason for using s - 1 rather than s in this delinition does not 
appear until the end of the proof of Theorem 3.10 below.) We say that M 
is (‘9, s)-intrinsic if h, E M and h, *&+I h, imply h, E M. (The reason for 
using s + 1 rather than s here appears in the proof of Proposition 3.4.) 
THEOREM 3.2. Let f E (c?;,~)” and let A4 be an (bz,,)-submodule of 
(cF’S,,)~)“. Assume :
(1) M is (9f, s)-intrinsic ;
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(2) M is generated by a finite number of homogeneous polynomial 
maps 4, . . . . z.4 .L2, 
(3) for all h E M, RF?-‘(f+ h) = RTG-‘(f); 
(4) (GP,,,)” c M+ R{u,, . . . . u,}, where ul, . . . . v6 are polynomial maps 
of degree < r ; 
(5) s-l>,r. 
Then M is (r, s, p, 29)-ignorable for J: 
ProojI First assume that there is a polynomial y such that y(f) = g - h, 
where g E (gpX,i)‘n and h E M. Then y ~ i is analytic, and 
y-‘(g)=y’(g-h)+y’(h)=f +h”, KEM. 
Since h” E M, ti; E M for all t. Thus g -2 f + i;, and by (3) and Lemma 3.1, 
f +72-s,-’ J: Therefore g -&, ’ f: 
Now assume that g E (cY.P,,~)” and g = y”(f ), where y” is c”- ‘. Let y be the 
r-jet (at the origin) of 7, a polynomial. Let h = g- y(f ). It is not hard to 
see that the r-jet of R is zero. Now h is in (JC~,Jm; therefore (2) and (4) 
imply that 
0 b 
h = c U’j ui + c cj vi, 
i=l j=l 
where uli E &‘;,A and cj E R. If deg(u,) < Y, let Gi equal 1~; minus its jet of 
order r - deg(u,); otherwise let ti’i = wi. Then since the r-jet of k is zero, 
h=i lGi ui. 
i=l 
Therefore h E M. Since y(f) = g-h, the proof is complete. B 
Theorem 3.2 motivates an attempt to identify (9, s)-intrinsic submodules 
of (c?:,~)“. We do this with the aid of s-intrinsic ideals. 
Let Y be an ideal in E”,,;.. X is s-intrinsic if h E 4 implies 
h(X(x, A), A(A)) E 9 whenever 
XE (&,,I. s+l)n, AE8;+l, X(0,0) = 0, A(0) = 0. 
(The reason for using s + 1 in this definition appears in the proof of 
Proposition 3.4 below.) 
PROPOSITION 3.3. Sums and products of s-intrinsic ideals are s-intrinsic. 
The proof is left to the reader. 
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PROPOSITION 3.4. A’~,j, and &;,,{A} are s-intrinsic ideals. 
ProoJ: We give the proof only for JZ’“,,~. Let h~k’S,,, and let X(x, ;If 
and n(d) be Cs+r with X(0,0) =0 and n(O) =O. Write X(x, 1) = 
(X,(x, A), ..., X,Jx, ,I)). Then 
h(-Xy A)= i Xihj(X, A)+Ah,+l(Xy A), hiEgS,,,l. 
i=l 
Therefore 
h(X(x, A), A(L)) = i Xj(X, A) hi(X(X, A), A(A)) 
i=l 
+ 41) h7+1(~((x, J), 42)). (3.7j 
But 
x;(x, A)= i Xj Uij(X, A) + /124i,n+ 1(X, A), U&T,,,s 
i= 1 (3.8) 
n(n) = h(A), VEcq. 
Substituting (3.8) into (3.7) shows that h(X(x, A), ,4(l)) E JZ;,~. 1 
COROLLARY 3.5. Ideals of the form 
4”= (dqp+ (Jhyp’{;l~~} + ... +(d&y~‘{jl~~), (3.9) 
with 0 < I, < . . . -C 1, and k > k, + I, > . . . > k, + I,, are s-intrinsic. 
Note that ideals of the form (3.9) are generated over &‘t,, by 
homogeneous monomials. 
Let SS,, . . . . 3: be s-intrinsic ideals. For each i= 1, . . . . c, let Ji be a finite 
set and let { uii: j E Ji} be a collection of constant functions from R” x R! to 
R”. Let 
M’= i S;(v,: je Ji>~ (3.10) 
i=l 
A (9, s)-intrinsic submodule of (&;,J” is called simple if it can be written 
in the form (3.10) with each 9: an s-intrinsic ideal of the form (3.9). 
EXAMPLE 3.6. For any 9, if 3’ has the form (3.9), then (Ysjm is a 
simple (3, s)-intrinsic submodule of (c$‘;,~.)“. 
Let m = 2. Recall from Section 1 that 9 is the group of 2 x 2 diagonal 
matrices with positive diagonal terms, and @ is the group of 2 x 2 upper 
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triangular matrices with positive diagonal terms. Let (e,, e,} denote the 
standard basis of R* and also the respective constant functions of (x, A). 
Let 4”, and Y; have the form (3.9). 
EXAMPLE 3.7. 4~{e,)@$~{e,) . 1s a simple (24, s)-intrinsic submodule 
of (C,J2. 
EXAMPLE 3.8. SS,{er> + Y;{e,,e, } is a simple (42, s)-intrinsic sub- 
module of (a;,,)‘. 
The easy verifications of these examples are left to the reader; they use 
only the fact that the ideals are s-intrinsic. Example 3.7 may be generalized 
as follows. (The generalization will not be used in the sequel.) 
Generalizations of Example 3.8 are left to the reader. 
PROPOSITION 3.9. Suppose R”’ = VI @ .. 0 V, where each V, is 
B-invariant. Let a basis for Vi be (v,: jE Ji}, and let vij also denote the 
corresponding constant function of (x, A). Let XJ;, . . . . Y: have the form (3.9), 
and let 
M= @ 3f{vii: jE Ji}. 
i=l 
Then M is a simple (9, s)-intrinsic submodule of (a:,,)“‘. 
Given ideals Yp;“, . . . . Y,” of the form (3.9) and a simple (22, co)-intrinsic 
submodule of (EF$)“, namely 
M” = f: 9y{v,i: jE Ji}, 
i= 1 
we obtain corresponding simple (3, s)-intrinsic submodules of (&;,A)m, 
namely 
This idea is used in the following result. 
THEOREM 3.10. Let f E (c?~,)~. Let M” be a simple (9, CO)-intrinsic 
submodule of (LF~,)“‘. Assume 
(i) ((J?:~)(~+ l))m c M”, 
and 
(ii) M, c A’$ .RT,“(f ). 
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If s>r+l and p>r+s+ 1, then MS, the corresponding simple (9, s)- 
intrinsic submodule of (8:,,)“‘, is (r, s, p, %)-ignorable for J: 
Proof We verify the hypotheses (2) to (4) of Theorem 3.2 for M”. 
(2) AP is generated by (generators of 92). (constant maps), which 
are homogeneous polynomial maps by the comment following Corollary 3,5. 
(4) Assumption (i) implies that M” contains each generator of 
( pi!;Jr+ ly, and therefore that MS contains (( Jfl:.l)(“+ l))m. But for 
g E (J?c.,)m, p > r + 1, Taylor’s theorem shows that 
g = jr( g) + an element of ((J&Y:,; r- i )” + ’ J)‘E, 
where f(g) denotes the r-jet of g at the origin. Thus, since p - r - 12 S, 
g=jr(g)+an element of ((J#~.l)(r+l))m. 
This implies (4), with ui, . . . . ~1~ a set of generators for the polynomial maps 
of degree <r. 
(3) Assumption (ii) implies that M’c JY~,~ .RT”,(f). Let h E&P. 
Recall the generators of RT”,(h), z,(h), . . . . zN(h), defined earlier. By writing 
h in terms of the generators of M’, which are homogeneous polynomial 
maps, one sees that for i = 1, . . . . N, zi(h) E M” ~ ‘= But MS- ’ c &!‘:;’ . 
RT”,-‘(f), so 
zi(h) = f wgzj(f ), “‘g E Ai ;, i . 
j=l 
Therefore 
z(f+h)=z(f)+z(h)=(I+B)z(f) 
where B has entries in A:;‘. Therefore RT;-‘(f +h)cRT;-‘(f). 
Inverting If B shows RT;-‘(f) c RT”,- ‘(f + h). i 
COROLLARY 3.11. In the situation of Theorem 3.10, for ge (IZ?~,)~, there 
exist a finite number of polynomial equalities and inequalities involving the 
partial derivatives of g at (0,O) of order <r such that g -$’ f if and only 
if these conditions are satisfied. Moreover, tf p and s are as in Theorem 3.10, 
then gE (S:.,,)” is (‘29, s)-equivalent to f I$ and only tf exactly the same 
conditions are satisfied. 
Proof If g E (&‘FJm, then by Theorem 3.10, g -g f if and only if there 
is a polynomial y of degree <r such that 
y(f)=g-h with heitP. (3.11) 
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Because of (1 ), (3.11) becomes 
f)!(f) = jr( g) modulo M”. (3.12) 
If g E (&:,,j”, then by Theorem 3.10, g-G- * f if and only if there is a 
polynomia1 1’ of degree <F such that 
r(f)= g-h with hEiF. (3.13) 
Since g =j’( g) + an element of M” (see the verification of (4) in the proof 
of Theorem 3.10) and y(f) = p?(f) + an element of M”, (3.13) becomes 
j’y(f) = ,f( g) modulo M”. (3.14) 
Since s > r + 1, (3.12) and (3.14) give the same equations for jr(g), With 
the help of Lemma 2.2, we see that the set of pairs (~,~(g)) for which 
(3.12) or (3.14) is true, and for which the polynomial y = (3, X, A) satisfies 
the conditions for a (9, co)-equivalence, is semialgebraic. By the Tarski- 
Seidenberg Theorem, the projection of this set to j’(g)-space is semi- 
algebraic. [ 
We remark that Refs. [3] and 1123, working with (GZ(m), co)- 
equivalence on (B”:,)“, define submodules larger than M” modulo which 
the C” recognition problem can be solved. (Of course, the larger the 
submodule, the easier the peculation.) According to Corollary 3.11, the 
result of such a simplified calculation is valid for (G&m), s)-equivalence on 
(&QJrn provided p and s satisfy by conditions of Theorem 3.10. Note, 
however, that the number r in these conditions is calculated for the 
submodule M”, and not for the larger submoduie of f3 3 or [2]. 
4. UNFOLDINGS 
We shall call a function (r: IR + Iw a de~c~ency functjon or d-function 
provided (r is non-decreasing, finite-to-one, and a(p) < p for all p. If 
g(p) < p - 1 for all p, and m and b are positive integers, one can define 
new d-functions (aim,b;rr) (p) and $Lm,“‘(p) (the latter does not depend on ,r) 
such that the following theorem is true 
THEOREM 4.1 Cp Malgrange Preparation Theorem. Let c be a d-func- 
tion with o(p) G p- 1. Let XE UP and a~ Rk. Let fi, . . . . f,, g,, . . . . gbE 
wg”. Let p,==min(p:o(p)>03, pz=min(p:~~*~b~“‘(p)>03, and 
assume p1 d pO, p2 f po. Assume that for all p such that p1 d p < pO, 
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Then for all p such that pr d p < pO, 
The definitions of $x and $,, and the proof of Theorem 4.1, are deferred 
until the end of this section. They are based on [8]. 
Let f E (&$‘)‘n and let c( E Rk. Then FE (&‘<,i,ajm is a Cp unfolding off 
provided F(x, I, 0) = f (x, A). Let F(.x, A, cx) and G(x, 1, b) be Cp unfoldings 
of J: Let 9 and Y be as in Sections 2 and 3. We make the following 
definitions. 
We say G (3, s)-factors through F if there are c” maps S(x, A, /?) into 
3, X(x, A, p) into KY, A(& /?) into R, and A(/?) into a-space, with 
S(X, .A,O)=I, A’(L(x, 1,0)=X, A(;l,O)=A, A(O)=O, such that 
We say F is ($9, s, pj-tlersal if every Cp unfolding G of f (9, s)-factors 
through F. 
We let 
an ai:, -submodule of (&;J”. We define the (9, s)-tangent space off to be 
Note that if we define a one-parameter perturbation of S by 
f(x, 1, t) = Sk 4 t)f(W, 1, t), 44 t)) with SE %.pJ.,,, XE (8zl,r)n, 
A E SAY,, S(x, 1, 0) = I, X(x, A., 0) =.x, A(& 0) = II, then (LYf/dt)(x, 1,O) is in 
CW-1. 
THEOREM 4.2. Let f E (b$ 1)n2. Let a: R + R be a d-function. Let 
pr=min{p:a(p)>O}, and assume p1 <q. Let F(x, i, c(), c1= (a,, . . . . tlk), be 
a Cq+ 1 unfolding of F. Assume there exist h, , . . . . h, E &j(af/&l] such that for 
PlGPG94, 
(~~,j.)m C ASP’ + [w hl, -..) h,, ~ (x, ~, O), ...) ~ (X, /1,0)>. 
1 k 
Let p2=min{p: Jr2;+k;0) (p)>O}. Thenforallpsuch thatp,<p<q, Fis 
(9, $ltm;;fkw) ( p), p + 1 )-versal. 
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EXAMPLE 4.3. We take n = m = 1, ‘9 = (0, co), f(x, A) = x3 - Ax. 
For any s, 
Then 
T;(f)=b$,{x3-Ax, 3x2-A). 
x3, Ax, and i12 are in i$(f) for any s, (4.1) 
since 
x3 = ; (3x2 - 1) -; (x3 - Lx), 
Ix = x3 - (x3 - lx), 
A2 = 3x(dx) - 2(3x2 - A). 
Let g E S.!&. Using division, one can write 
g(x,1)=a,+a,x+a3l+a,x~+u,(x,1)x~+u,(x,1);12+u3(x,;l)X3, 
(4.2) 
where ai E R and ui E BP,,j3. From (4.1), we have 
U,(X,~fX~+U*(X,~)~2+U3(X,~)X3E~~-3(f~ (4.3) 
Since we also have 3x2---~ TsP3(f), (4.2) and (4.3) imply that 
cFpx$ c F$-3(f) + W{ 1, x, x2>. 
Now x~&~{@,7i3A}. Let F(x, A, cur, c~,)=x~-~x+GI~ +x2x2. Then the 
assumptions of Theorem 4.2 are satisfied if we take q = co, o(p) = p - 3, 
p,=4, c= 1, k=2. 
Proof qf Theorem 4.2. For simplicity of notation we shall drop the 
superscript and subscript from $. Let G(x, ,I., 8) be a CJ’+ r unfolding off 
with p2 < p < q. We must show that G (9, $( p))-factors through F. 
Let H(x, 1, a, /I) = F(x, I, CI) + G(x, 1, fi) - f(x, A), a Cpf’ unfolding 
off with k + I parameters. Since H(x, A, 0, /I) = G(x, 1, p), G (‘9, XI))-factors 
through H. We shall show that H(x, I, II, /I) ($9, J(p))-factors through 
H(x, A GUI, . . . . fiIP1, 0). Since H(x, A, a, 0) = F(x, A, a), iterating the 
argument I times yields the result. 
We further simplify the notation by setting 6 = (a,, . . . . 6,+ I- r) = 
(a 1, . . . . akr P ,, . . . . pIPI) and E = PI. Then we must show that H(x, A, 6, E) 
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factors through H(x, 1, 6,O). Note that every KE (FP,,,,,)” can be written 
as 
where each Ki E (bP,,y,‘,,, j”. Then the main assumption of Theorem 4.2 
implies 
By the Cp Malgrange Preparation Theorem, 
We want to show that 
H(x, A., 6,O) = S(x, 1, 6, E) H(X(x, II, 6, E), A(,l, 6, Ej, D(6, E), E) (4.5) 
with 
S(x, 1, 6,O) = z, (4.6) 
Sk 4 6, E) E 9, (4.7) 
X(x, 1,6,0) = x, (4.8) 
A(/$ 6, 0) = A, (4.9) 
D(6,O) = 6, (4.10) 
S, X, A, D of class f?(P). (4.11) 
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Let a dot denote partial derivative with respect o E. Then S, X, A, D must 
satisfy (4.6k(4.10) and in addition 
0 = b(X, A, D, E) + S{D,H(X, A, D, ~)k 
+ D,H(X, A, D, E) ci + D,H(X, A, D, E) d +D,H(X, A, D, E)}. (4.12) 
By (4.4) there exist UEY${L,~, UE(@!{~,,), WE&~%!, ZE(~~,(,P))~+‘-’ 
such that 
-D,ff(x, 4 6, E) 
= u(x, 1, 6, E) ff(x, A, 6, E) + D,H(x, 1, 6, E) u(x, 1, 6, E) 
+ D,H(x, A, 6, E) ~(1, 6, E) + D,H(x, A, 6, E) ~(6, E). (4.13) 
Successively define D, A, X, S by 
d = z(D(6, E), E), D(6,O) = 6. 
/i = w(A(~, 6, E), D(6, E), E), A(& 6, 0) = A. 
*= fdx(x, A, 6 E), A(k 6, E), D(& E), E), X(x, 1, 6,O) = x. 
s= s(X, 1, 6, E) u(x(x, d, 6, E), n(l, 6, &), D(6, E), E), s(x, A, 6, 0) = I. 
Then D, A, X, S satisfy (4.64.10) ((4.7) follows from Lemma 2.3). By 
Lemma 4.5 at the end of this section, which says that J(p) d 6(p), they 
satisfy (4.11). By substituting the expressions for fi,, /i, 2, S into the right- 
hand side of (4.12) and using (4.13) evaluated at (X, A, D, E), we see that 
(4.12) is satisfied. 1 
COROLLARY 4.4. Let f E (a:,)“* and let F(x, A, a) be a C” unfolding 
of J: Assume (i) ((&Fn)(rfl))mc T;(f), and (ii) there exist h,, . . . . h,E 
dp(affan} such that 
(6;Jm = %(f I+ R h,, . . . . h,, ; (x, 1,0), . . . . g (x, 1, 0) . 
1 k 
Then ( 1) F is (9, XI, cn )-uersal. 
(2) Let a(p)=p-r-l. Let Pz=min{p:$~~;+k;“‘(p)>O}. Then 
for all p such that pz < p, F is (9, &2:+ k;“)( p), p + l)-versal. 
Proof. The first conclusion follows from standard C” singularity 
theory. To prove the second conclusion, we show that the assumptions of 
Theorem 4.2, with q= 00 and p, = r+2, are satisfied. For p>r+ 2, let 
g E (&‘[,I)m. By Taylor’s Theorem, 
g=jr(g)+an element of ((V&~,;rrl)(r+l))m. (4.14) 
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Assumption (i) implies that 
(4.15) 
(4.16) 
where uic R, bj~ R, 2~ p;(f) c 7’P,Pr-1(f). Therefore (4.14-4.16) imply 
that 
We now explain the functions 6, and sfl that appear in the statement of 
Theorem 4.1, and the relation of Theorem 4.1 to [S]. 
Let [ ] denote the greatest integer function. Given positive integers m 
and h, and &functions cr and r, Vegter defines new d-functions q5~m3b’“q”(p) 
and VL (m,b;r)( p), n = 1, 2, . . . . as follows: 
4’;“,b:u,‘)(p) = min 
To define qS,, n >, 2, Vegter first defines auxiliary functions 
c(m,b;U,r)(p) =min(o(~l”,“;“‘)(~:“‘b;“(p))). ~:“,.‘;“,“(t(~l”.“:f)(~))))~, 
yhb;r)(P) = q,CyJv)(T(,$d:d( p))). 
Then 
4, 
(m,b:u,r)(P) = ~IPrPi”,“(~Im.b;r’(P)). 
LEMMA 4.5. Let o and z be d-functions uith a(p) < r(p) for all p. Then 
for all n and p, ~~m~bzu,7)( p) < Il/Lm,bG”(p). 
Proof: We prove the lemma by induction. For n = 1, we have 
505:99’2-9 
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Therefore 
p.h;ffA(p) < ~f”‘6;“‘“‘(z(~:m,6;r)( p))) 
6 ICI:“‘b;“‘(~(li/!“,“;r)(P))) = f’“A”(p)* 
Suppose that whenever c(p) < z(p) for all p, we have 
~~~~~ff*~)(p) < ~~~~T)(p) for all p. 
Then using (4.17), we have for all p : 
&y~“,“(p) 6 qjy( p) < qb;6;T’( p). 
Therefore the definitions of 4, and $, imply that for all p, 
~(~,6;u,T)(p) < J/‘“.yp)* fl n 1 
Now set r(p) = p - 1 and define 
g?+;“‘(p) = #~m>6;“,“‘( p); 
~~6)(p) = ~~~,6;~)(p). 
(4.17) 
Then Theorem 4.1 is an immediate consequence of [S, Lemma 3-n], 
provided one notes that by Lemma 4.5, &“,m.6;b)(p) > 0 implies $i?‘( p) >O. 
5. NORMAL FORMS FOR L.?!?- AND Q-EQUIVALENCE 
We recall from Section 1 that $9 denotes the group of 2 x 2 diagonal 
matrices with positive diagonal terms, and % denotes the group of 2 x 2 
upper triangular matrices with positive diagonal terms. We shall concen- 
trate on the group 9; then 9’ is the space of 2 x 2 diagonal matrices. We 
consider (58, co)-equivalence on (SFA)2, where x E 1w. We shall study two 
normal forms of codimension 0, two of codimension 1, one of codimension 
2, and one family of codimension 3 normal forms with a modal parameter. 
For each normal form we shall use Theorem 3.10, with s = p = co, to solve 
the recognition problem (Ii) for (9, co)-equivalence on (SzJ2. One could 
then use Corollary 3.11 to show that the solution is also valid for (9, s)- 
equivalence on (&&)’ for certain s and p, but we shall not do this. 
Similarly, we shall use the first conclusion of Corollary 4.4 to find a 
(9, ccj, a)-universal unfolding for each normal form. Again, one could 
then use the second conclusion of Corollary 4.4 to show that the same 
unfolding is (9, s, p)-universal for certain s and p, but we shall not. (A 
~~iuers~l ~~~ol~~ng is a versa1 u~olding with minimum number of unfolding 
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parameters; the codimension of a normal form is the number of unfolding 
parameters in a universal unfolding.) At the end of this section we mention 
briefly how the results change if one uses %-equivalence. 
Let us give an overview of how the results of this section relate to 
heteroclinic bifurcation. 
Let t = h(z, 1) be a one-parameter family of vector fields on lR2 having, 
for I = 0, a hyperbolic saddle p,, and a semihyperbolic equilibrium q. 
connected by a heteroclinic orbit f that lies in the stable manifold of qo. 
Associated with h is a map g(x, 2) = (g,(x, A), g,(x, 1)) from R2 to R2 such 
that zeros of g, correspond to equilibria near qo, and common zeros of g1 
and g, correspond to heteroclinic bifurcations. We have g,(O1 0) = 
g,(O, 0) = g,,(O, 0) =0 and g,,(O, 0) < 0. A small perturbation of h near 
TX (0) gives rise to a small perturbation of g. The perturbation has the 
property that g,(x, A) = 0 implies gJx, A) < 0. Thus we shall limit our 
attention to normal forms (f,, f2) for which either fi(O, 0) #O, or 
fit& 0) = 0 and fd, 0) f 0. 
Generic perturbations of g will exhibit the following bifurcations: 
(1) Saddle-node bifurcation, no heteroclinic bifurcation: points (x, A) 
where g, # 0, g2 = g,, = 0, g2, Z 0, gzxx Z 0. 
(2) Nondegenerate heteroclinic bifurcation: points (x, 1) where 
g1 = g2 = 0, g,, z 0, g2.x f 0, g1* g2, - g1, g2x f 0. 
These two generic bifurcations appeared in Fig. 1.1 and are the codimen- 
sion 0 bifurcations discussed below. Generic perturbations g have the 
additional property that at most one bifurcation occurs at each 1. 
Nongeneric perturbations exhibit at least one of the following features: 
($3) Equilibrium bifurcation: there is a point (x, A) where g, = g,, = 
g2, = 0. 
(X) Hysteresis: there is a point (x, A) where g, = g,, = gzXX = 0. 
(8) Equilibrium/heteroclinic bifurcation: there is a point (x, 2) where 
g,=g-,=gzx=o. 
(J’) Degenerate heteroclinic bifurcation: there is a point (x, 2) 
where gl = g2 = glx g2, - glA g2, = 0. 
(9) Double equilibrium bifurcation: there are distinct points (x1, 2) 
and (x2, 1) at which g, = gzX = 0. 
(F) Simultaneous heteroclinic and equilibrium bifurcations: there is 
a point (x1, A) at which g, = g, = 0 and a distinct point (x,, 1) at which 
g,=g,x=o. 
Let F(x, A, a) be a universal unfolding of a normal form f(x, 1). In 
cl-space there will be codimension one transition varieties B, 2, etc., 
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of oc-values for which F(x, J., a), cx fixed, exhibits the corresponding 
degeneracy. (In order that all these sets be closed, we define L!? (resp. F) 
to be the closure of the set of c( for which the corresponding degeneracy 
occurs.) For a typical a on L% (resp. X), F(x, /2, LX), a tixed, has, after a 
translation in (x, a), the normal form fi(x, 2) = & 1, fi(x, a) = rt xz + I2 
(resp. fr(x, A) = i: 1, fi(x, J.) = +x3 i- 1). For a typical cy on d (resp. N), 
J’(?r, A, a) has the codimension one normal form 5.3 (resp. 5.4) discussed 
below. For the codimension 2 and 3 normal forms discussed below, we 
shall sketch transition varieties in the corresponding rx-spaces. 
Since we plan to use Theorem 3.10 and Corollary 4.4, we note that 
because a basis for Y is 
we have 
Also, we note that according to Example 3.8, a simple (9, a))-intrinsic 
submodule of (S$)* has the form 
where Xi and -1”: are ideals of the form (3.9) with s= co and 
MA~-K~,*~~,m(f)- 
In the following, E, 6, and y are f I. Also, to simphfy the notation we let 
I stand for B$, d for &?F,, and .??)- for ST. 
Normal Form 5.1. Saddle-node bifurcation: 
f, (4 2) = 6 
fz(x, a) = 6x2 + ya. 
Figures 5.1 and 5.2 show the corresponding equilibrium/heteroclinic 
bifurcation diagrams for E = t- 1, 6 = 1, y = - 1. 
(Rf 9-g f if and only if g,(O, 0) = g&O, 0) =0, sgn g,(O, 0) = E, 
sign gdo, 0) = 4 w g2A0, 0) = Y. 
(U) The universal unfolding off is itself (i.e., f has codimension 0). 
The proofs are omitted. In order to enable the reader to make the 
connection to (B, ~)-equivalence in (&$j2, we note that &! .RTg(f) 
contains the simple (9, a))-intrinsic submodule (JZ, i,&’ + J&‘(~‘), which 
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a 
hco h=o hz0 
FIG. 5.1. j(x, ,I) = (1, x2-E.}: (a) bifurcation diagram; (bj phase portraits. 
satisfies (i) of Theorem 3.10 with r= 2; and pg(f) = (8, A’), which 
satisfies fi) of Corollary 4.4 with r = 0. 
Normal Form 5.2. Nondegenerate heteroclinic bifurcation: 
.,6(x, A) = E-T 
fi(X, 2. f= 6x + p?. 
Figure 5.3 shows the corresponding heteroclinic 
E = 7 = - 1, S = 1, which involves only hyperbok 
a 
h 
b 
bifurcation diagram for 
saddles. Notice that in 
hco X=0 h>O 
FIG 5.2. f(x, 1) = (- 1, x” - A): (a) Bifurcation diagram; (b) phase portraits. 
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the bifurcation diagram of Fig. 5.3, and in the remaining bifurcation 
diagrams, the sets f;-‘(O) and f; ‘(0) are shown as dashed and solid curves, 
respectively. Notice also that for 3L fixed, the relative x-coordinates of the 
dashed and solid curves allow one to read off the phase portrait from the 
bifurcation diagram. 
(R) g-zf if and only if g,(O, 0) = g,(O, 0) = 0, sgn gJ0, 0) = E, 
w g2,(Oy 0) = Y, and sgn(gdO~ 0) g,,(O, 0) - g,dO, 0) g2,(0, 0)) = 8% 
(Uj The universal unfolding off is itself. 
To prove (R), we note that 
RT,“(f) = a{ (EX, O), (0, 6x + 61), (EX, 6x), (&A, 82)). 
Since (x, 0), (A, 0), (0, x), and (0, A) are all linear combinations of the 
generators of RTg(f), 
RT,“(f) 3 (A, A). 
Therefore 
~2’~ RT,“(f) 3 (wHc2), ~AZ’(~)). 
Thus in Theorem 3.10 we let M” = (A’ (2) A(“‘); then (i) is satisfied with , 
Y= 1. Let gEg2. We write 
g,(x, A) = a, + a2x + a,1 + .-., 
g,(x, A) = 6, + b,x + bJ + . . ., 
X 
a 
A.<0 h=o AZ-0 
FIG. 5.3. f(x, A) = (--x, x -1): (a) Bifurcation diagram; (b) phase portraits. 
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We then write the equation g(x, 2) = S(x, I)f(X(x, A), A(L)) modulo 
(Ac2’, Ae2’): 
One can find Al,BI,X1,X2,/iI, with all but possibly X2 positive, 
satisfying these equations provided a, = b, = 0, sgn a, = a, sgn b2 = 6, and 
This implies (R). 
To prove (U) using the first conclusion of Corollary 4.4, we note that 
~g(f)=&{(E-%O), (0,6x+yl), (EA)}=(d&mw((l, l,}. 
A complement is [w{(O, l)}, and (0, 1) E ~9~{ 8JjaI. >. Therefore f has 
codimension 0. 
Normal Form 5.3. Saddle-node/heteroclinic bifurcation: 
ftb, A)=w 
f2(x, a)=bx'+ y/l. 
(R) g-g f if and only if g,(O, 0) = g2(0, 0) = g,,(O, 0) = 0, 
sgn gdo, 0) = E, w g2,(0, 0) = 6, and sgn g2,(0, 0) = Y. 
(U) A universal unfolding of f is 
F(x, 1, ct) = (EX + IX, 6x2 + ~4). 
The corresponding equilibrium/heteroclinic bifurcation diagrams for 
s=y= -1, 6=1 are shown in Fig.5.4. 
To prove (R), we note that 
RT,"(f)=B{(&x,0),(0,dx2+yl),(&x,2bx'), (&/I, 26x1)). 
Since (0, x2) and (0, A) are linear combinations of the generators, W,"(f) 
contains (0, ,I&? + A’*‘). Then from the fourth generator we see that 
(A,O)~ltTg(f). Since (x, O)~l?Tg(f) also, 
RT,"(f)3(,&, /?&+A"'). 
Therefore 
A. RT,“(f) 3 (A@‘, AA! + d@(3)). 
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a X X 
%A ----E-l 
ci<o a=0 
b 
X 
--- - --- 
+E 
h 
143 
cx>o 
1 2 3 4 
FIG. 5.4. F(x, I, LX) = (--x + c(, x2-A): (a) Bifurcation diagrams; (b) phase portraits. 
We write the equation g(x, 1) = S(x, A) j-(X(x, I,), n(1)) modulo 
(A?‘, Ad + dc3’): 
a, +a,x+a,A=A, .E(XIX+X*l), 
b,+b2x+b3A+blx2=B1~{6X;x2+yA,L}. 
One can find A1,B1,XI,X2,(i1, with all but possibly X, positive, 
satisfying these equations provided a, = b, = bz = 0, sgn a2 = E, sgn b, = y, 
sgn b, = 6. This implies (R). 
To prove (U), we note that 
T;(f) = d{ (EX, O), (0,6x’+ yl), (E, 26x)) 
= (A, Ad + A@‘) 0 R{ (E, 26x)). 
A complement is Iw{(l,O), (0, l)}. Since 6”{3flJ2> =gA{(O, l)}, (U) 
follows. 
Normal Form 5.4. Second-order heteroclinic bifurcation: 
fib, 2) = EX, 
f*(x, A) = 6x + yA.? 
An easy necessary condition for g to be (9, cc )-equivalent to f is that 
g,(O, 0) =0 and g2J0, 0) #O. For such g one can make a- preliminary 
linear change of coordinates x’ = X(x, 1) after which g2;.(0, 0) = 0. We state 
the solution of the recognition problem only for such g. 
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(R) If g,(O, 0) = g,,(O, 0) = 0, then g-g f if and only if g,(O, 0) = 
g&l 0) = 0, w gd4 0) = h w g2.dQ 0) = 6, sgn( g,,(O, 0) g,d, 0) - 
g,,,(O, 0) g,x(O, 0)) = El’. 
(U) A universal unfolding off is 
F(x, 1, CI) = (EX + Lx, 6x + y.a21. 
In Fig. 5.5 we show the corresponding heteroclinic bifurcation diagrams 
for E = 1’ = - 1, 6 = 1; they involve only hyperbolic saddles. 
To prove (R j, we note that 
W,“(f) = b((&X, O), (0,6x +]A*), (EX, 6x), (&A, 62)). 
Now (x, 0), (0, x), and (0,L’) are linear combinations of the generators, 
and (&A’, 0) is A times the fourth generator plus a multiple of (0, ,I*). 
Therefore 
RT,“(f) 3 (de*‘, J&P’), 
so 
A? . RT,” (f) 3 (Afi3’, Jc3))~ 
a=0 a>0 
b 
A+ Y+ 
1 2 
FIG. 5.5. F(.x, I, c() = ( --x + G(, x-J*): (a) Bifurcation diagrams; (b) phase portraits. 
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We write the equation g(x, A)-= S(x, L)f(X(x, A), A(1)) modulo 
(Jie3’, die3’): 
a, + a2x + a,jl + u4x2 + a,xL + a,12 
=(A,+A,x+A3~).&(X1x+X2~+X3,‘E2+XqX~+X5~2), 
0 + b,x + OA + b,x2 + b,xl + b6A2 
= (B, + B,x + B,l) 
One can find Ai, Bi,Xi, and /ii, solving these equations modulo 
(JV(~), AC3)), with A,, B,, Xi, and A, positive, provided a, = a3 = 0, 
sgn u2=s, sgn b2=6, and sign(a,b,-a,b,)=cy. (In fact one may take 
A, = 1, A, = A, = 0.) This implies (R). 
To prove (U), we note that 
T:(f) = 8((EX, O), (0,6x+ yi2), (E, 6)) 
= (x& + A(2), xl + ,K’2’)@ R((1, l), (1, A)}. 
A complement is [w((l, 0), (0, A)}. Since ~Y~{afl~Yn} =8J(O, A)}, (U) is a 
universal unfolding. 
Normal Form 5.5. Hysteresis/heteroclinic bifurcation: 
fi(X, /I) = EX, 
f2(x, A) = 6x3 + yi. 
(R) g-2 f if and only if g,(O, 0) = g,(O, 0) = g,,(O, 0) = 
g2Ak 0) = 0, w g,,(O, 0) = E, w g,,(O, 0) = Y, sgn g,,(O, 0) = 6. 
(U) A universal unfolding of f is 
F(x, I, aI, al) = (EX + a,, 6x3 + yA + a2x). 
At the top of Figure 5.6 we show, for E = y = - 1, 6 = 1, transition curves 
in the a-plane: X(a, = 0), 9(a, = - :a:), and &(a, = - 3aT). The curves 
divide the a-plane into open regions in which different stable bifurcation 
diagrams occur. These diagrams are also shown in Fig. 5.6. 
To prove (R), we note that 
RT,“(f) = b((EX, O), (0, 6x3 + “Jd), (EX, 36x3), (&A, 36x%)}. 
a 
b 
C 
I I 
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FIG. 5.6. F(x, L, a,, tlz) = (--x + M,, x3-A + a,~): (a) Transition varieties; (b) bifurcation 
diagrams; (c) phase portraits. 
Since (x, 0), (0, x3), and (0, A) are linear combinations of the generators, 
and (E&O) is the fourth generator plus a function times (0, A), 
Therefore 
RT,m(f) 3 (d, A& + h-P) j. 
d&t. m;(f) 1 (.dzC2) , Ld + dC4)). 
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We write the equation g(x, a) = S(x, A) f(X(x, ;1), n(A)) modulo (J”‘, 
aA! + JP’): 
One can find A,, B,, X,, X2, (ii satisfying these equations, with all but 
possibly X2 positive, if and only if a,=b,=b,=b,=O, sgna2=s, 
sgn b3 = y, sgn b5 = 6. This implies (R). 
To prove (U), we note that 
T;(f) = b{ (EX, O), (0, 6x3 + pi), (E, 36x2)) 
= (A, a8 + A(3)) @ R{ (E, 36.x’)). 
A complement is [w{(l,O), (0, l), (0,x)). Since &l{~fl~l)=&~,((O, l)}, we 
have (Uj. 
Normal Form 5.6. Transcritical/heteroclinic bifurcation: 
f,(x, a) = E(X + ma), m # * 1, 
f2(x, a) = S(X* - a* j. 
The parameter m is called a modal parameter; this term is used when 
there is a parameterized family of inequivalent normal forms of the same 
codimension. The fact that the normal forms (fr , f2) with distinct m are 
not smoothly equivalent is related to the cross-ratio invariant for collec- 
tions of four lines through the origin in [w’ under linear transformations. 
Here the four lines are il = 0, x + ml = 0, and x f A = 0. 
An easy necessary condition for g to be (9, cn )-equivalent to f is that 
g2(x, A) = ax2 + bxA + cl* + .-.with a#0 and b2-4acfO. For such gone 
can make a preliminary linear change of coordinates x’ =X(.x, 2) after 
which g,(x, 2.) = b,(x* - A*) + . . . . We state the solution of the recognition 
problem only for such g. 
(R) If g2(x,A)=b,(x2-A2)+ --., then g-g f if and only if 
sgn b, = 6, g,(O, 0) = 0, sgn g,,(O, 0) = E, and gdo, 0) = wd4 0). 
(U) A universal unfolding of f is 
F(x, A, aI, a2, cc3) = (.5(x + (m + fxl)A) + ct2, 6(x’- A.*) + X3). 
Here m is regarded as fixed and c~i s a modal parameter. 
Let us discuss this universal unfolding for the case E = - 1, 6 = 1, 
m =O. There are three transition varieties in a-space: 2? (a3 = 0), 8 
(CC:CC, =a:, t13 20), and ~1’ (a3 =~:/(a:- 1)). The variety 8 is Whitney’s 
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umbrella with the handle deleted, which is singular along the nonnegative 
cc,-axis. Points on this axis other than CI =0 correspond to bifurcation 
diagrams in which tu’o equilibrium/heteroclinic bifurcations occur. 
In Fig. 5.7 we indicate how the transition varieties meet planes 01~ =
constant, and we draw the stable bifurcation diagrams corresponding to 
the different open regions in the complement of these surfaces. One sees 
clearly from these pictures (or from the structure of the surface E) that the 
normal form 5.6 with I?Z = 0 is special. If 0 < Irnl < 1, the universal unfolding 
of 5.6 with a near 0 would not include any a-values corresponding to two 
equilibriumjheteroclinic bifurcations. 
To prove (R), we note that 
RTig(f) = &((x + ml, O), (0, x2 - A?), (EX, 26x7, (El, 26x1)). 
Note that (0, ~~-1~) and (0, x2 +nzx;l) are linear combinations of the 
generators. Multiplying x2 - i1* and x2 + mxl by .Y and A, we obtain four 
b 
FIG. 5.7. F(x, I, a,, CQ, a3) = (-(x + tl, I) + Q, x2 - 1’ + a,): (a) Transition varieties: 
(b) bifurcation diagrams. Phase portrait numbers refer to Fig. 5.4. 
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homogeneous cubic polynomials, which are linearly independent provided 
m # -t 1. Therefore 
RT$(f) 3 (0, A!‘3’). 
Once this known, we use the last two generators to find that RT,“(f) 2 
(&YC2), 0). Therefore 
m,“(f) 3 (JP2), .dP’), 
so 
We write the equation g(x, 1) = S(x, 1) j-(X(x, A), n(n)) modulo 
(Ae3’, M4)): 
One can find Ai, Bi, Xi, ni satisfying these equations modulo (J?(~), &‘(4)), 
with A,,B,,X,,/1, positive, if and only if a,=O, sgna,=s, sgnb,=6, 
and a3 = ma,. (In fact one can let B, = 1 and A, = A, = B2 = B, = A, = 0.) 
This implies (R). 
To show (U), we note that 
F;(f) = 8{ (x + mA, 0), (0, x2 - A’), (E, 26x)) 
= (.k2’, d&‘3’)@ R{z,, . ..) z,}, 
where zi = (x + ml, 0), Z2 = (0, X2- A’), Z3 = (E, 26X), Z4 = (EX, 26X2), 
z5 = (&1,26x2). Also, ~${aflaL} = &“{(Em, -26n)), which contains 
26 = (Em, -261) and z7 = (EmA, -26J2). Now zi, . . . . z7 lie in the obvious 
nine-dimensional complement to (&c2), &c3)) in g2, spanned by 
monomials (p, 0) and (0, q) with deg p < 1 and deg q < 2. Moreover, 
Z1) . ..) z6 are linearly independent, and z7 = szi + 26~~ - z4. A basis for the 
complement is obtained by adding to zi, . . . . z6 the vectors (1, 0), (A, 0), and 
(0, 1). This implies (U). 
We end this section by briefly discussing (f@, co )-equivalence on (6.T,)2. 
HETEROCLINIC BIFURCATION 341 
According to Example 3.9 and Theorem 3.10, the recognition problem in 
(S.y,)* should be solved modulo a submoduie of (Ez,)’ of the form 
(& + Y,, .Y2), where YI and ,aZ are ideals of the form (3.9) with s = c;c). One 
finds that in the solution of the recognition problem for normal forms 5.2 
and 5.4, the condition sgn g,,(O) = E should be omitted. Otherwise the 
recognition criteria and universal unfoldings of normal forms 5.1-5.6 are 
unchanged. 
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