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ABSTRACT
We give algorithms to compute Coleman integrals on superelliptic curves over
unramified extensions of the 𝑝-adics, and apply these via Chabauty methods to
determine the set of rational points on such curves.
We also determine the solution to an explicit instance of the Shafarevich conjecture
by finding all elliptic curves with good reduction outside of the first 6 primes, subject
to a heuristic.
We use a combination of non-abelian Chabauty and the Mordell–Weil sieve to
determine the rational points on several quotient modular curves, and therefore
classify pairs of elliptic curves over the rationals with 67-, 73-, and 107-isogenies.
We give methods to explicitly compute Coleman integrals on modular curves
using a canonical lift of Frobenius and canonical local coordinates in each residue
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The field of arithmetic geometry considers the behaviour of algebraic varieties over
global and local fields. One of the most basic questions that can be asked is to
determine the set of points of such a variety over one of these fields. This is a difficult
problem in general, as evidenced by the fact that even for curves over the rational
numbers, a satisfactory resolution to this problem is not known. Another possible
question is to determine the set of varieties with specified arithmetic properties (e.g.
with controlled set of primes of bad reduction, or Galois representation of some
type). These two questions are deeply linked; the second problem can often be
considered as a question about points on a moduli space classifying varieties of
some type, and thus as an instance of the first. Conversely, the modular method for
proving Fermat’s last theorem proves that rational points do not exist on Fermat
curves by showing that their existence would allow one to construct elliptic curves
whose arithmetic properties are so extreme they in fact can not exist.
Over the past 60 years there has been significant progress on many problems
of this type, proving finiteness of many sets of arithmetic interest. However, the
problem of actually determining some of these sets explicitly, even when they are
known to be finite, still presents many challenges.
This thesis will discuss several tools and techniques used to find or give bounds
on the number of rational points on algebraic curves. We will give improvements to
some of these techniques and apply them to several problems whose solutions have
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arithmetic-geometric implications. We will consider problems of determining or
bounding the set of rational or integral points on certain types of curves, both over
the rationals and other number fields. Numerous techniques have been developed
for solving Diophantine problems. Several sections of this thesis will consider
variations of Chabauty’s method and the underlying 𝑝-adic analysis needed to apply
it, but will also discuss descent and the Mordell–Weil sieve, further techniques
for controlling rational points on curves. We will focus on explicit and often
computational methods, giving precise algorithms and analysing their runtime and
precision of their outputs, in order to make these techniques practical and apply
them to explicit examples with relevance to other problems in arithmetic geometry.
In Chapter 3, which is based on joint work with Benjamin Matschke, we
resolve an instance of the Shafarevich conjecture explicitly. That is, we give a set
of 4576128 elliptic curves over Q with bad reduction only at primes in the set
𝑆 = {2, 3, 5, 7, 11, 13}. Based on a heuristic we develop, this is the complete set of
curves with bad reduction only at the first six primes. This is an 𝑆-integral analogue
of the Hall conjecture, and we explain how this follows from the 𝑎𝑏𝑐 conjecture. By
making use of additional computational resources, we believe that this result could
be made unconditional.
The theorem of Shafarevich [129] says that this set of elliptic curves is finite, but
an explicit method to compute the list of such curves in a reasonable amount of time
had not been previously developed and applied. The problem may be reduced to
finding 𝑆-integral points on elliptic curves of the form 𝑦2 = 𝑥3 + 𝑎 (Mordell curves)
for a large but specific set of 𝑎’s. To this we then apply several techniques, including:
1. small descents (2−, 3−, 4−descents),
2. making use of known cases of BSD in ranks 0 and 1,
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3. passing to isogenous curves,
4. constructing Heegner points,
5. larger descents such as 12-descent.
This set of elliptic curves is roughly the same size as Cremona’s database (which
is complete for curves with conductor less than some bound) at present, and so
it is interesting to consider differences in distribution of elliptic curve invariants
when ordering by set of bad primes (i.e. constrained radical of conductor) versus by
bounded conductor. We include several such comparisons here.
This chapter also includes some observations and potential explanations for
why some invariants appear to be distributed differently in this set of curves. For
instance, we observe a far larger number of isogeny classes of curves of rank 4 than
in Cremona’s data.
Chapter 4 begins with a combination of the two articles [26, 27], describing the
use of linear recurrence algorithms to compute Coleman integrals of 1-forms on
superelliptic curves. This theory of integration is a 𝑝-adic analytic tool that can be
used to find sets of rational points and torsion points on curves, via the method
of (non-abelian) Chabauty. We take care to do this over unramified extensions of
the 𝑝-adics, and for non-monic models of superelliptic curves. These algorithms
make a choice of a lift of Frobenius for superelliptic models, and compute in the
Monsky–Washnitzer cohomology of these curves.
We will also describe examples of Chabauty-style results that can be obtained
with these methods. Using linear recurrence methods lets us consider larger primes
𝑝 as the characteristic of the residue field. Hence, these algorithms allow us to
compute Coleman integrals between rational points on a curve for many primes in a
range, and we will describe some experiments and data concerning equidistribution
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of these values, inspired by Katz’s conjectures generalising the concept of Wieferich
equidistribution to algebraic groups.
Chapter 5 includes parts of the article [5], jointly written with Balakrishnan,
Bianchi, Lawrence, Müller, Triantafillou and Vonk. Specifically we determine the
rational points on three quotient modular curves, the curves 𝑋0(67)+, 𝑋0(73)+ and
𝑋0(103)+. The points on each of these 𝑋0(𝑁)+ parameterise the set of elliptic curves
admitting a specific type of isogeny, and thus determining these rational points
completely classifies these elliptic curves together with their isogenies over Q. These
modular curves are hyperelliptic of genus 2, with Mordell rank 2 and Picard number
2. These properties, together with the fact that the curves are modular curves
are what allows us to adapt the explicit quadratic Chabauty method of [8]. One
difference here is that unlike the split Cartan example considered in [8] we only
have Picard rank 2 and therefore only produce one 𝑝-adic function cutting out a
finite set of 𝑝-adic points containing the rational points. This necessitates the use
of the Mordell–Weil sieve to give additional restrictions on the rational points that
allow us to determine them completely.
Chapter 6 discusses some aspects of the problem of computing Coleman integrals
on modular curves, from the moduli perspective. In particular we give some
examples of computations of the Serre–Tate local parameter on modular curves, by





In this chapter we give some context and setup for rest of the chapters in this thesis,
describing and giving references for some key concepts in order to fix notation and
generality that we will work in.
2.1 Coleman integration
The classical theory of path integrals on real or complex manifolds presents several
difficulties in a 𝑝-adic setting. First and foremost the 𝑝-adic topology is totally
disconnected, therefore there are no non-trivial real paths between points. Similarly,
upon decomposing a space into open balls, one may define integration of a power
series locally, but there is no clear way to patch these together to form a function
defined only up to a single constant of integration (there is a different constant
of integration on each disk!). These problems have been resolved, to give a well
specified theory of (iterated) path integrals. With roots in the work of Dwork,
Coleman [51] showed how the principle of analytic continuation along Frobenius
could be used to give a theory with good properties.
2.1.1 Coleman integration as a Tannakian holonomy
We introduce the theory of Coleman integration on overconvergent Frobenius
isocrystals. This mostly follows the presentation in [23] using the formalism of
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Tannakian categories. We assume notions from rigid geometry such as from [80].
2.1.1.1 Isocrystals and analytic continuation
We work with the standard setup following Berthelot [19, 20]. See also [45].
Let 𝐾 be a non-archimedean field of characteristic 0, discretely valued, denote
byV its ring of integers, and 𝑘 its residue field. We let 𝑝 be the characteristic of the
residue field, and assume this is positive.
Definition 2.1.1 Rigid triples. A rigid triple (𝑋,𝑌, 𝑃) consists of a formal 𝑝-adic
V-scheme 𝑃, a closed 𝑘-subscheme 𝑌 of 𝑃, proper over Spec 𝑘 , and an open 𝑘-
subscheme 𝑋 of 𝑌 . Moreover, we assume that 𝑃 is smooth in a neighbourhood of 𝑋 .
♦
Given a rigid triple (𝑋,𝑌, 𝑃) we denote by 𝑗 the embedding 𝑋 → 𝑌 . We write
𝑃𝐾 for Berthelot’s generic fibre of 𝑃, which is a rigid analytic space. We have a
specialization map sp: 𝑃𝐾 → 𝑃. The tube of a locally open subset 𝑍 of 𝑃 is a rigid
analytic subspace of 𝑃𝐾 whose points are sp−1(𝑍); we denote this by ]𝑍 [𝑃.
Example 2.1.2 [106, Ex. A.16]. Let 𝑃 = Â
1
V = Spf(V〈𝑥〉) be the formal affine line,
and take 𝑌 = 𝑃𝑘 = A1𝑘 with 𝑋 = A
1
𝑘
r{0}. This is not a rigid triple by our definition
as 𝑌 is not proper; nevertheless we then have ]𝑌 [𝑃 = D1𝐾 the rigid closed unit disk
and ]𝑍 [𝑃 = D1,◦𝐾 the rigid open unit disk. Then ]𝑋 [𝑃 is the annulus{




Example 2.1.3 The triple (Spec 𝑘, Spec 𝑘, SpfV) is a rigid triple. 
Definition 2.1.4 Strict neighbourhoods. A strict neighbourhood of ]𝑋 [𝑃 is an
admissible open𝑈 ⊆ ]𝑌 [𝑃 if (𝑈, ]𝑌 r 𝑋 [𝑃) is an admissible cover of ]𝑌 [𝑃. ♦
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We now let (𝑋,𝑌, 𝑃) be a rigid triple and take 𝑉 be a choice of such a strict
neighbourhood of ]𝑋 [𝑃.
Definition 2.1.5 Berthelot’s dagger functor. There is an endofunctor of sheaves on





where𝑈 ranges over strict neighbourhoods of ]𝑋 [𝑃 in ]𝑌 [𝑃 that are contained in 𝑉 ,
and 𝑗𝑈 : 𝑈 ↩→ 𝑉 is the canonical embedding. ♦
A connection on an 𝑗† O]𝑌 [-module 𝐸 is a morphism
∇ : 𝐸 → 𝐸 ⊗ 𝑗† O ]𝑌 [ Ω
1
]𝑌 [
that satisfies the Leibniz rule
∇( 𝑓 · 𝑣) = 𝑣 ⊗ d 𝑓 + 𝑓 · ∇𝑣.
Such a connection will be said to be integrable if the curvature ∇2 vanishes.
An isocrystal on (𝑋,𝑌, 𝑃) is then a choice of 𝑗† O]𝑌 [-module 𝐸 with an integrable
connection ∇. Such an isocrystal is called an overconvergent isocrystal in particular
if the formal Taylor expansion converges and provides an isomorphism on a strict
neighbourhood of the diagonal. See [19, 2.2.4], or [106, A.4].
In fact the category of overconvergent isocrystals does not depend on 𝑃, and as
we have assumed that 𝑌 is proper, it does not depend on 𝑌 either, so we can just
think of the category
Isoc†(𝑋, 𝐾)
of overconvergent isocrystals on 𝑋 over 𝐾 .
7
Example 2.1.3 gives a rigid triple for 𝑋 = Spec 𝑘 , and we see that
Isoc†(Spec 𝑘, 𝐾) = Vec(𝐾),
the category of vector spaces over 𝐾 . For each 𝑘-point of an arbitrary 𝑋 we obtain
via pullback along the inclusion of this point a functor
𝜔𝑥 := 𝑥∗ : Isoc†(𝑋) → Vec(𝐾).
Given (𝑋,𝑌, 𝑃) and a 𝑘-point 𝑥 of 𝑋 we can instead use the rigid triple
𝑇𝑥 = (𝑥, 𝑥, 𝑃)
to determine that
𝜔𝑥 (𝐸,∇) = {𝑣 ∈ 𝐸 (]𝑥 [𝑃), ∇(𝑣) = 0}.
The category of unipotent isocrystals consists of those isocrystals obtained
via repeated extensions starting with 𝑗† O]𝑌 [-modules with trivial connection. By
[45, Prop. 1.2.2] this is in fact a subcategory of the overconvergent isocrystals. We
denote this category by
Un(𝑋, 𝐾) or Un(𝑋).
Together with a choice of fibre functor coming from any 𝑥 ∈ 𝑋 (𝑘) the category
Un(𝑋) becomes a neutral Tannakian category [62, 59]. We therefore have an




By the general theory of such fundamental groups, this is an affine group scheme.
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We may then define the rigid cohomology of 𝑋 with coefficients in 𝐸 by
𝐻𝑖 (𝑋, 𝐸) = 𝐻𝑖 (]𝑌 [𝑃 , 𝐸 → 𝐸 ⊗ 𝑗†Ω1]𝑌 [𝑃 → · · · ).
On the side of fundamental groups any absolute Frobenius morphism 𝐹 : 𝑋 → 𝑋




If 𝑦 ∈ 𝑋 (𝑘) then the set of “paths”
Isom(𝜔𝑥 , 𝜔𝑦)
is represented by a principal 𝜋rig,un1 (𝑥, 𝑥)-homogeneous space. If 𝑦 is also fixed by
𝐹 then the action of Frobenius gives us 𝜑 : 𝑃𝑥,𝑦 → 𝑃𝑥,𝑦; this is compatible with the
action of 𝜙.
Besser then proves the following theorem, which makes precise the notion of
analytic continuation along Frobenius. The Frobenius morphism provides us a
unique morphism between spaces of horizontal sections over disjoint tubes:








Moreover, for any 𝑥, 𝑦 ∈ 𝑋 (𝑘) both fixed by a Frobenius morphism 𝐹, there is a unique
𝑎𝑥,𝑦 ∈ 𝑃𝑥,𝑦 (𝐾)
that is fixed by the automorphism 𝜑 induced by 𝐹 as above.
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This can be unpacked as:
Corollary 2.1.7 [23, Cor 3.3]. For any unipotent isocrystal 𝐸 on (𝑋,𝑌, 𝑃), with 𝑥, 𝑦 ∈ 𝑋 (𝑘)
and 𝑣𝑥 ∈ 𝐸 (]𝑥 [𝑃) satisfying ∇(𝑣𝑥) = 0, we have a unique way of associating 𝑣𝑦 ∈ 𝐸 (]𝑦[𝑃)
(with ∇(𝑣𝑦) = 0) satisfying the following:
1. The map 𝑣𝑥 ↦→ 𝑣𝑦 is 𝐾-linear.
2. For the trivial isocrystal, we have 1 ↦→ 1.
3. We have functoriality along morphism of isocrystals 𝑓 : 𝐸 → 𝐸′ so that
𝑓 (𝑣𝑥) ↦→ 𝑓 (𝑣𝑦).
4. It respects tensor products so that if we have another unipotent isocrystal 𝐸 and a
𝑣′𝑥 ∈ 𝐸′(]𝑥 [𝑃) horizontal mapping to 𝑣′𝑦 we have
𝐸 ⊗ 𝐸′(]𝑥 [𝑃) 3 𝑣𝑥 ⊗ 𝑣′𝑥 ↦→ 𝑣𝑦 ⊗ 𝑣′𝑦 ∈ 𝐸 ⊗ 𝐸′(]𝑦[𝑃).
5. If a Frobenius morphism 𝐹 : 𝑋 → 𝑋 fixes both 𝑥 and 𝑦, then the following diagram
commutes:
𝜔𝑥 (𝐸) −−−−→ 𝜔𝑦 (𝐸)y y
𝜔𝑥 (𝐹∗𝐸) −−−−→ 𝜔𝑦 (𝐹∗𝐸)
.
6. In fact an analogous functoriality for that of Frobenius in the previous point holds for
any 𝑓 : 𝑋 → 𝑌 .
7. We have path invariance in that if 𝑣𝑥 ↦→ 𝑣𝑦 ↦→ 𝑣𝑧 then also 𝑣𝑥 ↦→ 𝑣𝑧.
2.1.1.2 Coleman functions
We now assume that the residue field 𝑘 is F𝑝.
Definition 2.1.8 Abstract Coleman functions. Given a rigid triple 𝑇 = (𝑋,𝑌, 𝑃),
and a locally free 𝑗† O]𝑌 [-module F , we define the category 𝐴𝑎𝑏𝑠 (𝑇, F ) of abstract
Coleman functions on 𝑇 with values in F to have objects triples (𝑀, 𝑠, 𝑦) with
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• 𝑀 a unipotent isocrystal on 𝑇
• 𝑠 ∈ Hom(𝑀, F ).
• 𝑦 a horizontal section 𝑦𝑥 of 𝑀 (]𝑥 [𝑃) for each closed point 𝑥 ∈ 𝑋 , that are all
compatible under the analytic continuation along Frobenius outlined above.
A morphism between abstract Coleman functions is a morphism of isocrystals
𝑓 : 𝑀 → 𝑀′ with 𝑓 ∗(𝑠′) = 𝑠 and 𝑓 (𝑦𝑥) = 𝑦′𝑥 for all 𝑥. ♦
We identify abstract Coleman functions to get a 𝐾-vector space of Coleman
functions by defining the ring 𝐴𝐶𝑜𝑙 (𝑇, F ) to be the set of connected components of
the category 𝐴𝑎𝑏𝑠 (𝑇, F ). We may then define
𝐴𝐶𝑜𝑙 (𝑇) := 𝐴𝐶𝑜𝑙 (𝑇, 𝑗† O]𝑌 [)
Ω𝑖𝐶𝑜𝑙 (𝑇) := 𝐴𝐶𝑜𝑙 (𝑇, 𝑗
†Ω𝑖]𝑌 [)
Ω𝑖𝐶𝑜𝑙 (𝑇, F ) := 𝐴𝐶𝑜𝑙 (𝑇, F ⊗ 𝑗† O ]𝑌 [ 𝑗
†Ω𝑖]𝑌 [).
The space 𝐴𝐶𝑜𝑙 (𝑇)moreover has a 𝐾-algebra structure induced by the tensor product
of sheaves.
Given a connection on 𝐹, Besser also defines de Rham differentials
∇𝐹 : Ω𝑖𝐶𝑜𝑙 (𝑇, 𝐹) → Ω
𝑖+1
𝐶𝑜𝑙 (𝑇, 𝐹),
which define an exact sequence
0→ 𝐾 → 𝐴𝐶𝑜𝑙 (𝑇) → Ω1𝐶𝑜𝑙 (𝑇) → Ω
2
𝐶𝑜𝑙 (𝑇).
Definition 2.1.9 The locally analytic functions valued in F are
𝐴loc(𝑇, F ) :=
∏
𝑥∈𝑋
F (]𝑥 [) .
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We have a 𝐾-linear map
\ : 𝐴Col(𝑇, F ) → 𝐴loc(𝑇, F ),
given by





2.1.2 Algorithmic Coleman integration
When 𝑋 is a smooth, projective and geometrically integral (hereafter nice, see [124])
curve, algorithms for Coleman integration on such curves have previously been
given [6, 12]. In Chapter 4 we will also give an algorithm for computing Coleman
integrals, so we take the opportunity to note how the less categorical definition used
there connects to this one.
For a smooth affineV-variety Spec 𝐴 of good reduction, Monsky–Washnitzer
gave a cohomology based on the weak completion of 𝐴, denoted 𝐴†. In [19, §2.5]
Berthelot connects his theory to that of Monsky–Washnitzer and shows for instance
that if 𝑋 = Spec 𝐴𝑘 , the projective closure of 𝑋 is 𝑌 , and 𝑃 is the formal completion
of 𝑌 , we have
Γ(]𝑌 [ , 𝑗†Ω1]𝑌 [) ' Ω
1
𝐴†
in this case. Additionally, he shows that we have an equivalence of categories
between overconvergent 𝐹-isocrystals on 𝑋 and certain finite projective (𝐴† ⊗ 𝐾)-
modules with integrable connection.
Another interesting distinction between the earlier work of Coleman and later
algorithmic improvements is the use of polynomials in Frobenius that annihilate
cohomology compared with using a matrix. Although in the presentation above it
is hidden in the omitted proof of Theorem 2.1.6, Coleman’s method made use of
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the weights of Frobenius acting on cohomology to prove uniqueness in his theory.
Loosely speaking, the Coleman way would take the matrix 𝑀 of a lift of Frobenius
Φ acting on Monsky–Washnitzer cohomology and observe that to compute∫ 𝑦
𝑥
𝜔




𝑖 of 𝑀 so that
𝑃(Φ∗)𝜔 = d 𝑓
and
















Later algorithmic variants have instead opted to use the linearity of the integral and
obtain all integrals of basis differentials simultaneously.
2.2 Chabauty’s method
Let 𝐾 be a number field and 𝐶/𝐾 be a nice curve. If the genus 𝑔 of 𝐶 is at least 2
then Mordell’s conjecture [117, sec. 8, conj. (5)] states that the set 𝐶 (𝐾) is finite. The
first complete proof of this theorem was given by Faltings in [67]. Faltings’ proof
of Mordell’s conjecture is non-effective; it does not provide a method to determine
the set 𝐶 (𝐾), whose finiteness is known. Without knowledge of either a bound
on the maximum height of an element of 𝐶 (𝐾) or the exact cardinality of the set
of points, simply knowing finiteness does not result in a method to compute the
set. A method based on earlier work of Claude Chabauty [44], which did not prove
Mordell’s conjecture for all curves with 𝑔 ≥ 2, does however in some cases give an
effective method to determine the set of rational points.
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2.2.1 The method
Chabauty’s method first fixes a base point 𝑏 ∈ 𝑋 (𝐾) and a prime 𝑝 of 𝐾 of good
reduction for 𝑋 and considers the diagram
𝑋 (𝐾) 𝑋 (𝐾𝑝)










In this set up, the 𝑝-adic Lie group 𝐽 (𝐾𝑝) has dimension 𝑔, the genus of 𝑋 . If the
rank 𝑟 of the free part of 𝐽 (𝐾) (a finitely generated abelian group) is less than 𝑔, then
there is a proper 𝐾𝑝-linear subspace of Lie 𝐽𝐾𝑝 which contains the image of 𝐽 (𝐾).
Thus pulling back this subspace along the diagonal map gives an ideal of functions
of the form
𝑓 : 𝑋 (𝐾𝑝) → 𝐾𝑝
all of which vanish on 𝑋 (𝐾) ⊆ 𝑋 (𝐾𝑝). The construction of these integrals as 𝑝-adic
locally analytic functions means that each has only finitely many zeroes, thus
bounding the set 𝑋 (𝐾).
In practice this means we can take a set of generators 𝐷1, . . . , 𝐷𝑟 of a finite index
subgroup of 𝐽 (𝐾) and a basis of regular one-forms 𝜔1, . . . , 𝜔𝑔 on 𝑋 and find a basis






The regular 1-forms in this kernel are called annihilating differentials.
It may be the case that there is a proper 𝐾𝑝-linear subspace of Lie 𝐽𝐾𝑝 which
contains the image of 𝐽 (𝐾) that is in fact of smaller dimension than 𝑟. So letting
𝑟′ denote the dimension of the smallest 𝐾𝑝-linear subspace of Lie 𝐽𝐾𝑝 that contains
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𝐽 (𝐾), the condition for the classical Chabauty’s method to apply is that
𝑟′ < 𝑔. (2.2.1)
See also [140, 92] for extensions.
Remark 2.2.1 It is natural to wonder if there is a real analogue of this method.
However, conjectures of Mazur [112, Conj. 1,4] (see also [113]) imply that if 𝐾 = Q
and 𝐽 is simple and if 𝑟 > 1 that the real topological closure of 𝐽 (Q) is the union
of a finite set of connected components containing the identity inside 𝐽 (R), thus
the direct translation of Chabauty’s method to the reals cannot give us nontrivial
information.
2.3 Non-abelian Chabauty
The condition (2.2.1) holds in many cases, but leaves the question, what about curves
with 𝑟′ ≥ 𝑔? In [100, 101] Minhyong Kim proposed an extension of Chabauty’s
method that replaces the Jacobian of the curve by non-abelian quotients of its étale
fundamental group, that are still close to being abelian. The corresponding method
is known as Chabauty–Kim or non-abelian Chabauty.
The content of this section is based heavily on sections 4 and 5 of [5], which
is joint work with Balakrishnan, Bianchi, Lawrence, Müller and Vonk. The sixth
section of that paper will be presented in Chapter 5.
2.3.1 Finiteness
In this section, we discuss the approach to Mordell’s conjecture due to Minhyong
Kim. It follows the same pattern as the method of Chabauty–Coleman discussed in
the introduction, and as such it depends on some geometric input, replacing the
condition 𝑟 < 𝑔 by something weaker, which may be done at the cost of replacing the
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Jacobian by a sophisticated quotient of the fundamental group. We discuss in some
detail the particular case of a quotient arising from a geometric correspondence [10,
11, 8] using the geometric language of Edixhoven–Lido [64].
2.3.1.1 Quotients of the fundamental group.
To motivate an interest in unipotent quotients of the algebraic fundamental group
for Diophantine applications, it is instructive to first recall the section conjecture of
Grothendieck [87], which states that the map







𝑥 ↦−→ [ 𝜋ét1 (𝑋 ; 𝑏, 𝑥) ]
which attaches to every rational point the class of the Galois representation defined
by the corresponding path torsor of the algebraic fundamental group, should be
an isomorphism. In other words, every torsor of the fundamental group should
necessarily arise from a rational point. This provides us with the tantalizing
possibility of studying the set of such torsors in lieu of the set 𝑋 (Q). Unfortunately,
the cohomology set that classifies these torsors does not seem to have much structure
with which we can work.
On the other end of the spectrum, twists of the 𝑝-adic Tate module 𝑉 of the
Jacobian 𝐽 of 𝑋 , which is essentially the abelianization of the fundamental group,
are classified by an object which is very closely related to 𝐽, and which therefore has
a tremendous amount of structure. That said, this association only gives us enough
information under the additional assumption that 𝑟 < 𝑔.
In summary, we could roughly describe the situation by saying that the associa-
tion







in the section conjecture has a target with too little structure, whereas the association
𝜌 : 𝑋 (Q) −→ 𝐽 (Q)
appearing in the method of Chabauty–Coleman has a target with too much structure.
The latter statement is meant in the sense that 𝜌 factors through the Jacobian, and in
situations where 𝑟 ≥ 𝑔 this kills some crucial non-abelian information needed to
understand 𝑋 (Q). In the method of Chabauty–Kim, we allay the difficulties inherent
to both settings by working with a suitable intermediate quotient, balancing the
availability of structure on the sets H1 against our ability to explicitly describe the
target. We consider quotients of the fundamental group that are unipotent.1
The strategy for proving finiteness is as follows. First, one attempts to gain
sufficient control over the set of global representations involved, and second, one
studies the local representations via the analytic properties of an associated period
map.
a. Global representations. A general theorem of Kim ([100, Proposition 2] and
[101, p. 118]) states that if U is a unipotent quotient satisfying certain technical
assumptions which we will not state here, the set H1𝑓 (𝐺𝐾 ,U) carries the structure of
an algebraic variety, dubbed Selmer variety, such that the localization map
H1𝑓 (𝐺Q,U) −→ H
1
𝑓 (𝐺Q𝑝 ,U)
between the global and local Selmer varieties is algebraic. The algebraic nature
of this map allows us to gain control over the image of the global Selmer variety,
typically by showing that the global Selmer variety is of lower dimension than the
local Selmer variety, so that the image cannot be Zariski dense.
1Strictly speaking, quotients of the Q𝑝-unipotent étale fundamental group studied in Deligne
[61].
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b. The period map. The control of global representations can be turned into a proof
of finiteness by controlling a 𝑝-adic period map. In the method of Chabauty–Kim,
this means concretely that one establishes that the association
𝜌 : 𝑋 (Q𝑝) −→ H1𝑓 (𝐺Q𝑝 ,U), (2.3.1)
of the path torsor of U attached to a point, has an image which is Zariski dense.
Typically, the quotient U is of a “motivic” nature, in which case the association 𝜌 in
(2.3.1) has a de Rham realization
per𝑝 : 𝑋 (Q𝑝) −→ MF
𝜙
where the target is the category of filtered 𝜙-modules, see [37]. The map per𝑝 can
be expressed as a linear combination of iterated Coleman integrals of differentials.
A general theorem of Kim [101, Theorem 1] establishes the linear independence
of such iterated integrals, which often implies the Zariski density of the image of
(2.3.1) by 𝑝-adic Hodge theory.
c. Finiteness. In conclusion, we are left with the following attractive strategy
to study the set of rational points 𝑋 (Q): Suppose that we can construct a specific
finite-dimensional unipotent quotient U satisfying the technical hypotheses required
for the representability of the Selmer varieties, such that furthermore
1. we can prove that dim H1𝑓 (𝐺Q,U) < dim H
1
𝑓 (𝐺Q𝑝 ,U),
2. the quotient is “motivic”, so that we have a 𝑝-adic period map
per𝑝 : 𝑋 (Q𝑝) −→ MF
𝜙
which is a linear combination of iterated integrals of differentials on 𝑋 , and
3. we can find a computable condition on elements of the image of per𝑝 to come
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from a point in 𝑋 (Q).
Once we manage to find a quotient U satisfying these conditions, we consider
the diagram
𝑋 (Q) 𝑋 (Q𝑝)
H1𝑓 (𝐺Q,U) H
1




Figure 2.3.1 The Chabauty–Kim diagram for the quotient𝑈
The first two conditions on U are the active ingredients for deducing finiteness.
The first condition is the analogue of the condition “𝑟 < 𝑔” appearing in the method
of Chabauty–Coleman (2.2.1), and allows us to control the image of the global
Selmer variety. When combined with a concrete understanding of the period map
per𝑝 provided by the second condition (for instance, enough to show Zariski-density
of (2.3.1), see [101, Theorem 1]) the above commutative diagram implies that 𝑋 (Q𝑝)
intersects the image of the global Selmer variety in a finite set of points. In particular,
this shows that 𝑋 (Q) is finite.
Finding suitable quotients that satisfy the first two conditions is the subject of
many works, and is typically done by considering quotients U arising from powers
of the augmentation ideal, see for instance Kim [100, 101], Coates–Kim [47] and
Ellenberg–Hast [66]. The third condition is relevant for the explicit determination of
𝑋 (Q) and will reappear later.
2.3.1.2 Geometric correspondences on 𝑋 .
We now discuss one instance where such a quotient can be constructed, under
the additional assumption that the Jacobian 𝐽 of 𝑋 has non-trivial Néron–Severi
rank, following [10, 8]. To offer a different perspective on the constructions in
loc. cit. we opt for the more geometric reformulation of this theory following the
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beautiful work of Edixhoven–Lido [64]. It should be noted that in [64] this geometric
viewpoint is retained to find a method for the effective determination of 𝑋 (Q), but
in Subsection 2.3.2 we instead opt for the cohomological language of [10, 8].
Recall that the Néron–Severi group of a smooth proper variety is the group
of components of its Picard scheme. In the situation at hand, we have chosen a
base point 𝑏 in 𝑋 (Q), which gives us an associated Abel–Jacobi map 𝑋 −→ 𝐽. By











The Néron–Severi group NS(𝐽) is a finitely generated group, of rank rkNS which
is called the Néron–Severi rank of 𝐽. Now suppose (see Remark 2.3.2) that we have a
non-trivial class 𝑍 in NS(𝐽) which maps to zero in Z ' NS(𝑋) in the above diagram.
Then, by the identification of Pic0(𝐽) with Pic0(𝑋) there is a unique lift of 𝑍 to an
element of Pic(𝐽) which is trivial when restricted to 𝑋 . In other words, 𝑍 uniquely
determines a (non-trivial) line bundle ℒ𝑍 on 𝐽 which is trivial when restricted to 𝑋 ,
and hence we obtain a lift of the Abel–Jacobi map
𝑋 𝐽.
ℒ𝑍
This lifting of the Abel–Jacobi map, or equivalently this trivialization of the line
bundle ℒ𝑍 restricted to 𝑋 , is a priori uniquely determined up to multiplication by
elements of Q×. As explained in Edixhoven–Lido [64], one can determine it up
to Z× = {±1}, and hence essentially uniquely, at the cost of taking a small2 tensor
2It suffices to take the least common multiple of the exponents of the Néron component groups at
all primes of bad reduction.
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power of ℒ𝑍 by spreading out the geometry over Z and working with the Néron
model of 𝐽. In conclusion, we obtain an essentially unique lift
𝑋 −→ ℒ×𝑍 := Isom𝐽 (O,ℒ𝑍 ).
The scheme ℒ×
𝑍
is a G𝑚-torsor3 over the Jacobian 𝐽. We define U to be the Q𝑝-
étale fundamental group of ℒ×
𝑍
. This group is non-abelian, and may be understood
geometrically as follows. One can show (see for instance Bertrand–Edixhoven
[21, §4] for the arguments in the C-analytic setting) that there is a co-final system of
étale coverings
𝜋𝑛 : (ℒ×𝑍 )⊗𝑛 −→ ℒ×𝑍
obtained by composing the pullback of the map [𝑛] on the Jacobian with the 𝑛th
power map on fibres. The Galois group U𝑛 of this étale cover is a central extension
1 −→ `𝑛 −→ U𝑛 −→ 𝐽 [𝑛] −→ 0,
so that U is a Heisenberg group, and as a Galois representation it is an extension
of 𝑉 by Q𝑝 (1). Suppose that 𝑥 is a point in 𝑋 (𝐾) for 𝐾 equal to Q or Q𝑝. Then we








, 𝜋𝑛 : (ℒ×𝑍 )⊗𝑛 −→ ℒ×𝑍 . (2.3.2)
Such torsors are classified by the cohomology group H1(𝐺𝐾 ,U) and satisfy
certain local conditions which we will not make explicit here. In conclusion, we
obtain an association 𝜌:
𝜌 : 𝑋 (𝐾) −→ ℒ×𝑍 (𝐾) −→ H1𝑓 (𝐺𝐾 ,U). (2.3.3)
3Since the class of its line bundle in Pic(𝐽) maps to a non-zero element of NS(𝐽), this G𝑚-torsor is
not a group.
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Remark 2.3.2 Note that the above discussion hinges on the assumption that we
can find a non-trivial class 𝑍 in NS(𝐽) which maps to zero in NS(𝑋). Such a class
always exists when rkNS > 1, which is true for many examples of interest. Notably,
this includes modular curves, which typically have a large supply of such classes
induced by Hecke correspondences. See Siksek [133] for more details.
2.3.1.3 Finiteness of 𝑋 (Q).
The quotient U attached to a Néron–Severi class 𝑍 as above has dimension 2𝑔 + 1 as
a Q𝑝-vector space. More precisely, as a Galois representation, it is an extension of
the form
0 −→ Q𝑝 (1) −→ U −→ 𝑉 −→ 0,
where Q𝑝 (1) is the one-dimensional representation given by the cyclotomic character.
The simple nature of this one-dimensional graded piece is responsible for the proof
that the quotient U satisfies the first condition on our wish list in Subsubsection 2.3.1.1.
Indeed, this can be deduced from the statements
H1𝑓 (𝐺Q ,Q𝑝 (1)) = Z
× ⊗̂Q𝑝 = 0,
H1𝑓 (𝐺Q𝑝 ,Q𝑝 (1)) = Z
×
𝑝 ⊗̂Q𝑝 = Q𝑝
which result, via the simple argument in [10, Lemma 3.1], in the statements
dim H1𝑓 (𝐺Q ,U) ≤ 𝑟,
dim H1𝑓 (𝐺Q𝑝 ,U) = 𝑔 + 1.
The quotient U is also motivic in nature, as its geometric definition via the
G𝑚-torsor ℒ×𝑍 shows. In particular, besides the Galois representation U, there is also
a de Rham realization UdR, which is a quotient of the de Rham fundamental group
of 𝑋 , see [100, 101] for more precise definitions. The theorem of Kim [101, Theorem
1] discussed in Subsubsection 2.3.1.1 then implies that the image of 𝑋 (Q𝑝) under 𝜌
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is Zariski dense.
This allows us to deduce finiteness of 𝑋 (Q) for certain curves 𝑋 . Suppose that 𝑟 =
𝑔, so that we are just outside of the range where the method of Chabauty–Coleman
applies, and assume furthermore that the Néron–Severi rank rkNS of 𝐽 is at least
2, so that there exists a quotient U as above. The above diagram of Picard groups
implies, via the two properties we just discussed, that the intersection of 𝑋 (Q𝑝)
with the global Selmer variety is finite. Since this set contains 𝑋 (Q), finiteness of
the latter set follows.
In fact, one can refine the above discussion by constructing a quotient which
is an extension of 𝑉 by the direct sum of characters Q𝑝 (1)⊕(rkNS−1) , resulting via
the same reasoning in the following finiteness statement, which is a special case of
Balakrishnan–Dogra [10, Lemma 3.2].
Theorem 2.3.3 Suppose that 𝑋 is a smooth projective curve over Q. Then 𝑋 (Q) is finite
whenever
𝑟 < 𝑔 + rkNS − 1.
Many other instances of finiteness are known to follow from the method of
Chabauty–Kim, and in general finiteness was proved by Kim [101] under the
assumption of the Bloch–Kato conjecture. We will not discuss these results here,
but rather turn to the question of how to explicitly determine the set 𝑋 (Q).
2.3.2 Effectivity
In this section, we discuss how to use the method of Chabauty–Kim to compute
the rational points on 𝑋 in the simplest instance of Theorem 2.3.3: the case 𝑟 = 𝑔
and rkNS > 1. Whereas the method of Chabauty–Coleman relies on detecting
global points via linear relations in the image of per𝑝, we will provide a computable
condition on filtered 𝜙-modules in the image of per𝑝 to come from a point in
𝑋 (Q) via bilinear relations, thereby addressing the third item in our wish list in
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Subsubsection 2.3.1.1.
2.3.2.1 Heights on Selmer varieties
Looking for bilinear relations, one is naturally led to 𝑝-adic heights.
Classically, these were defined as bilinear pairings on 𝐽 (Q) but since it is crucial
that the non-abelian method of Chabauty–Kim factors through a non-abelian Selmer
variety rather than the abelian variety 𝐽, we instead prefer to utilize a more general
approach due to Nekovář [119, §2]. Namely, he constructs a continuous bilinear
pairing
ℎ : H1𝑓 (𝐺Q, 𝑉) ×H
1
𝑓 (𝐺Q, 𝑉
∗(1)) −→Q𝑝 , (2.3.4)
depending on some auxiliary choices. One of those choices is made by letting
𝑉dR = Dcris(𝑉) and choosing a splitting of the Hodge filtration
𝑠 : 𝑉dR/Fil0𝑉dR −→𝑉dR. (2.3.5)
The global height ℎ decomposes as a sum of local heights ℎ𝑣 , where 𝑣 runs through
the finite primes of Q. Briefly, the idea is to lift a pair in H1𝑓 (𝐺Q, 𝑉) ×H
1
𝑓 (𝐺Q, 𝑉∗(1))
to a mixed extension of 𝑝-adic Galois representations with graded pieces Q𝑝, 𝑉 and
Q𝑝 (1) and to define ℎ𝑣 on it. As explained in [10, Section 5], we can construct such a
representation from a torsor 𝑃 ∈ H1𝑓 (𝐺Q,U), where U is attached to a Néron–Severi
class as in Subsubsection 2.3.1.2, by twisting a certain quotient of the universal
enveloping algebra of the Q𝑝-unipotent étale fundamental group by 𝑃. There is an
analogous local construction for 𝑃 ∈ H1𝑓 (𝐺Q𝑣 ,U).
We will assume throughout that 𝑟 = 𝑔 and that the 𝑝-adic closure of 𝐽 (Q) has
finite index in 𝐽 (Q𝑝).
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By Poincaré duality we obtain maps
𝜋 : H1𝑓 (𝐺𝐾 ,U) −→H
0(𝑋Q𝑝 ,Ω
1)∨ ⊗ H0(𝑋Q𝑝 ,Ω
1)∨
for 𝐾 ∈ {Q,Q𝑝}.
For ease of exposition, we shall assume for all 𝑣 ≠ 𝑝 that ℎ𝑣 = 0 for torsors
coming from 𝑋 (Q𝑣). The local height ℎ𝑝 will be discussed in more detail below.



















where ℎ𝑝 is now defined on the image of H1𝑓 (𝐺Q𝑝 ,U).
If (𝜓𝑖) is a basis of the dual space of H0(𝑋Q𝑝 ,Ω1)∨ ⊗H
0(𝑋Q𝑝 ,Ω1)∨, then there are
constants 𝛼𝑖 ∈ Q𝑝 such that ℎ =
∑
𝑖 𝛼𝑖𝜓𝑖. We deduce that the locally analytic function
𝑄 : 𝑋 (Q𝑝) −→Q𝑝 ; 𝑥 ↦→
∑︁
𝑖
𝛼𝑖𝜓𝑖 (𝜋(𝜌(𝑥))) − ℎ𝑝 (per𝑝 (𝑥)) (2.3.6)
vanishes along 𝑋 (Q); furthermore, one can show that it has only finitely many
zeroes (see [11]). We can use this function for the explicit computation of 𝑋 (Q) if
we have algorithms to
(i) compute the 𝛼𝑖 for a suitable explicitly computable basis 𝜓𝑖.
(ii) expand the function 𝑥 ↦→ ℎ𝑝 (per𝑝 (𝑥)) into convergent power series on residue
disks.
25
We can easily solve (i) given 𝑥1, . . . , 𝑥𝑚 ∈ 𝑋 (Q) such that
{𝜋(𝜌(𝑥𝑖))}𝑖=1,...,𝑚 is a basis for H0(𝑋Q𝑝 ,Ω
1)∨ ⊗ H0(𝑋Q𝑝 ,Ω
1)∨;
in this case we only need to compute ℎ𝑝 (per𝑝 (𝑥𝑖)) and 𝜋(𝜌(𝑥𝑖)). Letting End0(𝐽) :=
End(𝐽) ⊗ Q we choose an End0(𝐽)-equivariant splitting in (2.3.5), then the global
height is also End0(𝐽)-equivariant, thus reducing the number of points 𝑥𝑖 required.
Nevertheless, there need not exist enough points 𝑥𝑖, in which case we can solve
(i) using generators of 𝐽 (Q) ⊗ Q and a construction of 𝑝-adic heights on 𝐽 due to
Coleman and Gross [50].
Remark 2.3.4 It is possible to write down functions vanishing in 𝑋 (Q) with finitely
many zeroes when 𝑟 < 𝑔 + rkNS − 1 using 𝑝-adic heights [10, Proposition 5.9]. More
generally, one can extend Nekovář’s construction to construct such functions when
𝑟 < 𝑔2, conditional on the conjecture of Bloch–Kato, see [11, §4]. This has only been
made explicit in the special case of the Kulesz–Matera–Schost family of bielliptic
genus 2 curves, see the (unconditional) Theorem 1.2 of [11].
2.3.2.2 Local heights
In the remainder of this section we focus on (ii). We first discuss in more detail
the local height ℎ𝑝, following [119, §4]. Let 𝑃 ∈ H1𝑓 (𝐺Q𝑣 ,U) and denote by 𝑀𝑃
the mixed extension of 𝜋(𝑃) mentioned above. Then ℎ𝑝 (𝑀𝑃) is constructed using
Dcris(𝑀𝑃), which is a mixed extension of filtered 𝜙-modules with graded pieces
Q𝑝, 𝑉dR := H1dR(𝑋Q𝑝 )
∨ = Dcris(𝑉) and Q𝑝 (1).
For simplicity, we only describe ℎ𝑝 on the image of 𝑋 (Q𝑝). The family
(Dcris(𝑀𝜌(𝑥)))𝑥 interpolates in the following sense: There is a filtered connection
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A𝑍 = A𝑍 (𝑏) with Frobenius structure such that we have
Dcris(𝑀𝜌(𝑥)) ' 𝑥∗A𝑍 for all 𝑥 ∈ 𝑋 (Q𝑝).
Suppose that we have isomorphisms
𝑠𝜙 (𝑏, 𝑥) : Q𝑝 ⊕𝑉dR ⊕ Q𝑝 (1)
∼−→ 𝑥∗A𝑍
𝑠Fil(𝑏, 𝑥) : Q𝑝 ⊕𝑉dR ⊕ Q𝑝 (1)
∼−→ 𝑥∗A𝑍
where 𝑠𝜙 is Frobenius-equivariant, and 𝑠Fil respects the filtrations, and suppose we
can write them as
𝑠𝜙 (𝑏, 𝑥) =
©­­«
1 0 0
𝜶𝜙 (𝑏, 𝑥) 1 0
𝛾𝜙 (𝑏, 𝑥) 𝜷ᵀ𝜙 (𝑏, 𝑥) 1




𝛾Fil(𝑏, 𝑥) 𝜷ᵀFil(𝑏) 1
ª®¬ .
(2.3.7)
Note that we make a choice of basis differentials on the affine open 𝑌 (see Subsub-
section 2.3.2.3) so that 𝑠𝜙 (𝑏, 𝑥) and 𝑠Fil(𝑏, 𝑥) are of this form. The splitting 𝑠 in (2.3.5)
induces idempotents
𝑠1 : 𝑉dR −→ 𝑠(𝑉dR/Fil0𝑉dR)
𝑠2 : 𝑉dR −→ Fil0𝑉dR.
With respect to our choices, Nekovář’s local height at 𝑝 is
ℎ𝑝 (per𝑝 (𝑥)) = 𝛾𝜙 (𝑏, 𝑥) − 𝛾Fil(𝑏, 𝑥) − 𝜷
ᵀ
𝜙
(𝑏, 𝑥) · 𝑠1(𝜶𝜙) (𝑏, 𝑥) − 𝜷ᵀFil(𝑏) · 𝑠2(𝜶𝜙) (𝑏, 𝑥).
(2.3.8)
So in order to solve (ii) we need to compute the entries of (2.3.7), which means
computing the Hodge filtration and the Frobenius structure on A𝑍 . For (i), we also
need to explicitly compute the composition 𝜋 ◦ 𝜌. With respect to the dual basis of
our chosen basis differentials on 𝑌 , the map 𝜋 ◦ 𝜌 is given by
𝜋 ◦ 𝜌 : 𝑌 (Q𝑝) → 𝐻0(𝑋Q𝑝 ,Ω
1)∨ ⊗ 𝐻0(𝑋Q𝑝 ,Ω
1)∨ (2.3.9)
27













Note in particular that the first factor is the Abel–Jacobi map AJb(𝑥), sending 𝑥




2.3.2.3 Computing the Hodge filtration
We work in an affine open subset 𝑌 of 𝑋 . Suppose that we have #(𝑋 \ 𝑌 ) (Q) = 𝑑
and choose differentials 𝜔0, . . . , 𝜔2𝑔+𝑑−2 ∈ 𝐻0(𝑌Q,Ω
1) on 𝑌 such that the following
conditions are satisfied:
1. The differentials 𝜔0, . . . 𝜔2𝑔−1 are of the second kind (residue zero) on 𝑋 and
form a symplectic basis of 𝐻1dR(𝑋Q) with respect to the cup product pairing.
We let 𝝎 denote the column vector (𝜔0, . . . 𝜔2𝑔−1)ᵀ.
2. The differentials 𝜔2𝑔, . . . , 𝜔2𝑔+𝑑−2 are of the third kind (all poles have order
one) on 𝑋 .
Universal properties give that the rank 2𝑔 + 2 vector bundle A𝑍 has a connection, a
Hodge filtration, and a Frobenius structure, as discussed in [8, §4,5]. Here, we give
algorithms that describe these objects.
Recall that we have a non-trivial class 𝑍 in NS(𝐽) mapping to 0 in NS(𝑋). This is
equivalent to the choice of an endomorphism of H1dR(𝑋) satisfying several conditions
(see [8, §4.4]), and we describe a method to compute this in the case of modular
curves in Chapter 5. We denote the matrix of the correspondence 𝑍 on H1dR(𝑋/Q)
also by 𝑍 , where we act on column vectors.
Choose a trivialization 𝑠0 : O𝑌 ⊗ (Q𝑝 ⊕𝑉dR ⊕ Q𝑝 (1)) → A𝑍 |𝑌 such that, with
respect to this trivialization, the connection ∇ on A𝑋 is given by
∇ = 𝑑 + Λ,
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where [ is a differential of the third kind on 𝑋 that is uniquely determined by the
following two properties:
1. It is in the space spanned by 𝜔2𝑔, . . . , 𝜔2𝑔+𝑑−2, and
2. The connection ∇ extends to a holomorphic connection on all of 𝑋 .
The Hodge filtration on A𝑍 is determined completely from the Hodge filtration on
its graded pieces, via universal properties. Here is an algorithm to compute the
Hodge filtration:
Algorithm 2.3.5 Computing the Hodge filtration on A𝑍 .
1. Let 𝐿/Q denote a finite extension over which all the points of 𝑋 \ 𝑌 are defined.
Compute local coordinates at each 𝑥 ∈ (𝑋\𝑌 ) (𝐿).
2. For each 𝑥 ∈ (𝑋\𝑌 ) (𝐿), compute power series for 𝝎𝑥 , the expansion of the vector of
differentials 𝝎 at 𝑥 to large enough precision, which means at least mod 𝑡𝑑𝑥𝑥 , where 𝑑𝑥
is the order of the largest pole occurring.
3. Compute the vector 𝛀𝑥 , defined by
𝑑𝛀𝑥 = −𝝎𝑥 .
4. Compute [ as the unique linear combination of 𝜔2𝑔, . . . , 𝜔2𝑔+𝑑−2 such that
𝑑𝛀ᵀ𝑥 𝑍𝛀𝑥 − [
has residue zero at all 𝑥 ∈ (𝑋\𝑌 ) (𝐿). To do this, carry out the following:
(a) Using local coordinates at each 𝑥 ∈ (𝑋\𝑌 ) (𝐿), rewrite 𝜔2𝑔, . . . , 𝜔2𝑔+𝑑−2.
(b) Solve for [ by comparing residues.
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5. Solve the system of equations for 𝑔𝑥 in 𝐿 ((𝑡𝑥))/𝐿 [[𝑡𝑥]] such that
𝑑𝑔𝑥 = 𝛀
ᵀ
𝑥 𝑍𝑑𝛀𝑥 − [.
6. Compute the vector of constants bFil = (𝑏𝑔, . . . , 𝑏2𝑔−1) ∈ Q𝑔 and the function 𝛾Fil
characterized by 𝛾Fil(𝑏) = 0 and
𝑔𝑥 + 𝛾Fil − bᵀFil𝑁
ᵀ𝛀𝑥 −𝛀ᵀ𝑥 𝑍𝑁𝑁ᵀ𝛀𝑥 ∈ 𝐿 [[𝑡𝑥]] (2.3.10)
where 𝑁 is the 2𝑔×𝑔 matrix which has the zero matrix of dimension 𝑔 and the identity
matrix of dimension 𝑔 as blocks. Set 𝜷Fil = 𝜷Fil(𝑏) = (0, . . . , 0, 𝑏𝑔, . . . , 𝑏2𝑔−1)ᵀ.
Remark 2.3.6 We note that [11, Lemma 6.5] simplifies some of the calculations in the
case of a hyperelliptic curve 𝑋 : in this case, we have that [ = 0 and 𝜷Fil = (0, . . . , 0)ᵀ.
2.3.2.4 Computing the Frobenius structure
The Frobenius structure on A𝑍 can be determined explicitly in terms of double
Coleman integrals, as discussed in [8, §5]. Here is an algorithm to compute it:
Algorithm 2.3.7 Computing the Frobenius structure on A𝑍 .
1. Use Tuitman’s algorithm [144, 145] to compute the matrix of Frobenius 𝐹 and a vector
𝒇 of overconvergent functions such that
𝜙∗𝝎 = 𝑑 𝒇 + 𝐹𝝎,
where 𝜙 is a certain lift of Frobenius.
2. Let 𝑏0, 𝑥0 be Teichmüller representatives of 𝑏, 𝑥 respectively. Compute the matrix
A = I(𝑥, 𝑥0)+ · I(𝑏0, 𝑏)−,
where we define for any pair 𝑥1, 𝑥2 ∈ 𝑋 (Q𝑝) the parallel transport matrices
I±(𝑥1, 𝑥2) =
©­«
1 0 0∫ 𝑥2
𝑥1











where [ is as computed in Algorithm 2.3.5 (see also Remark 2.3.6).
3. Explicitly solve the system{
𝑑gᵀ = 𝑑fᵀ𝑍𝐹,
𝑑ℎ = 𝝎ᵀ𝐹ᵀ𝑍f + 𝑑fᵀ𝑍f − gᵀ𝝎 + 𝜙∗[ − 𝑝[,
ℎ(𝑏0) = 0.








gᵀ (𝐼 − 𝐹)−1f + ℎ
)
gᵀ (𝐹 − 𝑝)−1 1
ª®¬ (𝑥0). (2.3.11)
4. Finally, compute the matrix
𝑠−10 (𝑏, 𝑥) ◦ 𝑠
𝜙 (𝑏, 𝑥) = A ·M(𝑏0, 𝑥0) =
( 1 0 0
𝜶𝜙 (𝑏, 𝑥) 1 0




The previous sections on Chabauty methods have considered hyperbolic curves, as
those are curves where we have finiteness of rational points, and therefore have a
hope of writing down the set of rational points completely. The rational points on
an elliptic curve, or more generally, an abelian variety, often do not form a finite set,
but instead a finitely generated abelian group, by the Mordell–Weil theorem [151].
In this case we may wish to determine the rank of this group, generators for (a finite
index subgroup of) the free part, and generators for the torsion. Descent is a method
to bound the rank of these groups. We will also make use of this in Chapter 3.
Let 𝑘 be a field with separable closure 𝑘sep and set 𝐺𝑘 = Gal(𝑘sep/𝑘). If 𝐶/𝑘 is a
smooth projective curve, 𝐽 = Jac𝐶 is its Jacobian, and we have a separable isogeny
𝜙 : 𝐽 → 𝐽,
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we can consider the exact sequence of 𝐺𝑘 -modules
0→ 𝐽 [𝜙] → 𝐽 (𝑘sep)
𝜙
−→ 𝐽 (𝑘sep) → 0.
Taking cohomology induces the short exact sequence
0→ 𝐽 (𝑘)/𝜙𝐽 (𝑘)
𝛿𝜙−→ 𝐻1(𝐺𝑘 , 𝐽 [𝜙]) → 𝐻1(𝐺𝑘 , 𝐽 (𝑘sep)) [𝜙] → 0.
In many applications bounding the size of 𝐽 (𝑘)/𝜙𝐽 (𝑘) suffices to bound the rank of
𝐽 (𝑘). Thus we are interested in determining the image of 𝛿𝜙, or equivalently the
kernel of the right-hand map.
Specializing this sequence to the case of 𝑘 a global field, with completions 𝑘𝑣 we
can form the commutative diagram:
0 𝐽 (𝑘)/𝜙𝐽 (𝑘) 𝐻1(𝐺𝑘 , 𝐽 [𝜙]) 𝐻1(𝐺𝑘 , 𝐽 (𝑘sep)) [𝜙] 0
0
∏
𝑣 𝐽 (𝑘𝑣)/𝜙𝐽 (𝑘𝑣)
∏
𝑣 𝐻
1(𝐺𝑘𝑣 , 𝐽 [𝜙])
∏
𝑣 𝐻
1(𝐺𝑘𝑣 , 𝐽 (𝑘
sep




A necessary condition for a class 𝑐 to lie in the image of 𝛿𝜙 is therefore that it does
so everywhere locally, that is that 𝑐 lies in ker 𝜏. So we define:
Definition 2.4.1 Selmer group. The 𝜙-Selmer group is
Sel𝜙 (𝐽, 𝑘) := ker(𝐻1(𝐺𝑘 , 𝐽 [𝜙]) →
∏
𝑣




The obstruction to the 𝜙-Selmer group cutting out the image of 𝛿𝜙 exactly comes
from the failure of the rightmost vertical arrow of (2.4.1) to be injective. This
motivates the following definition.
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Definition 2.4.2 Tate–Shafarevich group. The Tate–Shafarevich group is
III(𝐽, 𝑘) := ker
(











The group 𝐻1(𝐺𝑘 , 𝐽 (𝑘sep)) classifies principal homogeneous spaces for 𝐽, so this
diagram is interpreted as finding principal homogeneous spaces, and checking their
triviality by checking locally at all primes.
In principle the 𝜙-Selmer group is computable, and in cases where 𝜙 has low
degree, or is especially simple (for example having its kernel split over 𝑘) there
are explicit presentations of this group. This allows one to bound the rank of
the 𝜙-Selmer group and hence 𝐽 (𝑘)/𝜙𝐽 (𝑘), but the non-triviality of III gives an
obstruction to this method being completely successful in general. In practice one
obtains a list of principal homogeneous spaces that are everywhere locally trivial,
and needs to either keep attempting to find a global point on them, or perform
further descents to rule them out.
2.5 The Mordell–Weil sieve
The content of this section introducing the Mordell–Weil sieve was first published
in [5].
The Mordell–Weil sieve was first introduced by Scharaschkin in his Ph.D. thesis
[127] in 1999. The version we give here is slightly different, as it aims instead to
augment information obtained from Chabauty’s method with information obtained
by reduction to various finite fields, to fully describe a set of rational points, rather
than to prove non-existence.
We assume we are given a smooth projective curve 𝑋/Q, and a prime 𝑝 of good
reduction, a set 𝑋known ⊆ 𝑋 (Q), and a set 𝑋extra ⊆ 𝑋 (Q𝑝) known to some finite
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𝑝-adic precision, distinct from any of the 𝑋known to that precision. The goal of the
Mordell–Weil sieve, which we describe in this section, is to describe extra conditions
that the points of 𝑋 (Q) satisfy that the points in 𝑋extra do not. See also [132, 40, 4].
We will show that any rational point must be sufficiently close 𝑝-adically to an
element of 𝑋known. To do this, one proves that for each 𝑥 ∈ 𝑋 (Q), there is some
𝑦 ∈ 𝑋known such that [𝑥 − 𝑦] ∈ 𝐽 (Q) is 𝑝-adically close to the identity in 𝐽 (Q). We




𝑥 ∈ 𝐽 (Q𝑝) : 𝑥 ≡ 0 (mod 𝑝𝑖)
}
.
The important property of this filtration that we will make use of is that
𝐽0/𝐽1 ' 𝐽 (F𝑝), 𝐽𝑖/𝐽𝑖+1 ' Fdim 𝐽𝑝 ,
so that 𝑝-adically close rational points must have difference in the Jacobian divisible
by a large power of 𝑝. Then for any 𝐷 ∈ 𝐽 (Q), we have #𝐽 (F𝑝) · 𝑝𝑖 · 𝐷 ∈ 𝐽𝑖+1.
The Mordell–Weil sieve locates small cosets within 𝐽 (Q) (that is, cosets of large
index), that contain the image of 𝑋 (Q) under the Abel–Jacobi map 𝑖𝑏 : 𝑋 → 𝐽
sending 𝑥 to [𝑥 − 𝑏]. The sieve plays off local information at a finite set of primes 𝑣
against the global Mordell–Weil group structure to find restrictions on 𝑖𝑏 (𝑋 (Q)).
First we fix a prime 𝑣 of good reduction and consider the following commutative
diagram:
𝑋 (Q) 𝐽 (Q)




The commutativity of the diagram implies that the image of 𝑋 (Q) along red𝐽,𝑣 ◦𝑖𝑏
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is contained in the image of 𝑖𝑏,𝑣 . The advantage of this observation is that the bottom
row of the diagram deals with finite objects and information about these may be
computed effectively. In particular, we can find im 𝑖𝑏,𝑣 given equations for 𝑋 . In our
setting of a hyperelliptic curve, algorithms for this go back to [43], and in general one
can make use of work of Khuri-Makdisi [99]. Pulling the computed image im 𝑖𝑏,𝑣
back to 𝐽 (Q) gives a union of cosets for the kernel of red𝐽,𝑣 that contains the image
of 𝑋 (Q). We will want to pick 𝑣 so that the kernel of this map provides non-trivial
information about cosets of the target subgroup, which means that the index of
the kernel is divisible by 𝑝. The Mordell–Weil sieve diagram can be amended by
using several primes 𝑣 of good reduction or working with residue classes of 𝐽 (Q); it
is also possible to make use of primes of bad reduction and to go deeper into the
filtration (𝐽𝑖)𝑖.
For simplicity of notation, we suppose that we are in the situation of quadratic
Chabauty, that 𝑟 = 𝑔, and we fix a basis 𝐷1, . . . , 𝐷𝑔 of 𝐽 (Q)/𝐽 (Q)tors. (The
Mordell–Weil sieve does apply in all ranks however, and provides useful information




𝑚 𝑗𝐷 𝑗 , 𝑚 𝑗 ∈ Z,
then we would have, via the linearity of the Coleman integral of regular 1-forms on








𝜔𝑖, for each 𝑖 ∈ {1, . . . , 𝑔}, (2.5.1)
where we identify 𝜔𝑖 with the holomorphic differential it induces on 𝐽 via ]𝑏. This
can be used to determine the 𝑚 𝑗 for given 𝑥 ∈ 𝑋 (Q𝑝) modulo 𝑝𝑛 for any 𝑛. We are
done if we can show for every 𝑥 ∈ 𝑋extra that the resulting coset of 𝐽 (Q)/𝑝𝑛𝐽 (Q)
does not meet the pullback of 𝑖𝑏,𝑣 under red𝐽,𝑣 for some 𝑣.
35
The theorem proved by Scharaschkin is concerned more with the question of
deciding existence of rational points, than of using the 𝑝-adic filtration. He proves
an interesting connection to the Brauer–Manin obstruction in this case, showing
[127, Thm. 3.4.3]:
Theorem 2.5.1 Scharaschkin. If 𝑋 is a curve with a non-constant map to an abelian






ª®¬ ∩ 𝐴(Q) = ∅.
Then 𝑋 (Q) = ∅ and if III(𝐽) is finite then 𝑋𝐵𝑟 = ∅.
2.6 Serre–Tate theory
We let 𝐸0/𝑘 be an ordinary elliptic curve over a perfect field. The set of all lifts of 𝐸
to some local Artin ring 𝑅 with residue field 𝑘 is a priori a 1-dimensional space over
𝑅. Serre–Tate theory gives a canonical group structure on this space, defining a
coordinate that identifies the deformation space with a formal multiplicative group,
and therefore defines a natural center of the space, the identity element of the group.
We sketch the theory here, see [95] for more details.
The Serre–Tate coordinate can defined as a symmetric bilinear form
𝑞𝐸 : 𝑇𝑝 (𝐸0(𝑘)) × 𝑇𝑝 (𝐸0(𝑘)) → Ĝ𝑚 (𝑅),
where 𝑇𝑝 is the Z𝑝-Tate module. As 𝑇𝑝 (𝐸0(𝑘)) is 1-dimensional, we can pick a basis
element 𝜖 and then the bilinear form is determined by the value of
𝑞𝐸 (𝜖, 𝜖) ∈ Ĝ𝑚 (𝑅),
giving us a well-defined coordinate after the choice of 𝜖 . This 𝑞𝐸 is defined by first
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of all taking the Weil 𝑝𝑛-pairing on
𝐸0 [𝑝𝑛] × 𝐸0 [𝑝𝑛] → `𝑝𝑛 .
This restricts to
𝐸0 [𝑝𝑛] × 𝐸0(𝑘) [𝑝𝑛] → `𝑝𝑛 .
Note that 𝐸0 [𝑝𝑛] is a formal group and the 𝐸0(𝑘) [𝑝𝑛] the usual geometric torsion.
We can write this as
𝐸0 [𝑝𝑛] → HomZ(𝐸0(𝑘) [𝑝𝑛], `𝑝𝑛),
and taking the limit gives
𝐸0 [𝑝𝑛] → HomZ𝑝 (𝑇𝑝 (𝐸0(𝑘)), Ĝ𝑚),
or a pairing
𝐸0 × 𝑇𝑝 (𝐸0(𝑘)) → Ĝ𝑚.
So far this doesn’t involve 𝐸 . The formal group 𝐸0 lifts uniquely to a multiplicative
formal group over Z𝑝, which is 𝐸 . So the above pairing becomes a pairing involving
the formal group of 𝐸
𝐸 × 𝑇𝑝 (𝐸0(𝑘)) → Ĝ𝑚
or
𝐸 → HomZ𝑝 (𝑇𝑝 (𝐸0(𝑘)),G𝑚).
Additionally, there is a natural map
𝜙𝐸 : 𝑇𝑝 (𝐸0(𝑘)) → 𝐸 (Z𝑝),
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so we can compose this with the map
𝐸 → HomZ𝑝 (𝑇𝑝 (𝐸0(𝑘)),G𝑚)
above to obtain
𝑞𝐸 : 𝑇𝑝 (𝐸0(𝑘)) → HomZ𝑝 (𝑇𝑝 (𝐸0(𝑘)),G𝑚 (Z𝑝)).
This is the pairing we are defining the Serre–Tate coordinate to be. It is simply a
pairing on the Tate module of the special fibre whose definition involves lifting to 𝐸 .
The lift of 𝐸0 with Serre–Tate coordinate 1 is known as the canonical lift, denoted
𝐸0. Most notably, the Frobenius endomorphism on 𝐸0 lifts to the canonical lift also,
giving that
End(𝐸0) ' End(𝐸0)
so that the canonical lift is a CM curve. More generally we have:
Theorem 2.6.1 If 𝐸0, 𝐸′0 are ordinary elliptic curves over 𝑘 , then
Hom𝑅 (𝐸0, 𝐸′0)
∼−→ Hom𝑘 (𝐸0, 𝐸′0)
The problem of determining the canonical lift is also an important one. A series
of works by Finotti [74, 73, 75, 72, 71] determine equations for the 𝑗-invariant of the
canonical lift from the 𝑗-invariant of the reduction mod 𝑝.
Example 2.6.2 For example in [126], the problem of which elliptic curves 𝐸 over
Z/𝑝𝑛 have split 𝑝-power torsion is considered. They give examples there which
can be understood through the idea of the canonical lift. Finotti gives formulae for
𝑗-invariants of canonical lifts via Witt vectors, including for 𝑝 = 13 that
𝑗𝑐𝑎𝑛 = ( 𝑗0, 𝑗1, 𝑗2, . . .) ∈W(F𝑝),
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where explicitly 𝑗1 can be given as a function of 𝑗0 by




0 + 3 𝑗
12
0 + 6 𝑗
13
0 )/(10 + 11 𝑗0)
see [76, j_13_3.m]. This determines that the canonical lift of
𝐸7,3/F13 : 𝑦2 = 𝑥3 + 7𝑥 + 3
which has 𝑗-invariant 𝑗0 = 2 has 𝑗-invariant
𝑗𝑐𝑎𝑛 (𝐸7,3) = 𝜔(2) + 𝜔( 𝑗1(2)) · 13 +𝑂 (132)
where 𝜔 denotes the Teichmüller character. So we can calculate that
𝑗𝑐𝑎𝑛 (𝐸7,3) = 2 + 10 · 13 +𝑂 (132),
which is not equal to the 𝑗-invariant of
𝐸7,3/Z/132 : 𝑦2 = 𝑥3 + 7𝑥 + 3,
as the 𝑗-invariant of 𝐸7,3 is instead 2 + 6 · 13. So the lift of 𝐸7,3 is not the canonical
lift of 𝐸7,3 to Z/132, and we do not expect the 𝑝-power torsion to split.
The curve
𝐸1,6/F13 : 𝑦2 = 𝑥3 + 𝑥 + 6
has 𝑗-invariant 9. This gives that
𝑗𝑐𝑎𝑛 (𝐸1,6) = 𝜔(9) + 𝜔( 𝑗1(9)) · 13 +𝑂 (132)
= 9 + 12 · 13 +𝑂 (132)
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which in fact equals the 𝑗-invariant of
𝐸1,6 : 𝑦2 = 𝑥3 + 𝑥 + 6.
So this lift is the canonical lift to Z/132 in that case.
In order to find the canonical lift to the field Q13 we can find a CM lift over a
number field quickly as follows: The minimal polynomial of Frobenius on the curve
𝐸1,6 is
𝑥2 − 𝑥 + 13




17) : 𝑦2 + 𝑦 = 𝑥3 + (54𝑎 − 162) 𝑥 + 378𝑎 − 898
where 𝑎 = (1 +
√
17)/2, this curve has 𝑗-invariant 1343913984𝑎 − 3442507776. The
prime ideal 𝔭 = (−2𝑎 + 3) = (2 −
√
17) of norm 13 lies above 13, so that
𝑗 (𝐸) ≡ 9 + 12 · 13 (mod 𝔭2).

2.7 Linear recurrence algorithms
In Chapter 4 we will have need of a fast method to compute 𝑛th terms of linear
recurrences with linear polynomial coefficients.




which can be expressed as the recurrence
𝑎0 = 1, 𝑎𝑛 = 𝑛𝑎𝑛−1;
the factor we multiply by to get the 𝑛th term from the (𝑛 − 1)st is not constant, but it
is a (linear) polynomial in the index 𝑛. 
In general a linear recurrence with linear polynomial coefficients is allowed to
depend on a fixed number of previous terms.
The computation of the (𝑛+𝑀)th term of such a sequence given the 𝑛th term (and
enough previous terms to specify the recurrence completely) has many applications.
Fast algorithms to do such computations date back to Chudnovsky–Chudnovsky [46].
However, the results we will use are due to Harvey [89] and Bostan–Gaudry–Schost
[34].
















for some matrix𝑀which will be a companion matrix (entries only on the subdiagonal,
except for the final column).
For algorithms aimed at computing iterations of the above type of recurrence
it is natural to relax this slightly and instead allow 𝑀 to be any matrix with linear
polynomial coefficients. We therefore assume that 𝑅 is a commutative ring and
𝑀 (𝑋) is an 𝑚 × 𝑚 matrix of linear polynomials, and define the sequence
𝑈𝑖+1 = 𝑀 (𝑖 + 1)𝑈𝑖 ∈ 𝑅𝑚
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starting from some fixed𝑈0 ∈ 𝑅𝑚.
These algorithms make use of inverting elements in the ring 𝑅 to perform their
interpolation, and so it is important that certain elements of the ring are invertible.
Moreover, for optimum efficiency one assumes that the inverse of some large product
is known, from which other inverses can be obtained quickly: We introduce the
products
d(𝛼, 𝛽, 𝑑) = 𝛽 · 2 · · · 𝑑 · (𝛼 − 𝑑𝛽) · · · (𝛼 + 𝑑𝛽) ∈ 𝑅
and
D(𝛼, 𝛽, 𝑘) =
blog 𝑘c∏
𝑖=1
d (𝛽 (𝑘𝑖 + 1) , 𝛽, 𝑘𝑖) d (𝛼𝑘𝑖, 𝛽, 𝑘𝑖)
for this purpose, where for the positive integer 𝑘 , we associate the sequence
𝑘0, . . . , 𝑘 blog 𝑘c defined by 𝑘0 = 𝑘 and 𝑘𝑖+1 = b𝑘𝑖/2c , so that 𝑘 blog 𝑘c = 1.
To keep track of the runtime of these algorithms cleanly we use the notation
M(𝑑) to denote the time required to multiply polynomials of degree 𝑑 over 𝑅, and
the notation by MM(𝑚) the time required to multiply 𝑚 × 𝑚 matrices with entries
in 𝑅.





. Suppose that 2, 3, . . . , 2𝑠 + 1 are invertible in 𝑅, and that the inverse of
D (1, 2𝑠, 2𝑠) is known. Suppose also that 𝑟 < 𝐾 12−Y, with 0 < Y < 1/2. Then𝑈𝐾1 , . . . ,𝑈𝐾𝑟









ring operations in 𝑅.
When working 𝑝-adically it is important to keep track of any powers of 𝑝 dividing
the𝑈𝑖, in order to control any loss of 𝑝-adic precision. Because of this, in applications
to computing zeta functions, Harvey [89] needs to break the recurrence in places
because of this, necessitating the use of
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Theorem 2.7.3 [89, Theorem 10]. Let
0 ≤ 𝐾1 < 𝐿1 ≤ 𝐾2 < 𝐿2 ≤ · · · ≤ 𝐾𝑟 < 𝐿𝑟 ≤ 𝐾




. Suppose that 2, 3, . . . , 2𝑠 + 1 are invertible in 𝑅, and that
the inverse of D (1, 2𝑠, 2𝑠) is known. Suppose also that 𝑟 < 𝐾 12−Y, with 0 < Y < 1/2. Then









ring operations in 𝑅.
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Chapter 3
An instance of the Shafarevich conjecture
This chapter contains joint work with Benjamin Matschke. The chapter is broadly
the same as the article [25].
3.1 Introduction
Databases or tables of all elliptic curves subject to various constraints have been
published since the 1970s, including in the well-known Antwerp IV conference
proceedings [31]. Such tables are useful both in identifying a given curve appearing
in nature, or for proving a curve with certain properties does not exist. Tables can
also be used to answer distributional questions about properties of elliptic curves
when ordered in different ways.
The most well-known such tables are those of elliptic curves over Q with bounded
conductor due to Cremona [54, 55, 56], which now form part of the LMFDB [109].
One may instead, however, construct tables of elliptic curves with bad reduction
only at primes in a specified set 𝑆 of rational primes. These are exactly the primes
dividing the conductor. Organizing curves by their primes of bad reduction can
be quite useful in practise; it is often possible to prove a particular curve has good
reduction outside certain places, and then conclude that the curve is contained in
such a table for some 𝑆.
In particular many classical Diophantine equations can be phrased in terms of the
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existence of elliptic curves with specified places of bad reduction, see Subsection 3.4.1,
Subsection 3.4.2.
In this paper we compute and study what is conjecturally the complete set of
isomorphism classes of elliptic curves over Q with good reduction away from the
first six primes {2, 3, 5, 7, 11, 13}. This set and the code and auxiliary data used to
compute it (including Mordell–Weil bases for almost 100,000 Mordell curves) are
available at https://github.com/elliptic-curve-data/ec-data-S6.
Many of the curves in this set have quite large conductor, but nevertheless,
by virtue of having bad reduction at only a few small primes, can be simpler
arithmetically than other curves with smaller conductor.
3.1.1 History
We now give a non-exhaustive overview of previous work computing databases of
elliptic curves over Q.
In the late 1980s, Brumer and McGuinness [41] computed rational elliptic curves
of prime discriminant Δ bounded by |Δ| ≤ 108. Stein and Watkins [138] then
extended this database to include almost all curves up to |Δ| ≤ 1012 with either
conductor 𝑁 ≤ 108 or prime conductor less than 1010.
To compute the set of elliptic curves with bounded conductor, Tingley [142] used
modular symbols to find all elliptic curves with 𝑁 ≤ 200. This was greatly extended
and improved by Cremona [54, 56], who has currently computed all of these curves
up to 𝑁 ≤ 500000. Initially this approach was only known to compute modular
elliptic curves, and it was only when modularity was proved that it was confirmed
[36] that over Q being modular is not a restriction.
A third natural way to construct a database of elliptic curves is by restricting the
set of places of bad reduction, i.e. the primes that divide 𝑁 (or equivalently, primes
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that divide the minimal discriminant). For any finite set of rational primes 𝑆, let
𝑀 (𝑆) denote the finite set of elliptic curves over Q with good reduction outside of 𝑆,





We may then hope to compute the set 𝑀 (𝑆) for various sets 𝑆.
The set 𝑀 ({2, 3}) was computed by Coghlan [48] and Stephens [139], and
Coghlan’s data was republished as Table 4 in [31].
Agrawal, Coates, Hunt and van der Poorten [1] computed𝑀 ({11}) via a reduction
to Thue–Mahler equations. Cremona and Lingham [53] computed 𝑀 ({2, 𝑝}) for
𝑝 ≤ 23 via a reduction to the computation of 𝑆-integral points on Mordell curves.
Koutsianas [103] used a reduction to 𝑆-unit equations over number fields to compute
𝑀 ({2, 3, 23}), as well as curves 𝐸 ∈ 𝑀 (𝑆) for various other 𝑆 satisfying certain
restrictions on the 2-division field of 𝐸 . Von Känel and Matschke [146] computed
𝑀 ({2, 3, 5, 7, 11}) as well as all 𝑀 (𝑆) with 𝑁𝑆 ≤ 1000 using an elliptic logarithm sieve
to compute 𝑆-integral points on elliptic curves.
Bennett and Rechnitzer [18] and Bennett, Gherga and Rechnitzer [17] computed
𝑀 ({𝑝}) for all 𝑝 ≤ 500000 using a refinement of the reduction to Thue–Mahler
equations and Thue equations. The latter paper also recomputes 𝑀 ({2, 3, 5, 7, 11})
using this approach. Moreover, using a heuristic they computed all curves in 𝑀 ({𝑝})
for 𝑝 ≤ 1010, without guaranteeing completeness.
Finally, we mention that there are various extensions to the above methods
to compute elliptic curves over number fields with good reduction outside of a
given set of places. In particular the aforementioned approaches of Cremona and
Lingham [53] and of Koutsianas [103] generalise to the number field setting.
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3.1.2 Outline
The aim of this paper is to compute the set 𝑀 ({2, 3, 5, 7, 11, 13}). We have computed
a subset of this that is heuristically the full set, but is not proved to be complete by
our method at present.1 In Subsection 3.1.3 and Subsection 3.1.4 we give a summary
of our data and discuss some statistics. We compare our data to Cremona’s database
in Subsection 3.1.5.
Our computation relies on a reduction to solving Mordell equations in 𝑆-integers;
this is discussed in Subsection 3.2.1. The main computational bottleneck is computing
the Mordell–Weil bases of a large set of Mordell curves; this is elaborated upon in
Subsection 3.2.2.
In Subsection 3.2.3 and Subsection 3.2.4, we discuss a heuristic that our database
should be complete and the possibility of proving completeness via additional
computation. In Section 3.3, we show some results suggested by the data regarding
the question for which sets 𝑆 there are elliptic curves with good reduction outside 𝑆 of
maximal possible conductor. In Section 3.4, we discuss connections and applications
to solving other classical Diophantine equations including 𝑆-unit, Thue–Mahler and
Ramanujan–Nagell equations.
3.1.3 Summary of the Database
Let 𝑆(𝑛) denote the set of the first 𝑛 rational primes. According to our computation,
the set 𝑀 (𝑆(6)) contains 4576128 curves in total; see Figure 3.1.1. Here, 𝑗 (𝑀 (𝑆(𝑛)))
is the set of distinct 𝑗-invariants of curves in 𝑀 (𝑆(𝑛)); the cardinality of this set is
therefore the number of Q-isomorphism classes of curves in 𝑀 (𝑆(𝑛)).
1However, work in progress by the second author gives the same set of curves using a different
method.
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𝑛 #𝑀 (𝑆(𝑛)) # 𝑗 (𝑀 (𝑆(𝑛))) Reference
0 0 0 Tate (cf. Ogg [121])
1 24 5 [48, 139, 121]
2 752 83 [48, 139]
3 7600 442 [146]
4 71520 2140 [146]
5 592192 8980 [146, 17]
6 4576128∗ 34960∗ this paper
Figure 3.1.1 Numbers of elliptic curves with good reduction outside 𝑆(𝑛) up to
Q-isomorphism and up to Q-isomorphism. The asterisk refers to the possible
incompleteness of this paper’s table. The case 𝑛 = 0 is the classical result that there
is no elliptic curve over Q with everywhere good reduction.
When 𝑛 ≥ 2 we can obtain all of 𝑀 (𝑆(𝑛)) by taking a representative of each
Q-isomorphism class of curves in 𝑀 (𝑆(𝑛)) and twisting this representative by all
integers divisible only by primes in 𝑆(𝑛). For 𝑗 ≠ 0, 1728, we only have quadratic
twists. When 𝑗 = 1728 we have quartic twists, and for 𝑗 = 0 sextic twists (our
assumption that 𝑛 ≥ 2 implies that 0, 1728 ∈ 𝑗 (𝑀 (𝑆(𝑛)))), giving the equation
#𝑀 (𝑆(𝑛)) = 2𝑛+1(# 𝑗 (𝑀 (𝑆(𝑛))) − 2) + 2 · 4𝑛 + 2 · 6𝑛. (3.1.2)
This holds in all cases above and provides a quick check that nothing that
obviously should have been in the database has been missed.
Each curve in 𝑀 (𝑆(6)) has conductor 𝑁 | 28355272112132, which gives, a priori,
4374 possibilities for 𝑁 . It turns out that exactly 4344 of them are indeed attained by
curves in our set. The 30 exceptions for which there is no curve with that conductor
are:
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18, 22, 25, 28, 60, 81, 165, (3.1.3)
169, 351, 945, 1280, 1820, 2673, 2816, 9984, 13365, 362880}. (3.1.4)
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These exceptions factor as follows:
{1, 2, 3, 22, 5, 2 · 3, 7, 23, 32, 2 · 5, 22 · 3, 13, 24, 2 · 32, 2 · 11, 52, 22 · 7,
34, 3 · 5 · 11, 132, 33 · 13, 33 · 5 · 7, 28 · 5, 22 · 3 · 5, 22 · 5 · 7 · 13,
35 · 11, 28 · 11, 28 · 3 · 13, 35 · 5 · 11, 27 · 34 · 5 · 7}.
These (non-)conductors are all within the range of Cremona’s database, and
we can therefore check that there are indeed no elliptic curves with any of these
numbers as their conductor. We note that the largest conductor for which no elliptic
curve of that conductor exists is less than the square root of the largest possible
conductor of a curve in 𝑀 (𝑆(6)).
Next we consider isogeny classes in 𝑀 (𝑆(6)). This is also a natural partition
of curves in the database as 𝑀 (𝑆(𝑛)) is closed under taking isogenies (any two
isogenous curves have the same conductor). Our data contains 3688192 disjoint
isogeny classes in total: 2966912 classes of cardinality one, 646784 of cardinality two,
4608 of cardinality three, 60928 of cardinality five, 6784 of cardinality six, 2176 of
cardinality eight, and no others.
Table 3.1.2 Number of isogeny classes of cardinality 𝑘 in our dataset.
𝑘 1 2 3 4 6 8 total
# isogeny classes 2966912 646784 4608 60928 6784 2176 3688192
An example of a curve in 𝑀 (𝑆(6)) with isogeny class of cardinality 8 is
𝑦2 = 𝑥3 + 827614112325 𝑥 + 276113445805174250. (3.1.5)
Edgar Costa has computed the analytic ranks of all curves in our table, as
well as the leading coefficients and root numbers of the associated 𝐿-series. His
computations use interval arithmetic, and hence the leading coefficients are given
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with exact error bounds. The standard problem that remains is that it is impossible to
verify numerically that the lower derivatives vanish exactly, and thus the computed
analytic rank is actually only an upper bound once the rank is large enough.
According to his computations, there are 1884428 curves of analytic rank zero in
our data, 2267261 of analytic rank one, 406309 of analytic rank two, 18003 curves
of analytic rank three, and the remaining 127 curves are of analytic rank four. We
can compare this to the number of rational elliptic curves with conductor bound
𝑁 ≤ 500000 of each rank using Cremona’s database: for these curves, Cremona
computed analytic and algebraic ranks (and checked that they coincide), and found
that there are 1632686 curves of rank zero, 2124004 of rank one, 461670 of rank two,
11243 of rank three, and 1 of rank four. In both tables, we observe, similarly, a larger
number of rank 1 curves than rank 0 curves. An intriguing difference is the larger
number of rank 4 curves in our data, compared to a similar total number of curves
when ordered by conductor.
3.1.4 Distribution of Quantities
In this section we study the distribution of various arithmetical quantities associated
to curves in our dataset. As these curves have bad reduction at only the first
six primes, they are quite structured, and it is interesting to compare answers to
distributional questions to when curves are ordered with respect to conductor or
discriminant.
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(a) Elliptic curves in our data set







(b) Elliptic curves with 𝑁 ≤ 500000
Figure 3.1.3 Histograms of logarithms of conductors: Figure 3.1.3(a) shows the
curves we computed within 𝑀 (𝑆(6)). For a comparison, Figure 3.1.3(a) shows all
rational elliptic curves with 𝑁 ≤ 500000 according to Cremona’s database. The bar
at log(500000) ≈ 13.1 signifies the end of the overlap of both tables.
One fundamental quantity is the conductor. We plot the distribution of the
logarithm of the conductor for the curves in our database as a histogram in
Figure 3.1.3(a). We take the logarithm of 𝑁 due to the multiplicative nature of the




and independently distributed (which they are not), then in Figure 3.1.3(a) we would
see an approximately normal distribution with mean 14.037 and standard deviation
4.382. The observed distribution of log(𝑁) is comparatively lopsided: It appears
denser in the larger conductor range. This could be explained by the fact that one
can turn good into additive reduction at 𝑝 ≥ 3 via twisting by 𝑝 (as the reduction of
𝐸 at 𝑝 will have Kodaira symbol I∗0 by Tate’s algorithm), without leaving 𝑀 (𝑆(6)).
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(a) Elliptic curves in our data set.







(b) Elliptic curves with 𝑁 ≤ 500000.
Figure 3.1.4 Histograms of Szpiro ratios 𝜎 = log(Δ𝐸 )/log(𝑁). Figure 3.1.4(a) shows
the curves we computed within 𝑀 (𝑆(6)). For a comparison, Figure 3.1.4(b) shows
all rational elliptic curves with 𝑁 ≤ 500000 according to Cremona’s database. We
observe three differences: the larger maximal value for 𝜎 in Figure 3.1.4(b) (namely
8.903700), the larger mean for 𝜎 in Figure 3.1.4(a), and Figure 3.1.4(b) contains a
significant number of curves with 𝜎 = 1 (namely 602).




of the logarithms of the minimal discriminant of the curve and its conductor.
Figure 3.1.4(a) sketches the distribution of Szpiro ratios for the curves in our
database. Szpiro’s conjecture states that |Δ𝐸 | = 𝑂Y (𝑁6+Y), or equivalently, that for
any 𝛿 > 0 there are only finitely many elliptic curves over Q with 𝜎 > 6 + 𝛿.
Indeed, the largest Szpiro ratios occurring among all curves in our dataset are
approximately
8.757316, 8.371586, 8.11481 and 8.034917 . . . . (3.1.7)
The curves for which these ratios occur are all in the LMFDB and have labels
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858.k2, 2574.j2, 910.e1, and 9438.m2 respectively. The second and fourth of these
are both quadratic twists of the first. It seems that these three have a large Szpiro
ratio due to a factor of 321 in each of their discriminants. The third has a factor of
263 in its discriminant. These are the only four curves in our set with 𝜎 ≥ 8. There
are 123 curves in the database with 𝜎 ≥ 7, only 15 of which have conductor larger
than 500000. The largest 𝜎 from our data with 𝑁 > 500000 has 𝑁 = 532350 and
𝜎 ≈ 7.161459.
3.1.5 Comparison with Cremona’s Database
Cremona [54, 56] has computed the set of all rational elliptic curves with conductor
less than various bounds, currently up to 𝑁 ≤ 500000.
If 𝑆 is the set of primes of bad reduction of an elliptic curve 𝐸 of conductor 𝑁 ,
then
𝑁𝑆 ≤ 𝑁 ≤ 1728𝑁2𝑆 . (3.1.8)
Thus, in principle, the problems of computing 𝑀 (𝑆) and all curves of bounded
conductor are equivalent. Both parameters 𝑆 and 𝑁 stratify the infinite set of rational
elliptic curves. In practise, however, these stratifications differ considerably: for
example, 𝑀 (𝑆(6)) contains 14216 curves of conductor 28355272112132 ≈ 1012, which
is considerably larger than 500000; and on the other hand, 𝑀 (𝑆(6)) does not contain
the four curves with conductor 17.
Cremona’s database contains at present curves with 1238682 distinct 𝑗-invariants,
whereas the computation we performed resulted in 34960, because for each 𝑗-
invariant, our set contains at least 128 distinct twists. On the other hand, Cremona’s
database contains 3064705 distinct Q-isomorphism classes of curves, whereas ours
contains 4576128. Despite the fact that the two databases contain more or less the
same number of curves, there are 4376070 curves in our set not contained in the
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Cremona database, that is, less than 5% of our set overlaps with his. We observe
significant differences in the distributions of log(𝑁) and of 𝜎 for both data sets, see
Figure 3.1.3(a), Figure 3.1.3(b) and Figure 3.1.4(a), Figure 3.1.4(b).
Cremona’s tables contain more information about each curve present there than
our tables currently do, including Manin constants, generators for the Mordell–Weil
group, BSD invariants, modular degrees, optimality data, sets of integral points and
images of Galois representations. Much of this data would be prohibitively difficult
to compute for every curve in our set due in part to the size of the conductors of
some of the curves in our table.
3.2 Computation
In this section, we discuss the reduction of computing 𝑀 (𝑆) to the problem of
solving Mordell equations, the computation of the requisite Mordell–Weil bases,
which is then the dominant computational task to be undertaken, and the heuristic
completeness of the obtained data.
The code implementing the methods described here and computed data are
available online. The repository https://github.com/elliptic-curve-data/ec-
data-S6 contains the majority of the code, and the file mordell.sage of https:
//github.com/bmatschke/solving-classical-diophantine-equations/blob/mast




Let 𝑆 denote a finite set of rational primes, let 𝑀 (𝑆) denote the set of elliptic curves





For this section, we assume that 2, 3 ∈ 𝑆, which can be achieved by enlarging 𝑆
if necessary. Let O𝑆 = Z[1/𝑁𝑆] denote the ring of 𝑆-integers and O∗𝑆 the group of
𝑆-units.
A theorem of Shafarevich [129] states that for any such 𝑆, the set of curves 𝑀 (𝑆)
is finite. This can be seen as follows: for any 𝐸 ∈ 𝑀 (𝑆), choose a minimal Weierstrass
model for 𝐸 and consider the 𝑐4 and 𝑐6 invariants and discriminant Δ𝐸 of this model.
These invariants satisfy the equation 𝑐26 = 𝑐
3




we may divide this equation by a power of 𝑝6 for each 𝑝 ∈ 𝑆 to obtain an equality of
the form 𝑌2 = 𝑋3 + 𝑎, where 𝑋,𝑌 ∈ O𝑆 and 𝑎 = ±
∏
𝑝∈𝑆 𝑝
𝑒𝑝 with 0 ≤ 𝑒𝑝 ≤ 5 (𝑝 ∈ 𝑆).
The pair (𝑋,𝑌 ) can then be regarded as an 𝑆-integral point on the Mordell curve
𝐸𝑎 : 𝑦2 = 𝑥3 + 𝑎.
By a theorem of Siegel [130, 134], the set 𝐸𝑎 (O𝑆) is finite. From any point in 𝐸𝑎 (O𝑆),
we can recover potential invariants 𝑐4 and 𝑐6 that produce the point, up to any
factors of 𝑝6 in 𝑐34 and 𝑐
2
6 for 𝑝 ∈ 𝑆. This recovers 𝐸 up to a quadratic twist by a
positive 𝑆-unit. Moreover, there are exactly 2|𝑆 | such twists.
We deduce that 𝑀 (𝑆) is finite, and its computation reduces to the computation
of 𝐸𝑎 (O𝑆) for finitely many values of 𝑎. To determine 𝐸𝑎 (O𝑆), we use the algorithm
of von Känel and the second author [146], who gave a method to compute 𝑆-integral
points on rational elliptic curves 𝐸 provided that generators of the free part of 𝐸 (Q)
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are known.
Their implementation uses an elliptic logarithm sieve, which can compute 𝐸𝑎 (O𝑆)
in quite an efficient manner. Thus, to compute 𝑀 (𝑆), it turns out that computing
the necessary Mordell–Weil bases of 2 · 6|𝑆 | Mordell curves is the computational
bottleneck. In Subsection 3.2.2 we discuss this in detail.
3.2.2 Computing Mordell–Weil Bases
We have carried out the approach outlined above for 𝑆 = 𝑆(6). We now discuss the
most computationally intensive part of the process, which is finding the generators
of the free part of the Mordell–Weil group for a number of Mordell curves, many of
which have large discriminant. We will use the term Mordell–Weil basis to refer
to these generators. Note that finding the generators of the torsion subgroup is
both computationally easier and completely classified for Mordell curves [79], so
henceforth we assume it is known.
The curves we consider are those with
𝑎 ∈ {±2𝑒23𝑒35𝑒57𝑒711𝑒1113𝑒13 : 0 ≤ 𝑒𝑝 ≤ 5}, (3.2.2)
giving us 93312 curves for which we wish to find the Mordell–Weil bases.
We can reduce the number of curves that we need to consider using the following
fact:
Lemma 3.2.1 All Mordell curves have a 3-isogeny given by










As the composition of two such isogenies is an isomorphism between two models
of the same curve, these 3-isogenies partition our set of Mordell curves into pairs.
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The upshot is that if we can find generators of the Mordell–Weil group of one of
each pair, we can easily find generators for the other by pushing the basis forward
along the isogeny and saturating, if necessary. Using this we need only compute
the Mordell–Weil bases of half the curves, and we may choose which of each pair to
consider.
3.2.2.1 Standard Techniques
Out of the 93312 Mordell curves, we have computed what should be the analytic
rank of those with positive 𝑎 using Pari/GP’s ellanalyticrank [123], via Sage
[125]. Using the above isogeny, the other half of the curves will have the same
Mordell–Weil rank. Of these curves, 20215 have analytic rank zero, 23186 have
analytic rank one, 3112 have analytic rank two, 142 have analytic rank three, and
only 1 curve has analytic rank four which is
𝑦2 = 𝑥3 + 82063881900. (3.2.5)
We assume that the output of ellanalyticrank is provably correct and that the
analytic ranks are as stated above. As Pari does not use interval arithmetic, it is not
clear to what extent these computations are guaranteed to be correct (especially
for the high rank cases). As we shall see below we have found as many generators
as there should be for almost all curves. For many of the curves, once a set of
generators is found, descent techniques can be used to prove that the algebraic rank
equals what is implied by BSD and that the set of generators is complete.
By the work of Gross–Zagier [86] and Kolyvagin [102], it is known that analytic
rank ≤ 1 implies the rank equals the analytic rank. Therefore, no further computation
is required for the analytic rank 0 curves above. For the analytic rank 1 curves, we
need only to find a single non-torsion point which we can then saturate to find a
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basis.
For many rank 1 and 2 curves in the set and for all curves of rank at least 3, a
combination of the built-in Magma and Sage functions and a few other techniques
summarized below sufficed to compute the Mordell–Weil bases. These included
two and four-descents methods, point-searching with Stoll’s ratpoints program
[141] and Simon’s ellQ [136, 137] to search for points in some instances.
For the curves of rank at least 2, sometimes it was only possible to find a subset
of a set of generators on each curve of each three-isogenous pair. However, in this
case, it was often possible to map one set of generators via the isogeny to the other
curve, and combine the generators to give a basis for the Mordell–Weil group of one
(and therefore both) curves. This happened mostly when the height of the found
generators grew when mapped to the isogenous curve.
In rank 1, Heegner points are available in addition to the other machinery
of point-searching and descent [49]. In theory, computing a Heegner point is
guaranteed to terminate and if the found point is non-torsion, then it is known that
the curve has algebraic rank 1. However, in order to compute Heegner points, we
need to find the images of points under the modular parameterization, and hence
we may need to compute a large number of Frobenius eigenvalues to find the image
to a large enough precision in order to recover an algebraic point.
Using a combination of all of these techniques, we found bases for all curves
except for 16481 of the rank 1 curves, and we found a single generator (but not
the full basis) for all but 33 of the rank 2 curves. There was one additional rank 2
curve for which we did not find any infinite-order points with these methods (𝐸𝑎
for 𝑎 = 2 · 3 · 5 · 7 · 114 · 135). It is likely that a part of the rank 1 cases would be
amenable to the techniques mentioned, by using larger search bounds or more time
or memory. However, it seemed a different approach was needed to find bases of
58
the hard rank 1 curves as well as all remaining rank 2 curves.
3.2.2.2 12-descent
To determine the generators on these harder curves, we used the 12-descent routine
in Magma designed and implemented by Fisher [77]. This works by combining a
3-cover obtained from a 3-descent procedure with a 4-cover from doing 2-descent
and then 4-descent. In our setting, the presence of a 3-isogeny for all of our target
curves allows us to use 3-descent by isogeny to obtain the 3-cover. This is more
efficient, as the number fields involved are smaller than those involved in a general
3-descent. The implementation for this in Magma is due to Creutz.
Fisher’s algorithm then determines a 12-cover and a map to the original curve
from each pair of one 3-cover and one 4-cover coming from these lower descents.
Therefore, to find a generator of the Mordell curve, we loop over all 4-covers and 3-
covers of the curve coming from descent and search for points on the corresponding
12-cover. It is expected that if an 𝑛-cover has small enough coefficients, the height of
a preimage of a point of height ℎ is roughly ℎ/2𝑛. Therefore, given an estimate of
the canonical height of a generator of the Mordell curve (coming from the regulator
estimated via BSD) and a bound for the difference of the naïve and canonical heights
on an elliptic curve (such as [110]), we can search for points on the cover which
should map to a generator. Because this point should have smaller height, this
should substantially reduce the time needed to search for points, compared with
simply searching on the original curve. Using this, we reduce the bound for the
height search by a factor of up to 24 if the coefficients of the 12-cover are not too large.
To search for points on the 12-covers, we use the Magma method PointSearch,
implemented by Watkins [148]; see also [152]. This approach has previously been
used to find generators of large height on single Mordell curves [150].
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Due to the fact that we do not know the order | III | of the Shafarevich–Tate group
for our curves, the regulator may give an overestimate for the height of a generator,
as BSD will only allow us to determine
√︁
| III | · 𝑅 from readily available information.
This procedure was carried out with increasing timeout, up to a maximum of 12
hours, and was broadly successful in finding a generator of the rank 1 and 2 curves
for which more standard methods failed.
3.2.2.3 Remaining Curves
Some combination of the above methods has generally sufficed to determine the
full Mordell–Weil bases of the necessary Mordell curves. However, there are 306
rank 1 curves remaining (up to the 3-isogeny above), for which we have so far been
unable to find the Mordell–Weil bases1. A combination of large conductor and large
regulator (and hence either large generator height or large | III |) has prevented any
of the above methods from working in a reasonable time frame.
The Mordell curve with the smallest regulator for which we do not know a
generator is
𝑦2 = 𝑥3 + 730033053750, (3.2.6)
with regulator approximately 167.305352.
The largest regulators occurring for the remaining curves arise for
𝑦2 = 𝑥3 ± 904509009004500900000 = 𝑥3 ± 25 · 32 · 55 · 75 · 115 · 135, (3.2.7)
which are quadratic twists of each other (by −1). Their regulators are 17550.1048184
in the + case and 17628.5205324 in the − case. However, these curves are somewhat
exceptional; not all curves have quite so large regulators. The mean of the remaining
1Allan MacLeod has communicated to us the Mordell–Weil bases of 10 more of these curves,
using his own implementations of similar techniques to those outlined above. Nevertheless, a fast
general method to find bases for all of our curves remains elusive.
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regulators is 2622.489631.
To attack the remaining curves, several options exist to compute a generator. We
have explored these for a few of the remaining curves that we expect to be easier to
find the bases of.
We attempted to make use of Magma’s HeegnerPoint method. As described in
Watkins [147], this allows the user to use 4-descent to construct a 4-cover of the target
elliptic curve and then find a Heegner point on the cover, reducing the required
precision needed and hence the number of required Frobenius traces. Unfortunately,
this Magma method fails on many of our difficult examples, presumably because
both the conductor of the curve and the height of the Heegner point are both
large enough that the number of Frobenius traces needed becomes unwieldy for
Magma. Due to the closed-source nature of Magma (and the HPInternal2 and
FrobeniusTracesDirect methods in particular) we have been unable to rectify
these problems. It is also unclear whether or not Magma’s algorithm for computing
all traces of Frobenius for primes below a given bound for one of our curves is
optimal. As our curves are Mordell curves, they have CM (by
√
−3); therefore, to
compute the Frobenius traces, we may make use of Cornacchia’s algorithm [49, pp.
597].
The highly optimised smalljac package [97] (available from Sutherland’s web-
page) includes an implementation of this algorithm in the case of 𝑗-invariant 0,
and we expect that using this will be the most effective way to compute enough
Frobenius traces to find a Heegner point on the remaining curves.
Happily, Pari/GP’s ellheegnermethod is more reliable on our examples, though
it does appear to use the covering method. Thus, we expect that it will successfully
find a generator on several of the remaining curves given enough time. It is not clear
that Cornacchia’s algorithm is used to compute all of the Frobenius traces in Pari.
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For instance, this Pari function has returned a point successfully for one of the
“missing” curves: we have found a point on
𝑦2 = 𝑥3 + 4259854045547100000 (3.2.8)
of height 956.2822, and it is possible this case was more tractable due to the fact that
this is really the double of a generator which has height 239.07055 instead.
As we are not actually missing a generator on this curve, we may check that
indeed it does not give any extra elements of 𝑀 (𝑆(6)). However, as it took far longer
to find this point, and it required more interactive experimentation with parameters
than the descent methods that we used for the vast majority of the curves, we prefer
to present it separately from the main data.
In theory, with an increased height bound for point-searching on 12-covers and
with enough time, a point should be found on such a cover in the same way as we
found the above. There are two potential issues with this. Firstly a lattice reduction
algorithm is used in the point-search procedure. It often happens that this method
gets stuck if these lattices happen to be ill-conditioned for Magma’s algorithm. This
can stall the point search, and we are not aware of the true cause or of ways of
avoiding this other than restarting and hoping to get lucky. The second is that the
coefficients of the 12-cover can be quite large, which can reduce the effectiveness
of the height-saving of the algorithm. Thus, it is very important to minimize the
12-cover, as described by Fisher, as much as possible to get the most use out of the
method. It is plausible that with more work minimizing the 12-covers, the runtime
of point-searching can be made more feasible.
We have checked another “missing” example where 12-descent succeeds with
more individual care than we were able to take at scale. This was curve 𝐸𝑎 for
𝑎 = 139413405126996000, which has regulator 1504.24027. With a height bound of
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1021 on the 12-covers, the descent finds a point that gives us a generator of height
1504.24027 on 𝐸𝑎. It is interesting that this point is not a multiple of any smaller
generator, suggesting that III is trivial here.
Higher descents are also a potential avenue to complete the process of finding
generators for the remaining curves. The work of Fisher allows one to combine
covers of coprime degrees subject to a numerical condition on the degrees. This
includes the case of combining an 𝑛-cover with an (𝑛 + 1)-cover to obtain an 𝑛(𝑛 + 1)-
cover. This could conceivably be used to compute 8 · 9 = 72-covers on Mordell
curves by combining 8-descent and 9-descent (as a second 𝑝-isogeny descent), both
of which have been implemented in Magma. However, it is unknown at present
how to make describing and combining such covers practical.
3.2.3 Completeness of the Data
First, for many Mordell curves, we have computed what should be their rank by
computing the analytic rank. This is easier to compute than the algebraic rank
in general. According to BSD, these ranks are equal, but this is not known in
general. Computing the algebraic rank is more computationally intensive and can be
obstructed by non-trivial III. However, the analogous computation was performed
in [146] for 𝑆(5).
We have in some cases allowed Magma to assume the generalized Riemann
hypothesis, which speeds up computation of class groups, and hence, descent
machinery. This does not invalidate searching for points on the corresponding covers.
Any rational points found are then verified unconditionally to be independent
elements of the Mordell–Weil group, but when proving that the algebraic ranks
agree with the analytic ones, either assuming the generalized Riemann hypothesis
or a longer computation time is required.
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Secondly, and more seriously, we are missing any 𝑆-integral points on 612
Mordell curves 𝐸𝑎 of rank 1, because so far we were not able to find the generator
of Mordell–Weil for 306 curves (as once the basis is found for one curve from each
isogeny class, the others may be computed relatively easily). Assuming BSD, we
may estimate the regulators of these curves up to a factor of
√︁
| III |. In the rank
1 case, the regulator is simply the height of a Mordell–Weil generator. So in the
missing cases, either the generators are of large height or
√︁
| III | is large, as their
product is at least 150.
To relate this to the 𝑆-integral points on these curves, we recall that the 𝑎𝑏𝑐
conjecture can be used to prove the weak Hall conjecture, which states that integral
points (𝑥, 𝑦) on the Mordell curve 𝐸𝑎 : 𝑦2 = 𝑥3 + 𝑎 satisfy 𝑥 = 𝑂 (𝑎2+Y) for any Y > 0,
see Schmidt [128]. The same proof can be used to show (asymptotic) upper height
bounds for 𝑆-integral points on 𝐸𝑎. These make it seem unlikely that an 𝐸𝑎 of rank
1 with a very large Mordell–Weil generator has an 𝑆-integral point. These estimates
could be made explicit if we assume, for example, Baker’s explicit 𝑎𝑏𝑐 conjecture
[3]. We give more details on this heuristic in Subsection 3.2.4.
These missing Mordell–Weil generators of curves of rank 1 could be computed
via the Heegner point method, which is, for example, implemented in Pari/GP [123],
whose complexity to find 𝑃 ∈ 𝐸𝑎 (Q) is proportional to
√
𝑁ℎ(𝑃). Thus, together with
BSD, we estimate that we can prove completeness of our database in about 50 CPU
years. This is probably less than the (quote) “many thousand machine hours on 80
cores” that Bennett, Gherga and Rechnitzer [17] used to recompute the database
of [146] for 𝑆(5). The original computation of 𝑀 (𝑆(5)) [146] was not timed, but
recalling from memory, it took approximately one CPU year.
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3.2.4 An 𝑆-integral Weak Hall Conjecture and the 𝑎𝑏𝑐-conjecture
In this section, we will discuss an 𝑆-integral analogue of the classical Hall conjecture
and how it adds to our heuristic for why our database should be complete. As for
the classical Hall conjecture, we will show that it is implied by the 𝑎𝑏𝑐 conjecture.
For this section, we will use the following terminology. For any finite set of
rational primes 𝑆, we call a pair of integers (𝑥, 𝑦) 𝑆-primitive if there is no 𝑝 ∈ 𝑆
such that 𝑝6 divides both 𝑥3 and 𝑦2. We formulate an 𝑆-integral generalization of
the weak Hall conjecture.
Conjecture 3.2.2 An 𝑆-integral weak Hall conjecture. Let 𝑆 be a finite set of rational
primes. Let 𝐷 ≠ 0 be an integer. For any Y > 0, any 𝑆-primitive solution (𝑥, 𝑦) of the
equation
𝑦2 = 𝑥3 + 𝑎𝐷, 𝑥, 𝑦 ∈ Z, 𝑎 ∈ Z ∩ O×𝑆 , (3.2.9)
satisfies
max( |𝑥 |1/2, |𝑦 |1/3) = 𝑂Y ((𝑁𝑆𝐷)1+Y). (3.2.10)
Recall that the 𝑎𝑏𝑐 conjecture states that for any Y > 0 the following holds. If
𝑎, 𝑏, 𝑐 are coprime integers with 𝑎 + 𝑏 + 𝑐 = 0, then
max( |𝑎 |, |𝑏 |, |𝑐 |) ≤ 𝑂Y (rad(𝑎𝑏𝑐)1+Y), (3.2.11)
where rad(𝑎𝑏𝑐) = ∏𝑝 |𝑎𝑏𝑐 𝑝. More explicitly, (3.2.11) states that max( |𝑎 |, |𝑏 |, |𝑐 |) ≤
𝐾Y rad(𝑎𝑏𝑐)1+Y, where 𝐾Y is a constant that depends only on Y.
Theorem 3.2.3 The 𝑎𝑏𝑐 conjecture implies the 𝑆-integral weak Hall conjecture. More
explicitly, if the 𝑎𝑏𝑐 conjecture holds for some 0 < Y ≤ 0.1 with constant 𝐾Y, then any
𝑆-primitive solution (𝑥, 𝑦) of (3.2.9) satisfies
max( |𝑥 |1/2, |𝑦 |1/3) ≤ 𝐾1+10YY (𝑁𝑠𝐷)1+12Y. (3.2.12)
Our proof largely follows Schmidt’s proof [128] that 𝑎𝑏𝑐 implies the classical
weak Hall conjecture, although the proof below avoids some technicalities by
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choosing 𝑠 and 𝑡 (see proof) in an efficient way.
Proof. Suppose (𝑥, 𝑦) is an 𝑆-primitive solution of (3.2.9). Let 𝑔 = gcd(𝑥3, 𝑦2). Let
𝐴 = 𝑥3/𝑔, 𝐵 = −𝑦2/𝑔 and 𝐶 = 𝑎𝐷/𝑔, which are coprime integers. As 𝐴 + 𝐵 + 𝐶 = 0,
the 𝑎𝑏𝑐 conjecture implies that





To see this, we consider two cases.
Case 1. If some 𝑝 ∈ 𝑆 divides 𝐴𝐵𝐶, then by 𝑆-primitivity of (𝑥, 𝑦) we have
ord𝑝 (𝑦) ≤ 2 or ord𝑝 (𝑥) ≤ 1. In either case, ord𝑝 (𝑔) ≤ 4. If ord𝑝 (𝑔) = 4, then 𝑝2 | 𝑥,
𝑝2 | 𝑦, 𝑝 | 𝑁𝑆, and thus 𝑝 | 𝑥𝑦𝑁𝑆𝐷/𝑔. The cases ord𝑝 (𝑔) ∈ {0, 2, 3} are similar, and
ord𝑝 (𝑔) = 1 is a priori not possible.
Case 2. Suppose some 𝑝 ∉ 𝑆 divides 𝐴𝐵𝐶. If 𝑝 - 𝑔, then the obvious 𝑝 | 𝑥𝑦𝐷
suffices. If 𝑝 | 𝑔, then ord𝑝 (𝑥𝑦𝐷/𝑔) ≥ ord𝑝 (𝑔) (1/3+1/2+1−1) > 0 and so 𝑝 | 𝑥𝑦𝐷/𝑔.
This finishes the proof of (3.2.14). Plugging (3.2.14) into (3.2.13) implies that
max( |𝑥 |3, |𝑦 |2) ≤ 𝐾Y (𝑥𝑦𝑁𝑆𝐷)1+Y and hence
|𝑥 |3𝑠 |𝑦 |2𝑡 ≤ 𝐾 𝑠+𝑡Y (𝑥𝑦𝑁𝑆𝐷) (𝑠+𝑡) (1+Y) . (3.2.15)
For 𝑠 = (1 − Y)/(1 − 5Y) and 𝑡 = (1 + Y)/(1 − 5Y) we obtain
|𝑥 | ≤ 𝐾2/(1−5Y)Y (𝑁𝑆𝐷) (2+2Y)/(1−5Y) . (3.2.16)
Similarly, for 𝑠 = (1 + Y)/(1 − 5Y) and 𝑡 = (2 − Y)/(1 − 5Y) we obtain
|𝑦 | ≤ 𝐾3/(1−5Y)Y (𝑁𝑆𝐷) (3+3Y)/(1−5Y) . (3.2.17)
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This yields
max( |𝑥 |1/2, |𝑦 |1/3) ≤ 𝐾1/(1−5Y)Y (𝑁𝑆𝐷) (1+Y)/(1−5Y) . (3.2.18)
For Y ≤ 0.1 this reduces to the claimed bounds. 
Let us relate this to 𝑆-integral points on the above Mordell curves 𝐸𝑎 : 𝑦2 = 𝑥3 + 𝑎,
where 𝑎 is as in (3.2.2) an 𝑆-unit with bounded exponents. Suppose 𝑃 = (𝑋,𝑌 ) ∈
𝐸𝑎 (O𝑆). We can clear denominators of 𝑋 and 𝑌 by multiplying 𝑋3 and 𝑌2 by
suitable powers of 𝑝6 for each 𝑝 ∈ 𝑆, and call the resulting integers 𝑋 and 𝑌 . This
yields a relation 𝑌2 = 𝑋3 + ?̃?, to which we can apply the 𝑆-integral weak Hall
conjecture Conjecture 3.2.2 (with 𝐷 = 1), or alternatively (3.2.12) as implied by the
𝑎𝑏𝑐 conjecture. We obtain conjectural asymptotic height bounds for |𝑋 |3 and |𝑌 |2,
which imply up to a small explicit constant (depending on 𝑆) the same bound on the
naïve height of 𝑃, which in turn is, up to an explicitly bounded error, the Néron–Tate
height ℎ̂(𝑃).
In case 𝑆 = 𝑆(6), we can thus make the following heuristic. First, assume that the
𝑎𝑏𝑐 conjecture holds for Y = 0.1 with a constant 𝐾Y ≤ 1.1 · 108. We checked that this
bound indeed holds for all 𝑎𝑏𝑐-triples of the ABC@Home project by de Smit [57] for
which we could compute the radical. Using this Y and 𝐾Y and the above reasoning,
we would obtain a bound for ℎ̂(𝑃) of approximately 2(2 log𝐾Y+2.2 log 𝑁𝑆) ≤ 120.
3.3 Attainability of Maximal Conductor by Curves in 𝑀 (𝑆)
In this section, we prove some results suggested by empirical observations of our
data.
Specifically we ask the following: Given a set of rational primes 𝑆, what is the
highest possible conductor of an elliptic curve over Q with good reduction outside
𝑆? An immediate upper bound is 𝑀𝑆 =
∏
𝑝∈𝑆 𝑝
𝑓𝑝 where 𝑓2 = 8, 𝑓3 = 5, and 𝑓𝑝 = 2 for
𝑝 ≥ 5. More specifically we may then ask:
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Question 3.3.1 Does there exist a curve of conductor of 𝑀𝑆 for any set 𝑆? 
The answer to this question is “no” without further conditions on 𝑆. For example
there does not exist an elliptic curve with good reduction away from 5; however,
the answer is positive for a large class of 𝑆. Motivated by our data, we have the
following sufficient criterion.
Theorem 3.3.2 Let 𝑆 be a finite set of rational primes that contains either 2 or 3 (or both).
Then there exists an elliptic curve over Q with conductor 𝑁 = 𝑀𝑆.
In order to prove the theorem, we recall the notion of quadratic twists of elliptic
curves. For any rational elliptic curve 𝐸 : 𝑦2 = 𝑥3 + 𝑎𝑥 + 𝑏 and an integer 𝑑, we denote
by 𝐸𝑑 : 𝑦2 = 𝑥3 + 𝑑2𝑎𝑥 + 𝑑3𝑏 its quadratic twist by 𝑑.
The theorem now follows immediately from the following lemma. The proof is
constructive.
Lemma 3.3.3 Let 𝑑 be a square-free product of primes 𝑝 ≥ 5.
1. Let 𝐸{2,3} : 𝑦2 = 𝑥3 − 18𝑥 + 24. Then 𝐸𝑑{2,3} has conductor 𝑁 = 2
835𝑑2 and Kodaira
type III at 2, II at 3, and I∗0 at 𝑝 ≥ 5 with 𝑝 | 𝑑.
2. Let 𝐸{2} : 𝑦2 = 𝑥3 + 8𝑥. Then 𝐸𝑑{2} has conductor 𝑁 = 2
8𝑑2 and Kodaira type III∗ at 2
and I∗0 at 𝑝 ≥ 5 with 𝑝 | 𝑑.
3. Let 𝐸{3} : 𝑦2 + 𝑦 = 𝑥3 − 1. Then 𝐸𝑑{3} has conductor 𝑁 = 3
5𝑑2 and Kodaira type II at
3 and I∗0 at 𝑝 ≥ 5 with 𝑝 | 𝑑.
Proof. This is a straightforward computation with Tate’s algorithm, which we
omit here. For the convenience of the reader, it is available as an appendix
of the GitHub and arXiv version of this paper, which can be found at: https:
//github.com/elliptic-curve-data/ec-data-S6/blob/master/docs/paper.pdf 
We remark that in general, twisting an elliptic curve 𝐸 by a prime 𝑝 ≥ 5 may
change the reduction type of 𝐸 at 2 and 3, but this does not happen for the three
curves listed in the lemma.
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Silverman [135, Exercises 4.52, 4.53] gives two families of elliptic curves defined
over Q that have maximal possible conductor exponent at 3 and at 2, respectively,
and also have this property after base changing to a number field. The above curve
𝐸{2} belongs to Silverman’s latter family.
3.4 Applications
In this section we will briefly discuss some applications of the dataset.
3.4.1 Solving 𝑆-unit Equations
Let 𝑆 be a finite set of rational primes. As above, denote by O𝑆 and O∗𝑆 the 𝑆-integers
and 𝑆-units, respectively. The 𝑆-unit equation is the equation
𝑥 + 𝑦 = 1, 𝑥, 𝑦 ∈ O∗𝑆. (3.4.1)
This classical Diophantine equation is intimately related to the 𝑎𝑏𝑐 conjecture;
this can be seen by clearing denominators to obtain an 𝑎𝑏𝑐 equation. Also, more
generally, 𝑆-unit equations over number fields are known to have only finitely many
solutions, as was first shown by Siegel [130] (for 𝑆 = ∅) and Mahler [111] (for finite
𝑆). Siegel [130, 134] used this to prove that any hyperelliptic curve of genus at least
one has only finitely many 𝑆-integral points.
It turns out that solving 𝑆-unit equations can be reduced to the computation
of 𝑀 (𝑆 ∪ {2}) via Frey–Hellegouarch curves: If (𝑥, 𝑦) is a solution of the 𝑆-unit
equation, then 𝐸𝑥 : 𝑌2 = 𝑋 (𝑋 − 1) (𝑋 − 𝑥) lies in 𝑀 (𝑆 ∪ {2}). Moreover, any curve
𝐸 ∈ 𝑀 (𝑆 ∪ {2}) can be obtained in this way from at most six different solutions of
(3.4.1), and these can be computed from the six possible modular _-invariants of 𝐸 .
In our case, (3.4.1) for 𝑆 = 𝑆(6) is exactly the case that was considered by de Weger
[58]. He proved that, up to symmetry, it has exactly 545 solutions. We checked that
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the curves associated to all of these can be found in our database, which means that
our database certainly contains all Frey–Hellegouarch curves with good reduction
outside 𝑆(6). We remark that (3.4.1) has been solved for 𝑆 = 𝑆(16), as well as for
all 𝑆 with 𝑁𝑆 ≤ 107 [146]. This is far out of reach for the above method of reducing
(3.4.1) to computing 𝑀 (𝑆).
In the other direction, the computation of 𝑀 (𝑆) can be reduced to solving 𝑆′-unit
equations over finitely many number fields, where the number fields are all possible
number fields 𝐾 of degree at most six that are unramified outside 𝑆 ∪ {2} and 𝑆′
being the primes in 𝐾 above 𝑆 ∪ {2}. This link was made into an algorithm by
Koutsianas [103].
3.4.2 Other Diophantine Problems
Many other Diophantine problems reduce to the computation of 𝑀 (𝑆), notably
cubic Thue–Mahler equations
𝑎𝑥3 + 𝑏𝑥2𝑦 + 𝑐𝑥𝑦2 + 𝑑𝑦3 = 𝑚
∏
𝑝∈𝑆
𝑝𝑒𝑝 , 𝑥, 𝑦 ∈ Z, 𝑒𝑝 ∈ Z≥0 (𝑝 ∈ 𝑆), (3.4.2)
where 𝑎, 𝑏, 𝑐, 𝑑, 𝑚 ∈ Z and 𝑚 ≠ 0 are given such that the left-hand side has non-
vanishing discriminant. Likewise, generalized Ramanujan–Nagell equations
𝑥2 + 𝑏 = 𝑦, 𝑥 ∈ O𝑆, 𝑦 ∈ O∗𝑆, (3.4.3)
where 𝑏 ≠ 0 is a given integer, can be reduced to computing 𝑀 (𝑆). In particular, we
can find solutions for these equations for 𝑆 = 𝑆(6) via our computation of curves in
𝑀 (𝑆), which subject to the hypothesis that we have in fact found the whole set 𝑀 (𝑆)
should be the complete sets of solutions of these equations; see the above discussion
on completeness in Subsection 3.2.3.
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3.4.3 𝑛-congruences Between Elliptic Curves
Given 𝑛 ∈ N, a pair of elliptic curves 𝐸1, 𝐸2/Q for which 𝐸1 [𝑛] ' 𝐸2 [𝑛] as Galois
modules are called 𝑛-congruent. The Frey–Mazur conjecture implies that there
should be an absolute bound 𝐶 such that if 𝑝 ≥ 𝐶 and 𝐸1, 𝐸2 are 𝑝-congruent, then
𝐸1 and 𝐸2 must be isogenous. The only known example of a pair of non-isogenous
17-congruent elliptic curves, found by Cremona and then Billerey [30], occurs for
a pair of curves with good reduction outside of 3, 5, 7, 13. Using our database
we searched for similar examples of 𝑛-congruences between curves for primes
13 ≤ 𝑛 ≤ 47. We found several instances of 13-congruences that were outside
the range of existing databases. Fisher has recently found an infinite family of
13-congruent curves [78], of which the examples in our database are all members.
We did not find any further examples of 17 (or higher) congruences between curves
in our database, other than quadratic twists of the example of Cremona–Billerey
mentioned above.
The method of checking for such congruences for a prime 𝑝 is given by [104, Prop.
4]. They give an explicit bound based on two elliptic curves 𝐸1, 𝐸2 for which one




Coleman integration on superelliptic curves
This chapter begins with the algorithms described in the articles [26, 27] that
describe how to efficiently compute Coleman integrals on superelliptic curves
over unramified extensions of the 𝑝-adics. In Section 4.7, we discuss some new
applications of these algorithms.
4.1 Introduction
4.1.1 Overview
In [98], Kedlaya introduced an algorithm that uses 𝑝-adic cohomology to compute
the zeta function of a hyperelliptic curve defined over a finite field. Since then, there
have been advances and generalisations of this method in (at least) three different
directions. Firstly [83], [84] and [144, 145] have introduced variants that work
on more general curves, respectively; superelliptic curves, cyclic covers of P1 and
general curves with a map to P1. Secondly, Harvey [89] introduced a variant that
runs in time quasilinear in√𝑝, as the runtime of Kedlaya’s original algorithm is linear
in 𝑝 this is a significant improvement. Finally, Balakrishnan–Bradshaw–Kedlaya [6]
gave an algorithm to compute 𝑝-adic Coleman integrals on curves over the 𝑝-adics.
A large part of the runtime of this algorithm is taken up by computing explicit
relations in Monsky–Washnitzer cohomology, the same core procedure used in
Kedlaya’s algorithm.
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In [116], Minzlaff showed that the first and second of these could be combined;
that is, there exists an algorithm that computes the zeta function of superelliptic
curves over F𝑝𝑛 in 𝑂 (𝑝𝑛/2) time using Harvey’s approach. In [6] the authors asked
whether it is possible to apply Harvey’s techniques when computing Coleman
integrals.
In this chapter, we incorporate the work of Harvey and Minzlaff into that of [6].
We describe how the computation of individual Coleman integrals can be expressed
using the same linear recurrence techniques as used by Harvey, to produce an
algorithm to compute Coleman integrals with improved asymptotic complexity.
4.1.2 Motivation
As surveyed in [6] there are many applications of Coleman integration in arithmetic
geometry; notably they are central to the method of Chabauty–Coleman–Kim. This
method has been made explicit in some cases, see Section 2.3 and Chapter 5. There,
and in general, when working over number fields it is useful to work only with 𝑝
that split, so that all computations can be carried out over Q𝑝. This is an additional
condition on 𝑝, which often results in having to take larger 𝑝, which gives one
motivation for the current work.
For instance the following example arose in work of Balakrishnan–Craig–Ono–Tsai
[7], and was suggested to me by Balakrishnan.
Example 4.1.1 Let
𝑋 : 𝑦2 = 𝑥11 + 3.
This is a genus 5 hyperelliptic curve and has a rank 3 Jacobian over Q. In order
to compute Coleman integrals of a basis of Jac(𝑋) (Q) (as in Subsection 2.2.1), we
may decompose the generators of this group as a sum of prime divisors over some
extension of Q, so that the integrals are computed between points on the curve over
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some extension field. The first coordinate of the Mumford representatives of the
three generators that Magma finds are
𝑥 − 1, 𝑥4 + 𝑥2 + 𝑥 + 1, 𝑥4 + 𝑥3 + 1.
In order to work over Q𝑝 and not an extension we would need to take a prime that
splits all of these polynomials. The smallest such prime is 𝑝 = 1003. 
As another example, in [131], Siksek gives an extension of Chabauty’s method
that can determine number field points of curves in some cases where the classical
Chabauty–Coleman method does not. This relies on several conditions on the prime
𝑝 used in order to apply. In [131, §6] Siksek gives an application to the generalized
Fermat equation
𝑥2 + 𝑦3 = 𝑧10
where he needs to findQ( 3
√
2)-points on several genus 2 curves defined over that
field. In doing so the prime 𝑝 = 109 is the smallest that works.
4.1.3 Main result
Let 𝑎, 𝑏 be coprime integers with 𝑎 > 1, 𝑏 > 2, let 𝑝 be a prime and 𝑞 = 𝑝𝑛, take
ℎ ∈ Z𝑞 [𝑥] a squarefree polynomial of degree 𝑏, assume 𝑝 - 𝑎, and consider the curve
𝐶/Z𝑝𝑛 : 𝑦𝑎 = ℎ(𝑥).
Let 𝑔 = (𝑎−1) (𝑏−1)/2 be the genus of𝐶. Let 𝑀 be the matrix of 𝑝𝑛-power Frobenius
acting on 𝐻1dR(𝐶 ×Z𝑞 Q𝑞) (via comparison with 𝐻
1
cris(𝐶 ×Z𝑞 F𝑞,Q𝑞)), in terms of
the basis 𝐵 = {𝜔𝑖, 𝑗 = 𝑥𝑖 d𝑥/𝑦 𝑗 }𝑖=0,...,𝑏−2, 𝑗=1,...,𝑎 and 𝑁 ∈ N≥1 be such that both 𝐶 and
points 𝑃,𝑄 ∈ 𝐶 (Q𝑝𝑛) are known to precision 𝑝𝑁 , and assume 𝑝 > (𝑎𝑁 − 1)𝑏. Then,
if multiplying two 𝑚 × 𝑚 matrices requires 𝑂 (𝑚𝜔) ring operations we have:
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Theorem 4.1.2 The vector of Coleman integrals (
∫ 𝑄
𝑃





𝑝𝑛𝑁5/2 + 𝑁4𝑔4𝑛2 log 𝑝
)
to absolute 𝑝-adic precision 𝑁 − 𝑣𝑝 (det(𝑀 − 𝐼)).
Note 4.1.3 The setting of Theorem 4.1.2 includes that of hyperelliptic curves over
Q𝑝, which is what is used in [6]. The specialization of that theorem to this case is
the main result of [26]. The article [27] and this chapter build on that by extending
to superelliptic curves and considering additionally unramified extensions of Q𝑝.
We additionally do not restrict to the case of monic ℎ(𝑥) here.
The work of Balakrishnan–Tuitman [12] has shown that there exists an algorithm
to compute Coleman integrals on general curves defined over 𝑝-adic fields. This
article shows that fast Coleman integration algorithms are not limited just to the
hyperelliptic case.
The algorithms described in this paper have been implemented using the Nemo
computer algebra system [70], which is a specialised package for number theory and
related mathematics for the programming language Julia [29]. This is a relatively
new system for computing in commutative algebra, number theory and group
theory that is based on several low-level libraries such as MPIR, Flint, Arb and Antic.
The implementation also allows for ℎ to be non-monic and the curve 𝐶 to be defined
over an unramified extension of Q𝑝.
4.2 Set-up and notation
Throughout we will work with a (tamely) superelliptic curve: these will be smooth
projective curves 𝐶 of a specific form, which will be defined over the ring of integers
of an unramified extension of Q𝑝 (such extensions will be denoted as Q𝑞, where
𝑞 = 𝑝𝑛 is the cardinality of the residue field).
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We will denote by 𝜎 the Witt vector Frobenius on Z𝑞 and Q𝑞. The restriction of
being superelliptic for us means that the curve should be given by an affine equation
of the form
𝑦𝑎 = ℎ(𝑥), deg(ℎ) = 𝑏, ℎ squarefree
where gcd(𝑎, 𝑏) = 1, and 𝑎 > 1, 𝑏 > 2. Tameness means that, in addition, we assume
𝑝 - 𝑎, though this will be implied by our later assumption (4.2.1). We will write
ℎ = _𝑥𝑏 + ℎ̃ with deg ℎ̃ < 𝑏. We can view the projective curve 𝐶 as living inside of
the weighted projective space P(𝑎, 𝑏, 1), where there is a unique point at infinity on
the curve, denoted∞. As ℎ might not be monic, this will be of the form (_𝑡 : _𝑠 : 0)
for some 𝑠, 𝑡 ∈ Z such that 𝑎𝑠 − 𝑏𝑡 = 1. A superelliptic curve of this form will have
genus
𝑔 =
(𝑎 − 1) (𝑏 − 1)
2 .
Remark 4.2.1 Gonçalves [84] removes the restriction that gcd(𝑎, 𝑏) = 1 from the
work of Minzlaff, and [2] shows that this can be combined with the work of Harvey,
thus an extension to non-coprime 𝑎, 𝑏 should be possible for the present algorithm
as well. This would be analogous to the work of Balakrishnan [13] extending that of
Harrison [88].
Each set of points 𝐷 ⊆ 𝐶 (Q𝑞) that is the full preimage of some 𝑥 ∈ 𝐶F𝑞 (F𝑞) under
the reduction map is known as a residue disk.
Such a superelliptic curve comes equipped with a natural map to P1 given by
(𝑥 : 𝑦 : 𝑧) ↦→ (𝑥 : 𝑧𝑎).
We will often be interested in the points where this map is branched (i.e. those with
𝑦 = 0), and call them the branch points of this curve. We also call any residue disk
containing one of these points a branch disk.
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These play the analogous role to that of the Weierstrass points in the hyperelliptic
case, but we prefer to avoid calling them Weierstrass points as the notion of a
Weierstrass point in algebraic geometry would include non-branch points in general,
see [143, p. 3372].
We will often work with the affine open subset of the curve obtained by removing
all branch points (including∞), writing
𝐴 = Z𝑞 [𝑥, 𝑦, 𝑦−1]/(𝑦𝑎 − ℎ(𝑥)).
This affine space is then
Spec 𝐴 = 𝑈 ⊆ 𝐶.






: 𝑅𝑖 ∈ Z𝑞 [𝑥]deg≤𝑏−1, lim inf|𝑖 |→∞
𝑣𝑝 (𝑅𝑖)
|𝑖 | > 0
}
.
We will consider the module of 1-forms
Ω1
𝐴†
= 𝐴† d𝑥 ⊕ 𝐴† d𝑦/(𝑎𝑦𝑎−1 d𝑦 − ℎ′(𝑥) d𝑥)),
and the exterior derivative map is denoted
d: 𝐴† → Ω1
𝐴†
.
We also use 𝐴loc to denote the Q𝑞-algebra of Q𝑞-valued functions on 𝐶 (Q𝑞) that
are given by a convergent power series on each residue disk and are Gal(Q𝑞/Q𝑞)-
equivariant. Note that 𝐴† ↩→ 𝐴loc. The Monsky–Washnitzer cohomology of 𝐴 is





From now on, we make the assumption that
𝑝 > (𝑎𝑁 − 1)𝑏; (4.2.1)
this simplifies the analysis of denominators appearing later in the algorithm.
This assumption is likely completely removable without affecting the asymptotic
complexity, or at least smaller 𝑝 may be used by doing a more involved precision
analysis to ensure the right amount of extra precision is used.
4.3 Coleman integration
Coleman integration is an integration theory that is in particular defined for 1-forms
on curves, viewed as 𝑝-adic analytic spaces. This theory has been applied to various
questions in the arithmetic of curves over number fields and 𝑝-adic fields. These
applications include provably determining the set of rational points on a curve using
Chabauty–Coleman(–Kim) [114, 8] and determining torsion points on curves. For
background on Coleman integration, especially the details of the action of Frobenius
when 𝑛 > 1, we refer to [24].
Coleman integrals on curves are computable in many cases [22, 6, 12]; that is, given
a base point and a 1-form to some finite 𝑝-adic precision, the corresponding integral
can be computed to some (possibly smaller) precision. This can be done in many
instances of interest to arithmetic geometers. Moreover, these algorithms perform
well in practice, returning an answer in examples of interest to mathematicians in
an acceptable real-world runtime.
Coleman integration requires the choice of a lift of Frobenius, that is a map
𝜙 : 𝐴† → 𝐴†
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such that the reduction of this map to F𝑞
𝜙 : 𝐴†F𝑞 → 𝐴
†
F𝑞
is the 𝑝-power Frobenius map and 𝜙(𝑘) = 𝜎(𝑘) for all 𝑘 ∈ Z𝑞. There are many
possibilities for such a lift in general; in this paper, we will make an explicit choice
of a lift for superelliptic curves that allows us to analyse its action in detail. It is
therefore important to note that the theory is known to be independent of the choice
of 𝜙.
We define the action of 𝜙 on 𝐶 (Q𝑞) via
𝜙(𝑥0, 𝑦0) = (𝜎−1(𝜙(𝑥) (𝑥0, 𝑦0)), 𝜎−1(𝜙(𝑦) (𝑥0, 𝑦0))). (4.3.1)
On functions 𝑓 : 𝐶 (Q𝑞) → Q𝑞, the action of 𝜙 is then
𝜙( 𝑓 ) (𝑃) = 𝜎 𝑓 (𝜙(𝑃)). (4.3.2)
The key theorem proved by Coleman describing this integration theory can be
stated in our setting as follows.












2. the fundamental theorem of calculus: d ◦
∫
is the canonical inclusion
Ω1
𝐴†
⊗ Q𝑞 → Ω1loc
3. and
∫
◦d is the natural map 𝐴† → 𝐴loc/(constant functions).
Given points 𝑃,𝑄 ∈ 𝐶 (Q𝑞) the definite integral
∫ 𝑄
𝑃







(𝑃), which is a well-defined function of 𝑃,𝑄.
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Balakrishnan–Bradshaw–Kedlaya [6] describe how, using these properties, the
computation of Coleman integrals of 1-forms on a curve can be broken up into two
parts:
1. The computation of tiny integrals between points in the same residue disk,
using local coordinates on the curve.
2. The evaluation of exact forms appearing when reducing Frobenius pullbacks
of differentials in Monsky–Washnitzer cohomology.
In the remainder of this section, we give a description of local coordinates that can
be used to compute tiny integrals and describe how this method works in our setting
in more detail, and in the next section we describe a procedure for evaluating the
relevant exact forms.
4.3.1 Local coordinates on superelliptic curves
In order to compute Coleman integrals locally on a 𝑝-adic disk, we need an explicit
local parametrisation of such a disk. To do this we apply Newton’s method/Hensel’s
lemma; to find a power series solution 𝑥(𝑡) to a polynomial 𝐹 (𝑥(𝑡)), we start with
some 𝑥0(𝑡), and iterate 𝑥𝑖 (𝑡) = 𝑥𝑖−1(𝑡) − 𝐹 (𝑥𝑖−1(𝑡))/𝐹′(𝑥𝑖−1(𝑡)). The limiting power
series is the desired solution; applying this directly with 𝐹 (𝑥(𝑡), 𝑦(𝑡)) = 𝑦(𝑡)𝑎−ℎ(𝑥(𝑡))
in the 𝑥 or 𝑦 variable leads to the next results, giving local coordinates around a
finite branch point or non-branch point.
Proposition 4.3.2 Local coordinates around a point not in a branch disk. Let
𝑃 ∈ 𝐶 (Q𝑞) be a point not in a branch disk, represented as 𝑃 = (𝑋,𝑌 ) on 𝑦𝑎 = ℎ(𝑥). Then
local coordinates (𝑥(𝑡), 𝑦(𝑡)) around 𝑃 can be given by
𝑥(𝑡) = 𝑋 + 𝑡,














Proof. We may simplify



















Proposition 4.3.3 Local coordinates around a point in a finite branch disk. Let
𝑃 ∈ 𝐶 (Q𝑞) be a point in a non-infinite branch disk, represented as 𝑃 = (𝑋,𝑌 ) on 𝑦𝑎 = ℎ(𝑥).
Then local coordinates (𝑥(𝑡), 𝑦(𝑡)) around 𝑃 can be given by
𝑦(𝑡) = 𝑌 + 𝑡,
𝑥0(𝑡) = 𝑋 ,







Proof. Direct application of Newton’s method. 
For the infinite disk the choice of uniformiser is less obvious and several different
choices can be made. For instance, one could take a local coordinate 𝑡 at ∞ to be
such that 𝑥 = 𝑡−𝑎. Then given a point (𝑥0, 𝑦0) in the same residue disk as∞, to find
the value of the parameter 𝑡 that gives (𝑥0, 𝑦0), we can take each of the possible roots
𝑎
√
𝑥0 and check which of these give 𝑦0.
Instead, we take 𝑡 to be an appropriate monomial in 𝑥, 𝑦. This has the advantage
that, to find the value of the local coordinate for a point (𝑋0, 𝑌0), we may compute the
corresponding coordinate 𝑡0 using only multiplication of the values 𝑋0, 𝑌0. Precisely,
we do the following:
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Proposition 4.3.4 Local coordinates around ∞. Let ∞ be the point at infinity on 𝐶.
Then local coordinates (𝑥(𝑡), 𝑦(𝑡)) around∞ can be given as follows. Let ℓ, 𝑘 be such that
𝑏ℓ − 𝑎𝑘 = 1. Set
𝑥0(𝑡) = _−ℓ𝑡−𝑎,
𝑦0(𝑡) = _−𝑘 𝑡−𝑏,



























Proof. Using the assumption that gcd(𝑎, 𝑏) = 1, we may find ℓ, 𝑘 such that 𝑏ℓ−𝑎𝑘 = 1.
We now find 𝑥(𝑡), 𝑦(𝑡) such that 𝑡 = 𝑥(𝑡)𝑘/𝑦(𝑡)ℓ. To do this, we solve 𝑡𝑦(𝑡)ℓ = 𝑥(𝑡)𝑘
and 𝑦(𝑡)𝑎 = ℎ(𝑥(𝑡)) simultaneously using multivariate Newton’s method; this gives
the recurrence stated. 
When working with hyperelliptic curves, one can use the hyperelliptic involution
to avoid computing integrals from infinity to points in branch disks, where the exact
forms that would need to be evaluated fail to converge. We can also avoid this issue
when working with superelliptic curves as follows:




` : 𝐶 → 𝐶
(𝑥, 𝑦) ↦→ (𝑥, Z𝑎𝑦)
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for some fixed primitive 𝑎-th root of unity Z𝑎 ∈ Q𝑞. If 𝑃,𝑄 are branch points and 𝜔 is a
differential for which `∗𝜔 = Z 𝛽𝑎𝜔 for some 𝛽 ∈ {1, . . . , 𝑎 − 1}, then∫ 𝑃
𝑄
𝜔 = 0.



















Choosing 𝑄 to be the branch point in the same disk as 𝑃 we can therefore compute∫ ∞
𝑃
𝜔
by expanding only in local coordinates around 𝑄.
4.3.2 The action of 𝑞-power Frobenius
We now assume that we know the action of 𝜙 on Ω1
𝐴†
in the sense that we have the
following:
1. A fixed basis (𝜔𝑖)𝑖 of 𝐻1𝑀𝑊 (𝐶), thought of as a column vector,
2. a matrix of Frobenius 𝑀 ,
3. and a vector of primitives ( 𝑓𝑖)𝑖 such that,
(𝜙∗𝜔𝑖)𝑖 = 𝑀 (𝜔𝑖)𝑖 + (d 𝑓𝑖)𝑖 ∈ (Ω1𝐴†)
2𝑔.
This data is what will be returned by (our generalisation of) Kedlaya’s algorithm.
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The next lemma calculates the action of 𝜙∗𝑛 on Ω1
𝐴†
from this data; this is
consistent with [13, Rmk. 1] but appears to be different from [6, Rmk. 12].








𝜙∗𝑡 (d 𝑓𝑖)𝑖 +
∏
𝑠=𝑛−1,...,0
𝜙𝑠 (𝑀) (𝜔𝑖)𝑖. (4.3.3)
Proof. By induction on 𝑛, we will apply the relation
𝜙∗(𝜔𝑖)𝑖 = (d 𝑓𝑖)𝑖 + 𝑀 (𝜔𝑖)𝑖.
The base case
𝜙∗0(𝜔𝑖)𝑖 = 0 + 1 · (𝜔𝑖)𝑖
holds trivially (as does the 𝑛 = 1 case which is simply the fundamental relation




































































































































































































reduces to computing (4.3.5) and inverting the matrix
1 −∏𝑠=𝑛−1,...,0 𝜙𝑠 (𝑀).
Thus, in order to compute the Coleman integrals between two points 𝑃,𝑄 we
need to know 𝑀 and evaluations of 𝜙𝑡 𝑓𝑖 at the points 𝑃,𝑄 for 𝑡 = 0, . . . , 𝑛 − 1. From
(4.3.1), (4.3.2) we see that to compute each (𝜙𝑡 𝑓𝑖) (𝑃) we need to compute 𝑓𝑖 (𝜙𝑡𝑃) and
apply 𝜎𝑡 .
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Warning 4.3.8 The action of the 𝑞-power Frobenius on cohomology is not mentioned
explicitly in [116], nevertheless it is extremely important to use the correct formula.
In the version of Minzlaff’s code included in Magma version 2.25-8 [32], and previous
versions, the matrix of 𝑞-power Frobenius was computed by multiplying in the
reverse order to the one in (4.3.3). This resulted in Magma returning incorrect
results for the zeta functions, even of elliptic curves, over F𝑝𝑛 for 𝑛 ≥ 3. The problem
does not affect 𝑛 ≤ 2 as when taking the characteristic polynomial of a product of
two matrices, the product may be taken in either order. This has now been fixed in
more recent versions of Magma.
4.4 Reductions in cohomology
We now describe the reduction process. The foundation for this is the work
of Minzlaff in [116], which gives explicit maps, reducing elements of Ω1
𝐴†
to
cohomologous ones with smaller 𝑥- or 𝑦-degree. To compute Coleman primitives, we
must, in addition, record the exact forms subtracted to obtain these cohomologous
elements and determine a recurrence that computes the evaluation of the sum of
these forms at the end of the reduction process.
We consider the following spaces of differentials for 𝑠, 𝑡 ∈ Z and 𝑠 ≥ −1:
𝑊𝑠,𝑡 = {𝑥𝑖𝑦− 𝑗 · 𝑥𝑠𝑦−𝑎𝑡 d𝑥 : 0 ≤ 𝑖 ≤ 𝑏 − 2, 1 ≤ 𝑗 ≤ 𝑎 − 1},
and for 𝑠 = −1 we take only the subspace with 𝑖 ≥ 1.
These differentials are such that𝑊−1,0 is spanned by the basis chosen in Theo-
rem 4.1.2.
We may decompose𝑊𝑠,𝑡 into eigenspaces under the action of the superelliptic
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automorphism ` to obtain
𝑊𝑠,𝑡 = 𝑊
1




𝑠,𝑡 = {𝑥𝑖𝑦−𝛽 · 𝑥𝑠𝑦−𝑎𝑡 d𝑥 : 0 ≤ 𝑖 ≤ 𝑏 − 2}.
As the subspaces indexed by 𝛽 are all preserved in everything that follows, we
consider each 1 ≤ 𝛽 ≤ 𝑎 − 1 independently from now.
We may choose a lift of Frobenius on 𝐶 by letting 𝜎 : Q𝑞 → Q𝑞 be the Witt vector
Frobenius and setting
𝜎(𝑥) = 𝑥𝑝











Minzlaff also determined an approximation of the action of Frobenius on the basis
differentials. Specifically we have
Lemma 4.4.1 ([116, Prop. 4.1]). If we let _(𝑘)𝑟 be the coefficient of 𝑥𝑟 in ℎ𝑘 and



















is congruent to that of 𝜎(𝑥𝑖 d𝑥/𝑦 𝑗 ) modulo 𝑝𝑁 . Moreover, the exact forms that reduce these
respective cohomology classes to the cohomologous linear combination of our chosen basis
elements are also congruent modulo 𝑝𝑁 .
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Proof. We denote by 𝐷[ the divisor 𝐶 r𝑈. Then Minzlaff [116, Lem. 3.4] shows that







𝜋(𝜔) ∈ Ω𝐴/Z𝑞 .
However, the proof of this statement given there shows that in fact if
𝜔 = 𝜋(𝜔) + d𝐹,






As in the proof of [116, Prop. 4.1], we apply this to the series








(𝜎(ℎ) − ℎ𝑝)𝑘𝑥𝑝(𝑖+1)−1𝑦−𝑝(𝑎𝑘+ 𝑗) d𝑥,
and writing 𝑆𝑘 for the 𝑘th summand of the infinite sum on the right, we need to
show that if 𝑘 ≥ 𝑁 and
𝑆𝑘 = 𝜋(𝑆𝑘 ) + d𝐹𝑘 ,





𝑓ℓ (𝑥)𝑦𝑚ℓ d𝑥, where 𝑚ℓ = −𝑝(𝑎𝑘 + 𝑗) + 𝑎ℓ
with 𝑓ℓ ∈ Z𝑞 [𝑥]deg≤𝑏−1.
So we apply the above integrality statement to each
𝑓ℓ (𝑥)𝑦𝑚ℓ d𝑥.
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The same power of 𝑝 used by Minzlaff is therefore sufficient. 
The reduction proceeds in two stages, first horizontal reduction that reduces the
index 𝑠 and hence the power of 𝑥 appearing in the 1-forms and leaves us with forms
in𝑊−1,𝑡 to consider. Then vertical reduction is performed that reduces the power of
𝑦 appearing and reduces all forms to𝑊−1,0.
We present the vertical reduction step first however, as although it takes place
after the horizontal steps when the algorithm is executed, knowing the form of
the vertical reduction ahead of time allows us to make some simplifications in the
description of the horizontal reduction.
4.4.1 Vertical reduction
Because ℎ is squarefree and _ is a unit, we can find for each 𝑖 = 0, . . . , 𝑏 − 2, a pair of
polynomials 𝑅𝑖, 𝑆𝑖 ∈ Z𝑞 [𝑥] with deg 𝑅𝑖 ≤ 𝑏 − 2 and deg 𝑆𝑖 ≤ 𝑏 − 1, such that
𝑥𝑖 = 𝑅𝑖ℎ + 𝑆𝑖ℎ′.
We fix a choice of such polynomials now.
The vertical reduction proceeds by reducing a 1-form in𝑊 𝛽−1,𝑡 to a cohomologous
one in𝑊 𝛽−1,𝑡−1 using the following lemma:
Lemma 4.4.2 Vertical reduction. We have
𝑥𝑖𝑦−𝑎𝑡−𝛽 d𝑥 − −𝑎
𝑎𝑡 + 𝛽 − 𝑎 d(𝑆𝑖 (𝑥)𝑦
−𝑎𝑡−𝛽+𝑎)
=
(𝑎𝑡 + 𝛽 − 𝑎)𝑅𝑖 (𝑥) + 𝑎𝑆′𝑖 (𝑥)
𝑎𝑡 + 𝛽 − 𝑎 𝑦
−𝑎(𝑡−1)−𝛽 d𝑥 ∈ 𝑊 𝛽−1,𝑡−1.
Proof. Via our choice of 𝑅𝑖, 𝑆𝑖 we have that
𝑥𝑖𝑦−𝑎𝑡−𝛽 d𝑥 = (𝑅𝑖 (𝑥)ℎ(𝑥) + 𝑆𝑖 (𝑥)ℎ′(𝑥)) 𝑦−𝑎𝑡−𝛽 d𝑥,
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and also that
d(𝑆𝑖 (𝑥)𝑦−𝑎𝑡−𝛽+𝑎) = 𝑆′𝑖 (𝑥)𝑦−𝑎𝑡−𝛽+𝑎 d𝑥 + (−𝑎𝑡 − 𝛽 + 𝑎)𝑆𝑖 (𝑥)𝑦−𝑎𝑡−𝛽+𝑎−1 d𝑦






𝑎𝑡 + 𝛽 − 𝑎 d(𝑆𝑖 (𝑥)𝑦
−𝑎𝑡−𝛽+𝑎) = −𝑎
𝑎𝑡 + 𝛽 − 𝑎 𝑆
′
𝑖 (𝑥)𝑦−𝑎𝑡−𝛽+𝑎 d𝑥 + 𝑆𝑖 (𝑥)𝑦−𝑎𝑡−𝛽ℎ′(𝑥) d𝑥,
and the above equality holds. 






To express it in matrix form, we denote the coefficients of 𝑅𝑖 by 𝑟𝑖, 𝑗 and likewise 𝑠′𝑖, 𝑗
for those of 𝑆′
𝑖
, each 𝑅𝑖 and 𝑆′𝑖 is of degree at most 𝑏 − 2.
To compute evaluations of the primitives for Coleman integration, we augment
these linear maps to also include a vector of length 𝐿, that holds the data of
evaluations of the exact form subtracted so far at several points 𝑃𝑖 ∈ 𝐶 (Q𝑞),
𝑖 = 1, . . . , 𝐿. We assume that all of these points do not lie in a branch disk (including
the infinite disk). This implies that 𝑥(𝑃𝑖) and 𝑦(𝑃𝑖) are both integral for all 𝑖 and








Doing this as described gives a matrix whose entries are non-linear functions of the
index 𝑡, due to the presence of the term 𝑦−𝑎𝑡+𝑎−𝛽 in the exact form
−𝑎
𝑎𝑡 + 𝛽 − 𝑎 𝑆𝑖 (𝑥)𝑦
−𝑎𝑡−𝛽+𝑎.
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To remedy this, we use the approach of [26] and modify the reduction process to
obtain matrices with entries linear functions of 𝑡, by factoring out the powers of 𝑦 in
the exact form. As we reduce monomials from𝑊 𝛽𝑠,𝑡 → 𝑊
𝛽
−1,𝑡 , we can let each later
reduction step multiply the exact form by 𝑥. This results in a total power of 𝑥𝑠 when



















































(𝑡) and 𝑀 𝛽
𝑉
(𝑡) will be used in the reduction algorithm to reduce
1-forms and compute the associated evaluations of exact forms.
4.4.2 Horizontal reduction
We now describe the horizontal reduction process.
The horizontal reduction proceeds by reducing a 1-form in𝑊 𝛽
𝑠+1,𝑡 to a cohomolo-
gous one in𝑊 𝛽𝑠,𝑡 using the following lemma:
Lemma 4.4.3 Horizontal reduction. We have
𝑥𝑏+𝑠−1𝑦−𝑎𝑡−𝛽 d𝑥 − d
(
𝑎







(𝑎𝑡 − 𝑎 + 𝛽)𝑥ℎ̃′)
𝑎𝑠_ − (𝑎𝑡 − 𝑎 + 𝛽)_𝛽 𝑥
𝑠−1𝑦−𝑎𝑡−𝛽 d𝑥 ∈ 𝑊 𝛽𝑠,𝑡 .
Proof. We directly compute










𝑠𝑥𝑠−1(_𝑥𝑏 + ℎ̃) − 1
𝑎





𝑠(_𝑥𝑏 + ℎ̃) − 1
𝑎
(𝑎𝑡 + 𝛽 − 𝑎)𝑥(_𝑏𝑥𝑏−𝑎 + ℎ̃′)
)
𝑥𝑠−1𝑦−𝑎𝑡−𝛽 d𝑥.
Therefore, by subtracting 𝑎
𝑎𝑠_−(𝑎𝑡−𝑎+𝛽)𝑏_ d(𝑥
𝑠𝑦−𝑎𝑡+𝑎−𝛽) from 𝑥𝑏𝑥𝑠𝑦−𝑎𝑡−𝛽 d𝑥, the remain-
ing terms are all as stated, and of lower degree so that they lie in𝑊 𝛽𝑠,𝑡 . 






to also include a vector of length 𝐿 that holds the data of evaluations of the exact








Doing this gives a matrix whose entries are non-linear functions of the index, due
to the presence of the term 𝑥𝑠 in the exact form
−𝑎
_((𝑎𝑡 − 𝑎 + 𝛽)𝑏 − 𝑎𝑠) 𝑥
𝑠𝑦−𝑎𝑡+𝑎−𝛽.
Instead we multiply the reduction evaluation computed so far by 𝑥(𝑃𝑖) at each
reduction step which results in a total power of 𝑥𝑠 when the reduction finishes in
𝑊
𝛽






We also do not multiply by 𝑦−𝑎𝑡+𝑎−𝛽, as this is the same power of 𝑦 that is multiplied
by in the vertical reduction steps that take place after the horizontal ones.
Rephrasing this in terms of a matrix, the reduction process is given by multiplying











(𝑠) = _((𝑎𝑡 − 𝑎 + 𝛽)𝑏 − 𝑎𝑠), and 𝑝𝑡,𝛽
𝑖
is the linear function of 𝑠 obtained as
the coefficient of 𝑥𝑖 in 𝑎𝑠ℎ̃(𝑥) − (𝑎𝑡 − 𝑎 + 𝛽)𝑥ℎ̃′(𝑥) and where 𝑀 𝑡,𝛽
𝐻
(𝑠) is the matrix
©­­­­­­­­­­­­«





















0 · · · 0 −𝑎 0 · · · 𝑥(𝑃𝐿)𝐷𝑡,𝛽𝐻 (𝑠)
ª®®®®®®®®®®®®¬
. (4.4.2)
This is the linear recurrence to which we may now apply an algorithm making
use of interpolation as introduced in Section 2.7. In order to apply this theorem
to the above recurrences for computing the Coleman data, we introduce a variant
better suited to the recurrences we obtained here. If we simply applied the same
algorithm/result as Harvey naively, we would not get as good a run time in general.
Theorem 4.4.4 We have the same set-up as Theorem 2.7.3; let 𝑀 (𝑥) be additionally an
(𝑚 + 𝑛) × (𝑚 + 𝑛) block lower triangular matrix with 4 blocks, with top left block an 𝑚 × 𝑚









0 ≤ 𝐾1 < 𝐿1 ≤ 𝐾2 < 𝐿2 ≤ · · · ≤ 𝐾𝑟 < 𝐿𝑟 ≤ 𝐾 (4.4.4)
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be integers, and let 𝑠 = blog4 𝐾c. Suppose that 2, 3, . . . , 2𝑠 + 1 are invertible in 𝑅 and
that the inverse of 𝐷 (1, 2𝑠, 2𝑠) is known. Suppose also that 𝑟 < 𝐾 12−𝜖 , with 0 < 𝜖 <









ring operations in 𝑅.
Proof. The algorithm to do this is the same as the one given for Theorem 2.7.3 in
[89, Thm 6.2], only adjusted to take advantage of the fact that the matrices used are
of a more restricted form as follows:
First, note that a product of matrices of the assumed form is again of the same
shape, so one can work only with matrices of this form throughout. Such matrices
should then be stored without keeping track of the entries that are always 0, as a pair
of matrices 𝐴, 𝐵 of size𝑚×𝑚 and 𝑛×𝑚 respectively, and a list containing the 𝑛 bottom
right diagonal entries. Now the algorithm of Harvey and Bostan–Gaudry–Schost
should be applied using this fixed representation.
The complexity of this algorithm is dominated by two main subtasks: shifting
evaluations of the matrices and matrix multiplication. During the shifting step,
we need only interpolate the non-zero entries; there are (𝑚 + 𝑛)𝑚 + 𝑛 of these. The
number of ring operations required for this is then 𝑂 ((𝑚2 + 𝑚𝑛)M(
√
𝐾)).
For the matrix multiplication steps, the restricted form of the matrix once again
allows us to use a specialised matrix multiplication routine. Here we can evaluate
the block matrix product more efficiently, multiplying only the non-zero blocks, and
using the fact that multiplying an 𝑛 × 𝑚 matrix on the right by a square diagonal
matrix stored as a list uses only 𝑂 (𝑛𝑚) operations. Therefore, the total complexity
of multiplying two matrices of this form is 𝑂 (MM(𝑚, 𝑛) +MM(𝑚)). As we do not
modify the algorithm in any other way, the result follows. 
The conditions on the matrix in Theorem 4.4.4 are precisely those satisfied by
the matrices 𝑀 𝑡,𝛽
𝐻
(𝑠) and 𝑀 𝛽
𝑉
(𝑡) above. So we may use this algorithm for computing
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block horizontal and vertical reductions for certain intervals.
Remark 4.4.5 As well as utilising the polynomial structure of our matrices, for
any row with sufficiently many terms compared to the desired precision, it is also
possible to interpolate 𝑝-adically. This idea is due to Kedlaya and is explained
in [89, Sec, 7.2.1]. Using this allows us to compute fewer interval products using
Theorem 4.4.4 by interpolating the remaining ones.
If we could compute to infinite precision, it would be optimal to reduce as far
as possible at each reduction step, i.e., until we get to the index of a new term that
needs adding. However, in practice, we should divide by 𝑝 as soon as possible, in
order to reduce the number of extra 𝑝-adic digits needed throughout. Therefore,
analysing when divisions by 𝑝 occur informs which interval products are found.
Remark 4.4.6 This is a slight modification of the approach used in [26, Sec. 4].
Here we make use of the commonality between the factors appearing in the vertical
and horizontal stages to give a cleaner recurrence without the “correction factors”
appearing in [26, Thm. 4.4].
Remark 4.4.7 A practical simplification via translation. When one only wishes
to compute the integral to a single point 𝑃 ∈ 𝐶 (Q𝑞) not in a branch disk a slightly
simpler variant of the algorithm exists.
First we translate 𝑃 = (𝑥0, 𝑦0) to have 𝑥-coordinate 0 by the substitution 𝑥 ↦→ 𝑥+𝑥0.
This does not change the form of the equation for 𝐶 used above, or the degree of ℎ.
One then performs the algorithm as usual, however there are two stages where this
results in a large simplification.
In (4.4.2) the bottom right-hand block becomes zero, reflecting the fact that in the
power series expansion of the Coleman primitive only the constant term contributes.
Thus, the first time the matrices need to be augmented is for the vertical reduction
step.
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In essence by doing this translation we are choosing a different lift of Frobenius,
to be one more adapted to our target point.
Remark 4.4.8 Regularity. For some applications (such as Chabauty–Coleman) one
is only interested in invariant differentials on the Jacobian, or, equivalently, regular
1-forms on the curve, as these are the forms whose integrals define abelian integrals
and provide logarithm-type maps to Q𝑞. In [143, Prop. 2] it is shown that of the 2𝑔

















It is interesting to note that the algorithm developed here computes the integral of
all 2𝑔 basis differentials simultaneously and there seems to be no way of computing
integrals of only a subset of them via this approach.
4.5 Runtime and precision
We now analyse the runtime of the above algorithm, proving Theorem 4.1.2. We only
analyse the steps which differ from that occurring in [116, Sec. 6]. All preparatory
steps remain the same. It is only the main reduction steps where we now have larger
matrices to compute the evaluations of exact forms. In order to compute only one
evaluation of an exact form per point integrated to, the Teichmüller point should be
used as the center of each disk.
We apply Theorem 4.4.4 to this, as the reduction matrices above are (𝑚+𝑛)×(𝑚+𝑛)














ring operations. We apply this for each row of horizontal reductions (with𝐾 = 𝑂 (𝑝𝑁)
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in the worst case) and for the vertical reductions also (where 𝐾 = 𝑂 (𝑝𝑁) again).
The precision loss and gain throughout the algorithm is as in [26, Sec. 7] and
[116, Sec. 5.3]. We can therefore compute (4.3.5) for𝑄 = ∞ and 𝐿 distinct Teichmüller
points 𝑃 via the above reduction procedure to precision 𝑁 in time
𝑂
(
(𝑔𝜔 + 𝐿𝑔𝜔−1)√𝑝𝑛𝑁5/2 + 𝑁4𝑔3(𝑔 + 𝐿)𝑛2 log 𝑝
)
where𝑂 (𝑡) := 𝑂 (𝑡 𝑓 (log 𝑡)) for some polynomial 𝑓 . The precision loss from inverting















Specifying the above to 𝐿 = 2 gives Theorem 4.1.2.
4.6 Implementation
We have implemented the algorithm outlined above in Julia using the functionality
provided by the Nemo package [70] and its extension Hecke. This implementation
is available online at https://github.com/alexjbest/Coleman.jl.
In this section we describe the implementation and discuss some surrounding
issues. To check correctness of the algorithm and implementation, we begin with
some examples.
4.6.1 Examples
4.6.1.1 A Picard curve
The curve
𝐶 : 𝑦3 = ℎ(𝑥) = 𝑥4 + 7𝑥3 + 3𝑥2 − 𝑥
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was suggested by Hashimoto–Morrison [90]; it has a 9-torsion point [𝑃 −∞], where
𝑃 = (1, 3
√
10),
so we take 𝑝 = 41, which splits inside the ring of integers of Q( 3
√
10) as a product of
a prime of norm 41 and one of norm 412. Using the latter embedding, we can take
𝑃 ∈ 𝐶 (Q412). Explicitly if Q412 = Q41 [𝛼]/(𝛼2 + 38𝛼 + 6) we have
𝑃 = (1 +𝑂 (416), (14 + 30 · 411 + 19 · 412 + 24 · 413 + 35 · 415) · 𝛼
+ 11 + 20 · 411 + 33 · 412 + 23 · 413 + 32 · 414 + 34 · 415 +𝑂 (416)).
We then compute the Coleman integrals∫ ∞
𝑃
𝜔
for all 𝜔 in the basis. Using our package and running the command
julia> ColemanIntegrals(3, h, 3, 41, 2, P, :inf)
(where respectively the arguments are, degree of the cover, 𝑥-polynomial, precision
requested, base prime, extension degree, and endpoints) this returns:
©­­­­­­­­«
0
(3 + 21 · 411 + 32 · 412 +𝑂 (413)) · 𝑎 + (15 + 37 · 411 + 37 · 412 +𝑂 (413))
(32 + 18 · 411 + 25 · 412 +𝑂 (413)) · 𝑎 + (37 + 10 · 411 + 9 · 412 +𝑂 (413))
0
0
(27 + 10 · 411 + 21 · 412 +𝑂 (413)) · 𝑎 + (30 + 20 · 411 + 7 · 412 +𝑂 (413))
ª®®®®®®®®¬
.
This exactly reflects the fact that [𝑃 −∞] is torsion in the Jacobian and that only
the invariant differentials provide group homomorphisms from the Jacobian to Q412
(forcing the images of torsion points to be trivial). Note that the basis of differentials
is ordered by 𝑗 and then 𝑖 here and that the regular differentials are as described in
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Remark 4.4.8.











as both evaluate to
©­­­­­­­­«
0
(38 + 19 · 411 + 8 · 412 +𝑂 (413)) · 𝑎 + (24 + 15 · 411 + 32 · 412 +𝑂 (413))
(9 + 22 · 411 + 15 · 412 +𝑂 (413)) · 𝑎 + (10 + 35 · 411 + 25 · 412 +𝑂 (413))
0
0
(14 + 30 · 411 + 19 · 412 +𝑂 (413)) · 𝑎 + (29 + 25 · 411 + 19 · 412 +𝑂 (413))
ª®®®®®®®®¬
.
4.6.1.2 An elliptic curve over a quartic field
The elliptic curve with LMFDB label 4.4.725.1-16.1-a1 is defined over the quartic
number field 𝐾 = Q(𝛼) where 𝛼 is a root of 𝑥4 − 𝑥3 − 3𝑥2 + 𝑥 + 1. This curve can be
given by the model
𝑦2 = 𝑥3 + (2𝛼3 + 6𝛼2 − 9𝛼 − 4)𝑥2 + (32𝛼2 − 8)𝑥 + (16𝛼3 + 48𝛼2 − 16𝛼 − 16).
On this model there is a 𝐾-rational 17-torsion point with coordinates
𝑃 = (0, 4𝛼2).
We work with 𝑝 = 43, which remains inert in 𝐾 , and fix an embedding
𝐾 ↩→ Q434 .
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as before, obtaining the values 0 and
(14 + 31 · 431 + 29 · 432 + 32 · 433 +𝑂 (434)) · 𝑎3
+ (41 + 5 · 431 + 15 · 432 + 12 · 433 +𝑂 (434)) · 𝑎2
+ (11 + 17 · 431 + 30 · 432 + 11 · 433 +𝑂 (434)) · 𝑎
+ (26 + 12 · 431 + 28 · 432 + 28 · 433 +𝑂 (434)),
respectively.
4.6.2 Implementation details
Minzlaff has made available an open-source implementation of the algorithm in [116].
This includes an implementation of the algorithm of Bostan–Gaudry–Schost and
Harvey in the Magma [32] programming language, and computes zeta functions
of superelliptic curves over F𝑞 in
√
𝑞 time. This implementation is included in
recent versions of Magma (as ZetaFunction) and is separately available online at
https://github.com/mminzlaff/superelliptic. Our implementation is built on top
of a direct translation of Minzlaff’s code into Nemo/Julia.
Remark 4.6.1 There are two (related) ways to set up a Coleman integration algorithm:
integrating to Teichmüller points, or adding the tiny integrals to Frobenius. When
using the former, checking that additivity in endpoints holds does not test the
implementation for bugs in any serious way as when broken down, the “paths”
integrated along form a tree. However, with the latter approach, checking additivity
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for 𝑃, 𝑃′ in the same residue disk, checks that the local and global integrals are
consistent, i.e. there do exist “non-degenerate triangles” here.
4.6.3 Timings
We provide here some timings of both the Magma implementation of Minzlaff and
Julia/Nemo implementation of the underlying zeta function algorithm, which is the
only part common to both implementations, and this uses the same algorithm due to
Minzlaff. Hence, the comparison below is really a test of how the underlying systems
handle the operations used by this algorithm (of course further optimizations to both
implementations may well be possible). We do not time the Coleman integration
code here as the linear recurrence method that underlies the zeta function algorithm
is the main component of the runtime for computing Coleman integrals as well.
The dash indicates a parameter range where neither implementation applies
due to the standing assumption on 𝑝 in (4.2.1). All times are measured in seconds.
Table 4.6.2 Timings for the Magma implementation
𝑞(𝑎, 𝑏) (2, 5) (2, 7) (3, 7) (4, 7)
257 0.180 0.647 4.357 10.140
521 0.253 0.963 4.373 10.260
1031 0.290 1.017 6.860 16.543
2053 0.413 1.673 7.080 16.680
4099 0.487 0.960 7.473 21.530
8209 0.750 1.440 8.407 21.767
2572 0.700 2.743 21.643 −
5212 1.167 4.060 30.500 78.850
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Table 4.6.3 Timings for the Nemo implementation
𝑞(𝑎, 𝑏) (2, 5) (2, 7) (3, 7) (4, 7)
257 0.197 0.651 4.695 15.267
521 0.366 1.27 4.779 17.892
1031 0.415 1.348 13.287 43.691
2053 0.973 3.727 14.135 44.516
4099 1.133 2.332 30.306 114.239
8209 3.261 6.486 36.414 114.61
2572 0.339 1.487 23.569 −
5212 0.803 2.992 44.461 111.966
4.7 Equidistribution of values of Coleman integrals
The above algorithms allow us to compute Coleman integrals between points on
superelliptic curves efficiently, which unlocks the possibility to study how the values
of these integrals distribute as the prime 𝑝 is taken to be large.
4.7.1 Conjectures of Katz
The content of this section is inspired by work of Dogra (see [63]), who links
Wieferich equidistribution to questions about Chabauty–Coleman.
A class of prime numbers arising in classical number theory are the Wieferich
primes:
Definition 4.7.1 Wieferich primes. A prime 𝑝 is called a Wieferich prime if the
congruence
2𝑝−1 ≡ 1 (mod 𝑝2),
holds. ♦
The original motivation for introducing this class of primes was their connection
to Fermat’s last theorem, namely that if Fermat’s last theorem with exponent 𝑝 ≥ 5
has a solution (𝑎, 𝑏, 𝑐) with 𝑝 - 𝑎𝑏𝑐 (the so-called first case of FLT) then 𝑝 is a
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Wieferich prime.
There are only two known Wieferich primes, namely
1093 and 3511;
however it is conjectured that there are in fact infinitely many.
In [96] Katz reinterprets the notion of Wieferich prime as follows and introduces
several generalizations. We consider the algebraic group G𝑚 which has 2 as a
Q-point. This point generates an infinite subgroup of this algebraic group, which is
in fact Zariski dense. Looking 𝑝-adically now we have that
2𝑝−1 ∈ ]1[Ĝ𝑚 ,
as
G𝑚 (Q𝑝) ' G𝑚 (F𝑝) × (1 + 𝑝Z𝑝).
The property of being a Wieferich prime means that 2𝑝−1 is 𝑝-adically closer to the
point 1 than is necessary given that we took the (𝑝 − 1)-st power.
Katz therefore shows that the question of the number of Wieferich primes can
be considered as one of 𝑝-adic equidistribution of generators of Zariski dense
subgroups of algebraic groups. That is, if we expect that the value of 2𝑝−1 should be
equidistributed inside 1 + 𝑝Z𝑝, we have a 1/𝑝-chance of being a Wieferich prime.
Therefore, the number of Wieferich primes less than 𝑛 should be asymptotic to
log(log 𝑛),
which diverges slowly.
This story naturally generalizes to other base numbers 𝑏 in place of 2.
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Katz defines a map in order to treat all primes at the same time
𝑊𝑏 (𝑝) : {𝑝 : 𝑝 prime, 𝑝 - 𝑏} → R/Z
𝑝 ↦→ ((𝑏𝑝−1 − 1)/𝑝 (mod 𝑝))/𝑝
and the statement of the conjecture is as follows:
Conjecture 4.7.2 For any integer 𝑏 generating a Zariski dense subgroup of G𝑚, the sequence
𝑊𝑏 (𝑝) for primes 𝑝 - 𝑏 is equidistributed in R/Z in the sense that for any continuous





𝑓 (\) d\ = lim
𝑋→∞
1
{𝑝 : 𝑝 ≤ 𝑋, 𝑝 prime, 𝑝 - 𝑏}
∑︁
{𝑝:𝑝≤𝑋, 𝑝 prime, 𝑝-𝑏}
𝑓 (𝑒2𝜋𝑖𝑊𝑏 (𝑝)).
This rephrasing naturally leads one to consider more general algebraic groups,
including Jacobians. The set up is as follows: let 𝑁 ≥ 1 be an integer and 𝐺/Z[1/𝑁]
a smooth group scheme, with geometrically connected fibres of dimension 𝑑 ≥ 1.
Then Lie(𝐺) is a free Z[1/𝑁]-module of rank 𝑑. Picking a free Z-module Lie(𝐺)
with Lie(𝐺) ' Lie(𝐺) ⊗Z Z[1/𝑁] we have, for all primes 𝑝 - 𝑁 , the exact sequence
0→ Lie(𝐺) ⊗Z (𝑝Z/𝑝2Z) → 𝐺 (Z/𝑝2Z) → 𝐺 (F𝑝) → 0.
Then choosing any
𝑃 ∈ 𝐺 (Z[1/𝑁])
we have
#𝐺 (F𝑝) · 𝑃 ∈ Lie(𝐺) ⊗Z (𝑝Z/𝑝2Z)
which defines an analogous map to the above:
𝑊𝑃 : {𝑝 : 𝑝 prime, 𝑝 - 𝑁} → Lie(𝐺) ⊗Z (R/Z)  (R/Z)𝑑 .
Katz’s conjecture for abelian varieties is:
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Conjecture 4.7.3 [96, Conj. 8.1]. Suppose that 𝐴/Q is an abelian variety that extends
to an abelian scheme over Z[1/𝑁] for some 𝑁 , and that 𝐴 has Néron model A/Z and that
𝑃 ∈ A(𝑍 [1/𝑁]) = 𝐴(Q) generates a Zariski dense subgroup of 𝐴. Then the image of the
map
𝑊𝑃 : {𝑝 : 𝑝 prime, 𝑝 - 𝑁} → Lie(A/Z) ⊗Z (R/Z)  (R/Z)𝑑
is equidistributed as above.
4.7.2 Evidence for the conjecture
Using the algorithms and implementation developed above we may explore the
above conjecture. In place of the Wieferich quotients 𝑊𝑃 (𝑝) in each example we
compute(
















rescaled to land in (R/Z)𝑔. These values are divided into bins on the flat torus,
and we present histograms of the number of values landing in each bin, in order to
visualise the distribution of these values.
Example 4.7.4 The genus 2 curve
𝑋 : 𝑦2 = 4𝑥5 − 8𝑥4 + 8𝑥3 − 4𝑥2 + 1
which is in the LMFDB with label 997.b.997.1, has a rational point 𝑥 = (0, 1) such that
the class 𝑃 = [𝑥 −∞] ∈ Jac(𝑋) (Q) is of infinite order. Figure 4.7.5 shows a histogram
of values of the Coleman integrals for all primes 15 < 𝑝 < 10000, and 𝑝 ≠ 997.
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Figure 4.7.5 Distribution of Coleman integrals for 997.b.997.1

Example 4.7.6 The genus 2 curve
𝑋 : 𝑦2 = 4𝑥5 − 8𝑥4 + 8𝑥3 − 4𝑥2 + 1
which is in the LMFDB with label 2080.a.4160.2, has a rational point 𝑥 = (0, 1) such
that the class 𝑃 = [𝑥 − ∞] ∈ Jac(𝑋) (Q) is of infinite order. Figure 4.7.7 shows a
histogram of values for the Wieferich quotients𝑊𝑃 (𝑝) for all primes 15 < 𝑝 < 10000.
This curve has Jacobian over Q isogenous the product of elliptic curves 32.a and
65.a. As the elliptic curve 32.a is rank 0, the point 𝑃 will not generate a Zariski dense
subgroup of the Jacobian in this case.
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Figure 4.7.7 Distribution of Coleman integrals for 2080.a.4160.2





is an annihilating differential for all primes 𝑝, at least modulo 𝑝. 
Example 4.7.8 In [96, §10] Katz considers the curve
𝑋 : 𝑦2 − 𝑦 = 𝑥𝑛 − 2𝑥
for 𝑛 ≥ 3 odd, and shows that it has a rational point 𝑥 = (0, 1) such that the class
𝑃 = [𝑥−∞] ∈ Jac(𝑋) (Q) is of infinite order. Figure 4.7.9 shows a histogram of values
for the Wieferich quotients𝑊𝑃 (𝑝) for all primes 15 < 𝑝 < 10000 for the curve with
𝑛 = 5.
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Figure 4.7.9 Distribution of Coleman integrals for an example of Katz

Example 4.7.10 In [96, §9] Katz considers the curve
𝑋 : 𝑦2 = 4𝑥ℓ + ℓ
which has CM, and for ℓ a prime of the form 𝑛2 + 4, it has a rational point 𝑥 = (−1, 𝑛).
He shows that the class 𝑃 = [𝑥−∞] ∈ Jac(𝑋) (Q) is of infinite order for ℓ = 5, 13, 29, 53
and generates a Zariski dense subgroup of the Jacobian of 𝑋 . Figure 4.7.11 shows a
histogram of values for the Wieferich quotients𝑊𝑃 (𝑝) for all primes 15 < 𝑝 < 10000
for the curve with ℓ = 5.
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Application of quadratic Chabauty to quotient
modular curves 𝑋0(𝑝)+ of genus 2
This chapter contains joint work on a project begun with Francesca Bianchi, Nicholas
Triantafillou and Jan Vonk at a workshop organized by Karl Rubin and Barry Mazur
at the Fondation des Treilles. It was completed and published in [5] which contains
many additional sections by the above authors and Jennifer Balakrishnan, Brian
Lawrence and Steffen Müller.
We illustrate the practicality of the method of Chabauty–Kim discussed in
Subsection 2.3.2 by applying it to three new examples of curves whose rational
points were previously unknown. They are all curves of the form
𝑋0(𝑁)+ := 𝑋0(𝑁)/𝑤𝑁
where 𝑁 is prime and 𝑤𝑁 is the Atkin–Lehner involution, and therefore they have
a unique rational cusp, and their non-cuspidal rational points classify unordered
pairs of elliptic curves that are related by an 𝑁-isogeny. The (non-)existence of
non-CM points is of great interest, as it was shown by Elkies [65] that every non-CM
Q-curve is isogenous to one parametrised by a rational point on some 𝑋0(𝑁)+.
We consider the cases 𝑁 = 67, 73, and 103. For each value of 𝑁 , the curve
𝑋0(𝑁)+ is of genus 2 and its Jacobian has real multiplication. Thus, the rank of
the Néron–Severi group is equal to 2, and the method outlined in Subsection 2.3.2
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produces exactly one non-trivial locally analytic function on 𝑋0(𝑁)+(Q𝑝) vanishing
on the set of rational points 𝑋0(𝑁)+(Q). Hence unlike other examples that can be
computed using similar methods, we need in addition the Mordell–Weil sieve (see
Section 2.5) to extract the set of rational points from the larger quadratic Chabauty
set.
We discuss the computation for 𝑁 = 67 in some detail and briefly summarize the
cases 𝑁 = 73 and 𝑁 = 103. These computations use the computer algebra system
Magma [32] and were started by Best, Bianchi, and Triantafillou at the workshop
“Arithmetic Statistics and Diophantine Stability” at the Fondation des Treilles in July
2018. More details can be found at https://ngtriant.github.io/papers/BBBLMTV_D
ata.pdf
5.1 An explicit model for 𝑋0(67)+
As is explained in [118, 81], an affine model for the genus 2 curve 𝑋0(67)+ can be
found explicitly as follows. Let 𝑓 be the unique, up to conjugation, newform of level
67, weight 2, which is furthermore invariant under the Atkin–Lehner involution 𝑤67.
The complex vector space spanned by 𝑓 and its Galois conjugate 𝑓 𝑐 is isomorphic to
the space of regular differentials on 𝑋0(67)+, and we may choose a basis 𝑔1 and 𝑔2 for
this space such that 𝑔1 = 𝑞+ · · · and 𝑔2 = 𝑞2+ · · ·. Note that 𝑓 and 𝑓 𝑐 can be computed
up to arbitrary 𝑞-adic precision using Magma [32]. Then 𝑥 = 𝑔1
𝑔2





related by an equation of the form 𝑦2 = 𝑝(𝑥), for some monic polynomial 𝑝(𝑥) of
degree 6 whose coefficients can be determined from the 𝑞-expansions. Such an
equation gives a model for 𝑋0(67)+; while 𝑔2 is unique, a certain choice of 𝑔1 yields
𝑌 : 𝑦2 = 𝑥6 + 2𝑥5 + 𝑥4 − 2𝑥3 + 2𝑥2 − 4𝑥 + 1 [ =: 𝑓67(𝑥)].
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See [118] for more details; for other examples of computations of models of higher
genus modular curves, see [81]. The projective closure 𝑋 adds two points at infinity,
∞+ and∞−, corresponding to (1 : 1 : 0) and (1 : −1 : 0) respectively. By an explicit
search, we quickly find several points in 𝑋 (Q). Indeed,
𝑋 (Q) ⊇ {∞+,∞−, (0,±1), (−1,±3), (1,±1), (−2,±7)}. (5.1.1)
Leprévost [108] also found these points and conjectured that we have equality in
(5.1.1).
Our goal is to use the machinery set up in Subsection 2.3.2, combined with the
Mordell–Weil sieve, to show that 𝑋 (Q) consists precisely of these 10 points.
Using the explicit model 𝑌 , several arithmetic properties of 𝑋0(67)+ can be
deduced. For instance, Magma’s implementation of 2-descent shows that the rank1 of
𝐽0(67)+(Q) is exactly 2.
5.2 The reduction of 𝑋0(𝑁)+
Recall that the method outlined in Subsection 2.3.2 uses some global and local
𝑝-adic heights in the sense of Nekovář. Although these depend on some auxiliary
choices that we have not made yet at this stage, we have already remarked that we
can always ignore all the local heights at primes 𝑣 ≠ 𝑝 of potential good reduction.
More generally, by work of Betts–Dogra [28, Prop. 1.2.1], the map 𝑋 (Q𝑣) → Q𝑝
induced by the local height at 𝑣 ≠ 𝑝 takes at most as many values as the number
of irreducible components of a regular semi-stable model at 𝑣. Note that 𝑋0(𝑁)+
has good reduction at all primes away from 𝑁 . Using an argument analogous to
[8, Theorem 6.6], we can show that for all primes 𝑁 there is a regular semi-stable
1Since the newforms of weight 2, level 67, which are invariant under 𝑤67 form a single Galois orbit
(as can be seen from https://www.lmfdb.org/ModularForm/GL2/Q/holomorphic/67/2/a/),
the Mordell–Weil rank over Q is necessarily a multiple of the genus, i.e. of 2.
112
model X0(𝑁)+ of 𝑋0(𝑁)+ whose special fibre is isomorphic to a projective line
intersecting itself 𝑔 times, where 𝑔 is the genus of 𝑋0(𝑁)+ (see Figure 5.2.1). The
proof, which will be contained in [9], constructs such a model starting from the
semi-stable Deligne–Rapoport model of 𝑋0(𝑁), and showing that the quotient by
the Atkin–Lehner involution remains semi-stable due to a lemma of Raynaud. The
self-intersections correspond to conjugate pairs of supersingular 𝑗-invariants in
F𝑁2 \ F𝑁 (see [60, V §1] and [122, §3]). In particular, the special fibre of X0(𝑁)+
consists of only one component, so the work of Betts–Dogra implies that there are
no non-trivial contributions at 𝑣 ≠ 𝑝.
Figure 5.2.1 The reduction of X0(𝑁)+ at 𝑁 .
5.3 Preliminary choices
5.3.1 A prime 𝑝 and a base point 𝑏
Since by Section 5.2 the curve 𝑋0(𝑁)+ has good reduction at all primes away
from 𝑁 , we could let our fixed 𝑝 be any prime different from 𝑁 ; we pick 𝑝 = 11.
This choice may seem slightly peculiar to the reader familiar with the classical
Chabauty–Coleman method, where it is often advantageous to choose the smallest
possible prime of good reduction. The prime 11 has two main advantages for our
purposes. First, the polynomial 𝑓67 has no linear factors over Q11 and, as a result,
the lift of Frobenius that we use in Section 5.5 extends to all of 𝑋 (Q11).
While it is possible to deal with disks containing a point with zero 𝑦-coordinate
by working with a different lift of Frobenius or by using the trick discussed in
[8, §5.5], our choice of 𝑝 makes both the exposition and the computation significantly
shorter. The second advantage of the prime 11 is somewhat posthoc, coming from
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the final Mordell–Weil sieve step. Indeed, it turns out that 𝐽0(𝑁)+(F𝑞) has order
divisible by 112 for several small primes 𝑞 (including 𝑞 = 31 and 𝑞 = 137), which
makes the Mordell–Weil sieve particularly efficient for proving that points of 𝑋 (Q11)
are not in 𝑋 (Q).
We choose 𝑏 = (1, 1) for the base point. Note that 𝑏 lies in both our affine patch
and in the affine patch at infinity. One advantage of 𝑏 over other possible base
points is that 𝑏 will be a Teichmüller point for a convenient lift of Frobenius.
5.3.2 A basis for the de Rham cohomology of 𝑋0(67)+
It is well-known that H0(𝑌Q,Ω

















and that, inside of H0(𝑌Q,Ω
1), we can identify H1dR(𝑋)with those differentials which
have residue 0 at both points of 𝑋 r𝑌 = {∞+,∞−}. By working with the expansion of
each differential in (5.3.1) in terms of the uniformizer 𝑡∞± = 𝑥−1 at∞±, we construct
a new basis 𝜔0, . . . , 𝜔4 satisfying the properties (1) and (2) of Subsubsection 2.3.2.3.




, 𝜔1 = (−1 − 𝑥) ·
𝑑𝑥
𝑦
















From now on, 𝝎 will denote the column vector (𝜔0, . . . , 𝜔3)ᵀ.
5.3.3 A Néron–Severi class
The choice of a Néron–Severi class 𝑍 as in Subsection 2.3.1 is equivalent to the choice
of an endomorphism of H1dR(𝑋), satisfying a list of conditions (see [8, §4.4]). Let ℓ
be a prime of good reduction for 𝑋 . In order to compute the action of the Hecke
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operator 𝑇ℓ ∈ End(H1dR(𝑋/Qℓ)) on the whole of H
1
dR(𝑋/Qℓ), rather than just on
Fil0 H1dR(𝑋/Qℓ), we use the Eichler–Shimura formula




The matrix of Frobenius Frℓ with respect to the basis 𝝎 may be computed
using Tuitman’s algorithm (we briefly postpone a discussion of this to Step (1) of
Section 5.5, since this matrix for ℓ = 𝑝, as well as one additional output of Tuitman’s
algorithm, are both needed at that step), and we identify the operator 𝑇ℓ with its
matrix representation with respect to 𝝎. Note that the Eichler–Shimura formula
holds for 𝑋0(67) and thus for 𝑋0(67)+, since the Atkin–Lehner involution commutes
with 𝑇ℓ at all ℓ ≠ 67.
To obtain from 𝑇ℓ an endomorphism corresponding to a class 𝑍 ∈ NS(𝐽) which
maps to zero in NS(𝑋), we first consider Tr(𝑇ℓ) · 𝐼4 − 4𝑇ℓ, which has trace zero, and
then multiply on the right by the inverse of the cup product matrix on 𝝎. For




0 −8 12 8
8 0 −8 −12
−12 8 0 0
−8 12 0 0
ª®®®¬ .
Since the Néron–Severi group has rank 2, choosing a different Hecke operator
would only change the matrix 𝑍 by a multiplicative constant factor.
Remark 5.3.1 Using Tuitman’s algorithm, we can compute the entries of 𝑇ℓ only up
to some ℓ-adic precision. In our case, this would suffice to carry out the steps of the
quadratic Chabauty computation, since we have chosen ℓ = 𝑝. It should however be
possible to prove that 𝑍 is given exactly by the above matrix, and we may assume
that this is the case, as doing so does not affect the computation in any crucial way.
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5.4 Hodge Filtration on A𝑍
We now compute the Hodge filtration of the vector bundle A𝑍 attached to our
choice of Néron–Severi class 𝑍 and base point 𝑏. Since the curve 𝑋 is hyperelliptic,
by Remark 2.3.6 we only need to compute 𝛾Fil, and we can do so using a simplified
version of Algorithm 2.3.5. In particular, for each point at infinity ∞±, we can
compute 𝛀∞± and 𝑔∞± by formal integration of Laurent series in the uniformizer
𝑡∞± . Following the steps, we then find that 𝛾Fil has a pole of exact order 1 at∞± with
residue −8. Since 𝛾Fil must vanish at 𝑏, we conclude that
𝛾Fil = −8𝑥 + 8.
5.5 Frobenius structure on A𝑍
We compute the Frobenius structure on A𝑍 using Algorithm 2.3.7.
Step (1). We first fix a lift of Frobenius 𝜙. We take 𝜙(𝑥) = 𝑥𝑝, and extend to
Q11 [𝑥] by linearity. Since 𝑓67 has no zeros over F11, we extend this lift of Frobenius







𝜙( 𝑓67(𝑥)) = 𝑦𝑝 ·
(





as an overconvergent Laurent series in Q𝑝 [[𝑥, 𝑦, 𝑦−1]]. This lift naturally extends to
one-forms.
Next, we compute 𝑝-adic approximations of 𝐹 and 𝒇 using Tuitman’s algorithm
[144, 145], a generalization of Kedlaya’s algorithm which incorporates Lauder’s
fibration method [105]. Roughly speaking, we first compute 𝜙∗𝜔𝑖. Then, we reduce
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pole orders by iteratively subtracting differentials of overconvergent functions (con-
structed by solving linear systems) until 𝜙∗𝜔𝑖 has been reduced to a cohomologous
linear combination of basis differentials
∑





𝐹𝑗𝑖𝜔 𝑗 + 𝑑𝑓𝑖.
Note that in our working example, this 𝐹 is the matrix Frℓ that was computed in
Subsection 5.3.3 since ℓ was chosen there to be 𝑝 = 11 as well.
Step (2). Since 𝑏 = (1, 1) is a Teichmüller point for 𝜙, 𝐼 (𝑏0, 𝑏)− = 𝐼 (𝑏, 𝑏)− is an
identity matrix. To compute the 𝐼 (𝑥, 𝑥0)+ on each residue disk, we expand the 𝜔𝑖 in




𝝎ᵀ𝑍𝝎, we expand, formally integrate, multiply terms, and formally
integrate again, as in steps (3) and (5) of Algorithm 2.3.5.
Step (3). The matrices 𝑍 and 𝐹 have all entries constants, so 𝒈ᵀ = 𝒇 ᵀ𝑍𝐹. We
approximate ℎ by iteratively “reducing” a 𝑝-adic approximation (𝑑ℎ)∼ to 𝑑ℎ =
𝝎ᵀ𝐹ᵀ𝑍 𝒇 + 𝑑 𝒇 𝑍 𝒇 − 𝒈ᵀ𝝎 + 𝜙∗[ − 𝑝[ as in Tuitman’s algorithm until we find 𝑎 𝑗 ∈ Q11




𝑎 𝑗𝜔 𝑗 + 𝑑 (ℎ∼).
Then ℎ∼(𝑥) − ℎ∼(𝑏) approximates ℎ(𝑥). The remainder of Steps (3) and (4) are
straightforward. The terms𝜶𝜙 (𝑏, 𝑥), 𝜷𝜙 (𝑏, 𝑥), 𝛾𝜙 (𝑏, 𝑥) cannot be expressed compactly,
so we omit them here.
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5.6 The local 𝑝-adic height and a finite set of 𝑝-adic points contain-
ing 𝑋 (Q).
We have now assembled all ingredients to compute the quadratic Chabauty function
from (2.3.6), whose finite set of zeroes contains 𝑋 (Q). To find the constants 𝑎𝑖 in
(2.3.6), we use the discussion at the end of Subsubsection 2.3.2.1.
Set 𝐾 := Q(
√
5) = End0(𝐽0(67)+) and 𝐾𝑝 = 𝐾 ⊗Q Q𝑝. If we pick a 𝐾-equivariant
splitting 𝑠 of the Hodge filtration in formula (2.3.8), then the global height ℎ
factors through the tensor product 𝐻0(𝑋Q𝑝 ,Ω1)∨ ⊗𝐾𝑝 𝐻0(𝑋Q𝑝 ,Ω1)∨. We now choose




nonzero, AJb(𝑥1) is a 𝐾𝑝-basis for𝐻0(𝑋Q𝑝 ,Ω1)∨. Using (2.3.9), we compute (𝜋◦𝜌) (𝑥𝑖)
in this basis.
We compute ℎ(𝜋(𝜌(𝑥𝑖))) = ℎ𝑝 (per𝑝 (𝑥𝑖)) using (2.3.8), the results of Section 5.4,
Section 5.5 and the splitting 𝑠 associated to the 𝐾-equivariant basis (𝜔0, 𝜔1, 𝜔2, 𝜔3 −
𝜔1). Writing 𝜓1 for the projection onto the “rational part” and 𝜓2 for the projection
onto the “
√
5 part,” we find that the function sending 𝑥 ∈ 𝑋 (Q𝑝) to
𝑄(𝑥) := ℎ𝑝 (per𝑝 (𝑥)) − (5 · 11 + 2 · 11
2 + 5 · 113 + 0 · 114 + · · · ) · 𝜓1(𝜋(𝜌(𝑥)))
+ (4 · 11 + 0 · 112 + 4 · 113 + 0 · 114 + · · · ) · 𝜓2(𝜋(𝜌(𝑥)))
(5.6.1)
vanishes for all 𝑥 ∈ 𝑋 (Q).
We expand 𝑄 as a power series on each residue disk, find the roots, and repeat
the computation on an affine patch containing the points at infinity to find a finite
subset of 𝑋 (Q11) which contains 𝑋 (Q). Using a Newton polygon argument, we find
that every root of 𝑄 is simple. In addition to the 10 known rational points, we find
14 additional 11-adic zeros of 𝑄 (listed in Table 5.6.1). To show that these points are
not rational, we turn to the Mordell–Weil sieve, described in the following section.
118
Table 5.6.1 A set of 24 points of 𝑋0(67)+(Q11) containing 𝑋0(67)+(Q).
Disks 𝑥-coordinates of candidate points
] (0,±1) [ 0
0 + 7 · 11 + 0 · 112 + 3 · 113 + 3 · 114 + · · ·
] (1,±1) [ 1
1 + 6 · 11 + 6 · 112 + 8 · 113 + 7 · 114 + · · ·
] (6,±5) [ 6 + 5 · 11 + 8 · 112 + 2 · 113 + 4 · 114 + · · ·
6 + 7 · 11 + 0 · 112 + 5 · 113 + 1 · 114 + · · ·
] (−2,±7) [ −2
9 + 10 · 11 + 1 · 112 + 8 · 113 + 0 · 114 + · · ·
] (−1,±3) [ −1
10 + 3 · 11 + 9 · 112 + 10 · 113 + 1 · 114 + · · ·
]∞± [ ∞
2 · 11−1 + 4 + 10 · 11 + 9 · 112 + 8 · 113 + 7 · 114 + · · ·
5.6.1 𝑋0(67)+
We now give some details of the Mordell–Weil sieve computation for 𝑋0(67)+, using
the model
𝑦2 = 𝑥6 + 2𝑥5 + 𝑥4 − 2𝑥3 + 2𝑥2 − 4𝑥 + 1 ;
we have for 𝑋known the 10 points found in (5.1.1). The quadratic Chabauty computa-
tion described above also results in a set 𝑋extra of 11-adic points of cardinality 14,
known to finite precision, whose elements are roots of the function 𝑄 in (5.6.1), but
which do not appear to be rational. See Table 5.6.1 for their 𝑥-coordinates.
As above, we take 𝑏 = (1, 1); with this choice 𝐷1 = 𝑖𝑏 (∞−) and 𝐷2 = 𝑖𝑏 (∞+) are
generators for 𝐽 (Q). For 𝑥 ∈ 𝑋known we can find exact coefficients for 𝑖𝑏 (𝑥) in terms
of this basis. In particular, 𝑖𝑏 (𝑋known) is given by pairs
(𝑛1, 𝑛2) ∈ {(1, 0), (0, 1), (−6, 4), (7,−3), (3,−1), (−2, 2), (1, 1), (0, 0), (8,−5), (−7, 6)}.




𝐽 (F31) ' (Z/(3 · 11))2 and 𝐽 (F137) ' Z/3 ⊕ Z/(3 · 112 · 19)
and the image of 𝐽 (Q)/112𝐽 (Q) inside these groups surjects onto the 11-parts. We
pull back the images of 𝑖𝑏,31 and 𝑖𝑏,137 to cosets for 𝐽 (Q)/112𝐽 (Q). Using (2.5.1) we
compute 𝑖𝑏 (𝑥) modulo 112 for all 𝑥 ∈ 𝑋extra, assuming 𝑥 is rational, and we find that
this does not meet our cosets for 31 or 137.
5.6.2 Further examples
In the case of 𝑁 = 73 we run computations analogous to the ones described above,
using the prime 𝑝 = 37 for the quadratic Chabauty procedure, and applying the
Mordell–Weil sieve with the prime 9511 to rule out the extra 37-adic points. Likewise,
for 𝑁 = 103 we can perform quadratic Chabauty at 𝑝 = 3. This gives 6 “extra” 3-adic
points, which can be shown to be non-rational by applying the Mordell–Weil sieve
using the prime 397.
5.6.3 Conclusion
In summary, we have shown:
Theorem 5.6.2 The number of rational points on the Atkin–Lehner quotient modular curves
𝑋0(𝑁)+ for 𝑁 ∈ {67, 73, 103} are as follows:
#𝑋0(67)+(Q) = 10, #𝑋0(73)+(Q) = 10, #𝑋0(103)+(Q) = 8.
According to [81], this shows that 𝑋0(67)+(Q) contains no exceptional points and
that 𝑋0(73)+(Q) and 𝑋0(103)+(Q) contain precisely one exceptional point each. Here
an exceptional point is a rational point that is neither a cusp nor a CM point. Our
theorem implies that the list of 𝑗-invariants of Q-curves attached to non-cuspidal
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rational points on 𝑋0(𝑁)+ given in [14, §4.1] is complete for 𝑁 ∈ {67, 73, 103}.
This shows in particular that the only non-CM quadratic Q-curves which are 73-


















Furthermore, we may conclude that the table in [35, §4.6] contains all quadratic
points on 𝑋0(67) and the table in [35, §4.7] contains all quadratic points on 𝑋0(73),
complementing [35, Theorem 1.1].
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Chapter 6
Coleman integration on modular curves
In applications of (non-abelian) Chabauty to problems of determining rational
points on modular curve one uses Coleman integration to compute 𝑝-adic functions
vanishing on these curves. To prove these results, most often a model of this
modular curve is determined by writing down 𝑞-expansions of the modular forms
of weight 2: these correspond to regular 1-forms on this curve. Then either one
uses the canonical embedding to find equations for the curve, or in the hyperelliptic
case coordinate functions can also be described by studying these 𝑞-expansions [81].
(See Section 5.1 for an example.) This model can then be used to calculate integrals
and vanishing loci of Coleman functions as in [12] or Chapter 4, in order to apply
Chabauty-type methods.
The use of specific models necessitates the use of heavy computational work to
calculate Coleman integrals. In this chapter we explore an approach to determining
values of Coleman integrals without doing computations on a specific model.
6.1 Points on modular curves
Throughout we let 𝑋 = 𝑋0(𝑁) for some 𝑁 > 4 and fix a prime 𝑝 - 𝑁 . Then 𝑝 is a
prime of good reduction for 𝑁 .
The points of 𝑋 parameterise (generalised) elliptic curves with a choice of cyclic
subgroup scheme of order 𝑁 .
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We have a forgetful map
𝑗 : 𝑋 → 𝑋 (1)
taking a generalised elliptic curve with level structure to just the bare curve.
Points of
𝑋 (C𝑝)
may be classified by which point of
𝑋 (1) (F𝑝)
they lie above under the composition of the 𝑗 map with reduction modulo 𝑝.
Those points that reduce to an ordinary elliptic curve are called ordinary, likewise
supersingular or cuspidal.
Moreover, there are only finitely many points corresponding to supersingular
curves, and all of their 𝑗-invariants lie in F𝑝2 .
The map 𝑗 is unramified above the cusp∞, which in the moduli interpretation
is a Néron 1-gon [60, VII.2].
6.2 A modular lift of Frobenius
An important part of the definition of Coleman integration is the choice of a lift of
Frobenius. In the case of modular curves, which parameterise elliptic curves with
level structure, we have a natural choice, the so-called Deligne–Tate map. Loosely
this is defined in the ordinary locus, via the functor of points, by mapping an elliptic
curve to the quotient by its canonical subgroup.
To be more precise, we now quote some results from Buzzard [42, §3]. We let 𝐾 be
a finite extension of𝑊 (F𝑝) and choose a local parameter 𝑇𝑥 near each supersingular
point 𝑥 (e.g. 𝐸𝑝−1 when 5 ≤ 𝑝).
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Definition 6.2.1 A point 𝛼 ∈ 𝑋 (𝐿) is not too supersingular if the corresponding
elliptic curve has either multiplicative or good ordinary reduction, or if 𝛼 determines
a supersingular point 𝑥 ∈ 𝑋 (F𝑝) such that we have
|𝑇𝑥 (𝛼) | = 𝑝−𝑣(𝛼)
with 𝑣(𝛼) < 𝑝/(𝑝 + 1). ♦
These points lie in the supersingular disks, but close to the edge of such disks.
In this case Katz shows the existence of a canonical subgroup 𝐻 of order 𝑝 of
any not too supersingular elliptic curve 𝐸/𝐿. And moreover he shows the following
Theorem 6.2.2 (Katz, Lubin). For a not too supersingular elliptic curve E/L, let
𝐻 = 𝐻 (𝐸) ⊂ 𝐸 be its canonical subgroup. Then 𝐻 has order 𝑝. Moreover
1. If 𝑣(𝐸) = 0, then 𝐻 is the finite étale subgroup of 𝐸 corresponding to the kernel of the
reduction map from 𝐸 [𝑝] ( ?̄?) to the 𝑝-torsion in the Néron model of 𝐸 over O𝐿 .
2. If 𝑣(𝐸) < 1/(𝑝 + 1), then 𝐸/𝐻 is not too supersingular, and 𝑣(𝐸/𝐻) = 𝑝𝑣(𝐸).
3. If 𝑣(𝐸) = 1/(𝑝 + 1), then 𝐸/𝐻 is too supersingular.
4. If 𝑣(𝐸) ∈ (1/(𝑝 + 1), 𝑝/(𝑝 + 1)), then 𝐸/𝐻 is again not too supersingular, 𝑣(𝐸/𝐻) =
1 − 𝑣(𝐸), and furthermore the canonical subgroup of 𝐸/𝐻 is 𝐸 [𝑝]/𝐻
5. If 𝑣(𝐸) < 𝑝/(𝑝 +1) and𝐶 ≠ 𝐻 is a subgroup of 𝐸 of order 𝑝, then 𝑣(𝐸/𝐶) = 𝑣(𝐸)/𝑝
and the canonical subgroup 𝐻 (𝐸/𝐶) of 𝐸/𝐶 is 𝐸 [𝑝]/𝐶.
6. If 𝑣(𝐸) ≥ 𝑝/(𝑝 + 1) and 𝐶 ⊂ 𝐸 is a subgroup of order 𝑝, then 𝑣(𝐸/𝐶) = 1/(𝑝 + 1)
and the canonical subgroup 𝐻 (𝐸/𝐶) of 𝐸/𝐶 is 𝐸 [𝑝]/𝐶.
6.3 Cuspidal disks
We first consider the standard cusp∞.
For 𝑁 squarefree the Atkin–Lehner involutions act transitively on the cusps
allowing one to consider only this one cuspidal disk by functoriality of the Coleman
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integral. In general, Galois acts transitively on cusps of a given denominator.
Let 𝐸/𝐾 be an elliptic curve with 𝐾/Q𝑝 a finite extension. When 𝑗 (𝐸)−1 has
positive 𝑝-adic valuation, i.e. 𝑗 (𝐸) has negative 𝑝-adic valuation and 𝐸 has multi-
plicative reduction at 𝑝, we may invert the series for 𝑗 in terms of 𝑞. In this case 𝑞
has positive valuation and therefore the standard 𝑞-expansion of modular forms







𝑗−1 = 𝑞 − 744𝑞2 + 356652𝑞3 − 140361152𝑞4 + 49336682190𝑞5 + · · ·
which gives
𝑞 = 𝑗−1 + 744 𝑗−2 + 750420 𝑗−3 + 872769632 𝑗−4 + 1102652742882 𝑗−5 + · · ·
this sequence is given in OEIS A091406 and also [135, p. 482].
6.4 Ordinary disks
We would like an analogue of this story in the ordinary disks, where the parameter
𝑞 near∞ does not converge. See [94] for further details.
It turns out there is a canonical center of the disk: the canonical lift of a curve
over F𝑞. Given 𝐸0/F𝑞 ordinary, we have a canonical choice of 𝐸0/Q𝑞 ∈]𝐸0 [. This
curve is the CM lift of 𝐸0, and quotienting by the canonical subgroup is actually an
endomorphism of 𝐸0. This has the effect that this point is fixed by our canonical lift
of Frobenius: it is a Teichmüller point for this lift. Additionally, there is a canonical
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coordinate, also denoted 𝑞, on this disk, which is written multiplicatively: this is the
Serre–Tate parameter on the disk. (See Section 2.6.) There are many interpretations
and interesting properties of this coordinate, but it seems it has not been computed
explicitly before.
There are two main interpretations for this parameter, one due to Dwork, based
on the Legendre family, and an interpretation due to Serre–Tate. The idea of the
Serre–Tate definition is that lifts 𝐸/Q𝑞 of 𝐸0 are deformations of 𝐸0, and these are
in correspondence with deformations of the 𝑝-divisible group 𝐸0 [𝑝∞]. These are
then what is parametrised by the Serre–Tate coordinate.
Fix 𝐸0/F𝑞 an ordinary elliptic curve, 𝜖 ∈ 𝑇𝑝 (𝐸0(F𝑞)), and 𝐸/O for O the ring of
integers of 𝐾, with 𝐾 a finite extension of Q𝑝 with residue field F𝑞, and 𝐸F𝑞 ' 𝐸0.
Then to compute the Serre–Tate coordinate of 𝐸 in terms of 𝜖
𝑞𝐸 (𝜖, 𝜖) ∈ Ĝ𝑚 (O),
we first take 𝜙𝐸 (𝜖) ∈ 𝐸 (Our), and we evaluate the Weil pairing of this with 𝜖 .
So the problem of computing the Serre–Tate coordinate reduces to evaluating
the Weil pairing of a point in the formal group and a point in the Tate module on a
curve over F𝑞.
We are interested in computing this coordinate in order to compute Coleman
integrals locally in ordinary residue disks.
6.5 The computation of the 𝑝𝑛-Weil pairing
In this section we experiment with the Weil pairing between 𝑝𝑛-torsion points over
Artin local rings of residue characteristic 𝑝. The definition of the scheme theoretic
Weil pairing that we use is due to Oda [120, p. 66-67]. We follow Katz–Mazur
[91, §2.8].
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Definition 6.5.1 Weil pairing. Fix elliptic curves 𝐸, 𝐸′/𝑆 for some base scheme 𝑆,
and assume there is an 𝑁-isogeny
𝜋 : 𝐸 → 𝐸′
with dual 𝜋∨. Then the 𝑒𝜋-pairing is a bilinear pairing of finite locally-free commu-
tative 𝑆-group-schemes
𝑒𝜋 : ker 𝜋 × ker 𝜋∨ → `𝑁 ⊂ G𝑚.
We define the pairing by defining it on 𝑇-points, however by first base-changing
the set-up, we may reduce to defining the pairing simply in the case of 𝑆-points.
Now assume we are given 𝑆-points 𝑃, 𝑃′ of ker 𝜋, ker 𝜋∨ respectively. Let 𝐾×
𝐸
⊂ O×𝐸
be the subsheaf of invertible functions on 𝐸 which evaluate to 1 at the zero section
of 𝐸 . We have a natural isomorphism
Pic(𝐸/𝑆) ' 𝐻1(𝐸, 𝐾×𝐸 ),
but as 𝐸 is projective,
𝐻0(𝐸, 𝐾×𝐸 ) = {1}.
A point 𝑃′ ∈ ker 𝜋∨(𝑆) can be interpreted as an element L of the kernel of
𝜋∗ : Pic(𝐸′/𝑆) → Pic(𝐸/𝑆).
The fact that 𝜋∗ L is trivial means that fixing a normalised cocycle for L with respect
to an open covering𝑈𝑖 of 𝐸′,
𝑓𝑖, 𝑗 ∈ Γ(𝑈𝑖 ∩𝑈 𝑗 , 𝐾×𝐸 ′),
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we have
𝑓𝑖, 𝑗 ◦ 𝜋 =
ℎ𝑖
ℎ 𝑗
∈ Γ(𝜋−1(𝑈𝑖 ∩𝑈 𝑗 ), 𝐾×𝐸 ),
uniquely for functions
ℎ𝑖 ∈ Γ(𝜋−1(𝑈𝑖), 𝐾×𝐸 ).
Viewing 𝑃 as an 𝑆-morphism
𝑃 : 𝑆 → 𝐸
we can cover 𝑆 by the opens
𝑃−1(𝜋−1𝑈𝑖)
on each of which we have an invertible function ℎ𝑖 ◦ 𝑃, which patch together to give
a global section
“ℎ(𝑃)′′ ∈ Γ(𝑆,O×𝑆 ) = G𝑚 (𝑆),
as we have 𝑓𝑖, 𝑗 ∈ 𝐾×, with
ℎ𝑖
ℎ 𝑗
= 𝑓𝑖, 𝑗 ◦ 𝜋
and 𝜋𝑃 = 0 the identity section. ♦
We will apply this definition when 𝐸 = 𝐸′ and the isogeny 𝜋 is the multiplication
by 𝑝𝑛-map, giving a pairing
𝑒𝑝𝑛 : 𝐸 [𝑝𝑛] × 𝐸 [𝑝𝑛] → `𝑝𝑛 .
In [15, 16], Belding defines a Weil pairing on 𝑝-torsion in characteristic 𝑝. This is
defined by fixing an algebraically closed field 𝐾 of characteristic 𝑝 and an ordinary
elliptic curve 𝐸/𝐾 . The pairing is then defined as a map
𝐸𝐾 [𝜖] [𝑝] × 𝐸𝐾 [𝜖] [𝑝] → `𝑝 (𝐾 [𝜖]).
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The algorithm first chooses an addition chain decomposition for 𝑝, a sequence
of numbers starting from 1 each of which is the sum of two previous numbers in
the sequence. This gives a way to compute a simple sequence of points terminating
with 𝑝𝑃 for 𝑃 ∈ 𝐸𝐾 [𝜖] iteratively by addition from simply 𝑃.
Example 6.5.2 An addition chain for 9 is
1, 2 = 1 + 1, 4 = 2 + 2, 8 = 4 + 4, 9 = 8 + 1.
In the full expression
9 = 1+8 = 1+ (4+4) = 1+ ((2+2) + (2+2)) = 1+ (((1+1) + (1+1)) + ((1+1) + (1+1)))
we see that the addition 1 + 8 is performed once, 4 + 4 is performed once, 2 + 2 twice,
and 1 + 1 performed four times. 
Given an addition chain for 𝑝 denoted 𝑛1 = 1, 𝑛2, . . . , 𝑛𝑚 = 𝑝 with 𝑛𝑘 = 𝑖𝑘 + 𝑗𝑘 and
𝑝-torsion points 𝑃,𝑄 Belding defines the Weil pairing as a product over the terms





ℎ𝑖𝑘 , 𝑗𝑘 (𝑅)
ℎ𝑖𝑘 , 𝑗𝑘 (𝑅 + 𝑃)
)𝑒𝑘
where 𝑅 ∈ 𝐸 [𝑝] is an auxiliary point, and 𝑒𝑘 is the number of times the addition
𝑛𝑘 = 𝑖𝑘 + 𝑗𝑘 would be performed if the addition chain were expanded out completely.
To define the ℎ𝑖, 𝑗 we in addition choose an auxiliary 2-torsion point 𝑇 , and set 𝑣𝑃 to
be a function defining the vertical line through 𝑃, ℓ𝑃,𝑄 to be a function defining the








ª®®®¬ ◦ 𝜏−𝑇 .
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That is, in the finite ring with nilpotents generated by the coordinates of the necessary
torsion points, the Weil pairing defined by Belding is the output of this version of
Miller’s algorithm to compute the Weil pairing [115].
We apply this algorithm for larger powers of 𝑝, and for non-canonical lifts in the
mixed characteristic case, in some examples as follows:
Example 6.5.3 Let 𝐸 be the elliptic curve with LMFDB label 14.a3:
𝐸 : 𝑦2 + 𝑥𝑦 + 𝑦 = 𝑥3 − 36𝑥 − 70.
This curve has rational 6-torsion generated by (−4, 5). In addition it obtains
an 18-torsion point defined over the number field 9.3.2315685267.2, which is
Q[𝑥]/(𝑥9 − 4𝑥6 + 3𝑥3 + 1). Over the 3-adics this field has ramification index 3 and
residue field degree 3, it is an extension of Q33 = Q3 [𝑎]/(𝑎3 + 2𝑎 + 1) by a root 𝑟 of
𝑥3 + 3𝑥 + 3.
Choosing
𝜖 = (𝑎2 + 2𝑎 : 𝑎 + 1 : 1) ∈ 𝐸F33 [9]
which lifts to
𝑄 = ((𝑎2 + 2𝑎) + 2𝑎(𝑎 + 1)𝑟 + (2𝑎2 + 𝑎 + 2)𝑟2 + 2(𝑎2 + 𝑎 + 1)𝑟3 + (2𝑎2 + 2𝑎 + 1)𝑟4
+ 2𝑎𝑟5 + (𝑎 + 2)𝑟6 + (𝑎2 + 1)𝑟7 + (𝑎2 + 𝑎)𝑟8 +𝑂 (𝑟9) :
(𝑎 + 1) + (𝑎 + 1)𝑟 + (2𝑎 + 2)𝑟2 + 2𝑎𝑟3 + (2𝑎 + 2)𝑟4 + (2𝑎2 + 𝑎 + 1)𝑟5
+ (2𝑎 + 1)𝑟6 + 2𝑎2𝑟7 + (2𝑎2 + 2𝑎)𝑟8 +𝑂 (𝑟9) : 1 +𝑂 (𝑟9))) ∈ 𝐸 [9]
and also to
𝑃 = ((𝑎2 + 2𝑎) +𝑂 (33) : (𝑎 + 1) + (𝑎 + 1)3+ (2𝑎2 + 𝑎 + 2)32 +𝑂 (33) : 1+𝑂 (33)) ∈ 𝐸 (Z33)
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where we have
9𝑃 = (32 +𝑂 (33) : 1 +𝑂 (33) : 𝑂 (33)) ∈ 𝐸 (Z3).
We can compute the Serre–Tate coordinate modulo 33 as
𝑒32 (9𝑃,𝑄)
via Miller’s algorithm using the addition chain from Example 6.5.2. We choose

















· (1 + (𝑎 + 2)𝑟6 + (𝑎 + 2)𝑟7 +𝑂 (𝑟9))2
· (1 + (2𝑎2 + 2𝑎 + 1)𝑟6 + (2𝑎2 + 2𝑎 + 2)𝑟7 + (2𝑎 + 2)𝑟8 +𝑂 (𝑟9))1
· (1 + (𝑎2 + 2𝑎)𝑟6 + (𝑎2 + 2𝑎 + 2)𝑟7 + (𝑎 + 1)𝑟8 +𝑂 (𝑟9))1 +𝑂 (33)
=1 + 2 · 32 +𝑂 (33) ∈ Ĝ𝑚 (Z3)
The 𝑗-invariant of 𝐸 is 4956477625941192 which is 17 modulo 3
3. The 𝑗-invariant of the
canonical lift of 𝐸F3 is 8 modulo 33. Thus, as these two numbers agree mod 9 but
not mod 27 we expect that 𝑞(𝐸) ≡ 1 (mod 9) but 𝑞(𝐸) . 1 (mod 27). 
Observation 6.5.4 One of the things that makes the Serre–Tate coordinate time-
consuming to compute is the necessity of lifting the point 𝜖 defined over a finite
field F𝑞, to a point 𝑄 defined over a (likely ramified) extension of Q𝑞. If the
ramification degree of the extension is large, the points become difficult to work
with computationally. Nevertheless, the pairing is invariant under the choice of
lift, in that all the lifts differ by an element of 𝐸 , so the alternating property of the
Weil pairing implies that all lifts give the same answer. It would be interesting to
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give a version of the above algorithm that does not involve actually choosing a lift
𝑄 and instead only works with information over the finite field or the unramified
extension. In the above calculations, changing the lift𝑄 results in the same values of
ℎ𝑖, 𝑗 (𝑅)
ℎ𝑖, 𝑗 (𝑅 + 𝑃)
for each term 𝑖, 𝑗 even though the individual numerators and denominators do vary.
Example 6.5.5 Similarly to the above we can compute Serre–Tate coordinates for the
curves
56.𝑏1: 𝑦2 = 𝑥3 − 𝑥2 − 40𝑥 − 84
56.𝑏2: 𝑦2 = 𝑥3 − 𝑥2 − 4,
which are 2-isogenous, and reduce to the same curve over F5. The reduction has a
5-torsion point
𝜖 = (1, 4, 1)
which we use to calculate
𝑞(56.𝑏1) = 1 + 4 · 5 +𝑂 (52),




The addition law for elliptic curves over a
general ring
In Bosma–Lenstra [33] full formulae for the addition law on an elliptic curve of the
form
𝐸/𝑅 : 𝑦2𝑧 + 𝑎1𝑥𝑦𝑧 + 𝑎3𝑦𝑧2 = 𝑥3 + 𝑎2𝑥2𝑧 + 𝑎4𝑥𝑧2 + 𝑎6𝑧3
are given that can be used to add points on an elliptic curve over a commutative
ring 𝑅 with trivial Picard group [149, p. 5].
The class of rings with trivial Picard group includes all UFDs (and hence fields),
but also all finite rings.
Lenstra [107, §3] describes how to do this addition by finding a primitive linear
























where the entries of this matrix are bidegree-(2, 2) multivariate polynomials in the
coordinates of the points to be added, with coefficients in Z[𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎6]. Each




3 ) defines a group law on an open subset of the elliptic
curve, but any one of these triples may simultaneously vanish at some geometric
points. The assumption that the Picard group of the ring be trivial is used to show
that there always exists a primitive vector, obtained as a linear combination of rows
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of the above matrix (which has all 2 × 2 minors vanishing).
However, the formulae printed there contain minor errors. In this appendix we
give the corrected formulae, obtained using the method in Bosma–Lenstra. We also
include code used to check these formulae below, in order to increase confidence
and reproducibility of this calculation.
Specifically in [33, p. 237] the function 𝑋 (2)3 should equal
𝑋
(2)





− 𝑎2𝑋1𝑋2(𝑋1𝑌2 + 𝑋2𝑌1) − 𝑎1𝑎2𝑋21𝑋
2
2 + 𝑎3𝑋2𝑌1(𝑌1𝑍2 + 2𝑌2𝑍1)
+ 𝑎1𝑎3𝑋1𝑋2(𝑌1𝑍2 − 𝑌2𝑍1) − 𝑎1𝑎3(𝑋1𝑌2 + 𝑋2𝑌1) (𝑋1𝑍2 − 𝑋2𝑍1)
− 𝑎4𝑋1𝑋2(𝑌1𝑍2 + 𝑌2𝑍1) − 𝑎4(𝑋1𝑌2 + 𝑋2𝑌1) (𝑋1𝑍2 + 𝑋2𝑍1)
− 𝑎21𝑎3𝑋
2
1𝑋2𝑍2 − 𝑎1𝑎4𝑋1𝑋2(2𝑋1𝑍2 + 𝑋2𝑍1)
− 𝑎2𝑎3𝑋1𝑋22𝑍1 − 𝑎
2
3𝑋1𝑍2(2𝑌2𝑍1 + 𝑌1𝑍2)
− 3𝑎6(𝑋1𝑌2 + 𝑋2𝑌1)𝑍1𝑍2
− 3𝑎6(𝑋1𝑍2 + 𝑋2𝑍1) (𝑌1𝑍2 + 𝑌2𝑍1) − 𝑎1𝑎23𝑋1𝑍2(𝑋1𝑍2 + 2𝑋2𝑍1)
− 3𝑎1𝑎6𝑋1𝑍2(𝑋1𝑍2 + 2𝑋2𝑍1) − 𝑎3𝑎4(2𝑋1𝑍2 + 𝑋2𝑍1)𝑋2𝑍1 (†)
− (𝑎21𝑎6 − 𝑎1𝑎3𝑎4 + 𝑎2𝑎
2
3 + 4𝑎2𝑎6 − 𝑎
2
4) (𝑌1𝑍2 + 𝑌2𝑍1)𝑍1𝑍2









− 𝑎33(𝑋1𝑍2 + 𝑋2𝑍1)𝑍1𝑍2 − 3𝑎3𝑎6(𝑋1𝑍2 + 2𝑋2𝑍1)𝑍1𝑍2











where the (†) marks the line that should be changed from their work.









1𝑌2 + (𝑎1𝑎2 − 3𝑎3)𝑋1𝑋
2
2𝑌1 (A.0.2)








+ (𝑎1𝑎4 − 𝑎2𝑎3) (2𝑋1𝑍2 + 𝑋2𝑍1)𝑋2𝑌1





− (𝑎2𝑎4 − 9𝑎6)𝑋1𝑋2(𝑋1𝑍2 + 𝑋2𝑍1)
+ (3𝑎1𝑎6 − 𝑎3𝑎4) (𝑋1𝑍2 + 2𝑋2𝑍1)𝑌1𝑍2
+ (3𝑎21𝑎6 − 2𝑎1𝑎3𝑎4 + 𝑎2𝑎
2
3 + 3𝑎2𝑎6 − 𝑎
2
4)𝑋1𝑍2(𝑋1𝑍2 + 2𝑋2𝑍1)
+ (3𝑎2𝑎6 − 𝑎24)𝑋2𝑍1(2𝑋1𝑍2 + 𝑋2𝑍1) (††)


























































+ 4𝑎1𝑎2𝑎3𝑎6 − 2𝑎1𝑎3𝑎24 + 𝑎2𝑎
2
3𝑎4











where the (††) marks the line that should be changed from their work.
All other coordinate functions of the group laws are correct as given in
Bosma–Lenstra, and can be seen in the code below.
Remark A.0.1 Note that there is also a difference in sign between the functions
below and those in Bosma–Lenstra; this has no effect, as we work projectively.
The Sage [125] code below should execute without errors, showing that the
description due to Bosma–Lenstra results in precisely the equations given above.
# Set up the variables for two points on the given curve
R.<a_1,a_2,a_3,a_4,a_6,Z_1,Y_1,X_1,Z_2,Y_2,X_2> = PolynomialRing(QQ)
Rq = R.quotient_ring(R.ideal([Z_1*Y_1^2 + a_1*X_1*Y_1*Z_1 + a_3 *Y_1\
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*Z_1^2 - X_1^3 - a_2 * X_1^2 * Z_1 - a_4 * X_1 * Z_1^2 - a_6 * \
Z_1^3,
Z_2*Y_2^2 + a_1*X_2*Y_2*Z_2 + a_3 *Y_2*Z_2^2 - X_2^3 - a_2 * X_2\
^2 * Z_2 - a_4 * X_2 * Z_2^2 - a_6 * Z_2^3 ]))
a_1,a_2,a_3,a_4,a_6,Z_1,Y_1,X_1,Z_2,Y_2,X_2 = Rq.fraction_field().\
gens()
def comment(a): # silly function that lets us write comments in long\
expressions
return 0
Z_0 = (X_1 * Z_2 - Z_1 * X_2)^3 / (Z_1 * Z_2)
lamb = (Y_1 * Z_2 - Y_2 * Z_1)/(X_1 * Z_2 - X_2 * Z_1)
nu = -(Y_1 * X_2 - Y_2 * X_1)/(X_1 * Z_2 - X_2 * Z_1)
f = lamb^2 + a_1 * lamb - (X_1 * Z_2 + X_2 * Z_1)/(Z_1*Z_2) - a_2
= -(lamb + a_1)*f - nu - a_3
assert X_1^3 == Z_1*Y_1^2 + a_1*X_1*Y_1*Z_1 + a_3 *Y_1*Z_1^2 -\
a_2 * X_1^2 * Z_1 - a_4 * X_1 * Z_1^2 - a_6 * Z_1^3
assert X_2^3 == Z_2*Y_2^2 + a_1*X_2*Y_2*Z_2 + a_3 *Y_2*Z_2^2 -\
a_2 * X_2^2 * Z_2 - a_4 * X_2 * Z_2^2 - a_6 * Z_2^3
# Rewrite Z_0 without division
Z_0 = (-Z_1^2*(Y_2^2 + a_1*X_2*Y_2 + a_3 *Y_2*Z_2^1 - a_2 * X_2^2 -\
a_4 * X_2 * Z_2^1 - a_6 * Z_2^2) + 3*X_1*Z_1^1*X_2^2 - 3*X_1^2*\
X_2*Z_2^1 + (Y_1^2 + a_1*X_1*Y_1 + a_3 *Y_1*Z_1^1 - a_2 * X_1^2 \
- a_4 * X_1 * Z_1^1 - a_6 * Z_1^2)*Z_2^2)
# Check that this is the same Z_0
assert Z_0 == Z_0







X_31 = f * Z_0
Z_31 = Z_0









Y_31 = g * Z_0










kappa = (Y_1 * Z_2 + Y_2 * Z_1 + a_1 * X_2 * Z_1 + a_3 * Z_1 * Z_2)\
/(X_1*Z_2 - X_2 * Z_1)
mu = - (Y_1 * X_2 + Y_2 * X_1 + a_1 * X_1 * X_2 + a_3 * X_1 * Z_2)/(\
X_1 * Z_2 - X_2 * Z_1)
sxz = kappa^2 + a_1 * kappa - (X_1 * Z_2 + X_2 * Z_1)/(Z_1 * Z_2) - \
a_2
syz = -(a_1 + kappa) * sxz - mu - a_3
X_32 = X_31 * syz
























# so Bosma-Lenstra p. 237 line -5
# \[ +a_{3} a_{4}\left(X_{1} Z_{2}-2 X_{2} Z_{1}\right) X_{2} Z_{1} \
\]
# should be
# \[ -a_{3} a_{4}\left(2X_{1} Z_{2} + X_{2} Z_{1}\right) X_{2} Z_{1}\
\]
Y_32 = Y_31 * syz























# line 8 of p. 238 of Bosma-Lenstra:
# \[-\left(3 a_{2} a_{6}-a_{4}^{2}\right)\left(X_{1} Z_{2}+X_{2} Z_\
{1}\right)\left(X_{1} Z_{2}-X_{2} Z_{1}\right)\]
# should read
# \[ +(3a_2a_6-a_4^2)X_2 Z_1 (2X_1Z_2 + Z_1X_2) \]
Z_32 = Z_31 * syz


















X_33 = X_31 * sxz








Y_33 = Y_31 * sxz













Z_33 = Z_31 * sxz
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