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Abstract
The proportional hazards regression model, when subjects enter the study in a staggered fashion, is
studied. A strong martingale approach is used to model the two-time parameter counting processes. It
is shown that well-known univariate results such as weak convergence and martingale inequalities can be
extended to this two-dimensional model. Strong martingale theory is also used to prove weight convergence
of a general weighted goodness-of-fit process and its weighted bootstrap counterpart.
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1. Introduction
The Cox proportional hazards regression model has been one of the most studied and
used models in statistics. The martingale approach, beginning with the dissertation of [1] and
developed by many authors [2], has been very successful in providing a theoretical framework
for counting processes, in general, and the Cox model, in particular.
We will study the Cox model with staggered entries. Here one wishes to model hazard
as a function of the duration on study. However, one also wishes to sequentially analyze the
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clinical trial in calendar time. Thus, a natural two-time parameter stochastic process results. As
pointed out in [4] “the standard [one-dimensional] martingale central limit theorem of Rebolledo
cannot be applied, at least directly”. See also [20,22] and [13]. Bilias et al. [4] proved the weak
convergence of the underlying processes using modern empirical process theory. In this paper, a
strong martingale approach will be taken to model the processes. For an introduction to strong
martingale theory, we refer to [8] and [16]. For two or more time parameters in survival analysis,
other martingale approaches have been tried, for example, weak martingales [19]. However, as
indicated by Andersen et al. [2], there is no weak martingale central limit theory. For strong
martingales, there is the functional central limit theorem of Ivanoff [14] and we will use it to
prove weak convergence of our two-time parameter processes.
Although, in practice, one cannot “see” the future in calendar time and thus one cannot “see”
the strong past, we use it as a device to prove our limit theorems. In practice, in a sequential
approach, an experimenter would use the information up to the current calendar time t to make
a decision on whether to stop the experiment and make a statistical conclusion. Since a strong
martingale is also 1-martingale, such a sequential approach can be taken.
We will assume that there are potentially infinitely many individuals with entry times denoted
by τi , failure times Ti , censoring times Ci and p × 1-dimensional vector processes Zi . Suppose
that (τi , Ti ,Ci , Z ′i ) are independent and the conditional hazard rate of Ti , given τi ,Ci , and the
covariate process {Zi (u), u ≤ s}, is λ0(s) exp(β ′ Zi (s)), the Cox proportional hazards model.
For T˜i = min{Ti ,Ci }, let
Ni (t, s) = I [τi + T˜i ≤ t, T˜i ≤ s, Ti ≤ Ci ]; Yi (t, s) = I [τi + s ≤ t, s ≤ T˜i ];
Ai (t, s) =
∫ s
0
Yi (t, u) λ0(u) exp(β ′ Zi (u)) du.
The two-parameter processes
Mi (t, s) = Ni (t, s)− Ai (t, s) (1)
and
∑n
i=1 Mi (t, s), which will be shown to converge weakly, can be considered as elements of
the space D(S), the set of all continuous from above, lamp functions with domain S, [23]. A
real-valued function x on K is a lamp function (has limits along monotone paths), if for each
sequence (tn, sn) ∈ S, which is monotone in either of the four directions (NE, NW, SE, SW),
limn→∞ x(tn, sn) exists.
Let t∗ be a time such that
lim inf
n→∞ n
−1
n∑
i=1
Yi (t
∗, t∗) > 0. (2)
Bilias et al. [4] assume (2) and point out that it requires that there be a positive proportion of
individuals whose entry times are 0. In this case, we can take S = {(t, s) : 0 ≤ s ≤ t ≤ t∗}, a
triangle. Alternately, one can view a process x on D(S) as a process x∗ on D[0, t∗]2 as follows:
take x∗(t, s) = x(t, s), if (t, s) ∈ S, and = x(t, s1), otherwise, where s1 = inf{s : 0 ≤ s and
(t, s) ∈ S}. If we re-define our processes in this way, then weak convergence will be on the space
D[0, t∗]2.
Assumption (2) may not be satisfied. For example, individuals may enter the study according
to a continuous distribution with support (0, t∗). However, one can find a point (t1, s∗), s∗ ≤ t1,
such that lim infn→∞ n−1
∑n
i=1 Yi (t1, s∗) > 0. In this latter case, we can take S = {(t, s) : 0 ≤
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s ≤ s∗, t1− s∗ ≤ t ≤ t∗∧ (s∗− t1+ s)+}, where (a∧b)+ = max{0,min{a, b}}. In general, a set
S can be chosen to be convex and to satisfy lim infn→∞
∑n
i=1 n−1Yi (t, s) > 0, for all (t, s) ∈ S.
In the next section, we state some definitions and properties of strong martingales. In Section 3
we obtain martingale results for the specific process Mi and for processes based on it. Some
of the results would not necessarily be true for all strong martingales but are proven for the
present set up. For example, M2i − Ai would not always be a strong martingale (or even a weak
martingale). However, the establishment of Lemmas 6 and 7 enables us to prove many subsequent
results which have analogues in one-dimensional martingale theory (e.g. Theorems 3–5, and
Lenglart-type inequalities). Section 4 establishes the weak convergence of our processes and
some likelihood results are proven with martingale methods. In Section 5, partial sum processes,
which can be used for model checking, are considered. A (p+ 2)-dimensional strong martingale
approach is used to obtain their large sample behavior.
2. Strong martingales
For random elements ξ in D[0, t∗]2, let Fox = σ {ξ(v) : 0 ≤ v ≤ x}, for x = (x1, x2), where
“≤” denotes the usual ordering on [0, t∗]2. Let Fx = Fx1,x2 denote the right continuous filtration
generated by ξ , that is, Fx =⋂v:v j>x j , j=1,2 Fov . Define
F (1)x1 =
∨
0≤x2
Fx1,x2; F (2)x2 =
∨
0≤x1
Fx1,x2 , (3)
where
∨
0≤v Fx1,v is the smallest σ -field generated by the union
⋃
0≤v Fx1,v , and finally, let
F∗x = F∗x1,x2 = F (1)x1 ∨ F (2)x2 .
For any process or function η on [0,∞)× [0,∞) and rectangle
D = (t, t ′] × (s, s′], t < t ′, s < s′, (4)
the value of η on D is defined as
η(D) = η(t ′, s′)− η(t ′, s)− η(t, s′)+ η(t, s). (5)
Let ξ be a random element of D[0, t∗]2 and Fox be any filtration to which ξ is adapted. Then,
ξ is a strong martingale if it is integrable, E |ξ(t, s)| < ∞ for all (t, s) ∈ [0, t∗]2, and
E[ξ(D)|F∗t,s] = 0, where D is defined in (4). Here F∗t,s denotes the information contained in
the L-shaped region Lx = {(u, v) ∈ [0, t∗]2 : u ≤ t , or v ≤ s}. We quote the following version
of Ivanoff’s functional central limit theorem for strong martingales in the space Dd = D[0, t∗]d .
Theorem 1 ([14]). For n = 1, 2 . . . ;∞, let ξn(·) ∈ Dd = D[0, t∗]d be a strong martingale. If
for each t, {ξn(t)}n is uniformly integrable, the finite dimensional distributions of ξn converge to
the corresponding ones of ξ∞, and ξ∞ has a version with almost-sure continuous sample paths,
then
ξn→D ξ∞.
The point of this result is that for strong martingales, tightness automatically follows when trying
to establish weak convergence to a process with almost-sure continuous sample paths.
1198 M.D. Burke, D. Feng / Stochastic Processes and their Applications 116 (2006) 1195–1214
3. The strong martingale Mi
Let Ft,s =∨ni=1 F it,s be the smallest σ -field containing
F it,s = σ {I[τi≤v], τi I[τi≤v], I[Ti≤u∧Ci∧(v−τi )+], Ti I[Ti≤u∧Ci∧(v−τi )+],
I[Ci≤u∧Ti∧(v−τi )+],Ci I[Ci≤u∧Ti∧(v−τi )+],
Zi (u ∧ (v − τi )+)I[τi≤v], 0 ≤ u ≤ s, 0 ≤ v ≤ t},
1 ≤ i ≤ n, where each Zi is piecewise constant with probability one and v+ = max{v, 0}. Then,
the filtration {Ft,s : t, s ≥ 0} is right-continuous. See [10] for a proof. Let D = (t0, t ′0]× (s0, s′0],
where 0 ≤ t0 < t ′0 and 0 ≤ s0 < s′0, be an arbitrary rectangle. We have
Theorem 2. The process Mi (t, s), defined by (1) is a strong martingale relative to {F∗t,s}.
The proofs of the results of this section are in Section 6. In order to reflect measurability
considerations of our integrands and that we observe the value Zi (u) when Yi (t, u) = 1, that is,
when the individual is observed to be at risk at calendar time t , we will write∫
(0,s]
Zi (u) Mi (t, du) =
∫
(0,s]
Yi (t, u)Zi (u)Mi (t, du).
Since our integrals are with respect to one variable only, we introduce the notion of
2-predictability as follows. Let Pt denote the σ -field of Ft,s generated by subsets of the form
{0} × A, A ∈ Ft,0; (a, b] × A, 0 ≤ a < b <∞, A ∈ Ft,a . We call Pt the 2-predictable σ -field.
A process H(t, s) is said to be 2-predictable, with respect to {Ft,s : t, s ≥ 0} if, for each t , as a
map from [0,∞)× Ω to R, it is measurable with respect to Pt .
A 2-predictable process can be generated by simple 2-predictable processes of the form
c0 I[0]×A0 +
∑k
j=1 c j I(a j ,b j ]×A j , where A0 ∈ Ft,0, A j ∈ Ft,s , and c j for j = 1, 2, . . . , k,
are constants. As in the one-dimensional case, the integral L(t, s) = ∫
(0,s] H(t, u) Mi (t, du) can
be well-defined as an Ft,s-adapted process. If H(t, s) is measurable with respect to Ft,s and left
continuous in s for each t , then H is 2-predictable.
Define
Ji j (t, s) =
∫ s
0
Hi j (u)Yi (t, u)Mi (t, du), j = 1, 2,
A∗i (t, s) =
∫ s
0
Hi1(u)Hi2(u)Ai (t, du),
M∗i (t, s) = Ji1(t, s)Ji2(t, s)− A∗i (t, s).
(6)
Theorem 3. If the process Yi (t, u)Hi1(u) is 2-predictable, where Hi1 is a univariate process,
then Ji1(t, s) is a strong martingale with respect to F∗(t,s).
Theorem 4. If the processes Yi (t, u)Hi j (u) are 2-predictable, j = 1, 2, where Hi j are univariate
processes, then M∗i (t, s) is a strong martingale with respect to F∗(t,s).
Theorem 5. Suppose that (Hi1, Hi2, Yi ,Mi ), i = 1, 2, . . . , n, are independent and the
conditions of Theorem 4 hold. Then, the processes
∑n
i=1 Ji j , j = 1, 2, and M∗(t, s) =∑n
i=1 M∗i (t, s) are strong martingales with respect to F∗(t,s).
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If we take Hi j ≡ 1, j = 1, 2, 1 ≤ i ≤ n, in Theorem 5, we have M2i −Ai is a strong martingale
relative to F∗t,s . Theorems 4 and 5 are not true for a general strong martingale Mi [12]. However,
for Mi defined by (1), they are. This is because of the following two lemmas.
Lemma 6. Assume the conditions of Theorem 4. If t ≤ t ′, s ≤ s′, then [Ji1(t, s′) −
Ji1(t, s)][Ji2(t ′, s)− Ji2(t, s)] = 0, for i = 1, 2, . . . , n.
Lemma 7. Under the conditions of Theorem 4, for the increment of M∗i over rectangle D =
((t, s), (t ′, s′)], we have E[M∗i (D)|F∗t,s] = E[J1i (D)J2i (D)− A∗i (D)|F∗t,s], a.s.
The first lemma of the next two is adapted without proof from Lemma 3, statement (12),
of [17].
Lemma 8. Let M(t, s) be a square integrable strong martingale. If its compensator A(t, s) is
continuous with probability one, then for any (t∗, s∗) ∈ [0,∞)× [0,∞), ε, η > 0,
P
[
sup
(t,s)≤(t∗,s∗)
|M(t, s)| ≥ ε
]
≤ P[A(t∗, s∗) > η] + ε−2E[A(t∗, s∗) ∧ 2η].
Lemma 9. Let N (t, s) = ∑ni=1 Ni (t, s), A(t, s) = ∑ni=1 Ai (t, s) and M = N − A. If the
process Yi (t, u)Hi1(u) is 2-predictable, then for any ε, η ≥ 0,
P
[
sup
(t,s)≤(t∗,t∗)
|N (t, s)| ≥ ε
]
≤ η
ε2
+ 2P
[
A(t∗, t∗) ≥
(η
4
∧ ε
2
)]
; and
P
 sup
(t,s)≤(t∗,t∗)
(
n∑
i=1
Ji1(t, s)
)2
≥ ε
 ≤ η
ε2
+ 2P
[
n∑
i=1
∫ t∗
0
H2i1(u)Ai (t
∗, du) ≥ η
4
]
.
4. Estimation and asymptotic theory
First we consider the likelihood function
L(β; t, s) =
n∏
i=1
∏
0≤u≤s
 exp(β ′Zi (u))n∑
l=1
Yl(t, u) exp(β ′l Z(u))

4Ni (t,u)
(7)
and the score process
U (β; t.s) =
n∑
i=1
∫ s
0
[Yi (t, u)Zi (u)− Z(β; t, u)]Ni (t, du)
= U2(β; t, s)−
∫ s
0
Z(β; t, u)U1(β; t, du), (8)
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where U1(β, t, s) =∑ni=1 Mi (β; t, s),U2(β; t, s) =∑i ∫ s0 Yi (t, u)Zi (u)Mi (β; t, du) and
Z(β; t, u) =
n∑
l=1
Yl(t, u)Zl(u) exp(β ′l Z(u))
n∑
l=1
Yl(t, u) exp(β ′l Z(u))
.
As pointed out by [4], U (β; t, t) is the partial likelihood score process ∇β log L(β; t, t) of the
Cox partial likelihood. Hwang [13] showed that for fixed t1, . . . , tk , U j (β, t1, s),U j (β, t2, s) −
U j (β, t1, s), . . . ,U j (β, tk, s) − U j (β, tk−1, s) are orthogonal one-dimensional martingales (in
s), where U j is the j th component of U . He studied the asymptotic behavior of U1(β; t, t) and
showed that properly normalized βˆ1 − β10 behaves like Brownian motion in an information-
based clock. Our Theorems 2 and 3, above, establish that the processes U1 and U2 are strong
martingales, which is a stronger result.
Analogous to the notation in [3], we define:
S(k)(β, t, s) = n−1
n∑
i=1
Zi (s)
⊗kYi (t, s) exp(β ′Zi (s)), k = 0, 1, and 2.
E(β, t, s) = S
(1)(β, t, s)
S(0)(β, t, s)
; Vn(β, t, s) = S
(2)(β, t, s)
S(0)(β, t, s)
− E(β, t, s)⊗2,
where, for column p-vectors a and b, a⊗ b = ab′, a matrix, and a⊗0 = 1, a⊗1 = a, a⊗2 = aa′.
Also, let ‖B‖ denote the maximum of the components of the matrix (or vector) B.
We will assume the following conditions:
Condition C1. There exists a t∗ such that λ0 is bounded on [0, t∗].
Condition C2. There exists a constant c such that the total variation |Zi (0)| +
∫ t∗
0 |dZi (u)| ≤ c,
where the first |·| denotes the L1-norm for a p-dimensional vector and the second one the L1-type
total variation for a p-dimensional vector function.
Condition C3. Let B be a neighborhood of β0. There exist s(0), a p-vector s(1) and a p × p-
matrix s(2) defined on B × S∗, where S∗ = [(t, s) : t∗ ≤ s ≤ t ≤ t∗], such that,
limn→∞ E[S(k)(β, t, s)] = s(k)(β, t, s), and the functions s(0), s(1) and s(2) are of bounded
variations and left-continuous in s for each t .
Condition C4. Let e = s(1)/s(0) and V = s(2)/s(0) − e⊗2. Then, for all β ∈ B and (s, t) ∈ S∗,
(∂/∂β)s(0)(β, t, s) = s(1)(β, t, s); (∂2/∂β2)s(0)(β, t, s) = s(2)(β, t, s)
Condition C5. Let e be defined as above, and
Kn(β0, t, s) =
n∑
i=1
E[Zi (s)Yi (t, s) exp(β ′0Zi (s))]
n∑
i=1
E[Yi (t, s) exp(β ′0Zi (s))]
. (9)
Then sup0≤t≤t∗
∫ t
0 [Kn(β0, t, s)− e(β0, t, s)]2ds → 0.
Condition C6. The function s(0) is bounded away from 0 on S∗; for k = 0, 1, 2, the family of
s(k)(·, t, s), (t, s) ∈ S∗ is equicontinuous at β0.
Condition C7. The matrix Σ (β0, t, s) =
∫ s
0 V (β0, t, u)s
(0)(β0, t, u)λ0(u)du is positive definite.
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Theorem 10. Suppose conditions C1, C2, C3 and C6 are satisfied. Then, the vector
n−1/2(U1(β0, t, s),U2(β0, t, s)) converges in distribution, in the space D p+1(S∗), to the vector
(ξ1(t, s), ξ2(t, s)), a vector-valued Gaussian process with zero mean and covariance function
E[ξ1(t1, s1)ξ1(t2, s2)] =
∫ s1∧s2
0
s(0)(β0, t1 ∧ t2, u)λ0(u)du,
E[ξ2(t1, s1)ξ ′2(t2, s2)] =
∫ s1∧s2
0
s(2)(β0, t1 ∧ t2, u)λ0(u)du,
E[ξ1(t1, s1)ξ2(t2, s2)] =
∫ s1∧s2
0
s(1)(β0, t1 ∧ t2, u)λ0(u)du.
(10)
Proof of theorem 10. Both U1 and U2 are strong martingales with expected values zero.
By the multivariate central limit theorem and regularity condition C3, the finite-dimensional
distributions of n− 12U1(β0, t, s) and n−
1
2U2(β0, t, s) converge to a multivariate normal with
mean zero and covariance matrix specified in (10). To complete the proof of weak convergence,
we must prove tightness of the vector-valued processes.
To show tightness of n− 12 (U1,U2), it suffices to prove it component-wise. Using Theorem 1,
we need only show that there are versions of Gaussian processes with covariance (10) having
continuous sample paths, almost surely. The function
∫ s1∧s2
0 s
(0)(β0, t1 ∧ t2, u)λ0(u)du and the
diagonal components of
∫ s1∧s2
0 s
(2)(β0, t1 ∧ t2, u)λ0(u)du are nondecreasing functions in (t, s),
so that
F0(t, s) =
∫ s
0 s
(0)(β0, t, u)λ0(u)du∫ t∗
0 s
(0)(β0, t∗, u)λ0(u)du
; F j (t, s) = (
∫ s
0 s
(2)(β0, t, u)λ0(u)du) j j
(
∫ t∗
0 s
(2)(β0, t∗, u)λ0(u)du) j j
,
j = 1, 2, . . . , p, are continuous distribution functions on [0, t∗] × [0, t∗]. Hence for j =
0, 1, . . . , p, there exists independent random vectors, with distribution function F j , whose
empirical process converges weakly to a Gaussian process (a so-called Kiefer process)
with continuous sample paths and with zero mean and covariance F j (t1 ∧ t2, s1 ∧ s2) −
F j (t1, s1)F j (t2, s2), [9]. Then, ξ1 and the components ξ2 j of ξ2 represent the “Wiener” part of the
Kiefer processes and hence it has a version with continuous sample paths with probability one.
By Theorem 1, the components of n− 12 (U1,U2) converge in distribution to those of n−
1
2 (ξ1, ξ2)
and hence each is tight. The covariance (10) can be deduced directly from Theorems 3–5. 
Lemma 11. For Kn is defined by (9), let
U˜ (β0; t, s) = U2(β0; t, s)−
n∑
i=1
Kn(β0; t, u)Mi (t, u). (11)
Then, under Conditions C1–C7, the score process n−1/2U (β0; t, s) of (8) and n−1/2U˜ (β0; t, s)
have the same asymptotic distribution.
See (2.8) of [4] for a proof. We obtain:
Theorem 12. Under Conditions C1–C7 n−1/2U→D ξ , in the space D p(S∗), where U =
U (β0; t, s) is defined by (8) and ξ is a vector-valued Gaussian process and mean 0 and
covariance
E[ξ(t1, s1) ξ ′(t2, s2)] = Σ (β0, t1 ∧ t2, s1 ∧ s2). (12)
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Proof of theorem 12. By Lemma 11, we need to show the weak convergence of
n−1/2U˜ (β0, t, s) to ξ . (It is sufficient to show the weak convergence of n−1/2U˜ (β0, t, s)
to ξ componentwise. Without loss of generality, we assume that the Zi are scalars.)
By Skorohod–Dudley–Wichura strong representation theorem [21], there exists versions
n−1/2
∑n
i=1 M˜i and ξ˜1 whose distributions are the same as those of n−1/2
∑n
i=1 Mi and ξ1
respectively such that
sup
(t,s)∈D∗
∣∣∣∣∣n−1/2 n∑
i=1
M˜i (t, s)− ξ˜1(t, s)
∣∣∣∣∣→ 0 a.s. (13)
Let (with β0 suppressed)
U K1 (t, s) = n−1/2
∫ s
0
Kn(t, u)
n∑
i=1
Mi (t, du); ξ e1 (t, s) =
∫ s
0
e(t, u)ξ1(t, du);
U˜ K1 (t, s) = n−1/2
∫ s
0
Kn(t, u)
n∑
i=1
M˜i (t, du); ξ˜ e1 (t, s) =
∫ s
0
e(t, u)˜ξ1(t, du).
By regularity condition C3, Kn(t, s) is of bounded variation in s uniformly in t , then (13) implies
sup(t,s)∈D∗ |U˜ K1 (t, s)− ξ˜ e1 (t, s)| → 0 a.s., by (A.2) of Lemma A.3. of [4]. Hence
U K1 =D U˜ K1 → ξ˜ e1 (t, s) =
∫ s
0
e(t, u)˜ξ1(t, du)=D
∫ s
0
e(t, u)ξ1(t, du).
Thus, U K1 is tight. Since the finite-dimensional distributions converge to those of ξ
e
1 we have
U K1 →D ξ e1 . By Lemma 6 of [23], since U2 has a continuous limiting process, U˜ (β0; t, s) =
U2(t, s)−U K1 (t, s) is tight. Since the finite-dimensional distributions of U˜ (β0; t, s) converge to
those of ξ , n−1/2U˜ = n−1/2(U2 −U K1 )→D ξ .
If the entry times τi are independent of (Ti ,Ci , Zi ), then the function Kn of (9), and hence
the functions e and V of condition C4, are independent of t . In this case, U˜ (β0; t, s) is a strong
martingale and Theorem 1 can be directly applied. The form of the covariance (12) follows
immediately from the strong martingale properties. For points (t, s) and (t ′, s′), with s ≤ s′, let
D1 be the rectangle (0, t ′] × (s, s′]. Since
E[U˜ (β0; t, s)(U˜ ′(β0; t ′, s′)− U˜ ′(β0; t ′, s))|F∗0,s]
= E[U˜ (β0; t, s)U˜ ′(β0; D1)|F∗0,s] = U˜ (β0; t, s)E[U˜ ′(β0; D1)|F∗0,s] = 0 a.s.,
then EU˜ (β0; t, s)U˜ ′(β0; t ′, s′) = EU˜ (β0; t, s)U˜ ′(β0; t, s). Also, on letting D2 = (t ′ ∧ t, t ′ ∨
t] × (0, s],
E[U˜ (β0; t ′ ∧ t, s)(U˜ ′(β0; t ′ ∨ t, s)− U˜ ′(β0; t ′ ∧ t, s))|F∗t ′∧t,0]
= U˜ (β0; t ′ ∧ t, s)E[U˜ ′(β0; D2)|F∗t ′∧t,0] = 0 a.s.
Hence EU˜ (β0; t, s)U˜ ′(β0; t ′, s) = EU˜ (β0; t ′ ∧ t, s)U˜ ′(β0; t ′ ∧ t, s), which, when divided by n,
has limit (12).
If the entry times τi depend on (Ti ,Ci , Zi ), then the function Kn of (9) would, in general,
depend on both t and s, and U˜ (β0; t, s) would not be a strong martingale. However, using
Theorem 10 and the fact that U1 and U2 are strong martingales, the limiting covariance (12)
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can be obtained from the following: for s ≤ s′ and with the argument β = β0 suppressed,
EU2(t, s)U
K
1 (t
′, s′) =
n∑
i=1
∫ s
0
Kn(t
′, u)ES(1)(t ∧ t ′, u)λ0(u)du;
EU K1 (t, s)U2(t
′, s′) =
n∑
i=1
∫ s
0
Kn(t, u)ES
(1)(t ∧ t ′, u)λ0(u)du;
EU K1 (t, s)U
K
1 (t
′, s′) =
n∑
i=1
∫ s
0
Kn(t, u)Kn(t
′, u)ES(0)(t ∧ t ′, u)λ0(u)du. 
Lemma 13. Under the regularity conditions C1–C7, if β̂n(t, s) is a maximum of the concave
function (7), then sup(t,s)∈S∗ ‖β̂n(t, s)− β0‖→a.s. 0.
See [4] for a proof.
Theorem 14. If β̂ is any consistent estimator of β0, then
sup
(t,s)≤(t∗,t∗)
∥∥∥n−1I(β̂, t, s)− Σ (β0; t, s)∥∥∥→P 0,
as n →∞, where I(β̂, t, s) =∑ni=1 ∫ s0 Vn(β̂, t, u)Ni (t, du).
Using Pollard’s uniform strong law of large numbers [18], Lemma A.3 of [4], and standard
arguments [3], conditions C1–C4 imply the result. In the case that the entry times τi are
independent of (Ti ,Ci , Zi ), the function V (β, t, s) (see condition C4) is independent of t .
Thus,
∫ s
0 V (β0, t, u)n
−1U1(t, du) is a strong martingale and Lemma 9 can be used as Lenglart’s
inequality was used in [3]. Standard arguments [4] lead to
Theorem 15. Under the regularity conditions C1–C7, {√n(β̂(t, s) − β0), t∗ ≤ s ≤ t ≤ t∗}
converges weakly to a Gaussian process η which has mean zero and covariance
E(η(t1, s1)η
′(t2, s2)) = Σ−1(β0, t1, s1)Σ (β0, t1 ∧ t2, s1 ∧ s2)Σ−1(β0, t2, s2).
An estimator of the baseline cumulative hazard function, given β, is
Λ̂(β, t, s) =
∫ s
0
[∑
i
Yi (t, u)eβ
′Yi (t,u)Zi (u)
]−1 (∑
i
Ni (t, du)
)
. (14)
Under regularity conditions C1–C7, in the space D(S˜∗),
√
n{Λ̂(β̂(t, t), t, s)− Λ0(s)} converges
in distribution to a Gaussian random field with mean 0 and covariance function∫ s1∧s2
0
λ0(u)
s(0)(t1 ∨ t2)du + Q
′(t2, s2)Σ−1(t1 ∨ t2, t1 ∨ t2)Q(t1, s1)
− Q′(t1, s1)Σ−1(t1, s1){Q(t1 ∧ t2, s1δ1 ∨ s2δ2)
− Q(t1 ∨ t2, s1δ1 ∨ s2δ2)}Σ−1(t2, s2)Q(t2, s2).
(15)
where Q(t, s) = ∫ s0 {s(1)(t, u)/s(0)(t, u)}λ0(u)du; δ1 = I[t1≤t2]; δ2 = I[t1>t2]. Especially, if
t1 = t2 = t , the covariance function (15) simplifies to E[ς(t, s1)ς(t, s2)] =
∫ s1∧s2
0
λ0(u)
s(0)(t)
du +
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Q′(t, s2)Σ−1(t, t)Q(t, s1). The function Q is independent of t , if the τi are independent of
(Ti ,Ci , Zi ).
Remark. To apply these asymptotic results, the value of the total number of individuals n
must be specified in advance. Alternately, if the entry times τi , (1, 2, . . . , n), come from a
known distribution function G, then we can replace the factor n in the above results with
Y (t, 0) = ∑ni=1 Yi (t, 0), which is the empirical distribution function of the τi , (1, 2, . . . , n).
We then obtain, under Conditions C1 to C7,(
Y (t, 0)
)−1/2
U (β0, t, s)→D (G(t))−1/2 ξ(t, s)(
Y (t, 0)
)1/2
(β̂n(t, s)− β0)→D (G(t))1/2η(t, s),
since supt |n−1
∑n
i=1 Yi (t, 0)− G(t)| → 0, as n →∞, by the Glivenko–Cantelli theorem.
5. Model checking
We wish to consider processes useful in testing the underlying proportions hazards model.
Assume (Zi , Ci , Ti , τi ), (i = 1, 2, . . . , n) are independent and identically distributed with
distribution function F0 and that given Zi (assumed to be time independent), the random
variables τi , Ti and Ci are independent.
Consider the weighted (p + 2) parameter cumulative martingale-residual process:
ψ̂
f
n (z, t, s) = n−1/2
n∑
i=1
f (Zi ) I[Zi≤z]M̂i (t, s), (16)
with z ∈ [a, b] ≡∏pl=1[al , bl ], where f is a given weight function,
M̂i (t, s) = Ni (t, s)−
∫ s
0
Yi (t, u)eβ̂(t,t)
′Zi Λ̂(t, du),
and Λ̂ is defined by (14). Lin et al. [15] consider this general process in the case τi ≡ 0. For Mi
is defined by (1), let
ψ
f
n (z, t, s) = n−1/2
n∑
i=1
f (Zi )I[Zi≤z]Mi (t, s). (17)
We will denote ψ fn by ψ1n when f (z) = 1, for all z. Let
F iz,t,s = σ {I[τi≤v], τi I[τi≤v], I[Ti≤u∧Ci∧(v−τi )+], Ti I[Ti≤u∧Ci∧(v−τi )+],
I[Ci≤u∧Ti∧(v−τi )+],Ci I[Ci≤u∧Ti∧(v−τi )+], Zi I[Zi≤z′,τi≤v],
I[Zi≤z′,τi≤v], 0 ≤ u ≤ s, 0 ≤ v ≤ t, a ≤ z′ ≤ z},
and define Fz,t,s =∨ni=1 F iz,t,s . Then, ψ fn and ψ̂ fn are measurable with respect to Fz,t,s . Define
F∗z,t,s = F∗x =
p+2∨
j=1
F ( j)x j , (18)
as in Section 2, where x = (x1, x2, . . . , x p+2) = (z, t, s) and (see (3)) F ( j)x j =
∨
x`: 6`= j Fx ,
j = 1, 2, . . . , p + 2.
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Theorem 16. The process ψ fn is a (p + 2)-dimensional strong martingale with respect to F∗z,t,s
and
ψ
f
n →D ψ∞,
in the space D([a, b)p × S∗), where S∗ is defined in Condition (C3), ψ∞ is a Gaussian process
with mean zero and covariance function:
Eψ∞(z1, t1, s1)ψ∞(z2, t2, s2) = Υ2(z1 ∧ z2, t1 ∧ t2, s1 ∧ s2),
where Υ j (z, t, s) = E
[
[ f (Zi )] j I[Zi≤z]
∫ s
0 Yi (t, u)e
β ′0Ziλ0(u)du
]
.
When comparing the asymptotic distribution of ψ̂ fn with that of ψ
f
n , additional terms
appear. In this case there are two types: one for the estimated parameters, and one because the
baseline hazard function is unknown and must be estimated. Similar to the one-time parameter
representation case of [15], we have the following representation:
ψ̂n(z, t, s) = ψ fn (z, t, s)−
∫ t
0
g(β0, z, t, u)n
−1/2
n∑
i=1
Mi (t, du)
−Wn(z, t, s)U˜ (β0, t, t), (19)
where U˜ is defined by (11), g(β0, z, t, u) = Υ1(z, t, s)/Υ0(b, t, s),
Wn(z, t, s) = n−1J −1(β0, t)
n∑
k=1
∫ s
0
Yk(t, u)eβ
′
0Zk f (Zk)I[Zk≤z]
× {Zk − K (β0, t, u)} λ0(u)du,
K = Kn (independent of n) is defined by (9) and J (β, t) is minus the derivative (with respect to
β) matrix of U (β, t, t). We have
Theorem 17. ψ̂n→D ς , in the space D([a, b)p× S˜∗), where ς is a mean zero Gaussian process
with representation
ς(z, t, s) = ψ f∞(z, t, s)−
∫ t
0
g(β0, z, t, u) ψ
1∞(b, t, du)−W (z, t, s)ξ(t, t),
where W (z, t, s) = limn→∞ EWn(z, t, s), and (ψ f∞, ψ1∞, ξ) are jointly Gaussian with mean
zero and covariance calculated from
Eψ f∞(z1, t1, s1)ψ1∞(z2, t2, s2) = Υ1(z1 ∧ z2, t1 ∧ t2, s1 ∧ s2),
Eψ1∞(z1, t1, s1)ψ1∞(z2, t2, s2) = Υ0(z1 ∧ z2, t1 ∧ t2, s1 ∧ s2),
Eψ f∞(z, t1, s)ξ(t2, t2) = E
∫ s
0
(Zi − K (β0, t2, u)) f (Zi )I[Zi≤z]Yi (t1 ∧ t2, u)eβ
′
0ZiΛ0(du)
E[ξ(t1, t2)]2 = E
∫ t1∧t2
0
(
Zi − K (β ′0, t1 ∧ t2, u)
)2 Yi (t1 ∧ t2, u)eβ0ZiΛ0(du).
The limiting process in Theorem 17 has a complicated distribution that depends on unknown
quantities including the baseline hazard rate and, in general, the value of β. In order to use this
result one needs to be able to approximate the asymptotic significance points of the distribution.
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The weighted bootstrap technique is a useful tool. We refer to [7] and [15] in the present setup
when t is fixed.
Let $1,$2, . . . ,$n be i.i.d. random variables, independent of τi , Ti ,Ci , Zi , i = 1, 2, . . . n,
with zero mean and variance one. Define the processes U$1 (t, u) =
∑n
i=1 Ni (t, u)$i ,
U$2 (t, s) =
∑n
i=1
∫ s
0 Yi (t, u)Zi (u)Ni (t, du)$i ,
U$ (β; t, s) = U$2 (t, s)−
∫ s
0
Z(β; t, u)U$1 (t, du),
ψ̂$n (z, t, s) = ψ f$n (z, t, s)−
∫ t
0
gn(β̂(t, t), z, t, u)n
−1/2U$1 (t, du)
− Ŵn(β̂(t, t), z, t, s)U$ (β̂(t, t), t, t), (20)
where, for Λ̂ defined by (14),
gn(β, z, t, s) =
n∑
i=1
f (Zi ) I[Zi≤z]Yi (t, s)eβ
′Zi
n∑
i=1
I[Zi≤z]Yi (t, s)eβ
′Zi
,
Ŵn(β, z, t, s) = n−1J −1(β, t)
n∑
k=1
∫ s
0
Yk(t, u)eβ
′Zk f (Zk)I[Zk≤z]
× {Zk − Z(β0, t, u)} Λ̂(β̂(t, t), t, du),
ψ
f$
n (z, t, s) = n−1/2
n∑
i=1
f (Zi ) I[Zi≤z] Ni (t, s)$i . (21)
Not only is (21) a strong martingale, the following theorem establishes that it is
also a strong martingale given the data (τi , Ti ,Ci , Zi ), i = 1, . . . , n. Let F i$z,t,s =
σ {τi , Ti ,Ci , Zi , I[Zi≤z′]Ni (u, v)$i , Ni (u, v)$i , 0 ≤ u ≤ s, 0 ≤ v ≤ t, a ≤ z′ ≤ z}, and
F$∗z,t,s be defined like (18), with F i$z,t,s replacing F iz,t,s .
Theorem 18. The process ψ f$n of (21) is a strong martingale with respect to F$∗z,t,s . Along
almost all sample sequences, (τi , Ti ,Ci , Zi ), i = 1, . . ., given {(τi , Ti ,Ci , Zi ), i = 1, . . . , n}, in
the space D([a, b)p × S˜∗), ψ f$n →D ψ f∞.
Along almost all sample sequences, (τi , Ti ,Ci , Zi ), i = 1, . . ., given {(τi , Ti ,Ci , Zi ), i =
1, . . . , n}, in the space D([a, b)p × S˜∗), ψ̂$n →D ς .
If we replace the indicator function in (16) by 1[β̂(t,t)′Zi≤v], we obtain a process that can be
used to test for the exponential link function. Similar to Theorem 16, we would obtain a three-
dimensional strong martingale and convergence results similar to those obtained in Theorem 16
to Theorem 18 hold.
6. Proofs of the main theorems
6.1. Proofs of the strong martingale theorems of section 3
Proof of theorem 2. As defined, Mi is adapted to Ft,s . To prove that E(Mi (D)|F∗t0,s0) = 0, a.s.
over any rectangle D = (t0, t ′0] × (s0, s′0], we will show that
∑7
j=1 E(IEi j Mi (D)|F∗t0,s0) = 0,
a.s., where Ei j is defined by (23) below.
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Fig. 1. Seven sets.
First we partition the first quadrant into seven disjoint sets E1, E2, E3, E4, E5, E6, and E7,
where
E1 = {(t, s) : 0 ≤ t ≤ s + (t0 − s′0), s > s′0},
E2 = {(t, s) : 0 ≤ t ≤ t0, s0 < s ≤ s′0},
E3 = {(t, s) : 0 ≤ t ≤ t0, 0 ≤ s ≤ s0},
E4 = {(t, s) : t0 < t ≤ t ′0, 0 ≤ s ≤ s0},
E5 = {(t, s) : t > t ′0, 0 ≤ s < t − (t ′0 − s0)},
E6 = {(t, s) : t > t0, t − (t0 − s0) ≤ s < t − (t0 − s′0)},
E7 = {(t, s) : s + (t0 − s0) < t ≤ s + (t ′0 − s0), s > s0}.
(22)
Please refer to Fig. 1 for a graphical portrayal of these seven sets. For individual i , the end point
(T˜i + τi , T˜i ) of its line in the Lexis diagram will fall into one of these seven sets. Therefore, for
j = 1, 2, . . . , 7, define the set Ei j as
Ei j = {ω : (T˜i (ω)+ τi (ω), T˜i (ω)) ∈ E j }, (23)
where E j is defined by (22). Consequently, for each i , the sample space is partitioned into the
seven sets, i.e. Ω = ∪7j=1 Ei j and Eil ∩ Eik = φ for l 6= k.
For simplicity, throughout the following, we suppress the subscript 0 from the coordinates of
the rectangle (t0, t ′0]×(s0, s′0]. It is easy to establish that IEi j Mi (D) = 0, a.s. for j = 1, 2, . . . , 5.
For the remaining two cases, let s∗ = sup{u : Yi (t, u) = 1} and s∗∗ = sup{v : Yi (t ′, v) = 1}.
For each fixed t , s∗ is an Ft,s-stopping time, i.e. [s∗ < s] ∈ F it,s ⊂ Ft,s , for all s ≥ 0 [6]. Since
F it,s ⊆ F it ′,s , [s∗ < s] ∈ F it ′,s ⊂ Ft ′,s , for all s ≥ 0. It follows that s∗ is also an Ft ′,s-stopping
time. Let Ft ′,s∗ consist of all sets A ∈ ∨s≥0 Ft ′,s such that A ∩ [s∗ < s] ∈ Ft ′,s for all s ≥ 0,
then Ft ′,s∗ itself is a σ -field by T36, A1 in [6]. Heuristically, Ft ′,s∗ contains all the information
available by time s∗. Similarly, for fixed t ′, s∗∗ is an Ft ′,s-stopping time.
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Then consider the case Ei6. Define two rectangles
D1 = (t, t ′] × (s∗, s′] and D2 = (t, t ′] × (s, s∗].
Note that D1 ∩ D2 = φ and D = D1 ∪ D2. Since Yi (v, u) = 1 and Ni (v, u) = 0 for
any (v, u) ∈ D2, Mi,Ei6(D2) = 0, a.s. Also, IEi6 [Mi (t, s∗∗ ∧ s′) − Mi (t, s∗)] = 0, a.s.
Thus, IEi6Mi (D) = IEi6Mi ((D1)) = IEi6Mi (t ′, s∗∗ ∧ s′) − IEi6Mi (t ′, s∗), a.s. To prove
E[IEi6Mi (D)|F∗t,s] = 0, a.s., we need to prove that for any set G∗ ∈ F∗t,s ,∫
G∗
IEi6Mi (D)dP = 0. (24)
The collection G of sets ∩nl=1 Gl , where each Gl is of the form
Gl =
k⋂
j=1
{(I[τl≤t j ], τl I[τl≤t j ], I[Tl≤s j∧Cl∧(t j−τl )+], Tl I[Tl≤s j∧Cl∧(t j−τl )+],
I[Cl≤s j∧Tl∧(t j−τl )+],Cl I[Cl≤s j∧Tl∧(t j−τl )+], Zl((s j ∧ (t j − τl)+)+)I[τl≤t j ]) ∈ B j },
(25)
is a pi -system that generates F∗t,s . Hence, we only need to prove that for any set ∩nl=1 Gl ,∫
∩nl=1 Gl IEi6Mi (D)dP = 0. By Lemma 19, Gi ∩ Ei6 ∈ F
i
t ′,s∗ . By the independence of the
sets Gl ∩ Ei6 and Gl , l 6= i ,∫
∩nl=1 Gl
IEi6Mi (D)dP =
∫
∩l 6=i Gl
dP
∫
Gi∩Ei6
Mi (D)dP
=
∏
l 6=i
P(Gl)
∫
Gi∩Ei6
[Mi (t ′, s∗∗ ∧ s′)− Mi (t ′, s∗)]dP.
Since for any given t ′, Mi (t ′, s) is a one-dimensional martingale in s, and s∗∗ ∧
s′ is a stopping time, therefore E[Mi (t ′, s∗∗ ∧ s′) − Mi (t ′, s∗)|Ft ′,s∗ ] = 0, a.s.,
by the Optional Sampling Theorem [11]. That is, for Gi ∩ Ei6 ∈ F it ′,s∗ , we
have
∫
Gi∩Ei6
{
Mi (t ′, s∗∗ ∧ s′)− Mi (t ′, s∗)
}
dP = 0. So (24) is proven. Therefore,
E(IEi6Mi (D)|F∗t,s) = 0, a.s.
Using Lemma 20 below, E(IEi7Mi (D)|F∗t,s) = 0, a.s., by an argument similar to that for
IEi6Mi (D). Hence Theorem 2 is proven. 
The following two lemmas were used in the above proof:
Lemma 19. For j = 1, 2, . . . , k, let B j = B j1 × B j2 × · · · × B j (p+6) where B jl , l =
1, 2, . . . , p + 6, is a rectangle in [0,∞) or (−∞,∞). Let Gi be the collection of all sets of
the form (25) with l = i , for some k, where (t j , s j ) ∈ [0, t] × [0,∞)∪ [0,∞)× [0, s]. Then, for
any Gi ∈ Gi , there exists a G ′i such that
Ei6 ∩ Gi = Ei6 ∩ G ′i , (26)
where G ′i is a set of form
M.D. Burke, D. Feng / Stochastic Processes and their Applications 116 (2006) 1195–1214 1209
G ′i =
k⋂
j=1
{(I[τi≤t ′j ], τi I[τi≤t ′j ], I[Ti≤s′j∧Ci∧(t ′j−τi )+], Ti I[Ti≤s′j∧Ci∧(t ′j−τi )+],
I[Ci≤s′j∧Ti∧(t ′j−τi )+],Ci I[Ci≤s′j∧Ti∧(t ′j−τi )+],
Zi (s
′
j ∧ (t ′j − τi )+)I[τi≤t ′j ]) ∈ B j },
and (t ′j , s′j )  (t, s∗). Hence Ei6 ∩ Gi ∈ F it ′,s∗ .
Lemma 19 states that for any generating set Gi of the strong past F i∗t,s , Ei6 ∩ Gi = Ei6 ∩ G ′i ,
where G ′i belongs to F it ′,s∗ , the past of the stopping time s∗. Hence Ei6 ∩ Gi belongs to F it ′,s∗ .
Proof of lemma 19. Let X denote any of the seven generators of F it,s : I[τi≤t], τi I[τi≤t],
I[Ti≤s∧Ci∧(t−τi )+], Ti I[Ti≤s∧Ci∧(t−τi )+], I[Ci≤s∧Ti∧(t−τi )+], Ci I[Ci≤s∧Ti∧(t−τi )+], and Zi (s ∧ (t −
τi )
+)I[τi≤t]. On the set Ei6, define G ′i as follows:
t ′j = t j , s′j = s j , if t j ≤ t, s j ≤ s∗
t ′j = t j , s′j = s∗, if t j ≤ t, s∗ < s j
t ′j = t j , s′j = s∗, if t j > t, s j ≤ s.
With G ′i so defined, the equation X (t ′j , s′j ) = X (t j , s j ) holds and hence (26) is proven. Since
Ei6 ∩ Gi ∈ F it,s∗ and F it,s∗ ⊂ F it ′,s∗ , Ei6 ∩ Gi ∈ F it ′,s∗ . 
Lemma 20. Let B j , j = 1, 2, . . . , k, and Gi be defined as in Lemma 19. Then, for any Gi ∈ Pi ,
there exists a G ′i such that
Ei7 ∩ Gi = Ei7 ∩ G ′i , (27)
where G ′i is a set of form
G ′i =
k⋂
j=1
{(I[τi≤t ′j ], τi I[τi≤t ′j ], I[Ti≤s′j∧Ci∧(t ′j−τi )+], Ti I[Ti≤s′j∧Ci∧(t ′j−τi )+],
I[Ci≤s′j∧Ti∧(t ′j−τi )+],Ci I[Ci≤s′j∧Ti∧(t ′j−τi )+],
Zi (s
′
j ∧ (t ′j − τi )+)I[τi≤t ′j ]) ∈ B j },
and (t ′j , s′j ) ≤ (t ′, s). Hence Ei7 ∩ Gi ∈ F it ′,s .
Similar to Lemma 19, Lemma 20 states that for any generating set Gi of the strong past F i∗t,s ,
Ei7 ∩ Gi ∈ F it ′,s .
Proof of lemma 20. Let X denote any of Ni , Yi , or Yi Zi . On the set Ei7, define G ′i as follows:
t ′j = t j , s′j = s j , if t j ≤ t ′, s j ≤ s
t ′j = t j , s′j = s, if t j ≤ t, s < s j
t ′j = t ′, s′j = s j , if t j > t ′, s j ≤ s.
With G ′i so defined, the equation X (t ′j , s′j ) = X (t j , s j ) holds. Hence, (27) is proven.
Consequently, Ei7 ∩ G ′i ∈ F it ′,s . 
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Note that Gi defined as in (25) is closed under finite intersections. So Gi is a pi -system
generating the σ -field F i∗t,s [5].
Proof of lemma 6. We have two cases.
(i) Suppose τi ≤ t − s. If T˜i ≤ s, then Ni (t ′, s) = Ni (t, s) = δi . For u < T˜i ,
Yi (t ′, u) = Yi (t, u) = 1. For T˜i ≤ u, Yi (t ′, u) = Yi (t, u) = 0. Hence Mi (t ′, u) = Mi (t, u)
for u ≤ s and hence Ji2(t ′, s)− Ji2(t, s) = 0.
If u < T˜i , then Ni (t ′, s) = Ni (t, s) = 0 and Yi (t ′, u) = Yi (t, u) = 1, for u ≤ s. Again,
Ji2(t ′, s)− Ji2(t, s) = 0.
(ii) Suppose t − s < τi . Then, Yi (t, u) = 0, for s ≤ u ≤ s′. If (τi + T˜i , T˜i ) belongs to
the triangle with vertices (t − s, 0), (t, 0), (t, s), then Ni (t, s′) = Ni (t, s) = δi ; otherwise
Ni (t, s′) = Ni (t, s) = 0. In either case, Mi (t ′, u) = Mi (t, u), for s ≤ u ≤ s′, and hence
Ji1(t, s′)− Ji1(t, s) = 0. Consequently, the Lemma 6 is proven. 
Proof of lemma 7. For rectangle D of (4), recall (5). We have
M∗i (t ′, s′)− M∗i (t ′, s)
=
∫ s′
s
Hi1(u)Yi (t
′, u)Mi (t ′, du)
∫ s
0
Hi2(v)Yi (t
′, v)Mi (t ′, dv)
+
∫ s
0
Hi1(u)Yi (t
′, u)Mi (t ′, du)
∫ s′
s
Hi2(v)Yi (t
′, v)Mi (t ′, dv)
+
∫ s′
s
Hi1(u)Yi (t
′, u)Mi (t ′, du)
∫ s′
s
Hi2(v)Yi (t
′, v)Mi (t ′, dv)
− {A∗i (t ′, s′)− A∗i (t ′, s)} = 4∑
j=1
ζ1 j , say.
Similarly, the increment M∗i (t, s′)− M∗i (t, s) equals∫ s′
s
Hi1(u)Yi (t, u)Mi (t, du)
∫ s
0
Hi2(v)Yi (t, v)Mi (t, dv)
+
∫ s
0
Hi1(u)Yi (t, u)Mi (t, du)
∫ s′
s
Hi2(v)Yi (t, v)Mi (t, dv)
+
∫ s′
s
Hi1(u)Yi (t, u)Mi (t, du)
∫ s′
s
Hi2(v)Yi (t, v)Mi (t, dv)
− {A∗i (t, s′)− A∗i (t, s)} = 4∑
j=1
ζ2 j , say.
Then, ζ11 − ζ21 equals∫ s′
s
H1(u)Yi (t
′, u)Mi (t ′, du)
∫ s
0
H2(v)[Yi (t ′, v)Mi (t ′, dv)− Yi (t, v)Mi (t, dv)]
+
∫ s′
s
H1(u)[Yi (t ′, u)Mi (t ′, du)− Yi (t, u)Mi (t, du)]
∫ s
0
H2(v)Yi (t, v)Mi (t, dv).
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By Lemma 6, the first term above equals zero. Since
∫ s
0 H2(v)Yi (t, v)Mi (t, dv) is measurable
with respect to F∗t,s , by Theorem 3,
E(ζ11 − ζ21|F∗t,s) = E
(∫ s′
s
H1(u)
[
Yi (t
′, u)Mi (t ′, du)− Yi (t, u)Mi (t, du)
] |F∗t,s
)
×
∫ s
0
H2(v)Yi (t, v)Mi (t, dv) = 0 a.s.
By the same argument, E(ζ12 − ζ22|F∗t,s) = 0, a.s.
For the third terms, ζ13 − ζ23 equals∫ s′
s
H1(u)Yi (t
′, u)Mi (t ′, du)
∫ s′
s
H2(v)[Yi (t ′, v)Mi (t ′, dv)− Yi (t, v)Mi (t, dv)]
+
∫ s′
s
H1(u)[Yi (t ′, u)Mi (t ′, du)− Yi (t, u)Mi (t, du)]
∫ s′
s
H2(v)Yi (t, v)Mi (t, dv).
We can write the first term above as∫ s′
s
H1(u)[Yi (t ′, u)Mi (t ′, du)− Yi (t, u)Mi (t, du)]
×
∫ s′
s
H2(v)[Yi (t ′, v)Mi (t ′, dv)− Yi (t, v)Mi (t, du)]
+
∫ s′
s
H1(u)Yi (t, u)Mi (t, du)
∫ s′
s
H2(v)[Yi (t ′, v)Mi (t ′, dv)− Yi (t, v)Mi (t, dv)].
(28)
Since
∫ s′
s H1(u)Yi (t, u)Mi (t, du) is measurable with respect to F∗t,s , by Theorem 3, the
conditional expectation of the second term of (28), given F∗t,s , equals zero, almost surely.
Hence, we have E(ζ13 − ζ23|F∗t,s) = E(J1i (D)J2i (D)|F∗t,s). Since E(ζ14 − ζ24|F∗t,s) =
−E(A∗i (D)|F∗t,s), Lemma 7 is proven. 
Proof of theorem 4. Like the proof of Theorem 2, we consider the seven cases. By direct
calculation, it is easy to establish that E(IEi j M
∗
i (D)|F∗t,s) = 0 a.s. for j = 1, 2, . . . , 5. By
Lemma 7,
IEi6M
∗
i (D) = IEi6{J1i (D)J2i (D)− A∗i (D)}
= IEi6{[J1i (t ′, s∗∗ ∧ s′)− J1i (t ′, s∗)][J2i (t ′, s∗∗ ∧ s′)− J2i (t ′, s∗)]
− [A∗i (t ′, s∗∗ ∧ s′)− A∗i (t ′, s∗)]}
= IEi6 [M∗i (t ′, s∗∗ ∧ s′)− M∗i (t ′, s∗)].
Since M∗i (t ′, s) is an F it ′,s-martingale for fixed t ′, following the same argument as in the case of
Ei6 of Theorem 2, E(M∗i,Ei6(D)|F∗t,s) = 0 a.s.
For case Ei7:
IEi7M
∗
i (D) = IEi7{J1i (D)J2i (D)− A∗i (D)}
= IEi7{M∗i (t ′, s∗∗ ∧ s′)− M∗i (t ′, s).}
As in the proof of Theorem 2, E(IEi7M
∗
i (D)|F∗t,s) = 0 a.s. 
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Proof of lemma 9. From the definition of M , we know that M is a strong martingale. Since
A ≥ 0, increasing and continuous, we have sup(t,s)≤(t∗,t∗) |N (t, s)| ≤ sup(t,s)≤(t∗,t∗) |M(t, s)| +
A(t∗, t∗). Hence
P
[
sup
(t,s)≤(t∗,t∗)
|N (t, s)| ≥ ε
]
≤ P
[
sup
(t,s)≤(t∗,t∗)
|M(t, s)| ≥ ε
2
]
+ P
[
A(t∗, t∗) ≥ ε
2
]
.
Since A(t, s) =∑ni=1 Ai (t, s) has continuous sample paths, the increment A((t−, s−), (t, s)] =
0, so that P[sup(t,s)≤(t∗,t∗) A((t−, s−), (t, s)] ≤ η2 ] = 1, for any η > 0. Using Lemma 8, for the
square-integrable strong martingale M ,
P
[
sup
(t,s)≤(t∗,t∗)
|N (t, s)| ≥ ε
]
≤ η
ε2
+ P
[
A(t∗, t∗) ≥ η
4
]
+ P
[
A(t∗, t∗) ≥ ε
2
]
≤ η
ε2
+ 2P
[
A(t∗, t∗) ≥ η
4
∧ ε
2
]
.
The second statement follows from Lemma 8 since(
n∑
i=1
∫ s
0
Yi (t, u)Hi (u)Mi (t, du)
)2
−
n∑
i=1
∫ s
0
H2i (u)Ai (t, du)
is a strong martingale and
∑n
i=1
∫ s
0 H
2
i (u)Ai (t, du) is nondecreasing and continuous. 
6.2. Proofs of Theorems 16–18
Proof of theorem 16. Let F ( j)0 denote the j th marginal of F0 and let φ0 : [a, b] × (R+)3 →
[0, 1]p × (R+)3 be defined by φ0(z1, . . . , z p, x1, x2, x3) = (F (1)0 (z1), . . . , F (p)0 (z p), x1, x2, x3).
Then, φ0 has an inverse ((F
(1)
0 )
−1(q1), . . . , (F (p)0 )−1(qp), x1, x2, x3), where each (F
( j)
0 )
−1(q j )
is the usual one-dimensional inverse. There exists a distribution function F1 on [0, 1]p × (R+)3,
with its first p marginal distribution functions uniform on [0, 1], such that F0(z1, . . . , x1, x2, x3)
= F1(φ0(z1, . . . , x1, x2, x3)). Let (Ui ,Ci , Ti , τi ) be an i.i.d. sequence with distribution function
F1, where Ui is p-dimensional, and let FU denote the joint distribution function of Ui . Let
φ : [a, b] → [0, 1]p be defined by φ(z1, . . . , z p) = (F (1)0 (z1), . . . , F (p)0 (z p)) with inverse φ−1.
Then, for z ∈ [a, b], FU (φ(z)) is the distribution function of the Zi . Hence
{ψ fn (z, t, s) : z ∈ [a, b], 0 ≤ t, 0 ≤ s, i = 1, . . . , n}
= D{ψ fn (φ(z), t, s) : z ∈ [a, b], 0 ≤ t, 0 ≤ s, i = 1, . . . , n},
where Zi = φ−1(Ui ) and ψ fn (q, t, s) = n−1/2
∑n
i=1 I[Ui≤q] f (φ−1(Ui ))Mi (t, s). Then, each
term of the above summation is a (p + 2)-dimensional strong martingale and hence ψ fn is, also.
To prove weak convergence, the finite-dimensional distributions of ψ
f
n are sums of
independent random vectors with zero mean and covariance given by
Eψ
f
n (q, t, s)ψ
f
n (q
′, t ′, s′) = Υ2(q ∧ q ′, t ∧ t ′, s ∧ s′), (29)
where Υ2(q, t, s) =
∫ ∫
B(q,t,s,r)[ f (φ−1(q))]2h(u, q)eβ
′
0φ
−1(q)λ0(u)duFU (dq)Fτ (dr), Fτ is
the distribution function of τi , h(u, q) = E
[
I[u<Ti∧Ci ]|Zi = φ−1(q)
]
and B(q, t, s, r) =
[0, q1] × · · · × [0, qp] × [0, s ∧ (t − r)+]. Hence the finite-dimensional distributions converge
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to those of a Gaussian process ψ
f
∞ with covariance (29). Since Υ2 is continuous, this process
has a version with a.s. continuous sample paths and by Theorem 1, ψ
f
n →D ψ f∞ and hence
ψ
f
n (z, t, s)→D ψ f∞(φ(z), t, s). 
Proof of theorem 17. Similar to the proof of Theorem 16, we can modify the process ψ̂n as
follows: let
ψ̂n(q, t, s) = ψ fn (q, t, s)−
∫ t
0
g(β, q, t, u)n−1/2
n∑
i=1
Mi (t, du)
−W n(q, t, s)U˜ (β0, t, t), (30)
where q ∈ [0, 1]p and g(β, q, t, u) = Υ1(q, t, u)/Υ0(b, t, u),
W n(q, t, s) = n−1J −1(β0, t)
n∑
k=1
∫ s
0
Yk(t, u)eβ
′φ−1(Uk ) f (φ−1(Uk))I[Uk≤q]
×
{
φ−1(Uk)− K (β0, t, u)
}
Mi (t, du).
Convergence of the finite-dimensional distributions is straightforward. As to tightness, since the
first two terms of (30) converge to Gaussian processes with continuous sample paths, by Lemma
6a of [23], we can prove tightness term by term. Lin et al. [15] proved tightness of the first and
third terms of (30) in the case of non-staggered entries. However, their method is not appropriate
for the second term. Our Theorem 16 implies tightness of the first term. For the second term, since
ψ1n →D ψ1∞, we can use the Skorohod–Dudley–Wichura representation theorem. On a single
probability space, one can define ψ˜1n and ψ˜
1 such that ψ˜1n =D ψ1n , ψ˜1=D ψ1∞ and, almost surely,
supq,t,s |ψ˜1n (q, t, s) − ψ˜1(q, t, s)| → 0, a.s. Since g(β0, q, t, u) is of bounded variation in u,
uniformly in q and t , the difference | ∫ s0 g(β0, q, t, u)ψ˜1n (b, t, du)−∫ s0 g(β0, q, t, u)ψ˜1(b, t, du)|
converges to zero almost surely, uniformly in q , t and s. Thus, the second term of (30) converges
in distribution and hence is tight.
Similar to the non-staggered case in [15], Wn → W , almost surely, uniformly in q, t and s,
while U˜1(β0, t, t) converges in distribution to ξ(t, t) and hence the third term of (30) is tight.
Consequently, ψ̂n→D ς in the space D([0, 1]p × S˜∗). Since ψ̂n(φ(z), t, s) and ψ̂n(z, t, s)
have the same distribution, ψ̂n(z, t, s)→D ς(φ(z), t, s), in the space D([a, b)p × S˜∗), where
ς(φ(·), ·, ·)=D ς(·, ·, ·), and hence the theorem. 
Proof of theorem 18. The process υi (z, t, s) = f (Zi ) I[Zi≤z]Ni (t, s)$i is clearly measurable
with respect to F iwz,t,s . Let D be the rectangle subtended by the points x = (z, t, s) and
x ′ = (z′, t ′, s′) with x ≤ x ′. Let Di = [t ≤ τi + T˜i ≤ t ′, s ≤ T˜i ≤ s′, Ti ≤ Ci , z ≤ Zi ≤ z′].
Then, IDci υi (D) = 0. Also, E[IDiυi (D)|F$∗z,t,s] = IDi f (Zi )E[$i |F$∗z,t,s] = 0 a.s., since the
$i have zero mean and are independent of (τi , Ti ,Ci , Zi ). Hence υi is a strong martingale and
hence so is ψ f$n .
Without loss of generality, we can assume that the Zi have a continuous distribution function.
(Otherwise, we can use the copula function φ of Theorems 16 and 17.) Given (τi , Ti ,Ci , Zi ), i =
1, 2, . . . , n, the finite-dimensional distribution of ψ f$n is that of a sum of independent random
variables with mean zero and covariance of the form
∑n
i=1[ f (Zi )]2 I[Zi≤z1∧z2] Ni (t1∧t2, s1∧s2),
which converges a.s. to Υ2(z1 ∧ z2, t1 ∧ t2, s1 ∧ s2). By the multivariate central limit theorem,
its finite-dimensional distributions converge to those of ψ∞, along almost all sample sequences,
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(τi , Ti ,Ci , Zi ), i = 1, . . ., given {(τi , Ti ,Ci , Zi ), i = 1, . . . , n}. Hence, by Theorem 1, the
weak convergence of ψ f$n is proven. In a similar fashion, one can prove the last statement of
Theorem 18. 
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