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It is straightforward to calculate the conductance of a quantum device once all its scattering cen-
ters are fully specified. However, to do this in reverse, i.e., to find information about the composition
of scatterers in a device from its conductance, is an elusive task. This is particularly more chal-
lenging in the presence of disorder. Here we propose a procedure in which valuable compositional
information can be extracted from the seemingly noisy spectral conductance of a two-terminal dis-
ordered quantum device. In particular, we put forward an inversion methodology that can identify
the nature and respective concentration of randomly-distributed impurities by analyzing energy-
dependent conductance fingerprints. Results are shown for graphene nanoribbons as a case in point
using both tight-binding and density functional theory simulations, indicating that this inversion
technique is general, robust and can be employed to extract structural and compositional informa-
tion of disordered mesoscopic devices from standard conductance measurements.
Structures whose dimensions are comparable to or
smaller than the electronic mean free path display trans-
port features not associated with the classical ohmic be-
haviour [1]. These are quantum features found by solving
the Schrödinger equation once the system Hamiltonian
is known. Indeed, it is straightforward to describe how
current flows in a quantum device by calculating its con-
ductance once all scattering centres are specified. How-
ever, to do this in reverse, i.e., to find information about
scatterers in a quantum device by simply looking at its
conductance is rather challenging. This is a kind of In-
verse Problem (IP) which consists of obtaining from a set
of observations the causal factors that generated them in
the first place. IP are intrinsic parts of numerous visual-
ization tools [2–5] but are not as common in the quantum
realm, and even less so in the presence of disorder.
Disorder makes the description of the impurity po-
tential by inverse scattering methods quite a daunting
task. Multiple scattering depends on the scatterers’ loca-
tions and therefore likely to affect the electronic dynam-
ics in seemingly unpredictable ways. To make matters
worse theory shows that quantum interference in chaotic
[6] and/or diffusive systems [7] gives rise to fluctuations
whose statistical properties are universal, i.e. system in-
dependent, indicating that standard IP methods are nei-
ther practical nor useful in such situations.
Here we give a different twist to quantum IP ap-
proaches and demonstrate that, instead of detrimental,
disorder may be actually beneficial to extracting infor-
mation about scattering centres in a quantum device.
In particular, we focus on the energy-dependent conduc-
tance of a quantum system, hereafter referred to as the
conductance spectrum, which will serve as the only in-
put of the inversion procedure described here. This is
a quantity normally obtained by standard experimental
setups of a gated two-terminal device but may also be
found by calculation once the underlying Hamiltonian is
fully specified. Here we introduce our inversion method-
ology by using the latter as a proxy for the former, i.e,
calculated conductance spectra representing their exper-
imental equivalent. The advantage of using calculated
input functions is that we can refer back to the Hamil-
tonian that generated them in the first place, making it
possible to assess the success of the inversion procedure.
Let us start by defining the system to be used through-
out the manuscript. It consists of two electrodes sep-
arated by a scattering region of length L and width
W , as illustrated in Fig. 1(a), a rather typical setup
of electronic transport. The distinction between the
leads and the central region is that the latter contains
impurities as scattering centres [8]. In the linear re-
sponse regime, the Landauer conductance reads G =
2e2/h
∫
dE(−∂f/∂E)Γ(E), where f(E) is the Fermi dis-
tribution and Γ(E) is the dimensionless conductance (or
transmission) given by [9, 10]
Γ(E) = tr
[
Gr(E)ΓR(E)G
a(E)ΓL(E)
]
(1)
Here Gr (Ga = [Gr]†) is the full retarded (advanced)
Green function and ΓL (ΓR) is the line width function
accounting for the injection and lifetime of states in the
left (right) contact. For simplicity, we consider the zero-
temperature limit G = 2e2/hΓ(E). Thermal corrections
will be shown to have little effect on our procedure.
The expression for Γ in Eq. (1) is model-independent,
i.e., once the Hamiltonian is known one can find the cor-
responding Green function and obtain the energy depen-
dent conductance of the system [9]. We focus on sys-
tems with relatively simple electronic structures, namely
graphene nanoribbons (GNR). Although not an essen-
tial requirement, it helps to illustrate the methodology
since GNR are well described by the tight-binding model
[11, 12]. In this case the nearest-neighbour hopping t
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FIG. 1. (a) Schematic diagram of the system under consid-
eration. Two semi-infinite leads of width W are separated by
a region of length L containing a concentration n of impuri-
ties represented by red dots. (b) Calculated conductance for
a system made of a graphene nanoribbon of length L = 100
unit cells as a function of the chemical potential (in units
of t). The dashed line corresponds to the conductance of
the pristine system, i.e., in the absence of impurities. The
solid line shows the conductance for a disordered configura-
tion containing N = 42 substitutional impurities ( = 0.5t),
which accounts for a concentration of n = 3%.
and the on-site energies fully define the electronic struc-
ture of the nanoribbon. Fig. 1(b) shows the energy-
dependent conductance for an armchair-edged GNR of
width W = 3a, a = 2.7Å being the graphene lattice pa-
rameter. The dashed line is the conductance spectrum
Γ0 for the pristine GNR. Results are shown for positive
energies knowing that Γ0(E) = Γ0(−E).
We now introduce N substitutional impurities. It
is convenient to express the impurity number also as
the percentage concentration n defined as n = 100 ×
(N/Ntot), where Ntot is the total number of sites in the
central region. Both N and n will be used interchange-
ably. The scattering strength of the impurities is char-
acterized by the contrast between their on-site potential
 relative to that of the host, chosen to be zero. The
solid line of Fig. 1(b) shows the conductance for the GNR
with N = 42 impurities,  = 0.5 t and L = 100 unit cells
(n = 3%). Impurity locations were randomly selected but
kept fixed in the underlying Hamiltonian that generated
the conductance Γ(E) of Fig. 1(b).
Being the conductance sensitive to the locations of
scattering centres, it is difficult to devise an inversion tool
capable of spatially mapping all impurities from the con-
ductance spectrum information alone. The brute-force
method of comparing the input conductance Γ(E) with
those of every possible disorder configuration is not viable
because the number of combinations is too large for any
practical situation. Machine-learning strategies are cur-
rently being attempted to overcome this combinatorial
hurdle [13–20] but spatial mapping of quantum devices
through inversion remains challenging.
Nevertheless, given the conductance spectrum Γ(E) of
a device, one might ask whether it is possible to find the
exact number of scattering centres in it. This may not
reveal the position of every impurity but it is a valuable
piece of information and a lot more feasible to obtain.
While the brute-force approach remains impractical, we
must account for as many disorder realizations as possi-
ble. We define the configurationally averaged (CA) con-
ductance 〈Γ〉 by summing over M realizations with the
same number N of impurities (or concentration n), i.e.,
〈Γ(E,n)〉 = 1
M
M∑
j=1
Γj(E) , (2)
where j labels the different configurations. See SM [21]
for a discussion on the suitable choices for M .
The deviation between an arbitrary conductance result
and its CA counterpart is given by
∆Γ(E,n) = Γ(E)− 〈Γ(E,n)〉 (3)
We reiterate that Γ(E) acts as the input conductance
spectrum of a single realization and represents the im-
mutable conductance of the device under investigation.
The CA conductance spectrum, on the other hand, re-
flects the contribution of very many configurations and
depends, in addition, on the impurity concentration. By
treating n as a variable parameter, we can look for mini-
mization trends in ∆Γ(E,n) that might indicate the real
concentration in the device. Unfortunately, when plot-
ted as a function of n in Fig. 2(a), the deviation ∆Γ for
a fixed energy E is featureless with wide error bars that
result from repeating the calculation 1000 times.
However, much cleaner trends are seen when ∆Γ is
used in the form of a functional that measures how good
a match Γ(E) and 〈Γ(E,n)〉 are. This quantity is the
misfit function χ(n) defined as
χ(n) =
∫ E+
E−
dE [ Γ(E)− 〈Γ(E,n)〉 ]2 , (4)
where E− and E+ establish the energy window over which
the integration takes place. Fig. 2(b) shows χ as a func-
tion of n and displays a more distinctive trend with
smaller error bars. The plot indicates that there is a
sweet spot in impurity concentration for which the in-
tegrated deviation is minimal. Remarkably, this agrees
with the actual number of impurities used in the calcu-
lation of Γ(E), shown as a vertical (red) dashed line in
the lower part of Fig. 2(b). Such a coincidence suggests
that it might be possible to use χ(n) as an inversion tool
to find the number of impurities in a quantum device
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FIG. 2. (a) Absolute value of the conductance deviation
|∆Γ(E,n)| as a function of the impurity concentration n (in
percentage) for a fixed energy (E = 0.42t). (b) Misfit func-
tion χ (in arbitrary units) as a function of n. The vertical
(red) dashed line on the lower part of the panel indicates the
real number of impurities used to generate the sample conduc-
tance, which coincides with the minimum of χ(n). The (black)
dotted line in the upper part of the panel is the approxi-
mate concentration n∗. Integration limits were E− = 0.5t and
E+ = 1.5t and the solid (blue) line is simply a guide to the
eyes.
from simple conductance measurements. Note that no
prior knowledge of the actual number of impurities was
necessary to identify the misfit-function minimum.
To demonstrate that the agreement between the min-
imizing concentration of χ and the actual impurity con-
centration is not a fortuitous coincidence, we proceed to
write the CA conductance [10] to linear order in n
〈Γ(E,n)〉 = Γ0(E)− β(E)n, (5)
where β(E) is the derivative of 〈Γ(E,n)〉 with respect
to n evaluated at n = 0. The misfit function χ(n) will
naturally develop a minimum at n∗ = −B/A, where
A =
∫ E+
E−
dEβ2(E) and B =
∫ E+
E−
dEβ(E)
[
Γ(E)−Γ0(E)
]
.
(6)
The vertical (black) dotted line shown on the upper part
of Fig. 2(b) indicates the value of n∗. Note that both
the dotted and dashed lines are aligned, i.e., n∗ coin-
cides not only with the actual concentration n but also
with the impurity concentration that minimizes χ(n). In
fact, n∗ is an excellent approximation up to 3% impurity
concentration and provides a simple yet accurate way of
identifying the misfit function minimum. [22]
Besides the impurity concentration, other degrees of
freedom can be added to the IP in question. Let us now
consider an arbitrary sample conductance but this time
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FIG. 3. 2D contour plots of the logarithm of the misfit func-
tion. Dashed lines in the plots indicate the values of the re-
spective quantities used in the underlying Hamiltonians. (a):
χ as a function of n and . (b): χ as a function of na and nb.
assume that nothing is known about the impurity, i.e.,
neither its concentration n nor its on-site potential . In
this case, the input Γ(E) is simply treated as the con-
ductance of a system with an unknown number of un-
specified impurities. To calculate the misfit function we
must compute the CA conductance which will now de-
pend on  as well as n. A 2D contour plot of χ as a
function of these two quantities is shown in Fig. 3(a).
A distinctive minimum is seen which, once again, coin-
cides with the exact values used to generate the input
conductance, shown as dashed lines. Consequently, both
the type and concentration of scattering centres inside
a quantum device can be identified through its energy-
dependent conductance fingerprints. Furthermore, still
using two degrees of freedom, the IP can also be im-
plemented in the case of two types of impurities with
unknown concentrations. In other words, two impurities
described by known on-site potentials A and B are ran-
domly dispersed with respective concentrations nA and
nB , which are unknown. Writing the CA conductance
as a function of both concentrations leads to the mis-
fit function being plotted now as a function of the same
quantities in Fig. 3(b). The dashed lines stand for the
actual values nA and nB . They accurately match the
concentration values that minimize the misfit function.
This indicates that it is possible to increase the number
of degrees of freedom in the inversion procedure, offering
variety and versatility in how we wish to interrogate the
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FIG. 4. (a) The (red) solid line is the conductance spectrum
Γ(E) obtained from a specific disorder realization of N = 10
nitrogen impurities, i.e., n = 0.7%. The (blue) dashed line
represents the CA conductance (M = 2000) calculated for the
concentration that minimizes the misfit function χ, shown in
(b) as a function of n. The misfit function was generated with
an energy window defined by E− = 0 and E+ = 2 eV. Dashed
line indicates the exact concentration used to generate the
input conductance.
system. While such an increase may lead to the appear-
ance of more minima in the misfit function, it remains a
straightforward numerical task to identify them all.
To show that this method is indeed model-independent
we have also tested it in the case of a system fully de-
scribed by Density Functional Theory (DFT). In particu-
lar, DFT-based conductance calculations were performed
for armchair GNR of sizes L = 100 unit cells andW = 3a
containing a specific spatial distribution of N = 10 ni-
trogen atoms as substitutional impurities, which corre-
sponds to n = 0.7%. See SM [21] for details of the DFT
calculations. The solid line in Fig. 4(a) shows the con-
ductance spectrum Γ(E) of the system obtained within
DFT, which will now serve as the input conductance for
the inversion procedure. Regarding the CA conductance,
there are two options on how 〈Γ(E,n)〉 can be obtained.
First option is to repeat the steps taken to generate Γ(E)
of Fig. 4(a) over several different disorder configurations.
Bearing in mind that the impurity concentration n must
be kept as a variable parameter, the averaging procedure
defined in Eq. (2) requires M different configurations for
every single value of n, which indicates how computa-
tionally demanding this task might become if carried out
entirely within DFT. The alternative option is to use the
tight-binding (TB) model to carry out the CA calcula-
tion. In this case the TB model provides a fast averaging
strategy without necessarily compromising in accuracy.
Here, we have selected the latter option and made
use of DFT conductance spectra to identify suitable TB
parameters that describe the nitrogen impurities in the
GNR. See SM [21] for details, including a brief discus-
sion on the choices available to extract TB parameters
from DFT calculations [23–26] and their implementation
in large scale transport calculations [27–29]. The CA
conductance 〈Γ(E,n)〉 is then generated within the TB
model employing M = 2000 realizations, leading subse-
quently to the misfit function χ(n) of Fig. 4(b). Once
again, χ(n) displays a minimum at exactly the same ni-
trogen concentration used to generated the input conduc-
tance Γ(E). Another indication of success can be seen by
plotting the CA conductance evaluated at the minimiz-
ing concentration of χ(n). Shown as a dashed line in
Fig. 4(a), it has all the key features of Γ(E) even though
both curves were calculated independently. Despite the
computational complexity of obtaining the misfit func-
tion entirely within DFT, this has also been tested and,
reassuringly, we find exactly the same answer (see SM
[21] for details).
All input spectra in this manuscript were calculated
from known Hamiltonians because it is then straightfor-
ward to test the success of the inversion method. Ulti-
mately, inversions must be performed based on experi-
mental conductance data of systems for which we do not
have the full Hamiltonian. This calls for an inversion
tool that is reliable, general and robust. The fact that
our inversion strategy works for systems whose electronic
structures are described by a simple TB model as well as
by DFT calculations is indicative of the generality and
robustness of this approach.
That disorder is beneficial to this inversion procedure
is made evident by the distinction between the two pan-
els of Fig. 2. Viewed at a fixed energy, the deviation
between the input and the CA conductance spectra re-
veals very little about the system. In contrast, the misfit
function entails a lot of information. The efficiency of the
procedure relies on an ergodic hypothesis: conductance
fluctuations of a single sample versus energy are related
to sample to sample fluctuations at a fixed energy. More
precisely, the ergodic hypothesis assumes that a running
average over a continuous parameter upon which the con-
ductance depends is equivalent to sampling different im-
purity configurations. Here the continuous parameter is
the energy, but the concept can be extended to a range of
other quantities, e.g., magnetic field, gate voltage, etc. A
thorough mathematical discussion of this issue is beyond
the scope of this manuscript, but it is worth mentioning
that the ergodic hypothesis can be proven exactly for cer-
tain models of disordered systems[30–32]. That explains
why the energy integration induces a distinctive mini-
mum in χ(n) since it is analogous to considering a wider
5universe of disorder configurations in the CA procedure.
The success of the inversion procedure will therefore de-
pend on how wide the integration range is. See SM [21]
for details on the suitable choices for integration limits.
Another feature of the conductance fluctuations of
quantum devices [7, 33] is that the correlation function
C(δX) = 〈Γ(X + δX/2)Γ(X − δX/2)〉 − 〈Γ(X)〉2 is also
universal [31]. The latter is characterized by a correla-
tion length δXcor that is system dependent. Therefore,
the method works best when the integration interval ∆X
is such that ∆X/δXcor  1. In our case, where we con-
sider variations of the system chemical potential, δEcor
scales with the mean level density times the transmission
[34], which makes δEcor much larger than typical exper-
imental temperatures, justifying our earlier claim that
temperature has little effect on our inversion procedure.
This also explains why the energy window used in the
misfit-function definition does not have to be very large.
In summary, the inversion procedure presented here
provides a mechanism capable of identifying the compo-
sition of scattering centres in a quantum device by sim-
ply looking at the energy dependence of the two-terminal
device conductance. Assuming that the impurity type
within the device is known, the procedure establishes the
exact impurity concentration in it. Alternatively, if no in-
formation is known a priori about the scatterers, the in-
version identifies their scattering strength and respective
concentration. Finally, with a mixture of two different
types of impurities we are able to establish the fractional
concentration of each component of the device. Despite
being presented with GNR, the technique is not material-
specific and performs remarkably well in the ballistic, dif-
fusive and at the onset of localised transport regimes.
The method is based on the notion that conductance
fluctuations carry little system-specific information, the
average conductance depends smoothly on the variables
of interest and on a standard ergodic hypothesis [30], re-
quiring only an effective (single-particle) description of
the system. [35] This small set of conditions renders a
very robust and versatile methodology that can extract
structural and compositional information of quantum de-
vices from standard transport measurements.
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(Supplemental Material)
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I. INVERSION PROCEDURE: TECHNICAL
ASPECTS
Here we provide details of the inversion procedure im-
plementation and an analysis of its accuracy. For that
purpose we use the model system introduced in the main
text as an illustrative example. Our strategy relies on
calculating the conductance spectra that is used as in-
put functions of the inversion method simply because
we can refer back to the Hamiltonian that generated
them in the first place, allowing us to establish whether
or not the inversion was successful. A simple test is
to start from the Hamiltonian of an arbitrary specific
configuration of N impurities randomly located and cal-
culate the corresponding conductance spectrum. This
translates into an impurity concentration n (see main
manuscript). The inversion works by finding the concen-
tration that minimizes the misfit function, which we call
nmin. We then define the inversion procedure accuracy
as α = |n − nmin|/n. In what follows we analyse how α
depends on a few essential parameters and show that a
careful tuning of such parameters may improve the suc-
cess rate of the inversion methodology.
1. Accuracy of the inversion procedure
Figure 1 shows the inversion accuracy α for graphene
nanoribbons (GNR) with W = 3a and L = 100 unit
cells as a function of impurity concentration. One can
see that α is very small for all concentrations below 8%,
clearly indicating that our inversion tool is very reliable
for dilute impurity concentrations.
It is worth recalling that we can not only confirm
what the real impurity concentration that generated the
Hamiltonian is but also the exact locations of the ran-
domly placed impurities. Interestingly, as the concen-
tration increases we find a growing number of impurities
that are adjacent to one another forming pairs that may
act as if they were isolated scatterers. For example, a ran-
domly selected configuration of 15 impurities may have
13 of them well isolated whereas the remainder are clus-
tered into a pair. In cases like that the inversion finds a
concentration that would correspond to 14 impurities for
the simple fact that the cluster may actually behave as
a single scatterer. This explains why the inversion error
also increases with the concentration. It is possible to
reduce the error further by accounting for the probabil-
ity of forming such pairs. By relaxing the assumption
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FIG. 1. Inversion accuracy α plotted as a function of the
impurity concentration n for a GNR with W = 3a and L =
100 unit cells. The impurity on-site potential was arbitrarily
chosen as  = 0.5t.
of short-range uncorrelated disorder originally made, we
may adopt a similar strategy to the one used to produce
Figure 3(b) of the main text, i.e., where we treat im-
purity pairs as if they corresponded to a different class
of impurities. In this way it is straightforward to dis-
cern between isolated and paired impurities, leading to
an improved accuracy that can be sustained up to higher
concentrations.
2. Averaging energy window
The misfit function χ depends on the integration limits
E+ and E−, that is, the averaging energy window.
Figure 2 plots the inversion error α as a function of
(E+ − E−)/Z, where Z is the bandwidth. Note that
α is large for very narrow energy windows, in perfect
agreement with the single-energy featureless results of
Fig. 2(a) presented in the main manuscript. Note that
any window at least 20% of the bandwidth generates ex-
cellent results.
In practical situations, it can be a difficult task to ob-
tain the conductance spectrum over a significant portion
of the bandwidth. We argue that good accuracy, i.e.,
small values of α, can be obtained with fairly small av-
eraging windows. The idea of averaging is to eliminate
the universal conductance fluctuations from the misfit
function χ. Hence, the averaging window has to be suf-
ficiently broad to contain a large number of oscillations
of Γ(E). More precisely, ∆E/δEcor  1, where δEcor
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FIG. 2. Inversion accuracy α as a function of averaging en-
ergy window considered for inversion technique. Averaging is
carried out with 100 different configurations of L = 100 unit
cells, each one of them containing 3% of impurities.
is the transmission autocorrelation length. Fortunately,
the conductance fluctuations in mesoscopic systems are
characterized by δEcor that are typically much smaller
than the band width Z. Theory [1, 2] shows that δEcor
depends essentially on the mean level density and on the
average transmission 〈Γ(E,n)〉. We point out that the
same idea can be extended to variations other than the
energy, such as with external fields, strain, etc.
3. Device size and transport regime
It is important to assess how accurate the inversion
procedure is in different transport regimes. Fig. 3 plots
the inversion accuracy as a function of the device size
L for a concentration of n = 4%. It is unquestionable
that the accuracy is very good (α < 0.1) for all sizes
considered. It is instructive to put this result in context
by looking at the localization length of the system, which
in the case of n = 4% of impurities is approximately
100 unit cells. That means that the inversion performs
remarkably well regardless of the transport regime, i.e.,
whether it is ballistic, diffusive or at the onset of the
localized regime.
4. Averaging procedure and statistical significance of
the Configuration Average (CA) calculations
As discussed in the main text, the underlying hypoth-
esis for the applicability of the method are that conduc-
tance fluctuations contain very little system-specific in-
formation (depending on disorder they can even have a
universal character) and that the average conductance
depends smoothly on the variables of interest. To obtain
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FIG. 3. Inversion accuracy α as a function of device size L
(in unit cells). Devices of all sizes contained a fixed impurity
concentration of n = 4%.
accurate averages from a data set of the conductance as
a function of a continuous (running) variable we use a
standard ergodic hypothesis [3]. To be more precise, let
us define the running average of a quantitity of interest
O as
〈O(X)〉 ≡ 1
∆X
∫
dX O(X)
where X is a generic continuous (running) variable and
∆X is its corresponding range in the data set. In our
study we employ the ergodic hypothesis to replace av-
erages over configurational disorder (ensemble averages)
with running averages, i.e.,
Γ(X) = 〈Γ(X)〉
and
Γ(X)Γ(X + δX) = 〈Γ(X)Γ(X + δX)〉
Note that the conductance is a two-point Green’s func-
tion. This allows us to justify our statistical assumptions
based on the vast literature on both the Kubo conduc-
tity for disordered diffusive bulk systems and Landauer
conductance for disordered/chaotic nanostructures.
Regarding the number of configurations needed in the
CA procedure, as standard, the higher the value of
disorder realizations M the smaller the fluctuations in
〈Γ(E,n)〉. Universal conductance fluctuations (UCF)
help one to obtain accurate results for 〈Γ(E,n)〉 at a
modest value of M . Both for diffusive [4, 5] and chaotic
ballistic systems [6], var(Γ) ≈ 1 is the main fingerprint of
UCF. Hence, the CA relative statistical error is expected
to scale with [
√
M × 〈Γ(E,n)〉]−1.
To bring the degree of fluctuations to an acceptable
level and produce results that are statistically significant,
we note that M is usually of the order 103. [7, 8]. One-
dimensional (1D) systems, with corresponding smaller
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FIG. 4. Inversion accuracy α as a function of M. Calculations
are for a GNR of L = 100 unit cells, all of which containing
3% of impurities.
mean dimensionless conductance, require higher values
of M to achieve statistical significance. Likewise, larger
2D systems and 3D ones, with larger mean transmission
coefficients than those considered in this study, may re-
quire fewer configurations.
Figure 4 confirms the earlier statement that M = 103
is sufficient to achieve statistical significance and reduce
fluctuations to acceptable levels. In fact, the inversion
error practically vanishes onceM is of that order of mag-
nitude.
5. Recursive Method
As shown in the main manuscript, the first order ap-
proximation of CA conductance induces a minimum in
the misfit function located at n∗ = −B/A. Both A and
B result from integrations whose integrands involve the
function β(E) defined in the main text as the n-derivative
of the CA conductance evaluated at n = 0. While this
is an excellent approximation for n ≤ 3%, it can be ex-
tended to higher concentrations (up to 7%) if we adopt
the following recursive procedure. We must redefine β(E)
as the n-derivative of the CA conductance evaluated at
an arbitrary concentration n and follow the steps below:
1. Evaluate average β(E) between n = 0 and an initial
choice of n.
2. Calculate n∗ using the expression given in the main
manuscript with the average β(E) function evalu-
ated in step 1.
3. Make n = n∗ and return to step 1 until n∗ con-
verges.
II. DFT CALCULATIONS
The DFT calculation was performed using a localized
atomic orbital basis set (LCAO), implemented in the
SIESTA package [9]. All calculations were carried out
using a double-ζ basis with polarization orbitals within
the generalized gradient approximation (GGA-PBE) [10]
for the exchange and correlation potential. A real space
mesh cut-off of 300Ry, and a Monkhorst-Pack k-grid 80
points along the ribbon direction were chosen. The struc-
tures were fully relaxed down to a threshold force criteria
of 0.01eV/Å.
Calculations for the disordered system were imple-
mented in the following way: two initial DFT calculations
were done, namely for a pristine GNR, and for a nanorib-
bon of length L = 7 unit cells containing only a single
nitrogen substitutional impurity. From the Hamiltonians
of the pristine ribbon and the one containing a single ni-
trogen, we assemble the N-impurity device by randomly
distributing these building blocks over a fixed length and
defect concentration. This is illustrated in Fig. 5 show-
ing how the building blocks are patched together to form
the device containing a finite concentration of impurities.
Given the localized nature of the basis orbitals, the full
Hamiltonian for the disordered problem is block tridiag-
onal. We can thus use a recursive method [11–14] to find
the Green function matrix elements required to compute
the Landauer conductance. These were the steps followed
to obtain the conductance spectra Γ(E) of all DFT-based
calculations.
1. DFT-based tight-binding Hamiltonian
There are numerous ways of extracting effective tight-
binding (TB) Hamiltonians from DFT calculations, all of
which reproduce the corresponding band structures very
accurately [15–17]. Combined with the help of quantum
transport scripts [18], the TB parameters can be exported
to highly efficient codes [19–21] that can handle quantum
transport calculations of very large systems. Despite the
wide availability of such DFT-based TB Hamiltonians,
for simplicity, the illustrative examples in the manuscript
focus on single-band TB models. We stress, however, the
following description is applicable to whichever TB-based
model one chooses to adopt.
Instead of the usual band-structure fitting [22, 23], our
adopted procedure consisted of comparing the conduc-
tance spectra calculated within DFT and tight-binding.
For the sake of differentiation we refer to them as ΓDFTN
and ΓTBN , where the subscript simply indicates the num-
ber of impurities contained in the device. From the
impurity-free results, i.e. ΓDFT0 and ΓTB0 , it is straight-
forward to extract the hopping parameter t that best
captures the electronic structure of the pristine ribbon
in question. The impurity on-site parameter  is eas-
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FIG. 5. Illustrative diagram showing two different building blocks patched together at a random order to generate the
finite-concentration device. The Hamiltonian of both blocks were obtained from DFT calculations.
ily found from ΓDFT1 , which corresponds to the con-
ductance in the presence of only a single impurity. It
follows from a simple plot of the misfit function as a
function of the impurity on-site potential, i.e. χ() =∫
dE[ΓDFT1 − ΓTB1 ()]2. In this case ΓTB1 () is the tight-
binding conductance of a ribbon with a single impurity
with on-site potential . The function χ() presents a
very distinctive minimum, which we adopt as the value
that best represents the scattering strength of the im-
purity. It is worth mentioning that it is not necessary
to know the exact location of the impurity in the DFT
calculation. In fact, this is automatically accounted for
by evaluating the misfit function χ() for distinct impu-
rity locations in the tight-binding part of the calculation.
This is depicted in Fig.6. The absolute minimum found
for χ() corresponds to the impurity location used in the
DFT-based conductance which also defines the value of
the on-site potential to be adopted in the subsequent CA
calculation.
Finally, it is also instructive to compare the conduc-
tance spectra ΓDFT1 and ΓTB1 , the latter being calculated
with the on-site potential  obtained as described above.
Bearing in mind that the misfit function was obtained
by an integration in the 0 − 0.2 eV energy range, the
agreement between the two results shown in Fig.7 is yet
another indication of the effectiveness of our inversion
procedure since both curves were calculated separately
and independently.
2. DFT-based misfit function
Although the approach described above is undoubt-
edly a good strategy to illustrate what can be achieved
by carrying out the CA calculation within the TB model,
it is by no means essential. To make this point evident,
we have also carried out the CA part of the calculation
entirely within DFT without availing of any TB parame-
terization. For each concentration value, M=50 different
DFT disordered configurations were considered, each one
of them generating conductance spectra with 500 energy
values. The obtained misfit function χ(n) seen in Fig. 8
displays the same distinctive trend seen previously and
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FIG. 6. Contour plot of the misfit function χ to evaluate the
impurity TB on-site energy . The single impurity sample
conductance contains information about the location as well
as the scattering strength of the impurity. The variable y/W
indicates the impurity location, with y/W = 0 corresponding
to the edge of the GNR and y/W = 1/2 marking its centre.
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FIG. 7. Conductance as a function of the energy (in eV). The
(blue) solid line represents ΓDFT1 and the (red) dashed line
corresponds to ΓTB1 .
5with a minimum at exactly the same value (n = 0.7%) as
the one depicted in Fig.4b of the main manuscript. This
clearly indicates that the inversion method can decode
the disorder signatures contained in the conductance sig-
nals regardless of the tool used to describe the underlying
electronic structure. It is reassuring to find exactly the
same answer using totally different tools.
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FIG. 8. DFT based misfit function generated for an arbitrary
configuration correctly indicates the minimum at 0.7% shown
as a black dashed line.
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