Introduction
In this paper, we mainly investigate the L p -L q estimates of the solution for the following dispersive equation:
where D = −i(∂/∂x 1 , . . . , ∂/∂x n ), n 1, and P : R n → R is a real elliptic polynomial of order m 2 (m must be even as n 2). Without loss of generality, we may assume that P m (ξ ) > 0 for ξ = 0, where P m (ξ ) is the principal part of P (ξ ). As we know, for every initial value u 0 ∈ S(R n ) (the Schwartz function space), the solution of Cauchy problem (1.1) is given by u(t, ·) = e it P (D) u 0 := F
where F (orˆ) denotes Fourier transform, F −1 its inverse and F −1 (e it P ) is understood in the distributional sense.
In order to treat with the L p -L q estimates of the solution of Eq. (1.1), it is a key to estimate the fundamental solution F −1 (e it P )(x) which is a kind of oscillatory integral. Since P is elliptic, by integrations by parts one easily checks that F −1 (e it P )(x) is an infinitely differential function in x variable for each t = 0 (cf. [17] ). To get the pointwise estimates of F −1 (e it P )(x) in (t, x)-variable, some further assumptions are needed. We first recall that P (ξ ) is nondegenerate if the Hessian matrix (∂ i ∂ j P m (ξ )) n×n of P m satisfies Since H P m (ξ ) is exactly the principal part of the polynomial H P (ξ ) = det(∂ i ∂ j P (ξ )) n×n , the condition (1.2) actually implies that H P (ξ ) is an elliptic polynomial of order n(m − 2). Moreover, it was well known that all one-dimensional polynomials of order m 2 are nondegenerate, and as n 2, the condition (1.2) is also equivalent to that (cf. [32, 41] ) (Σ): the level hypersurface Σ := {ξ ∈ R n ; P m (ξ ) = 1} of P m has nonzero Gaussian curvature everywhere.
It was well known that these nondegenerate type conditions not only play a key role in some topics of harmonic analysis (cf. [37, 39] ), but also are very important in the study of Eq. (1.1). More explicitly, if P is homogeneous and satisfies the condition (Σ), then the optimal L p -L q estimates for the evolution operator e it P (D) (t = 0) can be deduced from [ dropping homogeneity of P , based on one or another equivalently nondegenerate conditions on P , the L p -L q estimates and some related topics have also been extensively studied by several papers (see e.g. [2, 5, 6, 10, 11, 16, 17, 27, 29] ). In particular, all one-dimensional cases have been covered by these papers.
On the other hand, as n 2, there exist many elliptic polynomials which are degenerate, such as etc. Since lacking of the nondegenerate conditions like (1.2) for these degenerate P , it would be more difficult to estimate the oscillatory integral F −1 (e it P ) (t = 0). Indeed, such difficulty is essentially due to the failure of the principle of stationary phase, and also shared by many other degenerate oscillatory integrals arisen in other problems (cf. [ Assume that P satisfies the condition (H b ) for some b ∈ [ 1 2 , 1], the authors of [41] have showed the following estimate:
Because of laking of the decay estimate in x variable, it is obvious that the estimate ( 
generates a fractionally integrated group where V (x, D) can be a differential operator of lower-order than P with some (real or complex) integrable coefficients (see Theorem 4.4) . It is well known that the semigroup of operator is an abstract tool to study Cauchy problems. However, the ellip- [24] ). Since then, several generalizations of C 0 -semigroup were introduced, such as distribution semigroup, integrated semigroup and regularized semigroup, etc., as well as applied to general differential operators (including i P (D) and even nonelliptic class) and associated Cauchy problems (see e.g. [1, 4, 19, 18, 22, 23, 42] ).
In this paper, we also consider the following Cauchy problem corresponding to i P (D)
Schödinger equation):
( 
and
Indeed, the inequality (2.1) is from the condition (H b ), (2. 2) is due to the ellipticity of P and (2.3) actually is true for any polynomial of order m. Obviously, these conditions are mainly imposed on the high frequency of P which is the most difficult part in estimating the oscillatory integral I(t, x) defined below (see Lemmas 3.2 and 3.3 in Section 3), whereas for the lower frequency part corresponding to the region: |ξ | < L, the pointwise estimate easily follows by Fourier transform (see Lemma 3.1). In the following, constants c 1 , c 2 and L above are regarded as some fixed absolute constants, just like as m, n, etc.
Note that any second-order elliptic polynomial P can be written as ξ, Aξ + Bξ + C , where A is a positively defined matrix, B ∈ R n and C ∈ R. Hence it is certainly nondegenerate, and naturally assumed that b = 1 in the condition (2.1) as m = 2. In addition, when m 4, we observe that any homogeneous elliptic polynomial P satisfying the condition (H b ) for some b ∈ (0, 1) must be nondegenerate, i.e. such P also satisfies the condition (H 1 ). Indeed, using the homogeneity of P and (2.1), it follows that the Hessian's determinant H P (ξ ) of P also is a homogeneous polynomial of order n(m − 2) and satisfies
By above remarks, we know that if a degenerate elliptic polynomial P satisfies the (H b ) with some b < 1, then the P must be nonhomogeneous, and its lower-order part (P − P m ) of P has an essential effect for the condition (2.1). At this point, the condition (H b ) relative to nondegeneracy seems to share certain similarity with the hypoellipticity relative to ellipticity (see [25, Chapter II, p. 61]). In particular, it was well known that any homogeneous hypoelliptic polynomial with constant coefficients must be elliptic.
Furthermore, we also define μ s and ν s by
(2.4)
, then we consider the following oscillatory integral:
which has the pointwise estimate as follows:
we have
where C is some absolute constant independent of (t, x)-variables. In particular, the following uniform estimate
holds.
The proof of Theorem 2.1 is lengthy and given in the next section. It is easy to obtain from (2.4) that , 1] for m 4. Of course, we also remember that b = 1 when m = 2.
Finally, note that 
where C is some positive constant independent of (t, x)-variables. In particular, the following uniform estimate
Remark 2.3. (i) Obviously, Theorem 2.2 improves the corresponding result of [41, Theorem 2.2]
, where under the same assumptions as in Theorem 2.2, the only uniform estimate (1.3) was obtained by using a similar (less refined) process comparing with the one here (see the proof of Theorem 2.1 in the next section). With respect to the estimate (2.7), we comment on that when b = 1, it is sharp at least for local time (see Remark 2.3(ii) below). But, when b < 1, the optimality of (2.7) is unknown up to now. It seems to be hard, and at least involves the resolution of singularity on P . For example, see [7] for a detailed study of F −1 (e it Q )(x), where Q is any three-order polynomials of two variables. (ii) If b = 1 (i.e. P is nondegenerate), then it follows from (2.7) that 8) which are exactly identical with the results in [29] based on a different method originated in [5] . If P is homogeneous and nondegenerate, then by scaling the estimates (2.8), it can be unified into the following sharp form in (t, x)-variable:
In particular, we remark that the index
is optimal by testing the special case e 
as |x| → ∞,
where A, B are two absolute constants. Clearly, this implies that there exists a positive constant C such that
which shows that the decay index
cannot be improved even for the simple nondegenerate polynomial |ξ | m (m is even integer emphasized as above). Note that in this case the corresponding level surface Σ is exactly the spherical surface S
in (2.6), which also is a sharp decay index in x variable. In particular,
holds. As we know, the estimate with some different a(ξ ) can be found in several papers. For instance, if taking
where H P (ξ ) denotes the determinant of the Hessain matrix of P , then we have
which was directly implied in [27, Lemmas 2.7, 3.4] where a general phase function φ(ξ) was considered for some similar nondegenerate conditions as P . As P is a general one-dimensional polynomial of order m 2 (may be odd integer), such uniform estimate also appeared in [11, 10] . Moreover, some specific nondegenerate fourth-order cases of multi-dimension also were studied in [6] .
(iv) Let b, d be as in Theorem 2.1. Given any T > 0, by a simple calculation from (2.6) we can deduce the following local pointwise estimate:
where 
n(m − 2)(2b − 1), and keeping track of γ in the proof of Theorem 2.1, then the estimate (2.6) with such a z (ξ )
can be improved to
where
it P )(x) and C is a constant independent of t, x, γ . , 1] and 0 d 1 2 n(m − 2)(2b − 1) in view of our application in Section 4. Of course, there also exist some similar arguments as Theorem 2.4 for other pairs of (b, d) by the same method. In this paper we omit the presentation of these parallel results for the sake of simplicity.
To state our main results (i.e. Theorem 2.4), we define 
(the Schwartz function space), we can write
where , 1], and 0 d
where (
Proof. Let us start with b ∈ (
. Therefore, from (2.12) and the Young (or weak Young) inequality (see [21, p. 22] ), it follows that 14) which prove the points (1,
To show the case (
τ ) (i.e. the end point A of Fig. 1 ), we introduce an analytic family of operators as follows:
n(m − 2)(2b − 1), it follows from Remark 2.3(v) and the Young inequality that
On Fig. 1 . The region ABCD of all points (
so (2.15) yields that
Now combining (2.14) with (2.16), by the Marcienkiewicz interpolation theorem (see [21, p . 56]), we obtain (2.13) for all points in the triangle ABC . Next, by duality the desired conclusion for ADC follows immediately from the triangle ABC .
Thus we complete the proof in the case b ∈ ( ) from the Plancherel's theorem. Therefore, the Riesz-Thorn theorem yields the desired estimate. Thus the whole proof of Theorem 2.4 is concluded. 2 Remark 2.5. In the above proof, if taking interpolation between the estimates (2.14) and (2.15), then we can obtain a slight better estimate than (2.13): 
In particular, when (
), (2.18) 
exactly yields that e it P (D)
C which cannot be obtained from (2.13).
However, if b = 1, i.e. P is nondegenerate, then from (2.13) or (2.17), we always obtain the following the same corollary. Corollary 2.6. If P is nondegenerate and 0 d 1 2 n(m − 1), then we have
In particular, if P is also homogeneous, then by scaling it follows from (2.19) that
Proof. Clearly, (2.19) follows from (2.13) (or (2.17)) by letting b = 1. As for (2.20) , note that when t = 1 and (
where ( 
(Sobolev space). On the other hand, in contrast to global regularizing effect, there exist abundant works on local smoothing effect for general dispersive type equations under rather weak assumptions (see [26, 14, 15, 27, 3, 13] and references therein).
(ii) Let b ∈ [1/2, 1] and 0 d 1 2 n(m − 2)(2b − 1). For any T > 0, by some simple calculations the estimates (2.13) and (2.17) can be transformed into the following local forms:
and (2.22) where ( 
which has been obtained by [16] 
, (2.25) 
hold for all σ -admissible pairs (q, r), (q,r). 
The proof of Theorem 2.1
In the sequel, we denote by the letters C (or C , etc.) generic constants which may depend on many admissible constants, such as m, n, b, P , L, etc., but must be independent of ξ , t and x. Also denote by A ∼ B the equivalence C 1 A B C 2 A with some generic constants C i (i = 1, 2).
Proof of Theorem 2.1.
j=1 Ω j where
and choose a partition of unity {ϕ j (ξ )} 3 j=1 subordinate to this covering {Ω j } 3 j=1 (cf. [27, 41] ):
Furthermore, by a direct calculation for each ξ ∈ R n , we also have
and ∂ α ϕ j (ξ ) C α |ξ | −|α| , ∀α ∈ N n 0 and j = 2, 3, where C α and C α are some admissible constants independent of (t, x)-variables. Next, we define the following three integrals:
and as ε → 0, I ε (t, x) converges uniformly to I(t, x) in x-variable at each compact subsets of R n for each t = 0. Thus to estimate I(t, x), it suffices to estimate the three integrals {I ε
uniformly in ε ∈ (0, 1], which are given in the following three lemmas, respectively. Hence combining (3.4), (3.7) and (3.14) below, the desired conclusion (2.6) immediately follows. 2 ], we also have
where C (or C s ) is an admissible constant independent of ε.
where C k is independent of ε. Specially |I ε 1 (t, x)| C . Therefore, for any μ s 0 (i.e. s n(m − 2)/2), we can choose some k ∈ N 0 and θ ∈ [0, 1] such that μ s = θk and If |t| 1, then when |t| −1 |x| 1, it follows from (3.5) that
and when |t| −1 |x| < 1, we also have
If 0 < |t| < 1, then when |t| −1/m |x| 1, we get easily that , the desired (3.4) follows immediately from all discussions above. Therefore the proof is completed. 2
where μ s = n(m−2)−2s
is defined in (2.4) and C is an admissible constant independent of ε.
Proof. We first prove (3.5). Since supp(ϕ 2 ) ⊂ Ω 2 , we consider the decomposition Ω 2 = n j=1 U j where
and choose the following partition of unity of Ω 2 subordinate to this covering:
and ψ ∈ C ∞ (R) with
we can check that |∂ α φ 2 j | C α |ξ | −|α| for ∀α ∈ N n 0 and ξ ∈ Ω 2 . Now to estimate I ε 2 , it suffices to consider the following integral:
Again to the I ε 21 , we divide two cases to discuss in the sequel.
Case (i). |t| −1/m |x| 1.
Let r = |t| 
To the covering {V j } 2 j=1
, we can choose the partition {φ 21 j } 2 j=1
satisfying |∂ α φ 21 j | C α |ξ | −|α| for ξ ∈ V j , where C α is independent of r. Furthermore, we split the I ε 21 into I ε 211 and I ε 212 associated with φ 211 and φ 212 , respectively. Obviously,
where C is independent of ε. 
Therefore, combining (3.10) with (3.11), we have
where C is an admissible constant independent of ε. Hence n-times integrations by parts lead to
, it follows that 12) where r = |t|
Thus when |t| −1/m |x| 1, from (3.9) and (3.12) it follows that
So true for I ε 2 , therefore (3.6) is concluded in Case (i).
Case (ii). |t| −1/m |x| < 1.
To deal with Case (ii), we choose r = |t| −1/m and θ = 1, then a slight change in the proof of Case (i) can lead to 
14)
Proof. Clearly, it suffices to just consider s = s d . Since
there exist constants c 3 , c 4 > 0 such that
where λ = |x/t|
3 L}. For this case, I ε 3 is the same type as I 1 . Hence (3.14) follows from Lemma 3. Notice that the set {ξ κ } contains at most C 4 n elements where C = C (n). Corresponding to {ξ κ } κ , write Ω 3 = κ Ω κ 3 where
and choose the following partition of unity subordinate to the covering: (3.1) . By the Leibniz rule, we can get that |∂ α χ κ
To estimate I ε 3 , in view of the finite of the set {ξ κ } it suffices to consider I ε,κ 3 . For this, we first prove the following inequality: 15) where the constant c = c 1 c
and c 1 is the absolute constant in the condition (2.1). In fact, let 31 , since |ξ | ∼ λ for ξ ∈ Ω 3 , we easily obtain that 32 , it suffices to estimate one of them, for example,
ϕ and θ l are defined in (3.1) and (3.8), respectively.
By the Leibniz's formula
where C is independent of ε, and
Hence using the formula (3.10) again, we obtain
where constants C , C and C are all admissible and independent of ε. (3.17) which can be concluded by the following two inequalities:
i.e. by (3.15) .
Consequently, by (3.17) we have
Now combining (3.16) with (3.18), we obtain Thus we have proved the desired estimate (3.14) from above discussions.
Finally, let us consider the case that there is not ξ 0 in Ω κ 3 such that
Clearly, it implies
and the above proof of I ε,κ 3 also works for the case in the same way. Thus the whole proof of Lemma 3.3 is completed. 2 When Re λ < 0, we notice that
and the desired result also similarly holds. 2
Corresponding to Corollary 2.6, one also gets the following consequence immediately. where ( We first consider the case 1 < p τ . Let by (4.8). So we obtain by Theorem 4.2 and Hölder's inequality that 
