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ABSTRACT 
It is well known that if a generalized matrix norm is multiplicative, then it has a 
compatible vector norm associated with it. The converse, however, is invalid, and the 
precise relation between multiplicativity and compatibility is here explored for a 
generalized matrix norm. In the process, certain methods for deriving one norm from 
another are mentioned. 
1. INTRODUCTION 
A vector norm is a map n : Ck+R which, for all u,v E Ck, satisfies: 
n(v) > 0; (1) 
n(v)=0 if and only if v=O; (Ia) 
n(cv) = [c/n(v) for all complex numbers c; (2) 
and 
n(u+v) < n(u) + n(v). (3) 
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A matrix norm, in turn, is a map N:M,(C)-+R which, for all A,B E&(C), 
satisfies: 
N(A) 20; (4) 
N(A)=0 ifandonlyif A=O; (4a) 
N(cA) = Ic\N(A) for all complex numbers c; (5) 
N(A+B)<N(A)+N(B); (6) 
and 
N(AB) < N(A)N(B). (7) 
If the assumption (7) of multiplicativity is relaxed, the resulting map 
G: M,(C)+R which satisfies (4), (4a), (5) and (6) is called a generalized 
matrix norm [6]. Thus a generalized matrix norm is simply a vector norm on 
Mk (C) considered only as k2-dimensional vector space. A vector seminorm is 
a map s : Ck-+=R which satisfies (l), (2) and (3), while similarly a matrix 
seminorn is a map S : M,(C)+R which satisfies (4), (5) and (6). It is clear 
that the sum of two semi-norms is again a seminorm; the sum of two 
generalized matrix norms is a generalized matrix norm; the sum of two 
matrix norms is a matrix norm; and also the sum of a matrix seminorm and a 
generalized matrix norm is a generalized matrix norm. 
A vector norm n is said to be computible [6] (or “consistent” [l, 4, 81) 
with the generalized matrix norm G if 
n(Ax) B G (A)n(x) (8) 
for all x E Ck and all A E Mk( C). The standard construction 
n(X)fN([x,r,...,x]) (9) 
shows that 
REMARK 1. For each matrix norm N there is a vector norm n such that n 
and N are compatible. 
Thus multiplicativity (7) of a generalized matrix norm implies that there is a 
compatible vector norm associated with it. In [l] it is stated without proof, 
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and in [6] it is given as an exercise, that, conversely, 
If G is a generalized matrix norm which is not 
multiplicative, then there is no vector norm n 
compatible with G. 
(10) 
This conjecture (lo), if it were valid, would, together with Remark 1, 
characterize multiplicativity in terms of compatibility. Unfortunately, how- 
ever, (10) is false. We first generate a class of counterexamples using 
Hadamard multiplication and give a method of deriving a matrix norm from 
a generalized matrix norm. Then the precise relation between multiplicativ- 
ity and compatibility is explored. It is shown that every vector norm is 
compatible with some nonmultiplicative generalized matrix norm, and the 
generalized matrix norms which have compatible vector norms associated 
with them are characterized. 
It is well known that any vector norm n is compatible with some matrix 
norm N-in particular the matrix norm N induced by n via 
Finally, for two generalized matrix norms G,, G, we shall say that 
G,> G, 
if G,(A) > G,(A) for all A E&(C). 
2. HADAMARD NORMS 
The Hudmnurd (entry-wise) product [5] of A = (u,J and B = (bij) E Mk( C) 
is defined by 
AoB =(uiibii). (12) 
For any map T: M,(C)+R we may define a new map TH, where H E Mk(C), 
bY 
TH (A)= T(HoA). (13) 
It is then straightforward to verify that 
REMARK 2. If S is a matrix seminorm, then so is S, for each H E Mk( C). 
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REMARK 3. If G is a generalized matrix norm and H = ( hii) E Mk( C) 
satisfies hij # 0, all i, i, then GH is also a generalized matrix norm. 
However, if N is a matrix norm, NH might not be because multiplicativity 
(7) is not necessarily preserved. Nevertheless, we will give nontrivial exam- 
ples later in which multiplicativity is preserved in going from N to NH and it 
would be an interesting question to characterize exactly when this happens. 
EXAMPLE 1. Let N be the matrix norm defined by 
N(A)- max $ la& 
l<i<k i_1 
vector norm 
(14) 
(15) 
where A = ( aij) E Mk( C). If n, denotes the infinity 
ncc (4 = rT1a& 14, 
it is well known that N is induced (11) by n, and is, therefore, a matrix norm 
with which n, is compatible. Now let J denote the k x k matrix each of 
whose entries is equal to I, and then NJ+r, defined by (I3), is a generalized 
matrix norm. Since 
NI+, (A) 2 N(A) (IS) 
for all A E Mk(C), we have n,(Ax) Q N(A)n,(x) < NI+,(A)n,(x), so that 
N ,+r and n, are compatible. However, if P denotes the basic circulant, 
0 1 0 . . . 0 
OOl...O 
p,::-.. .) (17) 
. . . . . 
OOO*..l 
loo...0 
we have N,+,(PT)= N,+,(P)= 1, for k>2, while N,+,(PrP)=N,+,(I)=2, so 
that N,,, is not multiplicative. Thus NJ+, together with n, provides a 
counterexample to the statement (10). 
3. MATRIX NORMS DERIVED FROM 
GENERALIZED MATRIX NORMS 
Much in the same way a matrix norm is induced by a vector norm (II), a 
map G’ : Mk( C)-+R may be derived from any generalized matrix norm G. 
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Define G ’ by 
for all B E Mk (C). It is then immediate that for any generalized matrix norm 
G, 
G’(I) = 1. (19) 
The primary observation regarding G’ is 
THEOREMS. For any generalized matrix norm G, the map G’ is a matrix 
norm. 
Proof. That (4), (4a), (5) and (6) are satisfied for G’ is immediate from 
the definition. To show that G’ is also multiplicative (7), let (x = G’(C). We 
then have for any B,CEM,(C), 
= aG’(B) = G’(B)G’(C). 
This completes the proof that G’ is a matrix norm. n 
Of course, it may well happen that G’(B) = G(B) for all B E&(C). This 
eventuality is characterized in 
THEOREMS. If G is a matrix norm, then G’ = G if and only if G (I) = 1. 
Proof. If G’ = G, then, because of (19), G (I) = 1. Conversely, if G is a 
matrix norm and G(Z)=l, then for any BEM,(C): 
Thus, G’(B) = G (B) and the proof is complete. 
From Theorem 2 and the definition of G’, it is clear that 
n 
COROLLARY 1. The generalized matrix norm G is a matrix norm if and 
only if G’(B) < G(B) for all B EM,(C). 
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COROLLARY 2. For any generalized matrix norm G, Gn = G’. 
EXAMPLE 2. Suppose k = 2, and let P, J and N be as defined in Example 
1. It is then straightforward to verify that 
N’ 1+z =NI+p. (20) 
From Theorem 1 it follows that NI+p is a matrix norm and thus a nontrivial 
example of a multiplicative Hadamard norm. 
EXAMPLE 3. In (18) G’ is defined via left multiplication by B. We might 
have alternatively defined G’ via right multiplication by B and the theoreti- 
cal development would be the same. However, it should be noted that the 
two alternate definitions do not, in general, yield the same matrix norm G’. 
For example, if 
and H= 
while N is as defined in example 1, then N;(A) is 2 when the definition via 
left multiplication is used, and alternatively 3 when the definition via right 
multiplication is used. 
For a more detailed discussion of some topics related to the matrix norms 
G’, see [2, 3, 71. 
4. VECTOR NORMS COMPATIBLE WITH NONMULTIPLICATIVE 
GENERALIZED MATRIX NORMS 
By Example 1 it is shown that the statement (10) is false in that there 
exist vector norms compatible with nonmultiplicative generalized matrix 
norms. In this section we show that the statement (10) is as false as possible. 
THEOREM 3. Every vector norm is compatible with a nonmultiplicative 
generalized matrix norm. 
Proof. The proof is by construction. Let n be an arbitrary vector norm 
on Ck, and let P be the permutation matrix defined by (17). Denote by N the 
matrix norm induced on Mk( C) via (11) by n, and suppose that 
t>N(P)N(PT)-1. (21) 
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We define the seminorm S on Mk( C) by 
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(22) 
where A = ( aij) E Mk (C), so that 
G=N+S (23) 
is a generalized matrix norm. Since G > N for all A E Mk (C), it follows that n 
is compatible with G: 
n(Ax) < N(A)+) < G(A)+). 
However, G(Z) = 1+ t, G (P) = N (P), and G (P’) = N(Pr), so that 
G(PP’)=l+t>G(P)G(P=); 
thus G is not multiplicative and the theorem is proved. n 
5. GENERALIZED MATRIX NORMS COMPATIBLE WITH 
SOME VECTOR NORM 
Because of Theorem 3, not all generalized matrix norms which happen to 
be compatible in the sense (8) with some vector norm are matrix norms. In 
this section we characterize those generalized matrix norms G such that 
the generalized matrix norm G is compatible 
with some vector norm 12. (24) 
The characterization will be in terms of the relation between G and the 
spectral radius. 
Let o(A) denote the spectrum or set of eigenvalues of A E M,(C), and let 
p(A) denote the spectral radius of A, 
If G satisfies (24), it is then an immediate observation that 
(25) 
G (A) 2 p(A) (26) 
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for all A E Mk( C). Thus domination of the spectral radius is a necessary 
condition for G to be compatible with a vector norm. 
EXAMPLE 4. Unfortunately, however, (26) is not sufficient to ensure that 
G has a compatible vector norm n associated with it. For k =2, let G be 
defined by 
(27) 
It is then clear that G is a generalized matrix norm, and it may be verified in 
a straightforward manner that G satisfies (26). By definition, 
G([i :I)=+ and G([y :])=I. (28) 
Now suppose that 12 is any vector norm with which G is compatible. By the 
assumption of compatibility (8), we have 
and 
from which it follows that 
and that 
However, in our case 
a contradiction which indicates there is no such n. 
However, a condition stronger than (26) also follows from (24). 
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REMARK 4. If G satisfies (24), then 
6 G (AJ b p(A,A2. . . A,) (29) 
i=l 
for all positive integers m and all sequences A,, . . . ,A,; Ai E Mr.{ C), i = 
1 >..*, m. 
Proof. Let A = A, * . *A,, and suppose that XE o(A) satisfies ]h] =o(A). 
Also suppose that G satisfies (24) and that r# 0 is an eigenvector of A 
associated with A. Then, if we let y,,,=x and y,,,_i=A,_i+iy,_i+i, j= 
1 ,..+,m-1, we have 
p(A)n(x)=Ih(n(x)=n(Xx)=n(Ar)=n(A,y,) 
4 W,)n( ~1) < G (A,)G@&( YZ) 
Q -.* S G (A,)G (A,). . . G (A,&(x). 
Division by n(x) yields 
p(A) < fi G (A,), 
i=l 
as was to be shown. n 
COMMENT. In Example 4, the condition (29) fails for m = 2, although it 
holds for m = 1. 
In the following we shall denote the spectral norm by N,: 
N, (B)=:p(B*B)“2 (30) 
for all B E Mk(C). It is a well-known fact [l, 41, which may be seen by 
comparing unit balls, that given any two generalized matrix norms G, and 
G, there is a constant 0 < y < 00 such that 
yG, > G,. (32) 
We next show that (29) allows us to relate G and N, in a useful way. 
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REMARK 5. If a generalized matrix norm G satisfies (29), then there 
exists a constant OL > 0 (depending only on G) such that 
E G (Ai) ) aN2 (A), (33) 
i=l 
where A=A,.* * A,,, is any factorization of A. 
Proof. Suppose fl > 0 is a constant guaranteed by (32) such that 
/?N2 2 G. 
Now, let 
A,.. .A,=A= U*DV* 
be the singular value decomposition of A, where U and V are unitary. Then 
WV=@‘) 
and 
UA,. .+A,V=D. 
By (29) it follows that 
G(U) G(V)‘P(D)=N~(A) 
or, equivalently, that 
IIF G(Ai)> 
i-1 G(U;G(V)N2(A)’ /?N&3NZ(V)N2(A) 
= +N2 (A). 
Letting ar = l/ /3 2 completes the proof. n 
It then follows in a straightforward manner from the triangle inequality 
(6) for N, that 
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REMARK 6. If G is a generalized matrix norm satisfying (33), then over 
all representations of 0 #A = x ,A,,A,,* * . A,,,, 
infx G (A,,)G (Aiz). . * G (A,/,) >O. 
i 
We may now define a map N: Mk( C)+R by 
N(A)-inf 7 G (Ail). . . G (Ait,)> (35) 
(34 
where the infimum is taken as in Remark 6. We can then show that 
REMARK 7. If G is a generalized matrix norm satisfying (34) and N is 
defined by (35), it follows that 
N is a matrix norm. (36) 
Proof. The construction (35) is clearly rigged to allow us to conclude 
both the triangle inequality (6) and multiplicativity (7) for N. The homogene- 
ity (5) of N follows directly from that of G, as does the nonnegativity (4). 
(Thus N is a multiplicative matrix seminorm for any generalized matrix norm 
G.) The assumption (34) allows us to conclude the definiteness (4a) of N and, 
finally, that N is a matrix norm, as was to be shown. n 
In turn it now follows that 
REMARK 8. If G is a generalized matrix norm such that the construction 
(35) leads to a matrix norm, then there exists a matrix norm N such that 
G > N. (37) 
Proof. Since the construction (35) is by f in imum, we may specifically let 
N be as constructed in (35) under the assumption (36). 
COMMENT. It is clear from the construction (35) that G= N if and only if 
G itself is already multiplicative (a matrix norm). 
We may finally complete the chain by constructing a vector norm rr with 
which G is compatible. 
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REMARK 9. If G is a generalized matrix norm such that there is a matrix 
norm N satisfying (37), we may conclude (24). 
Proof. Since N is a matrix norm, the construction (9) or the construction 
n(x)=N([x,O,...,O]) 
yield, by Remark 1, a vector norm with which N is compatible. However, 
since N satisfies (37), it follows from 
that 
$Ax) < N(A)+) 
n(Ax) d G (A)n(x). 
This completes the proof, since n is a vector norm required by (24). a 
We have now shown that (24), (29), (33), (34), (36) and (37) are 
equivalent, and we conclude this section with a formal statement of the 
promised characterization. 
THEOREM 4. Suppose G is a generalized matrix norm There is a vector 
norm compatible with G if and only if G satisfies II;l,, G (Ai) > 
P(A,A,. * * A,,,) for all positive integers m and all sequences A,, . . . ,A,,,; 
AiEM,(C), i=l,..., m. 
6. SOME REMAINING QUESTIONS 
There are several issues worthy of further consideration which have 
directly or indirectly been suggested here but not answered. We conclude by 
formalizing some of these questions. 
(i) Precisely when is a Hadamard norm [(13), Remark 31 multiplicative 
(and thus a matrix norm)? 
(ii) Can the condition of Theorem 4 for a generalized matrix norm to 
have a compatible vector norm associated with it be limited to a finite 
number of factors? 
Example 4 shows that 1 is insufficient, but we do not have examples to show 
that k or even 2 will not work. 
(iii) Are the derived matrix norms G’ of (18) induced by vector norms? 
If not always, which are and which are not? (A partial answer is given in [2].) 
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It is well known that, given vector norms n, and n2, new vector norms 
may be given by various operations such as 
where LYE, a2 > 0, (pi + crs > 0 and S,S, is nonsingular, or by 
A very general but potentially quite helpful question is as follows, 
(iv) Are there some concretely specifiable sets of vector norms from 
which all vector norms may be derived via a finite class of simple types of 
operations? 
Since the set of all vector norms is a positive convex cone, a very specific 
question of this type would be to ask for the generators of this cone. 
These are a few of many such questions which could be forwarded. 
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