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Abstract
Spradlin, Thomas J. Ph.D., Engineering Ph.D. Program,Wright State University, 2011. Process Sequencing for Fatigue Life Extension of Large Scale Laser Peened Components.

Mechanical surface enhancement techniques have been used to successfully increase
the fatigue life of metallic components. These techniques impart compressive surface
residual stresses that reduce the tensile stresses experienced during service loading. Laser
Peening (LP) is a surface enhancement technique that uses high intensity, short duration
laser pulses to create plastic shockwaves in metallic components. Experimental investigations and limited simulation studies have been conducted to determine the effects on the
fatigue life of simple coupons when key LP parameters are varied. Used primarily in the
aerospace and biomedical engineering fields, LP has been limited to industries that can
afford its currently high development and processing costs. Reducing these costs requires
that LP simulations, which currently require tremendous amounts of computational power
and time due to their complexity, become more time effective and user accessible. This
work seeks to address these needs by reducing the overall simulation time of large surface LP processing. The first objective of this work is to reduce the simulation time of an
individual LP shot by furthering the development of an extended duration explicit Finite Element Analysis method. Error between the new method and the accepted analysis method
is calculated to demonstrate the viability of the new approach. The second objective is to
reduce the simulation time of large LP patterns. A symmetry cell approach is developed
and used to create a base unit of an LP shot pattern, which is used to reproduce the pattern
over a large surface. The last objective is to investigate the effects that the sequencing of
LP shots within a pattern can have upon the fatigue life of the component. Due to interactions between adjacent LP shots, the most recent shot in an LP pattern will have the largest
compressive stresses. By sequencing the shots in a particular order, the fatigue life of a
iii

component can be increased over that of a generic pattern.
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Chapter 1
Introduction
This chapter introduces the concept of fatigue failure on large-scale structural components.
Mitigation of these failures using various Surface Enhancement Techniques (SET) is then
discussed using the F-22 Raptor as a current example. A brief overview of residual stresses
is outlined, followed by an introduction to various SET methods and the mechanisms by
which they impart residual stresses. These SETs include shot peening, low-plasticity burnishing, and laser peening.

1.1

Motivation

Fatigue failure due to cyclic loading represents 50% of structural failures. This tremendous percentage of failures is due to the mechanical integrity degradation experienced by
materials during the course of a components service life. This material degradation is considered during the design portion of any structures life through incremental design testing
and fatigue life estimation techniques. However, due to the stochastic nature of material
properties, loading conditions, and a multitude of other factors, fatigue life estimation techniques result in rough estimates of the actual fatigue life.
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1.2

F-22 Raptor

The F-22 Raptor is an air superiority fighter built for the United States Airforce by LockheedMartin, Boeing, and Pratt and Whitney. Throughout its development, testing, production,
and use, the F-22 has consistently required a large number of service hours for every hour
in flight [1].

Figure 1.1: F-22 in Flight.

Following the first iteration of production models, a complete airframe structural fatigue test was conducted, and after 2.5 life cycles the airframe was torndown and inspected
according to United States Air Force standards [2, 3]. This teardown revealed critical fatigue locations, shown in Figure 1.2, which were then corrected in the next iteration of
production model F-22s. Because the correction made to the design consisted of a geometric reworking of the existing lug, the previous iteration F-22s were left with a major fatigue
issue for a key structural component. A portion of the lug fatigue issues were addressed
in the work conducted by Cayton et al. which studied the effects of expansion levels in
the ForceMate bushings used [3]. However, the initial crack location, Location (1) seen in
Figure 1.2, is currently being addressed through an initiative that is seeking a methodology
to repair the lugs in-situ instead of replacing the parts. The initiative is focused on using
2

SETs to accomplish this goal.

Figure 1.2: Fatigue Crack Locations Found After Teardown: Location (1) Found after 1.2
Lives and Repaired, (2) Found After 2.5 Lives During Teardown [3].

1.3

Surface Enhancement Techniques

Often, structural components that see high service loads, such as aircraft landing gear pins,
wing lugs, rotor assemblies, and fan blade leading edges, can fail before their intended design life due to surface imperfections, foreign object damage, and inadvertent stress overload. The fatigue life effects of these anomalies can be mitigated through the use of residual
stresses that target the surface of the component. The surface of any component is the most
susceptible to peak stresses due to exposed inclusions or undetectable flaws such as cracks,
scratches, and gouges. Residual stresses are simply stresses that exist in a material without the application of external load, and can be either compressive or tensile. In order for
the residually stressed body to achieve and sustain equilibrium, the two types of residual
stresses must coexist. The location of the compressive and tensile stresses then becomes a
matter of how the residual stresses were induced. Due to the in-situ nature of the initiative,
3

SET options are limited to the mechanical type, which operate on variations of the same
basic principle of plastic deformation at the surface region of the workpiece. Three of the
variants will be described here.

1.3.1

Shot Peening

One of the most widely known and commonly used forms of inducing compressive residual
stresses is Shot Peening (SP). Gaining popularity after its discovery in the 1920s [4, 5], SP
has been the subject of numerous studies using a variety of shot media including hardened
steel shot and various types of glass beads [6]. A schematic of this process can be seen in
Figure 1.3. By bombarding the work surface with these spherical beads, or shot, the material is forced to plastically deform at the contact point of the shot (Figure 1.3a). Once the
shot has rebounded off of the now permanently deformed surface, the elastically deformed
bulk field of the material attempts to return to its original state. The plastically deformed
material then experiences compressive stress from the push of the bulk material, while the
bulk elastic material equilibrates the compressive stress with slightly tensile stresses (Figure 1.3b) [7]. Depending on the velocity and angle of the shot’s impact on the surface, the
plastically affected region of the material can vary dramatically. All of the SETs discussed
in this work utilize a version of this residual stressing mechanic: permanent deformation
of a localized region of malleable material which is then compressed by the surrounding
elastically deformed material. An example of an equilibrated residual stress field can be
seen in Figure 1.4 where the high compressive stresses at the surface are due to the localized permanent surface deformations and the tensile stresses sub-surface render the external
force-free system statically equilibrated.
As with most familiar processes that have endured throughout the years, SP has been
extremely well researched, permutated, and documented. The first of these researchers, Almen, explored SP as a means to extend the fatigue life of various automotive components
including leaf and valve springs [8]. Later contributions saw the use of glass bead shot
4

Figure 1.3: Schematic of the Shot Peening Process: a) Plastic Deformation Due to Impact
of Shot Media, b) Beginning of Residual Stress Equilibrium Due to Removal of Shot Media

which produced shallower and lower magnitude residual stresses without the extreme surface deformation produced by hardened steel shot. Sequential peening processes saw the
use of hardened steel shot followed by glass beads in an attempt to capitalize on the depth
of stresses seen with the hardened steel shot but the surface finish of a glass bead process.
Simulations of many of these process variants have been undertaken, and while single shot
results have shown to be accurate, shot peening is a bulk field SET with large amounts of
stochastic variance throughout the field [7, 9]. This high amount of variance renders these
simulations as estimations of an average across the bulk field. These variations of SP have
added to the processes versatility; however, the process is still limited in many facets.
The primary limitation of SP is that the surfaces that are to be shot peened need to be
accessible so that the SP nozzles can achieve appropriate angles and velocity without inadvertently rebounding shot off of the desired surface and onto another. Due to the stochastic
nature of SP (i.e. the random manner in which shot impacts the surface) some regions of
the workpiece may be impacted more than others, resulting in inconsistent stress fields that
are highly cold worked. Though the shot peening process does induce considerable residual
5

Figure 1.4: Example of Residual Stress Distribution After Localized Surface Plasticity Has
Been Equilibrated

stresses, the stresses induced typically can not match other residual stressing techniques.
Lastly, the surface finish that results from the shot peening process is ideal only to the nucleation of fatigue crack growth. With these disadvantages in mind, alternative options for
the SET initiative should be investigated.

1.3.2

Low Plasticity Burnishing

Since its introduction fifteen years ago, Low Plasticity Burnishing (LPB) has been advertised as an alternative to shot peening [10]. A schematic of this process is detailed in Figure
1.5. LPB induces compressive residual stresses by rolling a spherical ball along the surface
of a workpiece (Figure 1.5a) [11]. The ball is rolled using a Computer Numerically Controlled (CNC) controlled hydraulic arm that provides sufficient normal force to the work
piece and plastically deforms the topmost layers. In similar fashion to SP, once the ball has
plastically deformed the surface, the unaffected elastic bulk material that exists subsurface
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attempts to revert to its original state and therefore compresses the permanently deformed
top region (Figure 1.5b). This results in approximately the same residual stress equilibration as depicted in Figure 1.4, where the magnitudes and proportions of compressive to
tensile residual stresses vary from those produced during the SP process. This shift in proportion and magnitude is directly linked to the manner in which the residual stresses are
induced.

Figure 1.5: Schematic of the Low Plasticity Burnishing Process.

The major advantage LPB has over SP is the amount, or rather lack of, cold working
induced in a material. When high percent coverages are required from SP, the random nature in which the shot impacts the surface can induce large amounts of cold work (50%+)
[10]. These large amounts of cold work cause inconsistent residual stress fields, limit ductility, and decrease the effectiveness of future SP passes since the material has been work
hardened and raised the yield point of the material. The LPB process also allows for more
control than an SP process: the exact force being exerted on the surface is known, allowing the process to be tailored to a specific application and removing the need for multiple
passes. The residual stresses induced by the LPB process reach higher compressive val-
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ues and penetrate deeper into the workpiece than their SP counterparts. Additionally, LPB
leaves an excellent surface finish with almost no crack nucleation points. The fatigue life
gains due to all of these factors, surface finish, and depth and magnitude of stresses, are
substantial when compared to SP [12]. Finite element models of the LPB process have
been conducted by various researchers in both 2D and 3D which compared favorably to the
available literature [13–15].
Disadvantages come from the limitations of geometries that are able to use LPB. While
SP is limited to areas where the shot nozzle can be aimed, LPB is limited to geometries
where the hydraulic arm can be applied and still remain normal to the workpiece surface.
For example, inner lug bore surfaces, gear teeth, and sharp corners are geometries unable to
be processed using LPB. Due to the locations of crack initiation on the F-22 lug geometry,
LPB could only possibly be used on one of the two locations and would require either a
specialized mobile setup, which has not yet been developed, or removal of the lug, which
defeats the intent of the initiative. Though LPB works well for applicable geometries, its
use on the F-22 lug remains implausible.

1.3.3

Laser Peening

Laser Peening (LP) is a surface enhancement technique that uses high intensity, short duration laser pulses to induce compressive surface stresses in metallic components [16–18].
The process begins with the application of an ablative layer to the surface being laser
peened. For this work the ablative layer is black paint, which is opaque to the laser. Then,
with the paint in place, a thin layer of laminar water flow is directed over the paint before
the laser is fired directly at the surface [16, 17]. Once the paint has absorbed enough energy
from the laser, it rapidly transforms into plasma. The water curtain contains this rapid expansion, forcing an energy wave into the metallic material. In the wake of this wave, plastic
deformations take place within the material, the magnitudes of which are decided by the
peak pressure seen at the surface, its duration, and the material properties of the work piece
8

(Figure 1.6) [16–19].

Figure 1.6: Schematic of the Laser Peening Process

The dynamic stresses transition from plastic to elastic once they reach values below
the Hugoniot Elastic Limit (HEL) [20–23]. This decrease in plastic wave magnitude is
due to material damping and dispersion of the wave in tangential directions. The HEL is
defined as the axial stress required to plastically deform a material in a uniaxial strain state
[24] and is defined as,
σYdyn (1 − ν)
HEL =
(1 − 2ν)

(1.1)

where σYdyn is the dynamic yield stress at the strain rate of interest (106 ) and ν is Loves
ratio. After the stress waves attenuate, the material is forced to equilibrate, resulting in
the compressive stresses on the surface of the material and the corresponding sub-surface
tensile stresses [16, 17]. The reason behind these sub-surface tensile stresses is founded
in statics and solid mechanics; once the dynamic forces that have caused yielding have
been damped from the material, the system is now in need of balancing the effects of the
9

now missing external forces. To do this, the plastically deformed region is compressed (in
similar fashion to both SP and LPB) by the bulk elastically stressed field, and the elastically deformed material is pulled into tension to compensate the compressive stresses thus
putting the material into static equilibrium. These tensile stresses occur hydrostatically, in
the case of round LP shots, from the edge of the compressively stressed region (the plastically deformed region) both at the surface and sub-surface. The LP process is typically
repeated several hundred to several thousand times, depending upon the shot pattern and
scope of the component [20–23]. The compressive surface stresses are used to reduce the
service loads seen by the part, and thus extending the service cycles before failure [17].
Unlike SP and LPB, LP can be applied to any surface with attainable line of sight.
Depending on the confining medium and ablative material used, the LP process can adapt to
almost any geometry. The residual stress profile is comparable in both depth and magnitude
to an LPB treatment [10], as is the surface finish. These factors combine to yield fatigue
increases beyond those offered by SP or LPB [10, 25]. The ability to modify multiple
parameters that constitute the LP process allows for flexibility unobtainable in either SP
or LPB. The ability to change the peak pressure in the process, the duration of this peak
pressure, the radius of the spot used, number of shots per location, the percentage overlap,
spot shape, and the pattern sequencing allow LP to adapt to almost any load spectrum,
loading mode, or material. However, this adaptability is also a limitation to the LP process.
The traditional approach to LP fatigue life enhancement originally took the guise of
an LP-test-refine-repeat methodology. This method requires ample resources, time, and experience, limiting the use of a budding new technology. Incorporation of simulation-based
methodologies and optimization strategies have had similar difficulties requiring expertise
in dynamic Finite Element Analysis (FEA), super computing facilities, time, and material
data that may not be available. Developments in reducing these simulation hindrances have
been made since the initial LP simulations, and have allowed for a more thorough understanding of the LP process as well as key parameters [24, 26]. After reviewing the SETs
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available for enhancing the fatigue life of the F-22 lug, the initiative has decided to investigate LP. The adaptability, depth and magnitude of residual stresses, and resultant surface
finish are incentive enough to attempt to overcome the simulation-based obstacles.

1.4

Dissertation Organization

The work proposed herein will advance the LP simulation process for large structures by
reducing the simulation time for each shot by using a standardized extended explicit integration method and by applying accurate boundary conditions to a symmetry cell method
to capitalize on LP field repetition. Additionally, advances in the understanding of the effects of LP pattern sequencing on a large structure’s fatigue life will be made by using the
symmetry cell method already discussed and simulated fatigue life estimations.
Chapter 3 discusses the development of a fatigue life estimation framework that incorporates LP induced residual stresses. The method is outlined and then followed by
simulations of a basic Aluminum 7075-O bending fatigue coupon being loaded in three
point bending. The simulated gage section of the coupon is then LP processed. The developed framework is used to estimate the fatigue life at various loading levels and the
baseline as well as the un-processed bending coupon and the LP processed coupon. The
results are then validated by using the same geometry and processing parameters used in
the simulations, in experiments.
Chapter 4 outlines the standardization of an extended explicit LP simulation. Varied
parameters including mesh density, peak pressure and material used, stable time increment
size variation, criterion for simulation termination, extended explicit total duration, and
artificial damping of elastic stresses are discussed. The results for various total extended
epxlicit durations are compared to a standard analysis (Explicit/Implicit) and the error for
the major stress components are quantified. Recommendations are then made regarding
when an extended duration explicit analysis can be used and the required conditions.
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Chapter 5 addresses the assumptions made by Hu and Yao in their symmetry cell work,
and why those assumptions require revision. To determine the critical distance between two
LP spots, a method similar to Hu and Yao’s is used. The critical distance for three materials
at various peak pressures is then determined via simulation. The gathered critical distances
is used to implement accurate boundary conditions on a symmetry cell simulation for each
material at each investigated peak pressure. Comparison of the new methodology results to
those found in the literature is conducted to demonstrate the improvements introduced by
using these corrected assumptions. Incorporating edge effects into the application of the
symmetry cell method investigated as well.
Finally, Chapter 6 makes use of the newly amended symmetry cell method to simulate
various spot pattern sequences. The limits of laser peening’s averaging effects is explored
and discussed, and key pattern effects identified. The cost function for the investigation
is the fatigue life of a large scale beam in constant amplitude loading. Permutations of
the pattern sequencing included skipping varying numbers of spots, multiple shots at a
location in and out of sequential order, re-peening in some locations to mitigate observed
tensile stresses that the pattern is producing, and sequencing of peening edges before less
unique areas.

12

Chapter 2
Background
This chapter reviews the history of LP and its simulation, outlines the methodology used
in typical applications in both 2D and 3D simulations, and discusses their limitations. This
chapter is intended to be a thorough review of LP simulation methodologies, short comings,
recurrent issues, and practical applications. At the end of this chapter, the shortcomings of
the current state of the art will be summarized and the tasks to be accomplished in this
investigation will be framed for outlining in Chapter 3.

2.1

History of LP

The defining review of Laser Peening’s development over the past 50 years was created
by Clauer [27]. The review divides the development into stages starting with initial testing in vacuum chambers by Askaryan et al. and continues to modern day international
expansion of the technology. The initial tests conducted by Askaryan indicated that the
pressures exerted by a radiation beam exceeded expectations, and could have possible applications inducing waves in various solid media [28]. Later, using ‘giant’ lasers capable of
transferring 0.3 J, Neuman conducted experiments measuring momentum transfer in various materials, classified the types of reactions various materials had, and measured crater
depths [29]. Though several studies were conducted between 1963 and 1968 developing
13

a manner in which to create stress waves in materials [30–33], the first use of a version
of the modern LP process was conducted by Anderholm at Sandia Laboratories in 1970
[34]. That same year, Battelle Laboratories in Columbus, Ohio began operations with an
Nd-Glass laser capable of 200 J [27]. Results of the first LP process investigation were
published in 1972 by Fairand et al. [35]. Two years later Mallozzi and Fairand applied for
and were awarded a patent for the LP process [36]. 1978 saw the Air Force approaching LP
as a solution for cracks near holes in plates of 2024 and 7075 aluminum, and although the
process showed some fatigue life extension and the ability to retard crack growth, it was
abandoned the following year due to processing costs [27].
The 1980s and 90s saw the development of international LSP initiatives, spearheaded
in the late 80s by the French [37, 38]. During this time period, Dulaney and Clauer were
developing a lasing system that could deliver 50 J pulses over a 20 ns peak mid-span at Battelle Laboratories [39]. Introduced in 1991 to General Electric Aircraft Engines (GEAE),
Battelle began to LP several major rotor assemblies and fan blades for Foreign Object Damage (FOD) control. Four years later, GEAE would task a new startup company known as
Laser Shock Peening Technologies, more commonly known as LSPT, with building a production laser for them. LSPT, under Dulaney’s lead, would file several patents over the
next 10 years covering topics from processing environment chambers to LP with multiple
lasers [40–43]. These unique and patented applications of LP, combined with the unique
needs of the F-22 initiative have poised LP to move to a more diversified clientele base.

2.2

LP Process Development

The development of LP has seen many experimental variants of the process, not all of which
were feasible or beneficial. This section explores the lasing systems currently feasible for
LP use. Also, the variations of the process that have been studied (different containing or
abalative mediums) will be outlined.
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2.2.1

Lasing Systems

There are currently two major types of laser systems viable for use in the LP process:
Neodymium-Phosphate (Nd:phosphate) and Nd:Yttrium-Aluminum-Garnet (Nd:YAG). Lasing systems depend on the lasing medium, after which they are named to produce a stream
of coherent light at a particular wavelength. A typical LP setup consists of a Q-switched
laser oscillator, several amplifiers to boost the pulse, and reflecting lenses to direct the light
to its target. For LP, the wavelength of the laser used is crucial to the rest of the process:
the containing medium must be transparent to the laser while the ablative material must be
opaque to it. Material transparency is dictated by two factors: power density and wavelength. At the power densities required to effectively create plastic stress waves in metals
(1010 GW/cm2 range), the wavelength of the laser should be within or below the 1 µm
range. This wavelength requirement and ability to produce the required energy densities
are the reasons that Nd:phosphate and Nd:YAG lasers are used, with wavelengths of 1.054
µm and 1.066 µm, respectively.

2.2.2

Containing and Ablative Materials

Various transparent overlays and their effects on the LP process have been studied since the
early 1970s [44]. Transparent overlays, containing mediums in this context, have a single
function within the LP process: contain the rapid expansion of the plasma after a laser
pulse to increase the intensity of the resultant pressure waves. Prior to studies conducted
by Anderholm [34], LP did not use any confining medium. However, once it had been
shown that a confining medium helps increase the magnitude of the resultant shock waves
[45], almost all implementations of the LP process began to use some form of confining
medium. Water, as an example, is capable of doubling the duration and increasing the
intensity of the waves 5-10 times [45]. Many materials have been investigated for this
purpose including quartz, various polymers, and both running and stagnate water. Though
all of these materials yielded excellent results, water is most commonly used due to its
15

availability, cost, ease of application, and lack of eventual deterioration.
Despite the material used, the ablative material serves two primary functions during
the LP process: to prevent the formation of tensile stresses at the surface, and to protect the
surface from thermal rise [46]. A plethora of ablative materials have been tested including
Al, Zn, Pb, and electrical tapes, and black paint. A key work conducted by Fairand and
Clauer [47] revealed that once a critical energy density has been reached, the type of ablative material used is inconsequential, so long as the layer is there and opaque to the laser.
Commercialized processes make use of this fact and apply thin layers (8-10 µm) of cost
effective black paint to the work surfaces being laser peened.

2.3

Simulation of the LP Process

The ability to predict the complex residual stress fields left behind by LP has been a technical goal of the LP community since the commercialization of the process in 1991. The
typical ‘optimization’ of LP uses multiple experimental coupons and processes them in
several different configurations. The coupon with the most improved fatigue life over the
baseline coupon is then deemed ‘optimal’. While this method may suffice, a true optimization of the LP process could remove this archaic process by using high fidelity FEA
simulations of the LP process.

2.3.1

History of Simulation

The earliest analytical models of the LP process date back to 1991 and were the topic of
several papers throughout the 90s [25, 48, 49]. The first true 2D FEA model was conducted
by Braisted and Brockman [18] and included the mechanical portion of the process, postlaser pulse excitation. The plasma creation portion of the analysis was excluded and instead
an empirically derived approximation of the resultant pressure pulse was used. The process
used both explicit and implicit integration finite element codes, capitalizing on the ability
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of explicit codes to model high speed events and the ability of implicit codes to converge
on a final solution in a reasonable amount of time. The analysis also included an elastic
perfectly plastic (EPP) material model.
Nam et al. developed a code specifically for simulation of the LP process [50]. Titled
SHOCKWAVE, this axisymmetric code was used on both thick and thin specimens with a
variety of material hardening models, overstress powerlaws, and mesh sensitivity studies.
A year later, Ding and Ye developed the first simulations of the mechanical portion of
the LP process in 3D [22]while researchers from France, Japan, and Saudi Arabia were
concurrently conducting research in several different fields.
Thermo-mechanical and mechanical aspects of the LP process have also been of
tremendous interest to several key researchers in the LP community. Several works, which
consistently involve Peyre, have explored the LP analysis, some analyses include thermal
effects while others make use of more complex material behaviors through Equations of
State (EOS) [19]. Other researchers have taken more of an interest in the effects of LP on
corrosion stress cracks and basic fatigue cracks. The majority of these investigations have
revolved around extending the life of nuclear reactors and have been conducted by Sano et
al. for the Toshiba Corporation. Lastly, development of temperatures during plasma generation and analysis plastic deformations caused by waves [51], as well as calculation of the
plastically affected depth have been investigated [52].
Since 2003, a small minority of the global research community have focused on the
plasma generation portion of the LP process [23, 53, 54]. Multiple material models began
to be used during this time, including the Johnson-Cook and Zerilli-Armstrong material
models. These models allowed for more realistic material response when faced with impact loadings. Wright State Researchers Armachinta et al. developed a process where a
material model could be tuned for better prediction of LP residual stress fields. The process included both simulation of the residual stress field as well as experimental results
of the same system [55]. More currently, work has been completed on optimization tech-

17

niques for use with the LP process. The first of these, conducted by Singh et al. explored
the effects of variation in multiple LP parameters and developed a population based optimization technique that allowed for multiple optima to be found for a given geometry
[56, 57]. Though some of the work used fatigue life as a criterion, later works focused on
residual stress based metrics.

2.3.2

Issues Currently Facing LP Simulation

The largest hurdle that LP simulation has to overcome before it can become an actual
design process is simulation time. Despite trying to take advantage of both the explicit
and implicit integration techniques, the simulation time for a single LP shot simulation can
take nearly a day. For large surfaces to be laser peened, a brute force method is simply
time prohibitive since the analysis can contain several hundred to several thousand shots.
Recently, a symmetry cell approach has been proposed by Hu and Yao [58] which identifies
a repeating region of the LP field and then ‘stamps’ it across a much larger area. However,
the assumed boundary conditions proposed in the methodology require re-working before
they will be useful.
A second issue that faces LP simulation concerns the variable considered in the analysis. Currently, the variables considered in most analyses include the spot size, peak pressure, mid-span duration, percentage overlap, and number of shots at a given location. A
parameter that has yet to be considered for an LP analysis, yet is increasing in interest
to the community, is the shot sequencing in a given LP pattern. Originally, LP with round
spots assumed that the higher the percentage coverage, the more the averaging effect would
mitigate the residual tensile stresses inherent with that spot shape. Current investigations
show that in some materials the sequence of the LP pattern can affect the fatigue life.
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2.4

Review of Fatigue Life Estimation

The earliest examples of fatigue testing date back to 1838 when Albert noticed a direct
correlation between the loading used on a mine cart tow chain and the amount of time
before the chain failed [59]. Four years later, Hood hypothesized that fatigue was actually due to ‘crystallization’ of the metal caused by mechanical vibration. Now becoming
a serious issue in an increasingly industrialized world, the French Railroad Commission
began to retire train axles every 60,000 km citing it as ‘Retirement for Cause’. For this reason, the Factor of Safety was introduced to compensate for this new, somewhat unknown
mechanical failure. Almost 50 years passed before engineers realized that microstructure
and crystallography are primary contributors to fatigue life, not ‘crystallization’. In 1910,
Basquin proposed ‘The Exponential Law of Endurance Tests’ which is still in use today
for High Cycle Fatigue (HCF). This method simply draws a line through strain controlled
fatigue data in log-log space, and uses the slope of the line running through the high-cycle
fatigue points as the exponent of the power law (Figure 2.1). Because the distinction between HCF and Low Cycle Fatigue (LCF) has been made, the material parameters that will
be used to describe these fatigue behaviors will now be defined.
There are two major methods by which materials can be tested for fatigue data: stress
controlled and strain controlled. The former simply oscillates the loading on the specimen
according to the engineering stress calculated based on original cross-sectional area and
observed loading normal to the longitudinal axis of the specimen. Using stress controlled
testing is perfectly acceptable in the HCF regimen of the loading spectrum; however, it
becomes inaccurate once loading approaches the yield point of the material due to the
Bauschinger effect’s manipulation of the stress-strain relationships of the material in question. Once the material yield point is approached, it is appropriate to begin using a strain
controlled testing methodology. A strain controlled methodology allows discernment between the elastic and plastic regimes of the materials behavior without being dependent
upon the stress-strain interaction of the material. The example points used in Figure 2.1
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represent strain controlled fatigue data. The two lines overlaid on the two regimes of data
describe two completely different portions of material response: the points grouped towards the left of the figure and described by the steeper of the lines fall into the LCF
regime, while the points grouped towards the right of the figure fall into the HCF regime
and are described by the less steep of the two lines. These two lines are used to describe
the fatigue behavior of the material, or rather the slopes and intercepts of the two lines are
used to define a material’s fatigue response. The slope of the line associated with the LCF
data is called the Coffin-Manson exponent, while its intercept is called the nominal strain
coefficient. The slope of the line associated with the HCF data is called the Basquin exponent, while its intercept is called the fatigue strength coefficient, once it has been divided
by the elastic modulus of the material (strain controlled data requires that the vertical axis
be strain).

Figure 2.1: Extraction of Common Fatigue Equation Constants From Experimental Fatigue
Data

Discretization of the damage incurred during cyclic loading was quantified by Palmgren (1924) and Miner (1945), independently, giving birth to what is now known as the
Palmgren-Miner rule. Though some modifications have been made, these two tools, Basquin’s
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law and the Palmgren-Miner rule, are what comprise modern stress based analyses and can
be seen in Equations 2.1 and 2.2, respectively.
∆σ
= σf0 (2Nf )b
2
Where

∆σ
2

(2.1)

is the amplitude of the constant amplitude stress load, σf0 is the intercept of the

line from Figure 2.1 with the vertical axis, Nf is half cycles to failure, and b is Basquin’s
constant.

Σ

ni
=1
Ni

(2.2)

Where ni is the number of cycles experienced at the ith constant amplitude loading, and
Ni is the total number of cycles that a component can withstand at the ith load level. This
equation normalizes the damage done at a given load level so that an assessment of the
remaining fatigue life can be determined even after having experienced multiple load levels
worth of damage.
Plastic strain amplitude as a fatigue lifing method was recognized in 1955 and used for
Low Cycle Fatigue (LCF). Ten years later, Morrow formulated this new found strain lifing
technique together with Basquin’s realtion, creating the Morrow Relation, more commonly
known as the Manson-Coffin relation.
σf0
∆
= (2Nf )b + 0f (2Nf )c
2
E

(2.3)

Where 0f is the nominal strain coefficient, c is the Coffin-Manson exponent (Figure 2.1),
and

∆
2

is the strain amplitude of the constant amplitude loading. Morrow would later add

a term to these equations to compensate for the mean stress of the loading cycle [60].
(σf0 − σm )
∆
=
(2Nf )b + 0f (2Nf )c
2
E
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(2.4)

Where σm is the combined mean stress for the loading situation: both the mean stress due
to loading and the mean stress due to present residual stresses are accounted for in this term
via superposition. When a mean stress is added into a fatigue lifing equation, it is referred
to as having been Morrow mean stress modified.
In 1968, Matsuishi and Endo developed what is now known as Rainflow cycle counting by observing rain draining from pagoda roofs; this breakthrough allowed for random
loading spectra to be decomposed and re-assembled as sequential blocks of constant amplitude loading with a common mean stress. Brown and Miller later proposed a strain based
fatigue method that used ‘critical planes’ to estimate fatigue life as it incorporates both
normal and shear strain components into a single lifing method. In 1987 a small company
known as FE-Safe was founded and began applying fatigue methodologies to FE results.

2.5

Research Need

After having reviewed the current state of LP simulation and fatigue life methods, three
major research needs have been identified. The first goal is the reduction of the overall
simulation time required per LP shot. The methods for establishing exact material model
parameters at high strain rates, specific LP laser intensity spatial profiles, and laser irradiance conversions to peak pressures have already been established. Currently, several
researchers have used various explicit only techniques, yet none have been outlined, standardized, or compared to the established methodology for error quantification. This work
seeks to standardize an extended explicit analysis by investigating the effects of time step
size, total explicit solution duration, LP pressure ranges, and various materials.
The second goal of this effort is to amend the assumptions made by Hu and Yao in
their symmetry cell work: establishing parameters for the limited simulation is critical to
the method’s accuracy. The first step is to establish the actual critical distance between two
LP spots such that no interaction occurs. Using this critical distance, the actual boundary
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conditions for the symmetry cell model can be expressed correctly and the method can be
applied to large scale structures.
The third goal is to make use the symmetry cell method amended in this work, to
investigate spot pattern sequencing for effects on an arbitrary, large scale structure’s fatigue
life. Currently, no work exists that has studied the effects of spot sequencing in complex LP
patterns upon the fatigue life of a structure. Prior work has shown that adjacent spots can
drastically affect the surrounding residual stress field when applied. A method by which
beneficial spot patterns can be sequenced, and detrimental spot patterns avoided, needs to
be developed. If spot sequencing can help alleviate the need for high peak pressures, or
even multiple shots at a given location, then it should be exploited in order to save both
time and cost in a commercialized LP setting.
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Chapter 3
Simulation-Based Fatigue Life
Estimations
This chapter discusses the development of an FE simulation-based fatigue framework that
incorporates LP residual stresses. The simulation of an Aluminum 7075-O three point
bending coupon being loaded, as well as being LP processed, is discussed with material
and fatigue model parameters. This framework is used later in this work as a response
function to determine benefits of LP pattern sequencing.

3.1

Introduction

Although many examples of experimental testing programs have been implemented to refine LP processes, few have been developed to take advantage of a simulation-based approach. Due to the large number of parameters used to define an LP process, simulationbased optimization methods have been developed (Singh et al., 2010). These methods,
typically based on advanced finite element analyses (FEA), are used to determine an optimal set of processing parameters focusing on the maximization of a compressive residual
stress volume, or a similar metric pertaining to the LP residual stress field. For many applications, however, the induced residual stress fields can be of lesser importance than the
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resultant fatigue life enhancement. For example, in aerospace vehicle applications, fatigue
lives, not the underlying residual stress fields, are of interest [61, 62].
The framework developed and validated herein uses FEA to simulate the LP process
and generate the residual stress state, and then to evaluate the applied stress state that arises
from fatigue cycling. The resultant fatigue life is estimated from the combined effects using
a strain life methodology. A test program using simple aluminum coupons loaded in threepoint bending was conducted to validate the fatigue life estimations and to demonstrate the
accuracy of this approach. Though LP simulation and fatigue life estimation have been
used extensively in the past, combining their use to predict the fatigue life of complex
residually stressed components in loading is a new development.
To ensure sufficient resolution for accurate stress prediction, simulation of the LP
process requires careful construction of the geometric models used . When laser peening
geometries include regions that are not planar, such as fillets or chamfers, special attention must be paid to the mesh used in these areas. Inattention to such details can lead
to erroneous LP wave propagation and even unrealistic node movement. Development of
such models, along with determining the correct material model to use, comprised a large
portion of this research.
The material chosen for this work, Al 7075-O, presented a unique combination of
benefits and challenges. Due to its fine grain structure and availability, Al 7075-O provides
an excellent platform on which to conduct comparisons between analytical and experimental residual stress work. However, these benefits are counterbalanced by a lack of fatigue
model parameters. This work seeks to determine these fatigue model parameters through a
comparison of the analytical and experimental results. Additionally, this work seeks to develop a simulation framework for estimating the fatigue life of an LP processed structural
component for future use in a fatigue-based optimization methodology.
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3.2

Simulation-Based Fatigue Life Estimation

The framework for simulated fatigue life estimation is comprised of three steps (Figure
3.1): create FEA simulations of the component to supply a stress/strain condition, determine the maximum stress/strain values and their location, and calculate fatigue life based
upon these stresses. The first step simulates the loading and LP stresses for the component
of interest using the commercially available FEA software ABAQUS. The second step uses
a fatigue analysis software package, fe-safe, to extract the results of the simulations and determine the stress and strain states along multiple planes throughout the model. The third
step uses fe-safe to calculate the fatigue life, using a strain-based equation, throughout the
entire model.

Figure 3.1: Fatigue Life Calculation Flowchart
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3.2.1

Strain Life Analysis

Current fatigue analysis methods typically estimate a components cycles to failure using
empirically based equations that rely on standardized material fatigue parameters [63–65].
Strain life, henceforth referred to as -life, estimations which relate a given loading to
a resultant fatigue life, can be used across the entire fatigue spectrum, low-cycle to highcycle, making them an ideal method for a general purpose analysis. For the case of constant
amplitude strain loading, the stress state shifts from cycle to cycle due to hysteretic effects
such as strain hardening or softening. The -life estimation method used in this work is
the Brown-Miller multi-axial Morrow mean stress modified strain life equation [63]. The
attraction of using the Brown-Miller strain life equation is that it assumes fatigue failure
will occur along the plane of maximum shear stress amplitude, which is accurate in the
case of ductile metals (i.e. aluminum). A visual explanation of various fatigue analysis
variables used in the Brown-Miller equation can be seen in Figure 3.2

Figure 3.2: Schematic of Fatigue Load Cycle for Both Stress and Strain Loadings

where σm /m are the mean stress/strain of the loading cycle, ∆σ/∆ are the load range of
the cycle in stress/strain, and

∆σ ∆
/2
2

are the stress/strain amplitudes for the cycle.

The Brown-Miller multi-axial Morrow mean stress modified strain life equation can
be seen below as Equation 3.1 [63]:
(σf0 − σm )
∆γ ∆n
+
= 1.65
(2Nf )b + 1.750f (2Nf )c
2
2
E
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(3.1)

Here

∆γ
2

represents the shear strain amplitude,

∆n
2

represents the normal strain am-

plitude (Figure 3.2), σf0 is the fatigue strength coefficient for the material, 0f is the nominal
strain coefficient for the material, b is the Basquin exponent, c is the Coffin-Manson exponent, and Nf is the number of cycles to failure. The last term of Equation 3.1, called
Morrow mean stress modified, refers to the offset caused by the load oscillating about a
value other than 0 (e.g., σm from (Figure 3.2). The parameters σf0 , 0f , b, and c are specific
material constants and define its fatigue behavior while

∆γ
2

loading. Because the load, residual stress state ( ∆γ
,
2

σm ), and material parameters (σf0 ,

∆n
,
2

and

∆n
2

are specific to a given

0f , b, c) are obtainable from the available literature and thus known for this work, Nf can
be determined using Equation 3.1.
Because the simulation models used in this work contained approximately 250,000
elements each, the commercially available software package fe-safe was used to implement
Equation 3.1 [66]: fe-safe conducts a fatigue analysis at each element within the FEA
model using Equation 3.1. This analysis consists of creating a time history of the principal
strains from both the shear and normal strains. Once these histories have been created, the
mean stress correction for both the load case and any present residual stresses is applied and
the fatigue life is calculated using Equation 3.1. The mean stress correction consists of two
components; the first component comes from the actual mean stress from the loading itself
(the stress value about which the loading oscillates) while the second portion comes from
the additional offset experienced by the loading due to the now present residual stresses.
The minimum fatigue life (i.e. the shortest) from this analysis is then recorded as the
fatigue life of the component as it will be the most likely location from which a crack will
propagate: the analysis yields the components fatigue life as well as the point of failure
(the element at which the shortest fatigue life was calculated).
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3.3
3.3.1

FEA Simulations for Use in Fatigue Analysis
Bend Loading

It was decided early on that bend loading was desirable for this work for two primary reasons: bend loading produces the highest loads at the surface of whatever component is
being bent, and bend loading is typically the primary driver in structural failure. Experimentally, bend loading is accomplished in several manners, however, the most manageable
from both an experimental and analytical standpoint would be a beam in either three or
four point bending. Three point bending is appealing as the location of peak stresses is
known, there are fewer boundary conditions and thus experimental conditions to enforce,
and three-point bending fixtures are easily obtained and readily available. Four-point bending is attractive due to its ability to induce a consistent stress field across the gage section,
allowing for the failure location of the specimen to be anywhere the peak stresses present
themselves. This allows the LP residual stresses to move failure location which is a point
of interest for pattern sequencing. Initially, four-point bending was attempted and abandoned as consistent failure at the inner-span supports, even with an LP residual stress field
present, was proving to be a test of geometry as opposed to residual stresses. This consistent failure opposite the inner-span supports was due to the shear stresses induced by the
supports. Three-point bending was selected as the loading method in order to confine the
failure location of the coupons to a specific region and to avoid the failure anomaly induced
by the inner-supports in four-point bending.

3.3.2

Fatigue Load Simulation

The LP process zone and also the refined FE mesh were selected to coincide with the failure
zone. This approach allowed for an accurate LP simulation as well as an acceptable resolution for fatigue life estimation. Limiting the size of the simulated LP region helps in reducing the simulation time. Two separate FE analyses, one for three-point bend loading and
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another for LP processing, were conducted using two different models, each representing
the same coupon gage section. The LP model contains the gage section along with infinite
elements that were used to represent a non-reflecting boundary condition. The rationale
for modeling only the gage section of the coupon was to reduce the overall simulation time
of the LP process; there is no need to include far field elements in the simulation that are
unaffected by the highly localized LP process. The model for the three-point bending load
coupons also contain the gage section, but has additional element sections representing the
coupon lever arms used to transmit the bending load. The basic geometry of the coupon
used for both analyses is shown in Figure 3.3. Due to its characteristic cross section, it is
typically referred to as a candy bar type bending specimen [67]. During the fatigue life
analysis, the stress and strain states resulting from the LP and loading analyses do combine into an effective stress/strain state for a laser peened candy bar coupon in three-point
bending (Figure 3.1). All simulations are conducted using the commercially available FEA
code ABAQUS 6.8.

Figure 3.3: ’Candy Bar’ Bending Fatigue Test Coupon

3.3.3

High Strain Rate Material Model for LP Processes

The LP process generates extremely high strain rates, on the order of 106 throughout the
materials it modifies. Because of this, the necessity for a strain rate inclusive material
model becomes paramount. The Johnson-Cook material model has been shown to yield
accurate material response in simulations of the LP process [26]. The formulation for the
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Table 3.1: Johnson-Cook Material Model Constants for 7075-O Al
A (MPa)
103

B (MPa)
350

n
0.4

C
0.12

˙0
10−3

E (GPa)
72

ν
0.33

kg
δm
3
2810

Johnson-Cook model, excluding thermal effects, can be seen in Equation 3.2 [68].
˙
σeq = (A + Bnp )(1 + Cln( ))
˙0

(3.2)

Here σeq is the flow stress of the material for an equivalent plastic strain p at a particular strain rate .
˙ The constant A refers to the initial yield stress at room temperature,
B and n represent the effects of strain hardening, C represents the strain rate sensitivity
of the material, and ˙0 is the reference strain rate. The material model parameters for Al
7075-O selected for this work are a combination of those found in various sources within
the literature [19, 69] and can be found in Table 3.1

3.3.4

Three-Point Bend Loading Coupon for Calculation of Fatigue
Life

Four identical three-point bending coupon models (Figure 3.4a), each corresponding to a
different level of applied load, were constructed using 292,560 elements that were 8-node
linear brick, reduced integration elements with hour glass control (ABAQUS C3D8R elements). The outer span for the coupon used in this work was 45mm, with the load point
centered within the outer span (Figure 3.4b). Because of the softness of the material considered, the non-linear geometry (NLGEOM) option was used to account for the large
displacements expected to occur during the higher load level analyses. Zero vertical displacement boundary conditions were used to simulate the outer span supports, while the
load was applied with concentrated forces at each node along the transverse centerline of
the coupon Figure 3.4b. Because the actual loading stresses are of interest, not the lever
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arms used to apply loading, concentrated forces at nodes are allowable. If the lever arms
were to be considered as well for potential fatigue failure locations, the loads would need
to be applied as distributed forces. The portions of the coupons that experienced analytical
anomalies due to the point displacement boundary conditions are excluded from the fatigue
analysis: only elements on the tensile side of the neutral axis within the gage section were
used for fatigue analysis.

Figure 3.4: Simulated ’Candy Bar’ Coupon: a) Profile of Coupon, b) Side View of Coupon
with Load Points and Outer Span Dimensions

3.3.5

LP of Coupon Gage Section

The residual stress state induced by laser peening was simulated using an FE model of the
coupon gage section. 165,600 C3D8R elements were used in the LP process zone. An
additional 11,039 infinite 8-node linear one-way elements (CIN3D8 elements) were used
to represent the non-reflective boundary conditions. A fixed, 10 circular spot pattern, along
with the infinite elements, can be seen on the candy bar gage section in Figure 3.5.
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Figure 3.5: Gage Section Model with Surrounding Infinite Elements, Shot Pattern Layout,
and Shot Sequence Order

Throughout this work, a set of fixed process parameters was used for consistency: the
peak pressure (3 GPa), the mid-span duration of the pressure pulse (30 ns), the number
of shots at a given location (3), and the radii of the spots (1.5 mm). The sequence of the
shots can be seen in Figure 3.5, with all three shots at a given location are applied before
proceeding to the next location in the sequence. These values were chosen strictly for
use in validating the LP fatigue life framework developed herein. A two-step procedure
[56] was used for the simulation of the LP process within the candy bar coupon gage
section. The first step of the process begins in ABAQUS/Explicit, and applies the plasma
induced pressure pulse to the workpiece surface according to the temporal pressure profile
seen in Figure 3.6. This load is approximated via a uniform pressure distribution over the
selected nodes that define each circular LP spot. The simulation duration is fixed at 4 µs
for each explicit analysis, an adequate amount of time for the majority of the kinetic energy
within the model to dissipate. The analysis is then exported into ABAQUS/Standard, a
nonlinear elastic-plastic implicit time integration finite element code, for reaching residual
stress equilibrium. The process flow is outlined graphically in Figure 3.7.
The LP simulations were run using a computer with an Intel R CoreTM 2 Quad CPU
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Figure 3.6: Normalized Pressure Pulse Magnitude Versus Time

with each core clocked at 2.83 GHz and 16 GB of memory. Mesh convergence results
for a simple quarter plate with infinite boundary conditions have shown that the machine
memory can be overwhelmed before mesh convergence is achieved. This work used a
mesh that allowed reasonable resolution within the residual stress field. To avoid using too
refined a mesh (0.025 mm, which becomes too time prohibitive due to computational time)
or too coarse a mesh (1 mm, which produces erroneous residual stress field predictions due
to mesh coarseness), an element size of 0.175 mm x 0.175 mm x 0.175 mm was used as a
compromise. The resulting residual stress field from this simulation can be seen in Figure
3.8.

3.4

Experimental Fatigue Life Testing

A set of candy bar coupons was manufactured along the rolling direction of an Al 7075T651 plate using wire Electrical Discharge Machining (EDM). Due to the extreme thermal
process that all EDM surfaces experience [70], all coupon surfaces had 14 µm removed
via mechanical polishing, resulting in a surface finish of Ra ≤0.25 µm. The specimens
were then full stress relief annealed [71]. The purpose behind annealing the specimens
34

Figure 3.7: Flowchart of Multiple Shot LP Simulation

was to remove any residual stresses that may have existed in the plate prior to, or created
during, the manufacturing process. No initial residual stress state assumed in the model,
therefore, no pre-existing residual stress state should exist in the testing coupons. A random
specimen from the batch was subjected to X-Ray diffraction analysis of the residual stress
state at the surface and at two points sub-surface. At the surface of the coupon there was
a compressive residual stress of 8±2 MPa (Figure 3.9). Proceeding into the depth of the
specimen by 0.127 mm, a tensile stress of 31±2 MPa existed to counterbalance the surface
compressive stresses. Proceeding to 0.2769 mm sub-surface, a compressive stress of 14±2
MPa was found. For the purposes of this work, these residual stress values support the
assumption that negligible residual stresses exist in the experimental coupons can be made.
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Figure 3.8: Residual Stress Results: a) Resultant Residual Stress Field from LP Process
Parametric Configuration, b) Plot of Residual Stresses Along Line Indicated in Portion a

Figure 3.9: XRD Residual Stress Readings into the Depth of a Random Experimental
Coupon After Coupon Manufacturing
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All fatigue testing was conducted at Wright-Patterson Air Force Base using an MTS
servo-hydraulic tensile testing machine operated under force control, which was fitted with
a three-point bending fixture. A testing frequency of 10 Hz was used at each of the four
constant amplitude, total-force loading levels (1500 N, 1900 N, 2160 N, and 2700 N) with
a cyclic load ratio of R=0.04. Three replicates at each load level were conducted for more
statistically meaningful data. All testing was conducted at an approximate temperature of
78 ◦ F. The failure criterion for the machine was defined as crosshead displacement over
10mm from the initial crosshead displacement, which in the case of this testing was catastrophic failure.

3.5

-Life Fatigue Parameters

The lack of commonly available -life fatigue parameters for Al 7075-O required that a
generalized method for estimating these parameters be used [63]. By adapting the most
common method, Seegers method, using trends in fatigue parameters of various aluminum
alloys; an estimation of Al 7075-Os -life parameters can be made. Seegers method uses a
set of -life fatigue parameters for aluminum and titanium alloys that are dependent upon
the quasi-static ultimate stress of the material of interest and are defined as: σf0 = 1.67σu ,
0f = 0.35, b = -0.095, c = -0.69. Through observation of the trends within the literature
[64, 65], a similar relation between the ultimate stress and the σf0 value exists, the difference
from Seegers method being that σf0 is 2.3σu . The trends in softer materials for b and c
reveal a tendency towards -0.12 and -0.5105, respectively. The parameter 0f , however, did
not demonstrate a common value and thus will be determined using the baseline material
experimental fatigue data conducted in this work. The ultimate stress, σu , of the material
was determined to be 332 MPa from the Johnson-Cook model at an approximate static
strain rate of 10-5 at a commonly reported rupture strain of 16% total strain. A static strain
rate is acceptable for these calculations as the fatigue parameters are used for the fatigue
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Table 3.2: -Life Fatigue Parameters Determined From Available Data and Modified
Seeger’s Method
σ u (MPa)
332

σ 0 f (MPa)
763.6

0 f
2.25

b
-0.12

c
-0.5105

analysis of the LP coupon in three-point bending.

3.6

Results and Discussion

The experimental data for the unprocessed baseline material was used to tune 0f to a value
of 2.25 by observing the fatigue model behavior and minimizing the analytical to experimental error at the 2160 N total load point. The 2160 N coupon was used, as the fatigue
life at that load is around 105 cycles to failure, which is typically considered the transition
point between the high-cycle and low-cycle regimes. The experimental data and resulting
fatigue estimations of the unprocessed coupons using the finalized constants from Table
3.2 can be seen in Table 3.3 and Figure 3.10. A run out, for this work, is defined as any test
which was run to 1 x 107 cycles as the test were simply ended at this cycle count.
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Figure 3.10: Total Load Versus Cycles to Failure for Experimental Baseline Material
(Semi-Log Scale)

39

Table 3.3: Experimental Fatigue Life Data Corresponding to Figure 3.10
Load Level (N)
1500
1500
1500
1900
1900
1900
2160
2160
2160
2700
2700
2700

Fatigue Life (Nf )
Run Out
Run Out
Run Out
8.8 x 105
6 x 105
1.2 x 106
2.19 x 105
2 x 105
2.14 x 105
4.14 x 104
4.5 x 104
3.99 x 104

The linear regression of the log-transformed experimental data to the log-transformed
analytical data yields a coefficient of determination, or R2 , value of 0.97. All experimental
and analytical specimens failed consistently at the same general location of the coupon,
along the transverse centerline (along the topmost face near the chamfer). With a reasonable
fit of experimental to simulation results for the baseline material, the LP processed coupons
were simulated and experimentally tested. The results of both tests can be seen in Table 3.4
and Figure 3.11. It should be noted that while the analytical results provided a single point
per load level (there is only one solution to a closed form solution given fixed constants),
the experimental testing produced three replicates per load level to demonstrate the scatter
inherent in fatigue.
The linear regression of the log-transformed experimental data to the log-transformed
analytical data yields an R2 value of 0.94. The failure location for the simulated LP coupons
correlated well with the failure locations of the experimental coupons (Figure 3.12): as an
example, at a total load of 2160 N, the experimental coupon failed roughly 3.5 mm from
the chamfered edge while the analytical fatigue model failed at 1.5 mm. The important
feature is that the coupons failed along the transverse centerline of the coupon in between
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Figure 3.11: Total Load Versus Cycles to Failure for Experimental LP Processed Coupons
(Semi-Log Scale)

the spots 5, 6, 7, and 8 (Figure 3.5), showing that the tensile residual stresses that lie on the
circumference of the circular spots (Figure 3.8) negate the compressive residual stresses
present. This finding shows that a certain percentage overlap, not a variable investigated in
this portion of the overall work conducted, is needed to garner a beneficial residual stress
field. The reason that percentage overlap could make a tremendous difference is due to the
smoothing effect that overlapping shots have upon on another: the compressive residual
surface stresses are compensated, due to the hydrostatic stress state produced by round
LP spots, by tensile surface stresses. By overlapping the LP spots, these compensating
surface stresses are moved to a region where they will have no impact upon the fatigue life,
and the compressive residual stresses can extend the fatigue life as desired. Comparing
the fatigue life contours of the unprocessed and the LP processed coupons (Figure 3.13)
shows that for lower load levels, the LP residual stresses have more of an impact upon the
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Table 3.4: Experimental Fatigue Life Data Corresponding to Figure 3.11
Load Level (N)
1500
1500
1500
1900
1900
1900
2160
2160
2160
2700
2700
2700

Fatigue Life (Nf )
Run Out
Run Out
Run Out
6.61 x 105
2.85 x 105
6.01 x 105
1.35 x 105
1.68 x 105
1.44 x 105
4.97 x 104
4.63 x 104
4.58 x 104

fatigue life contours than at higher load levels. The fatigue life contours for the 1500 N
total load coupon show that the LP residual stresses reduce the area of shortened fatigue
life, which would have been more effective in extending the fatigue life of the coupon had
more overlap been present in the shot pattern. The slight shift backwards for the 1900
N and 2160 N experimental coupons is attributed to the natural scatter present in fatigue
testing and the limited size of the representative set tested. The difference for the 2700 N
total load coupon is imperceptible. This is due to the magnitude of the residual stresses
compared with the load level as at higher load levels the residual stresses are less capable
of mitigating the shear and normal strains experienced. Additionally, the relaxation of
residual stresses at high load levels can relieve the majority of residual stresses present in
the first few hundred cycles: the more plasticity the component undergoes, the faster the
beneficial residual stress fields relax and the less impact they will have on the fatigue life.
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Figure 3.12: Failure Location for 2160 N Total Load LP Coupon: (a) Simulated Coupon,
(b) Experimental Coupon
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Figure 3.13: Fatigue Life Contours for: (a) 1500 N Baseline Coupon Gage Section, (b)
1500 N Laser Peened Gage Section, (c) 2700 N Baseline Gage Section, (d) 2700 N Laser
Peened Gage Section
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3.7

Conclusions

The framework developed in this work using the computational tools ABAQUS and fe-safe
provided accurate (R2 =0.97 for the unprocessed coupons and R2 =0.94 for the LP processed
coupons) fatigue life predictions for both coupon processing conditions. These fatigue lives
were validated experimentally. The previously undetermined fatigue constants for the Al
7075-O material produced herein provide reasonable fatigue life estimations when used in
this framework. These conclusions in addition to other information gathered during this
work can be summarized as follows:
• A unique combination of Seegers method, general trends in pre-existing -life fatigue
parameters, and small amounts of experimental fatigue data was developed and implemented to estimate the -life fatigue parameters of Al 7075-O, yielding accurate
fatigue life estimations and approximate failure locations.
• The previously undetermined Al 7075-O -life fatigue parameters used are: σf0 =
554.44 MPa, 0f = 2.25, b = -0.12, c = -0.5105.
• The new framework developed in this work for inclusion of simulated LP residual
stresses in fatigue life estimation has been shown to yield accurate fatigue life results
for the LP fields, load conditions, and coupon geometry used.
• The LP process used had negligible effect upon the fatigue lives of the coupons
tested.
The last of these points, that the LP treatment investigated here had no impact on
the fatigue life of the coupon, can be attributed to two factors, the first being that no percentage overlap was used which allowed surface compensating tensile stresses to negate
the compressive surface stress effects upon fatigue life. The second factor was that the
sequence of the shots placed most recently, and therefore with the highest magnitude compressive stresses, (at the edge of the coupon) did not effect the fatigue life as the stresses
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were away from the peak stresses due to loading. Because this investigation was a first
step in this research, it has become obvious that percentage overlap is not a variable that
can be overlooked or under estimated in its effects, and should play a prominent role in
future simulations. Because the time required for these simulations is considerable, steps
to reduce the overall simulation time of the LP process will be made first (Chapters 4 and
5), returning to pattern sequencing effects and percentage overlap in the last chapter of
this work (Chapter 6). The investigations concerning pattern sequencing effects on large
scale structure fatigue lives will use the estimated fatigue life of this validated LP inclusive
fatigue framework as a response function for optimization of the LP process parameters
and shot pattern. To accomplish an extension in the fatigue life, the spots must be patterned
such that there is a significant amount of overlap between adjacent spots as well as adjacent
rows.
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Chapter 4
Extended-Duration Explicit Analysis
Within this chapter, the computational time of the typical LP simulation (Explicit followed
by Implicit) is identified as a problem. Alternative LP simulation methods are then discussed and parameters of the analyses are identified for possible manipulation. A standardized Extended Explicit Analysis (EEA) is then outlined, and its results are compared with
the typical Explicit/Implicit type analysis.

4.1

Introduction

Laser peening (LP) simulations use a hybrid Explicit/Implicit finite element analysis (FEA).
A trend of using an extended-duration explicit FEA has arisen, and currently no comparison has been made between this new method and the accepted explict/implicit method. The
growing popularity and use of the extended duration LP analysis means a drastic reduction
in overall analysis time when compared to the status-quo Explicit/Implicit analysis. For
this work, a quarter symmetric model of an infinite plate processed with a centered 1.5
mm radius LP spot is used to compare the four different types of analyses, two different
materials, and three different peak pressure/HEL (PPH) ratios. This chapter addresses the
feasibility of using an extended duration explicit analysis instead of an Explicit/Implicit
analysis, quantifies the error for the various conditions outlined, and describes a metric to
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decide when this type of analysis can be used. Also, this chapter establishes a standard for
extended explicit analysis.

4.2

Theory

It should be noted that all analyses for this work have been conducted using the commercial
FEA code ABAQUS, thus limiting the following theoretical discussion to the methods implemented by ABAQUS. The common method for LP simulation in 3D makes use of both
explicit and implicit analyses [18, 19, 23, 56]. This method utilizes the explicit analysis to
simulate the impact portion of the simulation, and the subsequent shockwave propagation.
In prior works it was decided that use of an explicit analysis was time prohibitive due to
lengthy convergence, which became the motivation for incorporating an implicit component into the method. The implicit analysis was thought to resolve the remaining transient
stress/strain state in a more timely manner than an explicit analysis. To accomplish this
transient stress equilibration, ABAQUS/Standard introduces artificial forces based upon
both dynamic and boundary interaction forces [56, 72]. The removal of these artificial
forces requires an iterative process before converging upon the final residual stress state.
The majority of analysis time is spent on removing these artificial forces and thus the implicit portion of the analysis can take several times longer than the explicit analysis for
large systems. Further investigation of the underlying theory can help in understanding
how exactly these time savings can be managed.
The explicit analysis calculates the current state in the analysis by using the explicit
values of elemental forces, velocities, and accelerations from the previous step [72]. This
is expressed mathematically as,

N
N
uN
(i+1) = u(i) + ∆t(i+1) u̇(i+ 1 )
2
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(4.1)

= u̇N
+
u̇N
(i− 1 )
(i+ 1 )
2

2

∆t(i+1) + ∆t(i) N
ü(i)
2

(4.2)

where ü is acceleration, u̇ is the velocity, u is the location, and N is the current nodal
degree of freedom. The accelerations for the system are dictated at the beginning of each
increment as,

N −1
üN
i = (M ) (P(i) − I(i) )

(4.3)

where M N is the lumped mass matrix for the system, P(i) is the applied load vector at
the ith increment, and I(i) is the internal forces of the system at the ith increment. This
methodology initiates the process with known values u and ü, which are calculated on each
of the integer valued increments. For each subsequent increment beyond the initial (for
the purposes of this work, it is assumed that the body is initially at rest and being loaded
at the first increment), a fractional step is required in which the u̇ values are calculated
so that the next integer increment may be calculated. ABAQUS achieves this need by
calculating the velocities using a central differencing technique, represented by the i ±

1
2

increments. These half step values are then interpolated to the next integer increment and
the process continues. Use of equation 4.3 is where the majority of the time savings come
from in an explicit analysis as no stiffness matrix needs to be generated and the inverse of
a lumped mass matrix is simple to compute [72]. These distinctions, no stiffness matrix
and a lumped mass matrix, are the reasons for simply extending the duration of an explicit
analysis instead of allowing an implicit algorithm remove the artificial forces. Because
some LP simulations can take a considerable amount of time to converge, the implicit
analysis is implemented once the kinetic energy or input forces have reached a plateau. The
implicit analysis must then remove the artificial forces. To remove these forces, iterative
reduction of the artificial forces must occur which becomes computationally expensive for
large systems, as the stiffness matrix must be created.
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4.3

FEA Simulation of LP Process

The investigation outlined and explored herein uses an FEA model of a quarter symmetric
infinite plate with a single 1.5 mm radius LP shot at its center. The model has been parameterized so three attributes can be altered: the PPH ratio, the material comprising the model,
and the duration of the explicit portion of the analysis. The PPH ratio is used as the peak
pressure for a softer material, in this case aluminum, but the peak pressure may be too low
to result in residual stresses in a stronger material, such as titanium. Normalizing by the
HEL of each material allows for the comparison of the LP process between two completely
different materials. Also dependent upon the material is the amount of time required for
all model kinetic energy to be dissipated, which is the cue to end the explicit analysis and
begin the implicit analysis. These details are outlined in Figure 4.1 while further discussion
of each attribute can be found in subsequent sections of this chapter.

Figure 4.1: Values for Each of the Attributes Considered

All analyses have been conducted using the commercial FEA code ABAQUS. ABAQUS/Explicit
is a nonlinear elastic-plastic explicit time integration finite element code [18, 22, 72]. This
particular piece of software has been tailored to accommodate extremely short duration
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transient events and thus is well suited for use in an LP process simulation. ABAQUS/Standard
is a nonlinear elastic-plastic implicit time integration finite element code typically used for
static analyses [18, 22, 72].

4.3.1

Quarter Model Used for Benchmarking

The model was comprised of 8-node linear brick, and reduced integration elements with
hour glass control (approximately 432,000 ABAQUS C3D8R elements), which were used
to model the actual material (Figure 4.2). As this is an infinite plate, there are non-reflecting
boundary conditions [18, 20, 22], represented by 17,991 infinite 8-node linear one-way elements (ABAQUS CIN3D8 elements) (Figure 4.2a). The model, without infinite elements,
was dimensioned as 10mm x 10mm x 20mm and was divided into cube elements with
side lengths of

1
6

mm. The LP spot had a radius of 1.5 mm and was approximated using

the square mesh and included all elements that fell with half or more of their surface area
under the 1.5mm quarter circle footprint (Figure 4.2b).

Figure 4.2: Details of Quarter Symmetric Finite Element Model of Infinite Plate a) Model
Dimensions and Element Types and b) Detail of Shot Footprint

The LP process has many variables that can be tweaked to yield the desired residual
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stress field. This work directly controls the peak LP pressure and the mid-span duration
of the LP pressure profile. The mid-span duration is fixed throughout this work at 30 ns
[22, 23], while the peak pressure is allowed to vary.

4.3.2

Standard Explicit/Implicit LP Simulation

The common method for LP simulation in 3D makes use of both explicit and implicit analyses [18, 19, 22, 23, 73]. In this work, loading is applied in the explicit stage according to
the temporal profile seen in Figure 3.6. The entire LP shock lasts 0.2 µs after which the
model is allowed to dissipate all kinetic energy and then the explicit simulation is ended.
The analysis used a time increment of 1 ns, far below the maximum stable time increment
[22]. This time step was used so the time resolution would sufficiently represent the temporal profile in Figure 3.6. The stable time increment could have been increased at the
conclusion of the LP shot; however, it should be noted that the calculation of the maximum
stable time increment is not definitive, and therefore the conservative time increment of 1
ns was kept. Calculation of the stable time increment is dependent upon multiple facets not
only of the physical scenario being simulated, but also the simulation itself. The geometry
and finite elements being used to model that geometry directly impact the useable time
step. The amount of time needed to dissipate all kinetic energy depends upon the material
being used: for Al 7075-O, 17.5 µs is used for the explicit total duration, while for the
Ti-6Al-4V, 20 µs is used. Figure 4.3 shows a plot of a total model kinetic energy versus
time demonstrating the decay and dissipation of the kinetic energy throughout all elements
within the model.
Once the explicit analysis is completed, the implicit analysis begins and allows any
remaining transient stresses and strains to equilibrate, yielding residual stresses at equilibrium. To accomplish this transient stress equilibration, ABAQUS introduces artificial
forces based upon both dynamic and boundary interaction forces [22, 72]. The removal of
these artificial forces requires an iterative process before converging upon the final resid52

Figure 4.3: Kinetic Energy Versus Time for Al 7075-O, Peened at 0.76 GPa with a 30 ns
Pressure Pulse Mid-Span Duration

ual stress state. The majority of analysis time is spent on removing these artificial forces
and thus the implicit portion of the analysis can take several times longer than the explicit
analysis. A typical analysis using the model shown in Figure 4.2 takes approximately 14
hours for a relatively low pressure and almost 12 hours of this time is spent in the implicit
algorithm. For this reason, an explicit/implicit methodology becomes time prohibitive as
most LP patterns contain several hundred to several thousand shots [23, 58].

4.3.3

Extended Duration Explicit LP Simulation

The advantage of using an explicit algorithm for an entire LP analysis comes from the
manner in which the explicit and implicit analyses function. The explicit analysis calculates
the current state in the analysis by using the explicit values of elemental forces, velocities,
and accelerations from the previous step [72]. In order to make the calculation, the time
incrementation must be refined so a constant acceleration can be assumed for each step.
Therefore, typically several thousand steps will be required for any given analysis. For
a process such as LP this type of analysis is perfect for the initial stages of simulation.
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However, because some LP simulations can take a considerable amount of time to converge,
the implicit analysis is implemented once the kinetic energy or input forces have reached a
plateau. The implicit analysis must then remove the artificial forces.
The method proposed here only uses the explicit analysis, but unlike the explicit/implicit
analysis, the simulation is allowed to iterate beyond the point that the kinetic energy dissipation plateaus. Two simulation durations were used, 30 µs and 60 µs, and then compared
with the corresponding baseline in the explicit/implicit analysis of the same material and
peak pressure. The explicit analysis used as the first step of the explicit/implicit analysis
is included in the comparisons to demonstrate the need for the extension of the simulation
duration.

4.4

Johnson-Cook Material Model

The Johnson-Cook material model, outlined in Section 3.3.3, is used to accommodate the
need for a strain rate sensitive material. The material parameters outlined for Al 7075-O
from Section 3.3.3 are used again, while the material constants for Ti-6Al-4V are summarized in Table 4.1.
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Table 4.1: Johnson-Cook Material Model Constants for Ti-6Al-4V
A (MPa)
950

4.5

B (MPa)
603

n
0.1992

C
0.0198

˙0
3.92e-3

E (GPa)
113

ν
0.34

kg
δ (m
3 )
4500

Normalization of Peak Pressures to Material HEL

During the LP process, the HEL dictates when the material will plastically deform (when
the magnitude of plastic wave stresses are greater than the HEL) and the point at which the
plastic wave converts to an elastic wave (once the material has damped out enough energy
to reduce the stresses to below the HEL) [20, 21]. Because of this dependence upon the
HEL for major aspects of the resulting residual stress field, in both of the materials used
three ratios of LP peak pressure to HEL were simulated. The HEL based metric assumes
that by establishing a certain LP peak pressure to HEL ratio, it can be determined if it is
appropriate to use an extended explicit analysis to save simulation time. The analysis needs
minimal amounts of error in the resulting residual stress/strain state.

4.6

Results

Figure 4.4 is a comparison of three Al 7075-O residual stresses due to an 1.5 GPa peak
pressure pulse. The corresponding table (Table 4.2) shows the S11 stress state that resulted from each of the three types of analyses considered. It is clear that there are nominal
differences in the values of the residual stresses between 17.5 - 60 µs. Because there is negligible difference between the shortest allowable simulation time (majority dissipation in
total model kinetic energy) and the longest simulation time (60 µs is a tremendous amount
of time for an explicit simulation to run for an LP analysis), a moderate duration (18-30 µs)
simulation time should be sufficient for LP residual stress prediction. In order to validate
this theory, a more stringent comparison is necessary.
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Figure 4.4: Example Stress Results of LP Explicit Only Simulation in Al 7075-O Processed
Once at 3 GPa, with a Spot Radius of 1.5 mm and a Mid-Span Duration of 30 ns
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Table 4.2: Comparison of S11 Stresses for Various Explicit-Only Simulation Times Along
the Line Indicated in Figure 4.4 at the Surface
Distance
From
Centerline (mm)
0.0
0.1667
0.3333
0.5
0.6667
0.8333
1.0
1.1667
1.3333
1.5
1.6667
1.8333
2.0
2.1667
2.3333
2.5
2.6667
2.8333
3.0

17.5 ns Explicit
Simulation (MPa)
-71.2
-90.7
-131.9
-176.7
-212.7
-227.3
-229.2
-227.7
-208.3
-160.4
-116.5
-100.9
-96.6
-91.2
-84.5
-74.7
-60.3
-46.2
-39.0

30 ns Explicit
Simulation (MPa)
-66.9
-87.7
-131.5
-177.8
-213.4
-227.3
-229.1
-227.4
-207.2
-159.0
-117.0
-103.7
-99.3
-91.1
-81.9
-72.3
-59.9
-47.0
-39.9

60 ns Explicit
Simulation (MPa)
-68.7
-89.7
-132.3
-175.7
-210.6
-227.3
-230.9
-227.6
-206.2
-159.5
-117.7
-102.3
-97.3
-91.2
-83.0
-72.8
-60.6
-48.3
-39.7

The following results discuss both the percent error between the explicit/implicit analysis and the various extended explicit analyses. Due to the symmetry of the model and the
uniform pressure distribution upon loading, the hydrostatic condition of the LP stresses,
result in the S11 and S33 stresses being identical along orthogonal spatial planes; this trend
applies to shear stresses as well. This stress condition allows the Von Mises (VM) stresses
to be used for comparison since the VM criterion combines all stress components into one
value. Initially, VM stresses were not used as it does remove the equibiaxial component
of the stress state: two drastically different stress states could have identical VM stresses.
However, upon review of the stress results, nominal variation existed between the S11 and
S33 components, while the S22 component was negligible. It was therefore decided that
the VM criterion would be used to consolidate results, but still effectively convey the com57

parison made between models.

4.6.1

Comparison of Standard Simulation and Extended Explicit
Simulation

Stress values were collected from the same node sets, from the same faces, of each model.
The XY symmetry plane was sampled at 3 locations: directly at the spot center, 1mm
from the spot center, and 3mm from the spot center. Each line contained 27 points, which
translates to a distance of 4.31 mm into the depth of the model (Figure 4.5).

Figure 4.5: Paths as Followed on FEA Model Where the Right Edge is the XY Symmetry
Plane of the Model

Each of the lines sampled in Figure 4.5 were used to calculate the percent error between the standard explicit/implicit analysis and the respective analysis. The percent error
at each node was calculated; examples of each can be seen in Figures 4.6-4.7. Unfortunately, picking a single point along a line and comparing it to that same node in other models could give a mis-representation of the total error along that line. The error portion of
Figures 4.6-4.7 shows that at the surface of the models, the shorter durations yield moderate amounts of error (≈5%), which then drop off as the line progresses into the depth of the
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model, only to dramatically increase again as the sub-surface residual stresses approach the
abscissa. This problem can be remedied by calculating the average error along the length

Figure 4.6: Von Mises Residual Stress Profiles and Error for All Analysis Types at 1mm
From Spot Center for 1.5 GPa in Al 7075-O

of each of the lines. Displaying these averaged errors with the absolute maximum difference along a line puts each of the errors into context. As an example, Figure 4.7 shows
a residual stress curve for an extended explicit analysis that has excellent agreement with
the standard analysis. However, several subsurface points demonstrate considerable error
(≈145%). These large errors are explained as the result of taking the error so close to zero.
When the accepted value for an analysis is very close to zero, even the slightest amount of
difference can produce vast amounts of calculated error, even though the simulation results
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Figure 4.7: Von Mises Residual Stress Profiles and Error for All Analysis Types at 1mm
From Spot Center for 5.97 GPa in Ti-6Al-4V

are acceptable.
Figures 4.8-4.9 contain the mean error and absolute maximum difference for all analyses conducted during the course of this work. The various series are the extended explicit
duration analysis times as functions of the peak pressure to HEL ratios. The apparent trend
in each of these figures is that the longer the duration of the explicit analysis, the more accurate it becomes. Also, the longer the explicit analysis, the larger the maximum absolute
difference becomes. When combined with the decreasing error, this rise in the absolute
difference shows that the maximum absolute difference is now occurring near the surface,
where the residual stresses are greatest, and thus a larger difference will have decreased
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influence upon error calculations.

Figure 4.8: Percent Error and Absolute Maximum Difference for the Various Extended
Explicit Analyses as Functions of Peak Pressure/HEL Ratio in Al 7075-O

All trends contained within Figures 4.8-4.9 show that for a Peak Pressure/HEL ratio ≤2, the 17.5/20 µs and 30 µs extended explicit durations produce unacceptably large
amounts of error. In both considered materials, the longer duration analyses (30 and 60 µs)
produce results with acceptable amounts of error (less than 10%) for Peak Pressure/HEL
ratios ≥2. The large amounts of error present in the lowest Peak Pressure/HEL ratio are
attributable to the small scale of the residual stresses, and the slight shifting of elastic
stresses within the model. The small shifts contribute to the small amounts of error at
higher ratios, but larger residual stresses prevent them from affecting error calculations.
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Figure 4.9: Percent Error and Absolute Maximum Difference for the Various Extended
Explicit Analyses as Functions of Peak Pressure/HEL Ratio in Ti-6Al-4V

The small error in the medium and longer duration analyses is attributed to the models
having sufficient time to converge on the solution, which in this instance is represented by
the explicit/implicit analysis. These trends suggest that as long as the Peak Pressure/HEL
ratio is ≥2, and either the 30 or 60 µs durations are used, the extended explicit analysis
technique is an acceptable substitute for the standard explicit/implicit analysis.
It should be noted that although the mesh used in these studies was somewhat refined
(element faces were

1
6

mm), no convergence study was conducted. If the purpose of this

work was to predict the residual stresses to a high level of accuracy, then a mesh convergence study would have been required. For this chapter, however, a reasonably refined
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Table 4.3: Simulation Times for Each Analysis Run
Al 7075-O

Al 7075-O

Al 7075-O

Ti-6Al-4V

Ti-6Al-4V

Ti-6Al-4V

Peak Pressure
(GPa)

0.76

1.5

3

3

5.97

11.85

Explicit Duration
(µs)

17.5

30

60

20

30

60

2:14

2:14

2:14

2:14

2:14

2:14

3:50

3:50

3:50

3:50

3:50

3:50

7:41

7:41

7:41

7:41

7:41

7:41

14:22

21:30

22:44

13:59

23:02

22:25

Material

Short Duration
Explicit Simulation
Time (HH:MM)
Medium Duration
Explicit Simulation
Time (HH:MM)
Long Duration
Explicit Simulation
Time (HH:MM)
Implicit/Explicit
Simulation Time
(HH:MM)

mesh will suffice for computation time, absolute maximum differencing, and comparative
error purposes.
The amount of time required to conduct each FEA can be seen in Table 4.3. All
extended duration explicit simulations required the same amount of time to complete since
they had the same simulated total duration and stable time increment. The implicit analyses
varied according to the amount of plasticity involved in each analysis, and thus the number
of iterations required for convergence and solution also varies between analyses. Even
using the longest explicit analysis, the amount of time saved varies by a factor of 1.862.99. (Table 4.3)
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4.7

Conclusion

A quarter symmetric 3D simulation of the LP process on an infinite plate was developed
and used to explore the use of an extended duration explicit technique as a substitute for
the literature standard explicit/implicit technique. Listed below are a few of the conclusions
drawn from the simulation’s results:
• The higher the Peak Pressure/HEL ratio, the more accurate an extended duration
explicit analysis will typically be. A Peak Pressure/HEL ratio of ≥2 or greater is
recommended if such an analysis is to be used.
• Regardless of the Peak Pressure/HEL ratio value used, the duration of the extended
explicit analysis should extend well beyond the time when the kinetic energy in the
model dissipates. Values of 30 µs or higher yielded excellent results with the two
higher peak pressure/HEL ratios in all cases considered.
• The conclusions drawn for the extended explicit duration analysis technique were
insensitive to the two materials being studied, Al 7075-O (soft) and Ti-6Al-4V (stiff).
The suggestions made for Peak Pressure/HEL ratio and duration may be generalized
from a specific material to any ductile metal used in an LP simulation.
Lastly, it should be noted that although values were explored well into the depth of
the material, the conclusions support the fact that observing the surface values of the model
would have been sufficient for the purposes of this work. Future research for alternate materials, therefore, can simply use the surface stress values at various locations in the model
for identification of the extended simulation time required to produce accurate results.
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Chapter 5
Amended Symmetry Cell
This chapter capitalizes upon the decreased shot-by-shot LP simulation time discussed
in the previous chapter by implementing it into a symmetry cell approach. Previous researchers have used questionable boundary conditions in symmetry cell modeling. This
research outlines corrections and then develops and compares the resulting model with
experimental data for validation. The key parameters for this work, the critical distance
needed between two LP shot centers so that they do not interact and appropriate boundary
conditions, are discussed and a model developed and used to identify the parameters in
various materials.

5.1

Introduction

A symmetry cell is the smallest unit of a repeating pattern, and the larger pattern can be
reproduced by placing symmetry cells of the same pattern next to one another. An example
of this technique can be seen in Figure 5.1. From a simulation standpoint, this technique
can be used to drastically reduce simulation times for large scale patterns. Because LP is
applied to large scale structures, several hundred to several thousand LP shots are required,
meaning that even for time effective LP FEA simulations, a brute force simulation approach
remains time prohibitive.
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Figure 5.1: Example of a Symmetry Cell Being Used to Reproduce The Parent Pattern

Identifying a symmetry cell within an LP pattern and assuming boundary conditions
to limit the effect between shots are the core of simulating a symmetry cell. The resulting
residual stresses can then be applied to a larger FEA model.

5.2

Review of Previous Symmetry Cell Work

The work conducted by Hu and Yao [58] demonstrated the merits of using a symmetry
cell approach to cover large model areas with raster patterned LP. Their work developed
the concept of a critical distance between both two sequential and two simultaneous LP
shots in a high carbon steel at a single LP peak pressure (Figure 5.2). The critical distance
(∆d ), identified for that work as twice the spot radius (R), was then used to create the
dimensions of the symmetry cell, Figure 5.3. Hu and Yao’s symmetry cell construction
places a shot in the center of the cell, and then based on the critical distance, places the
simulation boundaries the critical distance away from the center of the cell.
The boundary conditions applied to the symmetry cell in Figure 5.3 are plane symmetry conditions, meaning that there is no movement perpendicular to the face of application.
The simulated results were then compared with experimental XRD results. According to
the authors, there was consistency between simulated and experimental results.
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Figure 5.2: Model Used in Hu and Yao’s Work for Critical Distance Identification [58]

5.3

Amendments to Symmetry Cell

The applied boundary conditions used in prior symmetry cell methods, in addition to the
geometry used, have over-simplified the simulation. Because of the effects that overlapping
LP shots have upon one another, the boundaries of the symmetry cell simulation should not
be measured from the center most shot, but instead from the edge of the symmetry cell
(Figure 5.4) allowing for plastic interaction between adjacent shots within a pattern. Additionally, it has been shown that LP simulations require a lead distance between the LP shots
and the edge boundary conditions [22]. With the model shown in Figure 5.3, there is no lead
distance between the shots and edge boundary conditions; instead, the simulation geometry
ends abruptly, which negatively effects the resulting residual stress fields. Due to the analytical results averaging approach used in prior work, the agreement between the simulated
and experimental results may require investigation. This averaging technique sampled 5
nodes from the hundreds that comprise the simulated LP shot. Furthermore, the samples
were taken at locations where the residual stress state is not indicative of the total stress
state. These sample locations within the symmetry cell ((0, 0), (±0.5R, 0), and(0, ±0.5R),
where R is the LP shot radius) ignore the lower stresses which occur within the LP spot
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Figure 5.3: ”Finite element model of overlapping laser shock processing: (a) full model;
(b) characteristic of laser spots distribution; and (c) symmetry cell.” [58]

at approximately 60-100 percent of the spot radius, thus resulting in higher residual stress
values than may actually be the case [22].
The amendments that need to be made to the current approach are to correctly apply
the concept of symmetry cell construction based on critical distances and lead distances
between LP shots and the infinite boundary conditions. Additionally, identification of the
critical distance as a function of material HEL and LP peak pressure will be investigated:
the approximate critical distance may be insensitive to the material being used if the peak
pressure/HEL ratio from Section 4.5 is utilized. For validation purposes, the material used
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Figure 5.4: Illustrated Comparison Between Critical Distance Interpretations: (a) As Applied By Hu and Yao [58], (b) Considering Interactions of Spots Along Border of Symmetry
Cell

in Hu and Yao’s work (AISI 1045 Steel) will be used for the demonstration portions of this
work.

5.4

Critical Distance Identification

5.4.1

3D Model

A half symmetric model of an infinite plate is simulated for two sequential shots. Each spot
is separated from the non-reflecting boundary conditions by three spot radii (3mm) on each
side (Figure 5.5). The depth of the critical distance identification model is fixed at 4mm for
all cases.
The initial element size for these critical distance identification models was 0.166 mm
cubed. This mesh is considered to be coarse and therefore to demonstrate convergence
mesh refinement will be necessary. Because this model contains so many elements along
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Figure 5.5: Initial Critical Distance Model for All Materials

with a plasticity model, this type of approach - model two shots, reduce data, evaluate
plastic interactions, resize model, repeat until no plastic interactions occur between LP
spots - can be quite computationally expensive taking several days to complete one critical
distance analysis for one peak pressure. For this reason, a 2D approach has been adopted
which can be run at very fine mesh resolutions in approximately an hour on almost any
workstation.

5.4.2

2D Model

The first step in the 2D simulation process is the construction of a 2D axisymmetric model
[19]. This process uses an explicit FE package of the users preference (ABAQUS for this
work) as well as a work environment that is capable of scripted automation (MATLAB
for this work). The model consists of two sections; the first is a square region comprised
of 4-node bilinear reduced integration finite elements with hourglass control (ABAQUS
CAX4R), which is surrounded by 4-node one-way linear infinite elements (ABAQUS CINAX4)
on all faces except for the centerline of the axisymmetric model and the LP work face (Fig-
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ure 5.6). The LP shot is simulated by applying a high intensity, short duration pressure to
a region of surfaces that represent the footprint of the LP spot (Figure 5.6). This footprint
has a uniform spatial pressure distribution while the LP pulse follows the temporal profile
seen in Figure 5.7. This temporal profile differs from previous sections of this work for
one reason; the amended symmetry cell being outlined herein requires experimental validation which is readily available in prior work [58]. Similarly, the time step for the explicit
analysis is 0.2 ns, while the total time period is 2 µs [58].

Figure 5.6: Simplified 2D Axisymmetric Model

One major difference from the prior work is that a strain rate sensitive EPP material
model was used to model the AISI 1045 steel. The strain rate sensitive material model uses
the Johnson-Cook material model to calculate the yield point of the material at various
strain rates, and a plastic strain value of 0. This simplified version of the Johnson-Cook
equation can be seen in equation 5.1. The primary reason for simplifying the material
model from a full JC model to a strain rate sensitive EPP model was for boundary condition spacing convergence: A boundary condition study would be conducted for multiple
peak pressures, with the expectation that as LP peak pressure increased, so too should the
critical distance. According to these early studies, that was not the case. Initially a JC material model was used for this work, however, despite mesh convergence studies, boundary

71

Figure 5.7: Temporal Profile For Prior Work Validation [58]

Table 5.1: Johnson-Cook Material Model Constants for AISI 1045 [58]
A (MPa)
507

C
0.064

˙0
1

E (GPa)
206

ν
0.3

kg
δm
3
7850

condition alteration, and even mesh biasing to try and alleviate any attenuation issues that
may have been occurring near the finite/infinite region interactions, the resulting critical
distance values did not follow an appropriate trend (an increase in peak pressure would
not decrease the critical distance observed at a lower peak pressure). By shifting to a less
complex material model, a strain rate sensitive EPP model, the critical distances behaved
as expected, increasing along with LP peak pressure.
˙
σeq = A(1 + Cln )
˙0

(5.1)

The material properties that were used with this simplified Johnson-Cook model can be
seen in Table 5.1.
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5.4.3

Critical Distance Identification Procedure

The critical distance between two sequential spots is defined, for this work, as the distance
between two LP shots at which they no longer plastically interact: their residual stress fields
are independent of shot sequence. This distance allows for construction of a symmetry cell
in which adjacent shots to the cell itself are able to affect the residual stresses within the
cell; this is a consideration that was lacking in prior work. Critical distance is theorized to
be a function of LP peak pressure and material. Using a 2D axisymmetric approach, these
critical distances can be quickly identified on any modern workstation computing system.
As a general guideline, the infinite portion of the model should begin 4+ mm away from
the edge of the LP spot elements [20]. For this work an LP spot radius of 1 mm was used,
resulting in a maximum finite region 9 mm wide by 2 mm deep with an element size of
0.1 mm wide by 0.05 mm deep [58]. Convergence testing of the validity of these element
dimensions was unnecessary as these values were adopted from prior work in which basic
convergence testing was conducted [58].
Once two LP spots have been placed the critical distance apart, regardless of the order
in which they are applied, no interaction should take place. Because there is no plastic
interaction between residual stress fields, it can be assumed that a single spot applied onto
an infinite plate can be used to represent two independent shots. By simulating one LP
spot on an infinite plate, the resulting output can be used to ascertain the critical distance
between two LP shot centers. This study did not consider the effects of prior residual
stresses between the two spots modeled.
Using this concept, the simulation of a single LP shot in a 2D axisymmetric model of
an infinite plate was conducted with the conditions outlined above. Using the LP equivalent plastic strain (ABAQUS: PEEQ) results from across the surface of the model, the
location where the value falls below 1 milli-strain is recorded. Once the equivalent plastic
strain drops below 1 milli-strain, it is assumed that the effects that it has upon the residual
stress state are negligible and that is the closest point at which it can be placed to another
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shot without plastically interacting with it (Figure 5.8). Sub-surface interactions were not
accounted for in this process as the surface nodes experience the largest amount of plastic
deformation due to their proximity to the pressure pulse; thus, using them yields the most
conservative estimate of the critical distance. Because this work focuses on LP shots 1 mm
in radius, 1 mm is then added to the recorded location to account for the spacing from the
equivalent strain drop-off location and the previous shot center. This combined value is the
critical distance between two LP shot centers for the pressure profile and LP peak pressure
used in this material.

Figure 5.8: Critical Distance Identification Using Equivalent Plasticity

Determination of critical distance as a function of peak pressure was pursued for this
work at peak pressures ranging from 2.05 GPa to 7.09 GPa using the temporal profile
outline in Figure 5.7. Because the critical distance curves identified require several hours
to obtain, the robustness of the results is of interest to the design engineer: if the same
critical distances can be used for a wide range of temporal profiles, this would eliminate
identifying new critical distances for each slightly modified pressure pulse profile. The first
variations investigated extended the mid-span duration of the Hu profile as can be seen in
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Figure 5.9 [58]. Figure 5.10 shows the results of these permutations.
Figure 5.10 demonstrates that for the various temporal profiles seen in Figure 5.9,
there is a shift in the critical distance at each LP peak pressure; however, this shift is less
than 0.2 mm at the point of most extreme difference. Because this shift is so small, an
extremely high percentage of overlap would need to be used within the LP pattern before
these small values would impact the manner in which a symmetry cell is constructed, thus
making the difference in critical distance between the various mid-span durations negligible. Further investigation varies the entire shape of the temporal profile, not simply the
mid-span duration (Figure 5.11), the results of which can be seen in Figure 5.12.
The results from Figure 5.12 demonstrate that, while the increase in area underneath
and increase in mid-span duration do increase the critical distance between two LP shots at
all peak pressures investigated, the shifts are negligible (0.4 mm in the most extreme case)
in the majority of LP shot patterns. For the spot radius used here (1mm), a percentage
overlap of approximately 75% would be required before these slight discrepancies affected
the construction of a symmetry cell. For the shot pattern concerned in this work, it can be
assumed that, regardless of the temporal profile used, the critical distance will remain the
same.
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Figure 5.9: Various Temporal Profiles Used to Investigate the Effect of Mid-Span Duration
on LP Critical Distances

Figure 5.10: Critical Distances as a Function of LP Peak Pressure for Various Temporal
Profiles (Figure 5.9)
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Table 5.2: Critical Distance Values for Figure 5.10
LP Peak Pressure
(GPa)
2.05
3.5
4.25
5
6
7.09

10 ns Critical
Distance (mm)
2.012
2.02
2.029
2.07
2.1
2.12

20 ns Critical
Distance (mm)
2.01
2.03
2.07
2.12
2.16
2.21

30 ns Critical
Distance (mm)
2.01
2.03
2.1
2.14
2.23
2.29

Figure 5.11: Various Temporal Profiles Used to Study Effect of Temporal Profile Shape
Upon LP Critical Distance
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Figure 5.12: Critical Distances as a Function of LP Peak Pressure for Various Temporal
Profiles (Figure 10)
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Table 5.3: Critical Distance Values for Figure 5.12
LP Peak Pressure
(GPa)
2.05
3.5
4.25
5
6
7.09

5.5
5.5.1

Hu Profile Critical
Distance (mm)
2.07
2.10
2.10
2.14
2.16
2.18

Mod. Hu Critical
Distance (mm)
2.09
2.10
2.18
2.23
2.30
2.36

Alternate Critical
Distance (mm)
2.09
2.12
2.18
2.23
2.35
2.47

Symmetry Cell Construction
3D Simulations

Construction of the amended symmetry cell places one spot at the absolute center of the
model, and then constructs the remainder of the model around that spot. Because the
pattern used for this work is a 50% overlap raster-type pattern with a spot radius of 1 mm,
the symmetry cell surface required is only 2 mm by 2 mm and will contain 9 separate LP
spots (Figure 5.13a). Because LP shots outside of the symmetry cell affect the residual
stresses within it, additional LP shots are required up to the critical distance outside of
the cell, thus requiring material that is the critical distance away from the symmetry cell
boundary. Because a peak pressure of 2.05 GPa was used as the peak pressure for this
portion of the work, Figure 5.10 shows that a critical distance of 2 mm should be used. To
ensure that the infinite boundary conditions do not affect the LP residual stress response of
the model, 4 mm of material is added to the end of the finite region (Figure 5.14). Figure
5.13b shows the completed amended symmetry cell model with half of the applied LP shots
with every other row and column of spots was left un-highlighted to improve visualization.
The depth of the model was set to 2 mm for similitude and comparative purposes to prior
work [58]. Figure 5.13c shows the completed infinite plate model: the finite region of the
model (Figure 5.13b) is surrounded by 8-node one-way elastic infinite elements (ABAQUS
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CIN3D8). The finite elements used were 8-node reduced integration linear brick elements
with hourglass control (ABAQUS C3D8R). The LP shot spatial pressure and temporal
profiles used for this portion of the work are identical to those used in the 2D portion.
Demonstration of the symmetry cell will use the peak pressure of 2.05 GPa. Each element
for the 3D model was dimensioned 0.1 mm wide by 0.1 long by 0.05 mm deep.

Figure 5.13: Creation of a Symmetry Cell for Experimental Validation: a) Symmetry Cell
of a 50% Overlap Raster Pattern, b) Finite Region of an Amended Symmetry Cell FE
Model, c) Total Amended Symmetry Cell Model with Both Finite and Infinite Elements, d)
Hu & Yao Type Symmetry Cell With Finite and Infinite Elements

Figure 5.14: Required Dimensions of an Amended Symmetry Cell

This research included the effects of critical distance and boundary condition effects
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on LP residual stress fields, resulting in the minimum amount of simulation needed to
accurately create an LP symmetry cell on an infinite plate. The model outlined in prior
work was re-created here for comparative purposes as can be seen in Figure 5.13d.

5.5.2

Experimental Validation

The symmetry cell described in this work was compared with the symmetry cell created
from the prior work discussed (Figure 5.13d). Both models were compared with the experimental residual stress results available in the literature [58]. To compare analytical residual
stress results with the experimental values, primary direction residual stresses were averaged over the entire area of the patterns center spot (Figure 5.15) [74]. If the shock plane
(top most surface, unconfined by infinite boundary conditions) rested in the XY plane, then
all nodal values under the center-most spot would be averaged in the x-direction (σx ). Both
the x-direction result and the y-direction result should be the same as LP residual stresses
are approximately equibiaxial.

Figure 5.15: The Shaded Area Represents the Area That σx Residual Stresses are Averaged
Across for Comparison with Experimental Results

When the two different versions of the symmetry cell approach are compared with
the experimental results, the amended approach agrees well with the experimental data
and diverges slightly further into the depth of the model (Figure 5.16). By removing the
plane-symmetry boundary conditions originally proposed in the literature, the continually
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reflected shockwave has been removed as well. This wave reflection causes two problems;
1) if there is sufficient energy in the shockwave, the material exposed to it re-yields causing
a change in the plastic strain present, and 2) because there are only three ways in which
the pulse energy can be dissipated (numerical error, material damping - not used in any
of these models - and the infinite boundary conditions at the bottom of the model) the
stress state is not accurate. This lack of accuracy of the stress state is due to the wave
energy not dissipating, due to the boundary conditions, and thus remaining in a transitory
condition until the analysis is stopped. Because the methods used in this work bypass the
convergence equation used in ABAQUS by dictating the duration of the analysis, prior
models report stress states that are still transitory and unresolved. Had the model been
allowed to converge according to the equations used in ABAQUS, the simulation times
would have increased considerably.

Figure 5.16: Model Comparisons with Experimental Results

The agreement between the experimental data and the new model results can be attributed to three factors: 1) appropriate boundary conditions in the form of infinite ele82

Table 5.4: Averaged Stress Value Results for Figure 5.16
Distance Into Depth
(µm)
0
8
19
40
50
59
99
148
200

Experimental
XRD Results
(MPa)
-162.3
-157.5
-176.8
-157.5
NA
-138.2
-73.8
-32
30.6

Prior Symmetry
Cell Stress Values
(MPa)
-112.4
NA
NA
NA
-85.1
NA
-39.2
-15.1
-6.3

Amended Symmetry
Cell Stress Values
(MPa)
-235.5
NA
NA
NA
-160.7
NA
-65
-35.2
-28

ments were present to dissipate the energy from the LP shots, preventing the shockwave
from traveling back through the already established residual stresses; 2) plasticity from
adjacent LP shots was allowed to effect the symmetry cell residual stresses; and 3) sufficient distance was modeled between the infinite boundary conditions and the symmetry
cell allowing the residual stresses to equilibrate without influence from the boundary conditions. The symmetry cell outlined in this work allows the kinetic energy from the LP
shots to travel through the adjacent material, plastically deforming applicable elements and
then dissipating through the infinite boundary conditions. The new method outlined in this
work establishes the minimum required dimensions that a symmetry cell simulation should
contain.

5.6

Boundary Condition Spacing

Previous work had established the approximate boundary conditions for LP simulation in
steel [20, 22, 58]. The materials of interest for this work (Al 7075-O and Ti-6Al-4V), however, still require appropriate boundary condition identification. The following sections
identify these boundary conditions beginning with identifying the distance required be-
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tween an LP shot and the infinite region such that the boundary conditions do not interfere
with residual stress equilibration.

5.6.1

Infinite Boundary Condition Spacing

A 2D axisymmetric LP model was used to identify the distance required between the LP
shot and the infinite element region. A parametric investigation was conducted for a fixed
peak pressure of 1.5 GPa with the same temporal LP profile as seen in Figure 3.6. This
procedure was also repeated for AISI 1045 with a similar PPH ratio of 2.12 (peak pressure
value of 3.55 GPa) to investigate if the common spacing used in Section 5.4.2 is a function
of the LP pressure profile. The variables investigated included the distance between the
edge of the LP spot and the infinite region, and the element size. The same model concept
from Section 5.4.3 is used here with one exception; the finite element region is square. This
was a conservative choice made so that the finite region was being expanded to dissipate
kinetic energy: by moving both infinite element regions away from the shockwave, more
elements are exposed to the plastic effects allowing more elements to aid in residual stress
equilibration. Determining an appropriate aspect ratio between the shock plane and the
shock depth has been left for future work.
The element size range included 0.0416 mm, 0.0208 mm, and 0.0104 mm while the
distances from of LP shot edge to the infinite region included 1 mm, 2 mm, 4 mm, and 8
mm. The first Al 7075-O results can be seen in Figures 5.17-5.19. These figures report the
surface residual stresses with a fixed element size while varying the distance between the
edge of the LP shot and the infinite element region. For all element sizes it can be surmised
that a sufficient distance between the LP spot and the infinite boundary conditions is 4-8
mm. These distances give sufficient exposure of finite elements to the plastic shockwave
meaning that any further distance would simply be adding to geometry and computation
time, not model accuracy.
Figures 5.26-5.21 vary element size and fix the boundary condition distance at 4 mm
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Figure 5.17: σ xx Surface Residual Stresses in Al 7075-O: Varying Boundary Condition
Distance with a Fixed Element Size of 0.0416 mm

and 8 mm, respectively. Both figures confirm that, within this element size range, very
little changes between the stress curves as the element size is varied. The two points in the
curves that do shift, such as at the half radius and right at the edge of the LP shot, are not
locations that would be considered ’critical’ for characterizing a residual stress field. The
remaining majority of the residual stress curves, however, agree very well showing that any
of the element sizes investigated here would work well in these 2D boundary condition and
critical distance identification simulations.
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Figure 5.18: σ xx Surface Residual Stresses in Al 7075-O: Varying Boundary Condition
Distance with a Fixed Element Size of 0.0208 mm

Figure 5.19: σ xx Surface Residual Stresses in Al 7075-O: Varying Boundary Condition
Distance with a Fixed Element Size of 0.0104 mm
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Figure 5.20: σ xx Surface Residual Stresses in Al 7075-O: Varying Element Size with a
Fixed Boundary Condition Distance of 4 mm

Figure 5.21: σ xx Surface Residual Stresses in Al 7075-O: Varying Element Size with a
Fixed Boundary Condition Distance of 8 mm
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Figures 5.22-5.24 show the surface residual stresses for AISI 1045 steel fixing the
element size in each figure and varying boundary condition distance. Unlike the Al 7075O results, the data in Figures 5.22-5.24 reveal that a boundary condition distance of 2-8
mm is acceptable, yielding very little discernible difference between curves at any of the
element sizes.

Figure 5.22: σ xx Surface Residual Stresses in AISI 1045 Steel: Varying Boundary Condition Distance with a Fixed Element Size of 0.0416 mm

Investigating the variance due to element size for the boundary distances identified for
AISI 1045 steel reveals a similar trend to that observed for the Al 7075-O material: for
acceptable boundary condition distances, the element size range explored here has little
effect on the majority of the residual stress curves. Similar locations to those seen in Al
7075-O showed slight shifts in the residual stresses, but were located in regions that would
not drastically affect a residual stress field nor would they be used to characterize a residual
stress field. These results also confirm the fact that 4 mm was an acceptable boundary
condition distance for the comparisons made in Section 5.14.
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Figure 5.23: σ xx Surface Residual Stresses in AISI 1045 Steel: Varying Boundary Condition Distance with a Fixed Element Size of 0.0208 mm

Figure 5.24: σ xx Surface Residual Stresses in AISI 1045 Steel: Varying Boundary Condition Distance with a Fixed Element Size of 0.0104 mm
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Figure 5.25: σ xx Surface Residual Stresses in AISI 1045 Steel: Varying Element Size with
a Fixed Boundary Condition Distance of 2 mm

Figure 5.26: σ xx Surface Residual Stresses in AISI 1045 Steel: Varying Element Size with
a Fixed Boundary Condition Distance of 4 mm
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5.7

Conclusions

Prior work concerning the application of a symmetry cell to large scale LP processing
simulations was updated with more realistic boundary conditions. These updates included
the following improvements:
• Substitution of infinite element boundary conditions instead of plane symmetry boundary conditions on non-work and non-thickness faces.
• Sufficient distance was allowed between the end of the LP shot pattern and the infinite boundary conditions that the boundary conditions did not interfere with residual
stress equilibration.
• Plasticity effects from symmetry cell adjacent LP spots was accounted for by including LP shots a critical distance away from the boundaries of the symmetry cell.
The critical distances and boundary condition distances used in symmetry cell construction were identified using a 2D axisymmetric LP model on an infinite plate. An amended
symmetry cell was created to replicate the experimental conditions outlined in prior works,
along with a symmetry cell of prior work’s description in AISI 1045 steel. The amended
symmetry cell more closely replicated the experimental results, showing considerable improvement over the existing modeling procedure. Critical distances were then identified for
use with various temporal profiles for use in AISI 1045 steel. The critical distance results
showed that for most peak pressures, and percentage pattern overlaps, in AISI 1045 steel a
critical distance of 2 mm can be used.
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Chapter 6
Shot Sequencing
This chapter presents the concept of LP spot pattern sequencing, and the effects it can have
on the fatigue life and failure location of a large scale structure. Trends from industrial
experimentation, use of the symmetry cell for large LP field simulation, and development
of a metric for pattern sequence classification are outlined. The effects of pattern sequencing on component fatigue life are then explored using the symmetry cell and fatigue life
estimation techniques developed in earlier portions of this work.

6.1

Introduction

Discussions with representatives from Laser Shock Peening Technologies (LSPT) have revealed that many experimental sequencing studies have been conducted by the company,
and show that sequencing of shots can affect the fatigue lives of the tested coupons. Currently, nothing concerning shot sequencing or patterns has been documented in the available literature. Investigation concerning this gap in the understanding of LP effects and
applications leads to the use of tools developed in this work: fatigue life estimation using
the developed framework, a time effective simulation technique for the reduction of shotby-shot LP simulation times using an extended explicit approach, and the creation of large
scale LP patterns using an amended symmetry cell approach. These tools will be imple92

mented to determine the effect that shot sequencing has upon the estimated fatigue life of
a simple geometry three-point bending coupon.
In Chapters 3 and 5, the effects that adjacent shots have upon one another have been
demonstrated (Figure 3.8), and the distance between them necessary to remove this interaction investigated (Section 5.4). Various shot patterns ranging from a sequential raster
pattern to application of LP shot rows on alternate sides of a known peak stress location
will be outlined and applied. The effectiveness of these shot patterns will be evaluated
based upon the resultant fatigue life of a large scale beam in three point bending. For the
purposes of this work, and to allow easy comparison of results, the peak pressure, material,
mid-span duration, spot radii, and percentage overlap will all be fixed values.

6.2

Initial Observations

The work conducted for the fatigue life estimations of ‘candy bar’ coupons used a sequential raster pattern to LP the center of a coupon gage section (Figure 3.5). A model using a
50 percent overlap was adopted and simulated. Review of the model’s stress history after
each shot shows that the latest shot in the model has the largest compressive values. The
stresses from adjacent, prior shots have been reduced considerably (Figure 6.1). In a raster
pattern, even one with no overlap like the pattern seen in Figure 3.5, almost all shots are
adjacent. Therefore, the last shot in the sequence will be the shot with the largest residual stresses regardless of its location within the pattern, and those surrounding it will have
been reduced in magnitude due to re-yielding of the material and the equilibration of the
newly wrought residual stresses. Capitalizing on this fact, a pattern which had marginally
extended the fatigue life of a component could be manipulated to yield longer fatigue lives
by re-ordering the spot sequence in the pattern. This chapter will focus on what exactly the
fatigue life results are for patterns that drastically vary their sequence, exploring possible
pattern metrics.
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Figure 6.1: Residual Stress State of a ‘Candy Bar’ Type Coupon A) Before Application of
Shot #7, B) After Application of Shot #7 and the Actual Stress Values in the Z-Direction
Along the Denoted Lines

6.3

3D Template Model

The purpose of this work is to compare the effects of LP pattern sequencing upon the
fatigue life of a specific geometry and loading condition. For this reason, once the loading
condition was decided upon, a basic template symmetry cell model was created for each
of the sequencing patterns to be applied to. This template model accounted for the infinite
elements and free edge spacing effects necessary to be sure that the symmetry cell was
fully insulated from these boundary conditions. The distances necessary for full insulation
of the symmetry cell from these boundary conditions will be investigated and discussed in
the following sections.
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6.3.1

Edge Effects on Symmetry Cell Creation

2D Axi-Symmetric Model

Figure 6.2: Concept of Free Edge Model Used for Free Edge Spacing Identification

An approach similar to that used in Section 5.4.2 was initially attempted for use in
identifying the distance needed between the free edges of the model and the symmetry cell.
The difference from the axisymmetric model used in Section 5.4.2 and the free edge model
is that instead of infinite boundary conditions on the outer edge of the model, the model
edge was simply left free. A search algorithm, seen in Figure 6.3, was developed and implemented to automate the process in MATLAB. This process initialized an axisymmetric
model with a width of 3 mm and another model with a width of 3.5 mm, 1 mm of which was
occupied by the LP shot. The two models were simulated and then post-processed by reading the surface stresses of the model within the footprint of the LP spot. If the maximum
values along this line (a line because it is an axis-symmetric model and therefore planar)
were above 15 percent in difference, then the algorithm would continue adding width to
the model until the difference between two consecutive models was below 15 percent. The
model itself used the same strain rate sensitive EPP model from Section 5.4.2, represented
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in Equation 5.1 where the material constants for Al 7075-O were taken from Table 3.1.
The time step for the simulation was 1 ns, while the square element size was 10.4 µm. The
model depth was held constant at 9 mm for all model widths.

Figure 6.3: Search Algorithm Used for Establishing Free Edge Boundary Condition Spacing

This model was unable, despite mesh refinement studies, to converge at a reasonable
critical distance value between the center of the LP spot and the free edge. The model’s
inability to converge is due to wave reflection: because no infinite boundary conditions
reside at the edge of the model, solely at the bottom, and because no material damping is
used, once the plasticity wave reaches the edge, it simply reflects back into the model. The
model then continues to vibrate until the cessation of the explicit analysis. This vibration
is due to the lack of locations for the kinetic energy of the wave to dissipate, essentially
trapping the wave in the model. To bypass this physcial situation, a 3D half-model of an
infinitely long, infinitely thick, finitely wide beam was constructed, similar to the initial
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model used in Section 5.4. This model allows for observation of the LP residual stress
equilibration with a free edge present, and allows for kinetic energy dissipation through the
infinite boundary conditions along the infinite length of the beam, and through the infinite
thickness.

3D Half-Model of an Infinitely Long Beam
The 3D version of the process outlined in the previous section (Figure 6.3) uses the model
from Figure 6.4. The same search algorithm seen in Figure 6.3 is used with the exception
of the initial model width being initialized at 6R and the secondary model width at 6.5R,
where R is the spot radius of the LP shots used. The model uses the same strain rate
sensitive material model outlined in Section 5.5.1 and is conducted in Al 7075-O. It is
important to note that the spot footprint shown in Figure 6.4 remains centered regardless
of the width of the model. The time step for the explicit algorithm was set to 1 ns which
followed the peak pressure profile seen in Figure 3.6. Four peak pressures were used for
this work; 1.81 GPa, 2.12 GPa, 2.56 GPa, and 3 GPa. These values are much lower than
those typically seen in structural alloys and was addressed in Section 4.3: by investigating
a material with a yield stress as low as Al 7075-O, the LP peak pressure must be adjusted
so as to avoid spallation. The resulting free edge boundary condition spacing as a function
of peak pressure can be seen in Figure 6.5.
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Figure 6.4: Initial Model Used in Identifying Sufficient Boundary Condition Spacing From
a Symmetry Cell: Centered Spot is 2 mm in Diameter

Figure 6.5: Free Edge Boundary Condition Spacing as a Function of LP Peak Pressure
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6.3.2

Infinite Boundary Conditions

Using the data from Section 5.6.1, the infinite boundary conditions should be spaced 4 mm
from the last of the LP shots. This spacing is accounted for in Figure 6.6, along with the
free edge spacing according to the previous section’s results.

6.3.3

Symmetry Cell Creation With Edge Effects

The LP symmetry cell discussed and implemented in Chapter 5 will be used here (Figure
5.13a). Construction of the 3D template model centers around the 2 mm x 2 mm symmetry
cell. The peak pressure, held constant for this portion of the work, is 1.5 GPa. Utilizing
the critical distance results from Section 5.4, the infinite boundary condition spacing results from Section 5.6.1, and the free edge boundary condition results of this Section, the
model in Figure 6.6 was constructed. Table 6.1 contains the constituent dimensions used to
construct this model. Figure 6.7 demonstrates how the values in Table 6.1 are applied.

Figure 6.6: Fully Constructed 3D Template Model
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Figure 6.7: Guide for Application of Boundary Condition and Critical Distance Spacing in
Construction of a 3D Template Model

6.4

3-Point Bending Model

The loading for this investigation is 3-point bending due to its clear stress gradient and
ability to replicate in experimental testing. To reduce the simulation time of the beam in
bending, a half model was used (Figure 6.8) which was then post-processed to duplicate a
full model beam in bending. The post processing consisted of reflecting the stress/strain
condition in the modeled region about the symmetry condition. A single load level was
simulated for a high-cycle fatigue life observations. Observing the fatigue life of the beam

Table 6.1: Critical Distance and Boundary Condition Spacing Values for Construction of
the 3D Template Model at LP Peak Pressure of 1.5 GPa
1
2

Symmetry Cell
Width (mm)
1

Critical Distance
(mm)
2

Free Edge Spacing
(mm)
3.25
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Infinite Element
Spacing (mm)
5

in a more structurally realistic loading will provide sufficient insight into the effects that
the various pattern sequences have upon real structures.

Figure 6.8: Simulated Half Model of 3-Point Beam in Bending

Figure 6.8 shows the 3-point bending model which is comprised of two element regions: the finely meshed gage region which matches the square element size of the sequencing models (Section 6.3.1), and the longitudinally biased mesh of the bending load
lever arm. The high-cycle peak stress, opposite the mid-span point, was 90 MPa, while the
low-cycle peak stress was 140 MPa.

6.5

LP Shot Patterns

Trends documented throughout this work can be used beyond their original scope to aid in
identifying shot patterns that will yield extended fatigue lives over a more generic pattern.
As previously mentioned, small pattern results have shown that the most recent shot in a
given pattern will have the largest magnitude residual stresses. Section 5.4 showed that a
critical distance between two LP shots exists as a function of material and LP peak pressure. Figure 6.9 shows 3 basic patterns which seek to capitalize on these two pieces of
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information. The pattern’s effects on the fatigue life of a large beam in 3 point bending will
be investigated. The reasoning behind each pattern will be discussed as well as adaptations
of the symmetry cell method necessary to accomplish each pattern. The fourth pattern, a
typical raster type pattern, is included for comparison purposes as it is the most common
processing pattern currently used in industry.

Figure 6.9: Prospective LP Shot Pattern Variants Displayed on a Beam Under Bending
Load, M: a) Longitudinal Approaching Peak Stress Location, b) Transverse and Longitudinal Approaching Peak Stress Location, c) Basic Raster Type Pattern

6.5.1

Longitudinal Approaching Stress Concentration Concept

The pattern shown in Figure 6.9a, referred to as the Longitudinal Approaching Stress Concentration (LASC) pattern, is hypothesized to increase fatigue life by taking advantage of
the more compressive stresses caused by the most recent shot in a pattern. By peening the
two outer most rows of spots and then working inward until the only row to be peened is the
centermost (centered over the longitudinal centerline of the beam), the largest compressive
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stresses will be placed directly overtop the highest loading stresses in the 3-point bending
coupon. As bending stresses decrease away from the mid-point of the beam, so do the LP
compressive stresses, potentially affording equivocal fatigue life extension throughout the
model.
Adaptation of the symmetry cell approach will be required for this pattern. One of
the main issues regarding the use of the symmetry cell is that the pattern works toward the
center of the coupon as seen in Figure 6.10.

Figure 6.10: Direction of Pattern Sequence Longitudinally Approaching Peak Stress Location at the Bending Centerline of a 3-Point Bending Coupon

6.5.2

Transverse and Longitudinal Approaching Stress Concentration

The pattern seen in Figure 6.9b, is referred to as the Transverse and Longitudinal Approaching Stress Concentration (TLASC) pattern in this work. This pattern attempts to capitalize
on the averaging effects that prevail in high percentage overlap LP patterns. By establishing an underlying field of compressive stresses with the blue hued portions of the pattern
(Figure 6.9b), the warm hued portions of the pattern, the most recent shots to be applied,
establish larger magnitudes of compressive stresses within the field. Additionally, because
the sequence of this pattern is such that the LP shots approach the center of the beam in
both the longitudinal and transverse directions (Figure 6.11), the largest magnitude compressive residual stresses will lie at the exact center of the beam. This result is desirable in
the context of three point bending since the longitudinal center of the coupon will be the
area of highest loading stresses.
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Figure 6.11: Direction of Pattern Sequence Longitudinally and Transversely Approaching
Peak Stress Location at the Bending Centerline of a 3-Point Bending Coupon

6.5.3

Basic Raster Pattern

The basic raster pattern, the most frequently used pattern in the LP industry, relies heavily on percentage overlap of its constituent LP shots for its fatigue life mitigating properties. By closely overlapping adjacent, subsequent shots, a consistent residual stress field of
somewhat high magnitude is possible. However, lower residual stress field regions provide
a path for fatigue crack nucleation and growth, as opposed to the more stop-gap arrangement afforded by the TLASC pattern. This pattern simply moves from left to right over the
coupon, assuming that the fatigue life of a coupon is insensitive to pattern sequence (Figure
6.12)

Figure 6.12: Direction of the Basic Raster Pattern Over a 3-Point Bending Coupon
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6.6
6.6.1

Pattern Sequence Residual Stress and Fatigue Results
Initial Failure Location

The initial failure location for the baseline load models was located at various points along
the mid-point boundary condition (Figure 6.13). This is typical in fatigue analysis of FEA
models as zero displacement line boundary conditions produce unrealistically high stress
and strain conditions. Placing boundary conditions on node(s) causes a numerical anomaly
at that point. Physically what a zero displacement boundary condition on a node would
duplicate is a knife edge support that is perfectly sharp, which is impossible to produce
as there will always be a thickness to a support. While the elements surrounding a zero
displacement boundary condition will produce realistic results, the nodes themselves that
are fixed will not. By ignoring any of the points near or along this line, the failure location
due to the loading produced stress state can be identified. Because this work is primarily
interested in the surface enhancement of the LP process, only nodes at the surface of the
model were considered in the remainder or the fatigue analyses.

6.6.2

Pattern Sequencing Fatigue Results and Discussion

LASC Model Results
The resulting residual stress field seen in Figure 6.14 demonstrates the intended effect of
the LASC pattern, namely placement of the largest compressive stresses at the transverse
centerline of the model and thus at the peak of the loading-induced stresses. However, it
can also be seen that the smallest compressive residual stresses (≈-44 MPa from Figure
6.14) that the pattern has produced lie along both the transverse and longitudinal centerlines. While the general trend of lower magnitude residual stresses within the center of the
most recent LP shot was expected, it was also expected that the 50 percent overlap would
eliminate the lower magnitude stresses within the centers of prior shots due to plasticity
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Figure 6.13: Example Failure Location Due to Boundary Condition Along Center Bending
Support As Loaded in Figure 6.8

from adjacent LP shots. These lines of smaller magnitude residual stresses nestled within a
field of much larger residual stresses near a peak stress location translates to fatigue failure
in any of the smaller residual stress pockets along the centerline of the coupon. The reason
that the failure location was within one of these pockets along the centerline, and not in one
away from the centerline, comes directly from the loading stresses. While these pockets
may be the nucleation points for surface cracks, crack growth may be retarded by the larger
magnitude compressive stresses surrounding these pockets.
The fatigue life produced by the ≈-44 MPa pocket along the center line was 1.19
1010 (e23.2 = 1.191010 )(Figure 6.14). This is a 169 percent in the fatigue life over the
baseline fatigue life. While in reality the baseline fatigue life would occur anywhere near
the peak stress location at the center of the beam, the specific location of failure within the
LP residual stress field would be limited to the pockets of lower stresses already discussed.
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This fact could translate to engineering failure locations using LP residual stress fields, a
point which will be discussed in a later section.

107

Figure 6.14: LASC Residual Surface Stress and Fatigue Life Results: Left) Longitudinal
Residual Stresses, Right) Mirrored Fatigue Life Results for Residual Stresses Presented
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TLASC Model Results
The resulting residual stress field seen in Figure 6.15 demonstrates the intended effect of
this particular pattern: placement of the largest compressive stresses at the transverse centerline of the model. However, it can also be seen that the smallest compressive residual
stresses that the pattern has produced lie along both the transverse and longitudinal centerlines, similar to the results seen with the LASC pattern. However, a major difference
between the LASC and the TLASC sequences appears in the shape of the fatigue life contours, and the magnitudes therein. The TLASC fatigue contours very closely mimic the
shape of the stresses present in the longitudinal direction: because of how the BrownMiller fatigue lifing equation incorporates residual stresses (as a mean stress modification)
any increase over the baseline fatigue life due to residual stresses will come from the direction most affected by the loading. In the case of this work, that direction is the longitudinal
direction, hence the selection of the longitudinal stress state for the residual stress state
representation.
The magnitude of the fatigue life in the most extended case, 1.18 1011 (Figure 6.15),
is due to two factors, the loading stresses at that location, and the fact that the least recent
shots placed, those away from the center most point of the beam, contained extremely large
residual stresses. Alternatively, the shortest fatigue life in the coupon, 9.74 109 (Figure
6.15), was located at the location of the most recent shot (≈-44 MPa), a fact that is counter
intuitive to the hypothesis made at the beginning of this chapter. It should also be noted
that as the lines proceed from the edge of the coupon toward the center of the coupon, the
pockets of smaller residual stresses that correspond to the most recent shot do not decrease:
even though the most recent shot along a longitudinal row of shots was the most recent, it
was not the most recent in the transverse ordering. This fact simply reveals that the pockets
of earliest fatigue failure centered around the centerline of the coupon are there due to
a combination of loading and low residual stresses, not detriment due to LP processing.
In fact, the fatigue life extension for this case, the worst of the three sequences explored,
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yielded a fatigue life extension of 100 percent.
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Figure 6.15: TLASC Residual Surface Stress and Fatigue Life Results: Left) Longitudinal
Residual Stresses, Right) Mirrored Fatigue Life Results for Residual Stresses Presented
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Basic Raster Pattern Model Results
The basic raster pattern longitudinal stresses seen in Figure 6.16 demonstrates similar behavior to that seen in the TLASC results: a field comprised primarily of highly compressive
values exists in the longitudinal direction, with pockets of lower magnitude compressive
stresses. While these pockets will be a likely location for the fatigue crack nucleation, especially near the peak stresses located at the center of the coupon, the intermittent columns
of highly compressive stresses will keep the fatigue crack from spreading. Unlike either of
the patterns examined thus far, the failure location for the raster pattern occurred away from
the centerline of the coupon. The point of failure had a similar sized residual stress value
(≈-45 MPa). However, it was far enough away from the peak stresses of the mid-point
that nearly 400 percent increase in fatigue life was attained. The next lowest residual stress
location within the pattern and near the peak stress location, was ≈-112 MPa (Figure 6.16),
which occurred along the centerline of the coupon. This fact further supports the growing
trend seen from the actual simulation of these large patterns, that less recent shots near a
peak stress location provide the residual stress state needed for fatigue life extension of this
three point bending coupon.
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Figure 6.16: Basic Raster Pattern Residual Surface Stress and Fatigue Life Results: Left)
Longitudinal Residual Stresses, Right) Mirrored Fatigue Life Results for Residual Stresses
Presented
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6.7

Summary and Conclusions

The fatigue life extension due to the engineered patterns (LASC and TLASC) was considerable at 169 percent and 100 percent, respectively. However, the largest amount of fatigue
life extension was due to the basic raster pattern at 400 percent. The failure locations, and
reasons behind the fatigue extension garnered by each pattern, have been discussed in their
appropriate sections, but it should be noted that from this work a new trend has been seen
that is counterintuitive to the hypothesis originally proposed at the beginning of this chapter: that fatigue life extension actually comes from patterns which focus the most recent LP
shots away from the peak loading stresses. Utilizing all of the tools developed in this work,
the effects of LP pattern sequencing upon fatigue life on fatigue life have been investigated.
From this investigation, several conclusions can be made:
• Pattern sequence not only has an effect upon the fatigue life of a component but it
also has dramatic effects upon the failure location of a component.
• The most recent shots in an LP pattern, originally thought to provide the most desirable residual stress state for peak loading stress mitigation, provide less fatigue
life extension than patterns which apply the most recent LP shots away from peak
loading stresses.
• The most recent spots in a pattern, when sufficiently close loading peak stresses,
continue to be the location of fatigue failure, even if the fatigue life is extended.
• Pattern sequencing could potentially be used to engineer the failure location of a part,
as well as extend the overall fatigue life of a component.
Additionally, sufficient spacing distances between a free edge and a symmetry cell
were identified in Al 7075-O such that the boundary condition did not influence the LP
residual stress field equilibration.
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Chapter 7
Summary and Future Works
This chapter lists the sum of the contributions made by this work: a framework for fatigue
life estimation that incorporates residual stresses, documentation of the sufficiency of an
extended explicit type LP analysis, development of a symmetry cell approach for time
effective simulation of large scale patterns, and investigation of LP pattern sequencing and
its effects on the fatigue life of a component. A development of the future work that would
be a natural progression from this work, as well as current shortcomings that should be
addressed will then be outlined.

7.1

Contributions

7.1.1

Fatigue Framework

Fatigue Life Optimization Using Laser Shock Peening Process [75]
Experimental Validation of Simulated Fatigue Life Estimates in Laser Peened Aluminum
[76]

A fatigue framework was developed which analyzed, node-by-node, a loaded geometry with and without residual stresses present. A commercial code, fe-safe, was used as
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a black-box in this framework for fatigue life output. A ’candy-bar’ coupon manufactured
from Al 7075-O was simulated in 3-point bending under a spectrum of constant amplitude
loads, and the fatigue lives estimated. LP residual stresses were applied to this coupon and
the fatigue lives calculated as well. The same coupon geometry was tested experimentally
in both the non-LP and LP treated conditions, the LP conditions being the exact same as
those simulated. The fatigue lives for both the non-LP and LP treated coupons compared
agreeably between the simulations and actual experiments.

7.1.2

Extended Explicit Simulation Technique

The standard simulation technique used for LP analysis consists of first simulating impact
loading and plastic wave propagation in an explicit formulation FEA, followed by stress
equilibration in an implicit formulation FEA. The technique has been shown in various
works to agree well with experimental residual stress results; however, the simulations can
require nearly a day to compute for a single shot. Comparison between the standard two
step analysis procedure and an explicit only procedure was conducted in hopes of reducing
this considerable simulation time. Two materials were simulated, Ti-6Al-4V and Al 7075O, using the established two step analysis, as well as several durations of an extended
explicit simulation. Both techniques bypassed the convergence criteria of the FEA code
in favor of terminating the simulation after a set time. The termination time used for the
explicit step of the standard procedure is the amount of time necessary to dissipate the
majority of the kinetic energy from the model. This time was also used as the shortest of
the extended explicit durations: the two alternates investigated doubled and quadrupled this
minimum simulation time. Once the various simulation types were compared, it became
evident that the extended explicit technique offered stress and strain results that varied
nominally from those of the standard procedure while offering drastic computational time
savings.
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7.1.3

Symmetry Cell Technique

Time effective simulation of large-scale structural surface enhancement [77]

The reductions in simulation time made by using an explicit-only simulation technique
help to reduce the shot-by-shot simulation time. However, when patterns of interest to
the LP and structures communities contain hundreds to thousands of shots to sufficiently
cover a given surface, a brute force approach, even with an explicit-only technique, still
remains time prohibitive. By identifying the basic most repeating portion of a large scale
pattern, and then simulating that basic unit, a large scale pattern could then be reproduced
with a fraction of the simulation time. Prior work in this area had been conducted by one
team in China, Hu and Yao, using boundary conditions that did not fully represent the
actual physical situation. This work corrected those boundary condition assumptions and
the averaging techniques used for comparison with actual physical results. Additionally,
the critical distance needed between two adjacent shots so that no plastic interaction took
place was identified as a function of several LP parameters, as was the distance required
between the infinite element boundary conditions such that they did not affect residual
stress equilibration. These distances are requisite in the symmetry cell construction process.

7.1.4

LP Pattern Sequencing Effects

Finally, the tools developed thus far were implemented so that the sequencing effects of an
LP pattern on a three point bending coupon could be investigated. By reducing the total
simulation time of a 154 shot LP pattern using both an explicit only and symmetry cell
technique, it was possible to produce several sequencing variants in a reasonable amount
of time (3 weeks) on a desktop workstation. Once these results were combined with a three
point loading condition in the fatigue framework outlined earlier, it became obvious that
pattern sequencing not only had an effect on fatigue life, but also on fatigue failure location.
The original hypothesis, that working toward a peak stress location was an appropriate
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strategy for maximum fatigue life extension, was proven false. The various patterns studied
also demonstrated a trend in failure locations: fatigue failure locations tend toward the most
recent shots due to the smaller stresses at the center of an LP spot.

7.2
7.2.1

Future Works
Extended Explicit Simulation Technique

So that further time savings could be managed, several simulation parameter studies should
be conducted. Instead of maintaining the same time step for the entire duration of the analysis, once the LP impact pressure application portion of the analysis has been concluded,
a longer time step should be adopted. The sole reason for not conducting more of these
parametric studies during this work was in the interest of time: the extended explicit simulation was a tool that the majority of this work utilized. Postponing the bulk of this work
in an attempt to further reduce the simulation time simply would not have been prudent.
Additionally, variations of the time step within the temporal profile of the impact loading
should be investigated to determine if the variation affects the end results of the analysis.
Initial simulations along these lines would take a few months to fully explore, and several
more to optimize parameters for the variety of simulation scenarios experienced within this
research community.

7.2.2

Symmetry Cell Technique

Various geometric situations, such as plate curvature, chamfers, fillets, etc. may require
their own unique boundary condition spacing as did free edges and infinite boundary conditions. Mesh densities should also be investigated to determine if a finer/coarser mesh
should be used for any of these geometries to produce converged results. Also of interest
should be mesh biasing into the depth of the model approaching the sub-surface infinite
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boundary condition in the case of thick components, as well as biasing toward any of the
aforementioned boundary conditions. While these explorations would have been a useful
addition for a report or consummate guide to geometric anomaly modeling in LP, they were
not critical to this work. However, sufficient explanation of the procedures and techniques
used to ascertain these values have been provided with several examples.

7.2.3

LP Pattern Sequencing Effects

Parameterization of pattern sequence construction should be identified and implemented
such that an optimization can be conducted concerning pattern sequencing effects on component fatigue life. Once these parameters have been developed, elimination of nonsensitive parameters can begin so that key variables can be identified and optimized given
a specific geometry and loading condition. Investigation of utilizing the most recent shots
in a pattern for fatigue failure location engineering should also be undertaken in light of
the results found in the last chapter of this work. Again, while these pursuits were of interest to the author, they were not central to this work and therefore have been left to future
researchers.
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