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2
Introduction
A stochastic processes is a sequence of random variables {Xt | t ≥ 0} defined on
a common probability space (Ω,F , P ), indexed by time t. Stochastic processes
seek to model random processes over both discrete and continuous times. The
study of stochastic processes uses techniques from probability theory, topology,
calculus and mathematical analysis. Stochastic processes are currently of high
interest for their applications in the financial markets, natural sciences and
technology fields.
Brownian motion is an elementary and commonly studied stochastic process.
Brownian motion was first discovered by Scottish botanist Robert Brown in 1827
while observing the movement of pollen grain in water. Traditionally, Brownian
motion has been constructed as a weak distributional limit of random walks.
Let {Xi}∞i=1 be a sequence of independent and identically distributed (i.i.d.)








From the Central Limit Theorem, limn→∞Bnt converges in distribution to Brow-
nian motion. However, we would like an almost sure construction of Brownian
motion. Other constructions of Brownian motion include French mathemati-
cian Paul Le´vy’s almost sure construction that linearly interpolates Brownian
motion over the dyadic rationals.
The motivation for this paper is to provide an alternative construction for
stochastic processes that is almost sure. The focus will be on Gaussian stochastic
processes, specifically Brownian motion and the Ornstein–Uhlenbeck process.
Our construction starts with the nice property of Hilbert spaces that any
functions in the space can be constructed as a strongly convergent, countable
sum with respect to an orthonormal basis. By showing that the Brownian
motion and Ornstein–Uhlenbeck sample paths are in the L2([0, 1]) space, which
is a Hilbert space, we can obtain an almost sure construction for Brownian
motion and the Ornstein–Uhlenbeck process.
Our construction closely follows the Le´vy–Ciesielski construction of Brown-
ian motion. However, Le´vy and Zbigniew Ciesielski use the Schauder orthornor-
mal basis. We use the Haar orthonormal basis which is the simplest orthonormal
basis in L2([0, 1]). We also provide the construction for the Ornstein–Uhlenbeck
process.
We will begin section 1 by providing background on measure theoretic proba-
bility, stochastic processes, Hilbert space theory and convergence. Section 2 will
provide the theoretical framework for L2 spaces and convergence in the space
with respect to the Haar orthonormal basis. Section 3 will provide the almost
sure construction for Brownian motion. Section 4 will provide the almost sure
construction for the Ornstein–Uhlenbeck process.
3
1 Preliminary background
Before we begin our discussion, we will provide some necessary prerequisite def-
initions and theorems regarding measure theoretic probability, stochastic pro-
cesses, Hilbert space theory and convergence.
1.1 Measure theoretic probability and stochastic processes.
We will begin our introduction of stochastic processes with a brief review of
measure theory and probability theory.
Definition 1.1.1. In probability theory, the sample space Ω is an arbitrary
space or set of elements ω that represent all possible outcomes on an experiment
or an event.
Definition 1.1.2. A field F on Ω (not necessarily a sample space, Ω can be any
nonempty set) is a collection of subsets of Ω that satisfy the following conditions:
1. If A,B ∈ F , then A ∪B ∈ F
2. If A,B ∈ F , then A \B ∈ F
3. Ω ∈ F
Definition 1.1.3. A σ-field F is a field that is closed under countable unions,
meaning if {Ai}∞i=1 ⊂ F , then
⋃∞
i=1Ai ∈ F .
Unless otherwise stated, let F denote a σ-field going forward.
Example 1.1.1. The Borel σ-field on R, B(R), is the smallest σ-field containing
all open intervals in R.
Definition 1.1.4. Consider a field F on a space Ω. A measure is a set function
m : F 7→ [0,∞] that satisfies the following conditions:
1. m(∅) = 0
2. If {Ai} is a disjoint sequence of sets in F such that
⋃∞










Example 1.1.2. For a field on R, the Lebesgue measure λ on R is defined as:
λ([a, b)) = b− a
Definition 1.1.5. A measure space is denoted (Ω,F ,m), where Ω is a nonempty
set, F is a σ-field on Ω and m is a measure on Ω.
Definition 1.1.6. In a measure space (Ω,F ,m), the outer measure m∗ is a set
function m∗ : P(Ω) 7→ [0,∞] that satisfies the following conditions:
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1. m∗(∅) = 0
2. For any A,B ∈ P(Ω), if A ⊆ B then m∗(A) ≤ m∗(B)















and if there is no sequence of sets {Ai} that cover A, then m∗(A) =∞.









Below are a few useful theorems regarding Lebesgue measurable sets.
Lemma 1.1.1. If a set E of R is Lebesgue measurable with a finite outer mea-
sure, then for all  > 0, there exists an open set U such that E ⊆ U and
λ∗(U \ E) < .
Proof. [1] For an  > 0, from the definition of an outer measure, we can




∗(li) < λ∗(E) + . Let U =
⋃∞




λ∗(li) < λ∗(E) +  (1)
Because E ⊆ U , λ∗(U \ E) = λ∗(U)− λ∗(E) <  from (1).
Theorem 1.1.1. Let E be a Lebesgue measurable set with a finite Lebesgue
outer measure. Then, for all  > 0, there is a finite collection of disjoint open
intervals {lk}nk=1 such that if O =
⋃n
k=1 lk, then:
λ∗(E \ O) + λ∗(O \ E) = λ∗(E 4 O) < 
Proof. [3] From Lemma 1.1.1, there exists an open set U such that:
E ⊆ U (2)
and
λ∗(U \ E) < /2
Since E has finite outer measure, we can infer from the inequality in (2) , λ∗(U) <
λ∗(E) + /2, that U also has a finite outer measure. We can decompose U as a
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countable union of disjoint open intervals U =
⋃∞
i=1 li. Since each of these inter-
vals are measurable (recall that the measure and outer measure for measurable










holds for all n. Thus, as we let n tend towards ∞, ∑∞i=1 λ(li) < ∞. Because
the monotonically increasing sum
∑∞
i=1 λ(li) converges by Corollary 1.3.1, there
exists an n such that,
λ∗(U \ O) =
∞∑
i=n+1
λ(li) < /2 (3)
for O = ⋃nk=1 li. Since O ⊆ U , it follows that O \ E ⊆ U \ E. It follows from
(2):
λ∗(O \ E) ≤ λ∗(U \ E) < /2 (4)
Conversely, since E ⊆ U , it follows that E \ O ⊆ U \ O. It follows from (3):
λ∗(E \ O) ≤ λ∗(U \ O) =
∞∑
i=n+1
λ(li) < /2 (5)
Combining (4) and (5):
λ∗(O \ E) + λ∗(E \ O) = λ∗(E4O) < 
We are now ready to begin reviewing probability theory from a measure
theoretic perspective.
Definition 1.1.7. A probability measure P on a sample space Ω is a function
which assigns to each A in a σ-field F on Ω a real number and satisfies the
following conditions:
1. 0 ≤ P (A) ≤ 1 for all A ∈ F
2. P (∅) = 0, P (Ω) = 1





Definition 1.1.8. If P is a probability measure on a σ-field F on Ω, then
(Ω,F , P ) is called a probability space.
Definition 1.1.9. A random variable X(ω) on a probability space (Ω,F , P ) is
a function X : (Ω,F , P ) 7→ (R,B(R), λ) such that X−1((a, b)) ∈ F for all open
intervals (a, b) ∈ R.
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Definition 1.1.10. An expected value of a random variable X on a probability






Definition 1.1.11. The variance of a random variable X on a probability space
(Ω,F , P ), denoted as V[X], is the integral of (X − E[X])2 over Ω with respect




(X − E[X])2 dP
Definition 1.1.12. The covariance of two random variables Xi, Xj on a proba-
bility space (Ω,F , P ), denoted as COV (Xi, Xj), is the integral of (Xi−E[Xi])(Xj−
E[Xj ]) over Ω with respect to the probability measure,
COV (Xi, Xj) =
∫
Ω
(Xi − E[Xi])(Xj − E[Xj ]) dP
which can be simplified as COV (Xi, Xj) = E[XiXj ]− E[Xi]E[Xj ].
Definition 1.1.13. A probability distribution µ on (R,B(R), λ) associated with
the random variable X is the measure defined as:
µ = P ◦X−1
Thus, for A ∈ B(R), X−1(A) ∈ F and µ(A) = P (X−1(A)).
Definition 1.1.14. A distribution function F (x) of the random variable X is
defined as:
F (x) = µ
(
(−∞, x]) = P (X−1(−∞, x])
Below are a few useful lemmas regarding probability spaces.
Lemma 1.1.2. (First Borel–Cantelli). For a probability space (Ω,F , P ), let
{An} be a sequence of sets in F . If
∑∞




n=1 P (An) converges, then limm→∞
∑∞
k=m P (Ak) = 0. From











Since P (lim supn→∞An) is independent of m, as we let m approach ∞,∑∞
k=m P (Ak) approaches 0. Thus, P (lim supAn) = 0.
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Note that lim supAn = ∩∞n=1∪∞k=nAk = {An, i.o.}. Intuitively, this is the set
of sample points where the event An occurs infinitely often as n tends toward
∞.
Lemma 1.1.3. Consider a probability space (Ω,F , P ). Given E ∈ F , for an
α > 0, if f is a non-negative measurable function, then:

















Since Eα ∈ E, it follows that:









Now, we will extend the definition of a random variable to incorporate time.
Definition 1.1.15. A continuous stochastic process is a collection of random
variables {Xt | t ≥ 0} indexed by time, on a common probability space.
However, stochastic processes are generally described by their finite-dimensional
distributions.
Definition 1.1.16. The finite-dimensional distributions for a stochastic process
{Xt | t ≥ 0} have the form µt1,t2,...,tn(H) = P[(Xt1 , . . . , Xtn) ∈ H] for each finite
set of times t1, t2, . . . , tn in [0, T ] and H ∈ B(Rn).
Intuitively, for a finite sequence of time points (t1, t2, . . . , tn), the vector
(Xt1 , Xt2 , . . . , Xtn) has a distribution over B(Rn) (the n-th dimensional Borel
σ-field on R) defined by a probability distribution µt1,t2,...,tn on (Rn,B(Rn), λ).
Below are a few useful theorems regarding stochastic proccesses.
Theorem 1.1.2. (Markov’s inequality). Let X be a non-negative random
variable on a probability space (Ω,F , P ). For an α > 0:
P ({ω ∈ Ω | |X(ω)| ≥ α}) ≤ 1
αk
E[|X|k]
Proof. [7] For a non-negative random variableX on the probability space (Ω,F , P ),
consider the random variable |X|k and αk > 0. From Lemma 1.1.3:






From, the definition of expected values, we can simplify (6):





|X|k dP ≤ 1
αk
E[|X|k]
Theorem 1.1.3. (Etemadi’s maximal inequality). Let X1, X2, . . . , Xn be
a sequence of independent random variables on the probability space (Ω,F , P ).
Let Sn =
∑n








P ({ω ∈ Ω | |Sk| ≥ α})
Proof. [5] Define the set Ak to be the set where |Sk| ≥ 3α and |Sj | < 3α for all
j < k. Note that Ak is the set where |Sj | < 3α, for all j < k. However, Aj is
the set where |Sj | ≥ 3α. By induction, all Ak are disjoint.
Let A =
⋃n




. The set where
|Sk| < 3α for all k cannot belong in any Ak, thus it is in the complement.
Furthermore, consider the set where |Sk| ≥ 3α for at least one or more k and
let such k where |Sk| ≥ 3α be denoted k1 < · · · < km. This set necessarily




∣∣ max1≤k≤n |Sk| ≥ 3α}.
Given any ω ∈ Ak, Sk ≥ 3α or Sk ≤ −3α. Thus, if Sn < α or Sn > −α,
then it is necessarily true that |Sn − Sk| > 2α. It follows that,
Ak ∩ {ω ∈ Ω | |Sn| < α} ⊆ Ak ∩ {ω ∈ Ω | |Sn − Sk| > 2α} (7)
for all a ≤ k ≤ n. Note that Ak and {ω ∈ Ω | |Sn − Sk| > 2α} are independent.
It follows that:
P (A) = P (A ∩ {ω ∈ Ω | |Sn| ≥ α}) + P (A ∩ {ω ∈ Ω | |Sn| < α}) (8)
≤ P ({ω ∈ Ω | |Sn| ≥ α}) + P (A ∩ {ω ∈ Ω | |Sn| < α})
Since
⋃n
k=1(Ak ∩ {ω ∈ Ω | |Sn| < α}) = A ∩ {ω ∈ Ω | |Sn| < α}, it follows from
(7) and (8) that:
P (A) ≤ P ({ω ∈ Ω | |Sn| ≥ α}) + P (A ∩ {ω ∈ Ω | |Sn| < α}) (9)
≤ P ({ω ∈ Ω | |Sn| ≥ α}) +
n∑
k=1
P (Ak ∩ {ω ∈ Ω | |Sn − Sk| > 2α})
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From independence and (9):
P (A) ≤ P ({ω ∈ Ω | |Sn| ≥ α}) +
n∑
k=1
P (Ak ∩ {ω ∈ Ω | |Sn − Sk| > 2α}) (10)
= P ({ω ∈ Ω | |Sn| ≥ α}) +
n∑
k=1
P (Ak)P ({ω ∈ Ω | |Sn − Sk| > 2α})
≤ P ({ω ∈ Ω | |Sn| ≥ α}) + max
1≤k≤n




Since Ak are disjoint and A =
⋃n
k=1Ak, it follows from (10):
P (A) ≤ P ({ω ∈ Ω | |Sn| ≥ α}) + max
1≤k≤n





= P ({ω ∈ Ω | |Sn| ≥ α}) + P (A) max
1≤k≤n
P ({ω ∈ Ω | |Sn − Sk| > 2α})
Since P (A) ≤ 1, it follows from (11):
P (A) ≤ P ({ω ∈ Ω | |Sn| ≥ α}) + P (A) max
1≤k≤n
P ({ω ∈ Ω | |Sn − Sk| > 2α})
(12)
≤ P ({ω ∈ Ω | |Sn| ≥ α}) + max
1≤k≤n
P ({ω ∈ Ω | |Sn − Sk| > 2α})
Using the same logic that resulted in (7), it follows from (12) :
P (A) ≤ P ({ω ∈ Ω | |Sn| ≥ α}) + max
1≤k≤n
P ({ω ∈ Ω | |Sn − Sk| > 2α} (13)
≤ P ({ω ∈ Ω | |Sn| ≥ α}) + max
1≤k≤n
(
P ({ω ∈ Ω | |Sn| > 2α})
+ P ({ω ∈ Ω | |Sk| > 2α})
)
Note that P ({ω ∈ Ω | |Sn| ≥ α}) ≤ max1≤k≤n P ({ω ∈ Ω | |Sk| ≥ α}). Thus, it
follows from (13):
P (A) ≤ P ({ω ∈ Ω | |Sn| ≥ α}) + max
1≤k≤n
(
P ({ω ∈ Ω | |Sn| > 2α})




P ({ω ∈ Ω | |Sk| ≥ α})
1.2 Hilbert space theory.
Definition 1.2.1. A vector space V on a field F is a set of elements that are
closed under two operations, vector addition and scalar multiplication. For all
u, v, w ∈ V and α, β ∈ R, the operations must satisfy eight specified axioms:
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1. u+ v = v + u
2. u+ (v + w) = (u+ v) + w
3. There exists a 0 ∈ V such that for all v ∈ V, 0 + v = v
4. For any v ∈ V, there exists a −v ∈ V such that v + (−v) = 0
5. α(u+ v) = αu+ αv
6. (α+ β)v = αv + βv
7. α(βv) = (αβ)v
8. 1v = v
Example 1.2.1. R2 = {(x, y) |x, y ∈ R}, equipped with usual addition and
scalar multiplication is a vector space.
Definition 1.2.2. Given a vector space V, a norm on V is a real-valued function
‖·‖ : V 7→ R+ which satisfies the following three properties:
1. ‖x‖ ≥ 0 for each x ∈ V, and ‖x‖ = 0 if and only if x = 0
2. ‖αx‖ = |α| · ‖x‖ for all x ∈ V and α ∈ R
3. (Triangle Inequality). ‖x+ y‖ ≤ ‖x‖+ ‖y‖ for all x, y ∈ V
Definition 1.2.3. A normed vector space is a vector space equipped with a
norm and the metric induced by the norm, meaning that d(x, y) = ‖x− y‖.
Definition 1.2.4. A normed vector space is complete if all of its Cauchy se-
quences converge to a point in the vector space with respect to the norm.
Definition 1.2.5. A Banach space X is a complete normed vector space.
Example 1.2.2. Rn = {(x1, x2, . . . , xn) |x1, x2, . . . , xn ∈ R} with the Euclidian
norm ‖x‖ = √∑ni=1 x2i is a Banach space.
Definition 1.2.6. A real inner product 〈·, ·〉 on a vector space V is a function
〈·, ·〉 : V × V 7→ R satisfying the following properties:
1. (Linearity). 〈αx+ βy, z〉 = α〈x, z〉+ β〈y, z〉, for all x, y, z ∈ V and for all
α, β ∈ R
2. 〈x, y〉 = 〈y, x〉, for all x, y ∈ V
3. For all x ∈ V, 〈x, x〉 ≥ 0
Note, for the purposes of this paper, we will only consider real-valued inner
products.
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Definition 1.2.7. An inner product space X is a normed vector space equipped




Example 1.2.3. Rn = {(x1, x2, . . . , xn) |x1, x2, . . . , xn ∈ R} with the inner
product defined as the dot product (〈x, y〉 = x · y) is a Hilbert space.
Definition 1.2.8. A Hilbert space H is an inner product space that is complete
with respect to the metric induced by the inner product.
Below are a few useful theorems regarding inner product spaces.
Theorem 1.2.1. (Cauchy–Schwarz inequality). For any x and y in a real
inner product space:
|〈x, y〉| ≤ ‖x‖‖y‖
Proof. From the properties of inner products:
0 ≤ 〈αx+ y, αx+ y〉 = α2〈x, x〉+ α2〈x, y〉+ 〈y, y〉
Note that α2〈x, x〉+ 2α〈x, y〉+ 〈y, y〉 is a quadratic equation with respect to α
that is greater than or equal to 0. Thus, it can have at most one real root and
from the quadratic equation,
(2〈x, y〉)2 − 4〈x, x〉〈y, y〉 ≤ 0
it follows that:






|〈x, y〉| ≤ ‖x‖‖y‖
Theorem 1.2.2. The inner product is a continuous function with respect to the
induced norm in an inner product space. Meaning, for all  > 0, there exists
δx, δy > 0 such that:
‖xn − x‖ < δx and ‖yn − y‖ < δy implies |〈xn, yn〉 − 〈x, y〉| < 
Proof. [1] Note that the sequence {‖xn‖} is bounded, thus let ‖xn‖ ≤ α hold
for all n. From the linearity of inner products and Cauchy–Schwarz inequality:
|〈xn, yn〉 − 〈x, y〉| = |〈xn, yn〉 − 〈xn, y〉+ 〈xn, y〉 − 〈x, y〉|
= |〈xn, yn〉 − 〈xn, y〉|+ |〈xn, y〉 − 〈x, y〉|
≤ |〈xn, yn − y〉|+ |〈y, xn − x〉|
≤ ‖xn‖‖yn − y‖+ ‖y‖‖xn − x‖
Thus, we can choose δx and δy such that:
|〈xn, yn〉 − 〈x, y〉| ≤ ‖xn‖‖yn − y‖+ ‖y‖‖xn − x‖ < αδy + ‖y‖δx = 
Specifically, we can choose δy =





Definition 1.2.9. Given x and y in an inner product space V, x and y are
orthogonal (denoted x ⊥ y) if 〈x, y〉 = 0.
Definition 1.2.10. An orthogonal set is a set of vectors S such that any two
distinct vectors in S are orthogonal. Furthermore, S is called an orthonormal
set if ‖s‖ = 1 for all s ∈ S.
Definition 1.2.11. An orthogonal set S is a complete orthogonal set in an
inner product space X if x ⊥ s for all s ∈ S, then x = 0.
We will prove the existence of a complete orthogonal set in the Hilbert space
by showing that all inner product spaces have complete orthogonal sets.
Theorem 1.2.3. Every inner product space has a complete orthogonal set
Proof. For an inner product space, consider the set of all orthogonal sets X
ordered by inclusion. X is a partially ordered set and given any chain, Y , in
X, the upper bound of Y is the union of all it elements. It follows from Zorn’s
Lemma (see Appendix A) that X has a maximal element, Φ ∈ X. Suppose
there is a non-trivial vector v that is orthogonal to all φ ∈ Φ. Then Φ ∪ {v} is
an orthogonal set and Φ ⊆ Φ∪{v}. However, this cannot be the case because Φ
is a maximal element. Therefore, the only vector that is orthogonal to all φ ∈ Φ
is the zero vector and the orthogonal set is complete.
Note that since all orthogonal sets can be normalized into orthonormal sets,
Theorem 1.2.3 implies that all Hilbert spaces have complete orthonormal sets.
Definition 1.2.12. A complete orthonormal set in a Hilbert space is called an
orthonormal basis.
An orthonormal basis in a Hilbert space has very nice characteristics to work
with, which we will now describe.
Theorem 1.2.4. (Bessel’s inequality). If {φi}i∈I is an orthonormal basis
in an inner product space X, then for all x ∈ X:∑
i∈I
|〈x, φi〉|2 ≤ ‖x‖2
holds for all vectors x. For all x, all but an at most countable number of the
〈x, φi〉 vanish.
Proof. [1] [4] Let x be a vector in an inner product space X and let φ1, φ2, . . . , φn














〈x, φi〉〈φi, x〉 −
n∑
j=1






















i=1 |〈x, φi〉|2 ≤ ‖x‖2 holds for all n. Thus,
∑∞
i=1 |〈x, φi〉|2 ≤ ‖x‖2 holds
for a countable orthonormal basis.
To extend the proof to an uncountable orthonormal basis (where I is un-
countable), consider the definition of an uncountable sum of positive numbers:∑
i∈I
|〈x, φi〉|2 = sup{
∑
i∈J
|〈x, φi〉|2 | J is a finite subset of I}
From the proof above, ‖x‖2 is an upper bound for all finite sums∑i∈J |〈x, φi〉|2.
If
∑
i∈I |〈x, φi〉|2 is the supremum (least upper bound) of all finite sums, then
it follows that
∑
i∈I |〈x, φi〉|2 ≤ ‖x‖2. Consider the set:
In = {i ∈ I | |〈x, φi〉|2 ≥ 1/n}
For all n ∈ N, In must be finite otherwise
∑




In = {i ∈ I | |〈x, φi〉|2 > 0}
and a countable union of finite sets is countable. This implies that at most a
countable number of 〈x, φi〉 6= 0.
Theorem 1.2.5. An orthonormal basis {φi}i∈I in a Hilbert space H has the
following properties:
1. For all x ∈ H, x = ∑i∈I〈x, φi〉φi, which converges strongly
2. (Parseval’s equality). For all x ∈ H, ‖x‖2 = 〈x, x〉 = ∑i∈I |〈x, φi〉|2
3. (Generalization of Parseval’s equality). For all x, y ∈ H,
〈x, y〉 = ∑i∈I〈x, φi〉〈y, φi〉
Proof. [1] (1) Choose an arbitrary vector x in the Hilbert space. By Bessel’s
inequality, we know that there are at most countably many orthonormal vectors
in {φi}i∈I such that 〈x, φi〉 6= 0. Let i1, i2 . . . be the index for such orthonormal
vectors. Also following Bessel’s inequality:
∞∑
k=1
|〈x, φik〉|2 ≤ ‖x‖2 <∞ (14)

















〈〈x, φik〉φik , 〈x, φjk〉φjk〉 = m∑
k=n





















From (14), {∑nk=1 |〈x, φik〉|2}n is a monotonically increasing sequence bounded
above and therefore converges by Corollary 1.3.1 and is Cauchy. It follows that










∣∣∣∣ <  (17)
From (16) and (17) we see that the sequence {∑nk=1〈x, φik〉φik}n is Cauchy
with respect to the norm and converges by completeness. Let y = x−∑∞k=1〈x, φik〉φik .





〈x, φik〉φik , φin
〉
= 〈x, φin〉 −
〈 n+m∑
k=1
〈x, φik〉φik , φin
〉
= 〈x, φin〉 −
∑
k 6=n
〈x, φik〉〈φik , φin〉 − 〈x, φin〉〈φin , φin〉 = 0
holds for all m ≥ 0.
Thus,
〈
x−∑n+mk=1 〈x, φik〉φik , φin〉 = 0 for all m. Note that
limm→∞ ‖x −
∑n+m
k=1 〈x, φik〉φik − y‖ = 0. Thus, from the continuity of inner
products, 〈y, φin〉 = 0 for all n. Thus, 〈y, φi〉 = 0 for all i ∈ I. By the definition
of an orthonormal basis, y = 0 and thus x =
∑
i∈I〈x, φi〉φi.
(3) Let x =
∑
i∈I〈x, φi〉φi and y =
∑
j∈I〈y, φj〉φj , then by the joint continuity



















(2) Proof follows (3) but substitutes x for y.
The significance of an orthonormal basis in a Hilbert space is that we can




Since we are working closely with convergence, this section will present a few
key definitions and theorems.
Definition 1.3.1. A sequence of vectors {vi} in a normed vector space V con-
verges strongly to v if for all  > 0, there exists a N ∈ N such that ‖vn − v‖ < 
for all n > N .
Strong convergence can be denoted as lim vn = v, lim vn → v, or vn ↑ v (for
monotonic series).
Example 1.3.1. The sequence of real numbers { 1n}∞n=1 converges to 0 with
respect to the norm induced by the absolute value.
Definition 1.3.2. A sequence of vectors {vi} in a normed vector space V is
Cauchy if for all  > 0, there exists a N ∈ N such that ‖vn − vm‖ <  for all
n,m > N .
Now we consider the convergence of random variables.
Definition 1.3.3. A sequence of random variables {Xn} on a probability space
(Ω,F , P ) is said to converge weakly or converge in distribution to X if for all
x points of continuity on the distribution functions Fn(x), F (x), for all  > 0
there exists an N ∈ N such that for all n > N :
|Fn(x)− F (x)| < 
Definition 1.3.4. A sequence of random variables {Xn} on a probability space
(Ω,F , P ) converges in probability if for all δ > 0, for all  > 0, there exists an
N ∈ N such that for all n > N :∣∣P ({ω ∈ Ω | |Xn(ω)−X(ω)| ≥ δ})− 0∣∣ < 
Definition 1.3.5. A sequence of random variables {Xn} on a probability space
(Ω,F , P ) converges almost surely (denoted a.s.) if there exists a subset S ⊆ Ω
where P (S) = 1, such that for all ω ∈ S, for all  > 0, there exists an N ∈ N
such that for all n > N :
|Xn(ω)−X(ω)| < 
The most desired type of convergence for random variables is almost sure
convergence. However, while random variables have values in the space of real
numbers, stochastic processes have values in a space of functions. Thus, our
almost sure construction will provide convergent limits in a vector space of
functions for each sample point. Thus, convergence of stochastic processes con-
nects almost sure convergence of random variables and strong convergence of
vectors.
Below are a few useful convergence theorems.
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Theorem 1.3.1. (Levi’s). For a sequence of Lebesgue integrable functions
{fn} that is monotonically increasing almost everywhere (denoted a.e. meaning
everywhere except on a set of measure 0) and limn→∞
∫
fn dλ <∞, there exists





Proof. [1] Without loss of generality, we can replace {fn} with {fn − f1} so
that fn ≥ 0 a.e. holds for all n and {fn} is monotonically increasing. Let’s
denote I = limn→∞
∫
fn dλ. For all x ∈ X, define a function g such that
g(x) = limn→∞ fn(x). Define the set:
E = {x ∈ X | g(x) =∞} = ∩∞i=1 ∪∞n=1 {x ∈ X | fn(x) > i}
Since fn is a measurable function, {x ∈ X | fn(x) > i} is measurable by
definition, and thus E is measurable. Our goal is to show that λ∗(E) = 0.
Since fn is non-negative and measurable, there exists a sequence of simple
functions {sin} such that 0 ≤ sin ↑n fi a.e. for all i. Let ∨ denote the maximum.
For each n, let Sn = ∨ni=1sin. Notice that sin ↑n fi ↑i g. If we let both n and i to





fn dλ = I.
Let ∧ denote the minimum. For all k, the sequence of step functions {Sn ∧
k1E} satisfies Sn ∧ k1E ↑ k1E a.e. It follows that
∫




Sn dλ = I <∞. It follows that λ∗(E) = 0.
Define a function f :
f(x) =
{
g(x) if x /∈ E
0 if x ∈ E
Thus, fn ↑ f a.e.








Fixing i, sin ≤ Sn for all n ≥ i. Therefore,
∫























Corollary 1.3.1. If {an} is a bounded sequence of monotonically increasing
real numbers then {an} converges.
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Proof. Let α be the upper bound of {an}. Define a sequence of functions





+ C ≤ α
2
2
+ C <∞ (20)
holds for all n since both α and C are finite. It follows from (20) that
limn→∞
∫
fan dλ < ∞. Thus, from Theorem 1.3.1 there exists an f(x) such
that fan(x) ↑ f(x). Fix an x, then {fan(x)} is equivalent to {an} and thus {an}
converges to f(x).
Theorem 1.3.2. (Lebesgue Dominated Convergence). In the Lebesgue
measure space, fix an integrable function g. If {fn} is a sequence of integrable








n→∞ fn dλ =
∫
f dλ
Proof. [1] Since |fn| ≤ g a.e. and fn → f a.e., it follows that |f | ≤ g a.e. Thus,
f is integrable because it is bounded above and below by integrable functions.
Consider the sequence of functions {g − fn} which is a sequence of integrable
functions that are greater than 0. Note that lim inf(g − fn) = g − f a.e. Thus,





(g − f) dλ =
∫
lim inf(g − fn) dλ
≤ lim inf
∫
(g − fn) dλ =
∫




f dλ ≥ lim sup
∫
fn dλ (21)
Similarly, the sequence {g + fn} yields:∫
f dλ ≤ lim inf
∫
fn dλ (22)




f dλ ≤ lim inf ∫ fn dλ.
However, lim sup
∫
fn dλ ≥ lim inf
∫





2 Strong convergence of functions in the L2([0, 1])
space via Haar basis
A special space that we are interested in is the L2([0, 1]) space with respect to
the Lebesgue measure. We will introduce this space by first defining broader
the Lp space with respect to the Lebesgue measure.
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2.1 Lp space.
Definition 2.1.1. In the Lebesgue measure space (R,B(R), λ), for real-valued
functions, define the equivalence relation f∼g if f = g a.e. For 1 ≤ p <∞, let
the Lp(R,B(R), λ) space (abbreviated Lp) be the collection of such equivalence
classes of measurable real-valued functions f for which |f |p is integrable.





We now want to show completeness of Lp with respect to ‖ · ‖p.
Theorem 2.1.1. (Reisz-Fischer). The Lp space is complete.
Proof. [1] Let {fi} be any arbitrary Cauchy sequence in Lp. Thus, for any  > 0,
there exists N such that for all l,m > N :
‖fl − fm‖p < 
By passing to a subsequence, we know that for all n, we can choose in+1, in > Nn
such that:
‖fin+1 − fin‖p < 2−n
Note that
∑∞
n=1 ‖fin+1 − fin‖p converges to a value less than or equal to 1. It
suffices to prove that if the subsequence fin is norm convergent, then fi is norm
convergent as well.
Construct a sequence of monotonically increasing functions {gn} in Lp such
that g1 = 0 and for n ≥ 2:
gn = |fi1 |+
n∑
j=2
|fij − fij−1 |
















holds for all n and p. In the case of p = 1, we can see that
∫
gn dλ is bounded
above for all n. From Levi’s Theorem, there exists some g ∈ Lp such that gn ↑ g
a.e.
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|fij−fij−1 | = gm−gn = |gm−gn| (23)
Since {gn} converges in the reals, it must be Cauchy as well. It follows from
(23) that for any  > 0, there exists m,n > N such that:
|fim − fin | ≤ |gm − gn| < 
Thus, {fin} is Cauchy in the reals as well. Since all Cauchy sequences in the
reals converge, {fin} converges pointwise a.e. to an f . Since the sequence of
functions {|fin |p} are integrable and bounded above by an integrable g, it follows
from the Lebesgue Dominated convergence theorem that |f |p is integrable and
f ∈ Lp by definition.
Since |fin | ≤ gn ≤ g for all n, |f − fin | ≤ |f | + |fin | ≤ 2g a.e. and thus
|f − fin |p is bounded above by an integrable function |2g|p. Furthermore, since
fin converges pointwise a.e. to f , we can say that lim |fin − f | = 0 a.e., and
it follows that lim |fn − f |p = 0 a.e. By the Lebesgue Dominated Convergence
Theorem:















We conclude that limn→∞ ‖f − fin‖p = 0.
2.2 L2 space.
Consider a special instance of the Lp space where p = 2, the L2 space. The L2
space has a norm ‖·‖2, which we will denote as ‖·‖ going forward. The norm of








Obviously, the L2 space is an inner product space. From Theorem 2.1.1,
it follows that the L2 space is a Hilbert space. From Theorem 1.2.5(1), there
















The goal now is to construct an orthonormal basis in L2. A common construc-
tion of orthonormal basis arrives from wavelet systems.




For some fixed function φ ∈ L2, φ is referred to as the mother wavelet. All
following functions in the wavelet family are either translations (by shifting k)
or dilations (by increasing j) of the mother wavelet.
A wavelet system that we are interested in is the Haar basis. The Haar basis
is an orthonormal wavelet basis for L2([0, 1]). For the purposes of this paper,
it is fine to constrict our measure space to the interval [0, 1] since the functions
that we are concerned with can be defined on the interval [0, 1]. We will define
the Haar basis and show that it is an orthonormal basis for L2([0, 1]). We begin
by defining dyadic intervals.
Definition 2.3.2. The dyadic intervals on the interval [0, 1] is the collection of
intervals:





) | j, k ∈ Z+ ∪ {0} and k ≤ 2j − 1}




2j/2 if x ∈ [ k2j ,
k+ 12
2j )
−2j/2 if x ∈ [k+ 122j , k+12j )
0 otherwise
Below is an illustration of Haar basis functions:
Figure 1: [8] Haar basis functions
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The Haar basis has support on a dyadic interval Ij,k determined by j and k,
where j represents the dyadic level and k represents the position. The Haar
realizes positive values on the first half of the support and negative values on
the second half.
To continue, we must show that the Haar basis is an orthonormal basis in
L2([0, 1]).
Theorem 2.3.1. The Haar basis is an orthonormal basis in L2([0, 1]).
Proof. This proof will consist of three parts:
1. Show that the Haar basis functions are normal
2. Show that the Haar basis functions are orthogonal
3. Show that the Haar basis functions are dense in L2([0, 1])
Part 1. Note that,
(hj,k)
2(x) = 2j1








is a simple function. Since (hj,k)















2j )) = 1





Thus, the Haar basis consists of unit vectors.
Part 2. Suppose there are two arbitrary Haar basis functions, hj,k and hj′,k′ ,
such that (j, k) 6= (j′, k′). There are two cases:
1. Assume Ij,k ⊂ Ij′,k′ , therefore the support of hj,k is contained in the
support of hj′,k′ . Thus, hj,k(x)hj′,k′(x) will only have support on Ij,k
since hj,k(x) = 0 for all x /∈ Ij,k. Furthermore, hj′,k′ will take on a
constant value of ±2j′/2 on Ij,k since hj′,k′ exists on the coarser dyadic
level Ij′,k′ . It follows that:









+(x) = max{hj,k(x), 0}
hj,k
−(x) = max{−hj,k(x), 0}
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2j )) = 0
From (24) and (25), 〈hj,k, hj′,k′〉 = 0. The case for Ij′,k′ ⊂ Ij,k can be
proven in a similar fashion.
2. Assume Ij,k∩Ij′,k′ = ∅, therefore the support of hj,k and hj′,k′ are disjoint.







0 dλ = 0
Thus, distinct Haar basis functions are orthogonal.
Part 3. To show the density of Haar functions in L2([0, 1]), we will take three
steps:
1. Show that simple functions are dense in L2
2. Show that dyadic step functions are dense in simple functions
3. Show that Haar basis functions are dense in dyadic step functions on the
interval [0, 1]
Step 1. Consider any real-valued measurable function f ∈ L2. Consider a
sequence of simple functions {fn(ω)} defined as:
fn(ω) =

−n if −∞ ≤ f(ω) ≤ −n
−(k − 1)2−n if − k2−n ≤ f(ω) ≤ −(k − 1)2−n, for 1 ≤ k ≤ n2n
(k − 1)2−n if (k − 1)2−n ≤ f(ω) ≤ k2−n, for 1 ≤ k ≤ n2n
n if n ≤ f(ω) ≤ ∞
Suppose f(ω) ≥ 0 and (k − 1)2−n ≤ f(ω) < k2−n. Then, fn(ω) =
(k − 1)2−n. Furthermore by looking at the next dyadic level, either:
(2k − 2)2−(n+1) ≤ f(ω) < (2k − 1)2−(n+1)
or
(2k − 1)2−(n+1) ≤ f(ω) < 2k2−(n+1)
Thus, fn+1(ω) is either equal to (2k− 2)2−(n+1) or (2k− 1)2−(n+1). Therefore,
fn(ω) ≤ fn+1(ω) holds for all n. It follows that fn(ω) is monotonically increasing
when f(ω) ≥ 0. It can be shown in a similar fashion that fn(ω) is monotonically
decreasing when f(ω) ≤ 0.
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Again, suppose f(ω) ≥ 0 and (k − 1)2−n ≤ f(ω) < k2−n. Then, fn(ω) =
(k − 1)2−n. It follows that |fn(ω) − f(ω)| ≤ 2−n holds for all n. Therefore,
for all  > 0, there exists a N such that for all n > N , |fn(ω) − f(ω)| < .
Therefore, if f(ω) ≥ 0 then 0 ≤ fn(ω) ↑ f(ω). It can be shown in a similar
fashion that if f(ω) ≤ 0 then 0 ≥ fn(ω) ↓ f(ω).
It follows that f+n converges pointwise to f
+ and f−n converges pointwise to









+ − f+n |2dλ = 0
In other words, limn→∞ ‖f+ − f+n ‖ = 0. The same can be shown for
limn→∞ ‖f−n − f−‖ = 0. It follows that:
lim
n→∞ ‖f − fn‖ = limn→∞ ‖f
+ − f− − (f+n − f−n )‖ (26)
≤ lim
n→∞ ‖f
+ − f+n ‖+ lim
n→∞ ‖f
−
n − f−‖ = 0
Thus, it follows from (26) that the simple functions {fn} are dense in L2.




ai1Ai(x) + n1[f(ω)≥n] − n1[f(ω)≤−n]
where Ai are measurable, disjoint sets. Let b = ∨n2n+1i=1 ai. From Theorem 1.1.1,
for all  > 0, there exists a finite collection of disjoint open intervals {li}mi=1 such






Let the left and right endpoints of li be denoted as αi and βi, respectively.
Consider the set of all dyadic intervals {Ij,k}j,k∈Z+∪{0} on R. Fix j and define




[(ki + (t− 1))2−j , (ki + t)2−j) = [ki2−j , (ki + T )2−j)
such that:
(ki − 1)2−j < αi ≤ ki2−j
and
(ki + T )2
−j ≤ βi < (ki + T + 1)2−j
Denote D = [(ki−1)2−j , (ki+T+1)2−j). Note that dji ⊆ li ⊆ D and λ(dji4D) =
2 12j .
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It follows from the set relations that dji4li ⊆ dji4D. Thus:
λ(dji4li) ≤ λ(dji4D) = 2
1
2j
Since dji is contained in li which are disjoint, d
j







































Since both Oi and Ai are measurable, we can treat the outer measure as the
measure. By representing the measure of the symmetric differences as the L2-








































(x) + n1[f(ω)≥n] − n1[f(ω)≤−n]
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It follows that:
























































From (30) and (31), it follows that for all  > 0, there exists a gn such that,







holds for all n. As we take the limit of n to ∞, it follows that the dyadic step
functions are dense in the simple functions which are dense in L2. So, dyadic
step functions are dense in L2.
Step 3. [2] Let the span of dyadic step functions at the j-th dyadic level be
denoted as Vj . Thus limj→∞ Vj = L2. Define a series of dyadic step functions
{pj,k} for j, k ∈ Z ∪ {0} and 0 ≤ k ≤ 2j+1 − 1 on the interval [0, 1] as such:
pj,k(x) =
{
2j/2 if x ∈ [ k2j , k+12j )
0 otherwise
Note that hj,k = pj+1,2k − pj+1,2k+1. Let Wj denote the span of the Haar




































i=0 Wi = L
2([0, 1]).
Now that we have shown that the Haar basis is an orthonormal basis for
L2([0, 1]), we can use the Haar basis to construct functions in L2([0, 1]).
3 Brownian motion
One stochastic process that we are interested in is Brownian motion, which is
a Gaussian stochastic process. Brownian motion has traditionally been defined
as a weak or distributional limit of independent random walks. However, by
showing that Brownian motion sample paths are in L2([0, 1]), we will be able
to create an almost sure construction of a Brownian motion sample path using
the Haar basis.
Definition 3.0.1. Brownian motion is a stochastic process {Bt|t ≥ 0}, on a
probability space (Ω,F , P ), which satisfies the following properties:
1. B0 = 0 almost surely










P ({ω ∈ Ω | Bti(ω)−Bti−1(ω) ∈ Ai}) for Ai ∈ B(R)
3. For 0 ≤ s < t, Bt −Bs is normally distributed with mean 0 and variance
t− s:






2(t−s) dλ for A ∈ B(R)
4. The mapping t 7→ Bt is continuous almost surely (proof to follow shortly
[7])
One way to also think about Brownian motion is by its finite-dimensional
distributions. Let X1, . . . , Xn be independent, Gaussian random variables with
mean 0 and variances t1, t2 − t1, . . . , tn − tn−1. Define another set of random
variable S1, . . . , Sn, where Si = X1 + · · · + Xi. Let µti be the probability
distribution for Si. Then, µt1,...,tn are the finite-dimensional distributions for
Bn over the partition: 0 ≤ t1 ≤ t2 ≤ · · · ≤ tn = t.
Theorem 3.0.1. The covariance of BsBt is t ∧ s.
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Proof. Suppose s < t. Then:
COV (Bs, Bt) = COV (Bs, Bs −Bs +Bt) = COV (Bs, Bs) +COV (Bs, Bt −Bs)
Since Bs and Bt − Bs are non-overlapping increments, they are independent
and the last term equals 0. The first term is simply the variance of Bs, which
is s. The inverse result can be shown for t < s.
3.1 Brownian motion as a sample path in L2([0, 1]).
To show that the Brownian motion sample path is an element of L2[(0, 1]), it is
sufficient to show that the Brownian motion sample path is continuous on [0, 1].
If Bt is continuous on a compact interval, then it is a measurable function and∫ 1
0
|Bt|2dλ <∞ is defined. Thus, it satisfies all the conditions of the L2 space.
To show that the Brownian motion sample path is continuous, we will first
show that it is continuous on the dyadic rationals. Then we will extend the
dyadic rationals to the reals and continuity is retained.
Define D to be the set of all non-negative dyadic rationals and define In,k =







Our goal is to show that
∑∞
n=0 P ({ω ∈ Ω | Mn > n−1}) converges. If it does,
then it follows from the first Borel–Cantelli lemma that the set A = {ω ∈
Ω | Mn > n−1, i.o.} has probability 0. In other words, it is with probability
0 that the sequence {Mn} takes on a value greater than n−1 infinitely often.
Thus, it is with probability 1 that for all t > 0 and  > 0 there exists an n such
that t < n, 2n−1 <  and Mn(ω) ≤ n−1. Choose any two dyadic rationals, r
and r′, that lie in [0, t] such that |r − r′| < δ = 2−n. Thus, for some k < n2n, r










≤ 2Mn,k(ω) ≤ 2Mn(ω) ≤ 2n−1 < 








(Bt+δj2−m −Bt+δ(j−1)2−m), S0 = (Bt −Bt)
where δ = 22n , the length of the interval In,k. Notice that since all of the










P ({ω ∈ Ω | |Si| ≥ α/3}) (32)
Note that Si is equal to (Bt+δi2−m − Bt). The first observation is that
limm→∞maxi≤2m |Si| = Mn,t2n . As we let m tend towards ∞, maxi≤2m |Si|
looks at the maximum change relative to the starting position t over the dyadics
of an interval of length δ. Setting k2−n = t, this is precisely Mn,t2n . The second
observation is that |Si| is a Gaussian random variable with mean 0 and variance
δi2−m. Thus, |Si|4 is the fourth moment of (Bt+δi2−m−Bt), which is 3(δi2−m)2.
Thus, maxi≤2m |Si|4 = 3δ2. Thus, it follows from Markov’s inequality:
3 max
i≤2m












As we let m approach ∞, from (32) and (33), we arrive at the inequality:
P ({ω ∈ Ω |Mn,t2n > α}) ≤ 3
6δ2
α4
Note that {ω ∈ Ω | Mn > α} ⊆
⋃n2n
k=0{ω ∈ Ω | Mn,k > α}. Since if Mn > α,
then for some 0 ≤ k < n2n, Mn,k > α. By substituting n−1 for α, it follows
that:











From the Cauchy ratio test, we can see that the sum
∑∞
n=0 P ({ω ∈ Ω | Mn >
n−1}) converges.
Therefore, Brownian motion is uniformly continuous over D ∩ [0, t], for all
t. Since the dyadic rationals are dense in the reals, it follows that Brownian
motion is continuous over the reals on the interval [0, t], for all t.
For the purposes of this paper, we are interested in Brownian motion on the
interval [0, 1], thus we let t = 1.
3.2 Haar basis expansion of Brownian motion.
Since the Haar basis is an orthonormal basis for L2([0, 1]), let us consider the
Brownian motion sample path on the interval [0, 1] by fixing a ω ∈ Ω. Again,
from the prior section, we know that the Brownian motion sample path is in







〈Bs, hj,k(s)〉hj,k(t) = Bt
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where the convergence is in the L2([0, 1]) space. Thus, we have created an
almost sure construction of the Brownian motion sample path by expanding
with respect to the Haar basis.
Here, 〈Bs, hj,k(s)〉 is a coefficient which we will denote as Yj,k. From the





Since hj,k only has support on the dyadic interval Ij,k = [k2
−j , (k + 1)2−j), we














Consider an evenly spaced partition of the interval [0, t], 0 = t0 < t1 < · · · <
tk = t, such that ti − ti−1 = 1n for some n holds for all i. If we express the












we observe that the integral of Bs is really a linear combination of Gaussian
random variables with mean 0, which is a Gaussian random variable centered
at 0. Thus, from (34), Yj,k is normally distributed with mean 0. Thus, we can








Unfortunately, the random variables Yj,k are dependent. They are dependent
because Yj,k will consist of Brownian motion increments that overlap with incre-
ments that compose Yj′,k′ . To get around this, we can use the Gram–Schmidt
process to construct a sequence of dependent Gaussian random variables using
a sequence of i.i.d. standard Gaussian random variables centered at 0. Suppose
{Xi}∞i=1 is a countable sequence of i.i.d. standard Gaussian random variables
centered at 0. Then, we can express dependent Gaussian random variables as:
Y1 = σ1,1X1
Y2 = σ2,1X1 + σ2,2X2
Y3 = σ3,1X1 + σ3,2X2 + σ3,3X3
...
By determining the covariances and variances between the dependent Yi’s, we
can determine the σ coefficients. Below is an example:
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Example 3.2.1.
V[Y1] = E[Y1Y1]− E[Y1]E[Y1]






V[X1] . Other σs can be calculated in a similar fashion. Thus,
our goal now is to determine the covariances between the Yj,k’s.
Let j, k, j′, k′ be any arbitrary j, k, j′, k′ ∈ Z+ ∪ {0} and k ≤ 2j − 1, k′ ≤
2j
′−1. Since the means of Yj,k and Yj′,k′ are 0, their covariance can be expressed
as E[Yj,kYj′,k′ ], which in integral form is:



























































hj′,k′(s)hj,k(t)(s ∧ t) ds dt
Thus, the covariance of Yj,k and Yj′,k′ can be expressed as (37). This makes the
integration much easier. The remaining difficulty is integrating (s ∧ t). To get











Note that there are two distinct Haar basis functions, hj,k and hj′,k′ . Thus, the
resulting integral is dependent on the relationship between the support of the
two Haar basis functions. Suppose j ≤ j′, there are four possible cases:
1. Disjoint case. The Haar basis functions have disjoint support, where
k′+1
2j′




2. Positive containment case. The Haar basis function with with the finer
dyadic level is contained in the positive support of the other Haar basis
function, where j < j′ and k2j ≤ k
′
2j′
≤ k+ 122j − 12j′
3. Negative containment case. The Haar basis function with with the finer
dyadic level is contained in the negative support of the other Haar basis






≤ k+12j − 12j′
4. Identical support case. The Haar basis functions have identical support,
where j = j′ and k = k′
Note that the fourth case is really the variance of Yj,k. When j
′ ≤ j the four
cases can be adjusted accordingly. The covariance results for each case when
j ≤ j′ are below (the extensive calculations for each case have been omitted):
1. Disjoint case.
COV (Yj,k, Yj′,k′) = 0 (38)
2. Positive containment case.
COV (Yj,k, Yj′,k′) = 2
−6−j−5j′
2 (2j − 21+j′k + 21+jk′) (39)
3. Negative containment case.
COV (Yj,k, Yj′,k′) = 2
−6−j−5j′
2 (−2j + 21+j′ + 21+j′k − 21+jk′) (40)
4. Identical support case.




With these covariances, we can now apply the Gram–Schmidt process to
express each Yj,k as a linear combination of i.i.d. standard Gaussian random
variables.
Therefore, to model a Brownian motion sample path, we can generate a
sequence of i.i.d. standard Gaussian random variables to construct Yj,ks via the
Gram–Schmidt process and approximate Brownian motion almost surely using
(35).
4 Ornstein–Uhlenbeck process
Another Gaussian stochastic process that we are interested in is the Ornstein–
Uhlenbeck process.
Definition 4.0.1. The Ornstein–Uhlenbeck process is a stochastic process
{Xt|t ≥ 0}, on a probability space (Ω,F , P ). It is the solution to the stochastic
differential equation:
dXt = θ(µ−Xt)dt+ σdBt (42)
and satisfies the following properties:
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1. The mean of Xt is µ








Throughout the rest of this paper, we will assume µ = 0.
The Ornstein–Uhlenbeck process is a mean-reverting process, where µ rep-
resents the mean. By using an integrating factor, we find that the integral form









4.1 Ornstein–Uhlenbeck process as a sample path in L2([0, 1]).
To show that the Ornstein–Uhlenbeck process sample path is an element of L2,
we want to show that each individual term of Xt is in L
2, and it follows that








eθsdBs is in L
2 to prove that Xt is an element of L
2.
It follows from the argument in Theorem 2.3.1, that simple functions are
dense in L2. Since L2 contains eθs, we can represent eθs as a sequence of
simple functions {fn}, where limn→∞ fn = eθs. It follows that we can represent∫ t
0







Let us denote In =
∫ t
0
fn(s)dBs. If we can show that the sequence {In} is
Cauchy in L2, then
∫ t
0
eθsdBs is in L
2 by completeness.
‖In − Im‖2 =
∫ 1
0














Since fn converges, we know that the sequence is also Cauchy in the reals.




, for some n,m ≥ N . Note that we are observing a
Brownian motion sample path, meaning we are fixing a ω ∈ Ω. Thus, Bt(ω) is
finite almost surely since it has a finite mean and variance. It follows from (43)
that,









holds for some n,m ≥ N .
Consider a partition of the interval [0, t] such that 0 = s0 < s1 < s2 < · · · <









(Bsi −Bsi−1) = lim
k→∞
(Bsk −B0)
Thus, as k approaches ∞, ∫ t
0
dBs = Bt. Following from (44):




∣∣∣∣2 dt = ∫ 1
0
 dt =  (45)





4.2 Haar basis expansion of the Ornstein–Uhlenbeck pro-
cess.
Again, let’s consider an Ornstein–Uhlenbeck sample path on the interval [0, 1].
From the prior section, we know that the Ornstein–Uhlenbeck sample path is
in L2([0, 1]).
From Theorem 1.2.5(1), we can create an almost sure construction of the












Again, we denote the coefficient 〈Xs, hj,k(s)〉 as Yj,k. From the definition of an





Since hj,k only has support on the dyadic interval Ij,k = [k2
−j , (k + 1)2−j), we














If we consider the integral of Xs as a Riemann sum, as we did for Brownian
motion, then the integral ofXs is really a linear combination of Gaussian random
variables. We assumed that the mean of Xs is 0. Thus, Yj,k is centered at 0.
However, in the case that the mean of Xs is not 0, we can show using Fubini’s



























































Therefore, Yj,k is a Gaussian random variable centered at 0. In fact, the above
fact holds for any arbitrary Gaussian stochastic process for all µ.
By using the same techniques from section 3.2 , the covariance of Yj,k and













(e2θ(s∧t) − 1) ds dt
Note here that we assume E[Xt] = E[Xs] = 0, therefore we can substitute in
the covariance equation of the Ornstein-Uhlenbeck process for E[XsXt] in (47).
If the mean for the Ornstein–Uhlenbeck process were not 0, then the equation
would change.















(e2θ(t) − 1) ds
]
dt
Again, there are four possible cases for the relationship between the support
of the two Haar basis functions, the same as the ones described in section 3.2.
The covariance results for each case when j ≤ j′ are below (the extensive
calculations are omitted):
1. Disjoint case.

















2. Positive containment case.






















3. Negative containment case.














× (1− 2e2−1−jθ + e2−jθ + e2−j(1+2k)θ − 2e2−1−j(3+4k)θ + e2−j
′
θ(1+2k′))
4. Identical support case.










Again, with these covariances, we can create an almost sure construction
of the Ornstein–Uhlenbeck sample path, with the help of the Gram–Schmidt
process.
5 Final remarks
















In fact, the result can be extended to other Gaussian stochastic processes Xt ∈












As long as the Gaussian stochastic process is in L2([0, 1]), (49) holds from Theo-
rem 1.2.5(1). The Yj,k are Gaussian random variables centered at 0, as shown in
(46). Furthermore, our calculations of the covariances for Yj,k allow us to use the
Gram–Schmidt process to construct the dependent Yj,ks using i.i.d. standard
Gaussian random variables.





Definition A.0.1. A partially ordered set X is a set equipped with an order
relation ≤, such that it satisfies the following three properties:
1. x ≤ x for every x ∈ X
2. If x ≤ y and y ≤ x, then x = y, for x, y ∈ X
3. If x ≤ y and y ≤ z, then x ≤ z, for x, y, z ∈ X
Along with ≤, we will let < define a strict relation such that if x < y then x ≤ y
and x 6= y.
Definition A.0.2. A subset Y of a partially ordered set X is totally ordered if
for every x, y ∈ Y , either x ≤ y or y ≤ x. Y is also known as a chain.
Lemma A.0.1. (Zorn’s). For every chain Y in a partially ordered set X, if
there is some u ∈ X such that u ≥ y for all y ∈ Y (every Y has an upper bound),
then X has a maximal element. An element m ∈ X is a maximal element if
m ≥ x for all x ∈ X.
Proof. [6] Suppose X is partially ordered by ≤ and every chain in X has an
upper bound. By contradiction suppose X has no maximal element. Let us
denote u as the upper bound of a chain C in X. Because X has no maximal
element, we can choose an element x ∈ X that is greater than u, such that y < x
for all y ∈ C. The element x is a strict upper bound of C. It follows from the
axiom of choice that there exists a function f that maps all each chain C ⊆ X
to its strict upper bound f(C) = x.
Let us define the set P as P (C, x) = {y ∈ C | y < x}. We say that a subset
of a chain C that has the form P (C, x) is called an initial segment of C. Note
that P (C, x) ⊆ P .
We define a subset A of X as conforming if the follow two conditions hold:
1. A is a chain every non-empty subset of A has a minimal element (x ∈ A
is a minimal element of A if x ≤ a for all a ∈ A).
2. For all x in A, x = f(P (A, x))
We claim that if A and B are conforming subsets of X and A 6= B, then one
of these two sets is an initial segment of the other. To show the claim, assume
that A \ B 6= ∅ (the case for B \ A 6= ∅ will yield the same result). We claim
that P (A, x) = B.
To show that P (A, x) ⊆ B, we assume by contradiction that there is an
element a ∈ P (A, x) and a /∈ B. By the definition of the set P (A, x), a < x
and a ∈ A. However, if a ∈ A and a /∈ B, then a ∈ A \ B. But, x ≤ a which
contradicts our choice of a.
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To complete the proof we need to show that B ⊆ P (A, x). By contradiction,
suppose that B\P (A, x) 6= ∅. Define y to be the minimal element of B\P (A, x).
Following the same logic as above, P (B, y) ⊆ P (A, x) ⊆ A.
Note, consider any u ∈ P (B, y) and any element v ∈ A such that v < u. If
u ∈ P (B, y) ⊆ P (A, x), then u < x because u ∈ P (A, x) and thus v < u < x.
Thus, v/∈ A \ B because x is the minimal element of A \ B. Thus, v ∈ B and
v ∈ P (B, y) since v < u < y.
Define z to be the minimal element of A \P (B, y). It follows from the same
logic that P (A, z) ⊆ P (B, y). Note that our choice of z cannot be less than any
element in P (B, y), otherwise z ∈ P (B, y) which contradicts z ∈ A \ P (B, y).
Thus, all elements of P (B, y) are less than z (elements in P (B, y) cannot equal z
because z /∈ P (B, y)). Furthermore, recall that P (B, y) ⊆ A. Thus, P (B, y) ⊆
P (A, z). We conclude that P (A, z) = P (B, y).
Since x ∈ A \ B ⊆ A \ P (B, y), x ∈ A \ P (B, y). Because z is the minimal
element of A \ P (B, y), it follows that z ≤ x. By the definition of conforming
sets, z = f(P (A, z)) = f(P (B, y)) = y. Since y is in B, z cannot equal x
because x is defined to be in A \ B. Thus, z < x, and since z ∈ A, it follows
that y = z ∈ P (A, x). This contradicts the choice of y where y /∈ P (A, x). We
conclude that B \ P (A, x) = ∅ and P (A, x) = B.
Note that conforming sets are chains by definition. From the above claim
that if A and B are conforming subsets of X and A 6= B, then one of these
two sets is an initial segment of the other, we observe that B = P (A, x) for
some x ∈ A. Therefore, A ∪ B = A and we conclude that the union of two
conforming sets is conforming. Thus, the union, U , of all conforming subsets
of X is conforming. Choose x ∈ X such that x = f(U) and note that {x} is
conforming. Thus, U ∪ {x} is conforming. Therefore, x is in U so x cannot be
a strict upper bound of U . Thus, the chain U has no strict upper bound in X,
contradicting the fact that X does not have a maximal element.
B Fatou’s Lemma
Lemma B.0.1. (Fatou’s). In the Lebesgue measure space, if {fn} is a se-
quence of integrable functions such that fn ≥ 0 a.e. for all n and lim inf
∫
fn dλ <
∞, then lim inf fn is an integrable function and:∫
lim inf fn dλ ≤ lim inf
∫
fn dλ
Proof. [1] Define a function gn(x) = inf{fi(x) | i ≥ n}. Since 0 ≤ gn ≤ fn, and
gn is measurable for all n, gn is integrable. Since gn is monotonically increasing
and lim
∫
gn dλ is bounded above by lim inf
∫
fn dλ <∞, it follows from Levi’s
Theorem that there exists an integrable function g such that gn ↑ g a.e. Thus,
lim gn(x) = lim inf{fi(x) | i ≥ n}, which gives us the infimum of the converging
subsequence of {fn(x)}. It follows that g = lim inf fn a.e. and thus lim inf fn is
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integrable and:∫
lim inf fn dλ =
∫
g dλ = lim
n→∞
∫




Lemma C.0.1. Let (X,S, µ) and (Y,Σ, ν) be two fixed measure spaces and the
their product semiring S ⊗ Σ be:
S ⊗ Σ = {A×B | A ∈ S and B ∈ Σ}
Let µ× ν be a measure on S⊗Σ such that µ× ν = µ(A)ν(B). Furthermore, let
(µ× ν)∗ = µ∗(A)ν∗(B) be the outer measure on S ⊗ Σ. Suppose E is a µ× ν-
measurable subset of X × Y satisfying (µ × ν)∗(E) < ∞. Then, for µ-almost
all x the set Ex is a ν-measurable subset of Y , and there exists an integrable





Similarly, for ν-almost all y the set Ey is a µ-measurable subset of X, and there





Proof. [1] This proof will have five steps.
Step 1. Let E = A × B ∈ S ⊗ Σ. Define a set Ex where Ex = B if x ∈ A and
Ex = ∅ if x /∈ A. Therefore, Ex is a ν-measurable subset of Y for all x ∈ X and:
ν(Ex) = ν(B)1A(x) (53)
Since (µ× ν)∗(E) = (µ× ν)(A×B) = µ(A) · ν(B) <∞, there are two possible
scenarios:
1. Both A and B have finite measure.





ν(B)1A dµ = µ(A) · ν(B) = (µ× ν)∗(E) (54)
2. Either A or B has infinite measure.
In this scenario, the other set must have measure 0. Thus, (53) guarantees
that ν(Ex) = 0 for µ-almost all x. Thus:∫
X
ν∗(Ex) dµ(x) = 0 = (µ× ν)∗(E) (55)
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Step 2. Now, suppose that E is a σ-set (there exists a disjoint sequence of
sets {En} of S⊗Σ such that E = ∪∞i=1En) of S⊗Σ. By the definition of a σ-set,
we can choose a disjoint sequence {En} of S⊗Σ such that E = ∪∞n=1En. Define
Ex = ∪∞n=1(En)x. From step 1, it follows that Ex is a measurable subset of Y
for all x ∈ X. Define a function f(x) = ν∗(Ex) and fn(x) =
∑n
i=1 ν((Ei)x). It









(µ× ν)(Ei) ↑ (µ× ν)∗(E) <∞ (56)
Since the (En)x are disjoint in Σ, ν
∗(Ex) =
∑∞
n=1 ν((En)x). Thus, fn(x) ↑ f(x).










(µ× ν)(Ei) = (µ× ν)∗(E)
(57)
Step 3. Now, suppose that E is a countable intersection of σ-sets of finite
measure. Choose a sequence {En} of σ-sets such that E = ∩∞n=1En, (µ ×
ν)∗(E1) <∞ and En+1 ⊆ En holds for all n. For all n, define a function gn(x)
such that gn(x) = 0 if ν
∗((En)x) =∞ and gn(x) = ν∗((En)x) if ν∗((En)x) <∞.
From step 2, each gn is an integrable function over X such that
∫
gn dµ =
(µ × ν)∗(En). Define Ex = ∩∞n=1(En)x, again Ex is a ν-measurable set for
all x in X. Since ν∗((En)x) < ∞ for µ-almost all x, it follows that gn(x) =
ν∗((En)x) ↓ ν∗(Ex) for µ-almost all x. Thus, x 7→ ν∗(Ex) is an integrable
function and:∫
X
ν∗(Ex) dµ(x) = lim
n→∞
∫
gn dµ = lim
n→∞(µ× ν)
∗(En) = (µ× ν)∗(E) (58)
Step 4. Now, suppose that E is a null set. Therefore, (µ× ν)∗(E) = 0. For
all i, choose a sequence {Ein} such that E ⊆ ∪∞n=1Ein and
∑∞
n=1(µ× ν)(Ein) <
(µ × ν)∗(E) + 1i . Define a set Gi = ∪∞n=1Ein. Then all Gi are measurable sets
and E ⊆ Gi. Let G = ∩∞n=1Gn. Thus, E ⊆ G and G is measurable. For all i:
µ∗(E) ≤ (µ×ν)∗(G) ≤ (µ×ν)∗(Gi) ≤
∞∑
n=1




It follows that (µ× ν)∗(G) = (µ× ν)∗(E). From step 3:∫
X
ν∗(Gx) dµ(x) = (µ× ν)∗(G) = 0. (60)
Thus, ν∗(Gx) = 0 holds for µ-almost all x. Since Ex ⊆ Gx, it follows that
ν∗(Ex) = 0 for µ-almost all x. Thus, Ex is ν-measurable for µ-almost all x and:∫
X
ν∗(Ex) dµ(x) = 0 = (µ× ν)∗(E) (61)
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Step 5. Choose a µ × ν-measurable set F that is a countable intersection
of σ-sets with finite measure such that E ⊆ F and (µ× ν)∗(F ) = (µ× ν)∗(E).
Let G = F \ E. Therefore, G is the null set and from step 4, ν∗(Gx) = 0 for
µ-almost all x. From step 3, x 7→ ν∗(Fx) is an integrable function and thus
x 7→ ν∗(Ex) is also an integrable function such that:







Thus, it has been shown that (µ × ν)∗(E) = ∫
X
ν∗(Ex) dµ(x). (52) can be
shown in a similar fashion as above.
Theorem C.0.1. (Fubini’s). Let (X,S, µ) and (Y,Σ, ν) be two fixed measure
spaces. If f : (X × Y ) 7→ R is a µ× ν-integrable function, then:∫
X×Y











Proof. [1] It is sufficient to prove this for the case that f(x, y) ≥ 0 since we can
express f as f+ − f−. Consider a sequence of simple functions {sn} such that









sn d(µ× ν) ↑
∫
X×Y
f d(µ× ν) <∞
(63)






sn(x, y) dν(y) (64)
Note that gn(x) monotonically increases for µ-almost all x. From Levi’s Theo-
rem, there exists a µ-integrable function g : X 7→ R such that gn(x) ↑ g(x) holds
for µ-a.e. It follows from (64) that
∫
(sn)x dν ↑ g(x) < ∞. Since (sn)x ↑ fx










It then follows from (63) and (65) that the function g is an integrable function
such that: ∫









f dν dµ (66)
In a similar fashion as above, it can be shown that:∫









f dµ dν (67)
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D Brownian motion simulation
An application of our result is that we can create a simulation of a Brownian
motion sample path. Specifically, we can generate a sequence of i.i.d. standard
Gaussian random variables and construct a sequence of {Yj,k} Gaussian random
variables via the Gram–Schmidt process, then sum the product Yj,khj,k(t) up
to our desired dyadic level.
Below is a simulation done in R, up to the third dyadic level.
Figure 2: [8] Haar expansion of Brownian motion up to the third dyadic level.
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