Three-point correlation functions in Yang-Mills theory by Pelaez, Marcela et al.
Three-point correlation functions in Yang-Mills theory
Marcela Peláezab, Matthieu Tissiera, and Nicolás Wscheborb
aLPTMC, Laboratoire de Physique Théorique de la Matière Condensée,
CNRS UMR 7600, Université Pierre et Marie Curie,
boite 121, 4 pl. Jussieu, 75252 Paris Cedex 05, France.
bInstituto de Física, Facultad de Ingeniería, Universidad de la República,
J. H. y Reissig 565, 11000 Montevideo, Uruguay.
(˙Dated: November 14, 2013)
We investigate the three-point correlation functions of Yang-Mills theory in the Landau gauge,
with a particular emphasis on the infrared regime. The effect of the Gribov copies is accounted for
by adding a mass term for the gluons in the Faddeev-Popov action in the Landau gauge. We perform
a one-loop calculation for the ghost-antighost-gluon and three-gluon correlation functions. These
analytic results are compared with the available lattice data and give a very satisfying agreement.
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I. INTRODUCTION
The physical observables of gauge theories are associ-
ated with gauge-invariant quantities, which are therefore
of utmost interest. However in most of the analytical or
semi-analytical approaches, the determination of the ex-
pectation values of these gauge-invariant quantities rely
on understanding also the gauge-dependent sector of the
theory. This is one of the reasons why so much effort has
been devoted to understand the properties of correlation
functions in Yang Mills theories in the past.
Several techniques are used to study these quanti-
ties. From the analytic side, standard perturbation
theory (that make use of the Faddeev-Popov construc-
tion) is the most efficient tool to access the ultravio-
let regime of the theory, but fails at momenta of the
order of 1 GeV. Indeed, the effective coupling (which
is the expansion parameter of perturbation theory) is
large in this regime. The standard perturbation the-
ory even predicts that the coupling constant diverges at
the so-called infrared (IR) Landau pole. For the low-
energy regime, the preferred analytical techniques are
nonperturbative renormalization-group and Schwinger-
Dyson equation methods [1–15]. These rely on a set
of exact equations that are truncated, by making some
ansatz on a sector of the theory.
Another technique that has been used is lattice simula-
tions that have played a central role in our understanding
of the correlation functions, in particular in the Landau
gauge which is rather easy to implement in simulations.
The extensive numerical work that has been performed
in the past decades [16–20], in conjunction with various
semi-analytical techniques including various SD studies,
allowed to settle the controversy between two possible so-
lutions of Schwinger-Dyson equations. The so-called scal-
ing solution corresponds to a gluon propagator that tend
to zero at low momentum and a ghost dressing function
(the propagator multiplied by the momentum squared)
that diverges in this limit [1–5, 13]. The so-called mas-
sive or decoupling solution gives a finite gluon propagator
and a regular ghost dressing function at low momentum
[5, 8–12, 14, 15]. Lattice simulations clearly favored the
second option in dimensions higher than two and the first
one in the two-dimensional case [17, 21].
In the past years, two of us have developed a new ap-
proach to access the infrared behavior of the correlation
functions. It relies on the fact that, as is well known
since the work of Gribov [22], the Faddeev-Popov con-
struction which is at the heart of most of the analyti-
cal approaches, is not fully justified [50]. This is due to
the fact that this procedure does not completely fix the
gauge. This so-called Gribov ambiguity is however known
to be unimportant in the high momentum regime, and
is only susceptible of modifying the infrared properties.
The idea pushed forward in [26, 27] consists in modeling
the influence of the Gribov copies by adding a mass term
for the gluons to the usual Faddeev-Popov action (this
leads to the Curci-Ferrari model in the Landau gauge
[28]). This idea was made more precise in [29] where a
new Landau gauge-fixing was proposed, which takes into
account the Gribov ambiguity from first principles and
which leads, as far as perturbation theory is concerned,
to the same results as those obtained with the massive
extension considered in [26, 27]. A one-loop calculation
for the gluon propagator and the ghost dressing function
was performed that compared very well with lattice sim-
ulations in d = 4, with a maximum error of ∼ 10%, both
for SU(2) and SU(3).
It may look surprising that the infrared (often called
nonperturbative) regime of the theory can be reproduced
to that level of precision with a modest one-loop calcu-
lation. Our interpretation of this fact is that the mass
regularizes the theory in the infrared. For example, we
found renormalization schemes were the Landau pole dis-
appears. Moreover we made in [27] an estimate showing
that, in the infrared regime, the loop corrections to the
propagators are suppressed by powers of the external mo-
menta (in particular, the 2-loop corrections are roughly
an order of magnitude smaller than the one-loop contri-
butions), which indicates that the perturbation theory in
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2presence of a mass term may be under control.
These encouraging results naturally lead us to consider
other correlation functions. In consequence, in this arti-
cle, we generalize our previous work to 3-point correlation
functions. These functions are extremely interesting for
many reasons:
• They have been calculated in lattice simulations
[30–36] and this offers concrete data to compare
with.
• Once the parameters of the model have been fixed
for the 2-point functions, the calculation of 3-point
functions becomes a pure prediction without any
parameter to adjust. This then becomes a very
challenging test of the scheme proposed in [26, 27].
• These functions are much richer than 2-point func-
tions. In particular, instead of depending on a sin-
gle momentum, they depend on three independent
momenta squared. Moreover, they include various
tensorial structures that could make their study
even richer (even if these structures have not yet
been studied by lattice simulations).
In the past few years, several works aimed at de-
scribing these 3-point correlation functions in the in-
frared regime, both with lattice simulations [30–36] and
with semi-analytical methods [15, 37–39]. However, the
complexity of the standard semi-analytical methods (as
Schwinger-Dyson equations or Non-Perturbative Renor-
malization Group equations) have delayed their study. In
particular very few results on the ghost-antighost-gluon
vertex are available [15, 37–39] and essentially only mod-
els for the 3-gluon vertex have been proposed (see, for
example, [15]). On the contrary, the scheme developed
in [26, 27] and that we follow here relies on a standard
and simple 1-loop calculation. Our main aim in this ar-
ticle is to show that we obtain 3-point vertex functions
which reproduce very well the lattice data for a relatively
small computational effort. Note that Gracey [40] stud-
ied the power corrections to the perturbative ultraviolet
behaviour both in the model considered here and in the
refined Gribov-Zwanziger model. These corrections are
different so that lattice simulations with good precision
would allow to make a definite difference between both
methods.
The outline of the article is the following. In Section II,
we describe in more details the model and present our
one-loop calculation. We then describe in Section III
the renormalization schemes that we implemented and
finally describe our results and compare them to the lat-
tice data available for the 3-point correlation functions
in Section IV. We give our conclusions in Section V.
II. ONE-LOOP CALCULATION
Our starting point is the Curci-Ferrari action in the
Landau gauge, written in Euclidean space, that reads:
S =
∫
ddx
[
1
4
F aµνF
a
µν + ih
a∂µA
a
µ + ∂µc
a(Dµc)
a
+
1
2
m20(A
a
µ)
2
] (1)
where the covariant derivative applied to a field X in
the adjoint representation reads (DµX)a = ∂µXa +
g0f
abcAbµX
c, g0 is the bare coupling constant, fabc are
the structure constants of the gauge group and F aµν =
∂µA
a
ν − ∂νAaµ + g0fabcAaµAbν is the field strength. Apart
for the bare mass m0 of the gluons, the action is that of
the Yang-Mills theory with the Faddeev-Popov action in
the Landau gauge. All our analytical calculations will be
done for a generic SU(N) gauge group.
The Feynman rules are the standard ones, except for
the free propagator of the gluon which reads:
〈AaµAbν〉0(p) = δabP⊥µν(p)
1
p2 +m20
(2)
where we introduced the transverse projector (and, for
later use, the longitudinal one):
P⊥µν(p) = δµν −
pµpν
p2
(3)
P ‖µν(p) =
pµpν
p2
(4)
Instead of computing the correlation functions, we
compute as usual the vertex functions which are obtained
by considering only the one-particle irreducible (1PI) di-
agrams. We parametrize the two-point vertex functions
in terms of three scalar functions:
Γ
(2)
AaµA
b
ν
(p) = δab
(
Γ⊥(p)P⊥µν + Γ
‖(p)P ‖µν
)
(5)
Γ
(2)
cacb
(p) = δab
p2
J(p)
(6)
The full propagators for the gluon and ghost then read:
〈AaµAbν〉(p) = δab
P⊥µν(p)
Γ⊥(p)
(7)
〈cacb〉(p) = δab J(p)
p2
(8)
The function J is the so-called dressing functions. The 1-
loop expressions for Γ⊥ and J were computed in [26, 27].
The longitudinal part of the gluon two-point function
is not directly accessible in lattice simulations and was
therefore not considered in the past. It proved how-
ever interesting to compute it because it appears in some
Ward identities that we used to check the consistency of
our results. The 1-loop expressions for these three func-
tions are given in the supplemental material [41].
3FIG. 1: One-loop Feynman diagrams for the ghost-antighost-
gluon vertex.
A. Ghost-antighost-gluon vertex
The one-loop calculation for the ghost-antighost-gluon
vertex function requires computing the two Feynman dia-
grams showed in Fig. 1. The tensorial structure is rather
simple. At one loop, the vertex is proportional to fabc
where a, b and c are respectively the color indices of the
ghost, antighost and gluon external legs. We will con-
sider here and below only this color structure. This is
an exact property for SU(2), and for general SU(N), it
remains true at two loops and also in the large N limit.
However, this is only an approximation for SU(3) (cur-
rently used in the literature [42]). The Lorentz index µ of
the gluon external leg can be carried by one of the exter-
nal momenta. Because of the momentum conservation,
there are actually only two scalar components. Following
Ball and Chiu [42], it is however convenient to express the
vertex in terms of a rank two tensor Γνµ such that:
Γ
(3)
cacbAcµ
(p, k, r) = −ig0fabckνΓνµ(p, k, r) (9)
with
Γνµ(p, k, r) = δµνa(r
2, k2, p2)
− rνpµb(r2, k2, p2) + kνrµc(r2, k2, p2)
+ rνkµd(r
2, k2, p2) + kνkµe(r
2, k2, p2)
(10)
Note that lattice simulations access the vertex function
only through the correlation function, i.e. the vertex
function with external legs contracted with the full prop-
agators. Since the gluon propagator is transverse, the
function c is not accessible to lattice simulations. In
fact, the lattice simulations on the ghost-antighost-gluon
correlation function that have actually been performed
[36] are presented in terms of a scalar function which is
obtained by contracting the external gluon leg with the
transverse propagator and with the bare ghost-antighost-
gluon vertex, normalized by the same expression at tree
level:
GccA(p, k, r) =
kνP
⊥
µν(r)kρΓρµ(p, k, r)
kνP⊥µν(r)kµ
(11)
A simple calculation shows that this correlation func-
tion depends on a unique linear combination of the scalar
functions defined in (10):
a+ k · r(b+ d) + k2e (12)
with the functions a, b, d and e evaluated at (r2, k2, p2).
Although this is the only available numerical data, it is
interesting to compute the 5 scalar functions a, b, c, d and
e because this gives an internal check of the validity of
the calculation, see below. Moreover, future lattice stud-
ies may lead to a determination of the various tensorial
components independently.
In our calculations, we decomposed each diagram on
the tensorial structure of Eq. (10), following the ideas of
[43]. We can then deduce the contribution of a diagram to
each of the scalar functions a to e in terms of integrals.
To do so, it is convenient to rewrite the product of a
massive propagator and of a massless propagator as:
1
p2(p2 +m2)
=
1
m2
(
1
p2
− 1
p2 +m2
)
(13)
We can thus express the scalar functions in terms of a
few simple integrals. By using Feynman parameters, we
can perform the momentum integral and obtain expres-
sions with at most one integral over a Feynman param-
eter that cannot be performed analytically for generic
momentum configurations. The expression are lengthy
and not particularly instructive. We give them in the
supplemental material [41]. The calculation simplifies in
the case of one vanishing external momentum. In partic-
ular, when the ghost or antighost momentum vanishes,
the vertex function have no loop corrections [44]. For
vanishing gluon momentum, the vertex is non-trivial and
we find, in d = 4− :
Γµν(p,−p,0) = δµν
{
1 +
g20N
128pi2
[
9/2 + s
+ 5s−1 − (7s−1 + 5s−2) log(s+ 1)
− (s− 1)s log (s−1 + 1) ]}
(14)
were we introduced s = p2/m2. Note that the previous
(bare) vertex is finite due to the non-renormalization the-
orem to be discussed below. The equivalent expression
in d = 3 reads:
Γµν(p,−p,0) = δµν
{
1 +
g20N
384pims
[
2(6s2
− 5s− 21)− 3pi√s(2s2 − s+ 288)
+ 6s−1/2(2s3 − s2 − 68s+ 7) arctan(√s)
]}
(15)
B. Three gluon vertex
The one-loop calculation for the three-gluon correla-
tion function requires computing the three Feynman di-
agrams showed in Fig. 2. Again, the color structure is
rather simple at one loop, being proportional to fabc. As
for the ghost-antighost-gluon vertex, we will ignore the
4possibility of more involved color structures (that are ab-
sent at two-loops order, for SU(2) gauge group and also
in the largeN limit of SU(N) gauge groups) Accordingly,
we define:
Γ
(3)
AaµA
b
νA
c
ρ
(p, k, r) = −ig0fabcΓµνρ(p, k, r).
The Lorentz structure is richer than in the previous case
since there are now three Lorentz indices. We have used
the decomposition of Ball and Chiu [42] to extract six
scalar functions:
FIG. 2: One-loop Feynman diagrams for the 3-gluon vertex.
Γµνρ(p, k, r) = A(p
2, k2, r2)δµν(p− k)ρ +B(p2, k2, r2)δµν(p+ k)ρ − C(p2, k2, r2)(δµνp.k − pνkµ)(p− k)ρ
+
1
3
S(p2, k2, r2)(pρkµrν + pνkρrµ) + F (p
2, k2, r2)(δµνp.k − pνkµ)(pρk.r − kρp.r)
+H(p2, k2, r2)
[
−δµν(pρk.r − kρp.r) + 1
3
(pρkµrν − pνkρrµ)
]
+ cyclic permutations
(16)
The scalar functions have the following symmetry properties: A, C and F are symmetric under permutation of the first
two arguments; B is antisymmetric under permutation of the first two arguments; H is completely symmetric and S
is completely antisymmetric. As for the ghost-antighost-gluon vertex, only a subset of these functions are measurable
in lattice simulations; when the external legs are contracted with the gluon propagators (which is transverse), the
functions B and S disappear. In lattice simulations [36], the quantity which has been considered is a scalar function
obtained by contracting the external legs of the vertex with transverse propagators and the tree-level momentum
structure of the 3-gluon vertex, normalized to the same expression at the bare level:
GAAA(p, k, r) =
[(r − k)γδαβ + cyclic permutations]P⊥αµ(p)P⊥βν(k)P⊥γρ(r)Γµνρ(p, k, r)
[(r − k)γδαβ + cyclic permutations]P⊥αµ(p)P⊥βν(k)P⊥γρ(r)[(r − k)ρδµν + cyclic permutations]
(17)
The scalar functions A, B, C, S, F and H are computed in the same way as described above. Our expression
for generic momenta involve at most one integral over a Feynman parameter and cannot be expressed in terms of
elementary functions. They are given in the supplemental material [41]. When one momentum vanishes, the integral
5over the Feynman parameter can be performed analytically which simplifies considerably the results. For d = 4− :
Γµνρ(p, 0,−p) =
{
1− Ng
2
0
768pi2
[
− 136

(1−  log m¯) + 1
3
(36s−2 − 594s−1 + 319 + 6s) + (3s2 − 2) log s
− 4s−3(1 + s)3(s2 − 9s+ 3) log(1 + s)
+
(4 + s)3/2
s3/2
(
24− 30s+ s2) log(√4 + s+√s√
4 + s−√s
)]}
(pµδνρ + pρδµν)
−
{
2 +
Ng20
384pi2
[
− 136

(1−  log m¯) + 1
3
(18s−2 − 321s−1 − 97 + 24s) + (s− 1)(s2 − 2s− 2) log s
− 2s−3(1 + s)2(s− 1)(s3 − 7s2 + 7s− 3) log(1 + s)
+
√
4 + s
s3/2
(
48 + 16s+ 22s2 − 11s3 + s4) log(√4 + s+√s√
4 + s−√s
)]}
pνδµρ
− Ng
2
0
384pi2m2
[
(−36s−3 + 278s−2 − 74s−1 − 10)− s2 log s
+ s−3(1 + s)2(36s−1 − 44− 4s− 12s2 + 2s3) log(1 + s)
+
√
s(4 + s)s−3(−144s−1 + 80 + 4s+ 10s2 − s3) log
(√
4 + s+
√
s√
4 + s−√s
)]
pµpνpρ
(18)
where m¯2 = m2eγ/(4pi) with γ the Euler constant. The divergent term ∝ 1/ disappears once the renormalized vertex
functions are expressed in terms of the renormalized parameters, see Sect. III.
In d = 3, the same quantity reads:
Γµνρ(p, 0,−p) =
{
1− Ng
2
0
128pim
√
s
[
pi
2
(2− 3s2) + 2
3s3/2
(3s3 + 23s2 + 56s− 15)
− s−1(4 + s)(16− 18s+ s2) arctan(√s/2) + 2s−2(s− 5)(s+ 1)2 arctan(√s)
]}
(pµδνρ + pρδµν)
−
{
2 +
Ng20
128pim
√
s
[
pi(−s3 + 3s2 − 1) + 2
3s3/2
(15s3 − 51s2 + 53s− 15)
+ 2(−s3 + 6s2 + 2s− 16− 32s−1) arctan(√s/2) + 2(2s3 − 9s2 − 5)(1− s−2) arctan(√s)
]}
pνδµρ
− Ng
2
0
128pim3
√
s
[
pi(s−1 + s2) +
2
3s5/2
(−21s3 + 5s2 − 139s+ 75)
+ 2s−2(s4 − 5s3 − 16s2 − 40s+ 96) arctan(√s/2)
− 2s−3(s+ 1)(2s4 − 7s3 − 9s2 − 15s+ 25) arctan(√s)
]
pµpνpρ
(19)
C. Checks
We present in this section the different checks that can
be performed on our one-loop expressions. First, as ex-
plained in the Appendix, the vertex functions fulfill the
following Slavnov-Taylor identity:
[Γ⊥(p)P⊥µρ(p) + Γ
‖(p)P ‖µρ(p)]Γµν(r, p, k)
− [Γ⊥(k)P⊥µν(k) + Γ‖(k)P ‖µν(k)]Γµρ(r, k, p)
= rµJ
−1(r)Γρνµ(p, k, r)
(20)
We have verified analytically that our one-loop expres-
sions satisfy this relation. This gives a nontrivial check
for most of the scalar functions, except however F and
H which are associated with transverse momentum struc-
tures and that do not appear in Eq. (20).
Second, we have compared our expressions in the limit
of vanishing mass with those of [45]. Because we used
the relation (13), there appear in our expressions terms
in 1/m that would naively diverge in the limit of small
mass. We can check explicitly that the limit is actually
regular but the analytic comparison is cumbersome. We
have made instead a numerical comparison of our expres-
6sions and those of [45] for 50 momentum configurations,
taking the mass of the gluon much smaller than the mo-
menta. We have mainly considered the scalar functions
appearing in the ghost-antighost-gluon vertex (10) and
the functions F and H that, as discussed above, are not
constrained by Eq. (20). In all cases, our expressions in
the massless limit agree with [45] at the numerical preci-
sion level.
Finally we have considered the following equality,
which is derived in the Appendix.
Γ˜µ(p, k, r) + Γ˜µ(k, p, r)−rµ
r2
[
pν
p2
Γ˜ν(k, r, p)
+
kν
k2
Γ˜ν(p, r, k)
]
= 0
(21)
where
Γ˜µ(p, k, r) = kνΓνµ(p, k, r)r
2J−1(r) (22)
To our knowledge this relation have not been derived
before. We have checked numerically for 50 momentum
configurations that the previous identity is indeed satis-
fied, with no constraint on the mass.
D. Infrared behavior
It is instructive to discuss the behavior of the different
vertex functions when all the external momenta are much
smaller than the mass scale. A straightforward analysis
shows that, in this limit, the leading contribution comes
from the diagram with as much ghost propagators as pos-
sible. Multiplying all momenta by a common coefficient
κ, we obtain the following behaviors, valid in arbitrary
dimension:
Γµν({κpi})− δµν ∼ κd−2,
Γµνρ({κpi}) ∼ κd−4.
(23)
As a consequence of these behavior, GAAA diverges as
log κ in d = 4 and diverges as 1/κ in d = 3 when κ→ 0.
III. RENORMALIZATION AND
RENORMALIZATION GROUP
In this section, we describe the renormalization
schemes that we implemented and explain how the
renormalization-group ideas are implemented. As we ex-
plain below, some care must be taken when comparing
the (bare) lattice data with the renormalized analytical
results.
A. Renormalization and schemes
As usual, the divergences appearing in the one-loop
expressions can be absorbed into a redefinition of the
coupling constant, mass and fields. In d = 3 no ultra-
violet divergences are present but a (finite) renormal-
ization is done anyway in order to be able to exploit
renormalization-group methods and improve perturba-
tion theory. We define the renormalized quantities as:
Aaµ0 =
√
ZAA
aµ, ca0 =
√
Zcc
a, c¯a0 =
√
Zcc¯
a,
g0 = Zgg m
2
0 = Zm2m
2 (24)
From now on, except when explicitly stated, all quantities
are the renormalized ones. The relations between bare
(with subindices “0”) and renormalized vertices are the
following:
Γ
(2)
AaµA
b
ν
(p) = ZAΓ
(2)
AaµA
b
ν ,0
(p)
Γ
(2)
cacb
(p) = ZcΓ
(2)
cacb,0
(p)
Γ
(3)
cacbAcµ
(p, r) = Zc
√
ZAΓ
(3)
cacbAcµ,0
(p, r)
Γ
(3)
AaµA
b
νA
c
ρ
(p, r) = Z
3/2
A Γ
(3)
AaµA
b
νA
c
ρ,0
(p, r) (25)
We have used two renormalization schemes to fix the
renormalization factors, that were already presented in
[27]. The vanishing-momentum (VM) scheme is charac-
terized by
Γ⊥(p = µ) = m2 + µ2, J(p = µ) = 1
Γ⊥(p = 0) = m2. (26)
The infrared safe scheme (IS) relies on a non-
renormalization theorem for the mass [46–48] (this non-
renormalization theorem was conjectured is [49]), which
is imposed here for the finite part of the renormalization
parameters. It is defined by:
Γ⊥(p = µ) = m2 + µ2, J(p = µ) = 1,
Zm2ZAZc = 1. (27)
In both cases, we use the Taylor scheme to fix the renor-
malization factor of the coupling constant. This leads
to:
Zg
√
ZAZc = 1 (28)
The explicit expressions for the different renormalization
factors are given in [27].
It is important to relate the objects observed on lattice
simulations GccA0 and GAAA0 given by Eqs. (11) and (17)
to the renormalized vertices. The quantities that are used
on the lattice are bare vertices without renormalization
factors. When expressed in terms of the renormalized
vertices as in Eq. (25), we obtain:
GccA0 (p, k, r) = G
ccA(p, k, r)
GAAA0 (p, k, r) =
Zc
ZA
GAAA(p, k, r) (29)
where the renormalized expressions correspond to those
written in Eqs. (11) and (17) but with the correspond-
ing renormalized vertices instead of the bare ones. In
7order to arrive to this result we exploited the Taylor’s
non-renormalization theorem (28). Of course, the lattice
results are regularized and accordingly the factor Zc/ZA
is finite but it is necessary to include it when compar-
ing our renormalized results to those coming from lattice
simulations.
B. Renormalization Group
Once the correlation functions for the renormalized
field are expressed in terms of the renormalized coupling
constant and renormalized mass, we get finite expressions
both in d = 3 and in d = 4. The direct comparison of
these expressions with the lattice results was not com-
pletely satisfactory at energies of a few GeV. This is to
be attributed to large loop corrections (in d = 4 large
logarithms ∝ log(p/µ)) and we therefore had to use a
renormalization-group improvement of our one-loop ex-
pressions. To do so, we introduce the β function and
anomalous dimensions of the fields as:
βg(g,m
2) = µ
dg
dµ
∣∣∣
g0,m20
, (30)
βm2(g,m
2) = µ
dm2
dµ
∣∣∣
g0,m20
, (31)
γA(g,m
2) = µ
d logZA
dµ
∣∣∣
g0,m20
, (32)
γc(g,m
2) = µ
d logZc
dµ
∣∣∣
g0,m20
. (33)
We can then use the RG equation for the vertex function
with nA gluon legs and nc ghost legs:(
µ∂µ − 1
2
(nAγA + ncγc)
+ βg∂g + βm2∂m2
)
Γ(nA,nc) = 0,
(34)
to relate these functions at different scales:
Γ(nA,nc)({pi}, µ, g(µ),m2(µ)) = zA(µ)nA/2zc(µ)nc/2
× Γ(nA,nc)({pi}, µ0, g(µ0),m2(µ0)).
(35)
where g(µ) and m2(µ) are obtained by integration of the
beta functions with initial conditions given at some scale
µ0 and:
log zA(µ) =
∫ µ
µ0
dµ′
µ′
γA
(
g(µ′),m2(µ′)
)
,
log zc(µ) =
∫ µ
µ0
dµ′
µ′
γc
(
g(µ′),m2(µ′)
)
.
(36)
There remains to choose the RG scale µ at which
Eq. (35) is evaluated. For a correlation function with
typical momentum p, in the UV regime p m, it is im-
portant to take µ ' p. However, in the IR regime, the
theory is effectively massive and no large logarithm are
present. It is therefore not necessary to integrate the flow
down to RG scales smaller than m. We therefore used a
running scale: [51]
µ =
√
p2 + αm2(µ0) (37)
where α is a parameter that, in principle, can vary be-
tween zero and values of order one. In practice we used
various values of α between 0 and 3. We discuss for the
two schemes and for d = 4 and d = 3 the dependence on
α in the following section.
IV. RESULTS
In this section, we present the results for the 2 and 3-
point functions both in d = 4 and in d = 3. As explained
in [26, 27] the perturbative scheme considered here does
not work in d = 2. In that case, the loop corrections
contains infrared divergences that a IR Landau-pole re-
mains present, even if a mass for the gluons have been
introduced. For this reason, we only present results for
higher dimensions.
A. Fixing parameters
Following [26, 27], we consider here the values of the
mass and coupling constants at some renormalization
scale µ0 as fitting parameters. Since the lattice results
are much more precise for the propagators than for the
3-point correlation functions, we look for the set of pa-
rameters that lead to the best fit of the 2-point corre-
lation functions. [Note that the global normalization of
the ghost and gluon two-point correlation functions are
not accessible so we have to introduce a multiplicative
factor in front of our analytic expression of the propaga-
tors, which must be fixed by comparison with the lattice
data.] The values of the mass and coupling constant thus
determined are then used for computing the 3-point cor-
relation function. When comparing the latter with lattice
results, we are thus left with only one free parameter as-
sociated with the global normalization ofGAAA. For each
lattice parameter beta, we fixed this multiplicative fac-
tor by considering a particular momentum configuration
(with one vanishing momentum) and used the same value
for the other momentum configurations [52]. In previous
work we compared both the SU(2) and the SU(3) cases
with lattice results [26, 27]. In the present article, given
that the available lattice simulations for the infrared be-
haviour of 3-point functions are for the SU(2) group, we
only present numerical results for that case.
When comparing lattice data with analytical results, it
is important to have simultaneously a small relative and
absolute error since the propagators tend to zero in the
ultraviolet. Therefore, we use the following indicators to
8quantify the precision of our results:
χ2AA =
1
4N
∑
i
(Γ⊥lt.(µ0)
2 + Γ⊥lt.(pi)
2)
(
1
Γ⊥lt.(pi)
− 1
Γ⊥th.(pi)
)2
χ2cc =
1
4N
∑
i
(J−2lt. (µ0) + J
−2
lt. (pi)) (Jlt.(pi)− Jth.(pi))2
(38)
It corresponds to a sort of average between the (nor-
malized) absolute error and the relative error. In order
to chose the parameters we took a value that gives a
compromise between optimal values for both propaga-
tors. We analyzed the errors for various values of α in
both schemes both in d = 4 and in d = 3. For moder-
ate values of α (between 1 and 3) we do not observe an
important dependence on α. In the VM scheme, if the
parameter α is too small, the system shows a IR Landau
pole and the results do not fit well the lattice data. For
that scheme we chose α = 1 and all results presented in
that scheme corresponds to that value. In the IS scheme,
there is no Landau pole. For the d = 4 case, the curves
are almost insensitive to α, even when it tends to 0. In
the d = 3 case, the best fits are obtained for α = 0. In
the following, all our results in the IS scheme are given
for α = 0. The corresponding values are presented in
Tables I and II.
As our 1-loop expressions are certainly not exact and
given a certain tolerance of the estimate of the propa-
gators, there are many possible values of the associated
parameters. In Fig. 3 we present the contour levels asso-
ciated to errors 4, 7 and 10% for the quantities χAA and
χcc both in d = 4 and d = 3 in schemes IS and VM. We
can see that there is a region of acceptable parameters
(with errors in both 2-point functions lower than 10%) in
almost all cases. The only exception is the VM scheme
in d = 3. In that dimension, the IS scheme is much more
precise than the other (and in fact gives an excellent fit
for both 2-point functions simultaneously). The same ob-
servation is also true for the 3-point functions discussed
below. We observe that there is a large degeneracy of
possible acceptable values for the parameters compati-
ble with lattice data for the ghost propagator. On the
contrary, fitting the gluon propagator is much more de-
manding and the region of acceptable parameters is much
smaller.
Scheme α g0 m0 (GeV)
IS 0.0 5.2 0.44
IS 1.0 5.2 0.43
IS 2.0 5.8 0.48
IS 3.0 6.3 0.53
VM 1.0 7.5 0.77
VM 2.0 9.0 0.78
VM 3.0 9.1 0.75
TABLE I: Fitting parameters retained for computing correla-
tion functions in d = 4 for different schemes.
FIG. 3: Contour levels for the quantities χAA and χcc¯ for
the IS scheme (left) and VM scheme (right), both for d = 4
(above) and d = 3 (below). The large diagonal region corre-
sponds to chi cc and the small elliptic one to chi AA. From
dark to light: 4%, 7% and 10%.
B. d = 4
We first present the results for the gluon propagator
and the ghost dressing function. The β functions were
integrated with initial condition at µ0 = 1 GeV and we
used the values of the mass and coupling constants given
in Table I.
For all these schemes, we find a good agreement with
the lattice data, with an error in-between 5 and 10% for
χAA and χcc. However, the ghost-antighost-gluon vertex
functions are best reproduced with the VM scheme. We
also present curves with the IS scheme. The difference
between the two sets of curves gives an indication of the
error of our calculation.
The gluon propagator and ghost dressing functions are
depicted in Fig. 4. We show in Fig. 5 our results for
GccA and in Fig. 6 for GAAA for different momentum
configurations.
In all cases, the results are compared with the corre-
sponding results obtained in lattice simulations [36]. The
agreement is excellent. It is a striking result that the set
of parameters adapted for describing the 2-point correla-
tion function gives simultaneously a good agreement for
the 3-point functions. When comparing the results with
lattice data, it is important to note that the data for the
3-point functions (particularly for the GAAA functions)
have large statistical errors and a full analysis of system-
atic errors has not been done yet. In consequence we can
not completely neglect the errors coming from the lat-
tice data with respect to those coming from the present
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FIG. 4: Gluon propagator (top) and ghost dressing function
(bottom) as a function of momentum in d = 4. The points
are lattice data of [16]. The plain line (color online blue) cor-
responds to the infrared safe scheme with α = 0; the dashed
line (color online red) corresponds to the vanishing momen-
tum scheme with α = 1.
calculation.
C. d = 3
A similar analysis can be performed in d = 3. We
summarize in Table II the parameters retained for the
different renormalization schemes. As explained before,
Scheme α g0 (GeV1/2) m0 (GeV)
IS 0.0 2.4 0.55
IS 1.0 2.5 0.55
IS 2.0 2.5 0.55
IS 3.0 3.0 0.65
VM 1.0 4.0 1.00
VM 2.0 4.5 0.95
VM 3.0 6.1 1.11
TABLE II: Fitting parameters retained for computing corre-
lation functions in d = 3 for different schemes.
the VM scheme does not give results with good simul-
taneous agreement with lattice data for both propaga-
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FIG. 5: Ghost-antighost-gluon correlation function GccA for
one vanishing momentum (top figure), all momenta equal
(middle figure), two momenta orthogonal, of equal norm (bot-
tom) as a function of momentum, in d = 4. The lattice data
of [36] are compared with our calculations. See caption of
Fig. 4 for the legend.
tors. However, there is an excellent agreement in the IS
scheme (with errors in-between 5 and 10% for χAA and
χcc). In particular the IS scheme correctly reproduces the
increase of the gluon propagator at low momentum. The
best choice for α is zero. We do not have a solid argument
explaining why the preferred renormalization scheme is
different in d = 4 and in d = 3. The gluon propagator
and ghost dressing functions are depicted in Fig. 7. The
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FIG. 6: Three gluon correlation function GAAA for one van-
ishing momentum (top figure), all momenta equal (middle
figure), two momenta orthogonal, of equal norm (bottom) as
a function of momentum, in d = 4. The lattice data of [36]
are compared with our calculations. See caption of Fig. 4 for
the legend.
agreement remains very good and, moreover, all qualita-
tive aspects of the curves are correctly reproduced. In
particular, we find that the GAAA becomes negative at
small momenta and diverges for vanishing momenta, in
agreement with lattice results [53].
We show in Fig. 8 our results for GccA and in Fig. 9
for GAAA for different momentum configurations. As for
the four dimensional case, we used the parameters that
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FIG. 7: Gluon propagator (top) and ghost dressing function
(bottom) as a function of momentum in d = 3. The points
are lattice data of [16]. The plain line (color online blue) cor-
responds to the infrared safe scheme with α = 0; the dashed
line (color online red) corresponds to the vanishing momen-
tum scheme with α = 1.
lead to the best fits for the 2-point functions as inputs
in our calculation of the 3-point functions. Consequently
those functions are calculated without any free parameter
(with the exception of the renormalization factor for the
GAAA function mentioned previously). We obtain a very
good agreement as in d = 4.
V. CONCLUSIONS
In the present article we have presented a perturbative
calculation of 3-point correlation functions in Landau-
gauge, Yang-Mills theories in d = 4 and d = 3 in all
momentum regimes including the infrared. Very few ana-
lytical results were known up to now for infrared behavior
of the ghost-antighost-gluon vertex [15, 37–39]. For the
3-gluon functions only educated ansatzes have been pro-
posed previously (see [15] and references therein). Fol-
lowing [26, 27], we introduced a bare gluon mass so as to
obtain controlled perturbative expressions both in the ul-
traviolet and in the infrared regime and gives an infrared-
safe perturbative expansion for non-exceptional momen-
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FIG. 8: Ghost-antighost-gluon correlation function GccA for
one vanishing momentum (top figure), all momenta equal
(middle figure), two momenta orthogonal, of equal norm (bot-
tom) as a function of momentum, in d = 3. The lattice data
of [36] are compared with our calculations. See caption of
Fig. 7 for the legend.
tum configurations for all d > 2. Note that, in the gauge-
fixing procedure of [29], the mass-term naturally appears
in the process of lifting of the Gribov ambiguity.
We fixed the parameters of the model by fitting the
2-point function to lattice simulations and by using two
families of renormalization group schemes. The resulting
parameters are then used to calculate the 3-point func-
tions. The comparison of the resulting functions with lat-
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FIG. 9: Three gluon correlation function GAAA for one van-
ishing momentum (top figure), all momenta equal (middle
figure), two momenta orthogonal, of equal norm (bottom) as
a function of momentum, in d = 3. The lattice data of [36]
are compared with our calculations. See caption of Fig. 7 for
the legend.
tice simulations is therefore performed without any extra
free-parameter (with the only exception of a renormaliza-
tion factor in the GAAA function) and is very good. First,
all qualitative properties observed in lattice correlators
are correctly explained in a simple way. For example, it
is observed in lattice simulations that the 3-gluon cor-
relator becomes negative in d = 3 at low momenta and
even seems to diverge when all momenta go to zero. This
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is a consequence of the IR divergence of the diagrams
with ghost loops when all momenta go to zero. Second,
not only the qualitative agreement is very good, but also
the comparison with lattice simulations gives an excellent
quantitative agreement. Note that the available lattice
data still have large statistical errors and more precise
results (possibly with other tensor structures) would be
welcome to give sharper test of our findings.
All these results strongly support the idea that at least
an important part of the infrared effects present in Quan-
tum Chromodynamics can take its origin in the Gribov-
copies as has been suggested in last years [22–25]. Con-
trarily to previous analysis of these effects, the present
approach does not require the introduction of extra fields
and the Feynman rules remain almost identical to those
of the standard perturbative analysis. Only the gluon
mass parameter is new and the calculation of many cor-
relators become treatable in practice, as shown in the
present article. Consequently, these studies can be ex-
tended in many aspects. We are currently considering
also the introduction of quarks that can be done very
easily. We also started studying the influence of higher
loop contributions to the 2-point correlation functions.
Of course, there are many open questions to be ana-
lyzed in the future. First of all, the inclusion of a mass
term violates the nilpotency of standard BRST trans-
formations. Even if this difficulty is present in all ap-
proaches that take into account in various ways Gribov-
copies effects, it has major consequences. In particular,
standard definition of the physical space of non-abelian
gauge theories, based in the cohomology of the BRST
charge is no longer applicable. A new definition of the
physical space is then required in order to be able to con-
trol the unitarity of the S matrix on it. This is a major
problem that clearly goes beyond the present article and
that we would like to consider in the future.
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Appendix A: BRST symetry
In this appendix, we derive several constraints on the
vertex functions that can be deduced from the symme-
tries of the theory. We recall that the action is invariant
under the Becchi-Rouet-Stora-Tiutin (BRST) transfor-
mation:
δAaµ = ζ(∂µc
a + g0f
abcAbµc
c),
δca = ζ(−1
2
g0c
bcc),
δca = ζiha, δiha = ζm0c
a.
(A1)
where ζ is a Grassmann parameter. As usual, we intro-
duce sources for the BRST variations of the fields A and
c with the following action:
Ssources =
∫
x
[
K¯aµ
(
∂µc
a + g0f
abcAbµc
c
)
− g0
2
fabcL¯acbcc
]
.
(A2)
The Slavnov-Taylor (ST) identity associated with this
symmetry reads:∫
ddx
{
δΓ
δAaµ
δΓ
δK¯aµ
+
δΓ
δca
δΓ
δL¯a
− iha δΓ
δc¯a
+ im20
δΓ
δha
ca
}
= 0
(A3)
We will also make use of the symmetry:
δAaµ = δc
a = 0, δca = ca,
δiha = −g0
2
fabccbcc.
(A4)
where  is an infinitesimal real number. The associated
ST identity reads:∫
ddx
{
ca
δΓ
δc¯a
+ i
δΓ
δha
δΓ
δL¯a
}
= 0 (A5)
Finally, we can write a Ward identity associated with the
invariance of the theory under an infinitesimal shift in the
antighost c(x)→ c(x) + (x), which reads:
∂µ
δΓ
δK¯aµ(x)
=
δΓ
δc¯a(x)
(A6)
Deriving this equation once with respect to c and taking
the Fourier transform, we find:
− ipµΓ(2)cbK¯aµ(p) = Γ
(2)
cbc¯a
(p) (A7)
Deriving once more with respect to A and taking the
Fourier transform, we obtain:
− ipµΓ(3)caK¯bµAcν (p, k, r) = Γ
(3)
cac¯bAcν
(p, k, r) (A8)
This last expression justifies the tensorial decomposition
(9) and shows that:
Γ
(3)
caK¯bνA
c
µ
(p, k, r) = −igfabcΓνµ(p, k, r) (A9)
if we suppose a color structure proportional to fabc, as
was done all along this article.
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We can now prove Eq. (20) by deriving Eq. (A3) with
respect to c and twice with respect to A and expressing
the vertex involving K¯ by using Eqs. (A7,A8).
Eq. (21) is obtained much in the same way. we first de-
rive Eq. (A3) with respect to two ghost and one antighost
fields, and Fourier transform. We thus get:
− Γ(3)
ccc¯bAdµ
(k, r, p)Γ
(2)
caK¯dµ
(p) + Γ
(3)
cac¯bAdµ
(p, r; k)Γ
(2)
ccK¯dµ
(k)
+ Γ
(2)
cdc¯b
(r)Γ
(3)
caccL¯d
(p, k; r) = 0
(A10)
The vertex that involves L¯ can be re-expressed by de-
riving Eq. (A5) with respect to A and to c twice, and
Fourier transforming:
Γ
(3)
cdc¯cAbµ
(p, k; r)−Γ(3)
ccc¯dAbµ
(k, p; r) + irµΓ
(3)
cdccL¯b
(p, k; r) = 0
(A11)
The last two equations can be used to prove (21) using
again, a color structure proportional to fabc.
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