produce large estimates that increase with K in cases where the diagnostic is positive and 24λ from the Poisson distribution is stable. We encounter this latter case again in Section 7.
25
An additional diagnostic for the negative-binomial case is given in Section 6 and explored 26 via simulation in Web Appendix 2.
27
Web Figure 1b shows that as the value ofλ increases, the smaller eigenvalue of the Hessian 28 matrix of the log likelihood evaluated at the maximim-likelihood estimate, estimated within 29 optim, decreases towards zero. The model becomes near singular (Catchpole et al., 2001) , 30 with only the product λp being estimable, corresponding to the thinned Poisson situation.
31
Estimates from K=200 and K=1000 are equivalent for finiteλ (and hence overlap in the 32 main peak in Figure 2 ), but differ whenλ should be infinite andλ approaches K. In 
Performance of the method-of-moments estimation

52
We assess the performance of MOM estimation as a simple method for parameter estimation were excluded to provide a fair comparison.
59
For the Poisson case, when p = 0.25, the MOM approach only performs better than 60 MLE based upon RMSE when T = 2 (Web Table 1 ). However for smaller p = 0.10, MOM 61 estimation performs better for almost all cases (Web Table 2 ). In the negative-binomial case, 
66
Method of moments can quickly provide good estimates of λ and p, but it does not 67 consistently outperform MLE. We suggest using MOM estimates as sensible starting values 68 for optimisation of the N-mixture likelihood.
69
Web Table 1 : Comparison of estimation via method-of-moments (MOM) and the N-mixture model (MLE) for the Poisson case with λ = 2, 5, 10, p = 0.25 and R = 20 for 1000 simulations. RMSE is the root mean-squared error for λ. The upper bound K for the MLE was automatically selected such that the tail proportion was 10 −10 . EPD is the proportion of simulations discarded when the covariance diagnostic was negative or either estimate of λ > 100. EPN is the proportion of simulations when both diagnostics were negative. Table 5 : Comparison of estimation via method-of-moments (MOM) and the N-mixture model (MLE) for the negative-binomial case with λ = 2, 5, 10, p = 0.25, α = 5, and R = 20 for 1000 simulations. RMSE is the root mean-squared error for λ. The upper bound K for the MLE was automatically selected such that the tail proportion was 10 −10 . EPD is the proportion of simulations discarded when either covariance diagnostic was negative or either estimate ofλ > 100. EPN is the proportion of simulations when both diagnostics were negative. Table 6 : Comparison of estimation via method-of-moments (MOM) and the N-mixture model (MLE) for the negative-binomial case with λ = 2, 5, 10, p = 0.1, α = 5, and R = 20 for 1000 simulations. RMSE is the root mean-squared error for λ. The upper bound K for the MLE was automatically selected such that the tail proportion was 10 −10 . EPD is the proportion of simulations discarded when either covariance diagnostic was negative or either estimate ofλ > 100. EPN is the proportion of simulations when both diagnostics were negative. 
