ABSTRACT
INTRODUCTION
The traditional approach through which drugs were discovered mainly based on hit and trial method, like plantbased medicines, serendipity (penicillin) and chemical modification. But there has been major change in the field of drug discovery & design in the previous two decades. In the post-genomic era, rational drug discovery is a major approach for discovering and designing new drugs. Generally, experimental techniques are costly, time-consuming, and involve the use of animals for testing. Therefore, computerbased in silico models are alternate to experimental models. It is estimated that a drug from concept to market would take 12 years and cost more than US$800 million on an average [1] . For every 5,000-10,000 compounds that enter the research and development (R&D) pipeline, ultimately only one receives approval [2] . Several new technologies such as genomic data, chemical genomics, high throughput screening in the drug discovery process and computational tool/software have been developed and applied in drug discovery & design, to short the research cycle and to reduce the expenses. Computeraided drug design (CADD) is one of such evolutionary technologies [3] . In the present time, drug design is based on disease models. Drugs discovery and design is a very complex process for the pharmaceutical companies because it is comprehensive, expensive, time-consuming and full of risk. The process consists of many steps that are shown in figure 1. Figure 1 : Key steps in Drug discovery and Design process This paper provides an overview of computational technique use in drugs discovery and design. The next section describes the different computational technique such as genetic algorithms, genetic programming, evolution strategies, evolutionary programming, fuzzy logic, artificial neural network, PSO and ACO. Section 2 provides a comparative analysis of computational technique in the tabular form. Section 3 provides the brief summary of computational tools/software use in drugs discovery and design.
workable knowledge that can be used in modern drug discovery process. These techniques increase the possibility of success in the drug discovery process like from the identification of targets and elucidation of their functions, discovery & development of lead compound with desired pharmacological activity.
Genetic Algorithm
Genetic algorithm is a searching technique that is used to find approximate solutions for optimization and search problems. The genetic algorithm is proposed by John Holland in the 1960s [4, 5] . The genetic algorithms are the sub class of evolutionary computations. They are stochastic optimization methods and provide a powerful means to perform directed random searches in a large problem space as encountered in chemo metrics and drug design [4] . A genetic algorithm needs two things to be defined i.e. genetic representation of solutions and fitness function. To solve any problem, the first requirement is to draw the genetic representation. After the genetic representation the second requirement is to define a fitness function for the problem. The different problems have different type of fitness function. The Genetic Algorithm starts with the initialization of the population of solutions randomly and several individual solutions are randomly generated to form an initial population. The size of population relay on the nature of problem. It may consist hundreds or thousands of individual solutions. In the next, the fitness function is evaluated for each individual population. The last step is the reproduction of population. In this step the genetic operator such as selection, crossover and mutation are applied to generate the next generation of population. In drugs designing, a molecule is defined as input to GA and a binary string is used to code the molecule. A large number of the solution is generated by using genetic operator. The best population is selected and further used to generate the new population until a desired solution is reached. 
Genetic Programming
GP is the variant of the genetic algorithm. The GP is proposed by the John Koza [6, 7] . John Koza successfully applied genetic algorithms on LISP to solve a wide range of problems. Koza was defining the six steps to solving a problem using genetic programming. 1. Choosing the terminals. 2. Functions 3. Fitness function 4. Control parameters 5. Termination criterion 6. Determining the architecture i.e. program's automatically define functions (ADFs) GP implements the Darwin theory of evolution as a computer program. These programs are written in the programming language. So the GP follows are the rule of the programming language and represent the solution in the form of parse tree that can be shown in the following figure. The GP is similar to the genetic algorithm but the possible solution can be coded as computer program rather than the binary strings. The mutation can be described as following 
Evolutionary Strategy
ES was developed by Rechenberg and Schwefel [8, 9] . Basically ESs was designed for parameter optimization problems. During the developmental period of ES, a series of strategies were explored which can be listed as follows [10] :
The signification of the strategy can be defined as:
( )  Represent the two successive generations.  ,  Represent the selection method from only one child.  +  Represent the selection method from the pool i.e. parent and child.  ┌  Represent the only one individual.  μ  Represent the populations of parent.  λ  Represent the populations of children. The above discussed strategies are used to define the successive generations of individuals. An individual is encoded through the real numbers. Each individual consist the strategy parameters. Each of these object parameters can be mutated individually by an amount based on the associated standard deviation recorded in σ. The strategy is further enhanced by the addition of rotation angles α which orient the direction of most extreme mutation based on the variances and covariance of the expected sets of mutations [5] . Mutation is the primary operator in the ES and works upon strategy parameters as well as object variables.
Evolutionary Programming
EP is a sub branch of EA. Fogel was proposed evolutionary programming as a means to develop artificial intelligence and argued that intelligent behavior requires both the ability to predict changes in an environment, and a translation of the predictions into actions appropriate for reaching a goal [11, 12] . In EP, a finite state machine is used to represent the individuals. A finite state machine processes the state with the input symbol and produced the new state and output symbol. Finite state machine consists of four tuple. These tuple can be defined as
Δ Transition function Transition function plays the important role in the finite state machine. It performed the mapping of the current state with an input symbol and produced the next state that can be act as next generation. The fitness of an individual is calculated by presenting sequentially to the finite state machine the symbols in the environment and observing the predicted output [13] . 
Fuzzy Logic
Fuzzy logic is the science of reasoning, thinking and inference that recognizes and uses the real world phenomenon that everything is a matter of degree [14] . The original idea of fuzzy logic comes from a paper published by the Zadeh [15] . Fuzzy set is differing from traditional set theory i.e. fuzzy set has unsharp boundaries. So the traditional set theory has either value 0 or 1 but in fuzzy set the value is lie in between 0 ≤ µ ≥ 1 where µ is the membership function. Most important characteristic of fuzzy logic is fuzzy inference. Fuzzy inference systems based on fuzzy set theory are considered suitable for dealing with many real world problems, characterized by complexities, uncertainties, and a lack of knowledge of the governing physical laws [16] . The most important application of fuzzy set theory is the fuzzy rulebased models, where the relationships among system variables are modeled using linguistically interpretable rules [17] . Fuzzy logic can be especially useful in describing target properties for optimizations [18] . For example, the formulator might be seeking a tablet disintegration time of 200 s, i.e. any value less than 200 s has a desirability of 1 ( i.e. 100%). But a tablet which disintegrates in 210 s is not entirely undesirable (as crisp logic would insist), and instead might be assigned a desirability value of 0.9. Fuzzy logic also used in process control with help of fuzzy if then rule. The figure 5 shows the membership function for temperature i.e. low, medium and high.
Figure 5: Fuzzy logic representation of temperature
The basic steps of the fuzzy set in the process modeling described as  Arrange the input and output dataset.  Clustering the output set  Map the fuzzy inputs to the output  Identify the significant variables  Use the rule base in inference The figure 6 shows the difference between crisp set and fuzzy set use in pharmacodynamic modeling [14] . 
Artificial Neural Network
Neural network can be defined as networks of neuron. The biological inspiration of neural network comes from the nervous system of human being especially the human brain. Basically the neural network consist the two elements:- Processing Elements  Connection Weight Now, the term artificial neural network can be defined as a computer science paradigm that makes use of an abstract modeling of the neuronal structure of the brain as a tool for pattern recognition [19, 20, and 21] . Another way to describe the artificial neural network is a mathematical model to design for processing the information and knowledge acquisition such as human brain. The mathematical model of ANN consist large number of artificial neuron that are used to take the input signals and generate the appropriate output signal. The figure 7 showed a systematic architecture of two layers ANN. The ANN has large number of application that is used in pharmacy and life sciences. The table 1 provides a summarized way of ANN application [22] . 
Particle Swarm Optimization
PSO is population based stochastic optimization method inspired by observation of swarms of insect, shoals of fish, bird flocking etc [23] . There are the million of insect and living creature on the earth as well as in the sea. Each creature posses the unique characteristic that characteristic makes the difference between these. The creature/insect has its own way to find food, save itself to the attack and survival for life. This collective and social behavior of living creatures motivated researchers to undertake the study of the insect/creature. Creatures such as fish schools and bird flocks clearly display structural order, with the behavior of the organisms so integrated that even though they may change shape and direction, they appear to move as a single coherent entity [24] . A swarm can be viewed as a group of agents cooperating to achieve some purposeful behavior and achieve some goal [25] . In principle, PSO is a multi agent parallel search technique. The particles are entities which fly in the multidimensional search space. Each particle has a position and a velocity in the multi dimensional search space that can be represented as P i and Vi. The position a particle in the search space represents a trial solution of the problem. It considers that a particle/swarm moves over the solution space, and particles are evaluated according to some fitness criterion. The movement of each particle depends on two points:- Particle best position since the algorithm started (pBest).

The best position of the particles around it (lBest) or of the whole group(gBest) In each iteration , the particle changes its velocity towards pBest and lBest/ gBest. So the swarm explores the solution space looking for promising zones [26] . PSO is applied with success to difficult problems, such as feature selection for gene expression data [27, 28] identification of the global minimum geometry of chemical compounds [29] , enzymeinhibitor docking [30] , QSAR [31] , and protein motif discovery [32] .
Ant Colony Optimization
Ant Colony Optimization (ACO) is a meta-heuristic algorithm inspired by the foraging behaviors of ants and developed by Marco Dorigo (Milan, Italy), and others in early 1990s. Basically the algorithm is based on a series of random decisions (by artificial ants) and probability of decisions changes on each iteration.
Figure8: shows the ant colony and behavior of ant
An ant's decision to perform a task depends on the physical state of the environment and the social interactions with other ants. The behavior of artificial ants is inspired from real ants: they lay pheromone trails (obviously in a mathematical form) on the graph edges and choose their path with respect to probabilities that depend on pheromone trails [26] . Basically the ant algorithm are use to solve the discrete search space problem such as TSP, Routing, Job shop scheduling. But ACO is use in protein folding, protein ligand docking and conformational analysis of flexible molecules [33] . Tabular analysis of computational technique is performed in annexure-1 at the end of paper.
DRUGS DESIGN SOFTWARE & TOOL
The increasingly use of computational tools has brought the new revolution in drug discovery and design process. Computational approaches are designing the new drug faster and more economical as compare to traditional method. Due to the rapid advancement in hardware and software, large number of drugs discovery & design software and computational tools are developed. So, the use of computational tool/software in the drugs design and discovery, computers become an important part of drug design & discovery process and achieves their goals quickly & more efficiently. Software tool/packages are vary from modeling programs to virtual reality, explore more structural options and predictions of properties of new compounds.
Computational tools are used in the target discovery, hit identification, hit-to-lead, and lead optimization phases of a drug discovery process. Here is a list of computational tools that are used in drug discovery and design process. A detailed list of various software with utilities, i/p format and required platform is provide in annexure-2 at the end of paper. Table 2 provides a brief description of software tools that are used in pharmacy field and also provide information on utilities of these tools & input /output format of these tools.
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ContI -is the total number of inactive compounds.
ContA -is the total number of active compounds  Each individual is coded in the form of a vector a , which has three component parts:
where;
 Payoff function, which measures the accuracy of the prediction. 
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