A linear differential equation of the advanced type is considered. Existence of solutions for any finite interval is shown. Also, a method for generating all the solutions is described and justified.
The purpose of this short paper is to study a simple differential equation of the advantage type, see Eq. (1) . Such equations appear in several branches of applied mathematics, for example, see [ 1 ] for an application in probability.
In this paper and for the simple type of equation considered, we show existence of a solution on any interval [0, T] , where T is any positive finite constant, and provide and justify the procedure for generating all solutions on [0, T] . There are several papers in the literature dealing with differential equations of the advanced type. A local existence theorem for equations more general that the one considered here is given in Theorem 2 of [2] , by using the Schauder fixed point theorem. This result of [2] generalizes a result of [3] . The existence theorem of [3] is a local existence theorem proved under a hypothesis which does not hold in our case (see Remark 1) . In [4] an advanced type of differential equation is studied and several asymptotic results are obtained. The analysis of [4] does not apply to the case considered here (see Remark 1). In [5] , analytic solutions are considered and it is shown that for the advanced case, they almost never exist. Finally, [6] and [7] consider analytic solutions on the half axis. 
We can similarly define y2 on [T/b3, T/b*] and continue backwards, so that at the nth step we define y, on [ , then y would be continuously differentiable at T/b as well. Actually, as t -+ 0, y becomes more and more smooth, as is also the case with functional retarded differential equations when t + +a, (recall (2~ (3)). The only thing that is not obvious is what the behaviour of y(t) will be as t--t 0. We will show that this limit exists for any choice of (y,, , 7') and that there are infinitely many (yO, 7")'s which result to the same limit of y(t) as t -+ 0.
Our first objective is to show existence of a solution of (1) 
The second term in (9) is zero by Lemma 1 and thus for T/b < t ,< T kt+&)-At(r (~or~~~O-h,c)ld~ j <k$hL,II~T~
Combining (8) and (10) Had we employed (4) and (5) A remaining issue to be settled is how we can generate solution of (1) which satisfies y(0) = c, since the procedure of (4) and (5) does not immediately guarantee that. If y(t) satisfies j(t) = uy(bt) and y(0) # 0, then obviously the function (c/y(O)) y(t) satisfies the differential equation and the initial condition. Another way is the following: we use the procedure (4) and (5) where the cts have sum ci + c2 + . . . + c, = c, but otherwise are arbitrary, enables one to easily prove existence of solutions. There are several issues to be settled concerning Eq. (1) or the above-mentioned generalization. One of the most important ones has to do with the solutions of (1) which exist over the whole half axis [0, +co) and remain bounded for any t or go to zero as t -+ +co. For example, it can be shown that if a solution y(t) of (1) 
