Abstract-In some applications, the variance of measurement noise depends on the signal that we aim to measure. For instance, additive Gaussian signal-dependent noise (AGSDN) channel models are used in molecular and optical communication. Herein we provide lower and upper bounds on the capacity of additive signal dependent noise (ASDN) channels. We also provide sufficient conditions under which the capacity becomes infinity.
where noise Z is assumed to be a continuous random variable with a given pdf f Z (z), and be independent of the input X. For instance, one can consider an ASDN with Z being a truncated version of the Gaussian distribution as a better model in an application if we know that the output Y has minimum and maximum values in that applications. Below we provide a number of applications in which the ASDN channel arises.
1) The AGSDN channel appears in optical communication when modeling the shot noise or the optical amplification noise [1] for σ(x) = c 2 0 + c 2 1 x. 2) In molecular communication, the AGSDN channel with σ(x) = c √ x arises in the ligand receptor model, the particle sampling noise, the particle counting noise and the Poisson model for an absorbing receiver [2] , [3] , [4] . In all cases, the reason for appearance of a Gaussian signaldependent noise is the approximation of a binomial or Poisson distribution with a Gaussian distribution. Observe that the mean and variance of a binomial distribution with parameters (n, p) relate to each other: the mean is np and the variance is np(1 − p) respectively. As a result, the mean and variance of the approximated Gaussian distribution also relate to each other (see [5, Section II .B] for a detailed overview).
3) Besides the above applications of ASDN in molecular communication we shall provide two other cases where this channel model is helpful: Consider the Brownian motion of a particle with no drift over a nonhomogeneous medium with σ(x) denoting the diffusion coefficient of the medium at location x. The diffusion coefficient σ(x) describes the movement variance of a particle when in location x. More specifically, the motion of the particle is described by the stochastic differential equation
where B t is the standard Wiener process (standard Brownian motion). Alternatively, we can express the above equation using the following Itô integral
Let us denote the position of the particle at time 0 by X = X 0 , and its position after t seconds by Y = X t . If t is a small and fixed number, (2) reduces to
where Z ∼ N (0, 1). Thus, the movement of the particle follows an AGSDN channel law if t is small. 4) As another example, consider the molecular timing channel in a time-varying medium. In a molecular timing channel, information is encoded in the release time of molecules. A molecule released at time X hits the receiver after a delay Z at time Y = X + Z. Molecules are absorbed once they hit the receiver. As such, the distribution of Z is that of the first arrival time. The existing literature only studies this problem when the medium is time-invariant (e.g. see [6] , [7] ): if the medium is uniform, time-invariant and one-dimensional, Z is distributed according to the inverse Gaussian distribution (if there is a flow in the medium) or the Lévy distribution (if there is no flow in the medium). As a result, the channel is called the additive inverse Gaussian noise additive channel, or the additive Lévy noise in the literature. However, in a time-varying medium (or when the distance between the transmitter and receiver varies over time), the distribution of Z depends on the release time X.
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As a result, we obtain a signal-dependent noise additive component. For instance, the additive noise can have a Lévy distribution with a scale parameter that depends on input X. Using the scaling property of the Lévy distribution, we can express this as σ(X) · Z where Z is the standard Lévy distribution, and σ(X) is the scale parameter. This would be an ASDN channel. 5) In the third item, we discussed Brownian motion after a small time elapse. A Brownian motion with no drift is an example of a martingale. Now let us consider a martingle after a large time elapse. Here, the AGSDN channel also arises as a conditional distribution in any process that can be modeled by a discrete time martingale with bounded increments.
. Furthermore, by the martingale central limit theorem, the conditional distribution of X n given X 0 = x for large values of n can be approximated by a Gaussian distribution with mean X 0 = x and a variance σ n (x) that depends on X 0 = x. 6) Finally, we relate the ASDN channel to real fading channels with a direct line of sight. Consider a scalar Gaussian fading channel
where X is the input 
where σ(x) ≥ 0 and the random variable Z has a given density function f Z (z), and is independent of X. The channel is assumed to be memoryless, meaning that the noise Z is drawn independently from f Z (z) in each channel use. We study the capacity of this channel under input cost constraints.
Related works: In [8] , vector AGSDN channels subject cost constraints are studied. It is shown that under some assumptions, the capacity achieving distribution is a discrete distribution. The AGSDN channel with σ(x) = c 2 0 + c 2 1 x is investigated in [1] wherein capacity upper and lower bounds are derived considering peak and average constraints.
Note that the memoryless AGSDN includes the additive white Gaussian noise (AWGN) channel as its special case. The capacity of AWGN channel with power constraints is classical and is obtained by an input Gaussian random variable. Its capacity under both average and peak power constraints is quite different, as the capacity achieving input distribution is discrete with a finite number of mass points [9] . See [10] , [11] for further results on the capacity of the AWGN channel with both average and peak power constraints.
Our contributions: Our contributions in this work can be summarized as follows:
• We provide a new tool for bounding the capacity of continuous input/output channels. Note that
We provide two sufficient conditions under which h (Y ) ≥ h (X), which results in
and leads to lower bounds on the channel capacity of an ASDN channel.
• It is known that increasing the noise variance of an AWGN channel decreases its capacity. However, we show that this is no longer the case for signal dependent noise channels: the constraint σ 1 (x) ≥ σ 2 (x) for all x does not necessarily imply that the capacity of an AGSDN channel with σ 1 (x) is less than or equal to the capacity of an AGSDN with σ 2 (x).
• We identify conditions under which the capacity of the ASDN channel becomes infinity. In particular, this implies that the capacity of a AGSDN channel with σ(x) = √ c 1 x 2 + c 0 tends to infinity as c 0 tends to zero. Thus, the capacity of the real Gaussian fast fading channel given earlier in this section tends to infinity as c 0 tends to zero. This parallels a similar result given in [12] for complex Rayleigh fading channels.
• We provide a new upper bound for the AGSDN channel based on the KL symmetrized upper bound of [13] . This upper bound is suitable for the low SNR regime, when σ(x) is large. This is in contrast with the upper bound of [1, Theorems 4, 5] for AGSDN channels with σ(x) = c 2 0 + c 2 1 x which is suitable for large values of peak and average constraints. Furthermore, we give our upper bound for a large class of functions σ(x) while the technique of [1] is tuned for σ(x) = c 2 0 + c 2 1 x. Remark: All the proofs are given in the full version of the article in [14] . Throughout this paper all the logarithms are in base e. Random variables are denoted by capital letters, and probability measure functions are denoted by letter μ. See the full version [14] for a review of the definitions of continuous (absolutely continuous, AC, measures with respect to the Lebesgue measure) and discrete random variables, as well as entropy and differential entropy, relative entropy and mutual information. In particular, this includes a discussion about existence of differential entropy, and when we say that its integral is convergent to +∞ or −∞.
II. MAIN RESULTS
We are interested in the capacity of an ASDN channel with the input X taking values in a set X and satisfying the cost constraint E[g i (X)] ≤ 0, ∀i = 1, 2, · · · , k for some functions g i (·). The common power constraint corresponds to
2 − p for some p ≥ 0, but we allow for more general constraints. Then, given a density function f Z (z) for the noise Z and function σ(·), we consider the following optimization problem:
where X and Y are related via (1) and
We sometimes use supp(X) to denote the support of measure μ X , supp(μ X ), when the probability measure on X is clear from the context. As an example, if in an application input X satisfies ≤ X ≤ u, the set X can be taken to be [ , u ] to reflect this fact; similarly, the constraint 0 < X ≤ u reduces to X = (0, u],
The rest of this section is organized as follows: in Section II-A, we provide conditions that imply finiteness of the capacity of an ASDN channel. In Section II-B, we review the ideas used for obtaining lower bounds in previous works and also in this work. Then, based on the new ideas introduced in this work, we provide two different lower bounds in Sections II-C and II-D. Finally, in Section II-E, we provide an upper bound for AGSDN channels.
A. Existence and Finiteness of Channel Capacity

Theorem 1. Assume that an ASDN channel satisfies the following properties:
• X is a closed and also bounded subset of R, i.e., there
• The cost constraint functions g i (·) are bounded over X . Then, the capacity of the ASDN channel is finite. Furthermore there is a capacity achieving probability measure; in other words, the capacity C can be expressed as a maximum rather than a supremum:
Moreover, the output distribution is unique, i.e. if μ X1 and μ X2 both achieve capacity, then
where f Y1 and f Y2 are the pdfs of the output of the channel when the input probability measures are μ X1 and μ X2 , respectively.
Remark 1.
The above theorem is a generalization of that given in [8, Theorem 1] for the special case of Gaussian noise Z.
To give a partial converse of the above theorem, consider the case that the second assumption of the above theorem fails, [12] for complex Rayleigh fading channels.
Remark 3. It is known that increasing the noise variance of an AWGN channel decreases its capacity. However, we show that this is no longer the case for signal dependent noise channels:
Consider two AGSDN channels with parameters σ 1 (x) and σ 2 (x), respectively, which are defined over X = (0, 1) with the following formulas:
No input cost constraints are imposed. It is clear that σ 2 (x) > σ 1 (x) for all x ∈ X . However, by considering the constraint 0 < X < 1, from Theorem 1 we obtain that the capacity of the first channel is finite, while from Theorem 2, we obtain that the capacity of the second channel is ∞. Therefore, the constraint σ 1 (x) > σ 2 (x) for all x ∈ X does not necessarily imply that the capacity of an AGSDN channel with σ 1 (x) is less than or equal to the capacity of an AGSDN with σ 2 (x).
B. Lower Bounds on Capacity
To compute capacity from (4), one has to take maximum over probability measures in a potentially large class F. Practically speaking, one can only find a finite number of measures μ 1 , μ 2 , · · · , μ k in F and evaluate input/output mutual information for them. Ideally, {μ i } should form an -covering of the entrire F (with an appropriate distance metric), so that mutual information at every arbitrary measure in F can be approximated with one of the measures μ i . This can be computationally cumbersome, even for measures defined on a finite interval. As a result, it is desirable to find explicit lower bounds on the capacity. Observe that
However, the term h (Y ) is more challenging to handle. Authors in [1] consider an AGSDN channel with σ(x) = c 2 0 + c 2 1 x, and show that h (Y ) ≥ h (X) and hence
I (X; Y ) ≥ h (X) − h (Y |X). This implies that instead of maximizing I (X; Y ), one can maximize h (X) − h (Y |X)
instead to obtain a lower bound.
The proof of the relation h (Y ) ≥ h (X) in [1] is nontrivial; we review it here to motivate our own techniques in this paper. To show h (Y ) ≥ h (X) when Y = X + c 1 √ XZ, more advanced ideas are utilized in [1] . The key observation is the following: assume that
Then, for any arbitrary input distribution f X , from the data processing property of the relative entropy, we have
where f Y is the output density for input density f X . Once simplified, this equation leads to h (f Y ) ≥ h (f X ).
The above argument crucially depends on the particular form of the output distribution corresponding to the input exponential distribution. It is a specific argument that works for the specific choice of σ(x) = c 2 0 + c 2 1 x and normal distribution for Z, and cannot be readily extended to other choices of σ(·) and f Z (z). In this paper, we propose two approaches to handle more general settings:
• (Idea 1:) We provide the following novel general lemma that establishes h (Y ) ≥ h (X) for a large class of ASDN channels. Lemma 1. Take an arbitrary channel characterized by
where X and Y are the support of channel input X and channel output Y , respectively. Take an arbitrary input pdf
Assuming that h (X) and h (Y ) exist, we have h (Y ) ≥ h (X) .
As an example, Lemma 1 yields an alternative proof for the result of [1] for an AGSDN channel with σ(
• (Idea 2:) We provide a variation of the type of argument given in (6) by introducing a number of new steps. This would adapt the argument to ASDN channels. In the following sections, we discuss the above two ideas separately. 
C. First Idea for Lower Bound
is Riemann integrable on ( , u).
Then, if X is continuous random variable with pdf f X (x) supported over ( , u),
provided that the integrals defining h (ϕ(X)) and h (Z) converge to a real number or ±∞. The function ϕ(x) is an increasing function of x defined by
where c ∈ ( , u) is arbitrary.
Corollary 1. Let W = ϕ(X). Since ϕ(·) is a one-to-one function (as σ(x) > 0), we obtain
where F is defined in (5) , and W ∼ f W belongs to
Here ϕ(X ) = {ϕ(x) : x ∈ X }. Hence, from Theorem 3 we obtain that
In order to find the maximum of h (W ) over f W ∈ G, we can use known results on maximum entropy probability distributions, e.g., see [15, Chapter 3.1] .
Corollary 2.
Consider an ASDN channel satisfying (8) and (9) . Assume that the the only input constraint is X = ( , u) i.e. < X < u. Then, from Corollary 1, we obtain the lower bound
by taking a uniform distribution for f W (w) over ϕ(X ) if this set is bounded [15, Section 3.1] . Else, if ϕ(X ) has an infinite length, the capacity is infinity by choosing a pdf for W whose differential entropy is infinity. The equivalant pdf f X (x) for X is the pdf of ϕ −1 (W ).
For more insight, we provide the following example. 
Let us restrict to measures that satisfy the power constraint
we can apply Corollary 1. Here W = ϕ(X) = x/σ 0 ; thus, the lower bound is
where it is achieved by Gaussian distribution W ∼ N (0, √ P /σ 0 ) [16, Section 12.1] . It is well-known that the capacity of AWGN channel is
Comparing (12) and (11), we see that the lower bound is very close to the capacity in the high SNR regime.
D. Second Idea for Lower Bound
Now, we are going to provide another lower bound which is more appropriate in the channels for which the additive noise Z is always non-negative or non-positive, and σ(x) is a monotonic function. An example of such channels is the molecular timing channel discussed in the introduction. 
then I (X; Y ) ≥ αh (ψ(X)) − β, provided that α > 0, where the variables α and β, and the function ψ(x) are defined as follows: take some arbitrary δ > 0 and proceed as follows:
• If the function σ(x) is increasing over ( , u) , let
where c ∈ ( , u) is arbitrary, and
• If the function σ(x) is decreasing over ( , u) , let
Corollary 3. Similar to Corollary 1, let V = ψ(X). Since ψ(·) is a one-to-one (strictly increasing) function, we obtain
where F is defined in (5) , and V ∼ f V belongs to
Hence, from Theorem 4 we obtain that
where α and β are constants defined in Theorem 4.
As mentioned earlier, to maximize h (V ) over f V ∈ G, we can use known results on maximum entropy probability distributions, e.g., see [15, Chapter 3.1] .
Corollary 4. Consider an ASDN channel satisfying (13) and (14) . Assume that the the only input constraint is X = ( , u) i.e. < X < u. Then, from Corollary 3, we obtain the lower bound
where α and β are defined in Theorem 4, and
The lower bound is acheived by taking a uniform distribution for f V (w) over ψ(X ) if this set is bounded [15, Section 3.1] . Else, if ψ(X ) has an infinite length, the capacity is infinity by choosing a pdf f V (v)such that h (V ) = +∞.. The equivalant pdf f X (x) for X is the pdf of ψ −1 (V ).
E. An Upper Bound
We begin by reviewing upper bound given in [1] to motivate our own upper bound. The upper bound in [1] works by utilizing Topsoe's inequality [17] to bound mutual information I(X; Y ) from above as follows:
I(X; Y ) ≤ E μ X [D (f (y|x) q(y))]
for any arbitrary pdf q(y) on output Y . The distribution q(y) is chosen carefully to allow for calculation of the above KL divergence. The particular form of σ(x) = √ c 0 + c 1 x makes explicit calculations possible. The second difficulty in calculating the above expression is that we need to take expected value over input measure μ X . However, the capacity achieving input measure is not known. This difficulty is addressed by the technique of "input distributions that escape to infinity", under some assumptions about the peak constraint. In this paper, we give an upper bound based on the the KL symmetrized upper bound of [13] . The idea is that
Our upper bound has the advantage of being applicable to a large class of σ(x). 
