ã .
In order to prove this theorem, we need the two following results :
Proposition 2 (Tchebytcheff exponential inequality for convex sets). Let ν be a probability measure on R d . We denote by L its Log-Laplace. Let n ≥ 1 and
where X 1 , . . . , X n are independent random variables with distribution ν. For any convex subset C of R d , we have
By Markov's inequality, we get
By taking the infimum over λ ∈ R d of the term on the right, we get the inequality of the lemma. Proposition 3. Let ρ be a symmetric probability measure on R which is not the Dirac mass at 0. We define Λ by
Let I denote the function defined by the supremum in the previous proposition and let D I be the subset of R 2 where I is finite. The proof of proposition 3 is given in section 4.a of [3] , except for the points (x, y) of the superior and inferior borders of D I , if they exist. However the inequality I(x, y) ≥ x 2 /(2y) for such points (x, y) can be easily shown since the computation of I(x, y) is then straightforward. See section 4 of [2] for a complete proof of proposition 3.
Let us prove theorem 1. Let X 1 , . . . , X n be real-valued independent random variables with a symmetric distribution ρ. We suppose that ρ = δ 0 , otherwise the inequality of proposition 1 is immediate. Let α > 0 and β > α 2 and let C(α, β) be the compact convex set [α,
. By proposition 2,
where Λ is the function defined in proposition 3. By the famous Minimax theorem (see [4] ) and by proposition 3, Putting together the previous inequalities, we obtain the inequality of theorem 1.
