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Abstract 
 
Models to predict the ground motion for earthquakes that occur in subduction 
zones are of great importance for earthquake risk reduction and mitigation in many 
parts of the world where there is a significant hazard from large earthquakes along 
the subduction interface and from earthquakes within the subducting slab. Most 
existing ground-motion predictive equations for subduction-zone events are 
primarily based on strong-motion recordings from Japan, Cascadia, Mexico, Alaska 
and New Zealand. In contrast, few records from South and Central America have 
been included in global predictive equations to date, although a major proportion of 
the seismicity of these regions is related to subduction-zone processes. The 
development of a strong-motion database from subduction-type events in South and 
Central America is therefore an important and essential step for ground-motion 
prediction in these regions as well as other subduction zones in the world.  
 
In this project two databases of strong-motion records from subduction-zone 
events along the Peruvian-Chilean and the Central American subduction zones have 
been developed. The Central American database compiled during this study consists 
of 554 triaxial ground-motion recordings from both interface and intraslab-type 
events of magnitudes between 5.0≤MW≤7.7. The database compiled for South 
America consists of 98 triaxial ground-motion recordings from 15 subduction-type 
events of magnitudes 6.3≤MW≤8.4, recorded at 55 different sites in Peru and Chile, 
between 1966 and 2007. These datasets have then been used to investigate the extent 
to which global and regional models for subduction regimes could be applied for the 
prediction of ground motions from the subduction events in these regions, following 
a maximum-likelihood approach. Regional differences in the ground-motion 
amplitudes amongst the South and Central America subduction zones are examined 
and preliminary adjustments to existing equations are made in order to resolve the 
differences between observed ground motions and predictions from these equations. 
This has led to suggestions for the prediction of ground motions from subduction-
zone earthquakes in the South and Central American regions. 
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1 Introduction 
 
1.1 BACKGROUND 
Models to predict the ground motion from earthquakes that occur in subduction 
zones are of great importance for earthquake risk reduction and mitigation in many 
parts of the world where there is a significant hazard from large earthquakes along 
the subduction interface and from earthquakes within the subducting slab. 
Ground-motion predictive equations (GMPEs) provide estimates of ground-motion 
parameters, most commonly peak ground acceleration (PGA), peak ground velocity 
(PGV) and response spectral ordinates, as a function of variables characterising the 
seismic source, the medium through which the waves propagate and the local site 
conditions. 
 
The ground-motion models most commonly used in seismic hazard analysis are 
equations derived by regression analysis on recorded strong-motion data. 
Most existing ground-motion predictive equations for subduction-zone events are 
primarily based on strong-motion recordings from Japan, Cascadia, Mexico, Alaska 
and New Zealand. In contrast, few records from South and Central America have 
been included in global predictive equations to date, although a major proportion of 
the seismicity of these regions is related to subduction-zone processes. 
1.2 OBJECTIVES 
The principal objectives of this thesis include the study and characterisation of 
the ground motions from subduction-zone earthquakes in South and Central America 
and the assessment of the applicability of existing equations for the prediction of 
ground motions from other regions to the South and Central American subduction 
zones, in order to derive recommendations for the prediction of ground motions from 
the South and Central American subduction zones in practical applications such as 
seismic hazard analyses. 
 
To address this, a comprehensive dataset of strong-motion records and 
associated information (metadata) on the causative earthquakes, source-to-site travel 
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path and local site conditions at the recording stations is developed. This dataset 
covers two distinct geographic regions: the first subset contains 100 triaxial ground-
motion recordings from 15 subduction-type events with moment magnitudes ranging 
from 6.3 to 8.4, recorded at 55 different sites in Peru and Chile, between 1966 and 
2007. The second subset comprises 554 triaxial ground-motion recordings from both 
interface and intraslab-type events with moment magnitudes ranging from 5.0 to 7.7, 
recorded at 110 different sites in Guatemala, El Salvador, Nicaragua and Costa Rica 
between 1976 and 2006.  
 
These recordings are carefully examined and documented in terms of metadata 
parameters, before being compared to the predictions of existing ground-motion 
predictive equations, using a maximum-likelihood based approach. The set of 
candidate equations considered in this study includes global equations derived from 
recordings from subduction-zone events worldwide as well as regional equations for 
subduction-zone in Japan, New Zealand and Mexico. Additionally, the few existing 
models based on ground motion data recorded in South and Central America are also 
reviewed.  
1.3 OUTLINE OF THESIS 
Following this brief introduction, Chapter 2 reviews a range of different 
parameters used to characterise strong motion. An overview of some of the issues 
associated with strong-motion recording and the processing of accelerograms is 
provided. This is followed by an overview of the strong-motion parameters most 
commonly used in engineering design, including peak ground-motion parameters, 
spectral response parameters, frequency content parameters, energy parameters and 
duration parameters. The physical factors influencing the values of these ground-
motion parameters are also discussed. 
 
Chapter 3 reviews the technical issues associated with the derivation of 
ground-motion prediction equations, including the formulation of the models 
representing the various physical processes involved in the generation and 
propagation of earthquake ground motions, the choice of regression technique to 
adopt, and the treatment of uncertainties. 
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This is followed in Chapter 4 by a brief general introduction to the physics of 
subduction-zone environments. This Chapter also presents a detailed description of 
the characteristics of existing global and regional models for the prediction of ground 
motions from subduction-type events, and a review of existing equations derived 
based on South and Central American data. 
 
Chapter 5 addresses the development of the database of ground-motion 
recordings and associated metadata for the Peru-Chile subduction zone. An overview 
of the strong-motion networks operating in Peru and Chile is provided, followed by a 
description of the steps taken during the compilation of the database, which include 
consistent processing of the strong motion records, evaluation of the source 
parameters of the causative earthquakes, computation of source-to-site distance 
metrics and characterisation of site conditions at recording stations. A description of 
the seismological aspects of selected events recorded along this subduction zone is 
also provided along with an examination of the instrumental recordings of ground 
motion from these events. 
 
Chapter 6 investigates the applicability of existing equations for the prediction 
of ground motions from subduction-zone earthquakes to the Peru-Chile subduction 
zones. This is done by comparing the predictions of a set of candidate equations to 
recorded strong-motion data, first through a qualitative analysis of the normalised 
residuals between the observations and median predictions from the selected 
equations, followed by a more detailed quantitative comparison out using the 
maximum-likelihood-based method of Scherbaum et al. (2004), which allows the 
ranking of a set of predictive equations according to their capability to predict 
recorded data using a number of different goodness-of-fit measures 
 
Chapter 7 addresses the development of the database of ground-motion 
recordings and associated metadata for the earthquakes along the Central American 
subduction zone, focusing on the region from 8 to 14ºN and 83 to 93ºW, including 
Guatemala, El Salvador, Nicaragua and Costa Rica. An overview of the strong-
motion networks operating in this region is provided, followed by a description of 
the steps taken during the compilation of the database, which include the processing 
of the strong motion records, evaluation of the source parameters of the causative 
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earthquakes, the classification of subduction events by type, the computation of 
source-to-site distance metrics and the characterisation of site conditions at recording 
stations using different parameters. 
 
Chapter 8 investigates the applicability of existing equations for the prediction 
of ground motions from subduction-zone earthquakes to the Central American 
region, similar to the analysis undertaken in Chapter 6 for the Peru-Chile region. 
 
This is followed in Chapter 9 by a comparison between the two datasets 
examining the possibility of regional differences. Preliminary adjustments to existing 
equations in order to resolve the differences between observed ground motions and 
predictions from these equations are also explored in this Chapter. 
 
Finally, Chapter 10 summarises the main findings of the work presented in this 
thesis, and provides recommendations regarding future research on the topics 
discussed herein. 
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2 Strong-motion Characterisation for Engineering 
Design 
 
2.1 INTRODUCTION 
This chapter reviews a range of different parameters used to characterise strong 
motion proposed in the technical literature. An overview of some of the issues 
associated with strong-motion recording and processing of accelerograms is 
provided. This is followed by an overview of the strong-motion parameters most 
commonly used in engineering design, including peak ground-motion parameters, 
spectral response parameters, frequency content parameters, energy parameters and 
duration parameters. The physical factors influencing the values of these 
ground-motion parameters are also discussed in the final part of this chapter. 
2.2 RECORDING OF STRONG MOTION AND PROCESSING 
2.2.1 Types of accelerographs 
Accelerographs are instruments that record the acceleration of the ground 
motion as a function of time; the records they produce are called accelerograms. 
Seismographs are used to measure relatively weak ground motion and unlike 
accelerographs, they record the displacement and velocity of the ground motion. 
The first accelerographs were optical-mechanical devices, known as analogue 
instruments, which recorded traces of the ground acceleration either on film or paper; 
the most extensively used analogue instrument was the Kinemetrics SMA-1, and this 
is still the most commonly used accelerograph. These instruments operate on standby 
triggered by a minimum threshold of ground acceleration, usually of the order of 
0.005 to 0.01g in the vertical direction. As a result, they may not record the entire 
ground motion that occurred during the earthquake.  
 
Analogue instruments present some disadvantages: due to the dynamic 
characteristics of the instrument, the natural frequency of transducer is generally 
limited to about 25 Hz, which results in distortions of the ground motion at 
frequencies greater than that of the transducer. In addition, the traces of strong 
ground-motion recovered from analogue instruments need to be digitised, which is 
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time-consuming and also constitutes an important source of noise. This digitisation 
process was initially done manually or by using digitising machines, but more 
recently is conducted using automated processes and scanners (Trifunac et al., 1999). 
 
In the past three decades a second generation of instruments have been 
developed which record digitally onto solid state or magnetic media, eliminating the 
need for an intermediate digitisation step. These instruments, known as digital 
accelerographs, have the advantage of being able to operate continuously, retaining 
the first wave arrivals that are below the trigger level of the analogue instruments. 
Therefore, digital instruments allow the recording of aftershocks and other small 
events. Their frequency range is much wider, the transducers having natural 
frequencies of 50-100 Hz or even higher. Digital accelerographs produce records 
much closer to the actual seismic signal than analogue accelerographs; however, 
processing is still required. Despite the advantages of digital accelerographs and their 
increasing deployment, the number of digital recordings in the global databank of 
strong-motion is still less than those from analogue accelerographs. Analogue 
recordings constitute a wealth of information that must be used, regardless of the 
exhaustive processing required. 
2.2.2 Errors in recorded ground motion 
Accelerograms are the principal source of data from which the characteristics 
of earthquake ground motion are obtained; however they may also contain noise that 
is generally not apparent from inspection of the record and is revealed by integration 
of the acceleration trace.  Accelerograms are processed to eliminate the effects of 
noise and an important effort has been dedicated to this because of the importance of 
accurate information for engineering seismology and earthquake engineering 
applications. However, it is not entirely possible to identify, separate and remove the 
noise in order to recover the pure original seismic signal. In general, the best that can 
be done is to identify and remove the part of the record at frequencies where the 
Fourier amplitude spectrum shows an unacceptably low signal-to-noise ratio, to 
consequently obtain the remaining part of the record that can be used with some 
confidence. 
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2.2.2.1 Errors in analogue accelerograms 
Accelerograms from analogue instruments have a high potential for errors. The 
errors present in digitised accelerograms can be mainly divided into two categories: 
high-frequency errors of significance to the instrument correction procedures and 
long period errors removed by baseline adjustments. These errors mainly arise from 
instrument imperfections, photographic processing and digitisation (Trifunac 
et al., 1973, Trifunac and Todorovska, 2001). The problems of noise in analogue 
recordings are usually not evident from the inspection of the acceleration time-
history, and only manifest themselves when the acceleration trace is integrated to 
obtain the velocity and displacement time-histories. These velocities and 
displacements can appear unphysical due to the unknown boundary conditions, 
which are both assumed to be zero, but because of the signal lost prior to triggering 
this may not be the case. This may result in important errors in the estimation of the 
ground displacement and velocity (Tromans, 2004). 
2.2.2.2 Errors in digital accelerograms 
As discussed previously, digital accelerographs present many advantages with 
respect to analogue instruments. However, most of the long-period noise present in 
analogue data also exists in digital data and may cause significant baseline errors. 
Regardless of the cause of the baseline shifts, the procedure to compensate for their 
effect is basically the same for both analogue and digital recordings. The nature of 
baseline errors in digital recordings can be very different from those encountered in 
digitised analogue recordings. Errors in records from digital instruments arise from 
non-zero background noise, instrument noise (sensitive to temperature fluctuations), 
drift of the baseline due to material fatigue of the sensor and initial value of velocity. 
These errors are associated with long period noise and are accumulated when the 
acceleration trace is integrated to obtain the velocity and displacement time-histories. 
Small shifts in the baseline can also result from tilting and torsion of the instrument 
housing. Local tilts of the ground mainly occur because of permanent ground 
deformation due to faulting, the passage of seismic waves and nonlinear soil 
behaviour such as lateral spreading. 
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2.2.3 Processing techniques 
Extracting relevant information from accelerograms generally requires 
intensive processing of the record. If the parameters that are to be derived from 
accelerograms are affected by noise, then processing procedures need to be applied; 
however, the information that can be extracted from recordings is limited as the 
actual ground motion cannot be recovered over the whole range of frequencies. 
There is no best general procedure for removing noise in strong accelerograms due to 
the various sources of noise and the fact that the procedures applied will depend on 
the type of instrument, the ground motion recorded and the engineering application 
of the processed records. Some well-known processing schemes available are 
described in Trifunac (1971), Trifunac and Lee (1973), Converse et al. (1984), 
Converse and Brady (1992), and Shakal et al. (2004). Boore and Bommer (2005) 
present a comprehensive discussion on strong-motion processing, providing an 
overview of the processing procedures and evaluating these different types of 
processing from the perspective of engineering application. 
 
In general, the processing techniques include: baseline adjustments, instrument 
response corrections, high-cut filtering to remove high-frequency noise and low-cut 
filtering to remove low-frequency noise. A brief description of these techniques is 
provided below: 
2.2.3.1 Baseline adjustments 
Adjusting for baseline shifts involves fitting of linear or low-order polynomials 
to the velocity trace and subtracting the derivative of these fits from the acceleration 
time series (See Figure 2-1). Long-period noise can also be removed by using 
baseline adjustment, but unlike explicitly filtering long-period noise, this means 
effectively applying a low-cut filter of unknown frequency properties. One of the 
possible advantages of baseline fitting is that it is possible to obtain a constant level 
at the end of the displacement trace having the appearance of a residual 
displacement. If the true baseline of the accelerograms can be estimated, then the 
PGV and PGD recovered from the strong-motion record will be more physically 
reasonable than those obtained using correction methods that employ filtering 
(Douglas, 2002). The problem presented by trying to recover the residual 
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displacement through baseline fitting is that the resulting shift can be highly sensitive 
to the choice of the parameters and there are very few cases where displacements 
obtained in this way have been validated by independent observations. One method 
for checking the corrected time-histories, although not always possible, is to compare 
the velocity and displacement curves obtained with measures of the coseismic 
displacements after large earthquakes, which are currently made using Global 
Positioning System (GPS) or interferometric Synthetic Radar (InSAR) 
(Douglas, 2002). 
 
 
Figure 2-1. Sequential baseline adjustments applied to the velocity time-history obtained from 
integration of a digital accelerogram with shifts in the baseline (From Boore and Bommer, 2005) 
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2.2.3.2 Instrument corrections  
As most accelerographs are single-degree-of-freedom (SDOF) systems, the 
relative displacement can be calculated using the following expression: 
 
2( ) 2 ( ) ( )y t y t y t Uβω ω+ + = − &&&& &  Eq. 2-1 
Where: 
y(t) is the relative displacement response as a function of time. 
β is the undamped critical damping ratio, usually about 0.6 secs in most analogue instruments. 
ω is the transducer natural angular frequency 
Ü is the ground acceleration 
 
For frequencies less than about 25Hz, which is the nominal value for the 
natural frequency of analogue instruments, the transducer natural angular frequency 
ω is usually sufficiently high for the relative displacement y(t) to be proportional to 
the ground acceleration, Ü. At higher frequencies, however, an instrument correction 
is required in order to obtain the real ground acceleration. Different methods have 
been proposed for such a correction (Trifunac, 1972; Sunder and Connor, 1982). The 
methods more widely used in current practice perform the correction by using either 
high-order approximations to the derivatives or using frequency domain corrections 
(e.g., Converse and Brady, 1992).  
 
Instrument corrections are intended for time series that were recorded with 
spring-mass, single-degree-of-freedom, optical-mechanical accelerometers (also 
referred to as spring-mass accelerometers) as those typically used in most analogue 
instruments. It is noted, however, that instrument corrections may not be even be 
necessary if the frequencies of interest are well below the natural frequency of the 
transducer. In addition, the application of an instrument correction can increase the 
amplitudes at frequencies close to or higher than that of the transducer. For 
recordings from analogue instruments, it is also important to consider that the 
application of an instrument correction can also amplify high-frequency noise 
introduced during the digitization process. For digital recordings, instrument 
corrections should not be necessary as the frequency range of the transducers is much 
wider (natural frequencies of 50-100 Hz or higher) and many instruments generally 
have a flat response extending to frequencies higher than those of interest. In general, 
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the application of an instrument correction should only be considered for recordings 
from early accelerographs (with natural frequencies of the order of 10 Hz) and for 
recordings on very hard rock sites where high frequencies can be important 
(Boore and Bommer, 2005).  
2.2.3.3 Filtering 
The application of low-cut filters to remove long period noise is the most 
important processing procedure. The choice of the type of filter to be used is 
relatively less important; however the way in which the filter is applied is an 
important matter. Filters can be applied causally or acausally; acausal filtering 
requires adding data points of zero amplitude, known as pads, before the beginning 
of the record and after the end of the record to produce zero phase shifts. The length 
of the pads depends on the filter frequency and the filter order. Causal filtering can 
result in a sensitivity of motions to the filter corner frequency at frequencies much 
higher than the high-pass corner frequency (Boore and Akkar, 2003). 
Indeed, filtering should always be done using acausal filters; however, to preserve 
consistency the entire acceleration time history including pads must be supplied by 
the data provider. The application of causal and acausal filters, even with very 
similar filter parameters, has shown to produce very different results in terms of the 
integrated displacements and the elastic spectral response ordinates. 
 
When applying a low-cut filter, the most important aspect is selecting the 
long-period cut-off, for which a model of the noise is ideally required. However, it 
must be taken into consideration that the selection of the filter frequency defines the 
range of periods over which the data can be used. Bommer et al. (1998) show that 
the choice of cut-off frequencies does not significantly affect spectral ordinates for 
periods within the range of main engineering interest (about 0.1-2 s), therefore 
a correction may not always be necessary in practical applications. For special 
structures with natural periods longer than 2 seconds, such as tall buildings and 
storage tanks, the cut-off frequency used could be important. Since seismic design is 
becoming more interested in long-period ground motion, which is the range more 
affected by noise and hence by the correction technique, the choice of processing 
method is becoming an important issue as it strongly affects the range of periods in 
which the spectral ordinates calculated can be assumed to be correct. 
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Finally, if it is considered that there is significant high-frequency noise in the 
record, this can be removed by the application of a high-cut filter. When applying a 
high-frequency cut-off, one should take into account the Nyquist frequency, which is 
the highest frequency at which characteristics of the motion can be correctly 
determined and is expressed as (2∆t)-1, where ∆t is the sampling interval. A high-cut 
filter applied at frequencies greater than the Nyquist frequency will not have effect 
on the record.  
2.3 STRONG MOTION PARAMETERS 
Strong-motion parameters represent a specific characteristic of the strong 
ground-motion, which can be related to its amplitude, frequency content or duration. 
A number of different parameters have been used in the literature, to describe the 
strong ground-motion; peak time-domain parameters include the peak ground 
acceleration (PGA), which is the simplest and easiest obtained from accelerograms, 
and also peak ground velocity (PGV) and peak ground displacement (PGD), 
although it is important to note that PGV and PGD values from records are highly 
affected by the strong-motion record processing technique used. In the frequency 
domain, both elastic and inelastic response spectra are generally determined. 
Predictive equations commonly include relations for response spectral accelerations 
as well as peak acceleration; however, there are very few predictive equations for 
inelastic ordinates. Another widely used ground-motion parameter is the duration of 
shaking; however few equations predicting duration have been developed to date. 
Similarly, few predictive equations have been developed for energy parameters, such 
as Arias Intensity (AI) and RMS acceleration (arms). A brief description of these 
strong-motion parameters is provided in the following Sections. 
2.3.1 Peak ground-motion parameters 
2.3.1.1 Peak ground acceleration  
Peak ground acceleration (PGA), and to a lesser extent peak ground velocity 
(PGV) and peak ground displacement (PGD), have been the most common peak 
time-domain parameters used to describe the ground motion in engineering practice. 
Peak ground acceleration is the simplest and most commonly used parameter for 
characterising strong ground-motion because of its natural relationship to inertial 
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forces. It has become clear, however, that the peak ground acceleration alone is not 
adequate to characterise the seismic response of structures and its use has many 
limitations as PGA relates to only a single peak within a record. 
2.3.1.2 Peak-ground velocity 
The peak ground velocity (PGV) is the maximum absolute amplitude value in 
the velocity time-history obtained by integration of properly processed 
accelerograms. PGV is regarded as a useful parameter for estimating macroseismic 
intensity and structural damage. PGV is used as an indicator of damage potential 
through empirical correlations with intensity (e.g., Trifunac and Brady, 1975a; 
Wu et al., 2003). Similarly, relationships between intensity and both PGV and PGA 
have been developed and used for the estimation of shake maps (Wald et al., 1999a, 
1999b). Akkar and Özen (2005) find that the PGV-based intensity correlates well 
with the earthquake magnitude, effective ground-motion duration and frequency 
content of ground motions. PGV is also used in some methods for determining 
liquefaction potential and seismic assessment of buried pipelines. Trifunac (1995) 
uses PGV as well as the duration of the ground motion to develop empirical 
correlations for the assessment of liquefaction potential.  
 
However, the most important use of the PGV is in the construction of elastic 
response spectra in seismic design (Newmark and Hall, 1969, 1982), for which the 
spectral ordinates are inferred from the values of PGV. This is based on the 
assumption that the amplitude of the response spectrum at intermediate periods can 
be related to PGV. Bommer and Alárcon (2006) study the issue of scaling PGV 
values from response spectral accelerations at 1.0 second response period and find 
that the relationship between PGV and spectral acceleration is highly variable and a 
more stable relationship exists at 0.5 seconds, implying the current practice of 
inferring PGV values from response spectral acceleration at 1.0 second should be 
discontinued.  
 
At present, few predictive equations for peak ground velocity have been 
developed compared to those available for peak ground acceleration and response 
spectral ordinates. Some of these equations have been developed for western North 
America (e.g., Trifunac and Brady, 1976; McGuire, 1978; Joyner and Boore, 1981; 
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Campbell, 1997; Sadigh et al., 1997; Sadigh and Egan, 1998; Gregor et al., 2002). 
Equations for PGV for Europe and the Middle East have been developed by Tromans 
and Bommer (2002), Frisenda et al. (2005) and Akkar and Bommer (2007b). 
Similarly, Molas and Yamazaki (1995) and Midorikawa and Ohtake (2004) have 
developed equations for PGV using data from Japan.  
2.3.1.3 Peak-ground displacement 
Peak ground displacement (PGD) is the maximum value taken from the ground 
displacement time-histories obtained by double integration of the accelerogram. 
PGD is difficult to determine reliably from an accelerogram because of the influence 
of the unknown baseline on the records and the double-integration of the long-period 
noise in the record. The general consensus is that structural displacements are a more 
accurate measure of damage than acceleration or velocities (Priestley and 
Kowalsky, 2000). Accurate determination of peak displacements, particularly in the 
near field, is important for very long period structures as they control structural 
displacements at long periods and for the design of structures with displacement 
constraints (Iwan, 1995). This has led to the development of predictive equations for 
PGD using carefully processed accelerograms (Bommer et al., 2000; Tromans and 
Bommer, 2002). 
2.3.2 Spectral response parameters 
2.3.2.1 Elastic-response spectra  
The elastic response spectrum is one of the most comprehensive descriptions of 
ground motion for engineering design. The response spectra provide a convenient 
means of summarising the peak response of all possible linear single-degree-of-
freedom (SDOF) systems to a particular component of ground motion (See Figure 
2-2). According to how the response of each SDOF is measured, five types of 
response spectra can be defined: relative displacement (SD), relative velocity (SV), 
absolute acceleration (SA), maximum relative pseudo-velocity (PSV), and maximum 
absolute pseudo-acceleration (PSA). 
 
Considering a single-degree-of-freedom system with mass m and stiffness k, 
the natural period of vibration of such an SDOF system, T, is defined as: 
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mT pi2=
 
Eq. 2-2 
 
Because of the dissipation of energy due to damping, real systems do not 
vibrate indefinitely. The damping is expressed as a fraction of the critical damping, 
which is the level of damping that restores the system to its rest position. When the 
base of this system is subjected to an accelerogram, there is relative motion between 
the seismic mass and the base. The maximum absolute value of the relative 
displacement is the value of the relative displacement spectrum SD at the period and 
damping of the oscillator. The relative velocity response SV has the value of the peak 
relative velocity between the seismic mass and the base. The absolute acceleration 
response SA is the maximum absolute acceleration of the seismic mass in an inertial 
reference frame. Response spectra of spectral acceleration, spectral velocity and 
spectral displacement are constructed by plotting the maximum response quantity 
required for many SDOF systems covering a range of spectral periods or frequencies; 
this is sometimes presented on triple log axes known as a tripartite plot.  
 
Approximate relationships exist between spectral acceleration, velocity and 
displacement. Thus, the maximum relative pseudo-velocity PSV and the maximum 
absolute pseudo-spectral acceleration response PSA can be calculated from the 
maximum relative response displacement: 
 
( )22 /PSA T SDpi=  Eq. 2-3 
( )2 /PSV T SDpi=  Eq. 2-4 
Where: 
PSA is the maximum absolute pseudo- spectral acceleration. 
PSV is the maximum relative pseudo- spectral velocity. 
T is the natural period of the system. 
SD is the maximum relative response displacement. 
 
In general, it can be assumed that PSA≈SA and PSV≈SV, only if damping is 
less than 20%. It is noted that PSA and SA
 
are equal when damping is zero. The 
spectra are usually computed for a range of damping, from ξ = 0% (undamped) to ξ = 
20% of critical, ξ = 5 % being the value of damping most commonly used and typical 
for reinforced concrete. 
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Figure 2-2. Construction of response spectrum. The absolute maximum response of each SDOF 
system is plotted against the period of the system (From Hancock, 2006) 
2.3.2.2 Inelastic response spectra  
An inelastic response spectrum provides the maximum response of an inelastic 
single-degree-of-freedom (SDOF) system to some input motion. The inelastic 
response spectrum is calculated in a similar way to the elastic response spectrum, 
with the difference that responses of inelastic SDOF systems are used and hence 
some form of material model is required. For elastic SDOF systems, the stiffness and 
damping level are the only parameters required to define the material model, whilst 
in inelastic systems, the definition of a point at which yield occurs and some form of 
post-yield stress-strain (force-deformation) relationship are required. Several models 
can be used to represent the non-linear hysteretic behaviour of the material, however, 
the most basic and widely used, is the elastic perfectly-plastic model. This hysteretic 
model considers an initial stiffness K0, a yield force Fy and the corresponding yield 
displacement uy. The maximum displacement of a yielding system umax is usually 
expressed in terms of the displacement ductility µ, which is the ratio between the 
maximum displacement and the yield displacement. The displacement ductility can 
be used to plot constant displacement ductility spectra (Figure 2-3), which are 
constructed by iteratively adjusting the yield strength of each SDOF system until it 
reaches the target displacement ductility. A spectrum derived in this way provides 
information regarding the amount of damage caused by the ground motion.  
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Figure 2-3. Constant displacement ductility spectra, 5% viscous damping, elastic-perfectly plastic 
hysteretic system, for the 1989 Mw 6.93 Loma Prieta Earthquake recorded at Diamond heights 
(From Hancock, 2006). 
2.3.2.3 Smoothed spectral shapes 
For design purposes, it would be impractical to use a specific real response 
spectrum. Instead, smoothed curves are used which allow the representation of the 
spectra in a general manner. Smoothed spectral shapes can be obtained by collecting 
several records from similar sites and from earthquakes of similar size, then 
normalising them by scaling so as to ensure the same value of PGA. By computing 
response spectra for a suit of ground motions and then averaging them, a smooth 
spectral shape that is representative of the site conditions corresponding to the 
accelerograms can be obtained. The design spectrum for a particular design condition 
can then be obtained by defining the design value of PGA and then anchoring the 
smoothed spectral shape to this value, being this the method used in most design 
codes.  
2.3.3 Frequency content parameters 
The frequency content of ground motion can be studied by transforming the 
motion from the time domain to the frequency domain, using the Fourier transform. 
A Fourier transform allows the decomposition of any periodic function into a series 
of simple harmonic terms of different frequency, amplitude and phase whose sum 
represents the original function. The Fourier amplitude spectrum, which provides 
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information on the amplitude of the signal, is extensively used in Earthquake 
Engineering and Engineering Seismology to characterise the strong ground-motion in 
terms of the distribution of its amplitude at different frequencies or periods. Thus, a 
narrow Fourier amplitude spectrum implies that the ground motion has a dominant 
frequency whilst a broad spectrum implies that the motion contains a variety of 
frequencies that produce a more irregular time-history. Ordinates of the Fourier 
amplitude spectrum can be estimated either empirically by regression on the Fourier 
spectral ordinates of actual strong-motion data (e.g., Trifunac, 1976; Trifunac and 
Lee, 1978; Stafford et al., 2006) or theoretically by using a physically-based model 
of the source, travel path, and site conditions (e.g., Boore 1983, 2003). 
2.3.4 Energy parameters 
Several energy parameters have been proposed in the literature, amongst which 
the Arias intensity AI (Arias, 1970) is the most widely used. AI is proportional to the 
integral over the time of the square of the acceleration. Arias intensity is related to 
the total energy in the accelerogram and is therefore regarded as a suitable parameter 
to define the significant duration of strong-motion (Bolt, 1973; Trifunac and 
Brady, 1975b). The Arias intensity is be expressed as: 
 
2
0
( )
2
tD
gAI a t dtg
pi
= ∫   
Where: 
AI is the Arias intensity. 
ag is the ground acceleration.  
Dt is the total duration of the record.   
 
A plot of the build-up of AI with time is referred to as a Husid plot 
(Husid, 1969) and shows both the total energy and the rate at which this energy is 
transmitted to structures. The level of damage generated by a ground motion will 
depend on both the total amount of energy and the rate at which this energy is 
transmitted. Arias intensity (AI) is also the basis for some definitions of the duration 
of ground motion, such as significant duration, that considers the interval over which 
some proportion of the integral is accumulated. Figure 2-4 shows and example of the 
Husid plot and the estimation of significant duration as the interval between the 5% 
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and the 95% of the total AI. 
 
 
Figure 2-4. Husid plot normalised to the total AI and estimation of the significant duration as the 
interval between the 5 and 95% of the AI. 
 
Sarma (1971) shows that energy density E at the recording station can be 
calculated as: 
2
0
1 ( )
4
tD
E S x t dtρ= ∫ &   
Where: 
S is the wave propagation velocity in the medium carrying the wave. 
ρ is the mass density of the medium 
( )x t&  is the particle velocity.  
Dt is the total duration of the ground motion.  
2.3.5 Duration parameters 
The duration of ground motion is indicator of the energy imparted on a 
particular structure and is also an important parameter for soil response analysis, 
since it gives an indication of the number of cycles that will be applied to the soil, 
which is a critical parameter for estimating the build-up of pore pressure and the 
potential for liquefaction. The duration is also used in the generation of site-specific 
artificial accelerograms (Trifunac and Novakova, 1995). There is no unique 
definition of strong-motion duration and a large number of definitions have been 
proposed. A comprehensive review of these definitions is given by Bommer and 
Martínez-Pereira (1999). Duration definitions can be divided into four main 
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categories: bracketed duration, uniform duration, significant duration and structural 
duration. The first two categories use a threshold of acceleration to define the 
duration of the ground motion. The third category, however, uses the concept of 
energy accumulated in the accelerogram to determine the duration of the strong 
motion. The energy is determined by calculating the integral of the square of either 
the ground motion acceleration or velocity. Thus, if the integral of the ground 
velocity is used, then the duration is related to the energy density (Sarma, 1971), 
whilst if the integral of the ground motion acceleration is used, the duration 
definition is related to the Arias Intensity (Arias, 1970). The fourth category, 
structural duration, is the application of the bracketed, uniform or significant duration 
to the response time-history of a particular structure under seismic action. 
2.4 FACTORS AFFECTING THE GROUND MOTION  
2.4.1 Earthquake source parameters 
Earthquake source parameters describe characteristics of an earthquake source, 
such as its size, mechanism or style-of-faulting, stress drop, rupture propagation and 
radiation pattern. A description of these factors is provided in the following 
sub-sections. 
2.4.1.1 Earthquake magnitude  
Of great importance for the prediction of ground motions is a measure to 
characterise the size of the earthquake. Magnitude is the parameter most commonly 
used, however the size of an earthquake can also be expressed as a seismic moment 
or a measure of energy. Richter (1935) established the concept of magnitude, 
defining a local magnitude scale based on instrumentally recorded amplitudes in 
Southern California. Several limitations are associated with this scale, namely the 
limited applicability to short distances and the fact that it can only be calculated 
using recordings from a Wood-Anderson instrument. After the introduction of the 
local magnitude scale, a variety of magnitude scales have been developed. Some of 
the more common magnitude scales used include moment magnitude (MW), surface-
wave magnitude (MS), local magnitude (ML), Lg-wave magnitude (mLg) and JMA 
magnitude (MJ). Each magnitude scale is calculated using a particular seismic phase 
of specified period and recorded on a seismometer with an individual frequency 
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response (Lay and Wallace, 1995). As a result, the magnitude estimates given by 
different scales will diverge even for the same earthquake. For local magnitudes, 
even the use of the same magnitude scale can lead to different regional estimates of 
magnitude due to the method in which magnitude is locally defined and calculated. 
All magnitude scales, except for the moment magnitude scale, can be expressed as 
(Lay and Wallace, 1995): 
 
rshypo CChRfTAM +++= ),()/log(
 
Eq. 2-5 
Where: 
A is the ground displacement recorded of the seismic phase on which the amplitude scale is based. 
T is the period of the signal.  
(R,hhypo) is a correction for the distance from the earthquake source to the instrument R and the focal 
depth hhypo. 
Cs is a correction for the location of the instrument. 
Cr is a correction for the source region.  
 
The moment magnitude MW is regarded as the most appropriate magnitude 
scale for describing the size of the earthquake by virtue of its relation to the seismic 
moment M0, which is a direct measure of the energy radiated by an earthquake 
(Kanamori, 1978; Hanks and Kanamori, 1979). The seismic moment M0 is the 
magnitude of the internal stresses necessary to counteract the strain produced by the 
internal non-linear earthquake generating process (e.g., Aki and Richards, 1980). 
The magnitude of these internal stresses, interpreted as a force couple, controls the 
amplitudes of the radiated seismic waves. The seismic moment can be defined as: 
 
σµµ ∆== /20 Sf EDAM
 
Eq. 2-6 
Where: 
µ   is the shear modulus of the crust. 
Af  is the rupture area of the fault. 
D  is the average slip over the rupture area. 
ES  is the radiated seismic energy, and 
∆σ is the static stress drop averaged over the rupture area 
 
The definition based on Af D  allows M0 to be derived from geological 
deformations measured in the field and the definition based on M0=ES/∆σ allows M0 
to be derived from seismological data.  The moment magnitude MW, is related to the 
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seismic moment through the expression: 
 
0
2 log 10.73
3W
M M= −
 
Eq. 2-7 
 
A problem common to the ML, MS and mb magnitude scales is the fact that they 
saturate beyond a certain level, hence there is no increase in magnitude with 
increasing earthquake size. For ML and mb the maximum that can be measured is 
approximately 7 (Hanks and Kanamori, 1979) whilst the maximum MS that can be 
measured is about 8.3. 
 
This saturation occurs because the amplitude and frequency content of seismic 
waves are a function of the volume of rock associated with the source, amongst many 
other factors, and the energy density generated per unit volume is approximately 
constant regardless of the earthquake size. Therefore the amplitude of seismic waves 
increases log-linearly with magnitude until the source dimensions are equivalent to 
the wave length at which the magnitude is measured, after which the relationship of 
amplitude to magnitude is no longer log-linear. Consequently, the measured ground 
motion is more sensitive to earthquake size for small events than it is for large 
events. The only magnitude scale that does not saturate is the moment magnitude 
MW, which is proportional to the logarithm of the seismic moment. 
2.4.1.2 Stress drop 
Stress drop is the amount of stress that is released at the rupture during an 
earthquake. Since direct measurements of changes in stress during an earthquake are 
virtually impossible, this parameter is inferred by using models and indirect 
measurements, neither of which are direct measurements of the actual stress drop on 
the rupture surface Consequently many definitions for stress drop have been 
proposed in the technical literature and this lack of consensus limits its utility. 
There are two types of stress drop: static and dynamic. Dynamic stress drop is the 
difference between the applied tectonic stress and the frictional strength of the fault. 
Static stress drop is the difference between the tectonic stress on the fault before and 
after the earthquake. Static stress drop can be calculated from the maximum fault slip 
Dmax through the expression ∆σ =CDmaxµ/W. Where C is a constant that depends on 
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the rupture surface geometry and takes a value around unity and W is the fault 
dimension. Brune (1970) proposes a model to estimate the static stress drop. In 
Brune’s model the radiated far field spectrum of shear waves can be interpreted using 
a simple point-source model in terms of seismic moment M0 and stress drop ∆σ, 
therefore introducing a way to determine stress drop from seismic signals. Based on 
this model, many studies have inferred the stress drop from corner frequencies and 
source durations. 
 
Stress drop has also been used to model high-frequency ground motion, 
constituting an important parameter in the development of theoretical ground-motion 
equations, although static source characteristics are unreliable predictors of 
high-frequency ground motions (Atkinson and Beresnev, 1997). Presently there is no 
empirical predictive equation that explicitly includes stress drop as an explanatory 
variable; however, theoretical calculations of the ground-motion attenuation using 
stochastic methods (Boore and Atkinson, 1987; Toro et al., 1997) implicitly include 
stress drop as one of the parameters due to its relationship to the corner frequency of 
the earthquake source spectrum (Brune 1970, 1971). 
2.4.1.3 Style-of-faulting 
The style-of-faulting is a characteristic of the behaviour of a particular fault. 
For a specific zone, the style-of-faulting can be determined from its tectonic setting 
and crustal stresses, surface ruptures, solutions of both the fault plane and centroid 
moment tensor and also from well-constrained aftershock locations. Some studies 
use records from aftershocks with no published fault mechanism and assume that 
aftershocks have the same mechanisms as the mainshock; however, this practice can 
increase the uncertainty in the calculation of style-of-faulting coefficients in 
predictive equations (Bommer et al., 2003). Other techniques such as remote sensing 
and landscape interpretation have also been used for identifying fault mechanisms 
(Jackson, 2001).  Several schemes have been defined to classify the style-of-faulting; 
most of these schemes use the rake, the angle between the direction of slip on the 
rupture surface and the strike of the fault, and the dip of the fault plane to arrange 
fault mechanisms into different categories: normal (dip-slip with the hanging wall 
moving down), strike-slip (horizontal slip), reverse (dip-slip with the hanging wall 
moving up), thrust (reverse faulting with lower dip angles) and oblique. The latter 
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can also separated between normal-oblique and reverse-oblique. A current theme of 
debate is the influence of the style-of-faulting of the causative earthquake on the 
amplitude of the ground-motions near to the fault, particularly for shallow crustal 
regimes. Campbell (1981) was first to support this hypothesis and several subsequent 
studies find similar results (Campbell 1983; Ambraseys and Simpson, 1996). 
The general consensus is that reverse-faulting earthquakes generate higher ground 
motions than those from strike-slip and normal earthquakes but, in fact, the character 
of these differences between ground-motions are not known in detail because of the 
absence of agreement on the criteria used to classify the style-of-faulting into 
different categories. Bommer et al. (2003) review the different published schemes for 
classifying earthquakes by fault mechanism and estimate adjustments to account for 
style-of-faulting similar to those used in mechanism-dependent predictive equations. 
The scheme allows style-of-faulting adjustments to be made for those equations that 
do not include coefficients for rupture mechanism. 
2.4.1.4 Hanging-wall and foot-wall effects 
For dipping faults, the ground motion on hanging-wall and footwall sides of 
the fault differ. This effect, referred to as hanging-wall effect, is primarily due to the 
fact that hanging-wall sites are closer to a larger area of the source than footwall sites 
and hence sites on the hanging-wall side will receive more energy and will record 
higher ground motions than sites at the same rupture distance located on the footwall 
(See Figure 2-5). Experimental and numerical models of dipping faults (Brune, 1996; 
Shi et al., 1998; Oglesby et al., 1998, 2000) have also supported this observation. 
Oglesby et al. (1998, 2000) attribute the differences between the hanging-wall and 
footwall ground-motions for a dipping fault to the difference of volume and mass 
between the footwall and the hanging wall in the vicinity of the free surface. Brune 
(1996) and Shi et al. (1998) attributed this effect predominantly to waves trapped in 
the hanging wall. Abrahamson and Somerville (1996) and Oglesby et al. (2000) 
found that the differences between hanging-wall and footwall motions decrease 
rapidly with the distance from the fault. Abrahamson and Somerville (1996) found 
that during the 1994 Northridge earthquake (MW 6.7), hanging-wall sites at rupture 
distances of 10–20 km experienced ground motions about 50% larger than the 
average ground motion for a station at a similar distance but not on the hanging-wall.  
 
CHAPTER 2                                                                                                                                                             25 
 
 
 
Figure 2-5. Definition of hanging wall and footwall (From Abrahamson and Somerville, 1996) 
2.4.2 Wave propagation parameters 
The complexities introduced into the ground motions due to effects of wave 
propagation can be divided into two main parts: propagation of seismic waves 
through a flat layered medium, referred to as attenuation, and the effect of basins and 
other topographic irregularities. The reduction of the amplitude of the ground-motion 
with distance, or attenuation, is in general a function of three factors. The first factor 
is geometrical spreading, which describes the decrease in energy density that occurs 
as a result of the expansion of the wavefront; the second is the effect of anelastic 
attenuation, which occurs by reducing the elastic energy through material damping. 
The third factor, wave scattering, occurs through the reflection, refraction and 
conversion of elastic energy by irregularities in the medium and describes the 
redistribution of elastic energy into directions away from the recording site. These 
effects can be incorporated if the properties of the crust between the source and site 
are known in detail. The propagation path between the earthquake source and the 
station is usually modelled as a horizontally layered medium.  
2.4.2.1 Geometrical spreading  
The decrease in amplitude from the earthquake source due to the spreading of 
energy over a greater volume of material is referred to as geometrical spreading. 
Seismic waves travel at different velocities through the crust and have different rates 
of decay of amplitude with the distance. When energy is released from the source, 
body waves (P and S waves) propagate away from the source and, if the rupture is 
represented as a point source, the shape of the wavefronts will be spherical (spherical 
spreading) and the amplitude will decrease at a rate proportional to r-1. Conversely, 
the geometrical attenuation of surface waves (e.g., Lg waves) causes their amplitudes 
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to decrease at a rate proportional to r-1/2. The latter should therefore attenuate more 
slowly and dominate body waves at distances larger than tens of kilometres. 
2.4.2.2 Scattering and anelastic attenuation 
Seismic waves attenuate with distance at a rate faster than that predicted by the 
geometrical spreading of the wave front. This additional attenuation may be caused 
by either anelastic attenuation of the medium through which the waves travel or 
scattering. In the former case, part of the elastic energy of travelling waves is 
converted into heat, which is accompanied by a decrease of the amplitude of the 
waves. The anelastic attenuation rate is characterised by the inverse of the quality 
factor Q(f), with high attenuation rates corresponding to low quality factors. In 
regions of low quality factor, Q(f), anelastic attenuation can be as important as 
geometrical attenuation. Scattering occurs when seismic waves are reflected off 
heterogeneities in the crust. Although this latter mechanism is not associated with 
real energy loss, it represents a redistribution of energy by deflecting some of the 
energy from the direct waves and distributing it into seismic coda. 
2.4.2.3 Rupture propagation and radiation pattern 
The radiation pattern is the spatial asymmetry of the ground motion caused by 
the faulting process and is closely related to the focal mechanism of the earthquake. 
The radiation pattern can be modified by source directivity, which is an increase or 
decrease in the ground motion amplitude caused by the propagation of the rupture 
along the fault (see Figure 2-6). Ground-motion amplitudes in the forward direction 
of the propagation direction will be increased while those in the backward direction 
will be decreased due to source directivity. These effects are typically long period in 
nature and are best observed in the velocity- or displacement- time histories recorded 
on the fault-normal component of the motion. The directivity effect can be 
interpreted in a similar manner to the Doppler effect whereby a change in amplitude 
and duration is caused by the superposition of wave fronts as their source moves with 
the direction of rupture. The location of the recording station has an important effect 
on the motion recorded and hence, the extent to which the directivity effect occurs 
depends on the position of the station with respect to the fault and also on the ratio of 
rupture velocity to shear-wave velocity. 
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Forward rupture directivity effects occur when two conditions are met: the 
rupture front propagates toward the site, and the direction of slip on the fault is 
aligned with the site, although not all near-fault locations experience forward rupture 
directivity effects during a particular event. Forward-directivity conditions can be 
present for both strike-slip and dip-slip events. In strike-slip events, the rupture 
propagates horizontally along strike either unilaterally and the fault slip direction is 
oriented horizontally in the direction along the strike of the fault. In dip-slip events, 
the alignment of both the rupture direction and the slip direction updip on the fault 
plane produces rupture directivity effects at sites located around the exposed surface 
of the fault or around its updip projection if it does not break the surface. Backward 
directivity effects, on the other hand, occur when the rupture propagates away from 
the site and give rise to the opposite effect: long duration motions having low 
amplitudes at long periods (see Figure 2-6).  
 
 
Figure 2-6. Near-fault velocity time-histories from the accelerograms of the 28 June 2002 the Landers 
earthquake in California, showing the effect of rupture directivity on the recorded ground motion 
(Somerville et al., 1997) 
 
Somerville et al. (1997) and Abrahamson (2000) developed general empirical 
models to account for these effects in the empirical estimation of the ground motion. 
More recent models have been proposed by Rowshandel (2006) and Spudich and 
Chiou (2008). Alternatively, empirical relationships for the estimation of PGV and 
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period of the velocity pulse, considering forward-directivity effects, have been 
derived by Bray and Rodriguez-Marek (2004).  
2.4.3 Local site effects  
Local site effects can be summarised into the following categories: 
modification of seismic waves by variations in the properties of the materials near 
the surface, modification by both surface and buried topography, and by the effect of 
the water table and soil-structure interaction. Site conditions have an impact on the 
amplification of ground motions, in addition to the dominant period band in the 
response spectra, because earthquake motions at the bedrock can be drastically 
modified in frequency and amplitude during the propagation of seismic waves 
through the different soil layers. Earthquake events such as the 1967 Caracas, 
1985 Mexico City, 1989 Loma Prieta, 1994 Northridge, 1995 Kobe and 
1999 Chi-Chi earthquake have resulted in considerable damage associated with 
amplification effects due to local site conditions (e.g., Seed et al., 1972; Seed 
et al., 1987; Chang et al., 1996; Tsai and Huang 2000). The near-surface materials 
can influence the transmission of seismic waves through different mechanisms 
including resonance, impedance contrast, near-site scattering, anelastic attenuation 
and non-linear soil behaviour, pore water pressure. The seismic response 
characteristics of a site will also vary as a function of the geologic topography 
underlying the site and surface topography. In the former case, a major factor 
contributing to the ground-motion amplification is the generation of surface waves 
within basins, also referred to as ‘basin effects’, which result from the conversion of 
shear waves to surface waves at the edge of basins. These waves are reflected within 
the basin, which results in an increase in the duration of strong shaking. 
Free-field motions can also be amplified by surface topography compared to ground 
motions on ground level. Topographic irregularities scatter seismic waves and 
produce different patterns of amplification and deamplification, with motions at the 
crest of ridges generally being amplified. 
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3 Ground-Motion Predictive Equations 
 
3.1 INTRODUCTION 
Ground-motion predictive equations (GMPEs) are a fundamental tool of 
Engineering Seismology as they provide values of expected ground-motion 
parameters due to possible future earthquakes to both seismic hazard assessment and 
engineering design. Many equations have been developed using different databases, 
explanatory variables, functional forms and regression techniques during the last 
decades. Comprehensive reviews of such equations have been undertaken by 
Campbell (1985, 2003), Joyner and Boore (1988) and Douglas (2003a, 2004, 2006). 
This chapter reviews the technical issues associated with the derivation of ground-
motion prediction equations, including the formulation of the models representing 
the various physical processes involved in the generation and propagation of 
earthquake ground motions, the choice of regression technique to adopt, and the 
treatment of uncertainties. 
 
Since the tectonic environment has an important impact on the amplitude and 
the rate of attenuation of the strong ground-motion, predictive equations are 
developed for two main categories of tectonic regime: shallow-crustal and 
subduction-zone earthquakes. The former can be further divided into compressional 
and extensional stress regime. Subduction zone earthquakes can be further divided 
into intraslab earthquakes within a subducting plate and earthquakes on the interface 
between the subducting and overriding plates. This study is focused on subduction 
environments; however the current review is mainly based on GMPE for shallow 
crustal environments which are in greater number. A more detailed review of the 
characteristics of existing ground-motion predictive models for subduction 
environments is presented in Chapter 4. 
3.2 EXPLANATORY VARIABLES 
The basic predictor variables included in ground-motion predictive equations 
are the earthquake magnitude, a source-to-site distance measure, site classification 
and occasionally other explanatory variables to account for style-of-faulting and 
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hanging-wall and footwall effects are included in predictive models for shallow-
crustal regimes. A brief review of the explanatory variables used to characterise the 
source, path and site conditions is provided in the following sections. 
3.2.1 Characterisation of source 
In early ground-motion predictive equations, earthquake magnitude was used 
as the sole parameter to characterise the seismic source. More recent predictive 
equations have included the style-of-faulting as additional explanatory variable 
characterising the source mechanism and also parameters to account for 
hanging-wall and footwall effects have been included. Some of the more common 
magnitude scales used in prediction equations are: moment magnitude, MW, surface 
wave magnitude, MS, body-wave magnitude, local magnitude, ML, and JMA 
magnitude, MJ.  Lg-wave magnitude, mLg and mb are almost never used in predictive 
equations. Amongst the available magnitude scales, moment magnitude, MW, is 
regarded as the most appropriate due to its direct relation to the seismic moment of 
the earthquake. Style-of-faulting is usually incorporated by using one of these 
categories defined as normal, strike-slip, reverse, thrust (reverse faulting with low 
dip angle) and oblique. The values of rake corresponding to each of the previously 
mentioned mechanisms differ from equation to equation. Also predictive equations 
can differ in the number of the style-of-faulting categories considered, ranging from 
a simple distinction between reverse and strike-slip events to the inclusion of 
additional categories such as oblique and thrust faults. However, to date, there is no 
well-accepted definition for each of these styles of faulting (Bommer et al., 2003). 
 
There are relatively few equations that include style-of-faulting coefficients to 
explicitly account for the influence of the rupture mechanism; however it is 
increasingly becoming standard procedure. Amongst the predictive equations 
published over the last 35 years listed by Douglas (2003a, 2004, 2006), only 15 
include a style-of-faulting coefficient. Some recent ground-motion predictive 
equations that have included a term to represent the style-of-faulting are Bommer 
et al. (2003), Campbell and Bozorgnia (2003), Ambraseys et al. (2005), Akkar and 
Bommer (2007a, 2007b) and all equations of the Next Generation Attenuation of 
Ground Motion (NGA) Project (e.g., Boore and Atkinson, 2008; Campbell and 
Bozorgnia, 2008; Abrahamson and Silva, 2008; Chiou and Youngs, 2008). 
CHAPTER 3                                                                                                                                                            31 
 
 
For estimating both the hanging-wall and footwall effects in ground-motion 
predictive equations, the hanging-wall location is commonly defined by the 
parameter HW, where HW=1 if the site is located over the hanging wall of a dip-slip 
fault and 0 otherwise. Abrahamson and Silva (1997), Somerville and Abrahamson 
(1995), Somerville and Abrahamson (2000) and Campbell and Bozorgnia (2003) as 
well as the recently developed NGA project equations of Campbell and Bozorgnia 
(2006, 2008) and Boore and Atkinson (2006, 2008) include a term that accounts for 
the geometrical effects of the hanging-wall effects. According to these authors, the 
term is needed only for equations that use Rrup and Rseis as distance measures. Using 
the distance to the surface projection of the rupture plane (i.e., Joyner-Boore 
distance, Rjb) explicitly accounts for the difference in the ground motion on the 
hanging wall and the footwall. Campbell and Bozorgnia (2006, 2008) attempt to 
include different source parameters such as rake angle and rupture dip, explicitly into 
predictive equations rather than as indicator variables, but do not find a clear 
improvement based on the trends observed in the analysis of residuals. 
3.2.2 Characterisation of path 
The source-to-site distance definition to be used in ground-motion prediction 
studies should meaningfully represent the nature of the seismic source. For small or 
moderate magnitude events, modelling the source as a point (i.e., using hypocentral 
distances), is a valid approximation when the dimensions of the rupture are small 
compared to the source-to-site distance; however, this is not the case for large 
magnitude events. For large subduction events, whose rupture extend along hundreds 
of kilometres, source dimensions and source-to-site distances are comparable and 
therefore accurate determination of the fault dimensions is a key issue. 
In ground-motion predictive equations, different source-to-site distance measures are 
used to characterise the wave propagation parameters. These measures include 
point-source distance measures, such as the epicentral repi and hypocentral distance 
rhyp, and finite-source distances. The closest horizontal distance to the vertical 
projection of the rupture, referred to as the Joyner-Boore distance rjb; the closest 
distance to the rupture surface, rrup and the closest distance to the seismogenic rupture 
surface, rseis, correspond to this latter classification. The different distances measures 
are summarised in Table 3-1 and displayed in Figure 3-1. 
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Figure 3-1. Definition of the different source-to-site distance measures used in predictive equations 
(After Abrahamson and Shedlock, 1997). 
 
Table 3-1. Definition of the different source-to-site metrics used in predictive equations 
(Campbell, 2003). 
Distance 
drup
dseis
hrup
hhyp
Hbot
Htop
Hseis
rcer
repi
rhyp
rjb
rrup
rseis
Description
Average depth to the top of the rupture plane
Average depth to the top of the seismogenic part of the rupture plane
Depth to the point on the fault rupture plane that corresponds to rrup
Hypocentral depth (also focal depth) 
Depth to the bottom of the seismogenic part of the fault 
Depth to the top of the fault 
Depth to the top of the seismogenic part of the fault 
Closest distance to the rupture plane 
Closest distance to the seismogenic part of the rupture plane
Distance to the center of energy release on the rupture plane 
Distance to the epicenter
Distance to the hypocenter 
Closest distance to the surface projection of the rupture plane 
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3.2.3 Characterisation of site 
The choice of a site classification scheme is generally controlled by the quality 
of available site information. Complex site classifications cannot be used, even if 
desired, unless there is adequate data for all sites (Spudich et al., 1999). In early 
predictive equations, local site conditions were classified as either soil or rock. 
Since Campbell (1981), who subdivided soil conditions into shallow soil, soft soil, 
firm soil, very firm soil, soft rock and hard rock, more refined classifications have 
been used. In predictive equations, local site conditions are typically defined in terms 
of site geology and shear-wave velocity categories. For instance, the average shear-
wave velocity in the top 30 m (100 ft) of a site profile, is used to represent the site 
classes defined in the 1997 Uniform Building Code, the 1997 NEHRP, and the 2000 
International Building Code. This parameter is explicitly included in some predictive 
equations to account for the effects of local site conditions in the recording site (e.g., 
Boore et al., 1997; Boore and Atkinson, 2006, 2008; Campbell and Bozorgnia, 2006, 
2008). A summary of the different site categories included in the 1997 NEHRP 
(National Earthquake Hazards Reduction Program) and 1997 UBC (Uniform 
Building Code) is presented in Table 3-2 
 
Table 3-2. Summary of site categories in 1997 NEHRP provisions and 1997 UBC (From Dobry et al., 
2000). 
Site class Description 
30-m Shear-wave 
velocity SV (m/sec) 
Standard 
penetration N  
(blows/ft) 
Undrained shear 
strength 
uS  (kPa) 
A Hard rock > 1500 - - 
B Rock 760 - 1500 - - 
C Very dense soil/ 
Soft rock 360 - 760 >50 >100 
D Stiff soil 180 - 360 15 - 50 50 - 100 
E Soft soil <180 <15 <50 
F Special soils requiring site-
specific evaluation 
- - - 
 
Other alternatives have been proposed in recent years to the geologic-based 
and shear wave velocity-based classification schemes. This schemes use in general, 
the type of soil, depth to bedrock or impedance contrast and site periods to 
distinguish between site classes (e.g., Rodriguez-Marek et al., 2001; McVerry 
et al., 2006; Zhao et al., 2006a). 
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3.3 MODEL FORMULATION 
A predictive equation is an expression that relates a ground-motion parameter to 
parameters characterising the earthquake source, propagation path, and local site 
conditions. Ground-motion prediction equations can be developed empirically, by 
regression analysis on strong-motion data, or theoretically by using stochastic 
methods to generate synthetic ground motions (Boore, 2003; Atkinson and Boore, 
1995; Toro et al., 1997). However, most ground-motion predictive equations are 
obtained through analysis of regression on recorded strong-motion data. A major 
aspect when developing a prediction equation is the selection of the functional form 
and the explanatory variables to be included. Functional forms are determined using 
exploration techniques, such as analysis of residuals and usually candidate functional 
forms are selected through several iterations to capture the observed trends in the 
recorded ground-motion data. In general, the functional form and the predictor 
variables must be sufficient to reflect the physics of the ground-motion process being 
modelled as closely as possible. The generic form of the ground-motion predictive 
models is represented by the expression in Eq. 3-1, where the function f(M,R,P) 
relates the functional forms accounting for magnitude scaling, dependance on source-
to-site distance and the effect of local site conditions. In some cases, additional 
predictor variables such as style-of-faulting are considered. Note that the base of the 
logarithm is unimportant and is usually either the natural or common logarithm.  
 
( ) ( , , )iLog Y f M R P εσ= +  Eq. 3-1 
Where: 
Y is the ground-motion parameter to be predicted.  
M is the magnitude  
R is the source-to-site distance measure 
Pi other descriptive parameters such as local site conditions or style-of-faulting  
εσ represents the deviation from the prediction 
 
An overview of the different functional forms adopted for modelling the attenuation 
of the amplitudes with distance from the source, the scaling of the amplitudes with 
earthquake magnitude and the influence of other relevant conditions, such as surficial 
geology and style-of-faulting is provided in the following sections. 
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3.3.1 Ground-motion parameter 
With respect to the selection of a strong ground-motion parameter to be 
predicted, it is important to choose the parameter that best relates to the purpose of 
prediction, whether it is for seismic hazard assessment studies or seismic design. 
There are many different ground-motion parameters proposed in the literature, the 
most commonly used in predictive equations are peak ground acceleration and 
spectral response parameters although a number of predictive equations for peak 
ground velocity and peak ground displacement have also been developed, specially 
during the last years (e.g., Tromans and Bommer, 2002; Frisenda et al., 2005; 
Bommer and Alárcon, 2006; Akkar and Bommer, 2007b). Since most strong-ground 
motions are usually recorded in three orthogonal directions, two horizontal and one 
vertical, a decision needs to be made regarding the manner in which the two 
horizontal components of each recorded accelerogram are treated. Different 
definitions have been used in the literature; however, none of these alternatives can 
be identified as optimal for all applications. Beyer and Bommer (2006) summarise all 
known horizontal component definitions, used in ground-motion prediction equations 
as well as the most relevant in dynamic structural analysis. These horizontal 
component definitions are summarised in Table 3-3. 
 
Table 3-3. Definitions of the horizontal component of the ground motion (From Beyer and 
Bommer, 2006) 
Symbol Definition 
x, y 
Orientation as recorded. The common practice is to use North–South and East–West 
components. 
FN, FP Fault-normal and fault-parallel components. 
AMxy 
Arithmetic mean of spectra of  x and y components, calculated as: 
[ ]
2
)(max)(max 21 tata
aM
+
=
 
GMxy 
Geometric mean of spectra of x and y components, calculated as: 
)(max)(max 21 tataaG ⋅=
 
Both 
Both horizontal components of a record are considered and treated independently. 
1 1max ( )Ba a t=   and 2 2max ( )Ba a t=  
Random 
The one horizontal component is chosen randomly from each accelerogram: 
  
1 1max ( )Ba a t=   
L-PGA 
The larger PGA from the x and y components is chosen and used for all response periods: 
[ ])(max,)(maxmax 21 tataaL =
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Envelope 
Envelope of x and y spectra: At each period the larger spectral ordinate of the x and y 
components is chosen.  
MaxD 
At each period the maximum spectral ordinate from all possible orientations of the 
horizontal axis system is determined. MaxD is defined as the 100th fractile of the spectral 
ordinates obtained. 
MaxI 
This definition is determined following a procedure similar to the one used by Boore et al. 
(2006), but determining an approximation of MaxD instead of GMRotD50 with a constant 
axis orientation. See Boore et al. (2006). 
GMRotD50 
This definition accounts for the random orientation of the horizontal axis system. At each 
response period, the median value of the geometric mean from all possible orientations is 
chosen. See Boore et al. (2006). 
GMRotI50 
This measure is an approximation of GMRotD50 with a constant axis orientation for all 
periods, which minimizes the sum of differences between GMRotI50 and GMRotD50 over 
all considered periods (Boore et al., 2006). 
3.3.2 Magnitude scaling 
Magnitude scaling of the ground motion is the increase in the ground motion 
amplitudes with increasing magnitude at a given distance (∂Log[Y]/∂M). Attenuation 
curves can have constant magnitude scaling (∂Log[Y]/∂M = constant), being 
independent of both magnitude and distance. In many ground-motion prediction 
studies, a constant magnitude scaling has been assumed for all distances. Thus, they 
use a functional form for the magnitude dependence that can be expressed as a1M. 
Magnitude saturation of the ground motion refers to the case when ∂Log[Y]/∂M 
decreases as the magnitude increases, but is independent of the distance. To model 
the observed decrease in the degree of magnitude scaling with increasing magnitude 
at a fixed distance, a factor that is exponentially decreasing with the magnitude 
squared a2M2 (with a2 negative) has been included in addition to the factor a1M (e.g., 
Joyner and Fumal, 1984; Boore et al., 1993; Abrahamson and Silva, 1997; Spudich et 
al., 1997, 1999; Campbell and Bozorgnia, 2003; Boore and Atkinson, 2006, 2008). 
At small magnitudes, the linear scaling still dominates, and the effect modelled is an 
increase of the ground motion with magnitude. For a positive coefficient a1 and a 
negative coefficient a2, this functional form predicts a maximum ground motion at an 
intermediate value of magnitude corresponding to (∂Log[Y]/∂M) = 0. However, in 
some cases, the magnitude saturation is not supported by the data, especially when it 
does not include events of very large magnitude, and the coefficients obtained 
through the regression analysis may not be physically realistic. When coupled 
magnitude and distance functional forms are used, ∂log[Y]/∂M increases with 
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increasing distance and at large magnitudes, ∂log[Y]/∂M decreases with increasing 
magnitude. This case is referred to as distance-dependent magnitude saturation 
(Rogers and Perkins, 1996). This latter case can also have attenuation curves where 
the shape depends on magnitude and hence can be describe it as magnitude-
dependent attenuation (Anderson, 2000). This type of functional form has been used 
by Abrahamson and Silva (1997), Sadigh et al. (1997) and Campbell (1997). 
3.3.3 Distance dependence 
The distance dependence accounts for the attenuation due to geometrical 
spreading also referred to as geometrical attenuation, and material damping and 
scattering, known as anelastic attenuation. To represent the geometrical spreading, 
a term of the form -a3Ln(R) is included, which follows a power-decay law. 
The coefficient a3 represents the decay rate and R is a modified distance. 
Some predictive equations set a3=1, corresponding to the theoretical value for 
spherical spreading. In the regression analysis the value for a3 can typically be larger 
than 1, if not constrained. Distance is often modified through the addition of a 
constant, b, or by assuming that the source is at some depth h, and then using the 
slant distance R=(r2+h2)1/2. This pseudo-depth h is commonly computed as one of the 
regression coefficients. The form r+b, however, does not correspond to a physical 
situation. To account for anelastic attenuation, a term of the form -a4r is included in 
with a4 representing the coefficient of anelastic decay. Joyner and Boore (1981) 
introduced this functional form to model anelastic decay, which has also been 
adopted by a number of subsequent authors. It is common practice to fix the 
geometrical decay power a3 at unity so that a realistic negative, anelastic coefficient 
a4 can be determined. When a magnitude-independent rate of attenuation is 
considered, the dependence on the distance R in Eq. 3-2 can be expressed as 
[f(R)=-a3ln(R)-a4r] which includes the effects of both anelastic and geometrical 
attenuation. However, this form does not account for the magnitude-dependent 
attenuation of the ground motion. The basic form for a magnitude dependent 
attenuation terms can be expressed as a coupled magnitude and distance functional 
form:  f(M,R)=-a3 ln[ R+f(M)].  
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3.3.4 Site conditions 
Terms that account for local site conditions at the recording site, are usually 
included in predictive equations by means of dummy variables, which take a value 
of 1 for the specific site condition and 0 otherwise. Recent predictive equations 
consider the average shear-wave velocity over the top 30 m at the recording site 
explicitly and complex terms to model soil non-linearity have also been included 
(Atkinson and Boore, 2003; Boore and Atkinson, 2006, 2008; Campbell and 
Bozorgnia, 2006, 2008; Abrahamson and Silva, 2008; Chiou and Youngs, 2008). 
3.3.5 Style-of-faulting 
A term that accounts for effects of the fault mechanism, and is usually included 
in most of the predictive equations for shallow-crustal environments recently 
developed. As for local site conditions, the style-of-faulting term is considered in 
predictive equations by including a dummy variable representing each category (e.g., 
normal, reverse, strike-slip).  
3.4 REGRESSION TECHNIQUES 
Once a functional form for the ground motion is adopted and the parameters to 
be included in the equation are determined, the predictive equations are derived 
through a statistical fitting procedure known as regression analysis. The regression 
analysis aims to determine the best estimate of the coefficients of the functional form 
whilst minimising the scatter σ. Two main types of regression methods can be used: 
one-stage and two-stage methods. In a one-stage method the magnitude and distance 
coefficients of the equation are estimated simultaneously whereas in the two-stage 
method first distance coefficients (or record-specific coefficients) and then in the 
second stage magnitude coefficients (or event-specific coefficients) are determined.  
 
In the one-stage method, the results can be influenced by the correlation 
between magnitude and distance and the resulting trade off between magnitude 
dependence and distance dependence, when simple methods such as ordinary 
least-squares are used (Joyner and Boore, 1981, 1993; Fukushima and 
Tanaka, 1990). The two-stage method (Joyner and Boore, 1981, 1982, 1988) 
decouples the determination of the magnitude dependence from the distance 
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dependence, thus avoiding any error in the determination of magnitude affecting 
distance dependent coefficients and vice versa. The two-stage method also allows the 
introduction of a weighting scheme (Masuda and Ohtake, 1992) to emphasise the 
attenuation characteristics determined from well-recorded earthquakes. Joyner and 
Boore (1981, 1988) propose a weighting scheme to be used in the second stage of the 
regression, to reduce the influence of events with few records and enhance the 
influence of events with many records. However, in this method an arbitrary 
assumption has to be introduced in the weighting in the second stage of the 
regression. 
 
Three main techniques can be used, whether the analyst considers a one-stage 
or a two-stage approach. These techniques are: ordinary least-squares, maximum 
likelihood and random effects, the latter also being a maximum-likelihood approach. 
The ordinary least squares method finds the coefficients that minimise the sum of 
squares of the residuals assuming the errors in each record are independent. 
The coefficients are estimated and the standard deviation is determined from the 
error about the fitted curve. In the maximum likelihood method (Brillinger and 
Preisler, 1984, 1985; Joyner and Boore, 1993), the coefficients of the functional form 
are determined by maximising the likelihood of the set of observations. This is based 
on the assumption that the random error terms in the model follow a certain 
distribution, which is usually thought to be normal. The likelihood function shows 
how likely the observed data is a function of the possible coefficients, thus, 
maximising the likelihood gives the coefficient values that agree most closely with 
the observed data. 
 
The random effects method (Brillinger and Preisler, 1984, 1985; Abrahamson 
and Youngs, 1992) is a maximum likelihood method that accounts for correlations in 
the data recorded by a single earthquake. In the random effects method, a random 
effects term ηj is also included, thus the model can be expressed as: 
 
ln ( , , )ij i ij i ijY f M R θ η ε= + +  Eq. 3-2 
 
Where Yij is the ground motion for the jth recording from the ith earthquake, 
Mi is the magnitude of the ith earthquake, Rij is the distance for the recording from 
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the ith earthquake and θ is the vector of model coefficients. The terms ηi and εij 
represent the inter-event and intra-event variations respectively. Figure 3-2 shows 
how these error terms relate to the scatter of recorded peak motions from two events 
with the same magnitude about a median predictive equation. The terms ηi and εij are 
assumed to be normally distributed with zero mean and standard deviation σ and τ 
respectively. The random effects method uses the maximum likelihood method to 
partition the residual for each record into the εij and ηi terms. Consequently, the total 
standard error of the model is σ2+τ2. One of the advantages of the random effects 
method is that the overall error can be divided into two interpretable parts: the 
variability between events and the variability between records of the same 
earthquake. The standard deviation of these two errors is found along with the 
coefficients. This method allows for the possibility that records from the same event 
are not strictly independent. Abrahamson and Youngs (1992) introduce an alternative 
algorithm for this technique, which considers both fixed effects and random effects 
. 
 
Figure 3-2. Schematic illustration of the error terms εij and ηi for two events with the same magnitude. 
(Youngs et al., 1995). 
3.5 UNCERTAINTIES IN PREDICTIVE EQUATIONS 
In ground-motion predictive equations, the assumption of lognormal 
distribution for ground-motion parameter to be predicted is widely accepted and 
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therefore the predictive equations are usually expressed in terms of the logarithm 
of Y: 
( ) ( , , )iLog Y f M R P εσ= +  Eq. 3-3 
 
σ represents the aleatory variability (randomness) of the observations about the 
median value of prediction; ε is usually defined as the number of standard deviations 
above or below the median value. The scatter is quantified based on the distribution 
of the residuals, which are the difference between the observed values and the 
predicted values of the ground motion: 
 
 
Eq. 3-4 
 
The normalised residuals are the residuals divided by the scatter (σ) of the 
predictive equation and they are a measure of how well the equation fits the 
observed data. The normalised residuals are expressed as: 
 
 
Eq. 3-5 
 
The normalised residual is a measure of how well the predictive model fits any 
individual data point, as it counts the number of standard deviations that need to be 
added to or subtracted from the median prediction in order to reach the 
observed value. The distribution of the residuals is assumed to follow a normal 
distribution. Restrepo-Vélez and Bommer (2003) showed that this assumption is 
right just over a certain range and the distribution of the residuals deviates from this 
model in the tails of the distribution. However, Strasser et al. (2008) show that the 
deviation of the tails is mainly caused by the limited number of data points. 
3.5.1 Measures of aleatory variability 
The variability in the ground motion is thought to consist of an intra-event 
component and inter-event component. The inter-event variability σINTER, represents 
the random variability in the ground motion with respect to source characteristics 
such as magnitude, stress drop, depth, etc. The inter-event variability can be 
interpreted as the temporal component of the variability. The intra-event variability 
log( ) log( )i observed predictedY Yδ = −
log( ) log( )observed predicted
i
Y Y
ε
σ
−
=
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σINTRA, also referred to as record-to-record variability, represents the random 
variability in the ground motion with respect to record-specific factors such as 
source-to-site distance and the local site conditions (Strasser et al., 2009). 
The intra-event variability σINTRA can be interpreted as the spatial component of the 
variability. Hence, the total variability σT can be expressed as: 
 
2 2
T INTER INTRAσ σ σ= +  Eq. 3-6 
 
In regression analysis, the intra-event variability can be further divided into a 
site-to-site component and the remaining variability after accounting for the 
contribution of the site and source. However, as the number of data from different 
events recorded at a single site is generally small, the analysis is generally done on 
the overall intra-event variability (Joyner and Boore, 1993). 
3.5.2 Causes of scatter  
The aleatory variability is the scatter mainly due to physical processes involved 
in ground-motion generation and propagation that are not represented by the 
predictive model. Given the complexity of the phenomenon being modelled and the 
simplicity of the models used, there is large amount of scatter associated with 
predictive equations. In addition, the errors in the estimation of measured values of 
the explanatory variables contribute to the scatter in predictive equations. Thus, the 
major factor contributing in the overall scatter is that many important variables 
affecting strong ground motions are not included in the predictive equations and that 
the functional forms currently used are not adequate to fully model the complex 
phenomenon. Path effects are crudely considered by using a source-to-site distance 
measure and other explanatory variables such as site conditions and style of faulting 
are included into predictive equations by using basic schemes during the regression 
analysis. In order to capture the dispersion of the values constituting the database 
from the average value predicted by the equation, the standard deviation of the 
ground motion residuals is included in the predictive equations. 
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3.5.3 Factors controlling the ground-motion variability 
3.5.3.1 Predictor variables 
While many studies have found the scatter being independent of the 
explanatory variables included in the equation (homoscedastic model), trends 
suggesting the scatter is dependent on one or more explanatory variables 
(heteroscedastic model), usually magnitude, have also been found. Several authors 
have found a decrease of the scatter with increasing magnitude (e.g., Youngs 
et al., 1995; Abrahamson and Silva, 1997; Sadigh et al., 1997; Campbell and 
Bozorgnia, 2003; Ambraseys et al., 2005), the effect being more important for the 
inter-event component of the variability than for the intra-event component (Youngs 
et al., 1995). However, a recent study by Campbell and Bozorgnia (2006) suggests 
that the dependence of the variability on the magnitude observed in previous studies 
may be the result of poorly recorded events at the upper and lower magnitude limits 
of data. 
 
The distance has not an important influence on the variability and most authors 
have found that the variability is rather insensitive to this parameter; however some 
authors find significant influence (e.g., Midorikawa and Ohtake, 2004). 
Site conditions, on the other hand, appear to be a significant effect on the variability 
when more refined site classification schemes are used (Bragato and Slejko, 2005); 
however, when more basic classification schemes are used the reduction on the 
variability is unimportant. Bommer et al. (2003) and Ambraseys et al. (2005) include 
style-of-faulting as additional explanatory variable, finding that it has a negligible 
impact on the variability of the ground motion.  
3.5.3.2 Other factors 
Characteristics of the ground motion, such as amplitude and response period, 
might also influence the ground-motion variability (e.g., Campbell, 1997; Campbell 
and Bozorgnia, 2003). Similarly, the data selection criteria and regression technique 
used to develop the predictive equations have been shown to affect the variability 
(Sabetta and Pugliese, 1996; Joyner and Boore 1993). 
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3.5.4 Ranges of values 
Figure 3-3 (Douglas, 2001; 2003a) shows the values of uncertainty defined as 
the ratio of the 84th to the 50th percentile for predictive equations published between 
1973 and 2002. The uncertainty varies from 1.26 to 2.77, and most of the values are 
found between 1.5 and 2.0. These intervals expressed as log10 correspond to σ = 0.10 
to 0.44 and σ = 0.18 to 0.30, respectively. The lowest published values of sigma for 
log10 have been achieved through careful selection of data. 
 
 
Figure 3-3. Uncertainty for a set of predictive equations published between 1973 and 2002. The shape 
of the marker indicates the horizontal component definition used in the equation, while the shade of 
gray indicates the geographic or tectonic origin of the underlying data (Douglas, 2003a). 
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4 Subduction Environments 
 
4.1 INTRODUCTION 
Earthquakes can be classified into two basic categories based on the tectonic 
environment within which they occur: shallow-crustal and subduction-zone 
earthquakes. The former can be further divided into earthquakes in active tectonic 
regions and shallow-crustal earthquakes in stable tectonic regions. Subduction-zone 
earthquakes can be further divided into intraslab earthquakes within a subducting 
plate and earthquakes on the interface between the subducting and overriding plates. 
This chapter provides an overview of the subduction regime and the characteristics 
of the seismicity observed along subduction boundaries. This is followed by a review 
of existing global and regional models for the prediction of ground motions from 
subduction-type events around the world and, in particular, South and Central 
America.  
4.2 DEFINITION OF SUBDUCTION ENVIRONMENT  
The Earth’s crust is divided into six continental plates: African, American, 
Antarctic, Australia-Indian, Eurasian and Pacific. There are also 14 plates of 
subcontinental size (i.e., Caribbean, Cocos, and Nazca). The relative deformation 
between plates occurs in narrow zones next to their boundaries and earthquakes 
concentrate near plate boundaries. Three types of plate boundaries exist: spreading 
ridge boundaries, subduction zone boundaries and transform fault boundaries. 
Subduction zone boundaries occur when the relative movement of two plates is 
towards each other, with a subducting plate moving beneath the other. 
Subduction-zone plate boundaries exist, amongst others, off the western coasts of 
Central America and Mexico, South America, Alaska, off the eastern coast of Japan 
and off the Pacific Northwest coast of northwestern United States (Cascadia 
subduction zone). Figure 4-1 shows the location of subduction zones and convergent 
plate margins. 
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Figure 4-1. Subduction zones and convergent plate margins. Location of convergent plate margins on 
Earth are indicated as barbed lines (From Stern, 2001) 
 
The portion of slip between a subducting and overriding plate that occurs 
seismically is referred to as the degree of seismic coupling (Pacheco et al., 1993). 
Ruff and Kanamori, 1980 correlated the variations of seismic coupling between 
different subduction zones around the world with the amount of resistance between 
plates, back-arc stresses and other characteristics such as the convergence rate and 
age of the slab being subducted. Ruff and Kanamori (1980) and Uyeda and 
Kanamori (1979) also associated the seismic coupling with the maximum size of 
earthquakes that occur at a particular subduction zone. Therefore, subduction zones 
with a strong seismic coupling produce very large earthquakes, usually of large 
magnitude (MW>8.0) (Kanamori, 1977), whereas those weakly-coupled only produce 
moderate earthquakes (Ruff and Kanamori, 1980). The resistance between plates 
could be controlled by stress state in the back-arc area which affects the interaction 
between plates (Uyeda and Kanamori, 1979). Subduction zones that produce great 
earthquakes are those that present significant back-arc compression, such as those in 
Chile and Alaska, and subduction zones that are weakly coupled display back-arc 
extension, such as the Mariana and Cascadia type (Ruff and Kanamori, 1980; Uyeda 
and Kanamori, 1979). Figure 4-2 shows the two end members of style of subduction 
based on back compression and extension (Uyeda and Kanamori, 1979). Seismic 
coupling between plates increases if two plates push against each other strongly, as 
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in the case of Chilean-type subduction zone. Conversely, seismic coupling reduces in 
subduction zones that exhibit an extensional stress environment, as in the case of the 
Mariana-type subduction zones. The subduction of old lithosphere results in 
relatively steep subduction zones, whereas subduction of young lithosphere is 
characterised by shallower dips (Jarrard, 1986). The latter is associated to strong 
coupling between plates and therefore these subduction zones tend to have higher 
magnitude events compared to those subducting old lithosphere. 
 
 
Figure 4-2. End-members styles of subduction zones, based on the age of the lithosphere being 
subducted (Modified after Uyeda and Kanamori, 1979; Stern, 2001) 
 
Two main types of seismicity are observed across subduction zones: 
earthquakes occurring on the seismogenic interface between the subducting and 
overriding plates (interface-type earthquakes), and earthquakes occurring within the 
subducting plate as it descends within the Earth’s mantle below the seismically 
coupled zone between plates (intraslab-type earthquakes). The following sections, 
describe the main characteristics of each of these two types of seismicity. 
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4.2.1 Interface-type earthquakes 
Most of the world’s great earthquakes (MW>8.0) occur at shallow depths in 
subduction zones and account for almost 90% of the total seismic moment released 
globally at shallow depths during last century (Pacheco et al., 1993). These interface 
events represent the underthrusting of one lithospheric plate below the other. 
Interface-type events have a reverse-faulting mechanism, consistent with their 
occurrence as thrust faulting on shallow-dipping planes oriented approximately 
parallel to the local trench axis. Although underthrusting at subduction zones can 
cause large interplate earthquakes, it is accommodated by aseismic deformation 
below a certain depth (Ticheelar and Ruff, 1993). The maximum depth of transition 
from the seismically coupled (or seismogenic) plate interface to the uncoupled (or 
non-seismogenic) zone is referred to as maximum depth of seismic coupling and 
varies from region to region depending upon the characteristics of the subduction 
zone. Figure 4-3 shows a schematic representation of the seismically coupled zone 
(cross-hatched), which is the part of the plate interface capable of generating an 
underthusting event.  
 
 
Figure 4-3. Schematic representation of the seismically coupled zone (cross-hatched). (From Tichelaar 
and Ruff, 1991) 
 
Tichelaar and Ruff (1993) mapped the maximum depth of the coupled plate 
interface in several subduction zones that have generated large earthquakes, using 
accurate determinations of earthquake depth and focal mechanisms. They found that 
the maximum depth extent of the seismically coupled zone is about 40 km for most 
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coupled circum-Pacific subduction zones. A depth of coupling of about 50 km or 
deeper is found in the subduction zones of central Chile and at the Hokkaido trench 
junction. The Mexico subduction zone has a shallow coupling depth of 20-30 km. 
4.2.2 Intraslab-type earthquakes 
At depths greater than the seismically coupled plate interface, the stress regime 
changes from compressional to tensional stresses, and therefore normal faulting 
prevails. These normal mechanism events are intraslab-type earthquakes occurring 
within the subducting slab. Intraslab earthquakes occurring near the lower extent of 
seismically coupled zone between plates are of two types: along-slab tensional 
earthquakes (slab-pull events) and along-slab compressional earthquakes (slab-push 
events). While slab-pull events are relatively common along some subduction zones 
including the Mexican and Peruvian-Chilean subduction zones, slab-push events are 
rarer (Lemoine et al., 2002). Previous studies have suggested a temporal relation 
between intraslab earthquakes at intermediate depths, and large thrust events 
occurring in the coupled zone (e.g., Christensen and Ruff, 1983, 1988; Astiz and 
Kanamori, 1986; Astiz et al., 1988)., indicating that before a large thrust interface 
event, the contact between plates is strongly coupled and hence the subducted slab is 
under tensional stresses at intermediate depth due to slab-pull. Conversely, after the 
occurrence of a large interface event, the slab is under compressional stresses due the 
stress relaxation at the plate interface. Intraslab events can also occur well separated 
from the seismically coupled plate interface, in the interior of the oceanic plate. 
These events constitute Wadati-Benioff zones, are associated with the colder portions 
of the subducting plate, and are a result of the tectonic stresses being induced within 
the downgoing plate. In addition to tectonic stress state, the temperature of the slab is 
thought to have a significant influence on the occurrence and character of intraslab 
seismicity (Isacks et al., 1968; Vlaar and Wortel, 1976; Molnar et al., 1979).  
4.2.3 Earthquake source scaling relations for subduction-zone earthquakes  
Relationships between moment magnitude and parameters describing the 
rupture geometry of the source, such as area, length, width and aspect ratio, are of 
practical interest for engineering seismology as they allow the estimation of source 
dimensions that can be used in ground-motion prediction and hazard assessment. 
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Several studies have investigated these types of relationships for shallow-crustal 
earthquakes (e.g., Wells and Coppersmith, 1994; Somerville et al., 1999; Mai and 
Beroza, 2004); however, few empirical scaling relationships have been proposed for 
subduction-type earthquakes (e.g., Somerville et al., 2002). In general, the results of 
these studies indicate that the relationships between magnitude and rupture 
dimensions depend on the earthquake fault mechanism and tectonic setting. 
Somerville et al. (2002) developed a scaling relationship for the source parameters of 
subduction earthquakes based on rupture models of seven large interface-type 
earthquakes around the world. They compared the empirical scaling relationship for 
interface events with those of the crustal earthquakes finding that for the same 
magnitude, the area of interface events was as twice as large as that of the crustal 
earthquakes. 
 
Similar relationships between the rupture area and aspect ratio as a function of 
moment magnitude (MW) for interface and intraslab-type events have been 
empirically derived in this study. The published finite-source models used to 
determine these relations were obtained from the Mai (2004) database (SRCMOD, 
available at: http://www.seismo.ethz.ch/srcmod/), the database of slip maps of recent 
large earthquakes from the California Institute of Technology (available at: 
http://www.tectonics.caltech.edu/slip_history/) as well as finite-fault model 
inversions by the US Geological Survey (USGS) (available at 
http://earthquake.usgs.gov/regional/world/historical.php), including events from 
subduction zones in Peru, Chile, Central America, Mexico, Japan, Cascadia and 
Indonesia. These relationships will be later used to estimate the fault geometries of 
those events for which rupture geometries from published finite-source models or 
aftershocks distributions are not available. Figure 4-4 shows the relations between 
fault area and MW (left-hand side panel) and between aspect ratio and MW (right-
hand side panel) for interface and intraslab events derived in this study.  
 
This figure indicates that the magnitude-rupture area scaling function for large 
thrust faulting subduction-type earthquakes of Somerville et al. (2002) as well the 
scaling functions for crustal events developed by Somerville et al. (1999) and Wells 
and Coppersmith (1994). As seen in Figure 4-4, the relationship for interface-type 
derived in the present study produce similar rupture-area estimates to the one of 
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Somerville et al. (2002), suggesting that the rupture area for interface events is twice 
as large as that of the crustal earthquakes of the same magnitude. In addition, rupture 
areas of intraslab-events from the collected source models are similar to those with 
those predicted by the magnitude-rupture area relations for crustal events of Wells 
and Coppersmith (1994) and are slightly smaller than those predicted by the 
Somerville et al. (1999) relation. It is also noted that there are not significant 
differences between interface or intraslab geometries in terms of aspect ratio; 
however, this results will require further investigation as it is possible that the 
longitudinal and transversal extent of the rupture area would depend upon the 
geometrical characteristcs of each subduction zone. The empirical expressions for 
rupture area and aspect ratio presented in Figure 4-4, however, suffice the purpouse 
of this study that is to obtain an estimate of source dimensions for distance 
computation for events of rupture geometry.  
 
4.5 5 5.5 6 6.5 7 7.5 8 8.5 9 9.5
0.5
1
2
3
4
Magnitude MW.
As
pe
ct
R
at
io
,
AR
Interface
Intraslab
AR_FNM [NGA]
AR_RV [NGA]
logAR_interface = 2.35866e-4*(Mw)-4)^4.85597
logAR_intraslab = 5.78497e-4*((Mw)-4)^4.40695
5 5.5 6 6.5 7 7.5 8 8.5 9
10
100
1000
10000
100000
Magnitude MW
Ar
ea
[km
2 ]
Interface
Intraslab
Log [A] intraslab=-4.1871+1.01748*Mw
Log [A] interface=-3.4293+0.97625*Mw
Somerville et al. (2002)_Subduction
Somerville et al. (1999)_Crustal
WC94_All mechanisms
 
Figure 4-4: Rupture area and aspect ratio versus moment magnitude MW from finite-fault models for 
subduction events.  The aspect ratio relationships for crustal events were used in the Next Generation 
Attenuation project (Power et al., 2008) to estimate finite-fault distance metrics  
 
CHAPTER 4                                                                                                                                                            52 
 
 
4.3 GROUND-MOTION PREDICTIVE MODELS FOR SUBDUCTION 
ENVIRONMENTS 
Whilst the literature on predictive equations for shallow-crustal environments 
is extensive, a limited number of equations for subduction environments have been 
developed to date. Only two global predictive equations differentiate between 
interface and intraslab earthquakes (Youngs et al., 1997; Atkinson and Boore, 2003, 
2008) and, in some cases, the conclusions of early published attenuation studies for 
subduction regimes have been influenced by the limited number of strong-motion 
recordings (e.g., Crouse et al., 1988; Crouse, 1991; Youngs et al., 1988). The global 
databases of Youngs et al. (1997) and Crouse (1991) were further extended by 
Atkinson and Boore (2003), allowing a more complete characterisation of attenuation 
behaviour with distance, as well as magnitude scaling for interface and intraslab 
events separately. Recently developed regional equations for subduction regimes 
include the Garcia et al. (2005) intraslab model for Mexico, the McVerry et al. 
(2006) model for New Zealand and the Zhao et al. (2006b) and Kanno et al. (2006) 
models for the subduction-zone earthquakes in Japan. However, the McVerry et al. 
(2006) model is largely based on the Youngs et al. (1997) equation and hence leads 
to similar predictions at particular magnitude-distance ranges. Although the Zhao et 
al. (2006b) model for Japan is based upon an extensive database, these authors 
develop a single equation for shallow crustal, interface and intraslab earthquakes and 
hence the attenuation shapes predicted by this model cannot be considered purely 
representative of subduction environments. 
 
Although several early studies, mainly based on Japanese data, suggested that 
ground motions from subduction-zone and shallow-crustal earthquakes have similar 
attenuation rates and amplitudes, and therefore combined shallow crustal and 
subduction-zone earthquake strong-motions into a single database to develop their 
equations (Fukushima and Tanaka, 1990; Iai et al., 1993), others found that ground 
motions from subduction-zone earthquakes exhibit a slower rate of decay than 
shallow crustal earthquakes in active tectonic areas (e.g., Crouse et al., 1988; Crouse, 
1991; Youngs et al., 1988, 1997). Youngs et al. (1997) used a global subduction 
database, which mostly included records from interface-type events, to develop 
equations for both interface and intraslab earthquakes, with differences between the 
ground motions from these source types being accounted for by the inclusion of a 
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source-type term. They found that the rate of attenuation of ground motions from 
interface events is lower than that for shallow crustal earthquakes and hence, for 
large events at large distances, the peak motions from subduction-zone earthquakes 
are expected to be larger than those predicted by equations for shallow crustal 
earthquakes, this difference becoming more pronounced as the magnitude increases. 
Conversely, in the near-source region, shallow crustal events produce ground-motion 
amplitudes that are larger than those from interface-type events.  
 
Several studies have recognised the differences in ground-motion amplitudes 
between interface events, which occur along the contact between the subducting and 
overriding tectonic plates, and intraslab events, which occur within the subducting 
plate (e.g., Molas & Yamazaki, 1995; Youngs et al., 1997; Si & Midorikawa, 2000; 
Atkinson & Boore, 2003; Morikawa & Sasatani, 2004; Garcia et al., 2005). These 
studies have indicated that intraslab earthquakes tend to produce larger ground-
motion amplitudes in the near-source region than interface events of similar 
magnitude, which could reflect differences in terms of stress drops, radiation patterns 
due to differently oriented faults, or different attenuation behaviour caused by 
differences in the paths from the source to site. Contrary to shallow crustal 
environments, where reverse events produce the strongest ground motions, followed 
by strike-slip and normal (e.g., Bommer et al., 2003), for subduction zone 
environments, intraslab events with a normal faulting mechanism produce larger 
ground motions than interface events with a reverse mechanism for periods less than 
1 sec and distances less than about 100 km from the source (e.g., McVerry et al., 
2006). 
 
Differences in terms of attenuation behaviour with distance between interface 
and intraslab events have only been identified in recent years. Atkinson and Boore 
(2003) developed predictive equations for interface and intraslab earthquakes 
separately using an extensive database of recordings from subduction zones around 
the world, which included data from Crouse (1991) and Youngs et al. (1997) and 
about a thousand more records available until 2001. They found significant 
differences in the attenuation rates for intraslab versus interface events: ground-
motion amplitudes from intraslab-type events attenuate faster with distance from the 
fault, whilst interface-type events have a much slower attenuation of ground motion 
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amplitudes, exhibiting a flatter attenuation curve at large magnitudes. 
These differences in attenuation behaviour are observed in Figure 4-5, which shows 
the pseudo-spectral accelerations at 1.0 sec from the Atkinson and Boore (2003) 
database for interface and intraslab events of magnitude MW 8.0±0.3 and MW 7.0±0.3 
respectively. The magnitude dependence to the attenuation found by Atkinson and 
Boore (2003) is much more pronounced for interface than for intraslab-type events 
and their data supported a geometrical spreading coefficient which is strongly 
dependent on magnitude for interface events and weakly dependent for intraslab 
events. 
 
 
Figure 4-5. Differences in the decay rate of interface events versus intraslab events. The figure shows 
PSA values at 1-Hz for interface events of Mw=8 (left plot) in comparison to intraslab events Mw=7 
(right plot) (From Atkinson and Boore, 2003). 
 
In addition, previous studies have suggested a dependence of ground-motion 
amplitudes from subduction-zone events on the earthquake source depth. For a given 
magnitude and distance, high-frequency ground motions increase with increasing 
focal depth (e.g., Molas & Yamazaki, 1995; Youngs et al., 1997; Atkinson & Boore, 
2003; Garcia et al., 2005, McVerry et al., 2006), but the depth effect is negligible for 
frequencies less than 1 Hz. Although the earthquake source depth has a significant 
effect on the ground-motion amplitudes at high-frequencies, the physical processes 
controlling the variation of amplitudes with source depth are not clearly understood. 
Initially it was assumed that the depth term represented a source effect reflecting 
greater stress drops at larger depths. Crouse et al. (1988) explained the depth effect 
as being the result of higher stress drops at greater depths and propagation through 
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low-attenuation paths. Molas & Yamazaki (1995) also proposed that deep events 
propagate in high-Q zones resulting in lower attenuation rates and hence the depth 
term could be interpreted as a correction factor to the attenuation rate. On the other 
hand, Choy and Kirby (2004) reported that normal-fault in-slab earthquakes have 
consistently higher apparent stress drops related to the immaturity of their causative 
faults.  
 
Finally, earlier global studies of limited data suggested that there are no evident 
differences between ground motions of different subduction zones for a given 
magnitude and distance (e.g., Crouse et al., 1988; Crouse, 1991; Youngs et al., 1988, 
1997; Atkinson, 1997). However, Atkinson and Boore (2003) analysed the regional 
variability across their global database finding that there are significant differences, 
with amplitudes in Cascadia differing by more than a factor of 2 from those in Japan 
for the same magnitude, distance and event type. Therefore, if global predictive 
equations are to be applied to individual areas, they should be evaluated on a region-
by-region basis.  
4.3.1 Characteristics of predictive equations for interface-type events  
In this section the characteristics of a group of predictive models for interface-
type events are discussed through a visual comparison of the scaling behaviour of 
these models with respect to magnitude and distance. For this comparison, the two 
existing global models for interface events of Atkinson and Boore (2003, 2008, 
hereafter referred to as AB2003), and Youngs et al. (1997, hereafter referred to as 
Y1997) are used in addition to two regional models for interface events in New 
Zealand (McVerry et al., 2006, hereafter referred to as Mc2006) and Japan (Zhao et 
al., 2006b, hereafter referred to as Z2006). It is noted that the AB2003 model 
estimates the 5% damped pseudo-spectral acceleration (PSA5%) whereas the 
remaining selected models for interface events estimate the 5% damped absolute 
spectral acceleration (SA5%) and hence it is assumed that PSA5%≈SA5% for the 
subsequent comparisons. The selected set of equations will be later used for the 
analyses of the Peruvian-Chilean and Central American data discussed in Chapter 6 
and Chapter 8 respectively. The functional forms of the selected equations for 
interface events are presented in Appendix A and the main characteristics of these 
equations and associated databases are listed in Table 6-1 in Chapter 6. 
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As illustrated in Figure 4-6, which shows the attenuation curves predicted by 
these models for events of magnitudes MW 6.5 and 8.5 recorded at rock sites, the 
different forms of the predictive models give rise to different transitions between 
attenuation curves at short and long distances. For instance, the various models 
exhibit different levels of magnitude-saturation at short distances (i.e., less 
dependence on magnitude at short distances than at large distances) which is clearly 
reflected in the shape of the attenuation curves in the near-source region. The 
AB2003 model exhibits strong magnitude saturation, with a nearly flat attenuation 
for large magnitude events at distances less than 100 km. Both the Y1997 and 
Mc2006 models also show some degree of magnitude saturation at short distances 
however the dependence on magnitude is not as strong as in the case of AB2003. 
This is because the magnitude saturation is modelled differently by the various 
equations. For instance, both the Y1997 and Mc2006 models include a term 
increasing with magnitude added to the distance in the geometrical spreading term. 
The AB2003 model, on the other hand, uses a distance measure which reflects the 
rupture distance and a near-source saturation term, in addition to a magnitude-
dependent geometrical spreading coefficient or slope of attenuation. 
 
The magnitude-dependent term added to the distance measure in the Y1997 
and Mc2006 models produces attenuation curves that start diverging at short 
distances and whose geometrical spreading coefficients or slopes of attenuation tend 
to be the same for all magnitudes at long distances; hence the curves for different 
magnitudes become approximately parallel in the far field. Conversely, the combined 
effect of the near-source saturation term and the magnitude-dependent geometrical 
spreading coefficient used in AB2003 causes the attenuation curves for different 
magnitudes to continue diverging at all distances. As seen in Figure 4-6, the 
geometric attenuation rates in the AB2003 model are strongly magnitude-dependent, 
with attenuation rates decreasing with increasing magnitudes. Therefore, the 
attenuation curve for a MW 8.5 event is nearly flat up to distances of about 100 km 
and exhibits a very low decay rate, especially at long periods. Also note that the 
remaining models used for this comparison do not exhibit a marked magnitude 
dependence of the geometric attenuation and show a more rapid decay with distance 
than the AB2003 model. 
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Figure 4-6. Visual comparison of the interface models for magnitudes MW 6.5 and 8.5 with a depth of 
30 km, over a range of spectral ordinates. In all cases, the plots shown correspond to rock sites, 
following the site classification schemes used in the various equations. Since the AB2003 model 
estimates PSA5% values whereas the Y1997, Mc2006 and Z2006 models estimate SA5% values, the 
assumption that PSA≈SA
 
for 5% damping is made in these plots. 
 
It is also noted in Figure 4-6 that the Y1997 and Mc2006 models have similar 
attenuation behaviour at periods between 0.2 and 1 sec. The similarities in 
attenuation at periods greater than 0.1 seconds are related to the fact that the Y1997 
equation for rock sites was used as base model in the development of the Mc2006 
equation. In particular, the Y1997 equation provided the functional forms of the 
various terms and the near-source coefficients required to constrain the Mc2006 
model because of the scarcity of New Zealand data from large magnitude events at 
short distances. These models, however, differ in the coefficients for the linear 
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magnitude, depth and source-type terms, which were obtained from regression 
analyses of New Zealand data for Mc2006. The Mc2006 equation also includes other 
terms not included in Y1997, specifically site terms and an additional attenuation 
term that accounts for high volcanic-path attenuation. The Mc2006 model, however, 
predicts relatively lower amplitudes at periods less than 0.1 sec compared to the 
Y1997 model. The lower ground-motion amplitudes at high frequencies may be a 
characteristic feature of the New Zealand data, which could be related to highly 
attenuating wave paths in this region. In fact, residuals between the Y1997 model 
and New Zealand data from interface events reported by McVerrry et al. (2006) 
show that the former model largely overpredicts the New Zealand data at periods of 
less than 0.1 sec, suggesting a regional characteristic of the high frequency motions 
in that area.  
 
The Z2006 model, on the other hand, predicts higher ground-motion 
amplitudes in the near-source region than the remaining set of equations used for this 
comparison. This is because the near-source behaviour of the Z2006 model was 
mainly constrained by the inclusion of a large number of records from crustal events 
and, as such, it is not expected that this constraint will adequately represent the near-
source behaviour of subduction-type events. The functional form used to obtain 
magnitude saturation in the Z2006 model is a magnitude-dependent term added to 
the distance measure in the geometrical spreading term; however, this form is weakly 
dependent on magnitude in comparison with the corresponding terms used by the 
other selected equations, which results in attenuation curves for different magnitudes 
being roughly parallel at both short and long distances. Note that Zhao et al. (2006b) 
develop a single model for shallow crustal, interface and intraslab earthquakes in 
Japan, in which differences in the ground motions from these types of events are 
accounted for by the inclusion of source-type parameters which are period 
dependent.  
 
Figure 4-6 also shows that the AB2003 and Y1997 models predict similar 
amplitudes for large interface events. This might be due to the similarities in datasets 
used by the above mentioned authors: while these models share about 97% of the 
data from interface events of magnitude MW≥7.5. It is also observed that the AB2003 
model predicts consistently lower amplitudes for events of magnitudes MW<7.0 than 
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the remaining selected equations, in particular at short periods. This is also observed 
in Figure 4-7, which shows the scaling of amplitudes with magnitude at short and at 
long distances of the various interface models. Note that the curvature displayed for 
the linear magnitude scaling of the AB2003 model results from the interplay of the 
magnitude-dependent geometrical spreading coefficient with the magnitude scaling 
term. Because of the saturation of this model at magnitudes larger than MW 8.5, 
Atkinson and Boore (2003) recommended that estimates of ground motion for events 
of larger magnitudes be calculated using a value of MW=8.5. 
 
 
Figure 4-7. Scaling of the ground motion amplitudes with respect to magnitude for interface 
earthquakes for distances Rrup= 50 km (left hand side panel) and Rrup= 100 km (right hand side panel). 
The assumed earthquake depth is 30 km and the different curves depict the magnitude scaling 
behaviour predicted for rock sites by the various models.  
 
Finally, all predictive equations for interface events presented in Figure 4-6 
explicitly model the depth dependence through the addition of a depth term, which 
causes the amplitudes of the ground motion to increase with increasing earthquake 
depth. Whilst in the Y1997, Mc2006 and Z2006 equations the coefficient for this 
term is the same for interface and intraslab-type events, the AB2003 equation models 
the depth dependence for these two source types separately. The AB2003 model for 
interface events shows less marked depth dependence than the intraslab version. This 
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topic will be discussed in more detail later in the next section, when predictive 
models for intraslab events are discussed.  
4.3.2 Characteristics of predictive equations for intraslab-type events  
The characteristics of a group of predictive models for intraslab events are 
discussed in the following, through a visual comparison of the scaling behaviour of 
these models with respect to magnitude and distance. For this comparison, the two 
existing global models for intraslab events of Atkinson and Boore (2003) and 
Youngs et al. (1997) are used in addition to the regional models for subduction 
events in New Zealand (McVerry et al., 2006),  Japan (Zhao et al., 2006b) and 
Mexico (Garcia et al., 2005, hereafter referred to as G2005). A comprehensive 
summary of these predictive equations is listed in Table 6-5 in Chapter 6 and thus it 
is not included here. It is noted that the both the AB2003 and G2005 equations 
estimate the 5% damped pseudo-spectral acceleration (PSA5%) whereas the 
remaining selected models for intraslab events estimate the 5% damped absolute 
spectral acceleration (SA5%) and hence it is assumed that PSA5%≈SA5% for the 
subsequent comparisons. The functional forms of the selected equations for intraslab 
events are presented in Appendix A and the main characteristics of these equations 
and associated databases are listed in Table 6-5 in Chapter 6. 
 
As observed in Figure 4-8, which shows the attenuation curves predicted by 
these models for events of magnitudes MW 6.5 and 7.5 and a depth of 75 km 
recorded at rock sites, the group of models have different attenuation rates, with the 
AB2003 and G2005 models decaying faster with distance than the Y1997 and 
Mc2006 models. It is noteworthy that whilst the decay rates of the AB2003 models 
for interface and intraslab events differ significantly, the Y1997 and Mc2006 models 
do not exhibit important differences between these source types. As discussed in the 
previous section, the AB2003 model includes a geometric spreading coefficient or 
slope of attenuation that is magnitude dependent. This coefficient takes larger values 
for intraslab than for interface events, with increasing differences between source 
types with increasing magnitudes, resulting in higher rates of attenuation for intraslab 
events than for interface.  
 
This faster decay rate for intraslab events is largely supported by the intraslab 
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data used by Atkinson and Boore (2003), which is more extensive than the dataset 
used by Youngs et al. (1997). For instance, the AB2003 database includes 760 
components, whereas Youngs et al. (1997) only include 100 components mainly 
from events of magnitude MW≤6.8. Therefore, differences between the predictions 
from these models may also reflect the significant differences between the datasets of 
these models. Both the Y1997 and Mc2006 equations use the same functional forms 
and coefficients for the magnitude scaling, geometrical spreading, and depth terms 
for both interface and intraslab events. In these models, the differences between the 
ground motions of these source types are only accounted for by the inclusion of a 
source-type term. This similar attenuation behaviour between both interface and 
intraslab events is in disagreement with the findings of Atkinson and Boore (2003), 
who suggest that interface and intraslab events exhibit different attenuation 
behaviour, with interface events having a lower decay rate and stronger magnitude 
dependence of the geometric attenuation than intraslab events. Figure 4-8 also shows 
that the amplitudes and decay rates predicted by the AB2003 and G2005 intraslab 
models are similar for large-magnitude events. This is because the functional forms 
of these models are analogous; in particular the geometrical spreading terms are 
similar, except that the former model uses a constant geometrical spreading 
coefficient of 1.0 for all periods. The shapes of the attenuation curves of both models 
are remarkably similar at low periods, however the G2005 model predicts a slower 
decay than the AB2003 model at long periods (>1.0 sec) because of the anelastic 
attenuation coefficient, which is larger in the AB2003 model than in the G2005 
equation. 
 
There are also differences in terms of the scaling of amplitudes with magnitude 
between the selected set of models, which are more evident for small magnitudes. 
The AB2003 equation predicts amplitudes for MW=6.5 events that are systematically 
lower than those predicted by the remaining equations. This could be the result of the 
relatively simple form for the magnitude term used in this model which, as in the 
case of the expression for interface-type events, results in underprediction at low 
magnitudes. Moreover, the above-mentioned authors exclude all events with 
magnitude MW <6.0 from the final regression. Also note that the curves for different 
magnitudes predicted by the AB2003 model are roughly parallel, unlike the 
corresponding interface version, which is the result of the geometrical spreading 
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coefficient being weakly dependent on magnitude. 
 
 
Figure 4-8. Visual comparison of the intraslab models for magnitudes MW 6.5 and 7.5 with a depth of 
70 km, over a range of spectral ordinates. In all cases, the plots shown correspond to rock sites, 
following the site classification schemes used in the various equations. Since the AB2003 and G2005 
models estimate PSA5% values whereas the Y1997, Mc2006 and Z2006 models estimate SA5% values, 
the assumption that PSA≈SA
 
for 5% damping is made in these plots. 
 
Figure 4-9 illustrates the depth dependence of the amplitudes in the various 
intraslab equations. The selected predictive equations for intraslab events model the 
depth dependence of the ground motion amplitudes by the inclusion of a depth term 
whose coefficient is generally period-dependent. As illustrated in Figure 4-9, the 
CHAPTER 4                                                                                                                                                            63 
 
 
deeper events give rise to larger amplitudes, but this effect is almost negligible at 
long periods (≥1 sec). As discussed earlier, several studies have reported an increase 
of high-frequency ground motions with increasing focal depth at a fixed distance 
(e.g., Atkinson and Boore, 2003; Garcia et al., 2005), although the significance of 
this term is still unclear. As seen in Figure 4-9, the AB2003 model saturates at depths 
beyond 100 km, which results from the restriction in the depth term used by these 
authors to prevent the prediction of unrealistically large ground-motion values for 
deep events. Hence for events deeper than 100 km a maximum value of 100 km 
depth should be used if the equation is to be extrapolated beyond. Also note from 
Figure 4-9 that the Y1997 model does not show significant depth-dependence, with 
ground motions only increasing by less than 25% for earthquake depths increasing 
from 50 to 100 km, compared to the 65% amplitude increase predicted by the 
AB2003 and G2005 intraslab models. 
 
 
Figure 4-9. Depth dependence of the ground motions predicted by the various models for intraslab 
events. The plots show the predictions for a magnitude MW 7.5 event at a distance of 75 km from the 
source. 
 
The site response terms used by the selected models are shown in Figure 4-10. 
Youngs et al. (1997) derived two separate equations, with different scaling with 
respect to magnitude and distance for rock sites and deep soil sites; consequently, 
site terms for this model are not shown. Of the five models considered only two, 
AB2003 and Mc2006, include soil non-linearity effects in their functional form, 
however soil non-linearity terms are only considered for one of the site classes (NZ 
class D) used in Mc2006. Conversely, the AB2003 equation models nonlinearity 
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effects for NEHRP class C, D and E sites, but this effect is only important for records 
with PGA values at rock greater than 100 cm/s2 and only modifies the shape of the 
attenuation curves for interface events with magnitude MW≥7.5 and for intraslab 
events with magnitude MW≥6.5 at distances of less than about 100 km. The inclusion 
of non-linearity terms in the functional forms of the above-mentioned models is 
therefore expected to improve the quality of the predictions from these models, in 
particular for the soft sites considered in this study. 
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Figure 4-10 Soil amplification factors relative to rock as given by the equations of Atkinson and 
Boore (2003), McVerrry et al. (2006) and Zhao et al. (2006b) following the NEHRP, New Zealand 
(NZ) site classes and the site classification scheme used by Zhao et al. (2006a) (JP site classification), 
respectively. 
4.4 REVIEW OF EXISTING EQUATIONS FOR SUBDUCTION EVENTS 
IN PERU, CHILE AND CENTRAL AMERICA  
4.4.1 Predictive equations for Central America 
The majority of ground motion studies for Central America have combined 
recordings from both shallow-crustal and subduction events in a single predictive 
model (e.g., Algermissen et al., 1988; Taylor et al., 1992, Singh et al., 1993, Climent 
et al., 1994; Dahle et al., 1995). A first attempt to develop robust predictive 
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equations for Central America was made by Dahle et al. (1995), who derived 
equations for PGA and PSV using recordings from Central America (Costa Rica, 
Nicaragua, El Salvador) and some large-magnitude records from Guerrero (Mexico), 
as part of the Norwegian-Central American project. Dahle et al. (1995), used a total 
of 280 strong-motion recordings from both shallow crustal and subduction zone 
events; however, they derived a single equation for both types of seismicity. 
Predictive equations specifically for subduction-type events in Central America have 
been developed by Alfaro et al. (1990), Bommer et al. (1996), Schmidt et al. (1997), 
and Cepeda et al. (2004). Because of the limited number of subduction records used 
for regression (less than 40 records), the Alfaro et al. (1990) and Bommer et al. 
(1996) equations cannot be considered particularly robust or adequately constrained. 
Schmidt et al. (1997) developed equations for shallow crustal and subduction 
earthquakes in Costa Rica, using a database of 200 records, 67 of which were 
subduction records. The subduction strong-motion data was further augmented with 
recordings obtained in El Salvador during the seismic activity in 2001. Cepeda et al. 
(2004) used 254 recordings from El Salvador events that occurred during 2001 to 
derive an adjustment of the Atkinson and Boore (2003) intraslab model, in particular 
of the magnitude scaling term. However, the dataset used by Cepeda et al. (2004) is 
not complete in terms of magnitude and is mainly dominated by data from events of 
magnitudes MW<6.0. A summary of the existing predictive equations for Central 
America and Peru- Chile, for which details of the corresponding databases are 
available, is provided in Table 4-1. 
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Table 4-1. Characteristics of the existing ground motion predictive models for the Central American, 
and Peruvian-Chilean subduction zone, which have included data from subduction-type events. 
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4.4.2 Predictive equations for the Peru-Chile subduction zone 
Earlier predictive equations for Chile have been developed by Saragoni et al. 
(1982), who used strong-motion data from Chile, Peru and Argentina; Fresard and 
Saragoni (1989), Martin (1990) and Medina (1998) used data entirely from Chile. 
However, details about the databases used in these studies are not available. No peer-
reviewed predictive equations that have been derived entirely from strong-motion 
data from the Peru-Chile subduction zone have been published to date. Saragoni et 
al. (2004) and Ruiz and Saragoni (2005) developed predictive equations for both 
interface and intraslab events using only data recorded by the Chilean strong-motion 
network; however, given the number of records used in their regression (only 76 
records), these equations cannot be considered robust and adequately constrained, 
and they also do not meet other quality criteria described in Cotton et al. (2006). A 
summary of the predictive equations for the Peru-Chilean subduction zone, for which 
details of the corresponding databases are available, is provided in Table 4-1. 
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5 Strong-Motion from the Peru-Chile Subduction 
Zone 
 
5.1 INTRODUCTION 
This chapter presents the work carried out in order to develop a dataset of 
strong-motion records and associated information (metadata) from earthquakes along 
the Peru-Chile subduction zone. An overview of the strong-motion networks 
operating in Peru and Chile is provided followed by a description of the steps taken 
during the compilation of the database, which included consistent processing of the 
strong motion records, evaluation of the source parameters of the causative 
earthquakes, computation of source-to-site distance metrics and characterisation of 
site conditions at recording stations. The compiled dataset consists of 196 horizontal 
components of ground motion from 15 subduction-type events, recorded at 
55 different sites. A description of the seismological aspects of selected subduction 
events recorded along the subduction zone under study is also provided as well as an 
examination of the instrumental recordings of ground motion from these events. 
5.2 TECTONIC SETTING AND HISTORICAL SEISMICITY 
The tectonic setting and seismicity of Peru and Chile are mainly characterised 
by the subduction of the relatively young (around 50 Million years old) Nazca plate 
beneath the continental South American plate, which takes place at a convergence 
rate of 7-9 cm/year in the N78°E direction (DeMets et al., 1990). The crust of the 
South American plate is under compressive tectonic stress due to the 
northeast-directed convergence and subduction of the Nazca plate, which results in 
folding, faulting and uplifting of the Andean Cordillera. Figure 5-1 displays the 
general tectonic setting along the Peru-Chile subduction zone. 
 
The main feature characterising the geometry of the subducting Nazca plate is 
the variation in the dip angle along the strike of the trench (Barazangi and 
Isacks, 1976; Jordan et al., 1983; Cahill and Isacks, 1992). Along the Peru-Chile 
subduction zone, between latitude 2°S and 45°S, the subducting Nazca plate is 
divided into four segments: northern and central Peru, from 8°S to 15°S, where the 
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subducted Nazca plate has a shallow dip of about 10°; southern Peru and northern 
Chile, from 15°S to 27°S, where the Nazca Plate descends with a dip of 25° to 30°. 
In Central Chile, from 27°S to 33°S, the slab is again relatively flat, with a shallow 
dip angle of about 10°, and in southern Chile, from 33°S to 45°S, the dip of the 
subducted slab increases to 30°. 
5.2.1 Geometry of the subducted Nazca Plate 
Studies based on accurate hypocentral locations of events along individual 
segments of Nazca plate have been carried out in order to define the precise 
geometry of the slab (e.g., Cahill and Isacks, 1992; Tichelaar and Ruff, 1991; Comte 
et al., 1994; Comte and Suarez, 1995; Araujo and Suárez, 1994; Pardo et al., 2002a; 
Delouis et al., 1996; Tavera and Buforn, 2001). These studies show that the 
geometry of the subducted slab along Peru and Chile is in a constant transition, from 
flat to steep and vice versa along its entire length. The distribution of seismicity in 
the Peru-Chile segment of subduction is shown in Figure 5-1. Hypocentre locations 
correspond to those reported in the EHB Bulletin for the period 1960–2006. Figure 
5-1 also displays a number of cross sections of seismicity taken along the strike of 
the trench, which depict the important variations in the subduction geometry. 
 
The Nazca plate subducts under northern and central Peru at a shallow angle 
which steepens progressively. The flat subduction in Northern and Central Peru 
(from 8°S to 15°S) has a maximum depth of 100-150 km, where the slab unbends 
and becomes sub-horizontal. The seismicity along this segment of central Peru is 
sparse and indicates a long extend of this low-angle zone for a distance of 
approximately 300 km (see Section 1-1’ in Figure 5-1). The flat geometry of the slab 
observed along this segment is associated with the absence of active volcanism in the 
Andes. 
 
CHAPTER 5                                                                                                                                                             
 
 
70 
0 200 400 600 800 1000
0
100
200
300
400
500
600
700
Distance from the trench [km]
H
yp
oc
en
tra
lD
ep
th
[km
]
Section 1-1'
-80o -76o -72o -68o -64o -60o
-36o
-32o
-28o
-24o
-20o
-16o
-12o
-8o
Lon E
La
tN
Seismicity 1960 - 2006
0
75
150
225
300
375
450
525
600
675
750
Peru-Chile Trench
1
EHB Catalogue
0 200 400 600 800 1000
0
100
200
300
400
500
600
700
Distance from the trench [km]
H
yp
oc
en
tra
lD
ep
th
[km
]
Section 2-2'
0 200 400 600 800 1000
0
100
200
300
400
500
600
700
Distance from the trench [km]
H
yp
oc
en
tra
lD
ep
th
[km
]
Section 3-3'
0 200 400 600 800 1000
0
100
200
300
400
500
600
700
Distance from the trench [km]
H
yp
oc
en
tra
lD
ep
th
[km
]
Section 5-5'
0 200 400 600 800 1000
0
100
200
300
400
500
600
700
Distance from the trench [km]
H
yp
oc
en
tra
lD
ep
th
[km
]
Section 4-4'
0 200 400 600 800 1000
0
100
200
300
400
500
600
700
Distance from the trench [km]
H
yp
oc
en
tra
lD
ep
th
[km
]
Section 6-6'
1'
2
2'
3'
1
3
4'4
5'
5
6'
6
NAZCA PLATE
PACIFIC
OCEAN
78 mm/year
Peru
SOUTH AMERICAN
PLATE
80 mm/year
Chile
Relative plate motions
 
 
Figure 5-1. Tectonic setting and distribution of seismicity along the Peru-Chile subduction zone. 
Seismicity corresponds to that reported in EHB Bulletin for the period 1960-2006. The width and 
direction of the cross sections of seismicity are indicated by the rectangle in the map. 
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South of 15°S, the Nazca slab undergoes an abrupt transition from the almost 
horizontal subduction to a descent of about 30° beneath Southern Peru. 
This transition has been interpreted as a tear in the subducted plate (Barazangi and 
Isacks, 1976) or as a smooth contortion (Cahill and Isacks, 1992).  The southern 
region of Peru shows a subducted slab dipping 30° with seismicity that extends to 
a maximum depth of 300 km (See section 2-2’ in Figure 5-1). Deep earthquakes are 
distributed between 600 and 700 km in depth and are located at 600 km from the 
trench, near the Peru-Brazil and Peru-Bolivia borders. 
 
Along the northern Chile segment (See section 3-3’ in Figure 5-1), there is an 
increase in the dip of the Nazca plate in Northern Chile: at shallow depths (below 
60 km) the dip angle of the subducted Nazca plate in northern Chile is about 18° and 
does not show variations along the strike of the trench (Comte and Suárez, 1995). 
A change in slab geometry, from the more steeply dipping zone in Southern Peru and 
Northern Chile to another sub-horizontal zone in Central Chile occurs at 
approximately 24°S (Cahill and Isacks, 1992). In contrast to the abrupt transition 
occurring beneath Southern Peru, this flattening of the slab in Northern Chile appears 
to occur gradually, over a large distance along the strike. 
 
Beneath Central Chile (from 27°S to 33°S), the Nazca plate descends again 
under the South American plate with a shallow angle (see Section 4-4’ in Figure 5-1). 
The shallow part of the subduction zone in Central Chile indicates an interplate 
geometry with an initial dip angle of about 10°, which gradually increases to 25° at 
depth of 45 km (Araujo and Suárez, 1994; Pardo et al., 2002a). This geometry is 
constant throughout the subduction zone in Central Chile and no lateral changes are 
observed. Below depths of 45 km and north of 33°S, the slab bends and flattens to an 
almost sub-horizontal geometry at depths of 100 km, before reassuming its descent 
into the mantle. Between 26°S and 30°S, there is a gap of seismicity at depths greater 
than 200 km and events are only observed in clusters at depths between 570 and 
630 km. This flat geometry of the slab along Central Chile is also characterized by a 
lack of Quaternary volcanism. 
 
Finally, south of 33°S the down-dip profile of the subducted Nazca plate once 
again changes rapidly (See section 6-6’ in Figure 5-1). Along southern Chile, the slab 
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sinks in the mantle with an almost constant dip of 27°. From 33°S to 35°S in latitude, 
the slab shows a nearly constant dip of 27° at depths of 70 km and no seismicity is 
observed at depths below 180 km (Pardo et al., 2002a). 
5.2.2 Depth of the seismically coupled zone 
The depth extent of the seismogenic interplate contact along the Peru-Chile 
subduction zone has been estimated from the maximum depth of shallow-dipping 
reverse events (e.g., Tichelaar and Ruff, 1991; Suárez and Comte, 1993; Comte 
et al., 1994; Comte and Suárez, 1995) and from the depth transition from 
compressional to extensional stress regime (e.g., Comte and Suárez, 1995; Pardo 
et al., 2002a). Based on the maximum depth of large (MW>6) underthrusting events 
teleseismically located, Tichelaar and Ruff (1991) suggested that the maximum depth 
of the seismically coupled zone between plates along Chile extends down to 
48-53 km and that there is a change in the maximum depth north of latitude 28°S, 
where the coupled zone extends to depths of 36-41 km. In contrast, studies using 
both locally and teleseismically recorded data in Northern Chile (Comte et al., 1994; 
Comte and Suárez, 1995) suggest that the coupling zone, as defined by the maximum 
depth observed for shallow-dipping reverse events, extends consistently to about 
40±10 km and no variations along the strike of the trench are appreciable. 
 
The maximum depth of the coupling zone may, however, extend up to 
60±10 km, if the depth transition from compressional to tensional stress regime 
observed along the upper part of the subducting slab is considered (Comte and 
Suárez, 1995). This transition of stress field along in Northern Chile segment occurs 
at depths greater than the maximum depth at which shallow-dipping reverse events 
are observed (~40 km). Along the Central Chile segment of the subduction, the 
maximum depth of the interplate interface has also been estimated to be about 60 km 
(Pardo et al., 2002a), which is in agreement with the above mentioned studies along 
different segments of the Chilean subduction zone. 
5.2.3 Stress regime 
In general, the stress regime along the Peru-Chile subduction zone indicates 
that at shallow depths the stress regime is compressive due to the plate convergence. 
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At intermediate depths the stress is under a tensional stress regime, related to the slab 
pull in the steep subduction zone and also to buoyant forces in the flat slab zone. 
In Southern Peru and Northern Chile, the stress regime indicates that the upper part 
of the slab, along the coupled-zone between plates, is characterised by compressional 
events, most of which are thrust events. There is a change from compressional to 
tensional stress field at depths between 50 and 70 km, which has been associated 
with the maximum depth extent of the seismically coupled zone between the Nazca 
and South American plates (Comte and Suárez, 1995). At intermediate depths, from 
approximately 100 to 350 km, the seismicity is mainly characterised by tensional 
events with a normal fault mechanism.  
 
The slip vectors of underthrusting earthquakes along the coupled zone in this 
region are orientated in the NE direction, consistent with the convergence direction. 
From 70 to 100 km in depth, the slab is under a tensional force (slab pull) orientated 
roughly down-dip, as indicated by the occurrence of normal faulting events at these 
depths. There is a transition zone from 70 to 80 km in depth, where normal faulting 
occurs in all directions. After this transition, at depths greater than 80 km, normal 
faulting becomes homogeneous along NW oriented planes, dipping to the east 
(Comte and Suárez, 1995). 
 
Beneath Central Chile (27°S to 33°S), the Nazca plate descends under the 
continental South American plate with shallow dip angle. Due to the nearly 
horizontal geometry of the slab, this zone is characterised by a strongly coupled 
interplate contact. The stress regime along Central Chile can be summarised as 
follows (Pardo et al., 2002a): Along the coupled zone at shallow depths, lower than 
70 km, the regimen is compressive. The orientation of the maximum regional stress 
is approximately horizontal and in the direction of convergence between Nazca and 
South American plates. The focal mechanisms in this zone are mainly thrust and 
reverse. Some normal faulting events are also observed, but they are located within 
the oceanic plate at focal depths greater than the interface compressive events. 
 
At intermediate depths, from about 100 to 200 km, the slab is under tension. 
South of 33°S, the maximum regional stress is oriented NS and the minimum is 
oriented along the slab and is associated to slab pull force. From 33°S to 26°S, the 
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minimum regional stress is almost horizontal and the maximum is vertical. In general 
the focal mechanisms at intermediate depths indicate normal faulting, but there are 
also some with strike- slip component (Pardo et al., 2002a). At deep depths, from 
570 to 630 km, the stress tensor is related with extension, but with the axis of the 
maximum regional stress is parallel to the slab dip and the minimum is nearly 
perpendicular to the slab. The focal mechanisms at this depth are mainly normal. 
5.2.4 Focal mechanisms 
Two main types of seismicity can be identified in the Peru-Chile subduction 
zone: firstly, earthquakes occurring at the seismically coupled zone between the 
Nazca and South American plates (interface earthquakes) and secondly, seismicity 
related to the zone of extension in the interior of the Nazca plate (intraslab 
earthquakes). The controlling fault mechanism of interface-type earthquakes in this 
zone corresponds to thrust faulting. At depths greater than the coupled plate 
interface, the stress regime changes from compressional to tensional stresses, and 
thus normal faulting prevails. These normal mechanism events are intraslab-type 
earthquakes occurring within the subducted Nazca slab, at some distance down-dip 
from the strongly coupled interplate contact. Intraslab events associated with 
down-plate extension (slab-pull) are relatively common along the Peru-Chile 
subduction zone. However, few slab-push events associated with down-plate 
compression have also occurred along this subduction zone (e.g., the 
15 October 1997 Punitaqui, north Chile, event and the 5 and 29 April 1991 events in 
Central Peru). 
5.2.5 Historical seismicity 
The subduction zone along Peru and Chile has ruptured in great destructive 
earthquakes during the last centuries. Many of these destructive events are 
underthrusting events occurring along the interplate contact between the Nazca and 
South American Plate. Figure 5-2 shows the rupture areas of the largest 
subduction-type earthquakes during the last century along the Peru-Chile subduction 
zone as determined by the distribution of aftershocks (Pritchard et al., 2007). 
In the central Chile segment of the subduction zone, the historical record of 
earthquakes starts with an event of magnitude M=9.4 in 1575 followed by large 
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events in 1647 (M=8.4), 1730 (M=8.2), 1822 (M=8.4), 1906 (MS=8.3) and 
March 1985 (MW=8.0). This sequence gives a nearly constant return period of 83±7 
years (Comte et al., 1986). The central Chile region, between 32ºS and 35ºS, has 
been identified as a seismic gap with high probabilities of recurrence for a large 
earthquake in this area (Nishenko, 1985). The south-central Chile segment, between 
35ºS and 37ºS, is another identified seismic gap, referred to as the Concepcion-
Constitucion seismic gap. The last large subduction earthquake occurred in this 
region, was a magnitude 8.5 event on February 1835. The Concepcion-Constitucion 
seismic gap has been extensively studied due to a great event (MW 8.1) that occurred 
on 25 January 1939, near the city of Chillan. The 1939 Chillan earthquake killed 
approximately 28.000 people and is amongst the most damaging events occurred in 
seismic history of Chile (Beck et al., 1998).  
 
Similarly, the southern Peru and northern Chile segment of the subduction 
zone, between 16ºS and 22ºS, has been recognised as a seismic gap with a high 
potential of occurrence of a great earthquake (Lomnitz, 2004; Kelleher, 1972; 
Nishenko, 1985; Comte and Pardo, 1991; Delouis et al., 1996). The recurrence time 
for great interface event of magnitude larger than 8.5 in this region has been 
estimated to be of the order of 100 years (Comte and Pardo, 1991). Major events in 
this region occurred along the interplate contact in 1868 (southern Peru) and 1877 
(northern Chile) with magnitudes estimated between 8.5 and 9.0 (Lomnitz, 2004; 
Kausel, 1986; Dorbath et al., 1990), and an estimated rupture length of about 400 km 
(Kausel, 1986; Comte and Pardo, 1991). The southernmost part of this seismic gap 
ruptured in a large underthrusting event in July 1995 (Mw=8.0), which occurred 
south of the rupture zone of the 1877 event. Large intraslab-type events have also 
occurred in the region of the northern Chile gap in December 1950 (Mw=8.0) and 
13 June 2005 (Mw=7.8). 
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Figure 5-2. Rupture areas of the largest subduction-type earthquakes during the last century. 
The trench location is indicated by a black line and convergence direction by the white arrow. The 
rupture zones as defined by aftershock locations are depicted by red ellipses and the direction of the 
rupture indicated by the small white arrows. All events shown in the figure were interface events, with 
the exception of the 1939 and 1970 earthquakes, which were intraslab (After Pritchard et al., 2007).  
 
The northernmost part of the southern Peru and northern Chile seismic gap has 
also ruptured in large underthrusting event in 23 June 2001 (Mw=8.4). This event 
ruptured the northern zone of the rupture area associated with the great earthquake of 
1868 (MW =9.0) in southern Peru. The convergence process along the central and 
southern region of Peru has caused large earthquakes in 1746 (MW =8.5), 1940 
(MW =8.1), 1942 (MW=8.2), 1966 (Mw=8.1), 1974 (MW=8.1), 1996 (MW =7.7), 2001 
(MW =8.4) and 2007 (MW =8.0). The Central Peru segment of the subduction zone, 
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between the rupture areas of the Mw=8.1 1974 Lima event and the Mw=7.7 1996 
Nazca event (Tavera and Bernal 2005), had also been identified as another seismic 
gap. This gap last ruptured in a Mw=8.0 event on 17 August 2007 in the Pisco region 
of Central Peru. 
5.3 OVERVIEW OF STRONG-MOTION DATA 
5.3.1 Strong-motion networks in Chile and Peru 
Currently, there are two accelerometric networks operating in Chile. 
The RENADIC network, operated by the Civil Engineering Department of the 
University of Chile since 1970, consists of 20 analogue and 15 digital stations 
installed along Northern and Central Chile. The second network operating in Chile 
(DGF-DIC) was deployed by the Departments of Geophysics and Civil Engineering 
of the University of Chile and the Swiss Seismological Service as a part of a project 
to study the northern Chile seismic gap. The DGF-DIC network has been in 
operation since 2001 and consists of 11 digital instruments installed on Northern 
Chile, from Arica to Antofagasta. A description of the networks operating in Chile 
can be found at http://www.renadic.cl and http://www.cec.uchile.cl/~ragic/ragic.htm 
The strong-motion networks in Peru are operated by IGP (Geophysical Institute of 
Peru), the Japan-Peru Centre for Seismic Research and Disaster Mitigation 
(CISMID), the South American Regional Seismological Centre (CERESIS), the 
Catholic University of Peru (PUCP), and the Peruvian state water company 
(SEDAPAL). A description of these networks and the accelerographs can be found at 
http://www.igp.gob.pe/, http://www.cismid.uni.edu.pe and http://www.ceresis.org. 
The location of the strong-motion stations operating along the Peru-Chile subduction 
zone, and whose data has been used in this study, is shown in Figure 5-3. The 
coordinates of the stations, type and location of the instruments and a generic site 
description (i.e., rock or soil) are listed in Table 5-1. For the stations in Central Chile, 
the station coordinates listed correspond to those reported by Campbell et al. (1989, 
1990), which were validated against satellite imagery (i.e., Google Earth) to ensure 
accuracy. Information on the type and location of instrument (i.e., type of building) 
was also obtained from these references. On the other hand, for some of the stations 
in Northern Chile, the location and type of the instruments has been obtained from 
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the accelerogram headings and has been listed in Table 5-1. Information on the type 
and location of the instruments has also been obtained from the websites of the 
RENADIC and DGF-DIC networks.  
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Figure 5-3. Location of the strong-motion stations in Chile and Peru used in this study. Each of the 
panels shows the stations located in [a] Central and Southern Peru (upper-right panel) [b] Northern 
Chile (lower-right panel) [c] Central Chile (lower-left panel). 
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Finally, the information on the stations in Peru listed in Table 5-1 was provided 
by the networks operators (IGP, CISMID) and can be obtained at the websites of 
these networks. Information on the majority of the Peruvian stations included herein 
has been also been reported in Tavera et al. (2008). 
 
Table 5-1.  Information on strong-motion stations operating on Chile and Peru used in this study.  
Station Code Network Region Inst.  
 Type* 
Lat 
 [ºS] 
Lon  
[ºW] Inst. location Site 
Cauquenes CAU RENADIC Central Chile SMA-1 35.97 72.32 
2-story 
building Soil 
Chillan-Viejo CHIL RENADIC Central Chile SMA-1 36.60 72.10 
2-story 
building Soil 
Colbun COLB RENADIC Central Chile SMA-1 35.70 71.41 Unknown Soil 
Constitucion CONS RENADIC Central Chile SMA-1 35.33 72.41 
2-story 
building Soil 
Hualañe HUA RENADIC Central Chile SMA-1 34.97 71.82 
1-story 
building Soil 
Illapel ILLA RENADIC Central Chile SMA-1 31.63 71.17 
1-story 
building Soil 
Iloca ILO RENADIC Central Chile SMA-1 34.93 72.18 
1-story 
building Soil 
La Ligua LIG RENADIC Central Chile SMA-1 32.45 71.25 
1-story 
building Soil 
Llay Llay LLAY RENADIC Central Chile SMA-1 32.84 70.97 
1-story 
building Soil 
Llolleo LLO RENADIC Central Chile SMA-1 33.58 71.61 
1-story 
building Soil 
Los Vilos VIL RENADIC Central Chile SMA-1 31.92 71.50 
1-story 
building Rock 
Melipilla MELP RENADIC Central Chile SMA-1 33.68 71.22 
1-story 
building Soil 
Papudo PAP RENADIC Central Chile SMA-1 32.51 71.45 
1-story 
building Soil 
Pichilemu PICH RENADIC Central Chile SMA-1 34.38 72.02 
1-story 
building Rock 
Quintay QUIN RENADIC Central Chile SMA-1 33.20 71.68 Shelter Rock 
Rapel RAP RENADIC Central Chile RFT-250 34.03 71.58 Tunnel Rock 
San Felipe SFEL RENADIC Central Chile SMA-1 32.75 70.73 
1-story 
building Soil 
San Fernando SFDO RENADIC Central Chile SMA-1 34.60 71.00 
1-story 
building Soil 
San Isidro ISID RENADIC Central Chile SMA-1 32.90 71.27 Unknown Soil 
Santiago SANT RENADIC Central Chile SMA-1 33.47 70.67 
3-story 
building Soil 
Santiago 
Endesa END RENADIC 
Central 
Chile PK-130 33.45 70.65 
6-story 
building Soil 
Talca TAL RENADIC Central Chile SMA-1 35.43 71.67 
1-story 
building Soil 
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Valparaiso 
El Almendral 
VALM
D RENADIC 
Central 
Chile SMA-1 33.03 71.64 Road Soil 
Valparaiso 
UTFSM UTFSM RENADIC 
Central 
Chile SMA-1 33.03 71.60 
1-story 
building Rock 
Ventanas VENT RENADIC Central Chile SMA-1 33.03 71.62 
6-story 
building Soil 
Viña del mar VMAR RENADIC Central Chile SMA-1 33.02 71.55 
10-story 
building Soil 
 
 
Table 5-1. (Continued) 
Station Code Network Region Inst.  
 Type* 
Lat 
 [ºS] 
Lon  
[ºW] Inst. location Site 
Zapallar ZAP RENADIC Central Chile SMA-1 32.55 71.46 
1-story 
building Rock 
Arica-Casa ACA RENADIC Northern Chile SMA-1 18.482 70.308 
1-story 
building Soil 
Arica 
Costanera ACO RENADIC 
Northern 
Chile SMA-1 18.474 70.313 Building Soil 
Arica 
Escuela ARIE DGF-DIC 
Northern 
Chile ETNA 18.494 70.312 
1-story 
building Rock 
Calama 
Hospital CALA DGF-DIC 
Northern 
Chile ETNA 22.459 68.930 Building Soil 
Cuya CUY RENADIC Northern Chile SMA-1 19.160 70.177 Unknown Soil 
El loa LOA RENADIC Northern Chile SMA-1 22.636 68.152 Unknown Rock 
Iquique 
Hospital  IQUI DGF-DIC 
Northern 
Chile ETNA 20.214 70.138 Building Rock 
Iquique-Idiem IQU RENADIC Northern Chile SMA-1 20.215 70.140 Building Soil 
Iquique-Inp IQUC RENADIC Northern Chile SMA-1 20.217 70.149 Building Soil 
Mejillones-
Hospital MEJI DGF-DIC 
Northern 
Chile ETNA 23.103 70.446 Building Soil 
Pica-Hospital PICA DGF-DIC Northern Chile ETNA 20.492 69.330 Building Soil 
Pisagua PIS RENADIC Northern Chile SMA-1 19.595 70.212 Unknown Rock 
Poconchile1 POCO1 RENADIC Northern Chile SMA-1 18.456 70.067 Building Soil 
Poconchile2 POCO2 DGF-DIC Northern Chile ETNA 18.457 70.107 Building Soil 
Putre PU RENADIC Northern Chile SMA-1 18.197 69.574 Unknown Rock 
Tocopilla TCP DGF-DIC Northern Chile ETNA 22.104 70.214 Unknown Rock 
Moquegua1 MOQ1 CISMID Southern Peru ETNA 17.187 70.929 Shelter Soil 
Ica2 ICA2 CISMID Southern Peru ANALOG 14.089 75.732 Building Soil 
Parcona PCN IGP Southern Peru DIGITAL 14.042 75.699 Unknown Soil 
Asamblea 
Nacional  de 
Rectores 
ANR CERESIS Central Peru GSR-12 12.123 76.976 Building Soil 
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Callao CAL CISMID Central Peru ETNA 12.060 77.150 Shelter Soil 
CDL-CIP CDL-CIP CISMID Central Peru ETNA 12.092 77.049 Shelter Soil 
Ceresis CER CERESIS Central Peru ETNA 12.103 76.998 Unknown Soil 
Cismid CSM CISMID Central Peru ETNA 12.013 77.050 1-story Building Soil 
Mayorazgo  MAY IGP Central Peru DIGITAL 12.055 76.944 Unknown Soil 
 
 
Table 5-1. (Continued) 
Station Code Network Region Inst.  
 Type* 
Lat 
 [ºS] 
Lon  
[ºW] 
Inst. 
location Site 
Universidad 
Catolica del 
Peru 
PUCP PUCP Central Peru DIGITAL 12.074 77.080 Building Soil 
Molina MOL CISMID Central Peru ETNA 12.100 76.890 Building Soil 
Ñaña NNA IGP Central Peru DIGITAL 11.987 76.839 Unknown Rock 
Rinconada RIN CERESIS Central Peru DIGITAL 12.084 76.921 Unknown Soil 
La Molina 
Universidad 
Agraria 
LMOL IGP Central Peru ANALOG 12.085 76.948 Building Rock 
Geological 
Institute GEO IGP 
Central 
Peru ANALOG 12.080 76.950 Unknown Soil 
Casa Huaco-Las 
gardenias HUA IGP 
Central 
Peru ANALOG 12.130 76.980 Unknown Soil 
Zarate ZAR IGP Central Peru ANALOG 12.020 77.010 Unknown Soil 
*A generic classification as DIGITAL or ANALOG is listed when the information on the model of the 
instruments was not available. 
5.3.2 Compilation of the strong-motion database 
In order to study the behaviour of the ground motions recorded along the 
Peru-Chile subduction zone and to assess the applicability of existing equations for 
the prediction of ground motions from subduction-zone events, a database of 
recorded ground motions and associated information (metadata) on the causative 
earthquakes, source-to-site travel path and local site conditions at the recording 
stations has been developed. The effort has focused on compiling and reviewing the 
metadata, which entailed: consistent evaluation of earthquake magnitudes, 
earthquake location and depth, type of mechanism, fault plane geometry and 
computation of different source-to-site distance metrics; characterisation of site 
conditions at recording stations has been made using different parameters 
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(i.e., surface geology descriptors, shear wave velocity profiles, natural site period, 
normalised response spectra shapes). Site classes have been assigned following 
various classification schemes such as the NEHRP classification, the New 
Zealand (NZ) site classification scheme used by McVerry et al. (2006) and the 
scheme used by Zhao et al. (2006a), hereafter referred to as JP classification. 
 
Strong-motion data from Chile have made available for this study by the local 
networks: National Accelerographic Network of Chile (RENADIC, 23 records); the 
DGF-DIC network jointly operated by the Departments of Geophysics and Civil 
Engineering of the University Chile (7 records). Reports on the ground motions 
recorded by these networks during several recent events can be obtained at 
http://www.terremotosuchile.cl. In addition to these sources, unprocessed strong-
motion records from the 1985 Valparaiso (Chile) events were obtained from the 
COSMOS Virtual Data Centre at http://db.cosmos-eq.org  (40 records). 
 
Strong-motion recordings from Peru come from three different sources: the 
Geophysical Institute of Peru (IGP, 8 records), the Japan-Peru Centre for Seismic 
Research and Disaster Mitigation (CISMID, 12 records) and the COSMOS Virtual 
Data Centre (8 records). Records from the networks operating in Peru can be 
downloaded or obtained upon request at http://www.cismid-uni.org/redacis and 
http://khatati.igp.gob.pe/Webs/cns06/reg_acelerac/sis_sens_aceler.htm. 
Strong-motion data from the 1966, 1970, 1971 and 1974 Peruvian events available at 
the COSMOS Virtual Data Centre were also included in this databank (8 records). 
 
The majority of the data from these agencies have been released in unprocessed 
format; however, in a few cases strong-motion records to which some level of 
processing has already been applied were also included. All strong-motion data 
included in this databank are from free-field and structure-related free-field 
instruments at 56 sites. In the context of this study, free-field recordings are defined 
as those obtained at stations in small shelters, isolated from any building influence. 
Structure-related free-field records are recordings from the basement of structures up 
to three stories; recordings obtained at stations in the basement of structures with 
more than 3 stories were discarded from this databank.  
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5.3.2.1 Processing of strong-motion records 
Processing was performed with the suite of programmes for processing and 
manipulation of time series developed by Dr. David Boore from United States 
Geological Survey (USGS) (Boore, 2008). The ground-motion recordings were 
reformatted and converted into SMC-format files  
(see http://nsmp.wr.usgs.gov/smcfmt.html for details). When necessary, unevenly 
sampled data were interpolated and resampled at 200 samples per second. Before the 
application of any processing procedure, non-standard noise (i.e., spurious spikes) 
encountered in digitized records from analogue instruments (Douglas, 2003b) was 
identified by visual inspection of the jerk (derivative of the acceleration trace). 
Spikes identified as erroneous, were removed by replacing the acceleration ordinate 
of the spike with the mean of the preceding and proceeding accelerations values. 
 
For analogue instruments, the dynamic equation of motion of the transducer 
allows the correction of the acceleration time history to account for the response of 
the recording system. Because of the dynamic range of the digital instruments 
(natural frequencies of 100 Hz or higher) corrections for instrument characteristics 
were not applied to the digital recordings included in the database. For some of the 
analogue recordings included in this database, instrument correction has been already 
applied by the data provider.and thus not applied here. Instrument corrections were 
not applied to the remaining records from analogue instruments in this database as, in 
some cases, complete information on the instruments response was not available for 
all records and it was decided that no instrument correction was preferred to 
instrument correction based on erroneous values and additionally, the application of 
an instrument correction can result in amplification of high-frequency noise 
introduced during the digitization process (Boore and Bommer, 2005).  
 
The records were processed in a consistent manner, with individual 
components individually filtered. Before filtering of the record, an initial baseline 
correction was applied to the raw accelerogram (zeroth-order correction). The mean 
determined from the pre-event portion of the record, or the mean computed from the 
whole record if the pre-event portion was not available, was subtracted from the 
entire acceleration time series. After making this initial baseline correction, the 
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acceleration traces were integrated without filtering, to check for long-period drifts 
that could indicate the presence of offsets in the reference baseline. In most cases 
baseline offsets were small and the long period noise was removed by filtering. In a 
few cases large baseline offsets were observed and they were corrected by fitting 
low-order polynomials to the velocity and then subtracting the derivative of these fits 
from the acceleration time series. The records were then filtered using an acausal 
bidirectional, eighth-order Butterworth filter.  
 
For digital records, low-cut filter frequencies were determined by considering 
the signal-to-noise ratio between each channel and a model of the noise obtained 
from the pre-event memory. Since this type of model does not account for “signal-
generated” noise (Boore and Bommer, 2005), the results were checked through 
visual inspection of the velocity and displacement traces obtained from the filtered 
acceleration record. Visual inspection of these traces was also the basis for the 
selection of the low-cut filter frequency when no pre-event memory of digital records 
was available. For analogue records, fixed traces were not available to allow the 
identification of low-frequency noise. Therefore the FAS of the accelerogram was 
examined and compared with the noise spectrum estimated from studies of 
instruments and digitising apparatus such as those proposed by Lee and 
Trifunac (1990) and Skarlatoudis et al. (2003) and were used as guide for the 
selection of low-cut filters. Since these studies correspond to a particular 
combination of accelerograph and digitiser, which does not correspond to that of data 
being processed, visual examination of the velocity and displacement traces was also 
used as criterion for the selection of the low-cut filter frequency.  
 
In selecting low-cut filter frequencies, the filter parameter was chosen to give a 
signal-to-noise ratio of 2. It is noted that the comparison of the Fourier Amplitude 
Spectrum (FAS) of the record with that of the noise indicates the ratio of signal-plus-
noise to noise, hence if the desired target is a signal-to-noise ratio of 2, the ratio of 
the record FAS to that of the noise model should be 3. The maximum usable period 
of the spectrum was then defined as 0.8 times the low-cut filter period, as suggested 
by Abrahamson and Silva (1997). On this basis it was decided that, for about 80% of 
the records included in the database, the spectral ordinates could be reliably 
calculated up to 3 sec, although for a few analogue accelerograms, the usable period 
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range can only be extended only up to 2 sec. A listing of the filter cut-off frequencies 
for each record is presented in Appendix B.  
 
Although not used here, the iterative method proposed by Akkar and Bommer 
(2006) for filter frequency selection can also be used in cases where a model of the 
noise is not available to guide the choice of low-cut filters. This method uses the 
corner frequency from a theoretical source model (e.g., Brune, 1970, 1971; Atkinson 
and Silva, 2000) as criterion to define the frequency at which is appropriate to apply 
a low-cut filter and is based on the assumption that the earthquake-ground motion 
must follow the theoretical source spectrum, decaying proportional to f2 at 
frequencies lower than the corner frequency. If visual inspection of the filtered 
velocity and displacement time series indicates that the long-period noise is 
excessive and demands a low-cut filter above the theoretical corner frequency, this 
means that part of the actual signal is being removed, reducing the usefulness of the 
data at long periods. 
 
Finally, a high-cut filter was applied to remove high-frequency noise from the 
record. High-cut filters of 25 Hz and 50 Hz were applied to recordings from analogue 
and digital instruments respectively, taking into account the Nyquist frequency, 
which is a function of the sampling interval. High-cut filters applied at frequencies 
greater than the Nyquist frequency have no effect on the record. Peak values of 
acceleration and velocity and acceleration response spectra values for 5% of the 
critical damping were then obtained from the processed data.  
5.3.2.2 Source parameters of the causative earthquakes 
The moment magnitude (MW) estimates and focal mechanism solutions for the 
earthquakes whose data are used in this study were obtained from the Harvard 
Centroid Moment Tensor database (CMT) when available, which was generally the 
case for the large earthquakes included herein with magnitude greater than 6.0 which 
occurred after 1976. Moment magnitudes and focal mechanism solutions were 
collected from individual studies (e.g., Hartzell and Langer, 1993; Abe, 1972), for all 
pre-1976 events. Other instrumental measures of magnitude were collected from the 
online-catalogues of the different reporting agencies (i.e., International Seismological 
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Centre, ISC and National Earthquake Information Centre, NEIC) and were also 
included in the metadata. Surface wave magnitude (MS) and body-wave 
magnitude (mb) estimates of the Peruvian-Chilean earthquakes determined by the 
ISC were collected; however, in cases where ISC magnitude determinations were not 
available, those estimated by NEIC were used instead. 
 
No estimates of moment magnitude (MW) were available for the following 
events: 05/01/1974 (MS=6.6) and the 03/03/1985 aftershock (MS =6.4) (See Table 
5-2). For the analysis discussed in Chapter 6, it was therefore assumed that MS 
estimates for the 05/01/1974 (MS=6.6) and 03/03/1985-A (MS=6.4) were equivalent 
to moment magnitude estimates (MW), which is expected to be a practical 
approximation provided the size of these events (MS <7.0) (Hanks and 
Kanamori, 1979). This approximation was validated by plotting moment magnitude 
values against the different magnitude scales for the events with MW, MS and mb data 
reported. 
 
In general, the hierarchy for the selection of the epicentral locations and depths 
of earthquakes along the Peruvian-Chilean subduction zone used in this study is as 
follows: special studies of mainshock and aftershock sequences with accurate 
relocations, epicentre locations and depths determined by the ISC. Some of the 
events in the ISC catalogue have been relocated by Engdahl and Villaseñor (2002), 
which is a refinement of that of ISC and in particular the determinations of depth are 
more reliable. When solutions of Engdahl and Villaseñor (2002) for earthquakes 
along the Peruvian-Chilean subduction zone were available, these were preferred to 
those from ISC catalogue. For the more recent events not included in the ISC 
catalogue, the location estimated by NEIC was assumed. Regional determinations 
reported by local agencies (e.g., Department of Geophysics, University of Chile, 
GUC; Geophysical Institute of Peru, IGP) were also used in this study when 
appropriate. The locations and focal mechanisms of these events are shown in Figure 
5-4. 
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Figure 5-4. Map showing the locations, magnitudes and focal mechanisms of the events whose 
strong-motion records have been included in the databank. 
 
Table 5-2 summarises the source parameters of the events whose strong-motion 
data has been included in this databank along with a classification of the subduction 
events with respect to type (interface or intraslab). The differentiation between 
interface and intraslab events was done on the basis of the focal mechanism using the 
definitions of style of faulting of Wells and Coppersmith (1994) and on the basis of 
the focal depth. As seen in Table 5-2, the interface events in this catalogue have a 
reverse mechanism and are limited to a maximum depth of 40 km, which is 
consistent with the maximum depth extent of the seismically coupled zone found 
along different segments of the Peru-Chile subduction zone (e.g., Comte et al., 1994; 
Tichelaar and Ruff, 1991). On the other hand, intraslab-type events in Table 5-2 have 
a normal mechanism and occur within the Nazca slab at depths from about 60 km to 
110 km.  
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Table 5-2.  Source parameters of the earthquakes information that have been recorded in Chile and 
Peru and whose data has been used in this study.  
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5.3.2.3 Source-to-site distance metrics 
The source-to-site distance was characterised in terms of the closest distance 
to the earthquake fault plane or rupture distance (Rrup). Fault plane dimensions and 
orientations were obtained from published finite-source rupture models when 
available. Events for which fault-plane geometries from finite-fault inversion were 
available have moment magnitudes 7.1≤MW≤8.4 and contribute 70% of the 
strong-motion data included in the databank. For the 1966 (MW=8.1) and 1970 
(MW=8.0) Peruvian earthquakes, the rupture areas assumed for source-to-site 
distance computations were those estimated by Abe (1972) based on early 
aftershocks distributions; these two events only contribute two records. For the 
aftershocks of the 1985 Valparaiso event, with moment magnitudes 6.3≤MW≤7.1, 
the circular rupture geometries determined by Choy and Dewey (1988) were used to 
estimate the corresponding rupture distances.  
 
For the remaining events, for which neither finite source models nor reliable 
distribution of early aftershocks were available, the following approach was used to 
estimate the distance metrics: fault-rupture dimensions were estimated from 
empirical relationships of the rupture area and aspect ratio as a function of moment 
magnitude (MW) for interface and intraslab-type events that have been determined 
in Chapter 4. The rupture plane was then located in space, assuming that the 
epicentre lies above the geometric centre of a dipping fault. The strike, dip and rake 
of the fault plane were assumed to correspond to the preferred focal plane of the 
two sets of angles listed in the Harvard CMT catalogue. On the other hand, for 
intraslab-type events the main focal plane was assumed to be that suggested by 
individual studies of these events. For instance for the 15 October 1997 (MW=7.1) 
Punitaqui event, the orientation of the actual fault plane was estimated to be the 
almost vertical nodal plane of the two sets of angles reported in the Harvard CMT 
catalogue, based on the body wave modelling for this event carried out by Lemoine 
et al. (2001). Similarly, the orientation of the preferred focal planes for the 
7 November 1981 (MS=6.7) and the 5 January 1974 (MS=6.7) events used herein 
were those suggested by Astiz and Kanamori (1986) and Langer and Spence (1995) 
respectively. The approach used here is expected to be a reasonable approximation 
CHAPTER 5                                                                                                                                                             
 
 
90 
for the purpose of source-to-site distance calculations in view of the fact that most 
of the events for which this assumption was applied correspond to intraslab events 
with magnitude 5.9≤MS≤6.8, which were recorded at large distances and thus their 
fault dimensions are not likely to be very large compared to the source-to-site 
distances.  
5.3.2.4 Local site conditions at recording stations 
Geological conditions at the recording sites strongly influence the nature of 
ground-motions recorded and a significant effort has therefore been made to collect 
and assess the geological and geotechnical information available for the stations in 
Peru and Chile. For many of the stations belonging to the networks that are 
currently operating in Chile, detailed information on the geological conditions is not 
available. Investigations intended to estimate geological and topographical effects 
have been undertaken in the past, in particular for the stations situated in 
central-southern Chile which recorded the 3 March Valparaiso earthquake 
(e.g., Çelebi, 1987; Midorikawa, 1992; Midorikawa et al., 1991). Conversely, site 
conditions at the strong-motion stations in northern Chile are still under 
investigation and geological and geotechnical information for a number of these 
stations has not yet made available to the wider engineering community 
(Boroschek, personal communication, 2008). 
 
Table 5-3 to Table 5-5 summarise all geological and geotechnical information 
collected for the sites situated in Central Chile, northern Chile and central-southern 
Peru respectively. The sites classes assigned to these stations following different 
site classification schemes for a further analysis discussed in Chapter 6 are also 
listed in these tables. Site conditions assigned to the stations in Central Chile were 
based on information collected from a number of sources including descriptions of 
the surface geology (EERI, 1986; Çelebi, 1987, 1988; Campbell et al., 1989, 1990; 
Midorikawa et al., 1991; Midorikawa, 1992), the site categories of the Chilean 
seismic design code assigned by Riddell (1995) and NEHRP site classes assigned 
by Atkinson and Boore (2003) to the Chilean sites whose data were included in the 
regression database for subduction-zone events. Shear-wave velocity profiles 
obtained by Araneda and Saragoni (1994), Midorikawa et al. (1991) and 
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Midorikawa (1992) as well as the natural period of the Chilean sites determined by 
Luppichini (2004) using the records of the 1985 Valparaiso earthquake were also 
used. 
 
It was not possible to obtain a detailed description of the site conditions at the 
stations located in Northern Chile because of the scarcity of geological and 
geotechnical information. It is believed, however, that recording sites in northern 
Chile can be classified as NEHRP class C, with an average shear-wave velocity 
over the top 30 m, VS(30), between 400 and 600 m/s (Boroschek and Comte, 2006). 
Site conditions assigned to these sites were only based on information from the 
following sources: description of local geology (Boroschek, personal 
communication, 2008; Geologic map of Chile, Servicio Nacional de Geologia y 
Mineria, 1982), VS profiles obtained from SASW measurements at the stations in 
Arica and Poconchile (Cortez-Flores, 2004), natural site period estimated by site 
response analysis for the Arica and Poconchile sites (Cortez-Flores, 2004).  
 
Site conditions assigned to the stations in Central and Southern Peru were 
based on the following sources: descriptions of the surface geology (EERI, 2007; 
Bernal and Tavera, 2007a, 2007b) and the site category (i.e., rock, soil or firm 
ground) assigned by Rodriguez-Marek et al. (2007). Shear-wave velocity (VS) 
profiles obtained from SASW measurements at the stations in Ica (Rosenblad and 
Bay, 2008) and the stations in Moquegua and Tacna (Cortez-Flores, 2004), as well 
as the tentative VS profiles inferred by Bernal and Tavera (2007a, 2007b) based on 
an infinite flat-layered half-space model were also used. Additionally, the natural 
period of the various sites as mapped by Aguilar Bardales and Alva Hurtado (2007) 
in their microzonation of Lima and that estimated by site response analysis for the 
Moquegua and Tacna sites (Cortez-Flores, 2004) were used. Information on the site 
conditions of the majority of the Peruvian stations included herein has been also 
been reported in Tavera et al. (2008). 
 
Site conditions at the Peruvian and Chilean stations were also evaluated by 
computing spectral ratios of earthquake records. The empirical site classification 
approach adopted by Zhao et al. (2006a), which uses 5%-damped response spectra 
ratios between horizontal and vertical component (H/V) of earthquake records to 
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estimate the site period, was used herein for comparison. The predominant period 
from each record, T0,REC, is then estimated as the period corresponding to the 
highest H/V ratio in terms of response spectra. It is important to bear in mind that 
when H/V ratios obtained from recorded strong motion are used to estimate the 
predominant site period, the measured period can be affected by non-linearity 
effects, which is evidenced by a shift to longer periods. Figure 5-5 shows the ratio 
of response spectra obtained at Cauquenes station from the records of the 3 March 
Valparaiso mainshock and 9 April 1985 aftershock. 
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Figure 5-5. Ratio of response spectra between the horizontal and vertical component of the records 
obtained at Cauquenes station during the 3 March 1985 Valparaiso event and the 9 April 1985 
aftershock. 
 
In addition to the geological and geotechnical information collected, the 
spectral shape of the records was considered by normalising the response spectra by 
their PGA value (for all records) and by dividing the spectra recorded at soil 
stations by the spectrum obtained on rock, for stations sufficiently close to one 
another. Table 5-3 to Table 5-5 list the site classes assigned to the different stations 
following the New Zealand (NZ) site classification scheme used by McVerry et al. 
(2006) and the scheme used by Zhao et al. (2006a) (JP classification), in addition to 
the more widely adopted NEHRP site classification.  In order to ensure consistency 
between the various site classifications assigned, all the information available for 
each station was considered, but the various pieces of information were not given 
equal weight in the assignment of the site class. For instance, for a number of sites 
in central Chile (i.e., LLAY, MEL, ISI), the VS(30) values listed in Table 5-3, 
calculated from the VS profiles estimated by Araneda and Saragoni (1994), were 
found to be biased towards high values. Using these values directly may lead to site 
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classifications that are inconsistent with other geological and geotechnical 
descriptions available for the site. As no information as to the way in which the VS 
values published in Araneda and Saragoni (1994) were obtained (i.e., in-situ 
measurements or numerical modelling), these VS profiles have only been used in the 
assignment of the NZ site classes to distinguish between shallow and deep soil sites 
(NZ class C and D, respectively). Similarly, for the stations in Peru, the VS(30) 
values inferred from the Bernal and Tavera (2007a, 2007b) inversions listed in 
Table 5-5, are biased towards low values which also would lead to site 
classifications that are inconsistent with other site conditions descriptors in Table 
5-5. Moreover, the non-unique character of solutions obtained from inverse 
analysis, such as that carried out by Bernal and Tavera (2007a, 2007b) needs to be 
borne in mind. As a result, only VS profiles determined from measurements of 
shear-wave velocity conducted in the field have been used for the direct assignment 
of site classes. 
 
In addition, the natural period (T0, CISMID) derived using ambient noise 
measurements mapped in the microzonation map of Lima (Aguilar Bardales and 
Alva Hurtado, 2007), was generally the preferred input for assigning the JP site 
classes to the Peruvian sites. However, it has been found in some cases that the 
mapped natural period appears to be inconsistent with other descriptors, which 
could be due to local deviations of the geological profile from the characteristic 
profile mapped (i.e., due to limitations of the mapping resolution). On the other 
hand, for the stations in Chile, natural periods estimated by site response analysis 
(Cortez-Flores, 2004) or from analysis of the soil free vibration using the 1985 
Valparaiso earthquake records (Luppichini, 2004) were used as input. When the 
natural period at the various sites was found to be inconsistent with other 
descriptors, the normalised spectral shape (SA/PGA), along with the T0, REC 
obtained from records, were also used to obtain more information about the 
stiffness or softness of these sites. However, the predominant period calculated 
directly from the records (T0, REC) was used only as a guide in assigning the site 
classes, rather than a direct input to the JP classification scheme, since the values 
obtained could be biased due to non-linearity effects.  
 
Most of the stations in central Chile are situated on dense alluvial gravel and 
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sand classified as NEHRP class C, C/D and D. There are no stations situated on soft 
soil (NEHRP E); however the VMAR and V-ALM stations are on deep sand and 
artificial fill respectively and therefore exhibit features consistent with soils of 
medium density. These sites are classified as NEHRP D in view of the large values 
of the VS(30) reported. Only three stations are located on hard rock and rock 
(NEHRP class A and B), and three sites are on soft/weathered rock classified as 
NEHRP class C: the RAP, VIL and UTFSM stations are located on rock (NEHRP 
site class B) and ZAP, QUI, PIC sites are on soft/weathered rock (NEHRP site 
class C).  
 
Table 5-3. Site descriptions for stations in Central Chile. For each station, geological and 
geotechnical information collected is listed along with the site classes adopted for the analysis of the 
ground motions. 
Geological and geotechnical information available Site class adopted in analysis Station 
code Surface 
geologya SCR
b
 
SCA&Bc VS (30)
d
 
[m/s] 
T0e 
[s] 
T0,RECf 
[s] NEHRP
g
 NZh JPi CODEj 
CAU Alluvium[1,2] II-Dense gravel D 648 0.45 0.40-0.62 C/D C III II 
CHI Alluvium
[1]
 ; Soft 
alluvium[3] 
II-Dense 
gravel - 568 0.77 0.35-0.56 C/D C III II 
CON 
Granite[1,3] ; 
Paleozoic 
intrusive[2] 
III-Medium 
density sand D 595 0.83 ~0.74 C/D D III III 
HUA Alluvium[1,3] II-Dense gravel B 527 0.38 ~0.36 C/D C II II 
ILL Alluvium[1,3] II-Dense gravel E 613 0.25 0.16-0.22 C C II II 
ILO Alluvium[1,2,3] II-Sand D 555 0.33 0.22-0.43 C/D C II II 
LIG Alluvium[1,3] II-Dense gravel D 620 0.29 - C C II II 
LLA Soft alluvium[1,3] II-Gravel and 
soft lime E 610 0.67 ~1.0 D D III III 
LLO Sandstone and  
volcanic rock[1,3] 
II-Dense 
sand - 305 0.53 0.42-0.52 C/D C III II 
VIL Sedimentary 
rock[1,3] I-Rock B 1215 - 0.26 A B I I 
MEL Alluvium
[1]
 ; 
Granite[3] 
II-Dense 
sand C 724 0.30 0.20-0.35 C C II II 
PAP Granite[1,3] I-Weathered 
rock B 517 0.34 0.26-0.36 C/D C II II 
PIC Slates, sandstone, limestone[1,3] I-Rock B 623 0.33 ~0.23 C B II I 
QUI Paleozoic intrusives[2] I-Rock - 595 0.50 0.48-0.66 C B II I 
RAP 
Sediments[1,3] ; 
Paleozoic 
intrusives[2] 
I-Rock B 3010 0.40 0.10-0.29 A A I I 
SFEL Alluvium[1,3] II-Dense gravel D 502 0.50 ~0.12 C C II II 
SFER Alluvium[1,3] II-Dense gravel D 543 0.36 0.22-0.46 C C II II 
ISI Alluvium[5] - D 789 0.33 0.37 C C II II 
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SAN Firm gravel
[1]
 ; 
Alluvium[2] - - - 0.65 0.66-0.91 C C III II 
END 
Firm gravel[1] ; 
Alluvium[2] ; 
Shallow fill on 
dense gravel[4] 
- - 513 0.33 0.70-0.81 C C III II 
TAL Alluvium[1,3]  II-Dense gravel E 598 0.83 0.17 C C II III 
V-ALM Fill
[1]
 ; Soil[3] ; 
Artificial fill[4] III- Fill D 360 0.67 - D D III III 
V-
UTFSM Volcanic rock
[1,3]
 I-Rock B 1421 1.00 0.78-0.87 A A I I 
VEN 
Loose sand[1] ; 
Alluvium[2] ; 
Sand[4] 
III-Sand D 331 0.67 0.76-1.0 D D III III 
VMAR Alluvium and 
sand[1] III-Sand - 273 0.50 0.50-0.80 D D III I 
ZAP Granite[3] I-Rock B 605 0.41 ~0.18 C B II II 
 
a
 Description of the surface geology based on the following references: [1] Çelebi (1988); [2] Campbell et al. (1990); [3] 
EERI reconnaissance report (1986); [4] Midorikawa et al. (1991) and Midorikawa (1992) [5] Geological map of Chile - 
Servicio Nacional de Geologia y Mineria, Chile (SNGM, 1982)   
b Soil classes assigned by Riddell (1995) following the Chilean seismic design code provisions 
c
 NEHRP site classes assigned by Atkinson and Boore (2003, 2008)  
d
 Average shear-wave velocity over the top 30 m calculated from VS profiles determined by Araneda and Saragoni (1994) . 
For Viña del Mar, El Almendral and Santiago-endesa stations, this is based on the VS profiles obtained by Midorikawa (1992) 
and Midorikawa et al. (1991). For VS(30) calculation purposes, when VS data were available at depths < 30 m, the VS value of 
the last layer was assumed constant to 30 m depth 
e
 Predominant site period determined by Luppichini (2004). Values listed as reported by Ruiz and Saragoni (2005) 
f
 Predominant site period calculated from accelerogram by considering the H/V ratio of the response spectra, following the 
approach of Zhao et al. (2006a). The lower and upper boundaries of the interval reported correspond to the maximum and 
minimum values of the natural site period found when using multiple records from the same station. Values are only listed for 
those records whose vertical component is available 
g Site class according to the NEHRP (1997) provisions 
h Site class assigned following the New Zealand site classification, which is based on surface geology, geotechnical 
properties, natural site period and depth to bedrock (see McVerry et al. (2006) for details) 
i Site class assigned following the Zhao et al. (2006a) scheme, considering the natural period of the site 
j Site class assigned to compute the design loads prescribed by the 1996 Chilean seismic code 
 
Table 5-4.  Site descriptions for stations in Northern Chile. For each station, the geological and 
geotechnical information collected is listed along with the site classes adopted for the analysis of the 
ground motions. 
Geological and geotechnical information available Site class adopted in analysis Station 
code 
Surface geologya SCCFb VS (30)
c
 
[m/s] 
T0d 
[s] 
T0,RECe 
[s] NEHRP
f
 NZg JPh CODEi 
ACA 
Marine and continental 
sediments on rock[1]  ; 
Sediments[2] 
C2 - 
Shallow 
stiff soil 
432 TS1=0.15 TS2=0.19 
0.13-0.34 C C II II 
ACO 
Marine and continental 
sediments on rock[1]  ; 
Sediments[2] 
C2 - 
Shallow 
stiff soil 
389 TS1=0.32 TS2=0.36 
0.33-0.39 C C II II 
ARIE Volcanic rock[1] ; Rock[2] B - Rock 1132 TS1=0.11 0.38 B B I I 
CALA Sediments
[2]
 ; Deep 
sediments[3] - - - ~0.10 C C II II 
CUY Sedimentary rock and 
marine sediments[1]   - - - 0.22-0.33 C C II II 
LOA Volcanic rock[1]   - - - ~0.12 B C I I 
IQUI Rock[2] ; Rock[3] - - - ~0.40 B C I I 
IQU Sediments[2] - - - ~0.50 C B III II 
IQUC Sediments[2] - - - ~0.53 C C III II 
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MEJI Sediments
[2]
 ; very deep 
sands[3] - - - 0.33-0.85 C D III III 
PICA Sediments[2]  - - - ~0.35 C C II II 
PIS Shallow fill on weathered 
rock[3] - - - 0.10-0.33 C B II I 
POCO1 Marine and continental 
sediments on rock[1]   
C2 - 
Shallow 
stiff soil 
511 TS1=0.24 TS2=0.22 
0.21-0.57 C C II II 
POCO2 Marine and continental 
sediments on rock[1]   
C2 - 
Shallow 
stiff soil 
- 
TS1=0.24 
TS2=0.22 
0.21 C C II II 
PU Weathered rock[3] - - - 0.38-0.56 C B III II 
TCP Rock[2] - - - ~0.10 B B I I 
 
a
 Description of the local geology based on the following references: [1] Geologic map of Chile - Servicio 
Nacional de Geologia y Mineria, Chile (SNGM, 1982)  [2] Alva Hurtado (2005) [3] Boroschek (personal 
communication, 2008) 
b
 Site classes assigned by Cortez-Flores (2004) following the Rodriguez-Marek et al. (2001) site classification scheme. 
c
 Average shear-wave velocity over the top 30m calculated from Vs profiles obtained by Cortez-Flores (2004) using SASW 
d
 Predominant site period determined by Cortez-Flores (2004). TS1 was estimated as the period corresponding to the maximum 
ratio of response spectra at the surface over the response spectra of outcrop input motion and TS2 corresponds to the 
characteristic site period calculated from the equation TS=4H/VS 
e
 Predominant site period calculated from accelerogram by considering the H/V ratio of the response spectra, following the 
approach of Zhao et al. (2006a). The lower and upper boundaries of the interval reported correspond to the maximum and 
minimum values of the natural site period found when using multiple records from the same station. Values are only listed for 
those records whose vertical component is available 
f Site class according to the NEHRP (1997) provisions 
g Site class assigned following the New Zealand site classification, which is based on surface geology, geotechnical 
properties, natural site period and depth to bedrock (see McVerry et al. (2006) for details) 
h Site class assigned following the Zhao et al. (2006a) scheme, considering the natural period of the site 
i Site class assigned to compute the design loads prescribed by the 1996 Chilean seismic code 
 
Stations in Northern Chile are situated on volcanic rock and shallow fill on 
weathered rock, classified as NEHRP B and C respectively (Table 5-4). The most 
recent material in this region consists of Quaternary alluvial and fluvial deposits and 
many of the stations are located on top of this material. These sites are therefore 
classified as NEHRP C (Table 5-4) by virtue of the VS(30) values estimated for some 
of those sites (ACA, ACO, POCO1, POCO2) as well as the shape of the normalised 
spectra (IQU, MEJI, PICA, CUY). On the other hand, the majority of the stations in 
Peru classified are situated on alluvial gravel, sand and silt (NEHRP class C and D) 
(Table 5-5). For instance, the MOL station is situated on shallow soil overlying 
dense gravel deposits locally known as Lima Conglomerate, and stations CDL-CIP 
and CSM are described as located directly on Lima Conglomerate. Only one station, 
NNA, is located on rock (NEHRP class B). Similarly, only one of the Lima stations, 
CAL, exhibits features consistent with very soft soil. This station is located close to 
the coast in the Callao district, an area of reclaimed land over soft soil. Another 
station located on reclaimed land is RIN, which is located on loose granular fill 
composed of gravel, silt and fine sand. The spectral shape and predominant period 
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of this record are generally consistent with a shallow layer of fill overlying a denser 
deposit, and therefore this site is assigned NEHRP class C/D for the purposes of 
analysis, although it is expected that the amplification of the ground motions at this 
site will be difficult to capture using generic factors. 
 
Table 5-5.  Site descriptions for stations in central and southern Peru. For each station, the geological 
and geotechnical information collected is listed along with the site classes adopted for the analysis of 
the ground motions. 
Geological and geotechnical information available Site class adopted in analysis Station 
code 
Surface geologya SCRMb VS (30)
c
 
[m/s] 
T0 CISMIDd 
[s] 
T0,RECe 
[s] NEHRP
f
 NZg JPh CODEi 
ANC Alluvial gravel (soil)[2] Soil 280 0.2 - 0.3 0.30 0.10 C/D C II II 
ANR Alluvial gravel (soil) [2] Firm ground 205 0.2 - 0.3 
0.50 
0.15 D C II II 
CAL 
Soft soil[1]; Soft clay[2] ; 
Granular fill over fine 
stratified soils[3] 
Soil 75 0.5 - 0.6 0.53 0.52 D/E E IV III 
CDL-CIP 
Dense, stiff gravel deposit 
(Lima Conglomerate)[1] ; 
Alluvial gravel (soil) [2] 
Firm 
Ground - 0.1 - 0.2 
0.82 
0.30 D C III II 
CER Alluvial gravel (soil) [2] Firm ground - 0.1 - 0.2 
0.28 
0.45 D C III II 
CSM 
Dense, stiff gravel deposit 
(Lima Conglomerate) [1] ; 
Alluvial gravel (soil) [2] 
Firm 
Ground 184 0.2 - 0.3 
0.05 
0.10 C C II I 
MAY Sand and silt[2] Soil 276 0.2 - 0.3 0.22 0.20 C C II I 
MOL Shallow soil overlying dense Lima Conglomerate; Sand[2] Soil 380 0.2 - 0.4 
0.13 
0.20 C C II I 
NNA Rock[2] Rock - - 0.10 0.22 B B I I 
PUCP Alluvial gravel (soil) [2] Firm ground 125 0.2 - 0.3 
0.90 
0.90 D D III II 
RIN Fill consisting of sand, silt 
and gravel[2] Soil 200 0.2 - 0.3 
    0.32 
    0.30 C/D C II II 
ICA2 Silty sand, soil[1] Soil 312 - 0.72 0.48 D C III II 
PCN Soil[1] Soil 456 - 0.42 0.54 C/D C III II 
 
a
 Description of surface geology profile, based on the following references: [1] EERI (2007)  [2] Bernal and Tavera (2007a,b)  
[3] information provided by the strong-motion network in the accelerogram heading. 
b
 Site class assigned by Rodriguez-Marek et al. (2007). 
c Average shear-wave velocity over the top 30m. For the Ica stations, this is based on the VS profiles obtained by Rosenblad 
and Bay (2008) using SASW. For the Lima stations, the value tabulated is a tentative estimate of VS,30 based on the Vs profile 
inferred by Bernal and Tavera (2007a,b) using an infinite flat-layered half-space model. 
d
 Natural site period (T0 ) inferred from the microzonation map of Lima (Aguilar Bardales and Alva Hurtado, 2007). Values 
are not available for the NNA station in Lima, nor for the Ica stations. 
e
 Predominant period calculated from accelerogram by considering the H/V ratio of the response spectra, following the 
approach of Zhao et al. (2006a). The top value corresponds to the east-west component of motion, while the bottom value 
corresponds to the north-south component. 
f
 Site class according to the NEHRP (1997) provisions.  
g
 Site class according to the New Zealand site classification, which is based on surface geology, geotechnical properties and 
depth to bedrock. See McVerry et al. (2006) for details. 
h
 Site class according to the Zhao et al. (2006a) scheme, considering VS,30 and the natural period of the site. 
i
 Site class assumed to compute the design loads prescribed by the 1977 and 2003 Peruvian seismic codes. 
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5.3.3 Distribution of the strong-motion data 
The databank contains in total 98 recordings from 16 subduction-type 
earthquakes from Peru and Chile, recorded at 55 different sites. A summary of the 
earthquakes whose records are included in the database is given in Table 5-6. 
For each event the MW magnitude and depth are listed along with a classification 
with respect to subduction type (i.e., interface or intraslab). The number of records 
available from each event, where one record refers to three mutually perpendicular 
components, the range of peak ground accelerations (PGA) recorded and the closest 
distance to the rupture (Rrup) are also listed.  
 
Table 5-6.  Summary of the earthquakes recorded In Peru and Chile, whose data is used for this 
study. MW estimates were obtained from Harvard CMT catalogue, except for those events not 
included in there, for which MS estimates have been listed instead (values in italic). The source of the 
fault geometry used to compute the rupture distance (Rrup) is also listed along with the number of 
records available from each event and the distance and PGA range. 
Date Time [UTC] 
Depth 
[km] Mw
 Type  Fault geometry 
Number 
of 
records 
Rrup range 
[km] 
PGA 
range 
[cm/s2] 
17/10/1966 21:41:56 20.7 8.1 Interface Abe (1972) 1 160 396 
31/05/1970 20:23:32 73.0 8.0 Intraslab Abe (1972) 1 265 129 
05/01/1974 08:33:51 82.0 6.6 Intraslab Estimated 2 111-113 88-169 
03/10/1974 14:21:29 15.0 8.1 Interface Hartzell and Lange (1993) 2 86-90 196-245 
09/11/1974 12:59:52 12.8 7.1 Interface Hartzell and Lange (1993) 2 93-100 49-118 
07/11/1981 03:29:52 63.9 6.9 Intraslab Estimated 3 69-105 285-571 
03/03/1985 22:47:09 40.0 8.0 Interface Mendoza et al. (1994) 25 26-215 24-707 
03/03/1985 23:38:30 22.8 6.4 Interface Estimated 3 31-82 32-187 
04/03/1985 15:01:08 38.0 6.3 Interface Choy and Dewey (1988) 2 89-132 57-230 
25/03/1985 05:14:33 23.0 6.4 Interface Choy and Dewey (1988) 2 75-119 31-101 
09/04/1985 01:57:01 38.0 7.1 Interface Choy and Dewey (1988) 9 36-197 21-158 
15/10/1997 01:03:35 68.0 7.1 Intraslab Estimated 3 95-185 50-347 
23/06/2001 20:33:15 29.0 8.4 Interface Pritchard et al. (2007) 7 62-231 31-330 
13/06/2005 22:44:32 108.0 7.8 Intraslab Delouis and Legrand (2007) 23 108-420 18-708 
15/08/2007 23:40:59 18.0 8.0 Interface Ji and Zeng (2007) 13 37-139 19-488 
 
Overall, all strong-motion data available are from moderate-to-large events 
(6.3≤MW≤8.4) recorded at distances of about 25-420 km from the fault plane 
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(Figure 5-6, left panel). Approximately half of the entire dataset was recorded at 
short distances (Rrup≤100 km) and consequently, a significant number of the ground 
motions are of large amplitudes; the level of PGA recorded during these events 
varies within a range of approximately 20-700 cm/s2. Similarly, most of the data 
included in the dataset come from events with magnitudes MW 8±0.3 and MW 
7±0.2. 
 
Figure 5-6 displays the magnitude and depth distribution of the strong-motion 
data with respect to the rupture distance for both interface and intraslab-type events. 
As seen in Figure 5-6 (right panel), interface-type events are limited to a maximum 
depth of 40 km, which is consistent with the maximum depth extend of the 
seismically coupled zone along Peru and Chile (e.g., Tichelaar and Ruff, 1991; 
Comte and Suárez, 1995). The majority of the data from interface events was 
recorded at distances roughly between 30 and 200 km. On the other hand, intraslab-
type events were recorded at distances Rrup greater than 100 km. Figure 5-7 shows 
the distribution of the data for interface and intraslab events by NEHRP site class. 
As seen from this figure, most of the strong-motion records available are from sites 
classified as NEHRP class C and C/D and D. Only one record from a NEHRP class 
D/E site is available and no data was recorded at very soft sites (NEHRP class E). 
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Figure 5-6.  Distribution of the ground-motion data in terms of moment magnitude (MW), focal 
depth, rupture distance (Rrup) and earthquake type.  
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Figure 5-7.  Distribution of the strong-motion data available for interface events (left panel) and 
intraslab (right panel) by NEHRP site class. The number of records within each site class is provided 
in the legend for each earthquake type. 
5.4 DESCRIPTION OF SELECTED EVENTS 
5.4.1 The 1985 Valparaiso, Chile, earthquake sequence 
On 3 March 1985 at 22:46:56.8 UTC (19:47 local time) a MW=8.0 (HRV) 
earthquake occurred off the coast of central Chile causing widespread damage to 
several important population centres in central Chile, including the coastal cities of 
Valparaiso, Viña del Mar and San Antonio as well as the capital city of Santiago. 
At least 177 people were killed and 2575 were injured (Dowrick, 1985; Connor, 
1985). The maximum intensity (VIII on the Modified Mercalli scale) was reported 
in Valparaiso and Melipilla areas; in Santiago the level of felt intensity was 
VII MM. The event also generated a Tsunami with wave heights of 110 cm at 
Valparaiso, 48cm at Hawaii and 15cm at Alaska.  
 
The 3 March Valparaiso event caused major ground failures. Liquefaction 
occurred along the coastal cities of Viña del Mar and San Antonio and numerous 
landslides were also induced. Extensive ground cracks and subsidence throughout 
most of the epicentral area were also reported. The earthquake caused important 
damage to most adobe buildings throughout the areas of strong shaking, but the 
majority of reinforced structures were not significantly damaged. In particular, the 
cities of San Antonio (Llolleo) and Melipilla presented a high level of damage, 
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consistent with the large ground motions recorded (EERI, 1986).  
5.4.1.1 Seismological aspects 
The 3 March 1985 Valparaiso earthquake and associated aftershocks were the 
result of the subduction process between the Nazca and South American plate. The 
mainshock and aftershocks were interface events which ruptured along a previously 
identified seismic gap in Central Chile (e.g., McCann et al., 1979; Kelleher, 1972; 
Nishenko, 1985; Comte et al. 1986). The epicentre of the mainshock was located at 
33.08°S and 71.72°W (ISC), near the centre of the an approximately 300 km long 
area that ruptured in a great event in 1906 (MS=8.0); the northern zone of the 1906 
rupture area has since ruptured in 1971 (MS=7.5) and 1973 (MS=6.7) and the 
3 March 1985 Valparaiso event is considered to be another episode of activity of 
this seismic gap. 
 
The 3 March mainshock was preceded by an intense foreshock activity which 
started with an event of magnitude MS=5.1 (ISC) on 21 February at 18:53:08 (UTC) 
time and whose epicentre was located at 33.27°S and 71.80°W (ISC), near the coast 
of Central Chile (see Figure 5-8). In the 11-days-period prior to the 3 March event, 
a foreshock sequence of about 360 events with coda magnitudes MC>3.0 was 
recorded by the local network operated by the Department of Geophysics, 
University of Chile (Comte et al., 1986). Two separate events were distinguished in 
the mainshock: a small precursor event with magnitude mb=5.5 (NEIC) was 
reported at 22:46:56 (UTC), about 10 seconds prior of the arrival of a major energy 
release of magnitude MS=7.8 (NEIC).  
 
The mainshock itself was a complex rupture consisting of multiple sub-
events. Choy and Dewey (1988) identified three different P-wave arrivals: a small 
precursor event, mS1, was followed by a larger arrival, mS2. The major release of 
energy occurs with arrival of the dominant shock (MS) that follows mS2 by about 17 
seconds. Most reporting agencies designated the earthquakes associated with the 
precursor shocks mS1 and mS2 as foreshock and mainshock. However, studies of the 
rupture process of the Valparaiso event (e.g., Choy and Dewey, 1988; Houston and 
Kanamori, 1990; Mendoza et al., 1994) interpreted the precursor events as only a 
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small aspect of the mainshock rupture process. 
 
The source parameters of the mainshock determined by different agencies are 
summarised in Table 5-7. The moment magnitude of this main event was found to 
be MW 8.0, according to the CMT inversion of Harvard University. Note that this 
value is significantly different from that obtained by USGS/NEIC (MW=7.5). 
The source parameters of the small precursor event designated by reporting 
agencies as foreshock are also listed.  The focal mechanism solution for the 
3 March mainshock reported in the CMT catalogue is (φ1=11°, δ1=26°, 
λ1=110°;φ2=169°, δ2=66°, λ2=81°), where the first set of angles corresponds to the 
preferred focal plane and the second to the auxiliary plane, chosen on the basis of 
geometry of the  subduction in this region. This solution indicates that the 
mechanism was predominantly reverse, consistent with thrust faulting on a shallow 
dipping plane (26°) at the interface between the Nazca and South American plate. 
 
Table 5-7. Source parameters of the 3 March 1985 Valparaiso mainshock as determined by the 
United States Geological Survey (USGS/NEIC), International Seismological Centre (ISC) and 
Harvard University (HRV). The source parameters of the small precursor event, designated as 
foreshock by different agencies, are also listed. 
Time [UTC] Lat [° S] 
Lon 
[° W] 
Focal 
Depth Ms mb Mw 
M0 
[Nm] Agency 
22:46:58-fa 33.14 71.84  43 - 5.9 - - ISC 
22:46:57- fa 33.11 71.74  33b - 5.5 - - USGS/NEIC 
22:47:07 33.08 71.72 36 7.4 6.0 - - ISC 
22:47:07 33.13 71.87  33b 7.8 6.7 7.5 2.0E+20 USGS/NEIC 
22:47:39 33.92 71.71 41d 7.8 6.9 8.0 10.3E+20 HRV 
a Source parameters of the small precursor event designated by reporting agencies as foreshock 
b The focal depth of 33 km reported by NEIC is an assumed value and indicates that focal depth could not be resolved.  
d Centroid depth 
 
The mainshock was followed by several large aftershocks that occurred 
during March and April, with magnitudes 6.0≤MS≤7.2 and epicentres located near 
the coast of Central Chile; the largest aftershock of the sequence was an event of 
magnitude MS=7.2 (ISC) that occurred on 9 April at 01:57:02 (UTC). The locations 
of the largest aftershocks of the sequence as well as one-day aftershocks relocated 
by Dewey et al. (1985) are shown in Figure 5-8. Table 5-8 summarises the source 
parameters of the largest aftershocks of the sequence for which ground-motion data 
have made available. Times and locations correspond to those obtained by Choy 
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and Dewey (1988) in their relocation of the mainshock and aftershocks. For the 
aftershocks not included in that study, the location determined by the International 
Seismological Centre (ISC) was used. The Mw magnitude estimates listed are those 
obtained through moment tensor inversion and reported in the CMT catalogue. MS 
and mb values correspond to those estimated by ISC, except for those events not 
included in this catalogue for which magnitude estimates from USGS/NEIC are 
listed instead. Table 5-8 also lists the orientations of the preferred focal planes for 
the aftershocks of the sequence reported in the CMT catalogue, which were chosen 
based on the geometry of the interplate contact in this region. 
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Figure 5-8. Mainshock epicentre locations as determined by different agencies are indicated by a 
black (ISC) and grey star (USGS/NEIC). The mainshock epicentre relocated by Choy and Dewey 
(1988) and used by Mendoza et al. (1994) in their finite-fault inversion for the mainshock is denoted 
by a red star. The spatial distribution of the largest aftershocks (6.0≤MS≤7.2) of the Valparaiso event 
that occurred from 3 March to 9 April 1985 is also shown (green stars). The epicentres of the 21 
February MS=5.1 foreshock as well as the two small precursor events are indicated by blue and 
purple small stars. One-day aftershocks relocated by Dewey et al. (1985) are denoted by small black 
crosses; the extent of rupture plane determined by Mendoza et al. (1994) is shown as a dashed line. 
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Table 5-8. Source parameters of the 3 March 1985 mainshock and largest aftershocks. Epicentre 
locations and depths correspond to those relocated by Choy and Dewey (1988). The strike, dip and 
rake listed correspond to those of preferred focal plane of the two sets of angles determined by 
Harvard University and reported in the CMT catalogue. 
Date Time [UTC] 
Lat 
[° S] 
Lon 
[° W] 
Depth 
[km] Ms mb Mw 
M0 
[Nm] 
Strike 
[°] 
Dip 
[°] 
Rake 
[°] 
03/03/1985 22:47:07 33.115 71.616 40 7.4 6.0 8.0 1.31E+21 11 26 110 
03/03/1985a 23:38:33 32.829 71.211 23 6.4 5.9 - - - - - 
04/03/1985 15:01:12 33.837 71.426 38 6.0b 5.8 6.3 3.46E+18 21 28 109 
25/03/1985 05:14:33 34.198 72.233 23 6.4b 6.0b 6.3 4.02E+18 10 20 98 
09/04/1985 01:57:02 34.060 71.589 38 7.2 6.2 7.1 4.97E+19 0 21 99 
a
 Time, epicentre location and depth correspond to those reported in the Centennial Catalogue (Enghandal & Villasenor, 2002) 
b
 Magnitude estimates in italic correspond to those determined by USGS/NEIC. 
 
 
The focal mechanism solutions in Table 5-8 show that the largest aftershocks 
of the sequence also occurred as thrust faulting on the interface between the Nazca 
and South American plates and were located on the eastward zone of the fault plane 
estimated by Mendoza et al. (1994) (See Figure 5-8). The slip distribution from the 
Mendoza et al. (1994) source rupture model is shown in Figure 5-7. This model was 
derived using teleseismic P and SH waveforms recorded by GDSN (Global Digital 
Seismograph Network), long-period Rayleigh waveforms recorded by the 
GEOSCOPE and IDA (International Deployment of Accelerometers) networks and 
near-source strong-motion recordings. The slip history was constrained using the 
linear finite-fault inversion algorithm of Hartzell and Heaton (1983, 1986), based on 
the hypocentre coordinates determined by the Choy and Dewey (1988) in their 
relocation of the mainshock and associated aftershocks.  
 
The finite fault solution of Mendoza et al. (1994) indicates a rupture plane 
with a strike of 5º and two separate segments with different dips and rakes: the 
upper segment has a dip of 15º and a rake of 90º and the lower segment has a dip of 
30º and a rake of 110º, which contains the MS nucleation point at a depth of 40 km. 
The hinged fault geometry used for Mendoza et al. (1994) considers a landward 
increase in the dip of the interface boundary between the Nazca and South 
American plate and hence provides a more realistic description of the actual plate 
geometry in this region. 
 
The slip pattern from the Mendoza et al. (1994) finite source model suggests 
that the mainshock rupture propagated mainly updip from the hypocenter towards 
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the trench and then laterally to the south along the plate boundary, with a total 
rupture length of about 200 km (see Figure 5-9). The slip distribution from this 
model is consistent with the spatial distribution of the early aftershocks relocated by 
Dewey et al. (1985). As shown in Figure 5-7, most of the moment released during 
the mainshock is located in the northern half of the fault plane. The slip in this area 
exceeds 2 metres and includes two areas of large slip (asperities): an area of 2.9 m 
slip that occurs near the mainshock hypocentre at a depth of 40 km and a 2.3 m slip 
area located updip from the hypocenter. However, slip in the southern portion of the 
fault only reaches slightly lower values (1.8 m). The source model for the 3 March 
mainshock proposed by Barrientos (1988) estimated from inversion of postseismic 
elevation exhibits a similar slip pattern, but the latter model estimates a larger 
rupture length of about 250 km.  
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Figure 5-9. Slip distribution of the 3 March mainshock from the finite-fault waveform inversion of 
Mendoza et al. (1994). The largest aftershocks are denoted by small black stars and one-day 
aftershocks relocated by Dewey et al. (1985) indicated as small black crosses, which coincide with 
the locations of areas of large slip.  
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5.4.1.2 Recorded ground motions 
A significant number of ground-motion data were recorded during the 1985 
Valparaiso mainshock and associated aftershocks, which were amongst the best 
recorded subduction-type events at that time. In total, 42 strong-motion recordings 
are available from the 1985 Valparaiso sequence, which have been particularly 
important for the prediction of ground motions from subduction-zone earthquakes 
in this region as well as other subduction zones in the world. Indeed, the strong-
motion data from the 1985 Valparaiso earthquake sequence have been the only 
Chilean data used for the development of global predictive equations for subduction 
zone earthquakes (e.g., Crouse, 1991; Atkinson and Boore, 2003, 2008). 
 
The 3 March Valparaiso earthquake was recorded by 26 analogue 
accelerographs belonging to the local network operated by the Civil Engineering 
Department of the University of Chile. Several of the aftershocks that occurred 
during the two months following the mainshock were also recorded by this network. 
The 9 April shock of magnitude MW=7.1 was the largest event of this aftershock 
sequence, which triggered 9 accelerographs. The location of the strong-motion 
stations that recorded the 1985 Valparaiso earthquake sequence is shown in Figure 
5-10. The 3 March mainshock was recorded at 14 stations directly situated on the 
fault plane and at 12 more stations located within approximately 200 km from the 
fault plane. 
 
The values of peak ground acceleration (PGA) and peak ground velocity 
(PGV) recorded at these stations during the mainshock and aftershocks are 
summarised in Table 5-9 and Table 5-10 respectively, along with Arias intensity 
values, significant duration (interval between 5% and 95% of the Arias intensity) 
and the source-to-site distance metrics. Strong-motion records from these events 
were obtained from the COSMOS Virtual Data Centre and each trace was processed 
individually as described in Section 5.2.2.1. Figures 5-11 and Figure 5-12 show the 
response spectra obtained at the different sites during the mainshock and associated 
aftershocks.  
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Figure 5-10. Location of the strong motion stations in Central Chile that recorded the 3 March 
Valparaiso event and associated aftershocks.  
 
An examination of the spatial variation of the ground motions recorded shows 
some interesting features. For instance, there is a significant difference in the 
amplitude and frequency content of the records obtained close to the epicentre at 
Valparaiso, Viña del Mar and Quintay compared to the records obtained to the 
south at Llolleo and Melipilla. The ground motions recorded at Quintay, 
Valparaiso-El Almendral and Viña del Mar show peak accelerations of 246, 283 
and 344 cm/s2 respectively compared with the high amplitude motions recorded at 
Melipilla (667 cm/s2) and Llolleo (644 cm/s2); the latter station also recorded a peak 
vertical acceleration of 773 cm/s2. The Valparaiso-El Almendral and Viña del Mar 
sites are on artificial fill and sand, situated on the rupture plane close to the region 
of maximum slip (see Figure 5-9) and therefore larger motions at these stations 
might be expected compared to those recorded at Melipilla and Llolleo, which are 
located on alluvium and dense sand and farther away of the areas of large slip on 
the fault plane. 
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Similarly, the ground motions recorded inland towards the east at San Isidro, 
Llay Llay and San Felipe also show larger amplitudes than those recorded near the 
area of large slip next to the coast. Figure 5-13 shows the accelerograms recorded at 
San Isidro and Valparaiso and Viña del Mar sites. The ground motions recorded at 
San Isidro have an unusually large amplitude (707 cm/s2) as well as high frequency 
content compare to those recorded at Valparaiso and Viña del Mar. Moreover, the 
complexity of the rupture process of the 3 March mainshock is reflected in the 
accelerogram recorded at San Isidro, which features several wave trains 
corresponding to different rupture episodes (See Figure 5-13). 
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Table 5-9. Peak ground acceleration (PGA), peak ground velocity (PGV), Arias intensity (AI) and 
significant duration (D5-95) values recorded for the 3 March 1985 event. The fault-plane related 
distances for the 3 March event were calculated with respect to the Mendoza et al. (1994) fault plane 
geometry. 
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Table 5-9 (Continued.) 
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Figure 5-11. Response spectra obtained at the stations in Central Chile that recorded the 3 March 
1985 Valparaiso mainshock. Note the vertical scale is not the same for all records. 
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Figure 5-11. (Continued) 
The spatial variation of the ground motions recorded during the 3 March 
mainshock is not completely explained by rupture process proposed by Mendoza 
et al. (1994) or the surface geology at the recording stations. Most of the sites that 
recorded large ground motions are located on dense alluvial soils (NEHRP site class 
C and C/D) and therefore an important amplification of the ground motions at these 
stations may not be expected. On the other hand, studies of the accelerograms 
recorded during the 3 March event have also suggested that the spatial distribution 
of the ground motions may be explained by the existence of additional asperities in 
this region, near the sites where unusual accelerograms were recorded 
(e.g., Lobos 1999, Ruiz and Saragoni, 2005). 
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In addition to the source rupture process, the site conditions at the recording 
sites have a profound influence on the amplitude of the ground motions recorded. 
The 3 March 1985 Valparaiso event and associated aftershocks were recorded over 
a variety of geologic site conditions, including hard rock sites as well as sites on 
alluvial gravel, sand and artificial fill. The site conditions assigned to the recording 
stations were based on descriptions of the surface geology and available 
geotechnical information collected from a number of sources as described in 
Section 5.2.2.4.  Site descriptions for the 26 sites that recorded the 1985 Valparaiso 
mainshock and aftershocks are also listed in Table 5-9 and Table 5-10 along with 
the site classes assigned to the sites following the NEHRP classification scheme. 
 
The majority of the sites that recorded the Valparaiso earthquake sequence are 
situated on alluvial gravel, sand and lime classified as dense and stiff soils (NEHRP 
site classes C and D respectively). It is worth noting that there are no stations on 
soft soils (NEHRP site class E) and V-ALM and VMAR stations show 
characteristics consistent with a soil of medium density. Site effects at V-ALM and 
VMAR stations are manifested by significant amplification over a period of bands 
that are compatible with the site description: the response spectra recorded at 
V-ALM and VMAR stations show high spectral amplitudes at periods above 0.5 s. 
In contrast, Rapel, Los Vilos and Valparaiso-UTFSM stations are situated on rock 
(NEHRP site class B) and therefore the spectral shapes recorded at these sites show 
very low amplitude. Although the Zapallar and Pichilemu stations are located on 
soft/weathered rock (NERHRP site class C), the response spectra obtained at these 
sites show large amplification at short periods (<0.5s). On the other hand, 
Santiago-Endesa and Ventanas stations are located at the basement of 6-story 
buildings and consequently the ground motions recorded are affected by the 
structural response (Boroschek, personal communication, 2008). A comparison of 
the ground-motions observed at Valparaiso-UTFSM (volcanic rock) with those at 
Valparaiso-El Almendral (artificial fill), Viña del Mar (sand) also indicates 
important site effects; these stations were closely situated on the rupture zone, yet 
the ground-motions recorded were very different. Site effects are manifested by 
significant amplification over period bands that are compatible with the general site 
description: spectral ratios (SASOIL/SAROCK) for these stations show high 
amplifications at periods between 0.5 and 1.5 seconds. 
CHAPTER 5                                                                                                                                                             
 
 
114 
Table 5-10. Peak ground acceleration (PGA), peak ground velocity (PGV), Arias intensity (AI) and 
significant duration (D5-95) values recorded for the aftershocks of the 3 March 1985 event. The finite-
fault related distances for the aftershocks were calculated with respect to the circular rupture 
geometries determined by Choy and Dewey (1988)  
 
E
v
en
t d
a
te
 
a
n
d 
tim
e 
 
St
a
tio
n
 
 
Co
de
 
Su
rf
a
ce
 
ge
o
lo
gy
*
 
N
EH
R
P 
C
la
ss
 
R
ep
i 
 
[k
m
] 
R
jb 
 
[k
m
] 
R
ru
p 
 
[k
m
] 
Co
m
p.
 
PG
A
 
 
[cm
/s2
] 
PG
V
 
 
[cm
/s]
 
D
 
5-
95
 
[s]
 
IA
 
[m
/s]
 
03
/0
3/
19
85
 
[2
3:
38
:3
3 
U
TC
] 
Ll
o
lle
o
 
LL
O
 
Ro
ck
[1
]  ;
 
D
en
se
 
sa
n
d[
2]  
C/
D
 
91
.
5 
80
.
0 
82
.
1 
N
10
E 
S8
0E
 
V
 
18
6.
60
 
18
5.
60
 
12
8.
40
 
10
.
89
 
13
.
51
 
4.
66
 
19
.
57
 
16
.
89
 
18
.
48
 
0.
73
 
0.
68
 
0.
31
 
03
/0
3/
19
85
 
[2
3:
38
:3
3 
U
TC
] 
V
al
pa
ra
iso
 
U
TF
SM
 
U
TF
SM
 
V
o
lc
an
ic
 
ro
ck
[1
] ;
 
R
o
ck
 
[2]
 
A
 
42
.
7 
29
.
4 
34
.
7 
N
70
E 
S2
0E
 
V
 
32
.
42
 
39
.
96
 
30
.
64
 
2.
43
 
2.
65
 
3.
41
 
19
.
09
 
18
.
53
 
19
.
31
 
0.
03
 
0.
03
 
0.
02
 
03
/0
3/
19
85
 
[2
3:
38
:3
3 
U
TC
] 
V
iñ
a 
de
l m
ar
 
V
M
A
R 
A
llu
v
iu
m
 
an
d 
sa
n
d[
1]
 
; 
Sa
n
d[
2]
 
D
 
38
.
2 
24
.
7 
31
.
0 
S2
0W
 
N
70
W
 
V
 
80
.
59
 
80
.
66
 
55
.
77
 
5.
44
 
6.
07
 
4.
58
 
23
.
29
 
21
.
87
 
19
.
79
 
0.
16
 
0.
17
 
0.
08
 
04
/0
3/
19
85
 
[1
5:
01
:1
2 
U
TC
] 
Ilo
ca
 
IL
O
 
A
llu
v
iu
m
[1]
 
; 
Sa
n
d[
2]  
C/
D
 
14
0.
0 
12
7.
9 
13
2.
1 
N
S 
EW
 
V
 
74
.
00
 
56
.
72
 
19
.
03
 
3.
00
 
2.
42
 
0.
75
 
12
.
11
 
12
.
58
 
13
.
08
 
0.
03
 
0.
05
 
0.
01
 
04
/0
3/
19
85
 
[1
5:
01
:1
2 
U
TC
] 
Sa
n
 
Fe
rn
an
do
 
SF
ER
 
A
llu
v
iu
m
[1
]  ;
 
D
en
se
 
gr
av
el
[2]
 
C/
D
 
93
.
6 
78
.
9 
89
.
9 
N
S 
EW
 
V
 
22
9.
58
 
18
5.
46
 
74
.
62
 
15
.
36
 
11
.
53
 
4.
23
 
6.
06
 
5.
40
 
20
.
51
 
0.
15
 
0.
16
 
0.
03
 
25
/0
3/
19
85
 
[0
5:
14
:3
3 
U
TC
] 
Co
n
st
itu
ci
on
 
CO
N
 
G
ra
n
ite
[1
]  
C/
D
 
12
7.
1 
11
6.
9 
11
9.
3 
N
S 
EW
 
V
 
34
.
88
 
30
.
81
 
10
.
70
 
2.
47
 
2.
27
 
0.
58
 
12
.
00
 
11
.
41
 
13
.
18
 
0.
01
 
0.
01
 
0.
00
2 
25
/0
3/
19
85
 
[0
5:
14
:3
3 
U
TC
] 
Ilo
ca
 
IL
O
 
A
llu
v
iu
m
[1]
 
; 
Sa
n
d[
2]  
C/
D
 
81
.
6 
70
.
1 
74
.
9 
N
S 
EW
 
V
 
10
1.
13
 
88
.
85
 
30
.
24
 
5.
31
 
3.
47
 
1.
10
 
6.
16
 
9.
64
 
9.
72
 
0.
10
 
0.
07
 
0.
01
 
09
/0
4/
19
85
 
[0
1:
57
:0
2 
U
TC
] 
Ca
u
qu
en
es
 
CA
U
 
A
llu
v
iu
m
[1]
 
; 
D
en
se
 
gr
av
el
[2]
 
C/
D
 
22
2.
8 
18
9.
0 
19
7.
2 
N
S 
EW
 
V
 
54
.
36
 
73
.
02
 
37
.
63
 
3.
75
 
4.
62
 
2.
30
 
14
.
57
 
12
.
69
 
14
.
47
 
0.
06
 
0.
12
 
0.
02
 
*
D
es
cr
ip
tio
n
 
o
f t
he
 
su
rfa
ce
 
ge
o
lo
gy
 
ba
se
d 
on
 
th
e 
fo
llo
w
in
g 
re
fe
re
n
ce
s:
 
[1
] Ç
el
eb
i (
19
88
); 
[2
] C
am
pb
el
l e
t 
a
l. 
(19
90
); 
[3
] E
ER
I r
ec
o
n
n
ai
ss
an
ce
 
re
po
rt
 
(19
86
); 
[4
] M
id
o
rik
aw
a 
e
t 
a
l. 
(19
91
) a
n
d 
M
id
o
rik
aw
a 
(19
92
) [
5]
 
G
eo
lo
gi
ca
l m
ap
 
o
f C
hi
le
 
-
 
Se
rv
ic
io
 
N
ac
io
n
al
 
de
 
G
eo
lo
gi
a 
y 
M
in
er
ia
,
 
Ch
ile
 
(S
N
G
M
,
 
19
82
)   
CHAPTER 5                                                                                                                                                             
 
 
115 
Table 5-10. (Continued) 
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Figure 5-12. Response spectra recorded during the largest aftershocks following the 3 March 1985 
mainshock. 
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Figure 5-13. Accelerograms recorded at San Isidro and Valparaiso and Viña del Mar sites the 
complexity of the rupture process of the 3 March mainshock is reflected in the accelerogram 
recorded at San Isidro, which features several wave trains corresponding to different rupture 
episodes. 
5.4.2 The 15 October 1997 Punitaqui, Chile, earthquake  
On 15 October 1997 at 01:03:30 UTC (22:03:30 local time), a magnitude 
MW 7.1 (HRV) earthquake event occurred in the Punitaqui region of north-central 
Chile. The epicentre was located about 25 km from the city of Punitaqui and about 
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280 km of the capital city of Santiago. The event was preceded and followed by an 
intense seismic activity which started in July 1997 and continued until 
January 1998, usually only observed in this region during aftershock sequences. 
The ground shaking was strongly felt in the northern-central Chile region, where 
modified Mercalli intensities (MMI) reported for the main population centres were: 
VII at Punitaqui and La Serena, VI at Illapel and Ovalle, V at Santiago, San 
Antonio and Copiapo, IV at Chanaral, Rancagua. The event was also felt in part of 
Argentina, Bolivia and Peru.  
 
Reports on the effects of the 15 October 1997 event indicate that 8 people 
were killed and more than 300 were injured. An estimated 5000 houses were 
destroyed and about 15700 were damaged, with landslides and rockslides observed 
at the epicentral region. Some of the factors found to have contributed to the 
destruction were the proximity of the hypocenter to populated areas, the possible 
ground amplification of sedimentary alluvial deposits in the Punitaqui area, and 
poor quality of construction mainly in adobe (Pardo et al., 2002b). Intermediate-
depth events in Chile have produced significant destruction as discussed by Beck 
et al. (1998), Kausel and Campos (1992) and Malgrange et al. (1981) for the 
9 December 1950 (MW 7.9) and 25 January 1939 (MW 8.1) and the 25 March 1965 
(MW 7.5) earthquakes. For instance, the 1939 Chillan earthquake (MW 8.1) killed 
approximately 28.000 people, being one of the most damaging events that have 
occurred in the seismic history of Chile (Beck et al. 1998).  
5.4.2.1 Seismological aspects 
The 15 October 1997 Punitaqui earthquake was an intraslab event that 
occurred at an intermediate depth (about 68 km) within the subducted slab, just 
below the maximum depth extent of seismically coupled zone between the Nazca 
and South America plates. In this region, the depth of the transition from the 
seismogenic zone to aseismic slip has been estimated to be about 50 km (Tichelaar 
and Ruff, 1991). The last large event in this region was a shallow thrust earthquake 
that occurred on 6 April 1943 (MW 7.9) with a rupture zone between latitude 30ºS 
and 32ºS (Kelleher, 1972; Beck et al., 1998). The 15 October 1997 event occurred 
inland, in the central part of the 1943 rupture zone (Figure 5-14). The 1943 segment 
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is known to have previously ruptured by great events in July 1730 (M~8.7) and in 
August 1880 (Ms~7.7) (Nishenko, 1991).  
 
The focus of the 15 October 1997 event was relocated by Pardo et al. (2002b) 
at 31.02ºS, 71.23ºW and at a depth of 68 km using teleseismic and local data from 
the seismic network of the University of Chile. The moment magnitude of the event 
was found to be MW 7.1 according to the Centroid Moment Inversion (CMT) of 
Harvard University. The source parameters of the 15 October 1997 Punitaqui 
earthquake determined by different agencies are listed in Table 5-11. 
 
Table 5-11. Source parameters of the 15 October 1997 Punitaqui earthquake, as determined by the 
Seismological Institute of the University of Chile (GUC), the United States Geological Survey 
(USGS/NEIC), International Seismological Centre (ISC) and Harvard University (HRV). 
Origin 
Time 
(UTC) 
Epicentre 
Latitude 
Epicentre 
Longitude 
Focal 
Depth Mw Ms mb 
Seismic 
Moment M0  
Agency 
01:03:30 30.770° S 71.320° W 56.1 km - - 6.8a - GUC 
01:03:33 30.933° S 71.220° W 58.0 km 7.1 6.8 6.8 4.92E+19 Nm USGS/NEIC 
01:03:33 30.891° S 71.139° W 54.1 km - 6.8 6.7 - ISC 
01:03:42 31.060° S 71.420° W 69.8 kmb 7.1 6.8 6.8 4.92E+19 Nm HRV 
aMagnitude value reported corresponds to coda magnitude (MC) 
b
 Centroid depth 
 
The focal mechanism solution for the 15 October 1997 event reported in the 
CMT catalogue is (φ1=315°, δ1=12°, λ1=-128°; φ2=173°, δ2=80°, λ2=-83°). This 
solution indicates that the fault mechanism was pure normal or predominantly 
normal with a small strike-slip component, depending on the choice of the main 
plane, following the style-of-faulting classification scheme of Wells and 
Coppersmith (1994). Lemoine et al. (2001) find that the main fault plane for this 
event was the almost vertical nodal plane, as evidenced by the directivity of 
SH waves in the body wave modelling of the 15 October event. The subvertical-
dipping plane with strike=173°, dip=80° and rake=-83° will also be considered 
herein as the actual fault plane of this event for the purposes of estimation of 
source-to-distances metrics. For intraslab-type earthquakes, the ambiguity between 
the two nodal planes is more difficult to resolve than in the case of thrust interface 
events, where the geometry of plate interface may provide information as to the 
orientation of the main focal plane. The Harvard CMT focal mechanism in 
conjunction with the estimated hypocentral depth of 68 km indicates that the event 
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was normal intraslab-type earthquake, near the deeper part of the coupled zone 
between Nazca and South American plates. This event had a down-plate 
compresional mechanism (slab-push), with P-axis subparallel to the subducting 
plate. 
 
 
Figure 5-14. Locations and focal mechanisms of the events interface events (MW > 6) of the 1997 
seismic sequence in north-central Chile. The earthquake sequences are grouped into two different 
areas (ellipses) defined by the locations of earthquakes preceding and following the 15 October 
Punitaqui event.  The lower part of the figure shows a cross section along the line AB, parallel to the 
direction of convergence of the Nazca and South American plates, where the focal mechanisms are 
projected on the vertical cross section (After Lemoine et al., 2002). 
 
The 15 October 1997 Punitaqui event was preceded and followed by an 
intense seismic activity. The seismicity in the area increased in July 1997, when an 
earthquake sequence of more than 13 shallow thrust earthquakes of magnitudes 
5.1≤MW≤6.8 occurred off the coast of North-Central Chile within a period of three 
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weeks (Pardo et al. 2002b). The July earthquakes migrated to the south, towards the 
site of the Punitaqui event (MW 7.1) on 15 October 1997. As shown in Figure 5-14, 
epicentre of the 15 October event was located southeast of the area defined by the 
epicentres locations of the July earthquake sequence. The 15 October earthquake 
was followed by several interface events with magnitudes MW≤6.6 (Figure 5-14). 
These events occurred mainly north of the 15 October mainshock location and at 
shallower depths. The two largest events occurred on 3 November 1997 (MW 6.2) 
and on 12 January 1998 (MW 6.6), along the interplate contact at depths of 52 and 
49 km respectively (Pardo et al. 2002b). The 15 October Punitaqui event occurred 
inland and had a normal-fault mechanism, contrary to the sequence of preceding 
and following events, which occurred as thrust faulting on the plate interface 
between the Nazca and South American plates.  
 
The occurrence of slab-push events of similar magnitudes as the 15 October 
earthquake is not very common in Chile; although some of these events have 
recently been identified in the Peruvian and Mexican subduction zones 
(e.g., Lemoine et al., 2002). The only slab-push event of similar size was identified 
in Chile by Astiz and Kanamori (1986), the 8 May 1971 (MW 7.2). The occurrence 
of compressional and extensional intraslab events near the end of the seismically 
coupled zone has been explained by means of the stress transfer on the plate 
interface during large thrust events (e.g., Astiz and Kanamori, 1986; Astiz 
et al., 1988). According to this model, slab-push earthquakes, such as the 
15 October Punitaqui event, occur early after a very large interface event as a result 
of slab-oriented compressional stresses that are transferred to intermediate depths 
after a thrust event. Although the migration of seismicity suggested a relation 
between the July interface events and the occurrence of the 15 October intraslab 
event, some studies concluded that the sequence of thrust events in July 1997 was 
not large enough to induce a significant stress changes in the slab and hence the 
occurrence of the 15 October event (e.g., Lemoine et al., 2001; Gardi et al., 2006).  
5.4.2.2 Recorded ground motions 
The 15 October 1997 mainshock was recorded by six analogue instruments of 
strong-motion network operated by the Civil Engineering Department of the 
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University of Chile (RENADIC), but none of the instruments was located within the 
epicentral region. The Illapel station was the closest station to the hypocentral 
location (Rhyp~100 km) and Papudo and Zapallar stations were located at distances 
Rhyp~180 km. The remaining stations were situated in the city of Santiago, farther 
away from the source (Rhyp>280 km) and recorded very small amplitudes 
(PGA<20 cm/s2). The location of the strong-motion stations that recorded the 
15 October 1997 mainshock is shown in Figure 5-15. 
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Figure 5-15. Location of the strong motion stations in Central Chile that recorded the 15 October 
1997 Punitaqui event. 
 
The acceleration traces from three of the strong-motion stations that recorded 
the 15 October 1997 mainshock have made available in unprocessed format by the 
local network (RENAIC) and the traces were processed individually. The peak 
values of acceleration, velocity recorded at Illapel, Papudo and Zapallar stations 
during the 15 October mainshock are listed in Table 5-12. The Arias intensity 
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values, significant duration (time between the building up of 5 and 95% of the AI), 
and different source to site distance metrics are also listed. It is noted that the fault-
plane related distances have been computed using the approach described in Section 
5.3.2.3. 
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Figure 5-16.  Response spectra recorded at Illapel, Papudo and Zapallar stations during the 
15 October 1997 earthquake event. The code spectra shown are computed following the 1996 
Chilean code provisions for the relevant site class. 
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Table 5-12 Peak ground acceleration (PGA), peak ground velocity (PGV), Arias intensity (AI) and 
significant duration (D5-95) values recorded during the 15 October 1997, Punitaqui, Chile, 
earthquake.  
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As seen in Table 5-12, the largest ground-motions were recorded at Illapel 
station, the nearest station to the epicentral area, where the peak horizontal ground 
acceleration recorded was 347 cm/s2 in the N70E direction. The response spectra 
obtained at the different sites during the 15 October 1997 event are shown in Figure 
5-16 along with the design code spectra computed for the relevant site classes 
following the 1996 Chilean seismic code provisions; Illapel station is situated on 
alluvial-type deposits consisting of dense gravels, and Papudo and Zapallar stations 
are located on weathered rock and granite respectively. As seen in this Figure, the 
elastic demand of the ground motion recorded at IIlapel exceeds that indicated by 
1996 Chilean seismic code at periods shorter than 0.3 seconds. This is consistent 
with the reports of damage in Illapel city, where single-story houses of low-quality 
construction were highly damaged (Pardo et al., 2002b).  
5.4.3 The 23 June 2001 Arequipa, Peru, earthquake  
On 23 June 2001 at 20:33:14 UTC (15:33 local time) a magnitude Mw 8.4 
(HRV) earthquake occurred off the coast of southern Peru, whose epicentre was 
located about 82 km west of the city of Ocoña and about 175 km west of the city 
Arequipa. The 2001 southern Peru earthquake was one of the largest events to have 
generated recorded strong motions and one of the largest to occur worldwide since 
the 1965 (MW 8.7) Aleutian Islands earthquake. The 23 June 2001 earthquake was 
followed by several large aftershocks, including two large events of magnitude 
Mw 6.7 (HRV) on 26 June and Mw 7.6 (HRV) on 7 July 2001. The earthquake 
caused severe damage to the Peruvian cities of Ocoña, Camana, Ilo, Arequipa, 
Tacna, and Moquegua and the event was also felt in the cities of Arica, Poconchile 
and Pisagua in northern Chile. The maximum intensity (VIII on the Modified 
Mercalli scale) was reported in the coastal cities of Ocoña, Camana, Mollendo and 
Ilo. The main population centres affected by the earthquake were Arequipa, Tacna, 
Moquegua, where VII MMI intensities were reported. The structural damage in 
these cities was concentrated on adobe houses and historical buildings, but a 
significant number of engineered structures also suffered damage. The earthquake 
also induced major ground failures causing a significant impact on the 
transportation infrastructure of the southern Peru region. Landslides were the most 
common type of failure along with liquefaction (EERI, 2003). In northern Chile, 
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MMI intensities of VII, VI were reported for Arica and Iquique respectively. The 
Civil Defence Institute in Peru (INDECI) reported 80 casualties and 70 people were 
missing and about 2,700 people injured, and an estimated 36,000 houses damaged 
affecting over 200,000 people. The event also generated a destructive tsunami that 
struck the coast of southern Peru which killed 23 people in the city of Camana and 
was also observed throughout the Pacific. Complete reports on the effects of this 
event can be found in EERI (2003) and Tavera et al. (2002). 
5.4.3.1 Seismological aspects 
The 23 June 2001 (MW 8.4) Arequipa earthquake resulted from thrust faulting 
on the interface between the Nazca and South American plates. The Geophysical 
Institute of Peru (IGP) located the hypocentre at 16.20ºS and 73.75ºW at a depth of 
29 km, approximately 250 km southeast of the source of a MW 7.7 earthquake that 
occurred in November of 1996 (See Figure 5-17). The 23 June 2001 earthquake and 
associated aftershocks ruptured an area parallel to the coastline about 370 km long 
and 160 km wide (Tavera et al., 2002). The 2001 earthquake ruptured the northern 
part of the 500 km long rupture area associated with a great event of magnitude 
MW~9.0 that occurred in 1868. This segment of subduction zone had been identified 
as a seismic gap with a high potential for large underthrusting events 
(e.g., Nishenko, 1985; Dorbath et al., 1990). The source parameters of the 
mainshock determined by different agencies are listed in Table 5-13. The moment 
magnitude of this event was found to be MW 8.4 according to the Harvard CMT 
solution, which is somewhat higher than that obtained by Geophysical Institute of 
Peru (IGP) using data from the Peruvian seismic network. 
 
Table 5-13. Source parameters of the 23 June 2001 Arequipa, Peru, earthquake, as determined by the 
Geophysical Institute of Peru (IGP), the United States Geological Survey (USGS/NEIC), 
International Seismological Centre (ISC) and Harvard University (HRV). 
Origin 
Time 
(UTC) 
Epicentre 
Latitude 
Epicentre 
Longitude 
Focal 
Depth Mw Ms mb 
Seismic 
Moment M0  
Agency 
20:33:04 16.20° S 73.75° W 29.0 km 8.2 7.9 6.9b 2.50E+21 Nm  IGP 
20:33:14 16.26° S 73.64° W 33.0a km 8.3 8.2 6.7 3.30E+21 Nm  USGS/NEIC 
20:33:09 16.30° S 73.56° W 29.8 km - 8.2 6.7 - ISC 
20:34:23 17.28° S 72.71° W 29.6c km 8.4 8.2 6.7 4.67E+21 Nm HRV 
aThe focal depth of 33 km reported by NEIC is a fixed value and indicates that focal depth could not be resolved.  
b
 The value reported corresponds to local magnitude ML  
c
 Centroid depth  
CHAPTER 5                                                                                                                                                             
 
 
127 
The 23 June earthquake was followed by an intense aftershock activity; 
during a 18-days period after the main event, approximately 150 aftershocks with 
magnitudes ML≥4.0 were recorded by the Seismic Network of Peru (Tavera 
et al., 2002). The largest aftershocks of the sequence occurred on 26 June MW=6.7 
(HRV) and on 7 July 2001 MW=7.6 (HRV). The aftershock distribution defines an 
area of about 370 km long and 160 km wide oriented in the south-easterly direction 
with the 23 June mainshock located in the northern end and the two largest 
aftershocks of the sequence located in the southern end of the aftershock area, 
which suggests that the rupture propagated in the SE direction. Figure 5-17 shows 
the spatial distribution of the aftershocks determined by Tavera et al. (2002). 
 
 
Figure 5-17. Spatial distribution of the larger aftershocks (ML≥4.0) of the 23 June 2001 earthquake, 
occurred during the 18 days following the mainshock (circles) determined by Tavera et al. (2002). 
The location of the 26 June (MW=6.7) and 7 July 2001 (MW=7.6) aftershocks are denoted by the 
small black stars. The approximate extent of the rupture area as inferred from the aftershock 
distribution is shown as a black dashed line. The location of Mw 7.7 1996 event and aftershocks are 
also shown (squares) along with the focal mechanism of the larger events occurred in this region 
(After Tavera et al., 2002). 
 
The focal mechanism solution for the 23 June 2001 mainshock according to 
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the CMT inversion of Harvard University is (φ1=310°, δ1=18°, λ1=63°; φ2=159°, 
δ2=74°, λ2=98°), where the first set of angles correspond to the focal plane and the 
second to the auxiliary plane. The solution implies that the mechanism was 
predominantly reverse, consistent with an interface event on the shallow-dipping 
contact between the Nazca and South American plates. The focal mechanisms of 
the mainshock and the largest aftershocks determined by Tavera et al. (2002) are 
shown in Figure 5-17. The mechanisms of these events are similar to the focal 
mechanisms for large interface events that have occurred in central and southern 
Chile and reflect compressive stresses in the NE-SW direction. Figure 5-18 shows 
the distribution of slip during the 23 June 2001 event from the Pritchard et al. 
(2007) source rupture model.  
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Figure 5-18. Slip distribution of the 23 June 2001 earthquake from the joint seismic and geodetic 
inversion of Pritchard et al. (2007). The largest aftershocks that occurred on 26 June (MW 6.7) and 
on 7 July 2001 (MW 7.6) are denoted by small black stars. 
 
The model was obtained by inversion of seismic data from teleseismic and 
two strong-motion stations as well as geodetic data (InSAR and GPS). The slip was 
constrained using the finite-fault algorithm of Ji et al. (2002) using the USGS/NEIC 
hypocentral coordinates and the moment tensor solution from Harvard University. 
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The fault plane inferred by Pritchard et al. (2007) has two segments with different 
dips: an initial dip of 10-15º up to a depth of 25 km and then increases to 20-30º, 
with the hypocentre located at a depth of 30 km. The slip distribution from the 
Pritchard et al. (2007) indicates that the rupture propagated southeast from the 
hypocentre with a total rupture length of about 250 km. Most of the slip occurs on 
an asperity located at about 120 km southeast from the hypocentre, with a 
maximum slip of the order of 1200 cm. There are other few regions of enhanced 
slip; however, there is a clear gap where little slip occurs between the location of 
hypocentre and the main asperity. However, inversion of only geodetic data by 
Pritchard et al. (2007) shows that more slip occurs in this area.  
 
The majority of moment released occurred during the 7 July aftershock (CMT 
location indicated by the red beach ball) occurs close to the main asperity of the 
23 June mainshock. The hypocentres of the largest aftershocks (indicated as red 
stars in Figure 5-18) are located at similar depths as that of the same the mainshock. 
The Kikuchi and Yamanaka (2001) model for the 23 June mainshock exhibits a 
similar rupture pattern to that obtained by Pritchard et al. (2007) only using seismic 
data. The dimensions of the fault plane from the Pritchard et al. (2007) source 
rupture model are consistent with the extent of rupture area inferred from the 
aftershock distribution determined by Tavera et al. (2002), with the latter being 
slightly larger than that obtained by inversion. 
5.4.3.2 Recorded ground motions 
The 23 June 2001 earthquake was recorded on 11 strong-motion stations from 
three different networks in Peru and Chile; however, only one record within the 
rupture area was obtained and the majority of the records available are far away 
from the source (Rrup>150 km). The station in the rupture area is located in the city 
of Moquegua at about 70 km from the source and is operated by the 
Japanese-Peruvian Centre for Seismic Research and Disaster Mitigation (CISMID); 
the Tacna station operated by CISMID also recorded the 2001 event, but only the 
last few tens of seconds of the record are available due to malfunction of the 
instrument. Some of the stations belonging to the network operated by the 
Geophysical Institute of Peru (IGP) also recorded the mainshock, but they were 
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located at very large distances (Rrup >400 km) and away from the rupture 
propagation and therefore recorded very small  amplitudes (PGA<10 cm/s2).  
 
From the  RENADIC network (Red Nacional de Acelerografos) operated by 
the University of Chile a total of six analogue stations recorded the event as well as 
a digital instrument from a joint research project of the University of Chile and the 
Institut de Physique du Globe de Strasbourg (IGPS) located at the hospital of Arica. 
The seven instruments are located approximately between 150 and 250 km from the 
southeast end of the fault plane estimated by Pritchard et al. (2007). The location of 
the strong-motion stations that recorded the 23 June 2001 event and whose data 
have made available for this study is shown in Figure 5-19. In total seven strong-
motion records are studied herein: six analogue records from the RENADIC 
network and the analogue record at Moquegua station. For the six analogue 
recordings from the RENADIC network, processing was performed as described in 
section 5.3.2.1. The Moquegua record, on the other hand, has already been 
processed by CISMID and thus no processing was applied here. 
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Figure 5-19. Location of the strong motion recording stations in Northern Chile and Southern Peru 
that recorded the 23 June 2001 Arequipa, Peru, earthquake. 
 
 
CHAPTER 5                                                                                                                                                             
 
 
131 
The values of peak acceleration and velocity recorded during the 2001 event 
are listed in Table 5-14 along with the Arias intensity (AI) values and significant 
duration (time interval between the 5 and 95% of AI). The different source to site 
distance metrics are also listed in Table 5-14, which were calculated based on fault 
plane geometry estimated by Pritchard et al. (2007) and the hypocentral location 
determined by the Geophysical Institute of Peru (IGP).  
 
The response spectra obtained at the various sites that recorded the 23 June 
2001 event is shown in Figure 5-20. In general, most of the stations that recorded 
this event are located on alluvial-type, stiff gravelly soils (e.g., MOQ-1, ACA, 
ACO, POCO-1, CUYA) and weathered rock (PUTRE, PISA).  Examination of the 
ground motions recorded at the northern Chile sites during this event show some 
unusual features. For instance, the response spectra recorded at Arica Casa (ACA) 
and Arica Costanera (ACO) sites located in northern Chile at approximately 150 km 
from the southern end of the inferred rupture plane appear to be significantly large; 
peak horizontal accelerations recorded at ACA and ACO sites were 308 and 
330 cm/s2 respectively. By comparison, a peak horizontal acceleration of 295 cm/s2 
was recorded at Moquegua site (MOQ-1), located about 60 km from the rupture 
plane. 
 
Arica Casa (ACA) and Arica Costanera (ACO) stations are situated on very 
stiff alluvial-type soils. Park (2004) performed SASW testing at ACA and ACO 
stations, finding that the average shear wave velocity over the top 30 m at these site 
is approximately VS(30) ≈ 400 m/s, which corresponds to a NEHRP site C. Shear 
wave velocity profiles at these sites show in general, a shallow soft layer (<2 m) 
overlying a dense materials of increasing strength with depth (VS>390 m). 
The amplitude of the ground motions recorded at ACO and ACA stations, however, 
cannot be completely conciliated with the local site conditions. Similarly, the 
Moquegua station is located on alluvial-type soils, which consist of dense to very 
sandy gravels (Park, 2004; EERI, 2003). SASW testing at Moquegua station 
(Park, 2004) shows a thin layer of soft material, overlying very dense material 
(VS>600 m/s). The average shear wave velocity over the top 30 m at this site is 
542 m/s, which corresponds to a NEHRP site C. 
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 The large ground motions at Arica sites might suggest the presence of site 
effects; but on the other hand, they can also be the result of a propagation effect 
from the seismic source. Moreover, a bimodal response spectrum can clearly be 
seen for the MOQ-1, ACA, ACO, POCO-1 sites, with one peak at short periods and 
another one at longer periods (about 1.0 s), which might be due to an impedance 
contrast between underlying layers or might also be related to source effects.  
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Figure 5-20. Response spectra recorded at stations in Northern Chile and Southern Peru stations 
during the 23 June 2001 Arequipa, Peru, earthquake. The code spectra shown are computed for the 
relevant site class, following the 1994 Peruvian seismic code (for Moquegua station) and 1996 
Chilean code provisions (for the remaining stations). 
 
Figure 5-20 also shows the code spectra computed for the relevant site classes 
following the 1996 Chilean seismic code provisions for the northern Chile sites. 
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For the Moquegua site, the 1994 Peruvian seismic code is shown instead. As seen in 
this Figure, the elastic demand of the records in Arica Casa and Arica Costanera 
was larger for periods above 0.8 seconds than that indicated by the 1996 Chilean 
seismic code. Similarly, the elastic demand for Moquegua station is significantly 
higher than that of 1994 Peruvian code provisions for periods up to about 
1.0 second. Moquegua city was highly damaged during the 2001 Peruvian event, 
with most of the damage concentrated to adobe-type constructions. Cortez-Flores 
(2004) carried out one dimensional site response analysis in Moquegua sites, 
finding that site effects might have been one of the plausible mechanisms 
contributing to the high local amplifications of short period motions and therefore to 
the observed levels of damage in Moquegua area. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 5                                                                                                                                                             
 
 
134 
Table 5-14. Peak ground acceleration (PGA), peak ground velocity (PGV), Arias intensity (AI) and 
significant duration (D5-95) values recorded during the 23 June 2001 Peruvian earthquake. The finite-
fault related distances for the mainshock were calculated with respect to the fault plane geometry 
estimated by Pritchard et al. (2007).  
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5.4.4 The 13 June 2005 Tarapaca, Chile, earthquake  
On June 13, 2005 at 22:44:30 UTC (18:44:30 local time) a magnitude MW 7.8 
(HRV) earthquake occurred in Northern Chile. The seismological institute of the 
University of Chile located the epicentre at 30 km southeast of the town of Tarapaca 
at a depth of 114.9 km. The ground shaking was strongly felt in northern Chile, 
where modified Mercalli intensities (MMI) estimated for the main cities were: VIII 
at Pica, VII at Iquique and Tocopilla, VI at Arica, V at Calama and IV at 
Antofagasta. The earthquake was also felt in southern Peru where MMI values were 
estimated to be V to IV in the cities of Moquega, Tacna and Arequipa. In northern 
Chile, eleven people were killed and at least 200 people were injured. About 500 
houses were destroyed and 9350 dwellings were damaged. Power and telephone 
services were interrupted, roads damaged and landslides occurred in the Iquique 
area (EERI, 2005). In southern Peru the damage was less severe than in northern 
Chile and no fatalities were reported; approximately 30 houses were damaged in the 
city of Tacna and only minor damage was reported in Moquegua. Other intraslab 
events in Chile, such as the 1939 Chillan (MW=8.1) earthquake, have caused great 
damage as discussed by Beck et al. (1998) and Kausel and Campos (1992). 
5.4.4.1 Seismological aspects 
The 13 June 2005 Tarapaca earthquake (MW 7.8) was an intraslab event that 
occurred at an intermediate depth (approximately 95-115 km) within the subducting 
Nazca plate. The 2005 Tarapaca event is one of the largest intraslab earthquakes in 
northern Chile since the 9 December 1950 earthquake (MW 7.9), which occurred 
within the slab in the Antofagasta region. In the northern region of Chile, the 
shallow part of the subduction interface remains unruptured since the 10 May 1877 
(MW 9.0) thrust event (Comte and Pardo, 1991; Kausel and Campos, 1992). As seen 
in Figure 5-21, the 13 June 2005 Tarapaca earthquake occurred just east of the 
rupture zone of the 1877 (MW 9.0) earthquake. The northern and southern 
boundaries of the rupture area of the 1877 (MW 9.0) earthquake have been ruptured 
respectively by the 23 June 2001 Arequipa (Mw 8.4), the 30 July 1995 Antofagasta 
(MW 8.1) interface earthquakes and more recently by the 14 November 2007 
Tocopilla (MW 7.7) earthquake which also occurred along the plate interface.  
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The seismological institute of the University of Chile located the focus at 
20.054°S 69.328°W and at a depth of 114.9 km. The moment magnitude of this 
event was found to be MW 7.8, according to the CMT inversion of Harvard 
University, which is consistent with the moment magnitude estimates obtained by 
the National Earthquake Information Centre (NEIC). The source parameters of the 
13 June 2005 Tarapaca earthquake determined by different agencies are listed in 
Table 5-15.  
 
Table 5-15. Source parameters of the 13 June 2005 Tarapaca, Chile, earthquake, as determined by 
the Seismological Institute of the University of Chile (GUC), the United States Geological Survey 
(USGS/NEIC), International Seismological Centre (ISC) and Harvard University (HRV). 
Origin 
Time 
(UTC) 
Epicentre 
Latitude 
Epicentre 
Longitude 
Focal 
Depth Mw Ms mb 
Seismic 
Moment M0  
Agency 
22:44:30 20.054° S 69.328° W 115km - 7.9b - - GUCc 
22:44:40 19.987° S 69.197° W 116km 7.8 - 6.8 6.50E+20 Nm USGS/NEIC 
22:44:32 19.917° S 69.214° W 116 km - - 6.7 - ISC 
22:44:40 20.020° S 69.230° W 95 kma 7.8 - 6.8 5.32E+20 Nm HRV 
a
 Centroid depth 
b
 The value reported corresponds to local magnitude ML 
cGUC: Seismological Institute of the University of Chile 
 
The focal mechanism solution for the 13 June 2005 event reported in the 
CMT catalogue is (φ1=182°, δ1=23°, λ1=-81°; φ2=352°, δ2=67°, λ2=-94°), where the 
solution indicates a predominantly normal faulting focal mechanism. The preferred 
focal plane was found to be that sub-horizontal amongst the two planes reported 
(strike=182°, dip=23°, rake=-81°), as identified by waveform inversion and 
accurately located aftershocks (Delouis and Legrand, 2007; Peyrat et al., 2006).  
 
The 2005 Tarapaca earthquake was followed by many aftershocks occurring 
at similar depths as the mainshock did, which is not very common for intraslab-type 
events. Intraslab earthquakes are rarely characterised by a well-defined aftershock 
area and some authors have showed that the occurrence of aftershocks following 
large intermediate depth events is rather rare (e.g., Astiz et al., 1988). Moreover, 
another intermediate-depth intraslab event that occurred in north-central Chile, the 
1997 Punitaqui event (MW 7.1), was followed by an intense seismic activity; 
however, in the latter case most of the aftershocks occurred at shallower depths, 
along the plate interface. 
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Figure 5-21. Slip distribution of the 23 June 2001 earthquake from the finite-fault waveform 
inversion of Delouis and Legrand (2007) plotted over the 21-days aftershock distribution located by 
Peyrat et al. (2006) (black circles) and the mainshock location is shown as a white star.  A cross 
section of the aftershocks relative to the trench is shown in the upper inset. The rupture areas of the 
large historical earthquakes in Northern Chile are shown as dashed lines (Modified after Peyrat 
et al., 2006).  
One week after the 13 June 2005 event, a temporary array was deployed by 
the Department of Geophysics of the University of Chile within the focal area and 
an aftershock sequence of about 300 events with magnitudes between MW 2.5 and 
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MW 5.0 was recorded during 20 June and 6 July 2005 (Peyrat et al., 2006). As seen 
in Figure 5-21, the aftershocks define an elongated cluster of approximately 60 km 
long and 30 km wide and indicate a sub-horizontal west-dipping plane with events 
confined to a depth range between 100 and 112 km (Delouis and Legrand, 2007, 
Peyrat et al., 2006). The slip distribution from the Delouis and Legrand (2007) 
source rupture model is also shown in Figure 5-21. This model was obtained by 
inversion of near source strong-motion data from six digital accelerometers as well 
as data recorded at teleseismic distances by the global array of seismologic stations. 
The slip distribution was constrained using the kinematic modelling approach of 
Delouis et al. (2002). The Delouis and Legrand (2007) model consists of two sub-
fault segments striking 175° and dipping to the west. The first sub-fault segment has 
a dip of 15° and contains the epicentre and the second segment has a dip of 35°.  
 
The slip pattern from this model suggests that the rupture started on the low 
angle-dipping part of the estimated fault plane, where the nucleation point was 
located as well as most of the aftershocks. The main part of the rupture occurred in 
a compact slip zone of 50 km long and 40 km wide, with a maximum slip of 13 m. 
In general, the slip pattern is consistent with aftershock distribution, although many 
of the aftershocks in the NS direction are located in areas of low slip. As obtained 
by Delouis and Legrand (2007) source model, the rupture process was fast with a 
rupture velocity was found to be 4.5 km/s which is remarkably high for subduction 
events. The mechanism of this event has been interpreted as a slab-pull downdip 
extension mechanism on a nearly horizontal plane Delouis and Legrand (2007). 
Other intermediate-depth earthquakes have been reported in northern Chile 
(e.g., Delouis et al., 1996; Araujo and Suarez, 1994) with predominantly down-dip 
tensional axes. 
5.4.4.2 Recorded ground motions 
The 13 June 2005 Tarapaca earthquake was recorded on a total of 
23 accelerographs in Chile and Peru belonging to the networks operated by the 
University of Chile (RENADIC, 9 stations), the Department of Civil Engineering 
and Department of Geophysics of University of Chile (DGF-DIC, 6 stations) and 
the Japanese-Peruvian Centre for Seismic Research and Disaster Mitigation 
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(CISMID, 7 stations). The location of the strong-motion stations that recorded the 
13 June 2005 earthquake is shown in Figure 5-22. This event was recorded at sites 
located between 110 and 420 km from the estimated fault plane (Delouis and 
Legrand, 2007) and only one of the stations, Pica, was directly situated above the 
fault plane and at about 60 km south of the epicentral region. 
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Figure 5-22. Location of the strong motion recording stations in Northern Chile and Southern Peru 
that recorded the 13 June 2005 Tarapaca, Chile, earthquake. 
 
The peak values of acceleration and velocity recorded during the 13 June 
2005 event are listed in  along with Arias intensity values, significant duration (time 
between the building up of 5 and 95% of the AI), and source to site distance 
metrics. For the 17 stations in Chile, acceleration traces have made available in 
unprocessed format by the local networks (RENAIC, DGF-DIC). The traces were 
then processed individually as described in section 5.3.2.1.. Strong motion records 
from stations in Peru have been processed by the CISMID network and can be 
obtained at: http://www.cismid-uni.org/redacis/. 
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As seen in Table 5-16, the ground shaking was strongest in Northern Chile, 
where strong-motion stations in Cuya and Pica recorded peak horizontal ground 
accelerations of 442 and 702 cm/s2 respectively; the latter station also recorded a 
peak vertical acceleration of 772 cm/s2. Figure 5-23 shows the acceleration traces 
obtained at Pica station, which is located on sediments (NEHRP class C) at 
approximately 110 km from the fault plane. Arias intensity (AI) values at this 
station are of the order of about 20 m/s, for the NS component and 13 m/s for the 
EW and V components. Stations in Peru, on the other hand, recorded low 
amplitudes at very long distances from the source; the maximum peak ground 
acceleration was recorded at Tacna-2 station (119 cm/s2). 
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Figure 5-23.  Accelerograms recorded at Pica station in Northern Chile stations during the 13 June 
2005 earthquake event. The strong-motion recording at this station exhibits high frequency content 
and an unusually high amplitude in the vertical direction of the ground motion.  
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Table 5-16. Peak ground acceleration (PGA), peak ground velocity (PGV), Arias intensity (AI) and 
significant duration (D5-95) values recorded during the 13 June 2005, Tarapaca earthquake. 
The finite-fault distances for the mainshock were calculated with respect to the fault plane geometry 
estimated by Delouis and Legrand (2007).  
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Table 5-16. (Continued) 
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Figure 5-24 and Figure 5-25 show the response spectra obtained at the 
different sites during the 13 June 2005 earthquake. The design code spectra 
computed for the relevant site classes following the 1996 Chilean seismic code 
provisions for the northern Chile stations and the 2003 Peruvian seismic code for 
the Southern Peru stations are also shown. Note that for the Pica site, the elastic 
demand of the record is largely exceeding that indicated by 1996 Chilean seismic 
code at periods below 0.5 seconds. 
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Figure 5-24. Response spectra recorded at stations in Northern Chile and Southern Peru during the 
13 June 2005 earthquake event. The code spectra shown are computed for the relevant site class, 
following the 1996 Chilean code provisions (for Putre station) and the 2003 Peruvian seismic code 
(for the remaining stations). 
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Figure 5-25.  Response spectra recorded at stations in Northern Chile during the 13 June 2005 
earthquake event. The code spectra shown are computed following the 1996 Chilean code provisions 
for the relevant site class. 
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5.4.5  The 15 August 2007 Pisco, Peru, earthquake  
On 15 August 2007 at 23:40:58 UTC (18:40:58 local time) a magnitude 
MW 8.0 (HRV) earthquake occurred off the coast of central Peru, whose epicentre 
was located about 60 km west of the city of Pisco, and about 145 km south of the 
capital city of Lima. Significant damage was reported in the city of Pisco, where the 
maximum intensity was reported (VIII-VII on the Modified Mercalli Intensity 
scale). Approximately 80% of the structures in Pisco were damaged. 
Similar intensities were reported for the cities of Chincha and Cañete. A total of 595 
people were killed and 1874 reported injured, with more than 12 villages severely 
damaged in Ica, Lima, and Huancavelica. About 320,000 people were affected by 
the earthquake. More than 230,000 structures were damaged and 52,150 totally 
destroyed by liquefaction, mainly in Pisco city and towns within a radius of 150 km, 
especially those towns closer to the coast. On the Panamericana Sur road, several 
cracks and landslides occurred between Pisco and Lima with directions parallel to 
the coast. The earthquake was followed by a local tsunami with wave heights of 
5-10 m in Laguna Grande (30 km south of Paracas). As a result of the tsunami 
3 people were killed and a total of 12 persons were reported missing. A thorough 
analysis of the ground motions recorded during this event is provided in Tavera 
et al. (2008). 
5.4.5.1 Seismological aspects 
The 15 August 2007 (MW 8.0) Pisco earthquake was the result of the 
subduction process between the Nazca and the South American plates. The 2007 
Pisco earthquake and associated aftershocks were interface events that ruptured a 
previously identified seismic gap between the rupture areas of the 1974 Lima 
(MW 8.0) and the 1996 Nazca (MW 7.7) earthquakes (Tavera and Bernal, 2005). 
The Geophysical Institute of Peru (IGP) located the focus at 13.49ºS, 76.85°W and 
at a depth of 18 km, just south of the rupture area of the 1974 Lima (MW 8.0) 
earthquake. The moment magnitude of this event was found to be MW 8.0 according 
to the Harvard CMT solution, which is in agreement with the estimate obtained by 
Geophysical Institute of Peru (IGP). The source parameters of the 15 August 
mainshock determined by different agencies are summarised in Table 5-17. 
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Table 5-17. Source parameters of the 15 August 2007 Pisco, Peru, earthquake, as determined by the 
Geophysical Institute of Peru (IGP), the United States Geological Survey (USGS/NEIC) and 
Harvard University (HRV). 
Origin 
Time 
(UTC) 
Epicentre 
Latitude 
Epicentre 
Longitude 
Focal 
Depth Mw Ms mb 
Seismic 
Moment M0  
Agency 
23:40:58 13.49° S 76.85° W 18.0 km 7.9 - 7.0a 8.81E+20 Nm  IGP 
23:41:59 13.36° S 76.51° W 39.0 km 8.0 7.9 6.7 1.84E+21 Nm  USGS/NEIC 
23:41:58 13.76° S 76. 97° W 33.8b km 8.0 7.5 6.7 1.11E+21 Nm HRV 
a
 The value reported corresponds to local magnitude ML  
b
 Centroid depth 
 
 
The focal mechanism solution for the 15 August 2007 event according to the 
CMT inversion of Harvard University is (φ1=321°, δ1=28°, λ1=63°; φ2=171°, 
δ2=65°, λ2=104°), where the first set of angles correspond to the focal plane and the 
second to the auxiliary plane. This solution indicates that the mechanism was 
predominantly reverse, with a small component of right-lateral strike-slip. 
Combined with the estimated hypocentral depth of 18 km, this focal mechanism is 
consistent with an interface event on the contact surface between the Nazca and 
South American Plates. The focal mechanism of the 2007 Pisco event reflects 
compressive stresses trending NE–SW, with nodal planes trending NW–SE (Figure 
5-26). 
 
The mainshock was preceded by a foreshock of magnitude ML=4.1 which 
occurred on 11 August and whose epicentre was located 77 km northwest of Pisco 
(Tavera and Bernal, 2008), and was also followed by an intense aftershock activity; 
during a 7-day period following the mainshock, about 355 aftershocks with 
magnitudes ML ≥ 3.0 and hypocentral depths less than 50 km were recorded by the 
local seismic network (Tavera and Bernal, 2008). As seen in Figure 5-26, the 
distribution of the aftershocks defines an area parallel to the coast line of about 
170 km long and 130 km wide, with aftershocks mainly concentrated in three 
regions (Tavera and Bernal, 2008; Tavera et al., 2008): the first group located next 
to the epicentre location (G1), the second group located near of the Paracas 
peninsula (G2) and the third group located offshore the Bahia Independencia area 
(G3). The distribution of aftershocks suggests that the rupture propagated in the 
south-easterly direction over a distance of about 150 km.   
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Figure 5-26. Focal mechanism of the 15 August 2007 Pisco earthquake and spatial distribution of 
7-day aftershocks (ML>3.0) following the main event. The mainshock epicentre is indicated by a 
white star and aftershock locations denoted by white circles; the extent of the aftershock area is 
shown as a dashed line where aftershocks are concentrated in three main regions (G1, G2, G3). 
The black arrow indicates the energy propagation direction. The location of the 11 August foreshock 
ML 4.1 (small black star) and its associated aftershock area (grey rectangle) are also shown. 
(After Tavera et al., 2008) 
 
Figure 5-27 shows the distribution of slip during the 15 August 2007 event 
from the Ji and Zeng (2007) source rupture model, which was derived by inversion 
of GSN broadband waveforms obtained from the NEIC data centre. The slip was 
constrained using the finite-fault algorithm of Ji et al. (2002) using the USGS/NEIC 
hypocentral coordinates and a fault plane defined from quick moment tensor 
solution of Harvard University. According to the Ji and Zeng (2007) rupture model, 
there are two main areas of large slip (asperities) on the fault plane, separated by 
about 100 km; a first asperity located next to the hypocentral region, in the vicinity 
of Chincha Alta, and a second asperity located in the south-western corner of the 
fault rupture area where the maximum slip occurs (about 800 cm). Source models 
by other authors (Yagi 2007; Konca 2007; Vallée et al. 2007) exhibit a similar 
pattern of slow rupture involving propagation to the southeast from the asperity 
located next to the hypocentre location to a second asperity located in south-western 
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corner of the fault rupture area. 
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Figure 5-27. Slip distribution of the 15 August 2007 Pisco earthquake from the finite-fault waveform 
inversion of Ji and Zeng (2007). The larger (ML>4.5) aftershocks located by IGP are denoted by 
small read stars.  
 
The most striking feature of the source process of the 2007 Pisco event is the 
apparently slow velocity at which the rupture propagated. As discussed in Tavera 
et al. (2008), the average rupture velocities of 1.3-1.70 km/s implied by the 
different source models proposed for the Pisco event are significantly lower than the 
average rupture velocities commonly found for subduction earthquakes; interface 
events that have occurred along the Peru-Chile subduction zone of similar size show 
ruptures velocities of the order of 2.0-3.5 km/s (e.g., 1985 Valparaiso MW 8.0, 2001 
Arequipa Mw 8.4, 1974 Lima Mw 8.1), which suggests that the rupture velocity 
observed for the Pisco event constitutes an anomaly even at a regional level. 
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5.4.5.2 Recorded ground motions 
The 15 August 2007 Pisco earthquake was recorded by a total of 
16 strong-motion stations from the networks operated by IGP (National Seismic 
Network, 5 stations), the Japanese-Peruvian Centre for Seismic Research and 
Disaster Mitigation (CISMID, 5 stations), the South American Regional 
Seismological Centre (CERESIS, 3 stations), the Catholic University of Peru 
(PUCP, 1 station), and the Peruvian state water company (SEDAPAL, 2 stations). 
The station Guadalupe (GUA), operated by the IGP, did not record the mainshock 
due to instrumental problems, but provided records for several aftershocks. For the 
stations Estanque-1 (E1) and Estanque-2 (E2) operated by SEDAPAL, as well as 
for the station La Molina Universidad Agraria (LMO), operated by IGP only peak 
ground acceleration values were made available.  
 
The location of these stations is shown in Figure 5-28. Most of the stations 
that recorded this event were located in the city of Lima, approximately 100 km 
north of the rupture region and only two stations, Parcona (PCN) and Ica (ICA2), 
were situated directly above the rupture plane (Ji and Zeng, 2007), in the city of Ica. 
The values of peak ground acceleration (PGA) and peak ground velocity (PGV) 
recorded at these stations during the mainshock are summarised in Table 5-18, 
along with the source-to-site distances. For the 12 stations for which mainshock 
acceleration traces have been made available by the networks (2 in the Ica area and 
10 in Lima), the traces were processed individually. 
 
The rupture process of the 15 August event is reflected in the accelerograms 
recorded at Ica and Lima sites shown in Figure 5-29 and Figure 5-30. The ground 
motions recorded at these sites feature two separate wave trains, referred to as 
R1 and R2, corresponding to the rupture of the two main asperities. Because of the 
relative position of the main asperities on the rupture plane (separated by 
approximately 100 km) and the low velocity at which the rupture propagated 
(1.3-1.70 km/s), these two wave trains are separated by a phase of weaker motions 
which lasts about 60-70 (Tavera and Bernal, 2008; Tavera et al., 2008). 
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Figure 5-28. Location of the strong motion recording stations in central Peru that recorded the 
15 August 2007 Pisco, Peru, earthquake. (After Tavera et al., 2008) 
 
A very interesting feature of these records is the difference in the amplitude of 
the ground motion for the two wave trains, R1 and R2, recorded at the Lima and Ica 
sites, as a result of the location of these stations with respect to the source. The 
accelerograms recorded at Ica sites show higher amplitudes of the ground-motion 
for the first wave train (R1) than for the second wave train (R2). Conversely, Lima 
sites, show higher amplitudes of ground motion for R2 than for the R1. This pattern 
is also observed in the response spectra obtained at the Lima and Ica stations shown 
in Figure 5-31 to Figure 5-33. In these figures, in addition to the response spectra 
computed for the full record, the response spectra calculated considering each of the 
two wave trains separately are included. 
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Table 5-18. Peak ground acceleration (PGA), peak ground velocity (PGV), Arias intensity (AI) and 
significant duration (D5-95) values recorded during the 15 August 2007 Pisco earthquake. The 
finite-fault distances were calculated with respect to the fault plane geometry estimated by Ji and 
Zeng (2007).  
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Figure 5-29. Accelerograms recorded in Ica region during the 15 August 2007 Pisco at Ica (ICA2) and 
Parcona (PCN) stations. Both stations were located directly above the projection of the rupture plane. 
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Figure 5-30. Accelerograms recorded in Lima during the 15 August 2007 Pisco event on soil 
(station RIN) and on rock (station NNA) sites. 
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Figure 5-31. Response spectra recorded at stations in Lima Province and Callao Region, north-south 
component. R1 and R2 are the two wave trains corresponding to the rupture of the two main 
asperities. The code spectra shown are computed for the relevant site class. 
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Figure 5-32. Response spectra recorded at stations in Lima Province and Callao Region, east-west 
component. R1 and R2 are the two wave trains corresponding to the rupture of the two main 
asperities. The code spectra shown are computed for the relevant site class. 
 
As can be seen from Figure 5-31 and Figure 5-32, the spectral amplitudes at 
the Lima sites are systematically higher for the second wave train (R2) than for the 
first (R1), at all response periods. Consequently, the response spectra calculated 
using the entire record coincide with those obtained considering R2 only. For the Ica 
sites, on the other hand, the response spectra calculated using the entire coincide with 
those calculated considering R1 alone, as the amplitudes associated with this wave 
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train are higher than those associated with R2, at all response periods considered 
(See Figure 5-33). These differences in amplitudes for the two wave trains are also 
evidenced in the build-up of the Arias intensity: for the Lima stations, 30-40% of the 
total Arias intensity is built up during R1, while this fraction is about 60% for the Ica 
records. 
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Figure 5-33. Response spectra recorded at stations in the Ica Province. R1 and R2 are the two wave 
trains corresponding to the rupture of the two main asperities. The code spectra shown are computed 
for the relevant site class. 
 
Figure 5-31 to Figure 5-33 also show the elastic design spectra computed for 
the relevant site classes following the 1977 and 2003 Peruvian seismic codes 
provisions. The 1977 code spectrum is only shown for the Lima stations since it lies 
well above the observed ground motions. Comparison of the observed ground 
motions with code spectra shows that the amplitudes of the ground motions were 
well within the expected range of values in Lima sites located at larger distances 
from the rupture area. At shorter distances, however, the level of ground motion 
observed exceeds the specifications of the 1977 Peruvian code, but is consistent with 
2003 Peruvian code, which supports the adoption of more conservative design levels. 
For the Ica stations, the more conservative 2003 design spectrum is required to match 
the seismic demand of the ground motions associated with R1, whereas the 1977 
spectrum would have sufficed, in general, the elastic demand of R2 occurring 
independently. 
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The 15 August Pisco event was recorded on a variety of sites conditions. The 
city of Lima is located in the basins of the Rímac and Chillón rivers and the surface 
geology in this region mainly consists of sedimentary deposits with different levels 
of compaction. The city of Ica is located in the sedimentary basin of the river Ica and 
therefore site conditions typically include sedimentary and alluvial soils. The local 
site conditions at the various stations that recorded the 2007 Pisco event are also 
listed in Table 5-5. Site effects are evident from comparison of the acceleration 
traces recorded at stations NNA (rock) and RIN (fill) shown in Figure 5-30 as well as 
from the response spectra for these sites shown in Figure 5-31. Moreover, H/V ratios 
show amplification factors of up to 10 observed at station CAL at 1.25 sec. For CAL, 
CSM, PUCP and RIN stations, the spectral peak corresponding to the stronger wave 
train (R2) occurs at longer periods than the spectral peak corresponding to R1. This 
could be indicative of soil non-linearity effects, or alternatively, of differences in the 
source spectra of the two subevents, or in the path characteristics. 
 
A notable characteristic of the Pisco earthquake is the long duration of strong 
shaking resulting from the complexity of the rupture process. Based on the analysis 
of records at local and teleseismic distances, the duration of the rupture process was 
estimated to be around 210 s (Tavera et al., 2008). This duration is almost twice the 
duration observed for the 23 June 2001 Arequipa, southern Peru earthquake, which 
had a similar magnitude (Mw 8.4). The significant durations (time of the build-up 
from 5% to 95% of the Arias intensity) of the accelerograms used in the analysis are 
listed in Table 5-18. These durations are slightly longer for the Lima records (about 
100 s) than for the Ica records (about 80 s), reflecting the lengthening of the signal as 
the waves travel farther away from the source. This difference in behaviour may be 
due to the location of the stations with respect to the source: whereas the Ica stations 
are located directly above the rupture surface and southeast of the epicentre, such 
that the rupture propagates towards them, the Lima stations are located some 160 km 
to the northwest of the epicentre, with the rupture propagating away from them. 
Considering the location of the asperities on the fault plane, this means the ground 
motions in Ica are expected to have enhanced levels of high-frequency (short-period) 
motions, due to the simultaneous arrival of radiation from several parts of the fault 
plane. Conversely, for the Lima stations, it is the low-frequency (long-period) 
component that is expected to be enhanced. 
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6 Applicability of Predictive Models for Subduction 
Environments to the Peru-Chile Region 
 
6.1 INTRODUCTION 
The applicability of existing equations for the prediction of ground motions 
from subduction-zone earthquakes to the Peru-Chile subduction zones is studied in 
this chapter. In order to address this, the predictions of a set of candidate equations 
are compared to recorded strong-motion data and the suitability of the models under 
study is explored by following maximum-likelihood-based approach. A qualitative 
evaluation is carried out first by computing the normalised residuals between the 
observations and median predictions from selected equations and studying their 
dependence on distance, magnitude and spectral period. A more detailed quantitative 
comparison between observed and predicted motions is then carried out using the 
maximum-likelihood-based method of Scherbaum et al. (2004), which allows the 
ranking of a set of predictive equations according to their capability to predict 
recorded data using a number of different goodness-of-fit measures. This method has 
been successfully applied in several recent studies to examine the suitability of 
equations for the prediction of ground motions in different regions (e.g., Douglas 
et al., 2006; Bindi et al., 2006; Drouet et al., 2007; Hintersberger et al., 2007; 
Stafford et al., 2008). In applying the Scherbaum et al. (2004) method a distinction 
between the intra-event and inter-event normalised model residuals is also made 
following the approach implemented in Stafford et al. (2008). 
6.2 GOODNESS-OF-FIT MEASURES 
The Scherbaum et al. (2004) method uses a number of goodness-of-fit 
measures based on the properties of the distribution of the normalised residuals in 
addition to a new, likelihood-based, goodness-of-fit measure specifically developed 
for the purpose of comparing ground-motion models. This new goodness-of-fit 
measure is a likelihood parameter (LH) which captures the effects associated with 
the fit of the median values as well as the shape of the distribution of the normalised 
model residuals. The likelihood parameter is a measurement of the likelihood at 
which the observed ground motions can be modelled by a particular ground-motion 
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predictive equation and can be calculated by Eq. 6-1, following Scherbaum et al. 
(2004) and Hintersberger et al. (2007): 
 
( ) 22, exp
22 2 Z
Z zLH Z Erf dz
pi
∞   −
= ∞ =   
  
∫  Eq. 6-1 
 
Where Erf is the error function and Z is the normalised model residual. The 
normalised model residual is defined as the difference between the observed and 
predicted value of ground motion divided by the total standard deviation of the 
predictive equation and can be calculated as follows:  
 
, mod,
,
log( ) log( )obs ij ij
T ij
T
gm gm
Z
σ
−
=  Eq. 6-2 
 
where ZT,ij is the total normalised model residuals for the jth recording from the 
ith event, gmobs,ij and gmmod,ij are the observed and modelled ground motions 
corresponding to this record and σT  is the total standard deviation of the model. The 
Scherbaum et al. (2004) approach uses the likelihood parameter (LH) in combination 
with other goodness-of-fit parameters, specifically the mean, MEAN[ZT], median, 
MED[ZT], and standard deviation, STD[ZT], of the normalised total model residuals, 
in order to quantify how well a particular ground-motion predictive equation models 
a given set of ground motion data. Whilst the mean and median values describe the 
central tendency of the distribution of the normalised residuals, the likelihood 
parameter (LH) also provides information as to the shape of the distribution.  
 
The performance of a particular ground-motion predictive model may therefore 
be assessed by considering both the distribution of the normalised total model 
residuals (ZT) and the distribution of the likelihood values (LH). A model is 
considered to perform well if the distribution of the normalised model residuals 
agrees well with a standard normal distribution, indicating that the model is not 
biased and that the standard deviation of the predictive model appropriately captures 
the variability of the observed ground motions. In terms of the distributions of the 
likelihood values (LH), a model is considered to perform well when the likelihood 
values are uniformly distributed between 0 and 1 and the median is about 0.5. 
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A uniform distribution of likelihood values also indicates that the model is unbiased 
and that the shape of the distribution of the normalised residuals is consistent with 
the variance specified in the model. Asymmetric distributions of LH values, but with 
a model still unbiased in terms of the mean, indicates that the sample variance is not 
consistent with the model variance. A decrease of the median of the LH values will 
also indicate a simultaneous increase in sample variance and a shift of the mean 
value. 
 
The distributions of the normalised model residuals as well as the likelihood 
values described thus far are only associated to the total model residuals. However, 
the total variability of the predictive models can be partitioned into two individual 
components, namely the inter-event and intra-event variability. Each of these 
components can be modelled by normal distributions and, for datasets with similar 
number of recordings from each event the distribution of the total residuals will also 
be close to a normal distribution. The distribution of the normalised total model 
residuals may, however, differ from a normal distribution in cases where certain 
events contribute with a large number of records to the entire database, whilst the 
distributions of the inter-event and intra-event residuals still remain normally 
distributed. Stafford et al. (2008) modified the original Scherbaum et al. (2004) 
method to account for the inter-event and intra-event components of the total 
variability of the predictive models. Since some well-recorded earthquakes (i.e., the 
3 March 1985 Valparaiso sequence and the 13 June 2005 Tarapaca earthquake) are 
included in the Peruvian-Chilean database used in the present analysis, the procedure 
described in Stafford et al. (2008) is also implemented here in order to ensure that 
statistics based on the total residuals are not biased by correlations that may exist 
amongst residuals from the same event. Following the Stafford et al. (2008) 
procedure, the total model variability is partitioned into the inter-event and intra-
event components as shown in Eq. 6-3: 
 
( )
, ,
, ,ij i ij ij E i A ijy m rµ θ β δ δ= + +  Eq. 6-3 
 
where yij is the logarithm of the observed ground-motion measure and  
µ (mi, rij, θijβ) is the logarithm of the median prediction of the ground motion given 
the magnitude, mi, source-to-site distance, rij,  other descriptive parameters relevant to 
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this record, θij, and the model parameters, β. The residual terms in Eq. 6-3 are given 
by δE,i  for the inter-event residual and δA,ij  for the intra-event residual, which are 
assumed to be normally distributed with zero mean and variances σE2 and σA2 
respectively. The normalised model residuals may therefore be obtained by 
reformulating Eq. 6-3 as in Eq. 6-4, in which zEi and zAij correspond to the normalised 
inter-event and intra-event model residuals, respectively.  
 
( )
, ,
, ,ij i ij ij E i E A ij Ay m r z zµ θ β σ σ= + +  Eq. 6-4 
 
The inter-event residual term, δE,i, in Eq. 6-3 can be calculated following 
Brillinger and Preisler (1985) and Abrahamson and Youngs (1992):  
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Eq. 6-5 
 
where ni is the number of records from the ith event.  Note that according to Eq. 
6-5, if an earthquake contributes only a single recording, then the percentage of the 
residuals that is assigned to the inter-event term is given by the ratio σE2 /(σE2 + σA2). 
Conversely, if an earthquake contributes a large number of recordings, then the inter-
event term becomes the mean total residual for that event. Under the condition of 
normality for both the inter- and intra-event residual distributions, the log-likelihood 
of a set of data given the model parameters, ln L(yβ, σE, σA), can therefore be 
calculated following Stafford et al. (2008):  
 
( ) ( ) ,
1 1
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E A
i j A A
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= =
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− −
  =
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∑∑  Eq. 6-6 
 
where NEQ is the total number of events contributing records to the dataset, 
with the ith event contributing ni records, and φ (x) is the probability density function 
of the standard normal distribution evaluated for the argument x.  
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6.3 ANALYSIS OF RECORDED DATA FROM INTERFACE EVENTS 
6.3.1 Selection of predictive models for comparison 
Based on the review of existing ground motion predictive models for 
subduction environments presented in Chapter 4, a set of predictive models was 
selected adopting the pre-selection criteria of candidate models proposed by 
Cotton et al. (2006). The predictive models selected for the present analysis include 
equations for interface subduction earthquakes developed using worldwide data 
(Atkinson and Boore, 2003; Youngs et al., 1997), as well as regional equations for 
interface events in Japan (Zhao et al., 2006b) and New Zealand (McVerry et al., 
2006). Although the global subduction database used by Atkinson and Boore (2003) 
is based on an updated and more extensive database than the one used by Youngs et 
al. (1997), the fraction of Peru-Chile data used by the latter authors is greater in 
proportion to the entire database. It is also important to highlight that although the 
AB2003 and Y1997 models share a common database, particularly from large 
magnitude events, their functional forms differ significantly and hence it would be 
expected that these equations produce different predictions in certain magnitude-
distance ranges. The global predictive equation of Crouse (1991) is not considered 
for this comparison since the regressions in both Y1997 and AB2003 include most of 
the data used in Crouse (1991) and thus it was judged that the latter model will not 
provide relevant independent information for the present analysis. Moreover, 
Crouse (1991) developed a single model for both interface and intraslab-type events 
and hence the functional form of model may not adequately capture the behaviour of 
the ground motions from these two different source types.   
 
No peer-reviewed predictive equations that have been derived entirely upon 
strong-motion data from the Peru-Chile subduction zone have been published to date. 
Saragoni et al. (2004) and Ruiz and Saragoni (2005) developed predictive equations 
for both interface and intraslab events using only data recorded by the Chilean 
strong-motion network; however, given the number of records used in their 
regression (only 76 records), these equations cannot be considered robust and 
adequately constrained. Note that Ruiz and Saragoni (2005), hereafter referred to as 
RS2005, only provide coefficients for PGA values and consequently this equation 
has only been used to make a qualitative comparison between PGA values recorded 
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and predicted. The selected predictive equations for interface events and their basic 
characteristics are listed in Table 6-1. Figure 6-1 presents the attenuation curves over 
a range of spectral ordinates, predicted by the various models at rock sites for events 
of magnitudes MW 6.5 and 8.5 with a depth of 30 km, which are the magnitude-depth 
ranges considered to be representative of the events included in the Peruvian-Chilean 
interface dataset. Note that the AB2003 equation estimates the 5% damped pseudo-
spectral acceleration (PSA5%) whereas the remaining models estimate the 5% 
damped absolute spectral acceleration (SA5%) and hence for the analyses performed 
in this section it is assumed that PSA5%≈SA5%. 
 
In general, this figure shows that for the magnitude range considered there is a 
generally poor level of agreement amongst the predictions of the various models for 
the magnitude scenarios considered. The selected models exhibit different 
attenuation behaviour with distance, with the AB2003 model showing a nearly flat 
attenuation for MW 8.5 events at distances less than 100 km compared to the Z2006 
model whose attenuation curves for the two different magnitudes tend to be parallel 
at both short and long distances. No significant differences in attenuation rates 
amongst the various models are, however, observed for the MW 6.5 events. 
In addition, the Z2006 model predicts higher ground-motion amplitudes in the near-
source region than the remaining set of equations used for this comparison which, as 
discussed in Chapter 4, is due to the fact that the near-source behaviour of this model 
was constrained by the inclusion of a large number of records from crustal events. 
It is also observed that both the Y1997 and Mc2006 models have similar attenuation 
behaviour at periods between 0.2 and 1 sec, however the Mc2006 model predicts 
relatively lower amplitudes at periods less than 0.1 sec compared to the Y1997 
model. This latter model also predicts amplitudes for the MW 8.5 event generally 
similar to those predicted by the AB2003 by the Y1997 model, which as discussed 
previously may be due to the fact that both models included nearly the same data 
from interface events of magnitude MW≥7.5. Finally, it is observed that the 
predictions of the AB2003 model for the MW 6.5 event are systematically lower than 
predictions from the other models. 
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Table 6-1. Characteristics of the selected ground motion predictive models for interface-type events  
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Figure 6-1. Visual comparison of the selected models for magnitudes MW 6.5 and 8.5 with a depth of 
30 km, over a range of spectral ordinates. Since the AB2003 model estimates PSA5% values whereas 
the Y1997, Mc2006 and Z2006 models estimate SA5% values the assumption that PSA≈SA for 5% 
damping is made in these plots. In all cases, the plots shown correspond to rock sites, following the 
site classification schemes used in the various equations. Since the AB2003 model provides estimates 
of PSA5% values whereas the Y1997, Mc2006 and Z2006 models estimate the SA5%, the assumption 
that PSA≈SA
 
for 5% damping is made in these plots. 
6.3.2 Adjustments for parameter compatibility 
In order to compare the selected set of equations in a meaningful manner, 
differences in the definitions used for the parameters in each equation, such as 
magnitude scale, horizontal component definition and source-to-site distance metric, 
have to be adjusted appropriately as they can otherwise result in systematic 
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differences in the median predictions from the equations (Bommer et al., 2005). 
Except for the Ruiz and Saragoni (2005) equation, which uses surface-wave 
magnitude MS and hypocentral distance Rhyp as predictor variables, the set of 
equations shown in Table 6-1 are uniform in terms of magnitude definition and 
distance metric used (moment magnitude, MW and rupture distance, Rrup). 
Adjustments to account for different horizontal component definitions are made 
using the correlations derived by Beyer and Bommer (2006), adopting the geometric 
mean of the ground-motion as reference definition. 
 
As shown in Table 6-1, the predictive equations all consider different site 
classification schemes; however, the schemes used by McVerry et al. (2006) and 
Zhao et al. (2006b) are designed to be compatible with the NEHRP classification 
used by Atkinson and Boore (2003). The two site class definitions, generic rock and 
soil classes, used by Y1997 were intended to be consistent with the site classes 
proposed by Boore et al. (1993) and hence they are compatible with the NEHRP site 
classes. The generic rock site class used by Y1997 is consistent with the NEHRP B/C 
boundary (VS(30) = 760 m/s) and the soil site class correspond to deep soil sites with 
average shear wave velocity 180<VS(30)<360 m/s, which can be considered to be 
equivalent to NEHRP site class D. Soil sites with average shear wave velocity 
760<VS(30)<360 m/s, equivalent to NEHRP site class C, are however not covered by 
these two site classes and therefore they are assumed to be equivalent to the 
Youngs et al. (1997) soil class definition for the qualitative comparison described in 
the following subsection 
6.3.3 Comparison of recorded data to predictions 
In this section a qualitative comparison between the spectral accelerations 
recorded and the predictions of the selected group of candidate equations is carried 
out by studying the normalised model residuals with respect to distance, magnitude 
and spectral ordinates. Comparisons in this section are performed on an 
event-by-event basis as well as for the entire dataset, to explore whether the possible 
mismatch between predictions and observed data reflects event-specific features of 
the ground motions not captured by the selected equations, or an inherent inability of 
the equations to predict ground motions from subduction events along the Peru-Chile 
subduction zone.  
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6.3.3.1 Strong-motion data from the 1985 Valparaiso earthquake sequence  
Figure 6-2 shows the PGA values observed during the 3 March 1985 
Valparaiso earthquake against the median predictions from the various equations. 
The same information is provided in Figure 6-2 and Figure 6-3 for spectral 
accelerations at selected periods. These plots show that there is a consistent pattern 
of underprediction for the NEHRP class C and C/D soil sites located between 40 and 
80 km of the source, for periods less than 0.4 sec. These ground motions correspond 
to those recorded at the San Isidro (ISI), Melipilla (MEL), San Felipe (SFEL) and 
San Fernando (SFDO) sites, which are located on alluvial soils. Shear wave-velocity 
profiles at these sites (Araneda and Saragoni, 1994) show that there is a significant 
velocity contrast within 30 m of the surface and the spectral shapes and the site 
period of these records are generally consistent with a shallow layer of soil overlying 
a denser deposit. Therefore, these sites were assigned NEHRP site classes C and C/D 
for the purposes of analysis, although the level of amplification at these sites may not 
be appropriately captured by the various equations using generic factors. 
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Figure 6-2. Comparison between recorded PGA values from the 1985 Valparaiso mainshock and the 
predictions of selected equations for subduction-zone environments, as well as the Ruiz and Saragoni 
(2005) model entirely based on Chilean data.   
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Figure 6-3. Comparison between recorded PSA values at 0.2 seconds from the 1985 Valparaiso 
mainshock and predictions of selected equations for subduction-zone environments. 
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Figure 6-4. Comparison between recorded PSA values at 0.4 sec from the 1985 Valparaiso mainshock 
and predictions of selected equations for subduction-zone environments. 
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Figure 6-5. Comparison between recorded PSA values at 1.0 sec from the 1985 Valparaiso mainshock 
and predictions of selected equations for subduction-zone environments. 
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Figure 6-6. Comparison between recorded PSA values at 2.0 sec from the 1985 Valparaiso mainshock 
and predictions of selected equations for subduction-zone environments. 
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These figures also show that the spectral accelerations at 1.0 sec recorded at 
NEHRP D sites are largely underpredicted by the Mc2006 and Y1997 equations. 
However, the predictions from AB2003 and Z2006 equations are in good agreement 
with the observations. These ground motions correspond to those recorded at the 
Valparaiso-El Almendral (V-ALM) and Viña del Mar (VMAR) and 
Llayllay (LLAY) stations, which show characteristics consistent with a soil of 
medium density. Site effects at these stations are manifested by significant 
amplification at periods above 0.5 sec. This may therefore suggest that the soil 
amplification factors of the AB2003 and Z2006 equations are more able to capture 
the level of amplification at these sites (See Figure 6-4). It is also important to 
highlight that all equations used in this analysis overpredict the ground motions 
recorded at rock sites at Los Vilos (VIL), Rapel (RAP) and Valparaiso-UTFSM 
(V-UTFSM) stations. These differences are particularly significant for the station 
VIL which is located at approximately 65 km from the fault plane. Shear-wave 
velocity profiles at the Chilean rock sites are consistent with very hard rock sites 
with typical shear-wave velocities greater than 1500 m/s, as discussed in Chapter 5. 
This overprediction of ground motions might be related to the fact that the rock 
conditions at Chilean sites are significantly harder than the rock conditions 
considered in most predictive equations (NEHRP B). This is likely to be related to 
particular characteristics of the rock sites in this region, which appear to be harder 
than the typical rock site conditions in the regions for which the selected equations 
were developed. 
 
As seen in Figure 6-2 to Figure 6-6, both the AB2003 and the Y1997 equations 
reasonably predict the spectral data recorded during the 3 March mainshock over the 
range of spectral ordinates selected for this comparison; however, the latter model 
tends to overpredict the recorded data at long periods (>1.0 sec). The Ruiz and 
Saragoni (2005) equation also adequately predicts the PGA values recorded. This 
model was entirely developed using Chilean data which mainly included recordings 
from the Valparaiso earthquake sequence and hence the observed level of agreement 
achieved is not altogether surprising. Also note that the Mc2006 model generally 
underpredicts the PGA values recorded; conversely, this equation tends to 
overpredict the recorded spectral data at long periods. The Z2006 equation, on the 
other hand, overpredicts the spectral data at short distances (Rrup<40 km), but the 
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model has a good fit at longer distances. The overprediction at short distances might 
be related to the fact that the near-source behaviour of Z2006 model was largely 
controlled by the inclusion of near-source data from crustal events and hence the 
amplitudes predicted by this model at short distances may not be representative of 
interface-type events.  
 
Figure 6-7 and Figure 6-8 show the normalised residuals from the various 
models with respect to rupture distance (Rrup), over a range of spectral ordinates. 
These plots show that NEHRP class C to D sites, located between 40 and 80 km of 
the source, are significantly underpredicted by all the equations for periods less than 
1.0 sec. At distances greater than 80 km the selected equations have, in general, a 
good fit at periods less than 1 sec. Amongst the set of equations used for this 
comparison, the Mc2006 model largely underpredicts most of the PGA values 
recorded at all distances. At longer periods (about 2.0 sec), however, this equation 
tends to significantly overpredict the recorded spectral data. Also note that the Z2006 
equation largely overpredicts the spectral accelerations recorded at long periods. 
This is because for periods greater than 1.0 sec and for distances less than 100 km, 
the Z2006 equations predict even larger amplitudes than the AB2003 and Y1997 
models (See Figure 6-3 to Figure 6-6). This overprediction is evident from the 
distribution of normalised residuals for PSA values at 2 sec (Figure 6-5). The 
AB2003 and Y1997 equations result in similar predictions, in particular, at periods 
less than 1 sec. This is because these equations are based on the same data from large 
magnitude events (MW≥7.5) and thus their predictions are expected to be reasonably 
consistent within this magnitude range. 
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Figure 6-7. Normalised model residuals between the PGA and PSA values at 0.1 and 0.2 sec recorded 
during the 1985 Valparaiso mainshock and the predictions of the selected equations for subduction-
zone environments, with respect to rupture distance (Rrup). 
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Figure 6-8. Normalised model residuals between the PGA and PSA values at 0.4 and 1.0 sec recorded 
during the 1985 Valparaiso mainshock and the predictions of the selected equations for subduction-
zone environments, with respect to rupture distance (Rrup). 
  
Figure 6-9 and Figure 6-10 display the distribution of the normalised residuals 
with respect to spectral period for the stations that recorded the 3 March 1985 
Valparaiso mainshock. A common feature seen in these plots is that the Mc2006 
equation largely underpredicts the spectral data for the majority of the stations up to 
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0.1 sec. This tendency to underpredict low-period data is likely to be related to the 
attenuation behaviour of the Mc2006 equation at short periods (<0.1 sec) which 
predicts markedly lower amplitudes than the remaining equations considered herein.  
 
The normalised residuals with respect to spectral period also show that there is 
a pattern of underprediction of the spectral accelerations at periods similar to the 
period bands at which soil amplification occurs. For instance, there is a large 
amplification at San Isidro station (ISI) at 0.4 sec and consequently large positive 
residuals are obtained for the various equations at this spectral ordinate. For the 
Mc2006 equation, the normalised residual at 0.4 sec takes a value of 3.5, which 
indicates that the level of amplification at this site is not adequately captured by the 
soil amplification factors of this equation and hence the level of agreement between 
recorded data and the predictions appears to be significantly controlled by the 
modelling of the site response terms. Similarly, the normalised residuals obtained at 
the V-ALM and VMAR, CAU and CON sites generally show underprediction over 
the range of spectral ordinates. However, it is observed that there is a tendency of the 
various equations to underpredict the data at periods where the amplification occurs. 
This may also indicate that, to some extent, the quality of the predictions for these 
sites is controlled by the modelling of the site response. 
 
Also note that the residuals from the Z2006 equation do not seem to follow the 
same pattern of underprediction across the different periods as those obtained from 
the remaining models. This might indicate to the fact that the level of agreement 
between the observed and predicted ground motions from the Z2006 equation 
appears to be more strongly controlled by the magnitude scaling of this equation. 
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Figure 6-9. Normalised model residuals with respect to period for the Central Chile stations that 
recorded the 3 March 1985 Valparaiso mainshock 
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Figure 6-10. Normalised model residuals with respect to period for the Central Chile stations that 
recorded the 3 March 1985 Valparaiso mainshock 
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Figure 6-11 and Figure 6-12 present the normalised model residuals between 
the PGA and PSA values recorded during the MW≥6.3 aftershocks following the 
3 March 1985 event and the predictions of the selected equations with respect to 
distance Rrup and magnitude MW. As seen from these figures, the AB2003 equation 
provides a poor fit (normalised residuals larger than 4) to the aftershock data 
recorded at NEHRP C/D and D sites at distances Rrup>70 km, which is particularly 
clear at short periods (<0.4 sec). Similarly, the Mc2006 model also underpredicts 
(normalised residuals larger than 3) the aftershock data at distances Rrup≥70 km and 
at short periods. Note from the distribution of normalised residuals with respect to 
magnitude (Figure 6-12) that the AB2003 model largely underpredicts the ground 
motions recorded during the MW≤6.4 aftershocks. However, the Y1997 and Mc2006 
models produce reasonable predictions in this magnitude range. A possible 
explanation could be the differences in the scaling of amplitudes with magnitude of 
the various equations. In fact, amongst the selected set of equations, the Atkinson 
and Boore (2003) model predicts the lowest ground motion amplitudes for events 
with magnitude MW≤7.0. This is evident in Figure 6-1, which shows the differences 
in magnitude scaling behaviour of the selected set of equations. As seen from Figure 
6-11 and Figure 6-12, the Y1997 and Z2006 equations might provide a better fit to 
the aftershock data due to the higher amplitudes predicted for events of magnitude 
MW≤7.0.  
 
Figure 6-13 shows the normalised model residuals over a range of spectral 
ordinates for each of the stations that recorded the 1985 Valparaiso aftershock 
sequence. These plots indicate that spectral data recorded during the MW≤6.4 
aftershocks at the various stations tend to be generally underpredicted whereas the 
data from the MW=7.1aftershock tend to be overpredicted by the different equations. 
Also note that the normalised residuals for the CAU and CON sites obtained for both 
the mainshock and aftershocks are consistently similar. This could suggest that the 
ground motions recorded at these sites during the mainshock and aftershock may 
have been primarily controlled by site-specific effects, although there may also be a 
contribution from the path as the ground motions were produced by the same source. 
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Figure 6-11. Normalised model residuals for PGA and PSA values at 0.4 and 1.0 seconds recorded 
during the 1985 Valparaiso aftershocks with respect to rupture distance, Rrup.  
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Figure 6-12. Normalised model residuals for PGA and PSA values at 0.4 and 1.0 seconds recorded 
during the 1985 Valparaiso aftershocks with respect to moment magnitude, MW.  
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Figure 6-13. Normalised model residuals at selected spectral ordinates for the stations that recorded 
the Valparaiso aftershocks following the 3 March 1985 event. 
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It is worth noting that both Y1997 and AB2003 use data from the 3 March 
1985 mainshock as well as data from the 9 April 1985 aftershock for the 
development of their predictive equations for interface events. Although both 
equations yield satisfactory predictions over the range of spectral ordinates used for 
this comparison, there are differences between the Chilean data and associated 
metadata included in their common database and that compiled in the present study. 
Figure 6-14 shows the median predictions from the AB2003 equation against the 
PGA values recorded during the Valparaiso mainshock using both the metadata as 
listed in AB2003 and that obtained in the present study. As seen in this figure, there 
are systematic differences between the rupture distance estimates for the Chilean data 
used in Y1997 and A2003 and those calculated in the present study. In the present 
work, the fault-plane related distances for the 3 March mainshock were determined 
with respect to the Mendoza et al. (1994) finite-source rupture model. For the 9 April 
aftershock the rupture geometry determined by Choy and Dewey (1988) were used. 
Although, the above mentioned authors do not provide detailed information as to the 
fault plane geometries used for the distance computations of the Chilean data listed 
in the above mentioned databases, the distances estimated herein were determined 
based on published source models hence they are expected to be appropriate 
estimates.   
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Figure 6-14. Comparison between the estimates of rupture distance (Rrup) for the Valparaiso data 
determined in this study and those used in Atkinson and Boore (2003), referred to as AB2003 in the 
plot, for the development of their global predictive equation. 
 
Note that this systematic overestimation of the source-to-site distance for the 
Chilean data used by Atkinson and Boore (2003) could have influenced the shapes of 
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the attenuation curves predicted by this global model for large magnitude events 
(MW>7.8) as about 50% of the interface data used to constrain this model at this 
magnitude range corresponds to the Chilean data from the Valparaiso earthquake 
sequence. This could possibly explain the mismatch between observed motions from 
this event and the values predicted by the Atkinson and Boore (2003) equation. 
Similarly, there are important differences between the NEHRP site classes assigned 
to the Chilean sites included in the AB2003 data base and the site classes assigned 
the present study. As discussed in Chapter 5, the site classes assigned to the Chilean 
stations were based on the compilation of all pieces of information available to date, 
some of which may not have been available to Atkinson and Boore (2003). About 
10% of the Chilean stations in their database are classified as NEHRP site class E; 
however, geological and geotechnical information collected in this study suggests 
that there are no stations in Central Chile located on soft soils. Moreover, 
approximately a 50% of their data is classified as NEHRP site class D, but the 
information collected in this study shows that only 3 out of 25 sites can be classified 
as NEHRP D and that most of the central Chilean stations are situated on very dense 
soils classified as NEHRP site class C or C/D. 
 
During the course of the present thesis the author also determined that the 
ground-motion database used in the AB2003 predictive equations for interface-type 
events contained errors; namely, the response spectral values at 2.5 and 5 Hz were 
switched in the database for nearly two thirds of the interface records. As a result of 
this, Atkinson and Boore (2008) propose corrections for the equations to estimate the 
pseudo-spectral accelerations at 2.5 and 5.0 Hz. These corrections are incorporated in 
the analysis presented throughout this chapter. The above mentioned inconsistencies 
point out the need for a thorough reappraisal of both strong-motion data and 
associated metadata that have been used in the development of global predictive 
equations for subduction environments thus far. While in recent years such projects 
have been undertaken for the development of predictive equations for shallow crustal 
earthquakes (e.g., Next Generation Attenuation, Power et al., 2008), in the case of 
models for subduction-zone earthquakes the assessment of both strong-motion 
records and metadata is work still in progress.  
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6.3.3.2 Strong-motion data from the 2001 Arequipa earthquake 
Figure 6-15 shows the PGA values recorded during the 23 June 2001 Arequipa 
earthquake against the median predictions of the selected set of equations. The PGA 
values recorded at NEHRP class C sites located at distances greater than 150 km of 
the source are highly underpredicted by all selected models; although the AB2003 
model produces better predictions of the amplitudes recorded at both short and long  
distances. Furthermore, these amplitudes recorded at distances Rrup≥150 km appear 
to be significantly large when compared to those recorded at distances Rrup=62 km on 
similar site conditions, at the Moquegua station (MOQ-1).  
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Figure 6-15. Comparison between PGA values recorded during the MW 8.4 Arequipa, Peru, 
earthquake and predictions of selected equations for subduction-zone environments. The plots show 
the geometric mean of the ground motion.  
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Also note that the majority of the models satisfactorily predict the amplitudes 
recorded at MOQ-1 station, except for the RS2005 model which highly underpredicts 
the ground motions recorded at this site. This underprediction results from the use of 
the hypocentral distance which badly differentiates between sites located above the 
rupture plane and those located away from the source.  
 
The geometric mean of the spectra of the two horizontal componets obtained at 
the stations that recorded the 2001 Arequipa event are shown in Figure 6-16 to 
Figure 6-22, along with predicted response spectra by the selected models. Observe 
from these figures that the spectral accelerations recorded at MOQ-1 site are 
reasonably predicted by the various models along the spectral periods, with the lower 
predictions associated with the Mc2006 model, in particular at short periods (<0.1 
sec). In contrast, the ground motions recorded at the Arica (ACA, ACO) and 
Poconchile (POCO-1) sites are highly underpredicted over the entire range of 
spectral ordinates. The spectral data recorded at CUYA and PUTRE sites are also 
underpredicted, however, the performance of the models improves at periods longer 
than 0.5 sec. All the above mentioned stations are located on alluvial-type, stiff 
gravelly soils classified as NEHRP site class C, except for the PUTRE site. This 
latter site is situated on weathered rock and hence a NEHRP class C has been 
assigned. As discussed in Chapter 5, the geotechnical information collected for these 
stations, in particular SASW testing (Park, 2004) at ACA, ACO, POCO-1, and 
MOQ-1, indicated that the underlying materials at MOQ-1 station are harder 
(VS(30)=542 m/s) than those at POCO-1 (VS(30)=511 m/s) and ACA and ACO sites 
(VS(30)≈400 m/s), with the latter sites having a significant velocity contrast within 30 
m of the surface. Consequently, the relatively softer conditions at Arica stations may 
have influenced the amplitude of the ground motions recorded.  
 
CHAPTER 6                                                                                                                                                           184 
 
 
0.1 1
0
250
500
750
1000
PS
A
[cm
/s
2 ]
NEHRP B
NEHRP C
NEHRP D
AB2003
0.1 1
0
250
500
750
1000
PS
A
[cm
/s
2 ]
NZ B
NZ C
NZ D
Mc2006
0.1 1
0
250
500
750
1000
Period [sec]
PS
A
[cm
/s
2 ]
JP I
JP II
JP III
Z2006
0.1 1
0
250
500
750
1000
Period [sec]
PS
A
[cm
/s
2 ]
Rock
Soil
Y1997
Station MOQ-1 - Rrup =62 km
 
 
Figure 6-16. Spectral accelerations (geometric mean of the horizontal componensts) recorded at the 
Moquegua-1 (MOQ-1) station versus the spectra predicted by the selected models. 
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Figure 6-17. Spectral accelerations (geometric mean of the horizontal componensts) recorded at the 
Arica Casa (ACA) station versus the spectra predicted by the selected models. 
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Figure 6-18. Spectral accelerations (geometric mean of the horizontal componensts) recorded at the 
Arica Costanera (ACO) station versus the spectra predicted by the selected models. 
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Figure 6-19. Spectral accelerations (geometric mean of the horizontal componensts) recorded at the 
Pochonchile-1 (POCO-1) station versus the spectra predicted by the selected models. 
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Figure 6-20. Spectral accelerations (geometric mean of the horizontal componensts) recorded at the 
Putre (PUTRE) station versus the spectra predicted by the selected models. 
 
0.1 1
0
250
500
750
1000
PS
A
[cm
/s
2 ]
NEHRP B
NEHRP C
NEHRP D
AB2003
0.1 1
0
250
500
750
1000
PS
A
[cm
/s
2 ]
NZ B
NZ C
NZ D
Mc2006
0.1 1
0
250
500
750
1000
Period [sec]
PS
A
[cm
/s
2 ]
JP I
JP II
JP III
Z2006
0.1 1
0
250
500
750
1000
Period [sec]
PS
A
[cm
/s
2 ]
Rock
Soil
Y1997
Station CUYA - Rrup =205 km
 
 
Figure 6-21. Spectral accelerations (geometric mean of the horizontal componensts) recorded at the 
Cuya (CUYA) station versus the spectra predicted by the selected models. 
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Figure 6-22. Spectral accelerations (geometric mean of the horizontal componensts) recorded at the 
Pisa (PISA) station versus the spectra predicted by the selected models. 
 
Furthermore, the spectral shapes obtained at Arica sites using records from 
other events (i.e., the 13 June 2005 Tarapaca, Chile, event) show significant 
amplification at short periods, which may suggest that site conditions would have 
contributed with the amplification of the ground motions manifested at Arica sites at 
short periods (<0.4 sec). Studies of site response at the various stations that recorded 
the 2001 Arequipa event also suggest the effect of site conditions on the 
amplifications of short period motions at the stations in Arica (Cortez-Flores, 2004). 
The site conditions at Arica and Poconchile sites are not in agreement with level of 
amplification manifest at periods longer than 0.5 sec hence these long period 
amplitudes could result from propagation effect from the seismic source. 
 
The normalised model residuals with respect to spectral period for each of the 
stations that recorded the 2001 Arequipa event are shown in Figure 6-23. It is evident 
the spectral accelerations recorded at the ACA, ACO and POCO1 sites are 
systematically underpredicted by all equations over the range of periods used in this 
comparison, with the AB2003 model associated with the lowest positive residuals. 
This is related to the attenuation behaviour of the latter equations, which show a 
slower decay of the amplitude with distance. The Mc2006 equation, however, shows 
a very poor fit to the recorded motions, in particular at short periods. In contrast, the 
spectral accelerations recorded at MOQ-1 are satisfactorily predicted by all models, 
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with the McVerry et al. (2006) model associated to the largest positive residuals. 
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Figure 6-23. Normalised model residuals for the stations that recorded the 23 June 2001 Arequipa 
event. 
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Figure 6-24. Normalised model residuals between the PGA and PSA values at 0.4 and 1.0 sec 
recorded during the 13 June 2001 Arequipa event and the predictions of the selected equations for 
subduction-zone environments, with respect to rupture distance (Rrup). 
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6.3.3.3 Strong-motion data from the 2007 Pisco earthquake 
Figure 6-25 shows the PGA values recorded during the 15 August 2007 Pisco 
event against the median predictions of the selected equations. Note that only data 
from two sites located above the fault plane at rupture distances Rup< 50 km are 
available and the majority of the ground motions from this event were obtained at 
sites at distances greater than 100 km from the source. As seen in this figure, the 
Ruiz and Saragoni (2005) equation provides reasonable predictions for the NEHRP 
class C to D sites located at distances greater than 100 km from the fault, but 
significantly underpredicts the ground motions observed at shorter distances. 
This underprediction is associated to the use of the hypocentral distance as source-to-
site distance metric, which poorly discriminates between sites located above the 
rupture plane and those located at a significant distance away. The other four models 
consistently overpredict recorded data for the NEHRP class B and C soil sites that 
are located about 100 km from the source. Observations from class C/D and class D 
sites are also generally overpredicted, except for the Mc2006 model. The PGA 
values at short distances are, however, generally underpredicted for most of the 
equations; although, the Z2006 model produces reasonable predictions. Overall, for 
the PGA data available for this particular event, the level of agreement between 
observed and predicted ground motions seems to be predominantly driven by the 
modelling of magnitude scaling and distance attenuation. 
 
Figure 6-26 shows the normalised model residuals from the various models 
with respect to the rupture distance (Rrup) at selected spectral ordinates. As seen from 
this figure, the normalised residuals are largely negative for the sites located far from 
the source, indicating that the observed ground motions were overall lower in 
amplitude than would have been expected from predictions using currently available 
equations for subduction zone environments. For the two near-source sites, the 
normalised residuals generally take positive values over the range of periods used for 
this comparison, with the smaller residuals associated with the Z2006 model. 
This behaviour is related to the near-source characteristics of Z2006 equation which 
results in larger amplitudes at short distances compared to other available equations 
for subduction zone environments because of the inclusion of records from shallow 
crustak events. 
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Figure 6-25. Comparison between recorded PGA values and predictions of the selected equations for 
subduction-zone environments as well as by the Ruiz and Saragoni (2005) model which is entirely 
based on Chilean data.   
 
Figure 6-27 shows the normalised model residuals with respect to response 
period for each of the stations that recorded the 15 August 2007 Pisco event. 
Note that the stations located nearest to the source, ICA and PCN, generally show 
positive residuals over the range of periods. The remaining stations, located at 
Lima City, at distances from the source greater than about 100 km, all show 
overprediction, with the Mc2006 equation associated with the least negative residuals 
at short periods (<0.1 sec). 
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Figure 6-26. Normalised model residuals for PGA and PSA values at 0.4 and 1.0 sec recorded during 
the 15 August 2007 Pisco event with respect to rupture distance (Rrup). 
 
Observe from Figure 6-27 that for the NNA site, which is the only station 
located on rock classified as NEHRP site class B, all equations show a poor fit with 
normalised residuals taking values larger than -2, along the spectral periods shown. 
This could be related to particular conditions of the rock in this region. Also note that 
the normalised residuals for the MOL station are generally negative over the range of 
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spectral ordinates shown, however, it is observed that the various equations tend to 
underpredict the spectral accelerations at 0.1 sec. The MOL station is located in 
shallow soil of unknown composition overlying dense stiff gravel deposits and has 
been classified as NEHRP site class C. The ground motions recorded at this site 
show an important level of amplification at periods between 0.1 and 0.3 seconds, 
which may indicate that the spectral accelerations recorded at this site are also 
controlled by the site effects. Conversely, the predictions for the softest site that 
recorded this event (CAL, NEHRP site class D/E) do not show a clear pattern of 
under or over-prediction which may suggest that the level of agreement between 
recorded spectral accelerations and predicted for this site is more strongly controlled 
by the scaling with respect to magnitude and distance of the various models than by 
the modelling of site effects.   
 
Considering the relative proportions of records from long distances and short 
distances, the results shown herein predominantly reflect the behaviour of the ground 
motions at long distances. A possible explanation for the relatively low amplitudes 
recorded at the Lima sites could be a stronger rate of attenuation with distance than 
predicted by the existing models or a possible effect of the rupture propagation which 
could have caused the amplitudes recorded at the Lima sites away from the source to 
be reduced. However, due to the limited distribution of the data in terms of distance 
and source-to-site azimuth, it is difficult to draw definite conclusions as to the 
physical causes for these observations. 
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Figure 6-27. Normalised total model residuals with respect to period, for the stations that recorded the 
15 August 2007 Pisco, Peru, earthquake. 
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6.3.4 Quantitative assessment and ranking of predictive models 
A more quantitative assessment of the candidate equations is undertaken in this 
section using the maximum-likelihood-based method of the Scherbaum et al. (2004). 
This method allows the ranking of a set of candidate predictive equations according 
to their overall capability to predict observed ground-motions using a number of 
different goodness-of-fit measures, which are based on the distributions of the 
normalised total model residuals (ZT) and the likelihood parameter (LH) obtained by 
applying the candidate models to the interface dataset used for this analysis, as 
described in section 6.2. In addition to the analysis of the total normalised residuals, 
the normalised intra-event and inter-event model residuals are also studied using the 
approach implemented in Stafford et al. (2008). 
6.3.4.1 Performance of candidate equations based on the distributions of the 
normalised total model residuals and likelihood values 
Figure 6-28 to Figure 6-30 display the distributions of both the normalised total 
residuals (ZT) and the likelihood values (LH) obtained from the interface dataset 
through the application of Eq. 6-1 and Eq. 6-2 with the selected predictive models for 
interface events over a range of spectral periods. In addition to the distributions for 
global predictive equation of Atkinson and Boore (2003), the distributions obtained 
by adjusting this model with the regional correction factors for South America 
proposed by Atkinson and Boore (2003) are also shown (referred to as AB2003_rf 
model in the plots). When calculating the total normalised model residuals for the 
Youngs et al. (1997) interface model, the observed ground motions at NEHRP 
class C sites were compared to the ground motions modelled by equations for both 
soil and rock sites. This is because NEHRP class C sites, with average shear wave 
velocity 760<VS(30)<360 m/s, are not covered by the two site class definitions: 
“generic rock” and “soil”, used in the Youngs et al. (1997) equations. 
These predictions are considered to represent lower and upper boundaries, with the 
predictions for NEHRP class C sites lying somewhere in between. The resulting 
distributions of normalised total model residuals (ZT) and likelihood values (LH) for 
these two conditions (referred to as Y1997_soil and Y1997_rock in the plots) are 
also shown in Figure 6-28 to Figure 6-30.  
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The performance of the selected predictive models can be assessed based on 
the distributions of the normalised total model residuals (ZT) and the likelihood 
values (LH) shown in Figure 6-28 to Figure 6-30. A model performs well if the 
distribution of the normalised model residuals (ZT), denoted by the black solid line, 
agrees well with the standard normal distribution, denoted by the grey solid line. 
When considering the distributions of the likelihood values (LH) shown in these 
figures, a model performs well if the LH values are evenly distributed between 
0 and 1 and the median is about 0.5. The distribution of LH becomes asymmetric and 
the median of LH increases to a value above 0.5 in cases where the predictive model 
is unbiased in terms of the mean, but the sample variance is smaller than the model 
variance. If the model remains unbiased but the sample variance becomes larger than 
the predictive model variance, the frequency of the low LH values increases and the 
median of LH is less than 0.5. The decrease of the median of the LH values will be 
especially strong for the simultaneous increase in sample variance and a shift of the 
mean value. 
 
As is evident  from the distributions of the normalised total residuals (ZT), the 
AB2003 and AB2003_rf models for interface events are generally unbiased in terms 
of the mean, but the sample standard deviation is larger than the model’s standard 
deviation for periods less than 1.0 sec. This is also observed from the asymmetric 
distribution of LH values, which shows a greater frequency of low LH values; 
although the performance of the model improves at longer periods. These figures 
also show that Z2006 model matches the data in terms of both mean and standard 
deviation at less than 1.0 sec, but there is a small shift of the mean value of the 
distribution of normalised residuals at longer periods. Conversely, the Mc2006 
model for PGA and SA at 0.1 sec is strongly biased in terms of the mean and does 
not adequately capture the sample standard deviation. At periods between 0.2 and 
1.0 sec the performance of the model improves as shown by a better agreement in 
terms of the mean of the normalised total model residuals. Similarly, the distributions 
for the Y1997 models for soil and rock conditions considered (referred to as 
Y1997_soil and Y1997_rock in the plots) indicate that the model captures both the 
mean and the standard deviation well for periods up to 1.0 sec. 
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Figure 6-28. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (PGA and 0.1 sec). Rows correspond to Atkinson and 
Boore (2003) [AB2003], Atkinson and Boore (2003) including regional correction factors 
[AB2003_rf], Zhao et al. (2006b) [Z2006], McVerry et al. (2006) [2006], Youngs et al. (1997) 
[Y1997_rock, Y1997_soil] (see text for further explanation). The plots of the normalised model 
residuals also include the standard normal distribution (grey solid line) and the normal distribution 
fitted to the residuals (black solid line).  
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Figure 6-29. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (0.2 and 0.4 sec). Rows correspond to Atkinson and 
Boore (2003) [AB2003], Atkinson and Boore (2003) including regional correction factors 
[AB2003_rf], Zhao et al. (2006b) [Z2006], McVerry et al. (2006) [2006], Youngs et al. (1997) 
[Y1997_rock, Y1997_soil] (see text for further explanation). The plots of the normalised model 
residuals also include the standard normal distribution (grey solid line) and the normal distribution 
fitted to the residuals (black solid line).  
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Figure 6-30. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (1.0 and 2.0 sec). Rows correspond to Atkinson and 
Boore (2003) [AB2003], Atkinson and Boore (2003) including regional correction factors 
[AB2003_rf], Zhao et al. (2006b) [Z2006], McVerry et al. (2006) [2006], Youngs et al. (1997) 
[Y1997_rock, Y1997_soil] (see text for further explanation). The plots of the normalised model 
residuals also include the standard normal distribution (grey solid line) and the normal distribution 
fitted to the residuals (black solid line).  
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Table 6-2 presents the results obtained in terms of the goodness-of-fit 
measures: the mean MEAN [ZT], median MED [ZT] and standard deviation STD [ZT] 
of the normalised total model residuals and the median value MED [LH] of the 
likelihood parameter. Note that results are only listed up to 2 sec due to the 
limitations in the usable range of some of the interface recordings used for this 
analysis This table also lists the overall ranking for each predictive model following 
the scoring system of Scherbaum et al. (2004), which defines four categories: for a 
model to be ranked as class A, the highest capability, requires a MED [LH] value of 
at least 0.4 and the absolute value of both MEAN [ZT] and MED [ZT]  and their 
standard deviations to be smaller than 0.25 and the STD [ZT] value is required to be 
smaller than 1.125; for a model to be ranked as class B, the intermediate capability, 
requires a MED [LH] value of at least 0.3 and the absolute value of MEAN [ZT]  and 
MED [ZT]  and their standard deviations to be smaller than 0.5 and the STD [ZT] 
value to be smaller than 1.25; for a model to be ranked as class C, the lowest 
accepted capability, requires the MED [LH] value to be at least 0.2, the MEAN [ZT] 
and MED [ZT] values to be smaller than 0.75 and STD [ZT] to be smaller than 1.5. 
Predictive models that do not meet these criteria are ranked as class D, which denotes 
that it is of unacceptable capability. 
 
The results in Table 6-2 show that the AB2003 model and the adjusted version 
of this model, using the Atkinson and Boore (2003) regional factors 
(AB2003_rf model), are both associated with the intermediate and lowest acceptable 
prediction capabilities (rank B and C), except for one instance at 2.0 sec where the 
models are ranked as class A.  As observed from the goodness-of fit measures listed, 
both the AB2003 model and the adjusted version AB2003_rf model fail to capture 
the sample variance (STD [ZT]>1.25); however, the values for the central tendency 
measures are generally close to zero. The Z2006 and Y1997 models are associated 
with the highest and intermediate prediction capabilities (rank A and B) over the 
range of periods studied, with the models generally performing better for periods less 
than 1 sec. These models satisfactorily match both the sample standard deviation and 
the central tendency values. Conversely, the Mc2006 model shows an unacceptable 
capability to predict the observed data (rank D) for periods less than 0.2 sec, does not 
capture the data standard  and underestimates the observed data (as indicated by the 
positive MEAN [ZT] and median MED [ZT]  values). For periods between 0.2 and 
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1 sec, the Mc2006 model performs better and is associated with the intermediate and 
lowest prediction capabilities (rank B and C), although at 2.0 sec the Mc2006 model 
again shows an unacceptable capability to predict the observed data (rank D), and 
overestimates the median ground motions, as indicated by the negative values of 
central tendency measures. 
 
Table 6-2. Summary of the statistics and ranking of the selected predictive models considering the 
normalised total model residuals (ZT) and likelihood values (LH), following the Scherbaum 
et al. (2004) scoring system. 
The following abbreviations are used: MEAN[ZT]=mean normalised total  residuals, MED[ZT]=median normalised total model 
residual, STD[ZT]=standard deviation of the normalised total residuals, MED[LH]=median likelihood parameter. The upper 
part of the table gives the overall ranking of the performance of each equation using the Scherbaum et al. (2004) scoring 
system: Rank A (high capability): MEAN[ZT]<0.25, MED[ZT]<0.25, STD[ZT]<1.125 and MED[LH]≥0.4;Rank B (intermediate 
capability): MEAN[ZT]<0.50, MED[ZT]<0.50, STD[ZT]<1.250 and MED[LH]≥0.3; Rank C (low capability): MEAN[ZT]<0.75, 
MED[ZT]<0.75, STD[ZT]<1.50 and MEDLH≥0.2; Rank D (unacceptable capability): all other combinations of parameters. 
INTERFACE MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%   
0.20 s 
SA5%   
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
AB2003 B C B B B B A 
AB2003_rf B B B B B B A 
Z2006 B A A B B B C 
Y1997_soil B - B A B B B 
Y1997_rock A - B B B B A 
Scherbaum et al. (2004) 
classification 
Mc2006 D - D B C C D 
MEAN [ZT] 0.071 -0.155 0.250 0.218 0.118 0.055 -0.160 
MED [ZT] -0.192 -0.318 -0.040 -0.008 -0.096 -0.027 -0.185 
STD [ZT] 1.544 1.404 1.411 1.432 1.470 1.061 0.955 
Atkinson and Boore 
(2003) 
MED [LH] 0.284 0.307 0.321 0.326 0.261 0.379 0.555 
MEAN [ZT] 0.069 0.069 -0.045 0.163 0.087 0.146 0.132 
MED [ZT] -0.194 -0.293 -0.335 -0.062 -0.125 0.064 0.107 
STD [ZT] 1.544 1.404 1.411 1.433 1.471 1.061 0.955 
Atkinson and Boore 
(2003) with regional 
factors 
MED [LH] 0.284 0.307 0.321 0.326 0.261 0.379 0.555 
MEAN [ZT] -0.110 0.045 -0.004 -0.142 -0.149 -0.352 -0.881 
MED [ZT] -0.300 -0.043 -0.146 -0.318 -0.235 -0.400 -0.996 
STD [ZT] 1.087 1.010 0.949 0.942 1.124 0.993 1.007 
Zhao et al. (2006b) 
MED [LH] 0.388 0.466 0.459 0.510 0.325 0.432 0.298 
MEAN [ZT] -0.244 - -0.083 -0.146 -0.095 -0.419 -0.493 
MED [ZT] -0.365 - -0.333 -0.209 -0.224 -0.611 -0.568 
STD [ZT] 0.982 - 1.067  1.010  1.128  1.070  0.904 
Youngs et al. (1997)_soil 
MED [LH] 0.404 - 0.428  0.401  0.358  0.344  0.478 
MEAN [ZT]   0.089 - 0.158 0.163 0.237 0.013 -0.161 
MED [ZT] -0.229 - -0.021 -0.095 -0.087 -0.094 -0.215 
STD [ZT]  1.125 -  1.188 1.126 1.195 1.128 0.939 
Youngs et al. 
(1997)_rock 
MED [LH] 0.404 - 0.431 0.440 0.417 0.367 0.485 
MEAN [ZT] 0.861 - 1.341 0.208 0.082 -0.093 -0.706 
MED [ZT] 0.669 - 1.052 -0.005 -0.024 -0.284 -0.797 
STD [ZT] 1.530 - 1.585 1.213 1.584  1.372  1.423 
McVerry et al. (2006) 
MED [LH] 0.262 - 0.233 0.452 0.261  0.244  0.190 
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6.3.4.2 Performance of candidate equations based on the distributions of the 
inter- and intra-event normalised model residuals and likelihood values 
The performance of the AB2003, Mc2006 and Z2006 models, which assume 
that the total variability of the model may be partitioned into the inter- and intra-
event variance components, is assessed in this section. The formulation of the Y1997 
model partitions the total variability into the intra and inter-event parts, however, 
only the total variability is reported in the publication, possibly due to the fact that 
the above authors observed that the inter-event components of the variance tended to 
be nearly zero for most periods, which they attributed to the limited number of 
earthquakes represented in their spectral ordinates database. Therefore this latter 
model is not included in the present analysis.  Figure 6-31 to Figure 6-33 are similar 
to the Figure 6-28 to Figure 6-30 but show the distributions of the normalised intra-
event model residuals (ZA) and their associated likelihood values (LHA). 
These distributions indicate a better level of agreement between predictions and 
recorded data compared to total normalised residuals shown in Figure 6-28 to Figure 
6-30, although the observed data show larger variability than the modelled by the 
AB2003, AB2003_rf and Mc2006 equations. It is worth mentioning that the standard 
deviations of latter models are up to 0.1 log10 units smaller than the standard 
deviation of the Z2006 model, which seems to adequately capture the data variance. 
The distributions of the AB2003, AB2003_rf and Mc2006 models are also slightly 
biased towards positive values at periods less than 1.0 sec denoting underprediction. 
 
Table 6-3 shows the results obtained in terms of the goodness-of-fit measures 
based on the intra-event (ZA) normalised model residuals. On the basis of the 
normalised intra-event residuals (ZA), the AB2003, AB2003_rf models are ranked as 
class B for periods less than 1.0 sec, because of the large standard deviation of the 
intra-event residuals STD [ZA]>1.25, indicating that the spatial variability of the 
ground motions in the subduction zone under study are larger than the variability of 
the model, even though about a half of the data used for this comparison was used for 
the development of the AB2003 interface model. Amongst the selected models, the 
Z2006 model performs the best based on the summary statistics of the normalised the 
intra-event residuals and is ranked as class B across most periods, except for one 
instance at 2.0 sec, where the model is ranked as class A. 
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Figure 6-31. Distributions of the normalised intra-event model residuals (ZA) and associated 
likelihood values (LHA) for the candidate models at two response periods (PGA and 0.1 sec). Rows 
correspond to Atkinson and Boore (2003) [AB2003], Atkinson and Boore (2003) including regional 
correction factors [AB2003_rf], Zhao et al. (2006b) [Z2006], McVerry et al. (2006) [2006]. The plots 
of the normalised intra-event model residuals also include the standard normal distribution (grey solid 
line) and the normal distribution fitted to the residuals (back solid line).  
 
Figure 6-34 presents the results obtained in terms of the goodness-of-fit 
measures for normalised inter-event residuals (ZE). This plot indicates that the 
quality of the predictions of the models varies across the range of periods considered. 
For instance, mean inter-event residuals for the Mc2006 model take large positive 
values at short periods (≤0.1 sec) and the median values of the likelihood parameter 
takes very low values, indicating the low predictive capability of the model at this 
period range. At periods beyond 0.1 sec, this latter model performs reasonably well. 
The central tendency measures of the inter-event residuals for the AB2003 model 
suggest that this model is generally biased up to periods less than 1.0 sec. Note that 
the standard deviation of the normalised inter-event residuals for this model 
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generally take values larger than 1.0, denoting that large variability of the data 
related to source processes is larger than the considered by this model.  Figure 6-34 
also indicates that amongst these three models, the Z2006 equation performs the best, 
although mean inter-event residuals across the spectral periods generally take 
positive values denoting underprediction. It is also interesting to note that inter-event 
residuals for the selected models, all take positive values at periods less than 1.0 sec, 
which may suggest a region-specific feature of the interface-type events along the 
Peru-Chile subduction zone. 
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Figure 6-32. Distributions of the normalised intra-event model residuals (ZA) and associated 
likelihood values (LHA) for the candidate models at two response periods (0.2 and 0.4 sec). Rows 
correspond to Atkinson and Boore (2003) [AB2003], Atkinson and Boore (2003) including regional 
correction factors [AB2003_rf], Zhao et al. (2006) [Z2006], McVerry et al. (2006) [2006]. The plots 
of the normalised intra-event model residuals also include the standard normal distribution (grey solid 
line) and the normal distribution fitted to the residuals (back solid line). 
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Figure 6-33. Distributions of the normalised intra-event model residuals (ZA) and associated 
likelihood values (LHA) for the candidate models at two response periods (1.0 and 2.0 sec). Rows 
correspond to Atkinson and Boore (2003) [AB2003], Atkinson and Boore (2003) including regional 
correction factors [AB2003_rf], Zhao et al. (2006b) [Z2006], McVerry et al. (2006) [2006]. The plots 
of the normalised intra-event model residuals also include the standard normal distribution (grey solid 
line) and the normal distribution fitted to the residuals (back solid line). 
 
Table 6-4 shows the results obtained in terms of the goodness-of-fit measures 
and ranking of equations on the basis of the inter-event (ZE) normalised model 
residuals and associated likelihood values. When considering the statistics of the 
inter-event (ZE) normalised residuals, the AB2003 and AB2003_rf models are ranked 
as class C and D at periods less than 1.0 sec because of their bias. Similarly, the 
Mc2006 is ranked as class D at periods ≤0.2 sec because of its strong bias 
(MEAN [ZE] and MED [ZE]>0.75).  The Z2006 is the only model that receives a 
good score in terms of inter-event residuals and is ranked class B. This latter model 
also performs well on the basis of the intra-event residuals (rank A), which suggests 
the good predictive capability of this model to the Peruvian-Chilean data. 
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Table 6-3. Summary of the statistics and ranking of the selected predictive models considering the 
normalised intra-event model residuals (ZA) and associated likelihood values (LHA), following the 
Scherbaum et al. (2004) scoring system. 
The following abbreviations are used: MEAN[ZA]=mean normalised intra-event model residuals, MED[ZA]=median normalised 
intra-event model residual, STD[ZA]=standard deviation of the normalised intra-event model residuals, MED[LHA]=associated 
median likelihood parameter. The upper part of the table gives the overall ranking of the performance of each equation using 
the Scherbaum et al. (2004) scoring system: Rank A (high capability): MEAN[ZA]<0.25, MED[ZA]<0.25, STD[ZA]<1.125 and 
MED[LHA]≥0.4; Rank B (intermediate capability): MEAN[ZA]<0.50, MED[ZA]<0.50, STD[ZA]<1.25 and MED[LHA]≥0.3; 
Rank C (low capability): MEAN[ZA]<0.75, MED[ZA]<0.75, STD[ZA]<1.50 and MED[LHA]≥0.2; Rank D (unacceptable 
capability): all other combinations of parameters. 
 
 
 
 
 
 
 
 
 
INTERFACE MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%   
0.20 s 
SA5%   
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
AB2003 B B B B B A A 
AB2003_rf B B B B B A A 
Z2006 A A A A A A B 
Scherbaum et al. (2004) 
classification 
Mc2006 C - B A C B B 
MEAN [ZA] 0.197 0.131 0.283 0.281 0.191 0.093 0.010 
MED [ZA] -0.047 -0.064 0.081 0.186 0.021 -0.133 -0.072 
STD [ZA] 1.412 1.272 1.298 1.527 1.354 1.040 1.015 
Atkinson and Boore 
(2003) 
MED [LHA] 0.395 0.403 0.414 0.327 0.329 0.473 0.579 
MEAN [ZA] 0.196 0.188 0.162 0.261 0.182 0.116 0.088 
MED [ZA] -0.048 -0.033 -0.003 0.175 0.018 -0.100 -0.036 
STD [ZA] 1.412 1.282 1.267 1.522 1.352 1.043 1.022 
Atkinson and Boore 
(2003) with regional 
factors 
MED [LHA] 0.395 0.403 0.414 0.327 0.329 0.473 0.579 
MEAN [ZA] 0.086 0.109 0.093 0.058 0.077 -0.007 -0.142 
MED [ZA] -0.069 0.117 0.052 0.055 0.054 -0.225 -0.315 
STD [ZA] 1.032 1.002 0.924 0.887 1.076 0.968 0.975 
Zhao et al. (2006b) 
MED [LHA] 0.431 0.472 0.552 0.492 0.427 0.455 0.550 
MEAN [ZA] 0.330 - 0.420 0.180 0.152 0.022 -0.191 
MED [ZA] 0.235 - 0.219 -0.004 -0.153 -0.153 -0.297 
STD [ZA] 1.534 - 1.297 1.122 1.517 1.345 1.245 
McVerry et al. (2006) 
MED [LHA] 0.238 - 0.389 0.403 0.281 0.249 0.393 
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Table 6-4. Summary of the statistics and ranking of the selected predictive models considering the 
normalised inter-event model residuals (ZE) and associated likelihood values (LHE), following the 
Scherbaum et al. (2004) scoring system. 
 
The following abbreviations are used: MEAN[ZE]=mean normalised inter-event model residuals, MED[ZE]=median normalised 
inter-event model residual, STD[ZE]=standard deviation of the normalised inter-event model residuals, MED[LHE]=associated 
median likelihood parameter. The upper part of the table gives the overall ranking of the performance of each equation using 
the Scherbaum et al. (2004) scoring system: Rank A (high capability): MEAN[ZE]<0.25, MED[ZE]<0.25, STD[ZE]<1.125 and 
MED[LHE]≥0.4; Rank B (intermediate capability): MEAN[ZE]<0.50, MED[ZE]<0.50, STD[ZE]<1.25 and MED[LHE]≥0.3; 
Rank C (low capability): MEAN[ZE]<0.75, MED[ZE]<0.75, STD[ZE]<1.50 and MED[LHE]≥0.2; Rank D (unacceptable 
capability): all other combinations of parameters. 
 
INTERFACE MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%   
0.20 s 
SA5%   
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
AB2003 C C C D C B A 
AB2003_rf C D C D C B B 
Z2006 B B B B B A B 
Scherbaum et al. 
(2004) classification 
Mc2006 D - D B B A B 
MEAN [ZE] 0.714 0.550 0.748 1.018 0.756 0.418 0.039 
MED [ZE] 0.799 0.662 0.984 0.838 0.719 0.430 -0.141 
STD [ZE] 1.421 1.348 1.077 1.668 1.282 0.892 0.648 
Atkinson and Boore 
(2003) 
MED [LHE] 0.383 0.278 0.306 0.264 0.349 0.603 0.710 
MEAN [ZE] 0.712 0.788 0.427 0.945 0.722 0.518 0.359 
MED [ZE] 0.797 0.906 0.791 0.785 0.697 0.535 0.227 
STD [ZE] 1.421 1.290 1.226 1.688 1.292 0.878 0.593 
Atkinson and Boore 
(2003) with regional 
factors 
MED [LHE] 0.383 0.278 0.306 0.264 0.349 0.603 0.710 
MEAN [ZE] 0.373 0.500 0.434 0.233 0.303 -0.029 -0.580 
MED [ZE] 0.510 0.624 0.526 0.426 0.575 0.199 -0.455 
STD [ZE] 0.918 0.798 0.795 0.803 0.893 0.784 0.953 
Zhao et al. (2006b) 
MED [LHE] 0.408 0.532 0.508 0.475 0.429 0.654 0.579 
MEAN [ZE] 1.430 - 1.619 0.541 0.365 0.056 -0.528 
MED [ZE] 1.397 - 1.785 0.654 0.612 0.086 -0.408 
STD [ZE] 1.119 - 0.925 0.968 1.080 0.897 0.865 
McVerry et al. (2006) 
MED [LHE] 0.165 - 0.075 0.427 0.473 0.759 0.572 
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Figure 6-34. Goodness-of-fit measures for the analyses using the inter-event normalised residuals, 
including MEAN[ZE], MED[ZE], STD[ZE], MED[LHE] for the candidate interface models: Atkinson 
and Boore (2003) [AB2003], Atkinson and Boore (2003) including regional correction factors 
[AB2003_rf], Zhao et al. (2006b) [Z2006], McVerry et al. (2006) [Mc2006]. 
6.4 ANALYSIS OF RECORDED DATA FROM INTRASLAB EVENTS 
6.4.1 Selection of predictive models for comparison 
The intraslab versions of the predictive models for subduction-zone 
environments used in the previous analyses are used for this comparison. In addition 
to this set of equations, a regional equation developed for intraslab-type events in 
Mexico (Garcia et al., 2005) is included. It is important to note that, unlike the global 
models for interface events of Atkinson and Boore (2003) and Youngs et al. (1997) 
which share a common database, the corresponding intraslab versions of these 
models are based on very different data, having only two records from intraslab 
events in common. The intraslab database used in AB2003 mainly contains data from 
Cascadia, Japan and Mexico, with only 4 records from the Peru-Chile subduction 
zone being included in their regression. The intraslab data used in Y1997, however, 
contains records from Japan, Cascadia and Chile, with the latter region contributing 
about 20% of the records in the entire database. In view of the differences in terms of 
both databases and functional forms it may be expected their predictions to be 
substantially different. The regional equation of Ruiz and Saragoni (2005) for 
intraslab events is also included herein but only for a qualitative comparison between 
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the PGA values recorded and predicted as no coefficients are provided for other 
spectral ordinates.  
 
The selected predictive equations for intraslab events and their characteristics 
are listed in Table 6-5. Figure 6-35 presents a the attenuation curves  over a range of 
spectral ordinates, predicted by the various models at rock sites for events of 
magnitudes MW 6.5 and 7.5 with a depth of 75 km, which are the magnitude-depth 
ranges representative of the events included in the Peruvian-Chilean intraslab dataset. 
It is noted that the both the AB2003 and G2005 equations estimate the 5% damped 
pseudo-spectral acceleration (PSA5%) whereas the remaining selected models for 
intraslab events estimate the 5% damped absolute spectral acceleration (SA5%) and 
hence for the analyses performed in this section it is assumed that PSA5%≈SA5%. 
 
 Figure 6-35 indicates that the selected intraslab models exhibit different 
attenuation rates, with the AB2003 and G2005 models decaying faster with distance 
than the Y1997 and Mc2006 models. The differences between the predictions of the 
various models are more pronounced for the MW 7.5 event at distances greater than 
about 150 km from the source. It is also evident that the AB2003 intraslab model 
predicts slightly lower amplitudes for the MW 6.5 event than the remaining models, 
which was also noted for its interface counterpart. Conversely, the amplitudes 
predicted by the Y1997 and Mc2006 models for the MW 6.5 event tend to be larger 
than the other models predictions. 
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Table 6-5. Characteristics of the selected ground motion predictive models for intraslab-type events  
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Figure 6-35. Visual comparison of the selected models for magnitudes MW 6.5 and 7.5 with a depth of 
75 km, over a range of spectral ordinates. Since the AB2003 and G2005 models estimate PSA5% 
values whereas the Y1997, Mc2006 and Z2006 models estimate the SA5%, the assumption that 
PSA≈SA
 
for 5% damping is made in these plots. In all cases, the plots shown correspond to rock sites, 
following the site classification schemes used in the various equations. 
6.4.2 Comparison of recorded data to predictions 
6.4.2.1 Strong-motion data from the 13 June 2005 Tarapaca, Chile, earthquake  
Figure 6-36 shows the PGA values recorded during the 13 June 2005 Tarapaca 
earthquake against the median predictions of the selected equations for intraslab-type 
events. Note that only expressions for rock sites are plotted for the G2005 and 
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RS2005 equations as ground motions at soil sites are not modelled by these 
equations. Since the stations that recorded this event are located on rock, weathered 
rock and dense material of alluvial origin classified as NEHRP site class B and C 
respectively, the G2005 model for rock sites is also included for the analysis of 
residuals discussed later in the text, although it is not expected that the level of 
amplification manifested at some of the sites can be adequately captured by this 
model. 
 
Observe from this figure that the attenuation curves predicted by the AB2003 
intraslab model for the different NEHRP site classes are identical up to distances less 
than 100 km, beyond which the curves start diverging. This is due to the way site 
effects are modelled and to the depth dependence in the AB2003 model, with deeper 
events causing significantly larger ground motions. For the 13 June 2005 Tarapaca 
event, with magnitude MW =7.8 and a depth of 100 km, the AB2003 model predicts 
high PGA values (about 800 cm/sec2) for NEHRP class B sites at distances less than 
100 km. Since the soil linearity term that multiplies the various site terms in the 
AB2003 equation depends on the PGA values at rock, taking a value of zero (fully 
nonlinear) for PGA greater than 500 cm/s2, the high PGA values at rock sites 
resulting from this deep event at short distances cause the predictions for the various 
NEHRP sites classes to be identical. Note that the effect of the soil-linearity term on 
the shapes of the attenuation curves for intraslab events was not evaluated by 
Atkinson and Boore (2003), possibly due to the fact that most of the comparisons 
shown through their published study were made for intraslab events of 50-km depth. 
 
It is important to remark that in the AB2003 model the non-linearity of soil 
response is only relevant for interface events of MW≥7.5 recorded at short distances 
(Rrup<100 km) and, for this particular magnitude-distance range, the soil linearity 
term will never take a value of zero because of the scaling of the amplitudes for large 
interface events in the near source. However, this may become an issue in the case of 
large intraslab events which tend to produce significantly larger ground motions at 
shorter distances from the fault than interface events of similar size.  
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Figure 6-36. Comparison between PGA values recorded during the 13 June 2005 Tarapaca, Chile, 
event and the predictions of selected equations for subduction-zone environments. 
 
Although the 2005 Tarapaca event was recorded at NEHRP classes B and C 
sites (Boroschek, personal communication, 2008), the ground motions recorded at 
some of these stations exhibit high level of amplification at periods between 0.2 and 
0.4 seconds. For instance, the Pica station (PICA), which is the closest site to the 
source (Rrup=110 km), recorded very large ground motions. The spectral 
accelerations obtained at this station are generally underpredicted by the various 
equations at periods less than 0.2 sec. The PGA recorded at this station is however 
reasonably predicted by both the AB2003 and G2005 equations because of their near 
source behaviour, which gives rise to larger near source amplitudes than the 
remaining models. 
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Similarly, the spectral accelerations recorded at Cuya (CUYA) and Poconchile 
sites (POCO-1 and POCO-2), located at 140 and 180 km from the source 
respectively, show high levels of amplification at 0.2 seconds and thus they tend to 
be underpredicted by the various models (See Figure 6-37). These stations are 
situated on alluvial-type soils consisting of very dense gravel classified as NEHRP 
site class C. In particular, the Poconchile sites are situated on a very dense soil with 
an average shear wave velocity of VS(30)=511 m/s, over the top 30 m (Park, 2004). 
Additionally, spectral shapes obtained at POCO-1 and POCO-2 stations using 
multiple records show a bi-modal response, with one peak at short periods and 
another at longer periods, which may suggest that the motions from the Tarapaca 
event had an unusual high-frequency (low period) content that could have excited the 
response at these sites, particularly at periods of about 0.2 sec, resulting in high 
amplifications. Amongst the selected group of equations, both the AB2003 and 
G2005 models produce reasonable predictions along all distances, in particular at 
periods less than 1.0 sec. These two equations exhibit a faster decay rate and predict 
higher amplitudes at short distances than the remaining equations. The Mc2006 and 
Y1997 models, however, tend to overpredict the ground motions recorded at long 
distances.  
 
Figure 6-37 shows the normalised residuals from the various models with 
respect to the closest distance to the fault over a range of spectral ordinates. 
Note from these figures that the residuals from the AB2003 and G2005 equations are 
consistently similar along the selected spectral ordinates, with larger differences at 
long periods, where the G2005 model tends to underpredict the spectral 
accelerations. Both the AB2003 and G2005 models for rock sites have similar 
magnitude scaling and attenuation rates at short periods (<1 sec) which results in 
similar predictions within this range of spectral ordinates; although the G2005 
equation predicts significantly lower amplitudes at periods longer than 1 sec. 
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Figure 6-37. Normalised model residuals for PGA and PSA values at 0.1 and 0.2 sec for selected 
predictive equations for subduction-zone environments, with respect to rupture distance (Rrup) 
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Figure 6-38. Normalised model residuals for PGA and PSA values at 0.4, 1.0 and 2.0 sec for selected 
predictive equations for subduction-zone environments, with respect to rupture distance (Rrup) 
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Also note from Figure 6-37 and Figure 6-38 that the Mc2006 model 
consistently overestimates the ground motions recorded at all sites at periods 
between 0.2 and 0.4 seconds. Amongst the selected group of equations, the Mc2006 
model predicts the larger amplitudes at 0.2 and 0.4 seconds and hence the disparity 
between the predictions of this model and the remaining equations maybe be the 
result of the scaling of the Mc2006 model at this spectral ordinate. Moreover, the 
normalised residuals from the Y1997 and Mc2006 models at the various show that 
there is a good level of agreement between these two models at periods less than 
0.1 sec as well as at long periods (>1 sec) with large differences at intermediate 
periods (0.2 and 0.4 sec).  Also observe the trends in the residuals from both the 
Y1997 and Mc2006 models which indicate overprediction at distances greater than 
about 200 km from the source. A possible explanation for this could be the 
attenuation behaviour of the Y1997 and Mc2006 equations which exhibit a lower 
decay rate with distance and hence a tendency to predict larger amplitudes than those 
recorded, which might suggest that the spectral accelerations from this event also 
support a faster rate of attenuation as that exhibit by the AB2003 and G2005 models.  
 
Figure 6-39 and Figure 6-40 show the variation of the normalised model 
residuals along the spectral ordinates for each of the stations that recorded the 
13 June 2005 Tarapaca event. Observe from these plots that the AB2003 and G2005 
models produce similar predictions, in particular for the ARIE, TOCO, IQUI-H 
stations classified as NEHRP class B. However, their predictions for the remaining 
sites systematically differ at very short periods (<0.1 sec) as well as long periods 
(>1.0 sec). The disagreement between these equations at very short periods might be 
due to differences in terms of magnitude scaling, with the AB2003 predicting larger 
amplitudes at short periods as seen in Figure 6-35. Conversely, the differences at 
long periods may be related to the slower decay rate of the G2005 model at periods 
longer than 1 sec compared to the AB2003 model. Also note that the Mc2006 model 
does not exhibit a pattern of under or over-prediction of spectral data compatible 
with the other selected models, with the largest differences at 0.2 and 0.4 sec. 
 
The variation of normalised residuals with respect to spectral period also shows 
that at some of the sites the agreement between recorded data and predictions is, to a 
certain extent, controlled by the modelling of site effects. Examples of this include 
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the POCO-1, POCO-2, MOQ-1, MOQ2, CUYA, PICA and TACNA stations, for 
which large positive residuals are obtained at periods at which the amplification 
occurs. However, the fact that the all the above mentioned stations show generally 
positive residuals along the range of spectral periods also suggests that scaling with 
respect to magnitude and distance have also influenced the quality of the predictions.  
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Figure 6-39. Normalised model residuals with respect to spectral period for the Northern Chile 
stations that recorded the 13 June 2005 Tarapaca earthquake 
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Figure 6-40. Normalised model residuals with respect to spectral period for the Northern Chile 
stations that recorded the 13 June 2005 Tarapaca earthquake 
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6.4.3 Quantitative assessment and ranking of predictive models 
A quantitative assessment of the selected predictive models for intraslab-type 
events is performed in this subsection by considering the distributions of both the 
total normalised model residuals and the likelihood values following the same 
method as that discussed in section 6.3.4. The performance of the predictive intraslab 
models that allow for the partition of the total variability into the inter- and intra-
event components is also evaluated using the distributions of the inter-event and 
intra-event normalised model residuals and associated likelihood values. 
6.4.3.1 Performance of candidate equations based on the distributions of the 
normalised total model residuals and likelihood values 
The distributions of the normalised total model residuals (ZT) and the 
likelihood values (LH) calculated from the intraslab dataset through the application 
of Eq. 6-1 and Eq. 6-2 with the selected intraslab models are shown Figure 6-41 to 
Figure 6-43. In addition to distributions obtained from the intraslab versions of the 
predictive models used for the comparisons carried out in section 6.3.4, 
the distributions calculated from the Garcia et al. (2005) model for rock sites 
(referred to as G2005 model in the plots) for intraslab events in Mexico are also 
presented. Figure 6-41 to Figure 6-43 indicate the performance of the selected 
models varies significantly across the spectral periods used for this comparison. 
For instance the AB2003 intraslab model and the adjusted version of this model 
using the regional factors for South America proposed by Atkinson and Boore (2003) 
(AB2003_rf model) adequately capture the mean and variability of the data for very 
short periods (<0.10 sec) and at 1.0 and 2.0 sec. Conversely, these models show a 
shift of the mean value of the distribution of normalised residuals towards positive 
residuals at 0.2 and 0.4 sec, indicating overprediction of the observed data. This is 
also observed from the asymmetric distribution of LH values, which shows a greater 
frequency of low LH values. Note that the distributions of the normalised residuals 
from adjusted model (AB2003_rf model) and the global intraslab model (AB2003) 
do not suggest a significant improvement in the capability of the adjusted model to 
fit the Peru-Chile data used for this comparison. 
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Figure 6-41. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (PGA and 0.1 sec). Rows correspond to Atkinson and 
Boore (2003) [AB2003], Atkinson and Boore (2003) including regional correction factors 
[AB2003_rf], Garcia et al. (2005) [G2005], Zhao et al. (2006b) [Z2006], McVerry et al. (2006) 
[2006], Youngs et al. (1997) [Y1997_rock, Y1997_soil] (see text for further explanation). The plots 
of the normalised model residuals also include the standard normal distribution (grey solid line) and 
the normal distribution fitted to the residuals (black solid line).  
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Figure 6-42. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (0.2 and 0.4 sec). Rows correspond to Atkinson and 
Boore (2003) [AB2003], Atkinson and Boore (2003) including regional correction factors 
[AB2003_rf], Garcia et al. (2005) [G2005], Zhao et al. (2006b) [Z2006], McVerry et al. (2006) 
[2006], Youngs et al. (1997) [Y1997_rock, Y1997_soil] (see text for further explanation). The plots 
of the normalised model residuals also include the standard normal distribution (grey solid line) and 
the normal distribution fitted to the residuals (black solid line). 
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Figure 6-43. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (1.0 and 2.0 sec). Rows correspond to Atkinson and 
Boore (2003) [AB2003], Atkinson and Boore (2003) including regional correction factors 
[AB2003_rf], Garcia et al. (2005) [G2005], Zhao et al. (2006b) [Z2006], McVerry et al. (2006) 
[2006], Youngs et al. (1997) [Y1997_rock, Y1997_soil] (see text for further explanation). The plots 
of the normalised model residuals also include the standard normal distribution (grey solid line) and 
the normal distribution fitted to the residuals (black solid line). 
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The G2005 model shows a shift of the mean value of the distribution of 
normalised residuals to positive residual values at periods less than 1.0 sec, 
indicating underprediction of the observed data. The standard deviation of this model 
adequately captures the variability of the data, although the latter is smaller than the 
model variability for very short periods. It is also observed that the Z2006 model is 
biased towards positive residuals values for periods less than 1.0 sec and that the 
variability of the intraslab data is generally smaller that the model standard deviation. 
The standard deviation of the Mc2006 model matches that of the data across the 
range of periods analysed, but the model is biased towards positive residuals values 
at short periods (≤0.1) and slightly biased towards negative values at periods beyond.  
 
Figure 6-41 to Figure 6-43 also present the distributions of normalised total 
model residuals (ZT) and likelihood values (LH) for the Y1997_soil and Y1997_rock 
conditions that result from comparing the intraslab data to the Youngs et al. (1997) 
predictions for rock and soil, assuming that the NEHRP class C sites - not modelled 
by the generic rock and soil definitions used in Youngs et al. (1997) - are equivalent 
to the generic soil or rock site classes (referred to as Y1997_soil and Y1997_rock in 
the plots respectively). As observed in these figures, the performance of the Y1997 
model depends upon the manner in which the ground motions at NEHRP class C 
sites is modelled, with the Y1997_soil condition better fitting the sample data at 
0.2 and 0.4 sec and Y1997_rock condition matching better the data for longer 
periods. It is noted that the classification of the NEHRP C site classes as rock or soil 
in the Y1997 equation has an important influence upon the results obtained as nearly 
85% of the intraslab dataset were recorded at NEHRP C sites.  
 
Table 6-6 shows the results obtained in terms of the goodness-of-fit measures: 
the mean MEAN [ZT], median MED [ZT] and standard deviation STD [ZT] of the 
normalised total model residuals and the median value MED [LH] of the likelihood 
parameter, along with the overall ranking for each predictive model following the 
scoring system of Scherbaum et al. (2004), described in Section 6.3.4. Note that the 
results indicate that the variability of the data is similar, or even smaller than, the 
standard deviation of all models, as indicated by the STD [ZT] values less than 1.0. 
This may be due to the limited number of earthquakes represented in the intraslab 
dataset, which is mainly controlled by data from the 13 June 2005 Tarapaca event. 
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Table 6-6. Summary of the statistics and ranking of the selected predictive models considering the 
normalised total model residuals (ZT) and likelihood values (LH), following the Scherbaum et al. 
(2004) scoring system. 
The following abbreviations are used: MEAN[ZT]=mean normalised total model residuals, MED[ZT]=median normalised total 
model residual, STD[ZT]=standard deviation of the normalised total model residuals, MED[LH]=median likelihood parameter. 
The upper part of the table gives the overall ranking of the performance of each equation using the Scherbaum et al. (2004) 
scoring system: Rank A (high capability): MEAN[ZT]<0.25, MED[ZT]<0.25, STD[ZT]<1.125 and MED[LH]≥0.4; Rank B 
(intermediate capability): MEAN[ZT]<0.50, MED[ZT]<0.50, STD[ZT]<1.250 and MED[LH]≥0.3; Rank C (low capability): 
MEAN[ZT]<0.75, MED[ZT]<0.75, STD[ZT]<1.50 and MEDLH≥0.2; Rank D (unacceptable capability): all other combinations 
of parameters. 
 
INTRASLAB MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%  
0.20 s 
SA5%  
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
SA5%  
3.00 s 
AB2003 A B C D D A B D 
AB2003_rf A A B D D B B C 
G2005 B B C C D B B B 
Z2006 C C C B B A B B 
Y1997_soil B - C B A D C B 
Y1997_rock C  - D C C A A A 
Scherbaum et 
al. (2004) 
classification 
Mc2006 B - C B B A B B 
MEAN [ZT] -0.133 -0.298 0.630 1.072 1.293 0.214 -0.535 -1.399 
MED [ZT] 0.014 -0.069 0.829 1.020 1.286 0.016 -0.725 -1.324 
STD [ZT] 0.873 0.967 0.939 0.958 0.693 0.819  0.915  1.078 
Atkinson and 
Boore (2003) 
MED [LH] 0.464 0.677 0.377 0.308 0.199 0.606  0.434  0.160 
MEAN [ZT] -0.134 -0.047 0.327 1.065 1.211 0.333 -0.168 -0.806 
MED [ZT] 0.012 0.182 0.527 1.013 1.204 0.135 -0.358 -0.731 
STD [ZT] 0.873 0.967 0.939 0.958 0.693 0.819  0.915  1.078 
Atkinson and 
Boore (2003) 
with regional 
factors MED [LH] 0.464 0.537 0.428 0.311 0.229 0.634  0.588  0.416 
MEAN [ZT] 0.443 0.588 0.794 1.072 1.482 0.410 0.345 0.300 
MED [ZT] 0.423 0.653 0.929 0.872 1.360 0.361 0.322 0.279 
STD [ZT] 0.729 0.624 0.713 0.927 0.882 0.808 0.963 1.039 
Garcia et al. 
(2005) 
MED [LH] 0.499 0.492 0.353 0.384 0.174 0.600 0.592 0.506 
MEAN [ZT] 0.748 1.160 1.044 0.482 0.435 -0.123 -0.351 -0.333 
MED [ZT] 0.772 1.078 1.023 0.353 0.376 -0.164 -0.449 -0.331 
STD [ZT] 0.564 0.649 0.600 0.711 0.658 0.646 0.733 0.768 
Zhao et al. 
(2006b) 
MED [LH] 0.440 0.281 0.308 0.568 0.636 0.621 0.569 0.629 
MEAN [ZT] 0.283 - 0.979 0.404 -0.107 -1.028 -0.798 -0.635 
MED [ZT] 0.303 - 1.008 0.369 0.065 -1.288 -0.826 -0.537 
STD [ZT] 0.715 - 0.702 0.970 0.787 0.899 0.867 0.810 
Youngs et al. 
(1997)_soil 
MED [LH] 0.614 - 0.313 0.572 0.679 0.198 0.326 0.485 
MEAN [ZT] 0.936 - 1.413 0.984 0.545 -0.205 -0.080 0.109 
MED [ZT] 0.985 - 1.509 0.890 0.758 -0.195 -0.064 0.185 
STD [ZT] 0.639 - 0.721 0.984 0.743 0.830 0.793 0.747 
Youngs et al. 
(1997)_rock 
MED [LH] 0.324 - 0.132 0.349 0.394 0.661 0.697 0.584 
MEAN [ZT] 0.485 - 1.083 -0.288 -0.632 -0.124 -0.254 0.613 
MED [ZT] 0.534 - 1.220 -0.243 -0.638 -0.073 -0.339 0.760 
STD [ZT] 0.925 - 1.062 0.993 1.023 0.974 1.134 0.900 
McVerry et al. 
(2006) 
MED [LH] 0.382 - 0.212 0.370 0.502 0.543 0.603 0.415 
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The results in Table 6-6 indicate that the AB2003 model and the adjusted 
version of this model (AB2003_rf model), are both associated with the lowest and 
unacceptable prediction capabilities (ranks C and D), for periods between 0.1 and 
0.4 sec and at 3.0 sec, with the models failing to predict the median ground motions 
as given by the large values of the central tendency measures MEAN [ZT] and 
MED [ZT] at these periods (>0.75). At the remaining spectral periods, the AB2003 
and AB2003_rf models are ranked as class A and B, the highest and intermediate 
predictive capabilities. Similarly, the G2005 is associated with the lowest and 
unacceptable prediction capabilities (ranks C and D), for periods between 0.1 and 
0.4 sec, because of its large bias towards positive normalised residuals (MEAN [ZT] 
and MED [ZT] values > 0.75) and the low LH values (<0.2). Only the Mc2006 model 
is assigned ranks A and B along various spectral periods, although this model is also 
ranked as class C (lowest acceptable predictive capability) at 0.10 sec because of its 
large bias. The Z2006 model is also ranked as class B for periods longer than 0.2 sec, 
but this model is associated with the lowest acceptable predictive capability (rank C) 
for shorter periods as a result of the large central tendency values. The results for the 
Youngs et al. (1997) model for the rock and site conditions discussed above indicate 
that the Y1997_rock condition provides a better fit to the data for periods greater 
than 1.0 sec (rank A). 
6.4.3.2 Performance of candidate equations based on the distributions of the 
inter- and intra-event normalised model residuals and likelihood values 
Figure 6-44 to Figure 6-46 present the distributions of the normalised intra-
event model residuals (ZA) and their associated distributions of likelihood values 
(LHA) for the AB2003, G2005, Mc2006 and Z2006 intraslab models. These 
distributions indicate that the selected intraslab models perform better on the basis of 
the intra-event residuals, as given by the level of agreement between the distribution 
of the intra-event model residuals (ZA), denoted by the black solid line, and the 
standard normal distribution denoted by the grey solid line. The increased quality of 
the fit observed in the distributions in Figure 6-44 to Figure 6-46 is due to the fact 
that Eq. 6-5 shifts any earthquake-related specific characteristics, such as consistent 
under- or over-prediction, to the inter-event model residuals (ZE). It is observed from 
these figures that the all selected models exhibit a slight tendency to underpredict the 
data as inferred from the distributions biased towards positive values, with the 
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AB2003 and G2005 models being notably biased at 0.2 and 0.4 sec. 
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Figure 6-44. Distributions of the normalised intra-event model residuals (ZA) and likelihood values 
(LHA) for the candidate models at two response periods (PGA and 0.1 sec). Rows correspond to 
Atkinson and Boore (2003) [AB2003], Atkinson and Boore (2003) including regional correction 
factors [AB2003_rf], Garcia et al. (2005) [G2005] Zhao et al. (2006b) [Z2006], McVerry et al. (2006) 
[2006]. The plots of the normalised intra-event model residuals also include the standard normal 
distribution (grey solid line) and the normal distribution fitted to the residuals (back solid line).  
 
The results obtained in terms of the goodness-of-fit measures based on the 
intra-event (ZA) residuals are presented in Table 6-7 and indicate that both the 
AB2003 and G2005 models are ranked as B (intermediate predictive capability) at 
periods between 0.04 and 0.4 sec.  Both the Z2006 and Mc2006 models is ranked as 
class A (high predictive capability) at periods longer than 0.20 sec and as class B for 
CHAPTER 6                                                                                                                                                           228 
 
 
the remaining periods considered because of their bias. The fact that the G2005 
model for rock sites shows an intermediate predictive capability, especially for 
periods less than 0.4 sec, indicates that the quality of the predictions for this 
particular set of data is not largely dependant upon the modelling of the site 
conditions, but upon the modelling of the source characteristics such as the scaling of 
amplitudes with magnitude.  
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Figure 6-45. Distributions of the normalised intra-event model residuals (ZA) and associated 
likelihood values (LHA) for the candidate models at two response periods (0.2 and 0.4 sec). Rows 
correspond to Atkinson and Boore (2003) [AB2003], Atkinson and Boore (2003) including regional 
correction factors [AB2003_rf], Garcia et al. (2005) [G2005] Zhao et al. (2006b) [Z2006], McVerry et 
al. (2006) [2006]. The plots of the normalised intra-event model residuals also include the standard 
normal distribution (grey solid line) and the normal distribution fitted to the residuals (back solid 
line).  
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Figure 6-46. Distributions of the normalised intra-event model residuals (ZA) and associated 
likelihood values (LHA) for the candidate models at two response periods (1.0 and 2.0 sec). Rows 
correspond to Atkinson and Boore (2003) [AB2003], Atkinson and Boore (2003) including regional 
correction factors [AB2003_rf], Garcia et al. (2005) [G2005] Zhao et al. (2006b) [Z2006], McVerry et 
al. (2006) [2006]. The plots of the normalised intra-event model residuals also include the standard 
normal distribution (grey solid line) and the normal distribution fitted to the residuals (back solid 
line).  
 
Figure 6-47 that shows the results obtained for the various equations in terms 
of the goodness-of-fit measures based on the normalised inter-event normalised (ZE). 
As seen from the central tendency values in this figure, except for the Mc2006 
model, all selected models tend to underpredict the spectral accelerations at periods 
less than 1.0 sec and tend to overpredict the data at periods beyond. It is also 
observed that the mean inter-event residuals for the AB2003 and G2005 follow a 
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similar pattern across the spectral periods, with mean residuals taking values as high 
as 1.0 at 0.2 and 0.4 sec and that this trend is opposite to that observed for the Z2006 
and Mc2006 models, which are associated to large mean inter-event residuals values 
in the short period range. Figure 6-47 also indicates that the standard deviation of the 
inter-event residuals for all models is consistently smaller than 1.0 for periods less 
than 3.0 sec, which could be simply be the result of the reduced sample size (only 
five intraslab events). Table 6-8 lists the summary statistics and the ranking of 
models based on the inter-event normalised residuals. A comparison of the summary 
statistics based on the total normalised residuals and the inter-event normalised 
residuals suggests that the mismatch between observed data and predictions of the 
various models is most likely to be controlled by the differences in the scaling of 
amplitudes with magnitude. Overall, the different goodness-of-fit measures analysed 
indicate that the Mc2006 and Z2006 equations are only two models that satisfactory 
predict the recorded intraslab data used for this comparison across the range of 
periods considered. 
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Figure 6-47. Goodness-of-fit measures for the analyses using the inter-event normalised residuals, 
including MEAN[ZE], MED[ZE], STD[ZE], MED[LHE] for the candidate intraslab models: Atkinson 
and Boore (2003) [AB2003], Atkinson and Boore (2003) including regional correction factors 
[AB2003_rf], Garcia et al. (2005) [G2005], Zhao et al. (2006b) [Z2006] and McVerry et al. (2006) 
[2006]. 
CHAPTER 6                                                                                                                                                           231 
 
 
 
Table 6-7. Summary of the statistics and ranking of the selected predictive models considering the 
intra-event normalised model residuals (ZA) and likelihood values (LHA), following the Scherbaum et 
al. (2004) scoring system. 
 
The following abbreviations are used: MEAN[ZA]=mean normalised intra-event model residuals, MED[ZA]=median normalised 
intra-event model residual, STD[ZA]=standard deviation of the normalised intra-event model residuals, MED[LHA]=associated 
median likelihood parameter. The upper part of the table gives the overall ranking of the performance of each equation using 
the Scherbaum et al. (2004) scoring system: Rank A (high capability): MEAN[ZA]<0.25, MED[ZA]<0.25, STD[ZA]<1.125 and 
MED[LHA]≥0.4; Rank B (intermediate capability): MEAN[ZA]<0.50, MED[ZA]<0.50, STD[ZA]<1.25 and MED[LHA]≥0.3; 
Rank C (low capability): MEAN[ZA]<0.75, MED[ZA]<0.75, STD[ZA]<1.50 and MED[LHA]≥0.2; Rank D (unacceptable 
capability): all other combinations of parameters. 
 
 
 
 
 
 
 
INTRASLAB MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%  
0.20 s 
SA5%  
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
SA5%  
3.00 s 
AB2003 A A B B B A B B 
AB2003_rf A B B B B A A B 
G2005 B B B B B A A A 
Z2006 A B B A A A B A 
Scherbaum et 
al. (2004) 
classification 
Mc2006 B - B A A A A B 
MEAN [ZA] 0.088 -0.026 0.456 0.463 0.509 0.050 -0.194 -0.606 
MED [ZA] 0.204 0.245 0.674 0.380 0.381 -0.130 -0.306 -0.559 
STD [ZA] 0.704 0.808 0.894 0.988 0.712 0.769 0.872 0.909 
Atkinson and 
Boore (2003) 
MED [LHA] 0.564 0.574 0.396 0.498 0.605 0.567 0.545 0.531 
MEAN [ZA] 0.088 0.095 0.295 0.461 0.477 0.092 -0.059 -0.317 
MED [ZA] 0.203 0.401 0.519 0.378 0.362 -0.095 -0.208 -0.316 
STD [ZA] 0.704 0.830 0.856 0.987 0.704 0.769 0.865 0.913 
Atkinson and 
Boore (2003) 
with regional 
factors MED [LHA] 0.565 0.511 0.467 0.499 0.608 0.578 0.604 0.633 
MEAN [ZA] 0.277 0.376 0.464 0.366 0.515 0.217 0.036 0.086 
MED [ZA] 0.232 0.429 0.584 0.222 0.325 0.138 -0.008 0.067 
STD [ZA] 0.717 0.665 0.773 1.047 0.944 0.846 0.937 1.121 
Garcia et al. 
(2005) 
MED [LHA] 0.493 0.580 0.489 0.431 0.597 0.620 0.707 0.482 
MEAN [ZA] 0.225 0.314 0.288 0.144 0.139 -0.042 -0.112 -0.110 
MED [ZA] 0.209 0.211 0.364 0.030 0.070 -0.089 -0.251 -0.135 
STD [ZA] 0.676 0.825 0.764 0.785 0.658 0.721 0.815 0.850 
Zhao et al. 
(2006b) 
MED [LHA] 0.597 0.571 0.593 0.516 0.639 0.588 0.620 0.594 
MEAN [ZA] 0.192 - 0.346 -0.065 -0.214 -0.096 -0.168 0.236 
MED [ZA] 0.336 - 0.561 -0.140 -0.074 -0.074 -0.179 0.275 
STD [ZA] 1.005 - 0.946 1.019 0.958 0.999 0.983 0.828 
McVerry et al. 
(2006) 
MED [LHA] 0.397 - 0.476 0.553 0.676 0.455 0.623 0.572 
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Table 6-8. Summary of the statistics and ranking of the selected predictive models considering the 
inter-event normalised model residuals (ZE) and associated likelihood values (LHE), following the 
Scherbaum et al. (2004) scoring system. 
 
The following abbreviations are used: MEAN[ZE]=mean normalised inter-event model residuals, MED[ZE]=median normalised 
inter-event model residual, STD[ZE]=standard deviation of the normalised inter-event model residuals, MED[LHE]=associated 
median likelihood parameter. The upper part of the table gives the overall ranking of the performance of each equation using 
the Scherbaum et al. (2004) scoring system: Rank A (high capability): MEAN[ZE]<0.25, MED[ZE]<0.25, STD[ZE]<1.125 and 
MED[LHE]≥0.4; Rank B (intermediate capability): MEAN[ZE]<0.50, MED[ZE]<0.50, STD[ZE]<1.25 and MED[LHE]≥0.3; 
Rank C (low capability): MEAN[ZE]<0.75, MED[ZE]<0.75, STD[ZE]<1.50 and MED[LHE]≥0.2; Rank D (unacceptable 
capability): all other combinations of parameters. 
INTRASLAB MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%  
0.20 s 
SA5%  
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
SA5%  
3.00 s 
AB2003 B A C D C A B C 
AB2003_rf B B B D C A A B 
G2005 B B C D D B A B 
Z2006 C D C B B A B B 
Scherbaum et 
al. (2004) 
classification 
Mc2006 C - C A B A B B 
MEAN [ZE] 0.323 -0.046 0.710 1.069 1.174 0.122 -0.458 -1.003 
MED [ZE] 0.354 0.207 0.787 1.328 0.896 0.115 -0.354 -0.517 
STD [ZE] 0.724 0.812 0.215 0.647 0.876 0.326 0.455 1.424 
Atkinson and 
Boore (2003) 
MED [LHE] 0.509 0.796 0.431 0.184 0.370 0.772 0.724 0.606 
MEAN [ZE] 0.321 0.166 0.459 1.063 1.101 0.226 -0.139 -0.525 
MED [ZE] 0.353 0.272 0.596 1.323 0.832 0.155 -0.193 -0.375 
STD [ZE] 0.724 0.651 0.369 0.644 0.832 0.374 0.348 1.026 
Atkinson and 
Boore (2003) 
with regional 
factors MED [LHE] 0.510 0.669 0.551 0.186 0.406 0.844 0.724 0.675 
MEAN [ZE] 0.615 0.582 0.871 1.281 1.675 0.450 0.216 0.328 
MED [ZE] 0.578 0.441 0.774 1.586 1.724 0.177 -0.044 0.390 
STD [ZE] 0.299 0.329 0.250 0.679 0.961 0.478 0.584 0.792 
Garcia et al. 
(2005) 
MED [LHE] 0.563 0.659 0.439 0.113 0.085 0.860 0.860 0.696 
MEAN [ZE] 0.888 1.306 1.219 0.526 0.492 -0.156 -0.414 -0.391 
MED [ZE] 0.975 1.340 1.092 0.716 0.666 -0.167 -0.541 -0.466 
STD [ZE] 0.292 0.322 0.211 0.520 0.669 0.392 0.455 0.447 
Zhao et al. 
(2006b) 
MED [LHE] 0.330 0.180 0.275 0.474 0.505 0.765 0.588 0.641 
MEAN [ZE] 0.786 - 1.217 -0.178 -0.492 -0.232 -0.423 0.402 
MED [ZE] 0.598 - 1.199 -0.012 -0.249 -0.012 -0.114 0.031 
STD [ZE] 0.617 - 0.300 0.649 1.037 0.552 0.613 0.967 
McVerry et al. 
(2006) 
MED [LHE] 0.550 - 0.230 0.659 0.383 0.687 0.860 0.692 
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7 Strong-Motion from the Central American 
Subduction Zone 
 
7.1 INTRODUCTION 
This chapter presents the work undertaken to develop a database of 
strong-motion records and associated information (metadata) from earthquakes along 
the Central American subduction zone. This study focuses on the region from 8-14ºN 
to 83-93ºW, including Guatemala, El Salvador, Nicaragua and Costa Rica. 
The compiled database consists of 554 triaxial ground-motion recordings from 
events of moment magnitudes between 5.0 and 7.7 that occurred from 1976 to 2006, 
including both interface and intraslab-type events. Part of the data used here was 
collected by the Research Council of Norway (NORSAR) in two projects for the 
reduction of natural disasters in Central America and has been processed and 
documented earlier by Douglas et al. (2004). More than 400 new accelerograms 
recorded by the networks operators across Central America during the last decade 
have been added to create a subduction ground-motion database for the period 
1976-2006. A description of the steps taken during the compilation of the database is 
provided in the following subsections. 
7.2 TECTONIC SETTING AND HISTORICAL SEISMICITY 
Five tectonic plates interact in Central America creating a complicated 
structural pattern: the North American, Caribbean, Cocos, Nazca and South 
American plates (See Figure 7-1). In the west, the Cocos plate is bordered by the 
East Pacific rise against the Pacific plate, and towards the south against the Nazca 
plate by the Galapagos rift. In the northeast, the Cocos plate borders the Caribbean 
and North American plates by the Central America subduction zone along the 
Middle America Trench. To the north, the North America plate borders the 
Caribbean plate along a left-lateral transform boundary which, in Central America, is 
principally marked by the Motagua-Polochic fault system. Two bathymetric features 
are located at the edges of the Middle America trench, Tehuantepec Ridge to the 
north of Guatemala and the Cocos Ridge to the south of Costa Rica, where the 
Middle America trench terminates (Figure 7-1). 
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Figure 7-1. Regional tectonic setting of the Central America subduction zone. The present study is 
focused on the area between latitudes 8ºN and 14ºN and longitudes 83 ºW and 93ºW, comprising 
Guatemala, El Salvador, Nicaragua and Costa Rica. (After Frischbutter, 2002) 
 
The dominating part of the seismicity in the region is associated with the 
subduction of the Cocos plate beneath the Caribbean and North American plates. 
Convergence rates for the Cocos plate under the North America and Caribbean plates 
range from ~50 mm/year along the coast of Mexico to ~95mm/year off southern 
Costa Rica (DeMets, 2001). The age of the subducted Cocos plate also varies along 
the strike from ~20-30 Ma under Nicaragua and northern Costa Rica to ~20-22 Ma 
and 13-17 Ma beneath central and southern Costa Rica respectively. Along the main 
axis of Central America, high rates of shallow seismicity are associated with 
volcanism and forearc deformation of the Caribbean plate. A 1200 km-long volcanic 
arc extends from the Mexico-Guatemala border to central Costa Rica, but quaternary 
volcanism is absent in southern Costa Rica. To the east of the Cocos Ridge, the 
Panama fracture zone forms the boundary between the Cocos and the Nazca plates, 
and is characterised by high rates of shallow seismicity. Other regions with important 
activity include the Motagua-Polochic fault system and the Panama deformed belt. 
Several authors (e.g., LeFevre and McNally, 1985; Bilek and Lay, 1999; Protti et al., 
1994;) have discussed different aspects of the Central America subduction zone, 
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including the geometry of the subducted Cocos slab, the regional distribution of 
stresses and characteristics of the plate interface.  
7.2.1 Geometry of the subducted Cocos Plate 
The distribution of seismicity along the Central American subduction zone is 
shown in Figure 7-2, in addition to a number of cross sections of seismicity taken 
along the strike of the trench. The earthquake hypocentres locations have been 
obtained from the Engdahl-Hilst-Buland (EHB) catalogue for the period 1960-2006, 
available at http://www.isc.ac.uk/EHB/index.html and the Centennial catalogue 
(Engdahl and Villaseñor, 2002). Figure 7-2 shows that there is a general 
concentration of earthquakes along the Pacific coast of Central America, with most 
earthquakes occurring at depths of less than 150 km. There is also some activity 
extending into the Caribbean Sea, north of Honduras and along the boundary 
between the Caribbean and North American plates.  
 
It can be seen in Figure 7-2 that the large-scale structure of the subducted plate 
is well defined by the teleseismic locations. The slab dips very steeply under 
Guatemala, El Salvador and Nicaragua, as defined by the intermediate-depth 
seismicity. There is a noticeable increase in the dip angle of the subduction zone at 
intermediate depths towards the south. The change is smooth, from 
Guatemala-El Salvador (Section 2-2’) via an intermediate angle at Section 3-3’ to a 
steeper angle in the area off the coast of Nicaragua (Section 4-4’). These figures also 
show that there is a decrease in the maximum depth of earthquakes from about 
210-280 km, along Guatemala and Nicaragua, to 125 km under central Costa Rica. 
Beneath northern Costa Rica, the locations of the earthquake hypocentres suggest 
that the subducted Cocos plate is torn at depths approximately greater than 70 km. 
This tear of the slab, referred to as the Quesada Sharp Contortion, separates steeper 
slab dips to the northwest from shallower slab dips to the southeast 
(Protti et al., 1995). 
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Figure 7-2. Distribution of seismicity along the Central American subduction zone. Seismicity 
corresponds to that reported in the EHB Bulletin and Centennial catalogue (Engdahl and 
Villaseñor, 2002) for the period 1960-2006. The width and direction of the cross sections of seismicity 
are indicated by the rectangle in the map. 
 
The subduction geometry in Figure 7-2 is in general agreement with that 
determined in detailed studies using both teleseismic (e.g., Burbach et al., 1984; 
Burbach and Frolich, 1986) and locally recorded data (e.g., Protti et al., 1994; 
Hunsen et al., 2003; DeShon et al., 2003). Similar studies using locally recorded data 
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have delineated the detailed geometry of the slab under Nicaragua and Costa Rica 
and have proposed a segmentation of the slab at intermediate depths under central 
Costa Rica, as well as an abrupt termination of the seismically active slab in southern 
Costa Rica, where the slab extends down to only ~50 km in depth, which coincides 
with the most southerly end of the Central American active volcanic chain (Protti 
et al., 1994; Hunsen et al., 2003). At intermediate depths, the dip angle of the slab 
changes beneath Costa Rica, from about 80º under northern Costa Rica to 60º under 
central Costa Rica. At shallower depths the dip angle of the slab shows little 
variation, only varying from 34º to 30º along Nicaragua and central Costa Rica 
(Protti et al., 1994). 
 
These changes in the geometry of the subducting slab along the coast of 
Nicaragua and Costa Rica have been correlated with changes in tectonic 
characteristics such as changes in the azimuth of the trench, convergence rate and 
age of the plate (Protti et al., 1991). The age contrast correlates with the deeper 
seismicity under Nicaragua and with the shallower seismicity under Costa Rica: the 
age of the Cocos plate subducting under the Nicaragua and northern Costa Rica 
segment (20-30 m.y.) is older than that being subducted beneath central and southern 
Costa Rica (20-22 m.y. and 13-17 m.y. respectively). Similarly, differences in the 
slab geometry in Costa Rica correlate with the convergence rates, which vary from 
83 mm/year in northern Costa Rica to 93 mm/year in southern Costa Rica. 
In addition, the subduction of bathymetric features (the Cocos Ridge) coincides with 
the abrupt shallowing of the slab seismicity and the cessation of volcanism. 
7.2.2 Depth of the seismically coupled zone 
The seismically coupled zone has been defined as the depth range of the plate 
interface that is capable of producing an underthrust event (Tichelaar and 
Ruff, 1993). Pacheco et al. (1993) determined the maximum depth of nucleation for 
thrust-faulting earthquakes along the plate interface for subduction zones around the 
Pacific Ocean using teleseismic data. They concluded that for Central America this 
depth is ~47 km and for Mexico this depth is ~40 km. Conversely, studies along 
individual segments of the Central American subduction zone have defined a 
shallower depth of the coupled zone along the Costa Rican segment of subduction. In 
central Costa Rica, Protti et al. (1995) determined the maximum depth of the 
CHAPTER 7                                                                                                                                                           238 
 
 
seismically coupled zone to be between 30 and 40 km depth. DeShon et al. (2003) 
determined that the seismically coupled zone extents down to a maximum depth of 
25-35 km approximately 95 km from the trench after mapping the seismogenic zone 
offshore central Costa Rica using relocated aftershocks of the (MW=6.9) 1999 
Quepos underthrusting event. Similarly, the maximum depth extent of the 
seismogenic zone in northern Costa Rica slab has been estimated as being about 
30 km at a distance of 100 km from the trench (DeShon et al., 2006; Hansen 
et al., 2006), as determined by accurately located earthquake hypocentres as well as 
tomographic images of the slab.  
7.2.3 Stress regime and focal mechanisms 
The stress field along the Central America subduction zone, as determined by 
Guendel and Protti (1998), can be summarised as follows: along the 
Guatemala-El Salvador segment of subduction, the upper part of the slab (h<50 km) 
is characterised by reverse events and compressive stresses orientated mainly in the 
N30ºE direction, consistent with the convergence direction (DeMets, 2001). 
At depths between 50 and 75 km, focal mechanisms indicate the occurrence of both 
normal and reverse faulting events in similar number. From 75 to 100 km in depth, 
the direction of compressive stresses under the Guatemala-El Salvador region has 
two preferred orientations: one oriented in the N40ºE direction and another in the 
E-W direction. Focal mechanisms in this depth range, some of which present 
strike-slip components, indicate both normal and reverse faulting, but normal 
mechanism events prevail. At depths greater than 100 km, compressive stresses are 
mainly oriented in the N30º-40ºE direction and fault mechanisms indicate the 
occurrence of both normal and reverse events, with no preferential pure fault 
mechanism. 
 
Reverse-faulting events prevail along the Nicaragua and Costa Rica segment of 
subduction at depths less than 50 km. The P-axes of events along this shallow part of 
the slab are oriented N30º-40ºE. At depths from 50 to 75 km, the controlling focal 
mechanism is also reverse, with compressive stresses orientated in the convergence 
direction. A similar stress regime is observed from 75 to 100 km in depth, where 
reverse-faulting events are also prevalent. At depths greater than 100 km, the 
preferred orientation of the compressive stresses changes to the N50º-60ºE direction. 
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Focal mechanisms at this depth indicate both normal and reverse faulting, but normal 
mechanisms are prevalent. 
 
Two main types of seismicity can be identified in the Central American 
subduction zone: firstly, earthquakes occurring at the seismically coupled zone 
between the Cocos and Caribbean plates (interplate earthquakes) and secondly, 
seismicity related to the zone of extension in the interior of the Cocos plate (intraslab 
earthquakes). Typical interface earthquakes have a focal mechanism consistent with 
their occurrence as reverse motion on shallow-dipping planes, with slip being 
approximately parallel to the 30º azimuth at which the slip occurs between the Cocos 
and Caribbean plates (DeMets, 2001). These events have T-axes that plunge more 
than 45º, a slip vector with azimuth between 10º and 50º and a plunge less than 45º. 
Typical intraslab-normal focal mechanism earthquakes have a focal mechanism 
consistent with their occurrence as normal faulting caused by extension 
approximately parallel to the down-dip direction of the subduction zone: these events 
have P-axes that plunge more than 45º and T-axes azimuths between 0º and 50º 
(Dewey et al., 2004). 
7.2.4 Historical seismicity 
Most of the earthquake activity in Central America occurs along two main 
tectonic features: the subduction zone and the volcanic front, with the latter being 
associated with significant shallow-focus seismicity. Other regions with important 
activity in Central America include the Motagua-Polochic fault system, the Panama 
deformed belt and the Panama fracture zone. Although the shallow-focus 
earthquakes are generally smaller than the subduction-zone earthquakes, the damage 
potential in the volcanic chain is higher due to the shallow depth and the proximity to 
densely populated areas. In El Salvador for instance, five upper-crustal earthquakes 
have claimed hundreds of lives on 6 May 1951, 3 May 1965, 19 June 1982, 
10 October 1986 and 13 February 2001 (White and Harlow, 1993). The review 
presented here is limited to the historical seismicity along the Central America 
subduction zone. Detailed studies of the seismicity of Central America can be found 
in White and Harlow (1993) and Ambraseys and Adams (1996, 2001). 
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The largest subduction-zone earthquake in El Salvador during the 20th century 
occurred on 7 September 1915 with a magnitude of MS 7.8 and focal depth between 
45 and 60 km causing widespread damage in the western region of the country 
(Ambraseys and Adams, 2001). Large subduction earthquakes on 28 March 1921 
(MS 7.4), 8 February 1926 (MS 7.1) and 21 May 1932 (MS 7.1) occurred at focal 
depths between 100 and 170 km causing minor and moderate damage in eastern and 
Central Salvador (Ambraseys and Adams, 2001). A Mw 7.3 earthquake on 
19 June 1982 occurring offshore western El Salvador at a depth of ~70 km also 
caused widespread damage in the southwest of the country and triggered many 
landslides. The 13 January 2001 Mw 7.7 event is the largest earthquake in 
El Salvador and Central America in recent times. This earthquake claimed almost 
1,200 lives, causing widespread damage and triggering numerous landslides 
(Bommer et al., 2002). The 1982 (Mw 7.3) and 2001 (Mw 7.7) earthquakes have many 
similarities in terms of focal mechanisms and focal depth and in terms of the damage 
caused, although the former event had a considerably lower death toll of 8 fatalities. 
 
In Nicaragua, the largest events are associated to subduction processes, 
occurring offshore and sometimes inland at large depths. Crustal events occur on the 
shallow faults within and adjacent to the volcanic chain. The latter events have 
greater destructive potential due to the shallow foci and the proximity to population 
centres, as demonstrated during the 23 December 1972 (MS 6.3) Managua event, 
which killed 10,000 people and caused the destruction of the entire city. Subduction 
events in Nicaragua during the 20th century have occurred on 8 October 1901 
(MS 7.0) and 30 December 1907 (MS 7.1) causing minor damage. The 
5 November 1926 (MS 7.0) occurred at a depth of ~135 km (Ambraseys and 
Adams, 2001) and caused widespread damage in the cities of Leon, Managua, 
Granada and Rivas. The 24 October 1956 (MS 7.2) event was also strongly felt along 
the Pacific coast of Nicaragua. The 2 September 1992 (MS 7.2) event was a major 
earthquake off the coast of Nicaragua, which occurred as thrust faulting on the 
Cocos-Caribbean plate interface (Satake, 1994). This event caused important 
damage: at least 116 people were killed and 1,300 houses were destroyed. Most of 
the damage and causalities of this event were caused by a tsunami that affected the 
west coast of Nicaragua and Costa Rica, reaching heights of up to 8 m (Ambraseys 
and Adams, 2001).  
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Guatemala is divided between two tectonic plates: the southern part of the 
country is located on the western end of the Caribbean plate while northern 
Guatemala is part of the North American plate. The most destructive earthquakes in 
Guatemala have occurred along the diffuse left-lateral strike-slip border between the 
North American Caribbean plates, manifested by the Motagua-Polochic fault system 
and along a series of active shallow secondary faults also connected with active 
volcanism. Examples of the latter include the 6 August 1942 (MS 7.9) event and the 
4 February 1976 (MS 7.5) event that killed 23,000 people and caused widespread 
damage. Subduction events in Guatemala events have occurred on 4 February 1921 
(MS 7.2) at a depth of 120 km (Ambraseys and Adams, 2001) on 14 December 1935 
(MS 7.3), with epicentre off the coast of the Guatemala-Mexico border; the 
23 October 1950 event (MS 7.3) in south-western Guatemala also caused a small 
tsunami and the 29 April 1970 (MS 7.3) off the Pacific coast of Mexico and 
Guatemala, was widely felt in these countries. The 10 September 1993 (MS 7.3) 
event off the coast of the Mexico-Guatemala border at a depth of ~30 km, caused 
considerable damage in south-western Guatemala, killing several people.  
 
Costa Rica is one of the Central American countries that are most frequently 
struck by large earthquakes, with damaging earthquakes occurring on 4 March 1924 
(MS 7.0), 13 April 1910, 4 May 1910 (MS 6.4) and 22 April 1991 (MW 7.7), 
20 November 2004 (MW 6.4), 8 January 2009 (MW 6.1), amongst others. 
The 22 April 1991 (MW 7.7) event, whose epicentre is located away from the Middle 
America Trench and near the western edge of the North Panama deformed belt, 
caused 75 fatalities and destroying 30,000 houses (EERI, 1991). In addition, large 
earthquakes have historically occurred off the Pacific coast of Costa Rica due to 
subduction processes. Offshore the Nicoya Peninsula the most recent underthrusting 
earthquake was a MS 7.7 event that occurred on 5 October 1950. This segment has 
been identified by Nishenko (1989) as a seismic gap where a magnitude 7.4 event is 
expected to occur before 2009. Three intermediate-to-large magnitude earthquakes 
have occurred off the Pacific coast over the last two decades: the 3 April 1983 
(MW 7.4) event near the Osa Peninsula, in southern Costa Rica, the 20 August 1999 
(MW 6.9) Quepos event and the 25 March 1990 (MW 7.3) event at the entrance of the 
Nicoya Peninsula. Although this latter event was initially associated with the 
predicted activity for the Nicoya seismic gap, detailed studies (Protti et al., 1995; 
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Husen et al., 2002) indicated that the event was located further southeast of the gap 
and instead it was associated with the rupture of a seamount which acted as an 
asperity. Despite the magnitude of these three events, in total six fatalities were 
reported and no significant damage was caused. 
7.3 OVERVIEW OF STRONG-MOTION DATA 
7.3.1 Strong-motion networks in Central America 
Strong-motion networks are currently operating in Guatemala, El Salvador, 
Costa Rica, Nicaragua and Panama. Only two Central American countries, Belize 
and Honduras, presently have no accelerometeric networks in operation. A total of 
129 stations are currently operating in Central America, most of them installed in 
free field or structure-related free field conditions, as well as in some buildings and 
lifeline structures such as dams (Climent et al., 2007). A general description of the 
networks operating in Guatemala, El Salvador, Nicaragua and Costa Rica is provided 
below. 
7.3.1.1 Strong-Motion networks in Guatemala 
Following the 4 February 1976 (MW 7.5) Guatemala earthquake, four 
accelerographs were installed as temporary stations at Puerto Santo Tomás, Zacapa, 
Chichicastenango, and Guatemala City. These stations recorded some of the 
aftershocks associated with the 4 February 1976 mainshock. Prior to this event, an 
accelerograph was operating at the Observatorio Nacional in Guatemala City. 
From March 2001 a network of 12 digital accelerographs has been in operation in 
Guatemala. This network was deployed as part of a joint project of the Presidential 
Executive Coordination Secretary (SCEP) and the National Commission for Disaster 
Reduction (CONRED). The locations of the strong-motion stations that are currently 
operating in Guatemala whose instrumental records have been used in this study are 
shown in Figure 7-3. The coordinates of the stations, type and location of the 
instruments as well as a generic description of the site (i.e., rock or soil) are listed in 
Table 7-1. All information listed has been provided by the network operator. 
The stations of the CONRED network are geographically distributed in high seismic 
hazard areas, and some are close to active faults. Eight stations are installed within 
the urban limits of Guatemala City, and four towards the south-western side of the 
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city. All the instruments are three-component Kinemetrics QDR model 
accelerographs. 
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Figure 7-3. Location of the strong-motion stations from the CONRED network, currently operating in 
Guatemala, whose records are used in this study. 
 
Table 7-1.  Information on the strong-motion stations from the CONRED network currently operating 
in Guatemala whose records are used in this study. 
Station Code Inst. type 
Lat 
[ºN] 
Lon 
[ºE] 
Elev.  
[m] Inst. location Site  
Nuevo Hospital Militar HMG QDR 14.629 -90.473 1515 Building (Ground level) Soil 
Planta de agua Lo de Coy PLCG QDR 14.621 -90.601 1675 Unknown Soil 
Planta de agua El Cambray PECG QDR 14.573 -90.489 1600 Unknown Soil 
IGSS de Pamplona IGSS QDR 14.606 -90.533 1520 Unknown Soil 
Teatro Nacional TNG QDR 14.628 -90.517 1515 Building (Ground level) Rock 
Hospital de Salud Mental HSMG QDR 14.664 -90.478 1415 Building (Ground level) Soil 
Escuela Rosa Pardo de 
Lanuza ERPG QDR 14.631 -90.485 1410 
Building 
(Ground level) Soil 
Hospital San Juan de Dios HSJG QDR 14.640 -90.521 1505 Building (Ground level) Soil 
Municipalidad de Villa 
Canales MVCG QDR 14.482 -90.533 1225 Unknown Soil 
Municipalidad de Palín MPG QDR 14.403 -90.670 1140 Unknown Soil 
Gobernación de Escuintla GEG QDR 14.299 -90.785 345 Building (Ground level) Soil 
Empresa Portuaria Quetzal EPQG QDR 13.939 -90.782 5 Building (Ground level) Soil 
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7.3.1.2 Strong-Motion networks in El Salvador 
Strong-motion networks in El Salvador are currently operated by the following 
institutions: the National Service of Territorial Studies (SNET), the Central 
American University “José Simeón Cañas” (UCA), the Hydroelectric Commission of 
the Lempa River (CEL) and the Salvadorean Geothermal Company (LAGEO). 
The first strong-motion instruments in El Salvador were deployed in 1960s by the 
Geotechnical Investigation Centre (CIG), which was the institution in charge of the 
seismic monitoring at that time. By 1991, the CIG network consisted of more than 50 
SMA-1 analogue accelerographs distributed in the capital San Salvador and in 
different cities around the country. The CIG network operated continuously until 
1995 when it was restructured. The new configuration consists of 26 accelerographs, 
10 of which were installed as a three-dimensional array in San Salvador with 
instruments at ground level and at the bottom of 5 boreholes. The remaining 16 
instruments were distributed across El Salvador: four were located within the 
San Salvador area at the UCA, the CIG, the seismological observatory and 
Soyapango, and others were deployed throughout the country.  
 
Following the earthquake sequence that struck El Salvador in 2001, the local 
government created the Nacional Service of Territorial Studies (SNET), which is the 
institution currently in charge of the seismic monitoring and operation of the 
strong-motion network. The strong-motion network originally operated by CIG was 
upgraded and restructured in 2001. Presently, the SNET network consists of 
13 ETNA digital accelerographs and 10 SMA-1 analogue instruments, which were 
upgraded to digital format. A description of the SNET network can be found online 
at http://www.snet.gob.sv/ver/sismologia/vigilancia. The network operated by the 
Central American University “José Simeón Cañas” (UCA) consists of 
10 Kinemetrics SSA-2 digital accelerographs. All the instruments are located inside 
one-storey buildings at ground level. The UCA network was designed in order to 
provide coverage of seismicity from both the subduction zone and the volcanic chain 
zone. At the same time the UCA network was designed to cover different surface 
geologies in Central and Southern El Salvador. A comprehensive description of this 
network is presented by Bommer et al. (1996). Finally, 14 more digital 
accelerographs are operated by the Hydroelectric Commission of the Lempa River 
(CEL) and the Salvadorean Geothermal Company (LAGEO) in El Salvador. These 
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instruments are located at hydroelectric power plants in the Lempa River basin and at 
the Berlín geothermal field. The locations of the strong-motion stations which 
operated, or are still operating, in El Salvador and whose data has been used in this 
study are shown in Figure 7-4. 
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Figure 7-4. Location of the strong-motion stations in El Salvador whose records are used in this study. 
The strong-motion network originally operated by CIG was upgraded and restructured following the 
2001 El Salvador earthquake sequence, with many of the stations being removed or relocated. 
The locations of the stations of the SNET (formerly CIG) and UCA networks currently operating in 
El Salvador are also shown. 
 
The coordinates of the stations, type and location of the instruments as well as 
a generic description of the site (i.e., rock or soil) are listed in Table 7-2 to Table 7-4. 
the Data provided in the accelerogram headings has been supplemented by 
information obtained from Douglas et al. (2004) and Cepeda et al. (2004) for some 
of the stations belonging to the CIG network which are no longer in operation. 
For the UCA stations the information listed has been taken from the following 
references: Bommer et al. (1996), Cepeda et al. (2004) and Climent et al. (2007). 
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Similarly, for the SNET digital network stations the information listed has been taken 
from Climent et al. (2007) and from the website of the network operator.  
 
Table 7-2.  Information on the strong-motion stations of the former CIG analogue network operating 
in El Salvador, whose records are used in this study 
Station Code Inst. type 
Lat 
[ºN] 
Lon 
[ºE] Inst. location Site  
Acajutla - Cepa CA SMA-1 13.567 -89.833 Unknown Rock 
Santiago de Maria SM SMA-1 13.486 -88.471 Free field (ground level) Soil 
San Miguel MG SMA-1 13.475 -88.183 Building (ground level) Soil 
Observatorio, San Salvador OB SMA-1 13.680 -89.196 Shelter (ground level) Soil 
Sensuntepeque SE SMA-1 13.867 -88.663 Building (ground level) Rock 
Presa 15 de Septiembre  
(Zero level) QC SMA-1 13.616 -88.550 
Next to dam 
(ground level) Rock 
Relaciones Exteriores  
(Bottom of borehole) RF SMA-1 13.692 -89.250 
Base of borehole 
(unknown depth) Soil 
Relaciones Exteriores 
(Top of borehole) RS SMA-1 13.692 -89.250 
Free field 
(ground level) Soil 
Viveros de Dua  
(Bottom of  borehole) VF SMA-1 13.736 -89.209 
Base of borehole 
(unknown depth) Soil 
Viveros de Dua 
 (Top of borehole) VS SMA-1 13.737 -89.209 
Free field 
(ground level) Soil 
Cutuco CU SMA-1 13.333 -87.817 Unknown Rock 
Cessa Metapan CM SMA-1 14.333 -89.450 Unknown Rock 
Santa Ana SA SMA-1 13.992 -89.550 Building (ground level) Soil 
Ciudadela Don Bosco DB SMA-1 13.733 -89.150 Unknown Soil 
Santa Tecla ST SMA-1 13.675 -89.300 Building (ground level) Soil 
Universidad Centroamericana UC SMA-1 13.679 -89.236 6-storey building (ground level) Soil 
Seminario San José de la Montana 
(Top of borehole) SS SMA-1 13.703 -89.224 
 Free field 
(ground level) Soil 
Seminario San José de la Montana 
(Bottom of  borehole) SF SMA-1 13.703 -89.224 
Base of borehole 
(12.5 m depth) Soil 
Centro de Investigaciones 
Geotécnicas CI SMA-1 13.698 -89.173 
2-storey building 
(ground level) Rock 
Aeropuerto Internacional El 
Salvador (Terminal) AS SMA-1 13.447 -89.058 
Building 
(ground level) Soil 
Instituto Geográfico Nacional, San 
Salvador IG SMA-1 13.713 -89.170 
1-storey building 
(ground level) Soil 
CENREN  
(Bottom of  borehole) CF SMA-1 13.688 -89.142 
Base  
(unknown depth) Soil 
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CENREN  
(Top of borehole) CS SMA-1 13.688 -89.142 
 Free field 
(ground level) Soil 
Biblioteca  Nacional , San Salvador BN SMA-1 13.698 -89.190 Building (ground level) Soil 
Hotel Sheraton , San Salvador HSH SMA-1 13.709 -89.241 8-storey building (ground level) Rock 
Ministerio de Educacion , San 
Salvador MDE SMA-1 13.700 -89.190 
4-storey building 
(ground level) Soil 
Instituto de Vivienda Urbana, San 
Salvador IVU SMA-1 13.721 -89.206 
6-storey building 
(ground level) Soil 
Tacuba TAC SMA-1 13.901 -89.932 Free field (ground level) Soil 
Usulutan USU SMA-1 13.344 -88.438 Free field (ground level) Soil 
Aeropuerto Ilopango AI SMA-1 13.700 -89.120 Free field (ground level) Soil 
San Miguel Tepezontes MT SMA-1 13.621 -89.022 Free field (ground level) Soil 
Ahuachapan [Before 1996] AHU SMA-1 13.927 -89.852 Free field (ground level) Soil 
Ahuachapan [After 1996] AH SMA-1 13.925 -89.805 Free field (ground level) Soil 
 
Table 7-3.  Information on the strong-motion stations of the SNET network presently operating in 
El Salvador whose data is used in this study. Note that only the AIES, ACAJ, SEMF, SEMS and CIG 
stations remain in the same location as in the original configuration of the CIG network. 
Station Code Inst. type 
Lat 
[ºN] 
Lon 
[ºE] Inst. location Site  
Aeropuerto Internacional El 
Salvador  AIES ETNA 13.447 -89.051 
Building 
(ground level) Soil 
Base Naval, La Unión LUNA ETNA 13.335 -87.834 Building (ground level) Soil 
Campo Experimental UCA CEUC SMA-1 Retrofit 13.846 -89.359 Unknown Soil 
Casa Presidencial (Bottom of 
borehole) CPRF 
SMA-1 
Retrofit 13.685 -89.240 
Base of borehole 
(unknown depth) Rock 
Casa Presidencial (Top of 
borehole) CPRS 
SMA-1 
Retrofit 13.685 -89.240 
Free field 
(ground level) Soil 
Chinameca CHIN ETNA 13.513 -88.348 Building (ground level) Soil 
Ministerio de Agricultura y 
Ganaderia MAGT ETNA 13.684 -89.286 
Building 
(ground level) Soil 
San Jacinto SJAC SMA-1 Retrofit 13.674 -89.198 
Free field 
(ground level) Soil 
Acajutla ACAJ ETNA 13.575 -89.834 Unknown Soil 
San Miguel SMIG ETNA 13.439 -88.159 Building (ground level) Soil 
Seminario San José de la Montaña 
(Bottom of borehole) SEMF 
SMA-1 
Retrofit 13.703 -89.224 
Base of borehole 
(12.5 m depth) Rock 
Seminario San José de la Montaña 
(Top of borehole) SEMS 
SMA-1 
Retrofit 13.703 -89.224 Ground level Soil 
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Servicio Nacional de Estudios 
Territoriales SNET ETNA 13.687 -89.232 
Building 
(ground level) Soil 
Sonsonate (Agape) SONS ETNA 13.736 -89.710 Unknown Soil 
Unidad de Salud La Herradura HERR ETNA 13.349 -88.956 Building (ground level) Soil 
Unidad de Salud Perquín PERQ ETNA 13.959 -88.158 Building (ground level) Soil 
Universidad Don Bosco UDBS ETNA 13.715 -89.155 Building (ground level) Soil 
Centro de Investigaciones 
Geotécnicas CIG ETNA 13.698 -89.173 
2-Storey building 
(ground level) Rock 
Universidad de El Salvador UESS ETNA 13.720 -89.201 Building (ground level) Soil 
Universidad Católica de 
Occidente  UNCO ETNA 13.980 -89.540 
Building 
(ground level) Soil 
 
Table 7-4.  Information on the strong-motion stations of the UCA network presently operating in 
El Salvador whose records are used in this study. 
Station Code Inst. type 
Lat 
[ºN] 
Lon 
[ºE] 
Elev. 
[m] Inst. location Site  
Armenia 
(Health centre) UARM SSA-2 13.744 -89.501 570 
1-Storey building 
(ground level) Soil 
Externado 
(School library) ESJO SSA-2 13.707 -89.207 675 
1-Storey building 
(ground level) Soil 
Hospital San Rafael HSRF ETNA 13.671 -89.279 912 1-Storey building (ground level) Soil 
La Libertad 
(Health centre) ULLB SSA-2 13.486 -89.327 16 
1-Storey building 
(ground level) Soil 
Panchimalco 
(Health centre) UPAN SSA-2 13.614 -89.179 613 
1-Storey building 
(ground level) Rock 
San Bartolo 
(Health centre) CSBR SSA-2 13.704 -89.106 622 
1-Storey building 
(ground level) Soil 
San Pedro Nonualco 
(Health centre) USPN SSA-2 13.602 -88.927 658 
1-Storey building 
(ground level) Soil 
San Vicente 
(Health centre) HSGT SSA-2 13.642 -88.784 373 
1-Storey building 
(ground level) Soil 
Tonacatepeque 
(Health centre) UTON SSA-2 13.778 -89.114 607 
1-Storey building 
(ground level) Soil 
Zacatecoluca 
(Health centre) HSTR SSA-2 13.517 -88.869 253 
1-Storey building 
(ground level) Soil 
7.3.1.3 Strong-motion networks in Nicaragua 
In 1975, the Seismic Research Institute of Nicaragua (IIS) installed a network 
of 21 accelerographs and 26 seismoscopes in addition to a network of 16 telemetric 
stations, which were deployed with the support of the U.S. Geological Survey. 
The IIS telemetric and accelerographic networks were in full operation only until 
1982 due to the socioeconomic problems in Nicaragua at that time. In 1991, the 
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Nicaraguan Institute of Territorial Studies (INETER) was created. The INETER was 
in charge of re-establishing the telemetric seismic network and the existing 
accelerographic instruments. In 1997, seven K2 Kinemetrics accelerographs were 
temporarily installed in Managua in order to obtain information for the Seismic 
Microzonation of Managua project as part of the Seismic Hazard in Central America 
study financed by the Norwegian Agency for Development Cooperation (NORAD). 
In 1999, a new accelerograph network was deployed by the INETER in Managua 
and in the most important cities on the northern Pacific coast of Nicaragua. Presently, 
the INETER network consists of 17 ETNA digital instruments permanently operating 
in the principal cities of Nicaragua: Managua (five stations), Masaya, Granada, 
Jinotega, Matagalpa, Juigalpa, Boaco, Somoto, Ocotal, Estelí, Rivas, Chinandega and 
León. A description of the INETER network and instruments currently in operation 
can be found at http://www.ineter.gob.ni/geofisica/sis/red/stalist.html. Figure 7-5 
shows the location of the strong-motion stations which had operated or are still 
operating in Nicaragua and whose data has been used in this study.  
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Figure 7-5. Location of the strong-motion stations that operated, or are still operating, in Nicaragua 
whose records are used in this study. The map shows the configuration of the IIS network that is no 
longer in operation, as well as the configuration of the existing network operated by the INETER, 
which consists of 17 digital instruments. 
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The coordinates of the stations, type and location of the instruments as well as 
a generic description of the site (i.e., rock or soil) are listed in Table 7-5. For the 
stations of the IIS network operating prior to 1999, the information listed is based on 
that reported by Douglas et al. (2004). For the stations of INETER digital network 
currently operating in Nicaragua, the coordinates and type of instruments listed in 
Table 7-6 were obtained from the website of the INETER as well as from the 
accelerogram headings. Information on the site conditions was also obtained from 
Climent et al. (2007). 
 
Table 7-5.  Information on the strong-motion stations of the ISS network, no longer operating in 
Nicaragua, whose records are used in this study.  
Station Code Inst. type 
Lat 
[ºN] 
Lon 
[ºE] Inst. location Site  
Chinandega, Bayer 1662 SMA-1 12.610 -87.120 Unknown Soil 
Chinandega, Bomberos 1661 SMA-1 12.330 -87.140 Building (ground level) Soil 
Corinto, Edificio 
Administrativo COR1 SMA-1 12.480 -87.170 
Building 
(ground level) Soil 
Corinto,  Muelle Norte COR2 SMA-1 12.480 -87.170 Unknown Soil 
Corinto, Muelle Sur COR3 SMA-1 12.480 -87.170 Unknown Soil 
Jinotepe, Palacio Municipal 1657 SMA-1 11.850 -86.200 Building (ground level) Rock 
Rivas, Bomberos 1665 SMA-1 11.430 -85.850 Building (ground level) Soil 
Leon , Col. Calazans 1658 SMA-1 12.440 -86.900 Unknown Soil 
Managua, Aeropuerto 
Internacional 1671 SMA-1 12.140 -86.270 Unknown Soil 
Managua, Aguadora 1667 SMA-1 12.130 -86.300 Unknown Soil 
Managua, Cementera 1191 SMA-1 12.110 -86.130 Unknown Soil 
Managua, Coca Cola 1669 SMA-1 12.110 -86.250 Unknown Soil 
Managua, Banco America S2 1664 SMA-1 12.130 -86.270 17-storey building (basement) Soil 
Managua, Teatro Nacional 1656 SMA-1 12.160 -86.270 Building (ground level) Soil 
Managua, Instituto Sismico 1668 SMA-1 12.150 -86.270 Building (ground level) Rock 
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Table 7-6.  Information on the strong-motion stations of the INETER network presently operating in 
Nicaragua whose records are used in this study.  
Station Code Inst. type 
Lat 
[ºN] 
Lon 
[ºE] 
Elev. 
[m] Inst. location Site  
Boaco BOAN ETNA 12.473 -85.658 379 Unknown Rock 
Chinandega (Enitel) CHAN ETNA 12.625 -87.144 160 Unknown Soil 
Defensa Civil, Managua DCAN ETNA 12.124 -86.267 70 Building (ground level) Soil 
Esteli ESAN ETNA 13.099 -86.355 839 Unknown Soil 
Granada (Enitel) GRAN ETNA 11.937 -85.976 159 Unknown Soil 
INETER, Managua MGA ETNA 12.149 -86.248 80 Building (ground level) Soil 
Leon (Enitel) LEAN ETNA 12.435 -86.880 109 Unknown Soil 
Masaya (Enitel) MAAN ETNA 11.982 -86.083 150 Unknown Soil 
ESSO Refineria, Managua RAAN ETNA 12.144 -86.320 70 Building (ground level) Soil 
Rivas (Enitel) RIAN ETNA 11.439 -85.829 63 Unknown Soil 
Matagalpa MATN ETNA 12.930 -85.920 678 Unknown Rock 
Jinotega JIAN ETNA 13.086 -85.995 1004 Unknown Rock 
Juigalpa JUIN ETNA 12.107 -85.372 117 Unknown Rock 
Juigalpa JUIN ETNA 12.107 -85.372 160 Unknown Rock 
7.3.1.4 Strong-motion networks in Costa Rica 
In 1984 a strong-motion instrumentation programme started at the University 
of Costa Rica. A strong-motion network was deployed with the donation of 20 
accelerographs by the United States Agency for International Development 
(USAID). In 1989, the Earthquake Engineering Laboratory of the University of 
Costa Rica (LIS) was formally established, having as responsibility the operation of 
the strong-motion network in Costa Rica. Presently, two institutions are mainly 
involved with the operation of strong-motion networks in Costa Rica: LIS and the 
Costa Rican Institute of Electricity (ICE). The LIS network originally consisted of 25 
SMA-1 analogue instruments, which were gradually replaced by SSA and ETNA 
accelerographs. 
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In 2004 the remaining SMA-1 instruments were upgraded to digital recorders. 
Currently, the LIS network consists of 33 stations and 37 digital instruments located 
in the central region of Costa Rica and along the Pacific coast. This network has 
produced more than 1,000 records from 350 earthquakes, including the 
22 April 1991 (MW=7.7) el Limón earthquake. On the other hand, ICE operates 15 
accelerographs installed at nine different sites: 4 of the stations are located in the free 
field and the rest are located on dams. A description of the strong-motion networks 
currently operating in Costa Rica can be obtained at 
http://www.inii.ucr.ac.cr/lis/index.php?id=Estaciones. The location of the strong-
motion stations that operated and those which are still operating in Costa Rica whose 
instrumental records have been used in this study is shown in Figure 7-6.  
-86o -85o -84o -83o
8o
9o
10o
11o
Lon E
La
tN
LIS Network
ICE Network
APGM
APSGAPSD
GLF
APBO
ISD
APSAQSP
PTS APQS
ALCR
ALJ
PCL
ALJ
ALCR
GTS
CCHTEC
CTG
RCP
CMA
HTO
ECA
AUR
BNC
 
Figure 7-6. Location of the strong-motion stations from the LIS and ICE networks in Costa Rica, 
whose records are used in this study. The CTG, CMA, TEC, QPS, ECA, RCP, AUR, BNC and PTS 
stations are no longer operating; the instruments have either since been removed or relocated.  
 
The coordinates of the stations, type and location of the instruments are listed 
in Table 7-7. For the CTG, CMA, TEC, QPS, ECA, RCP, AUR, BNC and PTS 
stations, which are no longer operating, the information listed has been taken from 
the following references: Douglas et al. (2004), EERI (1991), and Taylor (1994). For 
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the stations still in operation the information listed was obtained from Climent et al. 
(2007) in addition to the references listed above. General information on the network 
was also obtained from the LIS website. It is noted that the information on the 
instrument type listed in Table 7-7 corresponds to that at the time of recording; all 
stations have since been equipped with digital instruments. 
 
Table 7-7.  Information on strong-motion stations that have operated, or are still operating, in Costa 
Rica used in this study. All stations listed are operated by the LIS except for the APBO, APGM, 
APSD, APSA, APSG, which belong to the ICE network. 
Station Code Type Lat [ºN] Lon [ºE] Elev. [m] Inst. location Site  
Alajuela ALJ SMA-1 10.021 -84.216 1120 2-Storey building (ground level) Soil 
Boruca APBO SMA-1 8.950 -83.330 - Free field (ground level) Rock 
Cachi CCH SMA-1 9.843 -83.806 1028 Dam (Exploration tunnel) Rock 
Cartago CTG SMA-1 9.867 -83.892 1443 Free field (ground level) Soil 
Tecnologico, Cartago TEC SMA-1 9.859 -83.913 1443 Free field (ground level) Soil 
Geotermico APGM SMA-1 10.700 -85.190 - Free field (ground level) Soil 
Golfito GLF SMA-1 8.645 -83.172 30 2-Storey building (ground level) Rock 
Puriscal PCL QDR 9.845 -84.310 1120 2-Storey building (ground level) Soil 
Quepos QPS SMA-1 9.431 -84.166 0 1-Storey building (ground level) Rock 
Recope RCP SMA-1 9.910 -83.956 - Free field (ground level) Soil 
San Isidro ISD SMA-1 9.373 -83.705 690 2-Storey building (ground level) Soil 
Sandillal APSD SMA-1 10.460 -85.100 - Building (ground level) Rock 
Savegre APSA SMA-1 9.470 -83.990 - Building (ground level) Rock 
San Ramon SRM SMA-1 10.087 84.485 1085 1-Storey building (ground level) Soil 
Puntarenas - Hospital 
M. Sanabria PTS SMA-1 9.976 -84.751 5 
20-Storey building 
(basement) Soil 
Siquirres APQS SMA-1 10.040 -83.500 - Free field (ground level) Rock 
Sangregado APSG SMA-1 10.480 -84.760 - Building (ground level) Soil 
Guatuso, San Jose GTS SMA-1 9.870 -84.038 1255 1-Storey building (ground level) Soil 
Banco Nacional, San 
Jose BNC SMA-1 9.937 -84.083 1160 
20-Storey building 
(basement) Soil 
Escuela Catolica 
Activa, San Jose ECA SMA-1 9.936 -84.097 1192 
Building 
(ground level) Soil 
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Hatillo, San jose HTO SMA-1 9.916 -84.099 1160 1-Storey building (ground level) Soil 
Hotel Aurola, San Jose AUR SMA-1 9.938 -84.078 1195 17-Storey building (basement) Soil 
Instituto Costaricense 
de Electricidad ICE SMA-1 9.957 -84.051 1088 
15-Storey building 
(basement) Soil 
La Lucha, San Jose ALCR SMA-1 9.740 -84.010 - Free field (ground level) Rock 
Universidad de Costa 
Rica, San Jose  CMA SMA-1 9.937 -84.054 1195 
4-Storey building 
(ground level) Soil 
7.3.2 Compilation of the strong-motion database 
The database compiled during this study builds on past work and adds many 
new recordings from the last decade. Part of the database used here has been 
collected by NORSAR in two projects: “Reduction of Natural Disasters in Central 
America, Earthquake Preparedness and Hazard Mitigation - Establishment of Local 
and Regional Data Centres” and  “Reduction of Natural Disasters in Central America 
- Earthquake Preparedness and Hazard Mitigation Phase II: 1996-2000”. 
The collected strong-motion data and associated metadata have been re-processed 
and documented earlier by Douglas et al. (2004). This earlier database, hereafter 
referred to as the Douglas et al. (2004) database, contains 308 triaxial strong-motion 
records from 145 earthquakes (both shallow-crustal and subduction-type), which 
occurred in Central America from 1966 to 1996.  
 
Strong-motion data from more recent interface and intraslab events in Central 
America were then added to create a single dataset of recordings from subduction 
events until 2006. Over 2000 strong-motion records, from both shallow-crustal and 
subduction-type events, for the period 1996 to 2006 have made available for this 
study by the networks operators in Central America, from which data from 
subduction-type earthquakes were selected. The rationale behind the data selection is 
explained further in the next subsection. The accelerogram recordings of subduction 
events for the period 1996-2006 have been contributed by the following networks 
operators: the National Service of Territorial Studies (SNET, 148 records) and the 
Central American University “José Simeón Cañas” (UCA, 206 records) networks in 
El Salvador; the Nicaraguan Institute of Territorial Studies (INETER, 94 records), 
and the network of National Commission for Disaster Reduction (CONRED, 
20 records) in Guatemala. 
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The following subsections provide a description of the steps taken during the 
compilation of this single dataset of recordings from subduction events in Central 
America and associated metadata, covering the period between 1976 and 2006. 
This single dataset will later be used to investigate the behaviour of the ground-
motions along the Central America subduction zone as well as the applicability of 
existing regional and global equations for the prediction of ground motions to the 
region under study, following a similar methodology to that undertaken with the 
Peru-Chile data in the previous chapter. In general, the compilation of this database 
has entailed the following: evaluation of the source parameters (i.e., magnitude, 
location and fault mechanism) of the causative earthquakes, classification of 
subduction events by type (i.e., interface or intraslab), computation of source-to-site 
distance metrics and characterisation of site conditions at recording stations using 
different parameters (i.e., surface geology descriptors, shear-wave velocity profiles, 
natural site period and normalised response spectra shapes). Site classes were 
assigned to 110 stations in Central America, following various classification schemes 
such as the NEHRP classification, the New Zealand (NZ) site classification scheme 
used by McVerry et al. (2006) and the scheme used by Zhao et al. (2006a). It is 
noteworthy that the metadata listed in the Douglas et al. (2004) database has also 
been reviewed and completed during the course of this study. Earthquake source 
parameters have been re-assessed, source-to-site distance metrics have been 
re-computed and further data on the site conditions have been included, some of 
which may not have been available to previous studies. 
7.3.2.1 Data selection 
Before establishing the strong-motion selection criteria, it was first necessary 
to determine the number of subduction records amongst the over 2000 recordings 
made available for this study. The strong-motion records for the period 1996-2006 
had not been documented and hence no information on the causative earthquakes 
was released with the data. A systematic search for source parameters in the ISC 
catalogue and the recently available EHB Bulletin (accessible at 
http://www.isc.ac.uk/search/bulletin/ehb.html) was carried out in order to establish 
whether the recordings were from an upper-crustal or subduction-type event, and a 
preliminary set of data was selected on the basis of the hypocentral location. 
Recordings from subduction events included in the Douglas et al. (2004) database 
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were also selected on this basis. 
 
In selecting the data, a minimum magnitude level of MW 5 was specified, 
which is the minimum magnitude value for which centroid moment tensor 
determinations are reported in the Harvard CMT catalogue. This magnitude cut-off 
was required as CMT determinations are an essential input for the classification of 
subduction events (i.e., interface or intraslab) on the basis of their fault mechanism. 
Although this data-selection criterion was driven by metadata availability, the peak 
acceleration levels of recordings from the subduction events with MW<5.0 were all 
less than 20 cm/sec2 and hence they had little engineering significance. It is noted 
that 6 recordings from events prior to 1976, for which no centroid moment tensor 
determinations were available, have been excluded of the database. The excluded 
records were from four events of magnitude ML less than 5.4 and had amplitudes less 
than 10 cm/s2. 
 
From the preliminary dataset of recordings from subduction events with 
MW≥5.0, only records with a minimum peak acceleration level of 1 cm/sec2 were 
selected. No maximum source-to-site distance was specified although in practical 
terms this is controlled by the minimum peak acceleration level. All selected data 
have been recorded by free-field and structure-related free-field instruments 
(i.e., instruments at the basement of structures up to three stories). Recordings from 
instruments at the basement of buildings of more than 3 stories have been collected 
but excluded from the analyses. The final dataset consists of 554 triaxial ground-
motion recordings from both interface and intraslab events that occurred along the 
Central American subduction zone between 1976 and 2006. A total of 111 triaxial 
ground-motion recordings from 32 subduction-type earthquakes and 54 stations in 
Costa Rica, El Salvador and Nicaragua, have been included from the Douglas et al. 
(2004) database (1976-1996). The more recent database compiled herein 
(1996-2006), consists of 443 triaxial strong-motion records from 53 subduction-type 
events and 56 stations in El Salvador, Nicaragua and Guatemala. 
7.3.2.2 Processing of strong-motion records 
Strong-motion records from the Douglas et al. (2004) database are available in 
a processed format and therefore no processing of these waveforms was performed. 
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Quality assurance was, however, undertaken for all selected data by visually 
inspecting the acceleration, velocity and displacement time series of each record and 
re-computing the corresponding elastic response spectra. The processing parameters 
used by Douglas et al. (2004) were obtained from accelerogram headings in order to 
define the usable frequency range for each of the processed traces. It is noted, 
however, that the above authors used the same low-cut (0.25 Hz) and high-cut 
(25Hz) filters for all records.  
 
Processing of the more recent dataset (1996-2006), has been performed in a 
similar manner to that described in Section 5.3.2.1 for the Peruvian-Chilean dataset. 
However, most of the data recorded by the UCA (200 records), CONRED (15 
records) networks have only been released in a processed format and hence solely a 
visual inspection of these waveforms and computation of response and Fourier 
amplitude spectra has been possible. The remaining records available in an 
unprocessed format were corrected using the BLPADFLT.EXE utility developed by 
Dr. David Boore (Boore, 2008). Recordings written in agency-specific formats have 
been reformatted and converted into SMC files using different programmes written 
by the Author. Most of the ground-motion records in the new dataset are from digital 
instruments and only 48 more analogue recordings have been included. The majority 
of the records have therefore not required the application of instrument corrections.  
 
Before applying any filtering procedure, an initial baseline adjustment was 
applied to the accelerograms (zeroth-order correction). The mean determined from 
the pre-event portion of the record, or the mean computed from the whole record if 
the pre-event portion was not available, was subtracted from the entire acceleration 
time series. After making this initial baseline correction, the acceleration traces were 
integrated, without filtering, to check for long-period drifts that could indicate the 
presence of offsets in the reference baseline. In most cases baseline offsets were 
small and the long period noise was removed by filtering. The records were then 
filtered using an acausal bidirectional eighth-order Butterworth filter. The majority of 
the time-histories available from digital instruments, however, did not include pre-
event portions of sufficient length to estimate the noise and therefore visual 
inspection of the velocity and displacement traces was used as the basis for the 
selection of the low-cut filter frequency. For those records with adequate pre-event 
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memory, the low-cut filter frequencies were estimated from consideration of the 
signal-to-noise ratio between each channel and the model of the noise obtained from 
the pre-event memory. 
 
For the analogue recordings included in the dataset, low-cut filter frequencies 
were selected based on examination of the FAS of the record and comparison with 
the noise spectra proposed by Lee and Trifunac (1990) and Skarlatoudoudis et al. 
(2003). Although it is noted that the models of noise proposed by the above authors 
may be biased as they correspond to particular combinations of accelerograph and 
digitiser, which do not correspond to that of data being processed and therefore 
visual inspection of the velocity and displacement traces was also used as a criterion 
for the selection of the low-cut filter frequency. Removal of high-frequency noise 
was achieved by using cut-off filters at 25 Hz for records from analogue instruments 
and 50 Hz for records from digital instruments. Peak values of the velocity and 
acceleration response spectra values for 5% of the critical damping were then 
obtained from the processed data after establishing the maximum usable period of 
the spectrum, which was defined as 0.8 times the low-cut filter period following 
Abrahamson and Silva (1997). On this basis it was decided that for all records 
included in the database, the spectral ordinates could be reliably calculated up to 3 
sec, although the usable period range could be extended up to 4 sec or longer for 
most of the digital records. A listing of the filter cut-off frequencies for each record 
is presented in Appendix B.  
7.3.2.3 Source parameters of the causative earthquakes 
A complete listing of the source parameters of the Central American 
earthquakes from which ground-motion data have been made available is provided in 
Appendix C. For each earthquake, a summary is provided including times and 
locations, as reported by various agencies and previous studies. Surface-wave 
magnitude (MS) and body-wave magnitude (mb) values reported by international 
agencies (i.e., International Seismological Centre, ISC and National Earthquake 
Information Centre, NEIC) and regional agencies (i.e., Geotechnical Investigation 
Centre, CIG; Central America Seismological Centre, CASC) were also included in 
the source parameters listing. The moment magnitude (MW) estimate and focal 
mechanism solution for each event, as retrieved from the Harvard Centroid Moment 
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Tensor database (CMT), are also included in each summary page in addition to the 
corresponding style-of-faulting classification. The Frohlich and Apperson (1992) 
scheme, based on the plunges of the moment tensor eigenvectors (T, B and P axes), 
has been used to determine the style-of-faulting in addition to the Wells and 
Coppersmith (1994) scheme which is based on the rake angle. 
 
Epicentral locations and depths of earthquakes along the Central American 
subduction zone were obtained from the online catalogues of NEIC and ISC and 
from the recently available Engdahl-Hilst-Buland (EHB) catalogue which can be 
accessed from the ISC website (http://www.isc.ac.uk/EHB/index.html). This latter 
catalogue provides more refined locations than those of the ISC as it uses an 
improved travel-time model and more refined data selection and location procedures 
(Engdahl et al., 1998). The EHB bulletin also includes relocations for a larger 
number of events than those listed in the Centennial catalogue (Engdahl and 
Villaseñor, 2002). Regional determinations reported by the CIG and CASC were also 
used in this study when available. In addition to the above sources of information, 
locations from detailed regional seismicity studies such as that of Ambraseys and 
Adams (2001) and from special studies with accurate relocations (e.g., Protti et al., 
1995; Warren et al., 2008; Vallée et al., 2003) were included. 
 
The earthquake classification by type of subduction event (i.e., interface or 
intraslab) was based on both focal mechanism and depth. Focal mechanism solutions 
were used to find those events consistent with interplate thrusting along the plate 
interface and those consistent with normal faulting within the subducted slab. 
Amongst subduction events, reverse-faulting mechanisms are associated with 
interface events if they occur as thrust faulting on shallow-dipping planes oriented 
approximately parallel to the local trench axis and at depths less than the maximum 
depth extent of the seismically-coupled interface. Along the Middle America Trench, 
the maximum depth extent of seismically-coupled interface has been found to be 
~47 km, as defined by teleseismic locations (e.g., Pacheco et al., 1993), with more 
detailed studies suggesting that this depth varies between 25 and 35 km along the 
Costa Rica segment (e.g., Protti et al., 1995; DeShon et al., 2003; DeShon et al., 
2006; Hansen et al., 2006). Conversely, reverse-mechanism events are assumed to 
represent intraslab events if they occur on steeply-dipping planes below the 
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coupled-plate interface. Normal faulting mechanisms (or any combination of 
normal/strike-slip or strike-slip/normal) are always associated with activity within 
the slab (intraslab-type events), occurring below the plate interface. 
 
To address the classification of subduction events, it was necessary to establish 
which of the earthquake catalogues would provide the best epicentre locations and 
depths. Therefore, reported locations for each event were plotted on a map and 
compared to the relevant cross section of seismicity, such as those constructed in 
Figure 7-2. A preferred earthquake location was then selected as the one being most 
consistent with the mapped seismically-coupled zone along the plate interface and 
the characteristics of faulting observed at different depths. For instance, one would 
expect the reported depth for an event with focal mechanism consistent with thrust 
faulting along the plate interface to be above the maximum depth extent of the 
mapped interplate contact in the region.  
 
Similarly, the reported location of a normal-faulting event should place the 
event within the slab and below the coupled plate interface. It was found that the 
depths of Central American events reported in the ISC catalogue, some of which 
have been used by Ambraseys and Adams (2001), placed events with focal 
mechanisms consistent with interface events well below the mapped interplate 
contact in the region (35-50 km).  It was also noted that there were important 
differences between the depth estimates reported in the ISC and EHB bulletins, with 
the depths in the former being generally greater than those listed in the EHB bulletin. 
As shown in Figure 7-7, the epicentral locations reported in the ISC and EHB 
Bulletin are fairly similar (differences in terms of horizontal distance from the trench 
are less than 20 km), but the ISC depths are up to 60 km greater than those reported 
in the EHB Bulletin. These differences in depth are probably due to differences in the 
velocity models used as the determinations in the EHB Bulletin are based on the 
same phase data as used by ISC. 
  
Similarly, the CMT centroids were systematically located closer to the trench 
than the reported hypocentres, even though one would expect the centroid to be close 
to the hypocentre location given the magnitude of most of these events (MW<6.0). 
After a detailed examination of each reported location it was decided that the EHB 
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Bulletin provides the most consistent hypocentre determinations. It is noted that in 
cases where the EHB reported depth was fixed, the location from regional agencies 
was chosen as the preferred input. Similarly, when locations from detailed studies of 
aftershock sequences were available those locations were used instead of the ones 
reported in the EHB Bulletin. 
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Figure 7-7. Comparison of the location and depths of the Central American earthquakes used in this 
study, as reported in the ISC and EHB Bulletins. 
 
The general criteria for classifying interface events were as follows: a pure 
reverse or predominantly reverse fault mechanism following the Wells and 
Coppersmith (1994) scheme with fault plane approximately parallel to the local 
trench axis (allowing for a 20° variation in the strike) dipping less than about 25º 
(allowing for a 10° variation in the dip). A value of 50±10 km for the maximum 
depth of nucleation of thrust events was assumed along the Guatemala-Nicaragua 
segment and 35±10 km for the Costa Rican segment. These values were selected on 
the basis of the depth of the seismically coupled zone mapped along Central 
America, and the maximum errors associated with the EHB depth determinations. 
A value of 25º±10º was chosen for the maximum dip angle of the fault plane 
orientated in the trench direction based on the dip of the Cocos slab at shallow depths 
(20º-30º). These criteria are similar to those used in other studies (Tichelaar and 
Ruff, 1993; Bilek and Lay, 1999). In a small number of cases reverse-mechanism 
events consistent with thrust faulting along the plate interface were placed at depths 
greater than the maximum depth of nucleation of thrust events estimated by Pacheco 
et al. (1993). These events occurred along the Guatemala segment (i.e., the 
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30/10/1978 and 27/10/1979 Guatemala events) at depths shallower than 65 km 
(EHB) and less than 125 km from the trench. Since no detailed information as to the 
geometry of seismogenic zone in this particular segment is available to determine 
whether the events actually occurred on the interface, it was assumed that they are 
related to interface activity on the basis of their fault mechanism and their position 
along the slab (~125 km from the trench). 
 
The general criteria for classifying intraslab events were as follows: a normal 
mechanism following the Frohlich and Apperson (1992) scheme, or a reverse 
mechanism occurring on a plane dipping more than about 40º, with source depths 
greater than about 50 km (e.g., the 09/03/1977 Nicaragua event). In addition, reverse-
mechanism events on shallow-dipping planes occurring within the slab at depths 
greater than 100 km were also classified as intraslab in agreement with the fault 
plane orientations of intermediate-depth events determined by Warren et al. (2008) 
along the Middle America Trench. Any other combination of strike-slip and either 
normal or reverse mechanism, corresponding to the “odd” category of Frolich and 
Apperson (1992), occurring at depths greater than ~50 km and at >150 km from the 
trench, were also classified as intraslab events (i.e., the 20/07/1978 Nicaragua and 
the 29/04/1983 El Salvador events). It is noted that the seismic activity recorded 
offshore El Salvador during 2001, following the 13/01/2001 (MW=7.7) earthquake 
event, was classified as occurring within the slab or along the interface based on the 
relative position of each aftershock with respect to the fault plane geometry of the 
mainshock. 
 
In total, 92 subduction-type events that occurred along the Middle America 
Trench during the period 1976-2006 were classified using the above criteria. 
The locations of the events listed in the Douglas et al. (2004) database were also 
re-assessed and the classification by source type was extended to these earlier events 
in order to ensure consistency. Overall, out of the 92 events included in this database, 
27 events correspond to interface and 65 correspond to intraslab-type events. 
The locations of the subduction events used in this study are shown in Figure 7-8 
alongside the moment magnitude and focal mechanisms of the larger events. 
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Figure 7-8. Map showing the locations, magnitudes and focal mechanisms of the events along the 
Central America subduction zone whose strong-motion records are used in the present study. 
 
Many of the events classified as intraslab are located near the coast of 
El Salvador, most of which are associated with the 2001 intraslab activity recorded in 
El Salvador. Intraslab events are also concentrated along the Guatemala and 
Nicaragua segment of the subduction zone. It is also noted that the majority of the 
events recorded in Costa Rica are interface-type events of intermediate-to-large 
magnitude. The larger proportion of interface events in this region is consistent with 
studies that suggest a much stronger seismic coupling along the Costa Rican segment 
of the Middle America Trench (Protti et al., 1995). 
7.3.2.4 Source-to-site distance metrics 
The source-to-site distance was characterised in terms of the closest distance to 
the earthquake fault plane or rupture distance (Rrup). Fault plane geometries from 
published finite-source models were, however, only available for the 13 January 
2001 (MW=7.7) El Salvador earthquake, for which rupture distances were computed 
based on the Vallée et al. (2003) source model. For the 19 June 1982 (MW=7.3) event 
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the fault plane geometry and orientation used was that estimated by Martinez et al. 
(2004) for their stress transfer modelling for this event. For the 25 March 1990 
(MW=7.3) Costa Rica earthquake, the dimensions of the rupture were constrained 
using the distribution of 1-day aftershocks concentrated at focal depths between 
10 and 25 km, reported by Protti et al. (1995). The fault plane was modelled using a 
strike of 298° and dip angle of 26° indicated by the focal mechanism determined by 
Protti et al. (1995), which was considered to be the most consistent with the trench-
axis orientation and dip angle of the Cocos slab in this region. These three 
earthquakes are the only events with magnitude MW>7.0 included in the database.  
 
For the remaining events in the database whose fault plane geometries were not 
available, the dimensions of the rupture were obtained following the same approach 
as that described in Section 5.3.2.3 for the Peruvian-Chilean data, using the 
relationships of the rupture area and aspect ratio as a function of moment magnitude 
(MW) for interface and intraslab-events determined in Chapter 4. The rupture plane 
was then located in space, assuming that the epicentre lies above the geometric 
centre of the dipping-plane. The orientation and dip angle for interface events was 
chosen from the two sets of angles listed in the Harvard CMT catalogue, as the one 
being more consistent with the geometry of the subduction (i.e., strike parallel to the 
local trench axis and dip approximately <30º). The fault plane orientations of the 
intraslab events identified by Warren et al. (2008) were also used for the estimation 
of rupture distances. For the remaining intraslab events, which had no information on 
orientation and dip of the preferred focal plane, the distances to each of the two focal 
planes reported in the CMT catalogue were computed and the geometric mean of 
these two values was used as an estimate of the rupture distance. It is noted that the 
geometric mean of the distances to the two possible fault planes was used as a 
rupture distance estimate for three events of magnitude 6.0≤MW≤6.5 recorded further 
than 100 km from the hypocentre. The general approach used is expected to provide 
a reasonable approximation for the purpose of source-to-site distance calculations in 
view of the fact that most of the events for which this assumption was applied 
correspond to earthquakes with magnitude MW<6.0 recorded at distances greater than 
80 km and therefore their fault dimensions are not likely to be very large compared 
to the source-to-site distances. 
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7.3.2.5 Local site conditions at recording stations 
The majority of the population centres in Central America are situated along 
the volcanic chain which runs sub-parallel to the Middle America Trench from 
southern Mexico to central Costa Rica. Along the volcanic chain, the depositional 
processes responsible for the characteristics of upper layers are similar: 
volcanoclastic sediments, such as volcanic ash and tuff layers, originated from 
eruptions of adjacent volcanoes are present throughout the region. In addition, fluvial 
deposits resulting from rivers that incise through the volcanoclastics often intercalate 
with the volcanic sediments. Most of the sediments deposited along the volcanic 
chain are composed of alternating layers of lava flows and volcanic materials whose 
properties vary both vertically and laterally. Although the amplification of the 
ground motions vary from site to site, depending on the characteristics of the 
deposits and the geometry of the basins, the different population centres along the 
volcanic chain exhibit similar characteristics as a result of their similar depositional 
environments (Atakan, 1997). A general description of the site conditions at the 
stations of the networks that had operated, or are still operating, in Central America 
is provided in this section, along with the site classes assigned for the analyses 
described in Chapter 8. 
 
Site conditions were evaluated for 110 stations located in Guatemala, 
El Salvador, Nicaragua and Costa Rica and site classes were assigned following 
various site classification schemes, including: the widely used NEHRP site 
classification method, which is based on the average shear-wave velocity over the 
top 30 m; the New Zealand classification scheme used by McVerry et al. (2006), 
which classifies sites on the basis of the surface geology, geotechnical properties, site 
period and depth to bedrock; and the scheme used by Zhao et al. (2006), which uses 
the predominant site period from H/V response spectral ratios. It is noted that very 
limited geotechnical information was available in order to make direct assignations 
of site classes and shear wave-velocity profiles were only available for 5% of the 
stations used in this study. Consequently, the assignment of site classes was broadly 
based on a combination of the following indicators: geological characteristics of the 
sites as interpreted from geological maps or as reported in previous studies, shear 
wave-velocity profiles at recording stations, when available; predominant site 
periods from published site-response studies carried at some of the stations, and site 
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classes assigned by previous studies. Site conditions were also evaluated from 
spectral ratios between horizontal and vertical components of earthquake recordings 
(e.g., Lermo et al., 1993; Field and Jacob, 1995; Atakan, 1995; Zaré et al., 1999; 
Rodriguez and Midorikawa, 2003; Zhao et al., 2006; Haghshenas et al., 2008) and 
from normalised spectral shapes (SA/PGA). Additionally, site conditions were 
evaluated from down-hole arrays as well as from soil-to-rock spectral ratios for sites 
sufficiently close to one another. 
 
The horizontal-to-vertical ratios of Fourier amplitude spectra were computed 
for each station, using a dataset of ground motions from subduction-zone events of 
magnitudes 5.0≤MW≤6.9 recorded at distances Rrup≥75 km. Low-amplitude 
acceleration records (PGA<100 cm/s2) were preferred to records of strong-motion in 
order to ensure that the estimated site periods are not shifted significantly as a result 
of non-linear effects. At some sites, however, no weak-motion records were available 
and therefore the estimated site response is most likely non-linear. Fourier amplitude 
spectra (FAS) were computed for each component and smoothed with the Konno and 
Ohmachi smoothing function (Konno and Ohmachi, 1998), using the “smc2fs2.exe” 
utility developed by David Boore (Boore, 2008). For each station, the site period was 
then calculated by considering the spectral ratios between the smoothed horizontal 
components and the smoothed vertical component of each record. The H/V ratios 
computed from the earthquake recordings have been used only as a guide in the 
assignment of site classes, by considering the period band over which the ground 
motion is amplified, and not as a direct input in the JP classification scheme, since at 
many stations few recordings were available to check the stability of the computed 
ratios. More detailed analyses of local site effects at the Central American stations 
are beyond of the scope of this work. 
 
Table 7-8 to Table 7-10 list the information on the stations operated by the 
CIG, SNET and UCA networks in El Salvador, used for the assignment of site 
classes.  For the stations of the CIG analogue network, no longer operating, the 
description of the surface geology was obtained from Cepeda et al. (2004) and 
Douglas et al. (2004). Information on the surface geology at the stations of the SNET 
digital network was obtained from Climent et al. (2007) and from the digital version 
of the geological map of El Salvador available at the SNET website 
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(http://mapas.snet.gob.sv/). For the stations of the UCA network the information 
listed in Table 7-9 has been taken from Cepeda et al. (2004) and from the 
accelerogram headings, when available. The VS(30) values calculated from the 
Faccioli et al. (1988) profiles at the UC, CI, IG, and HSH stations are also listed, 
along with the predominant site periods, as interpreted from the site-amplification 
spectra determined by Salazar et al. (2007) using inversion analysis techniques as 
well as reference-site and H/V spectral ratios from records. The H/V ratios computed 
herein are also listed in these tables, although it is noted that for stations with a 
limited number of records (one or two) the site periods from published studies 
(e.g. Salazar et al., 2007), were the preferred input used for the site-classes 
assignment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 7                                                                                                                                                           268 
 
 
Table 7-8.  Site conditions at stations of the CIG network in El Salvador. For each station, geological 
and geotechnical information collected is listed along with the site classes adopted for the analyses 
addressed in Chapter 8. 
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T 2
 
=
0.
90
 
-
 
1.
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C/
D
 
C 
III
 
S 3
 
O
bs
er
v
at
o
rio
,
 
Sa
n
 
Sa
lv
ad
o
r 
O
B 
V
o
lc
an
ic
 
as
he
s 
(ti
er
ra
 
bl
an
ca
), 
lo
w
 
co
n
so
lid
at
ed
[1]
 /A
ci
d 
py
ro
cl
as
tic
s,
 
su
bo
rd
in
at
e 
v
o
lc
an
ic
 
ep
ic
la
st
ic
s 
(br
o
w
n
 
tu
ffs
)[2
]  
D
 
-
 
T 1
=
0.
18
 
T 2
=
0.
30
 
T 1
 
=
0.
30
 
-
 
0.
50
 
C/
D
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III
 
S 3
 
Se
n
su
n
te
pe
qu
e 
SE
 
V
o
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an
ic
 
ep
ic
la
st
ic
s,
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ro
cl
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v
a 
flo
w
s[
1]
 
B 
-
 
-
 
Lo
w
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pl
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ca
tio
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B 
II 
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es
a 
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ie
m
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e 
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ro
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v
el
] 
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A
n
de
sit
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–
ba
sa
lti
c 
ef
fu
siv
es
[1
]  
B 
-
 
T 1
=
0.
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Lo
w
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ca
tio
n
 
C 
B 
II 
S 2
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o
n
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te
rio
re
s 
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o
tto
m
 
o
f b
o
re
ho
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-
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.
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Br
o
w
n
 
tu
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,
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ca
lly
 
w
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s 
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d 
sc
o
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v
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w
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Lo
w
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tio
n
 
C 
B 
II 
S 2
 
Re
la
ci
o
n
es
 
Ex
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f b
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o
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at
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o
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o
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-
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[1]
 
 
C
 
-
 
-
 
 
T 1
 
~
0.
18
 
 
C/
D
 
C 
II 
S 2
 
V
iv
er
o
s 
de
 
D
u
a 
[to
p 
o
f 
bo
re
ho
le
] 
V
S 
V
o
lc
an
ic
 
as
he
s 
(ti
er
ra
 
bl
an
ca
), 
lo
w
 
co
n
so
lid
at
ed
[1]
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Table 7-8. (Continued) 
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at
e 
v
o
lc
an
ic
 
ep
ic
las
tic
s 
(br
o
w
n
 
tu
ffs
)[2
]  
D
 
-
 
-
 
T 1
=
0.
50
 
-
 
0.
60
 
D
 
C 
II
I 
S 3
 
Se
m
in
ar
io
 
Sa
n
 
Jo
sé
 
de
 
la
 
M
o
n
ta
n
a 
[b
o
tto
m
 
of
 
bo
re
ho
le
] 
SF
 
A
ci
d 
py
ro
cl
as
tic
s,
 
su
bo
rd
in
at
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Table 7-8. (Continued) 
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M
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n
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D
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ro
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at
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o
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D
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U
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c
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o
lc
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ic
la
st
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o
w
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U
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d 
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ro
cl
as
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rd
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at
e 
v
o
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an
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ep
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st
ic
s 
(br
o
w
n
 
tu
ffs
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-
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w
 
am
pl
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ca
tio
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A
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o
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n
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A
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V
o
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he
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(ti
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ra
 
bl
an
ca
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-
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=
0.
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>
1.
00
 
N
o
 
cl
ea
r 
pe
ak
 
o
bs
er
v
ed
 
D
/E
 
D
 
IV
 
S 3
 
A
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pa
n
 
[B
ef
o
re
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96
] 
A
H
U
 
A
ci
d 
py
ro
cl
as
tic
s,
 
v
o
lc
an
ic
 
ep
ic
la
st
ic
s 
(br
o
w
n
 
tu
ffs
) [4
]  
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-
 
-
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~
0.
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D
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III
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A
hu
ac
ha
pa
n
 
[A
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r 
19
96
] 
A
H
 
A
ci
d 
py
ro
cl
as
tic
s,
 
v
o
lc
an
ic
 
ep
ic
la
st
ic
s 
(br
o
w
n
 
tu
ffs
)[1]
 
D
 
-
 
T 1
=
0.
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T 1
=
0.
55
 
-
 
0.
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D
 
C 
III
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 a
 
D
es
cr
ip
tio
n
 
o
f t
he
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rfa
ce
 
ge
o
lo
gy
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se
d 
o
n
 
th
e 
fo
llo
w
in
g 
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fe
re
n
ce
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[1
] C
ep
ed
a 
et
 
al
.
 
(20
04
); 
[2
] I
n
fo
rm
at
io
n
 
pr
o
v
id
ed
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th
e 
st
ro
n
g-
m
o
tio
n
 
n
et
w
o
rk
 
in
 
th
e 
ac
ce
le
ro
gr
am
 
he
ad
in
gs
; 
[3
] D
o
u
gl
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et
 
al
.
 
(20
04
); 
[4
] G
eo
lo
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c 
M
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o
f E
l S
al
v
ad
o
r 
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N
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); 
b 
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te
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se
s 
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sig
n
ed
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th
e 
v
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u
s 
st
at
io
n
s 
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co
rd
in
g 
to
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u
s 
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u
di
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.
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e 
N
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R
P 
sit
e 
c
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ss
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sig
n
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.
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) a
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d 
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w
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e 
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n
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D
o
u
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.
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o
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w
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g 
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R
O
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D
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o
v
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o
n
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e 
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u
n
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n
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n
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A
v
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ag
e 
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r-
w
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e 
v
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o
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o
v
er
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.
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o
ci
ty
 
pr
o
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li 
et
 
al
.
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m
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at
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.
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ra
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ra
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s.
 
Fo
r 
si
te
s 
th
at
 
ex
hi
bi
t s
ev
er
al
 
pe
ak
s 
o
f a
m
pl
ifi
ca
tio
n
,
 
th
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Table 7-9.  Site conditions at stations of the UCA network in El Salvador. For each station, geological 
and geotechnical information collected is listed along with the site classes adopted for the analyses 
addressed in Chapter 8. 
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] C
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.
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.
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.
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at
io
n
s 
o
bt
ai
n
ed
 
by
 
Sa
la
z
ar
 
et
 
al
.
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at
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ra
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.
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re
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d 
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ra
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m
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.
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re
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t f
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) p
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at
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ra
l s
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l p
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Table 7-10.  Site conditions at stations of the SNET-DIGITAL network in El Salvador. For each 
station, geological and geotechnical information collected is listed along with the site classes adopted 
for the analyses addressed in Chapter 8. 
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Table 7-10 (Continued) 
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.
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ra
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at
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The accelerograph stations in El Salvador are mainly concentrated along the 
volcanic chain and in San Salvador city. The San Salvador area is underlain by 
quaternary volcanic and volcanoclastic deposits mainly derived from adjacent 
volcanoes. Relevant to site response, there are two main deposits constituting the San 
Salvador Formation, which covers the area of San Salvador city. These are the 
younger volcanic ash, locally known as “tierra blanca” (Rolo et al., 2004) and the 
underlying brown-colored Pleistocene tuffs (Schmidt-Thome, 1975). The “tierra 
blanca” deposits are originated from multiple eruptions of the former Ilopango 
volcano and their thickness varies significantly, reaching up to 25 m underneath the 
city and 50 m towards the Ilopango lake (Rymer, 1987). Brown colored-tuffs 
deposits are slightly older and more consolidated material derived from the 
San Salvador volcano and may reach thicknesses of up to 25 m. The characteristics 
of this 10-30 m thick uppermost layer of sediments are largely variable along 
San Salvador, exhibiting varying levels of consolidation (Atakan et al., 2004). 
The presence of thick volcanoclastics makes this area prone to amplification of 
seismic waves, discussed in previous studies of site effects within volcanic deposits 
in San Salvador (e.g., Atakan et al., 2004; Faccioli et al., 1988, Salazar et al., 2007). 
 
Several of the recording stations in El Salvador used in this study lie on 
volcanic ash deposits (“tierra blanca”) and volcanic epiclastics (brown-coloured 
tuffs). These volcanic deposits have an average shear-wave velocity between 
200-300 m/s over the top 30 m (Faccioli et al., 1988), and therefore stations on these 
materials have been classified as NEHRP site class D and D/E. Figure 7-9 and Figure 
7-10 show the H/V ratios of Fourier spectra and spectral shapes (SA/PGA) calculated 
for various stations of the UCA and SNET digital networks. As seen in these figures, 
stations on volcanic deposits (ESJO, UDBS, UESS, SNET and CSBR) are associated 
with amplification at periods longer than 0.4 sec. The amplification towards longer 
periods observed at CSBR station may be related to thickness of the volcanic ash 
(“tierra blanca”) at this site, which extends up to about 25 m depth (Salazar et al., 
2007). It is noted that the ability of the H/V ratios to reveal resonance periods 
depends on the velocity contrast between the soil-profile layers, as in the case of soft 
deposits underlain by rock or much stiffer sediments, and that this technique is less 
efficient on stiff, thick soil deposits (Rodriguez and Midorikawa, 2002; Haghshenas 
et al., 2008). 
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Figure 7-9.  H/V ratios of smoothed Fourier amplitude spectra obtained at various stations of the UCA 
and SNET digital networks in El Salvador, using low-amplitude recordings (PGA<100 cm/s2) from 
subduction events in Central America.  
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Figure 7-10. Spectral shapes (SA/PGA) obtained at various stations of the UCA and SNET digital 
networks in El Salvador, using low-amplitude recordings (PGA<100 cm/s2) from subduction events in 
Central America.  
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The USPN station lays on volcanoclastics over welded tuffs, and is located on 
the crest of a ridge orientated in the E-W direction, and hence large amplitudes at 
longer periods (~1.0 sec) may be related to a topographic effect. Recording stations 
in El Salvador are also distributed across the country on different geologies. 
For instance, the AIES, HERR, ULLB, SMIG, and SONS sites are located on 
sedimentary deposits, consisting of alluvial materials intercalated with pyroclastics, 
which are found in the southern part of the coastal region and in the coastal plains in 
the western and central part of El Salvador. The H/V ratios and spectral shapes for 
the ULLB station shown in Figure 7-9 and Figure 7-10 indicate a clear predominant 
period of less than about 0.2 sec, which is consistent with a relatively thin layer 
(~10m) of alluvial-type materials overlying bedrock (lavas). Only five stations are 
directly situated on rock or soft rock (UPAN, ACAJ, QC, CU, and CM), classified as 
NEHRP site class B even though there may well be soil cover at these sites which is 
not reported in geological maps. Geophysical data at UPAN station indicate hard 
rock of shear-wave velocity VS~2,100 m/s (Faccioli et al., 1988). Three more 
stations are located on volcanic deposits overlying lava flows (CI, HSH and SE), 
which have been classified as NEHRP site class C. Shear-wave velocity profiles at 
the CI and HSH sites indicate a values over the top 30 m of approximately 550 m/s, 
with an upper layer of soil of about 7 m thick (Faccioli et al., 1988). Other hard sites 
have also been classified as NEHRP site class C on the basis of the H/V ratios and 
SA/PGA shapes, as in the case of the HSRF station which is andesitic and basaltic 
materials (See Figure 7-9 and Figure 7-10). 
 
Table 7-11 and Table 7-12 list the information on the stations in Nicaragua 
used for the assignment of site classes. The general geological characteristics of 
Nicaraguan sites presented in these tables are interpreted from the 1:500,000 
geological map of Nicaragua (INETER, 1995) and the 1:50000 geological map of 
Managua (INETER, 2003). For the stations of the IIS network that are no longer in 
operation, the site conditions assigned in previous studies (e.g. Segura et al., 1994) 
are also listed. The VS(30) values calculated from the Faccioli et al. (1973) profile at 
the ESSO refinery station and from the VS profile at the Managua-Teatro Nacional 
station reported by Parrales and Picado (2001) are listed along with the site periods 
calculated from H/V Fourier spectra ratios.  
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Table 7-11.  Site conditions at stations of the IIS network in Nicaragua. For each station, geological 
and geotechnical information collected is listed along with the site classes adopted for the analyses 
addressed in Chapter 8. 
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Table 7-11 (Continued) 
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Table 7-12.  Site conditions at stations of the INETER network in Nicaragua. For each station, 
geological and geotechnical information collected is listed along with the site classes adopted for the 
analyses addressed in Chapter 8. 
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In general, the geological setting of Nicaragua can be outlined as follows 
(Van Wyk de Vries, 1993): Four geological provinces which run parallel to the 
Middle America Trench, the Pacific Coastal Plain, the Nicaraguan Depression, the 
Interior Highlands and the Atlantic Coastal Plain. The Pacific Coastal plain consists 
of tertiary marine sediments and deposits from pyroclastics flows (ignimbrites) of 
volcanic origin. The Nicaraguan Depression is filled with quaternary volcanic 
deposits originating from the active volcanic chain running through it and parallel to 
the trench underlain by a tertiary basement. Volcanic rocks of tertiary age are 
widespread within the interior highlands of Nicaragua. The Atlantic Coastal Plain 
mainly consists of alluvial materials of Miocene to Quaternary origin, overlying a 
Tertiary, sedimentary-magmatic succession. The accelerographic stations in 
Nicaragua are situated on diverse geologies: The Jinotega, Jinotepe and Boaco sites 
are situated in the Interior Highlands, on Tertiary volcanic rocks and have been 
classified as NEHRP site class B. The Rivas sites, lie on the Pacific costal plain on 
stiff marine sediments, classified as NEHRP class C. The stations located in the 
towns of Chinandenga, León and Corinto are located on alluvial-type materials and 
have been classified as NEHRP sites D and D/E on the basis of the H/V ratios and 
spectral shapes.  
 
The remaining stations are located in the Managua area, in the middle of the 
Nicaraguan depression. The soils across Managua consist of a volcano-sedimentary 
sequence, based in the Sierras group, overlaid by pyroclastic materials from the 
Holocene which form the Las Nubes and Managua groups (Hradecky et al., 1997). 
In general, the soils in Managua can be classified as non-cohesive silts, sands and 
gravels, with different degrees of consolidation and cementation, forming a sequence 
that extends down to a maximum depth of about 15 m. The basement, the Sierras 
group, consists of volcanic tuff and is found at depths as shallow as 5-10 m 
(Parrales, 2006). Previous studies have determined shear-wave velocity profiles 
within the soils underlying Managua (e.g., Faccioli, 1998; Parrales, 2006). The latter 
study determined shear-wave velocity profiles at several sites across Managua city, 
and found  the depth to soft rock, defined as material with 360< VS<760 m/sec, 
varies from 8.5 to 16 m. This material is related to Las Sierras group, which is 
overlain by stiff soils with 180<VS<360 m/sec and thicknesses of between 6 to 13 m. 
Soft soils with a VS <180 m/sec, occur in the first 1.5 to 3 m in depth. A shear-wave 
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velocity profile is only available for one recording station located at the ESSO 
refinery in Managua, (RAAN), and indicates a value of VS(30) = 290 m/s, and hence 
this site is classified as NEHRP class D. The other stations in Managua used in this 
study have been classified as NEHRP site class C/D and D, and have site periods 
generally less than 0.5 sec, based on the earthquake H/V ratios calculated herein.  
 
Table 7-13 lists the information on the stations in Costa Rica used for the 
assignment of site classes. The general geological characteristics of Costa Rican sites 
presented in these tables are taken from the following references: Climent 
et al. (1992), Taylor (1994), EERI (1991), Douglas et al. (2004) and Climent et al. 
(2007). The predominant site periods, as interpreted from the site-amplification 
spectra determined by Moya (2009), at several stations of the LIS accelerometric 
network are also listed along with those calculated herein from H/V Fourier spectra 
ratios of recorded ground motions. It is noted that no shear-wave velocity profiles at 
the Costa Rican sites have been made available and hence the assignments of site 
classes were generally based on the normalised spectral shapes and the H/V ratios, in 
combination with the limited data available.  
 
The strong-motion stations of the LIS network used in this study are mainly 
located in the Central Valley region and along the Pacific coast. Most of the stations 
are concentrated in the Central Valley, in the cities of San Jose, Cartago, Alajuela 
and San Ramon. The stations in San Jose city are situated on volcanic rocks (lahar) 
overlain by volcanic ash. The thickness of volcanic sediments in the San Jose area 
down to the lahar (volcanic material similar to pyroclastic flows with shear-wave 
velocity typically greater than 500 m/s) may reach up to 35 m, being deeper on the 
north part of San Jose and shallower on the southern part (Climent and Bolaños, 
1999). The predominant site periods in some areas of San Jose reported by previous 
studies (Moya et al., 2000) approximately correlate with the thickness of the 
sediments, with sites to the north of the area exhibiting amplifications towards longer 
periods. For instance, the ECA station is situated on volcanic sediments of about 
20 m depth, underlain by lahars and shows amplification at periods of about 0.5 sec 
(Moya, 2009). Similarly, the HTO site is situated in the San Jose area on deposits of 
about 10 m depth and shows amplification at periods of about 0.37 sec.  
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Table 7-13.  Site conditions at stations of the LIS network in Costa Rica. For each station, geological 
and geotechnical information collected is listed along with the site classes adopted for the analyses 
addressed in Chapter 8. 
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Table 7-13 (Continued) 
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The ALJ station in the city of Alajuela lies on soft volcanic sediments and the 
H/V ratios are associated with large amplifications at periods of about 0.9 sec. 
The ISD and GLF stations are situated on hard sediments and are associated with site 
periods less than 0.45 sec (Moya, 2009). The CTG station is located in the city of 
Cartago, on soft sediments within of an alluvial valley. The APBO, APQS, APSA, 
APSD, CCH, ALCR stations lie on volcanic or sedimentary rocks, some of which are 
overlain by a soil cover and are associated with low amplifications. 
 
Table 7-14 lists the information for the stations in Guatemala used for the 
assignment of site classes. The general geological characteristics of Guatemalan sites 
presented in these tables have been provided by the network operator (National 
Commission for Disaster Reduction, CONRED), and have been interpreted from the 
1:250,000 geological map of Guatemala (National Geographical Institute of 
Guatemala, 1993). Surface geology descriptors have been also taken from Climent 
et al. (2007). It is noted that no shear-wave velocity profiles at the recording stations 
have been made available and hence the assignment of site classes was based on the 
surface geology descriptors in combination with the normalised spectral shapes and 
the H/V ratios.  
 
The stations of the CONRED network used in this study are installed within 
the urban limits of Guatemala City and at the southwestern side of the city. The area 
surrounding Guatemala City is a graben controlled by major strike-slip faults in the 
north, constituting the Motagua-Polochin Fault system. The area of the city is mostly 
covered underlain by pumice, mainly derived from the quaternary volcanoes in the 
vicinity. The youngest sediments in the region are the Quaternary alluvial deposits 
which are attached to the drainage system joining the Amatitlan Lake. To the south 
of the lake, the area is covered by volcanic materials from recent eruptions of the 
Pacaya volcano that occurred during the last centuries. There are two main deposits 
of relevance to local site response: the Quaternary pumice deposits, consisting of ash 
and pumice with depths exceeding 60 m and the quaternary alluviums with more 
than 15 m thickness and characterised by shear-wave velocities of about 150 m/s 
(Ligorria and Atakan, 1997).  
 
CHAPTER 7                                                                                                                                                           286 
 
 
Table 7-14. Site conditions at stations of the CONRED network in Guatemala. For each station, 
geological and geotechnical information collected is listed along with the site classes adopted for the 
analyses addressed in Chapter 8. 
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The geological site conditions at the stations of the CONRED network vary 
from thick pyroclastic deposits to recent alluvial deposits. Only one instrument was 
installed on a rock outcrop site (TNG); however earthquake recordings from this 
station have not been made available for this study. The EPRG and EPQG stations lie 
on soft alluvial deposits and have been classified as NEHRP site class D and D/E. 
The GEG and MPG sites are situated to the south of the Amatitan Lake on lahars and 
Quaternary alluvium, and have been classified as NEHRP D on the basis of their 
spectral shapes. The PECG, IGSS, and HSMG stations are situated on Quaternary 
pumice deposits and have been identified as hard soil (Climent et al., 2007). Spectral 
shapes at these sites are associated with low amplification and they have 
consequently been classified as NEHRP site C and C/D. 
7.3.3 Distribution of the strong-motion data 
The dataset compiled in the present study consists of 554 triaxial ground-
motion recordings from subduction-type earthquakes (both interface and intraslab-
type events) that occurred along the Middle America Trench between 1976 and 2006. 
Figure 7-11 shows the magnitude-distance distributions of the subduction database 
from the period 1976-1996, which includes subduction records taken from the 
Douglas et al. (2004) database, and the new data added from the period 1996-2006, 
which has been provided by the UCA, SNET, INETER and CONRED networks. 
A total of 111 triaxial ground-motion recordings (76 intraslab+35 interface records) 
from the 1976 to 1996 period have been included in addition to a total of 
443 recordings (334 intraslab+109 interface records) from the 1996 to 2006 period. 
As observed in Figure 7-11, the magnitude range of the intraslab dataset has been 
further extended by the inclusion of the recordings from the 13 January 2001 
(MW 7.7) El Salvador event. In addition, 295 new recordings from the intraslab 
events of magnitudes 5.0≤MW≤6.6 have also been added to complement the earlier 
data in this magnitude range. The interface data has also been supplemented by the 
inclusion of 109 new recordings, 45 of which are from interface events of 
magnitudes 6.0≤MW≤6.9. The interface database has also been extended by the 
addition of 30 new recordings from distances less than 100 km. It is noted, however, 
that the largest interface event in the database is the 25 March 1990 MW 7.3 (HRV) 
Costa Rican event and no larger interface events have been recorded in the region 
under study since.  
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Figure 7-11. Magnitude distance distribution of the old (1976-1996) and new subduction database 
(1996-2006). The subduction records for the period 1976-1996 have been taken from the Douglas 
et al. (2004) database and the new data for the 1996-2006 period have been made available by the 
SNET, UCA, INETER and CONRED networks in Central America. 
 
Table 7-15 summarises the characteristics of the entire (1976-2006) subduction 
database and the distributions of the interface and intraslab datasets by country, 
NEHRP site class and depth are shown in Figure 7-12 to Figure 7-14. Note that in 
this table, the reported number of interface and intraslab records from each country 
corresponds to the number of data recorded by the networks in that particular country 
– including events that occurred in other countries – and not only the number of 
records associated to events that occurred within the borders of that particular 
country. This is because most of the subduction events have been simultaneously 
recorded by the various networks across Central America. Most of the new data have 
been recorded by the UCA and SNET (formerly CIG) networks in El Salvador, 
a large number of which are from the 2001 earthquake sequence. New data from 
Nicaragua have also made available, although many of the records are from small to 
moderate magnitude events (MW≤6.0) recorded at long distances (Rrup>100 km) and 
consequently have a relatively low amplitude (PGA<50 cm/s2). Data from two recent 
subduction events in Guatemala have been also added (15 records).  
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Table 7-15. Summary of the interface and intraslab ground-motion data from the Central American 
subduction zone compiled in the present study 
Country Type NQa [MW]b  [h]c NRd [Rrup]e PGA range  [cm/s2] 
Interface 6 5.1-5.8 23-45 96 65-399 2-66 
El Salvador 
Intraslab 35 5.1-7.7 48-185 305 62-295 1-1105 
Interface 8 5.2-6.9 23-63 15 100-310 1-10 
Nicaragua 
Intraslab 14 5.0-6.5 67-119 87 68-375 13-157 
Interface 5 5.9-7.3 18-34 26 18-103 12-242 
Costa Rica 
Intraslab 1 6.5 79 10 76-129 18-143 
Interface 5 5.4-6.8 18-64 7 51-130 10-55 
Guatemala 
Intraslab 12 5.1-6.6 59-123 8 95-128 7-50 
Interface 25 5.1-7.3 18-64 144 18-399 1-242 
All Central America  
Intraslab 62 5.0-7.7 48-185 410 62-375 1-1105 
 
The following abbreviations are used: aNumber of earthquakes by country; bMoment magnitude range; cFocal depth range; 
dNumber of records by country (one record refers to three mutually perpendicular components); cRupture distance range.  
 
Overall, the majority of strong-motion data available are from small-to-
moderate events (5.0≤MW≤7.0), recorded at distances greater than 50 km. The level 
of PGA recorded during these events varies within a range of approximately 
1-1100 cm/s2, although most of the data from Guatemala and Nicaragua are of low 
amplitude (<100 cm/s2). The subduction data compiled was recorded at 100 different 
sites across Central America, most of them classified as NEHRP site class C, C/D 
and D, and few data were recorded at very soft sites (NEHRP class E). About 10% of 
the data have recorded have been recorded at NEHRP site class B (See Figure 7-13). 
 
Figure 7-14 displays the moment and focal depth distribution of the strong-
motion data with respect to the rupture distance for both interface and intraslab-type 
events. As seen in this figure, the events classified as intraslab in the database have 
depths greater than about 50 km and have been recorded at distances greater than 
60 km. Interface-type events are mainly limited to a maximum depth of 48 km, but 
there are some few events at depths less than 65 km that have also been classified as 
interface on the basis of their fault mechanism, distance from the trench and 
proximity to the maximum depth extend of the seismically coupled zone mapped by 
Pacheco et al. (1995) as previously discussed in section 7.3.2.3.  
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Figure 7-12.  Magnitude-distance distribution of the subduction data by country 
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Figure 7-13.  Magnitude-distance distribution of the subduction data by NEHRP site class 
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Figure 7-14.  Distribution of the subduction data by earthquake type, in terms of moment magnitude 
(MW), rupture distance (Rrup) and focal depth,  
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7.4 DESCRIPTION OF SELECTED EVENTS 
7.4.1 The 25 March 1990 (MW 7.3), Costa Rica, Earthquake 
On 23 March 1990 at 13:22:55 UTC (07:23 local time) a magnitude Mw 7.3 
(HRV) earthquake occurred off the coast of Nicoya Peninsula in northern Costa Rica. 
The epicentre of this event was located about 20 km south of the small town of 
Cobano and 100 km from San Jose, the capital of Costa Rica. No significant 
structural failure was reported in San Jose and the observed damage was limited to 
cracking of masonry walls and damage of non-structural elements. Low-quality 
houses in the epicentral region suffered collapse or heavy damage but the number of 
such cases did not exceed 100. The main damage was reported in the towns of 
Cobano and Punta Arenas, located within 40 km of the epicentral area. Two cases of 
liquefaction were reported in the city of Puntarenas and a few small landslides were 
observed on some of the main highways. No deaths were reported and only 
15 people were injured. Maximum intensities of VII and VI on the Modified Mercalli 
scale were reported in the coastal plain near the epicentre and in San Jose and the 
central region of the country respectively (EERI, 1990).  
7.4.1.1 Seismological aspects 
The 23 March 1990 (Mw 7.3) Nicoya Peninsula earthquake resulted from thrust 
faulting on the interface between the Cocos and South Caribbean plates. This event 
generated interest on whether or not the Nicoya seismic gap previously identified by 
Nishenko (1989), which was predicted to rupture in a magnitude 7.4 event, had 
broken. Although Protti et al. (1995) relocated the 25 March main-shock, its 
foreshock and aftershock activity suggested that all events were concentrated 
southeast of the Nicoya seismic gap and hence the 1990 activity was not associated 
with this seismic gap. This event is thought to have been caused by the rupture of a 
seamount which acted as an asperity (Protti et al., 1995; Husen et al., 2002). 
 
The epicentre of the 25 March (MW=7.3) event was located at 9.642°N, 
84.927°W at a focal depth of ~20 km, according to the Protti et al. (1995) relocation. 
The source parameters of the mainshock determined by different agencies are 
summarised in Table 7-16. It is worth noting that the teleseismic locations for the 
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main-shock of USGS/NEIC, ISC and HRV agencies are shifted landward by ~30 km 
NE of the Protti et al. (1995) hypocentre determination. The 25 March 1990 
mainshock was preceded by 16 hours of foreshock activity; the largest foreshock of 
the sequence was a MS=6.4 event that occurred on 25 March at 13:16:05 UTC, about 
7 minutes before the arrival of the mainshock, and whose epicentre was located only 
5 km SW from the mainshock location and at a similar depth. The source parameters 
for the largest (MS=6.4) foreshock are also listed in Table 7-16.  
 
Table 7-16. Source parameters of the 25 March 1990 Costa Rica mainshock as determined by the 
United States Geological Survey (USGS/NEIC), Harvard University (HRV), International 
Seismological Centre (ISC) and Protti et al. (1995) 
Time [UTC] 
Lat 
[° S] 
Lon 
[° E] 
Depth 
[km] Ms mb Mw 
M0 
[N.m] Agency 
13:15:07-fa 9.814 -84.828 27.00 6.4 5.8 - - USGS/NEIC 
13:15:09-fa 9.824 -84.766 42.00 - 5.8 - - ISC 
13:15:05-fa 9.607 -84.952 22.4 - - - - Protti et al. (1995) 
13:22:56 9.919 -84.808 22.00 7.0 6.2 - - USGS/NEIC 
13:22:56 9.950 -84.580 17.90+ 7.0 6.3 7.3 1.1E+20 HRV 
13:22:56 9.959 -84.783 22.00 7.1 6.2 - - ISC 
13:22:56 9.642 -84.927 20.00 - - - - Protti et al. (1995) 
a Source parameters of the foreshock determined by various agencies 
+Centroid depth 
 
The moment magnitude of this main event was found to be MW 7.3, according 
to the CMT inversion of Harvard University and the the focal mechanism solution 
for the 25 March mainshock, also retrieved from the CMT catalogue, is (φ1=303°, 
δ1=11°, λ1=104°;φ2=108°, δ2=79°, λ2=87°), where the first set of angles corresponds 
to the preferred focal plane and the second to the auxiliary plane. This solution 
indicates that the mechanism was pure reverse faulting. Combined with the estimated 
hypocentral depth of 20 km, this focal mechanism is consistent with an interface 
event on the interplate contact between the Cocos and Caribbean plates. 
 
The 25 March (MW 7.3) event was followed by an intense aftershock activity, 
with about 500 events of coda magnitudes MC<4.5 recorded within the 10 days 
following the mainshock. Figure 7-15 shows the distribution of the event 100 days 
after the mainshock as determined by Protti et al. (1995), from which it is observed 
that the early aftershocks (first 100 min) occurred in an area of nearly 600 km2 that 
increased to about 4000 km2 about 7 days after the main event. The teleseismic 
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waveform modeling of Protti et al. (1995) and the spatial-temporal distribution of the 
accurately located aftershocks indicated that the rupture propagated SE from the 
location of the mainshock. 
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Figure 7-15. Location of the 25 March 1990 event as determined by ISC (black star) and NEIC (blue 
star) and Protti et al. (1995) (red star). The location of the (MS=6.4) foreshock that occurred 7 min 
before the main event is denoted by the smaller grey star. The inset in the lower corner shows the 
spatio-temporal distribution of the aftershocks as relocated by Protti et al. (1995). 
7.4.1.2 Recorded ground motions 
The 25 March 1990 (MW 7.3) event was recorded by 14 accelerographs from 
the networks of the Earthquake Engineering Laboratory of the University of Costa 
Rica (LIS, 10 stations) and the Costa Rican Institute of Electricity (ICE, 4 stations). 
The locations of the strong-motion stations that recorded the 25 March 1990 event 
are shown in Figure 7-17 and the peak values of acceleration and velocity recorded 
during the 25 March event are listed in Table 7-17 along with Arias intensity values, 
significant duration and the different source-to-site distance metrics. The response 
spectra obtained at the different sites during this event are shown Figure 7-17. 
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Figure 7-16. Location of the strong motion stations in Costa Rica that recorded the 25 March 1990 
event. 
 
The fault dimensions used for the computation of the rupture distance were 
determined from the spatial distribution of 1-day aftershocks reported by Protti et al. 
(1995). The 25 March event was recorded at distances from ~40 to 110 km from the 
estimated fault plane. The maximum value peak horizontal acceleration during this 
event was 243 cm/s2 and was recorded at the Punta Arenas (PTS) station, the closest 
site to the fault plane. This station is located on soft coastal sediments, classified as 
NEHRP site class D/E. As seen in Figure 7-17, larger spectral accelerations were 
obtained at this station in the NS direction. It worth noting that this station also 
recorded a peak ground velocity value of 47 cm/s in the NS direction. This is 
consistent with the reports of damage in Punta Arenas. Ground-motion amplitudes 
recorded during this event were relatively low (<100 cm/s2), and accelerations 
greater than 100 cm/s2 were only recorded at ALJ, SRM sites located close to the 
source (<70 km) on soft volcanic and coastal deposits respectively. 
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Table 7-17. Peak ground acceleration (PGA), peak ground velocity (PGV), Arias intensity (AI) and 
significant duration (D5-95) recorded for the 23 March 1990 event. 
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Figure 7-17. Response spectra obtained at the stations in Costa Rica that recorded the 25 March 1990 
(MW 7.3) event.  
 
 
 
CHAPTER 7                                                                                                                                                           297 
 
 
7.4.2 The 13 January 2001 (MW 7.7), El Salvador, Earthquake and associated 
aftershocks   
On 13 January 2001 at 17:33:35 UTC (11:33 local time) a MW=7.7 (HRV) 
earthquake occurred off the south coast of El Salvador. The earthquake was followed 
a month later by a second event on 13 February (MW=6.6) of different tectonic 
origin. These two events claimed almost 1,200 lives and caused major destruction in 
El Salvador, mainly due to widespread landslides and collapse of non-engineered 
structures. Maximum intensities of VII and VIII on the Modified Mercalli scale were 
reported throughout the southern half of El Salvador (Bommer et al., 2002). 
About 20% of all houses in El Salvador were damaged, with 12% completely 
destroyed although structural damage to engineered structures was limited.  The 
main impact of the 13 January event, in terms of death toll and disruption, was the 
very large number of landslides triggered by the earthquake (more than 500 across 
the southern half of El Salvador), including the catastrophic debris flow at the 
Las Colinas Santa Tecla, which killed as many as 500 people and at Las Barrioleras 
in which 105 more people died. Economic losses were estimated by the Economic 
Commission for Latin America at USD 1.6 billion, with almost 80% of these losses 
due to the January event. Comprehensive reports on the effects of this event can be 
found in Bommer et al. (2002), NORSAR (2001) and EERI (2001). 
7.4.2.1 Seismological aspects 
The 13 January 2001 (MW=7.7) event had its origin in the subduction zone 
offshore El Salvador, within the subducted Cocos plate, whereas the 
13 February 2001 (MW=6.6) event was associated with the local fault system aligned 
with the Central American volcanic arc (Benito et al., 2004). A causative relationship 
based on stress transfer between the 13 January subduction-type event and 
13 February strike-slip event in the volcanic arc has been suggested (Benito et al., 
2004; Martinez et al., 2004). The epicentre of the 13 January (MW=7.7) event was 
located at 12.868°N and 88.767°W and at a focal depth of ~60 km by the regional 
agency (Central American Seismological Centre, CASC). Table 7-18 summarises the 
source parameters of the 13 January event determined by different agencies. It is 
noted that the depth estimates reported for this event by the various agencies differ 
significantly, with the ISC location placing the event deeper within the Cocos slab 
CHAPTER 7                                                                                                                                                           298 
 
 
and the local agency (Centre for Geotechnical Investigations, CIG) reporting it to be 
shallower than the seismically-coupled plate interface (e.g., Pacheco et al., 1993). 
 
Table 7-18. Source parameters of the 13 January 2001 El Salvador mainshock as determined by the 
United States Geological Survey (USGS/NEIC), Harvard University (HRV), International 
Seismological Centre (ISC), Central American Seismological Centre (CASC) and Centre for 
Geotechnical Investigations (CIG) 
 
Time [UTC] 
Lat 
[° S] 
Lon 
[° E] 
Depth 
[km] Ms mb Mw 
M0 
[N.m] Agency 
17:33:33 13.050 -88.660 60.0 7.8 6.4 7.6 2.9E+20 USGS/NEIC 
17:33:45 12.970 -89.130 56.0+ 7.8 6.4 7.7 4.6E+20 HRV 
17:33:35 13.000 -88.729 82.9 - 6.3 - - ISC 
17:33:34 12.868 -88.767 60.0 - - 7.7 4.5E+20 CASC 
17:33:35 12.920 -88.970 32.1 - - 7.6 3.1E+20 CIG 
+ Centroid depth 
 
The moment magnitude of the mainshock was found to be MW 7.7, according 
to the CMT inversion of Harvard University, which is consistent with the values 
reported by other agencies. The focal mechanism solution for the 13 January 
mainshock reported in the CMT catalogue is (φ1=121°, δ1=35°, λ1=-95°; φ2=307°, 
δ2=56°, λ2=-86°), which indicates that the mechanism was pure normal faulting 
following the style-of-faulting classification scheme of Wells and 
Coppersmith (1994). The preferred focal plane was found to be the sub-vertical plane 
(2 in the CMT solution), as identified by Vallée et al. (2003) and Benito et al. 
(2004). The focal mechanism of this event was remarkably similar to that of the 19 
June 1982 (MW 7.3) intraslab event, located farther north of the 13 January event 
location and slightly deeper (see Figure 7-18). Both events occurred as normal 
faulting inside the Cocos plate on a sub-vertical fault plane and had tension axes sub-
parallel to the dip direction of the descending slab. 
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Figure 7-18. Location of the 13 January 2001 event as reported by various agencies: ISC (black star), 
NEIC (blue star) and CIG (green star). The mainshock relocated by Vallée et al. (2003) and used in 
their kinematic rupture model for the 13 January event is also shown (red star). The locations of the 
largest aftershocks (5.0≤MW≤5.8) that occurred from January to September 2001 and whose records 
are used in this study are denoted by grey small stars. The extent of rupture plane from the Vallée 
et al. (2003) source model is shown as grey dashed line and the inset in the lower corner shows the 
mainshock slip distribution projected onto the surface on which 10-day aftershocks located by the 
CIG are indicated by black circles.   
 
An unusual aspect of the 13 January event was the large number of aftershocks 
occurred within the 9-month period following the mainshock. The local network 
(Centre for Geotechnical Investigations, CIG) recorded more than 5,000 aftershocks, 
26 of which had magnitudes 4.6≤ML≤5.7 and hypocentres located off the coast of 
El Salvador at depths between 20 and 80 km (Benito et al., 2004). Although many of 
the largest aftershocks following the 13 January event also occurred as normal 
faulting within the slab, a few of them occurred at depths shallower than the 
mainshock and had a fault mechanism consistent with reverse faulting on 
shallow-dipping planes, indicating that some of the 2001 seismic activity may have 
also ruptured along the plate interface. The large number of aftershocks appears to be 
 
CHAPTER 7                                                                                                                                                           300 
 
 
a unique feature of this event and not characteristic of intraslab-type events 
(e.g., Astiz et al. 1988). By comparison, the 19 June 1982 (MW=7.3) El Salvador 
earthquake that had a similar mechanism and occurred at similar depth was only 
followed by few aftershocks (Martinez et al., 2004). 
 
The source parameters for the largest aftershocks of the sequence from which 
ground-motion data have made available are summarised in Table 7-19 and their 
locations are shown in Figure 7-18. The locations listed are those selected following 
the criteria described in Section 7.3.2.4 (see Appendix C); the Mw magnitude 
estimates listed are those reported in the CMT Harvard catalogue; the MS and mb 
values correspond to those estimated by ISC, except for those events not included in 
this catalogue for which magnitude estimates from USGS/NEIC are listed instead.  
 
Table 7-19. Source parameters the mainshock and of the largest aftershocks following the 13 January 
2001 event, whose data are used in this study.  
Date Time [UTC] 
Lat 
[° S] 
Lon 
[° E] 
Depth 
[km] 
Ms+ mb+ Mw* Location Ref.† 
2001/01/13 17:33:35 12.91 -88.97 54 7.8 6.4 7.7 Vallée et al. (2003) 
2001/01/14 22:41:31 12.97 -88.66 59 5.2 5.2 5.7 EHB 
2001/01/15 00:22:57 12.99 -88.76 68 4.5 4.9 5.3 NEIC 
2001/01/15 12:20:10 13.07 -88.46 81 5.1 5.1 5.8 Warren et al. (2008) 
2001/01/15 05:09:11 13.22 -88.80 59 4.7 5.0 5.6 EHB 
2001/01/16 10:58:18 13.04 -88.83 57 5.1 5.4 5.6 CIG 
2001/01/16 08:22:10 12.99 -88.55 37 4.6 5.0 5.6 EHB 
2001/01/17 01:40:16 12.98 -88.92 55 4.8 4.9 5.4 EHB 
2001/01/25 10:28:53 12.86 -88.83 54 5.2 5.1 5.5 EHB 
2001/02/17 01:17:33 13.01 -88.89 62 4.8 4.9 5.4 CIG 
2001/02/02 08:10:43 13.05 -88.92 56 5.1 5.1 5.6 EHB 
2001/02/28 18:50:15 13.20 -88.89 78 - 5.3 6.1 EHB 
2001/02/07 10:23:11 13.16 -88.94 68 5.2 5.1 5.8 EHB 
2001/03/16 00:01:20 13.05 -88.74 63 5.8 5.0 5.9 Warren et al. (2008) 
2001/03/29 06:54:30 13.04 -88.94 62 5.1 5.4 5.7 CIG 
2001/04/10 03:16:51 12.97 -88.77 63 4.3 4.9 5.1 EHB 
2001/09/18 14:51:09 13.04 -89.05 34 4.8 4.9 5.5 CIG 
+MS  and mb  magnitude estimates correspond to those determined by ISC. 
*MW magnitude estimates have been obtained from the CMT catalogue. 
†The listed locations are those selected in section 7.3.2.3 on the basis of their depth, fault mechanism and relative position with 
respect of the 13 January fault plane. 
 
The slip distribution from the Vallée et al. (2003) source rupture model is also 
shown in Figure 7-18. This model was derived using teleseismic P and SH 
waveforms recorded by the GEOSCOPE and IRIS networks at teleseismic and 
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regional distances as well as local data from the UCA network. The slip history was 
determined using the mainshock hypocenter location at 12.91°N and 88.97°W and at 
a depth of 54 km and fault plane with strike, dip and rake of 297°, 58° and -93° 
respectively, as determined by Vallée et al. (2003). The slip pattern from this model 
indicates that the rupture propagated mostly up-dip from the main-shock and towards 
the northwest resulting in a 50 km wide by 25 km along-dip zone of large slip 
(>2 m). The maximum slip of 6 m is located up-dip from the hypocenter at a depth of 
37 km, near the plate interface. As seen from the inset plot in Figure 7-18, most of 
the early aftershocks located by the local agency (CIG) appear to cover the 
northwest-southeast lateral extent of the earthquake rupture zone, but they extend 
farther down-dip than the rupture plane. Relatively few aftershocks fall within the 
region of maximum slip (>3 m) suggesting that the regions of the fault plane that 
first slipped experienced little subsequent slip.  
7.4.2.2 Recorded ground motions 
The 13 January 2001 El Salvador event and associated aftershocks were well 
recorded by the three accelerographic networks in El Salvador operated by the CIG 
(Centre for Geotechnical Investigations, 17 contributing stations), UCA (Central 
American University, 10 contributing stations) and GESAL (Salvadorean 
Geothermal Company, 1 contributing station). Recordings were also obtained from 
the INETER network in Nicaragua (Nicaraguan Institute of Territorial Studies, 
10 contributing stations). The locations of the strong-motion stations that recorded 
the 13 January 2001 event and subsequent subduction-zone activity are shown in 
Figure 7-19. The main characteristics of the instrumental recordings from the 
mainshock are presented in Table 7-20, including peak values of acceleration and 
velocity, Arias intensity values (AI), significant duration (interval between 5% and 
95 % of the Arias intensity) as well as different source-to-site distance metrics. 
The values of the closest distance to the fault plane (Rrup) listed in this table have 
been calculated with respect to the Vallée et al. (2003) fault plane geometry. The 
13 January mainshock was recorded at 21 stations located within approximately 
100 km from the fault plane and at 7 more stations within 200 km. The event was 
also recorded by ten stations in Nicaragua, five of which were located at large 
distances (Rrup>300 km) and therefore recorded very small ground-motion 
amplitudes (PGA<10 cm/s2).  
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Figure 7-19. Location of the strong motion stations in El Salvador and Nicaragua that recorded the 13 
January 2001 El Salvador event. The intense aftershock activity following the 13 January event was 
also recorded by the UCA accelerographic network.  
 
The strong motion records from 13 January event were provided by the local 
networks operators and have been individually processed as described in 
section 7.3.2.2. The accelerograms from the mainshock recorded by the CIG and 
UCA networks have also made available to the wider engineering community and 
can be freely obtained from the COSMOS Virtual Data Centre as well as from the 
UCA website (http://www.uca.edu.sv/investigacion/terremoto/indice.htm). 
In addition to the records from the 13 January mainshock, 110 more accelerograms 
from the largest aftershocks (MW>5.0) of the 2001 subduction-zone activity in 
El Salvador were provided by the UCA network in a processed format for the present 
study. The response spectra obtained at the different sites during the 13 January 
mainshock are shown in Figure 7-20 and Figure 7-21. The design code spectra 
computed for the relevant site classes following the 1994 El Salvador seismic code 
are also shown in these figures. 
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Table 7-20 Peak ground acceleration (PGA), peak ground velocity (PGV), Arias intensity (AI) and 
significant duration (D5-95) recorded for the 13 January 2001 event. 
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Table 7-20. (Continued) 
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Figure 7-20. Response spectra obtained at the stations in El Salvador that recorded the 13 January 
2001 event. El Salvador design code spectra for importance category III (standard occupancy 
structures) are shown as a green line.  
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Figure 7-21. Response spectra obtained at the stations in El Salvador and Nicaragua that recorded the 
13 January 2001 event. El Salvador design code spectra for importance category III (standard 
occupancy structures) are shown as a green line, only for the stations in El Salvador.  
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As seen in Table 7-20, an exceptionally large peak horizontal acceleration 
(1105 cm/s2 ) was recorded at La Libertad station (ULLB), which is the closest site to 
the rupture plane (Rrup=62 km). Figure 7-22 shows the acceleration and velocity time 
series recorded at the ULLB station, where a pulse can be observed in the velocity 
time series recorded in the NS direction. Large ground motions were also recorded at 
and Santa Tecla (ST) stations located at distances of Rrup<100 km, where the 
maximum peak horizontal ground accelerations were 864 and 761 cm/s2 respectively. 
In addition, the spatial distribution of the ground motions indicates that the recorded 
amplitudes in the western part of El Salvador were generally larger than those 
obtained in eastern part. For instance, the PGV values obtained at ST, HSRF, ARM 
and ULLB stations located in the western part of the country all exceed 50 cm/s, 
whereas those recorded at HSTR, USPN and SM were smaller. It is worth 
mentioning that the largest PGV values were recorded at the ST and HSRF stations 
in Santa Tecla, which are located a few kilometres from the Las Colinas area where a 
catastrophic debris flow was induced by the event.  
 
The observation that amplitudes in the northwest appear to be generally higher 
than the amplitudes in the southeast is supported by the source model of Vallée et al. 
(2003) for the mainshock, which indicates that the rupture may have propagated up-
dip from the hypocentre and towards the northwest. However, the differences in 
amplitudes could also reflect differences in terms of soil stiffness and depth to 
bedrock. Most of the stations that recorded the mainshock were located on 
pyroclastic deposits such as “tierra blanca” and the older brown-coloured tuffs. 
Exceptions of this are the Presa 15 de Septiembre (QC) and La Libertad (ULLB) 
stations that are located on alluvium, the Cessa Metapan (CM), Cutuco (CU) and the 
Panchimalco (UPAN) station which lay on volcanic rocks. The recordings from the 
UPAN station are probably affected by topographic features since this latter station is 
situated within a N-S trending Valley. There is also indication of topographic 
amplification of seismic waves at San Pedro Nonualco station (USPN), noted as 
being located on a ridge, where relatively high accelerations were recorded. 
 
Moreover, there is also evidence that the recording at ULLB might display 
strong site effects, manifested by significant amplification (SA5% ~5000 cm/s2) at a 
period of about 0.2 sec as observed from the response spectra in Figure 7-20. This is 
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visible from the H/V ratios of Fourier amplitude spectra for the ULLB shown in 
Figure 7-9, calculated using records from multiple events, which indicate a clear 
predominant period of about 0.2 sec. Similarly, the large spectral accelerations 
observed at UARM station at periods are possibly related to the volcanic deposits at 
this station, which are associated with amplification at periods of about 0.7 sec.  
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Figure 7-22. Acceleration and velocity time series recorded at La Libertad (ULLB) station in the N-S 
and E-W directions during the 13 January 2001 earthquake. A 10-sec pulse can be observed in the 
velocity time series recorded in the NS direction, which may be associated with a rupture directivity 
effect of a large asperity. 
 
Figure 7-17 and Figure 7-18 also display the design code spectra following the 
1994 El Salvador seismic code, which was the existing code at the time of the event. 
As seen in this figure, the elastic demand of the ground motion recorded at ULLB, 
SM, ST, UARM, USPN and HSRF largely exceeded that indicated by the 1994 
seismic code; although it would not appear reasonable to increase the code spectra to 
match the exceptionally large levels of spectral acceleration recorded at some of 
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these sites (SA5%.>3000 cm/s2). The ground motions recorded at the remaining 
stations in El Salvador were, however, adequately covered by the spectral ordinates 
specified by the code.  
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8 Applicability of Predictive Models for Subduction 
Environments to Central American Region 
 
8.1 INTRODUCTION 
In this chapter, the applicability of existing regional and global equations for 
the prediction of ground motions from the Central American subduction zone is 
investigated, performing similar analyses to those undertaken in Chapter 6 for the 
Peruvian-Chilean strong-motion database. A total of 514 strong-motion records from 
both interface and intraslab events along the Central America subduction zone are 
used to rank a suite of ground-motion predictive equations for subduction 
environments in a systematic and comprehensive manner using the 
maximum-likelihood approach of Scherbaum et al. (2004). This method assesses the 
goodness-of-fit of a model to a particular dataset on the basis of the summary 
statistics of the distributions of normalised total residuals in addition to the median 
value of a likelihood parameter that captures the effects associated with the fit of the 
mean as well as the shape of the underlying distribution of residuals. A complete 
description of the Scherbaum et al. (2004) method is provided in Section 6.2. In this 
analysis, the influence of the inter- and intra-event variability is also incorporated 
using the approach implemented by Stafford et al. (2008). 
8.2 ANALYSIS OF RECORDED DATA FROM INTERFACE EVENTS 
8.2.1 Selection of predictive models for comparison 
The same global and regional ground motion predictive models for 
interface-type earthquakes used in Chapter 6 were selected as candidate equations for 
the present analysis. The selected predictive equations for interface events include 
the global equations of Atkinson and Boore (2003) and Youngs et al. (1997). It is 
noteworthy that neither of these global models included interface records from 
Central America in the database for regression. In addition to these global models, 
the regional equation of Zhao et al. (2006b) for subduction events in Japan and the 
McVerry et al. (2006) model for events in New Zealand were included for 
comparison. Predictive equations for subduction-type events in Central America 
have been developed by Alfaro et al. (1990), Bommer et al. (1996), Schmidt et al. 
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(1997), and Cepeda et al. (2004). These, except for the latter model that was derived 
for intraslab-type events, do not account for differences between types of subduction 
events. Furthermore, due to the limited number of subduction records used for 
regression (less than 40 records), the Alfaro et al. (1990) and Bommer et al. (1996) 
equations cannot be considered particularly robust or adequately constrained.  
 
Schmidt et al. (1997) developed equations for shallow crustal and subduction 
earthquakes in Costa Rica, using a database of 200 records, 67 of which were 
subduction records. A detailed examination of the subduction database used by 
Schmidt et al. (1997) indicated that nearly 30% of the data classified as being from 
subduction-type events were records associated with events along the Panama-
Costa Rica border as well as some crustal events (as indicated by locations and fault 
mechanisms) and therefore the predictions of this model may be unrepresentative of 
ground motions from the Central American subduction zone. In addition, records 
from the largest interface event recorded in Central America, the 25 March 1995 
(MW 7.3) Costa Rican event, were classified as being shallow crustal in the above 
database and hence not included in the subduction database for regression. Moreover, 
the functional form used in the Schmidt et al. (1997) equations has limitations as it 
does not consider dependence of the ground-motion amplitudes on earthquake source 
depth, which has been found to be an important parameter in more recent subduction 
studies (e.g., Youngs et al., 1997; Atkinson and Boore, 2003). In view of the 
limitations of the Schmidt et al. (1997) equation, hereafter referred to as S1997, it 
will only be used for a qualitative comparison between the recorded interface data 
and predictions. Note that the AB2003 equation estimates the 5% damped 
acceleration (PSA5%) whereas the remaining models estimate the 5% damped 
absolute spectral acceleration (SA5%) and hence for the analyses performed in this 
section it is assumed that PSA5%≈SA5%. The selected predictive equations for 
interface events and their basic characteristics are listed in Table 8-1, analogous to 
Table 6-1, and has been included here for convenience.  
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Table 8-1. Characteristics of the selected ground motion predictive models for interface-type events  
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When making comparisons between ground-motion predictive models, 
differences in the definitions used for the parameters in each equation have to be 
adjusted as they can otherwise result in systematic differences in the median 
predictions from the equations (Bommer et al., 2005). The set of equations shown in 
Table 8-1 are uniform in terms of magnitude definition and distance metric used 
(moment magnitude, MW and rupture distance, Rrup), however, they adopt different 
definitions for the horizontal component of ground motion. For the present analysis, 
differences in terms of horizontal component definitions are made using the 
correlations derived by Beyer and Bommer (2006), adopting the geometric mean of 
the two horizontal components of the ground-motion as the reference definition. In 
order to assess the performance of the models when predicting observed motions 
from the Central American subduction zone, all variables used in the ground-motion 
models listed in Table 8-1 are required. The candidate models listed in this table all 
consider different site classification schemes and therefore, for the purpose of 
computing the various model predictions, site classes have been assigned to the 
recording stations across Central America following the classification schemes used 
in each model. A description of the site conditions assignment for the stations 
included in this database is provided in Section 7.3.2.1. 
 
Figure 8-1 shows the scaling of amplitudes with respect to magnitude and 
distance for the candidate models. This comparison shows attenuation curves at rock 
sites for interface events of magnitudes MW 5.5 and 7.0 and 30-km depth, over a 
range of spectral ordinates. As illustrated in Figure 8-1, the median predictions of the 
Z2006, Mc2006, and Y1997 models tend to be similar for the magnitude-depth 
scenarios shown and for periods less than 0.4 sec. At periods beyond 0.4 sec, both 
the Mc2006 and Y1997 equations predict larger amplitudes for the MW 5.5 event 
than the remaining models. Amongst this set of equations, the AB2003 interface 
model predicts lower amplitudes than the remaining equations, especially for the 
MW 5.5 event. The low amplitudes predicted by the AB2003 model for MW 5.5 event 
may reflect the inadequacy of the form for the magnitude term which, as observed by 
Atkinson and Boore (2003) for their data, could result in strong underprediction at 
small magnitudes. It is interesting to note that, for this particular magnitude range, no 
important differences in terms of attenuation behaviour with distance are observed 
amongst the various models, although it is observed that the AB2003 model tends to 
CHAPTER 8                                                                                                                                                          315 
 
 
have a slower rate of decay, which is more evident at long periods. It can also be 
seen from this figure that the Z2006 model tends to predict larger near-source 
amplitudes for the MW 7.0 compared to the other models. 
 
 
Figure 8-1. Visual comparison of the selected models for magnitudes MW 5.5 and 7.0 with a depth of 
30 km, over a range of spectral ordinates. Since the AB2003 model estimates PSA5% values whereas 
the Y1997, Mc2006 and Z2006 models estimate SA5% values the assumption that PSA≈SA for 5% 
damping is made in these plots. In all cases, the plots shown correspond to rock sites, following the 
site classification schemes used in the various equations. 
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8.2.2 Comparison of recorded data to predictions 
In this section, the behaviour of the total, intra- and inter-event normalised 
model residuals for the predictive equations for subduction environments described 
in the previous section are discussed. The process by which the model residuals are 
determined is to take the interface dataset compiled in Chapter 7 and to calculate the 
predictions of the selected models for interface-type events for all records in this 
dataset. The total, intra- and inter-event normalised model residuals are then 
computed using Eq. 6-2 to Eq. 6-5. Figure 8-2 to Figure 8-4 present the resulting 
normalised total model residuals (ZT) for the various models with respect to distance, 
magnitude and depth, at selected periods. The variation of normalised total residuals 
across the entire range of spectral periods analysed is shown in Figure 8-5, for three 
different magnitude bins.  
 
As evident from Figure 8-2 to Figure 8-4, there is a trend in the distribution of 
the total normalised residuals for the AB2003 interface model with respect to 
magnitude, which indicates increasing positive residuals with decreasing magnitude. 
In particular, this equation shows a very poor fit to the data from interface events of 
magnitude MW≤5.5, with normalised total residuals (ZT) as large as 8 for periods less 
than 1.0 sec, although the performance of the model somewhat improves at longer 
spectral ordinates. These large positive residuals may be due to different reasons 
including the inadequacy of the functional form for the magnitude term used in this 
equation as well as the limited number of records from events of magnitude MW<6.0 
(about 8%) included in the database from which the model was derived. It is worth 
noting that Atkinson and Boore (2003) also reported large positive residuals for 
events of magnitudes MW<6.5 in their database, which they attributed to the linear 
form used for the magnitude term. Although they indicated that a quadratic scaling 
will lead to a better modelling of the amplitudes at small magnitudes, the coefficient 
obtained for the quadratic term was unrealistic and hence a linear scaling of 
magnitudes was chosen for the final regression to ensure the best fit in the magnitude 
range more important to seismic hazard analyses. It is also important to remark that 
the AB2003 model has the lowest standard deviation amongst the candidate models 
and hence its low aleatory variability also has an impact on the relatively larger 
values obtained when making comparisons in terms of normalised model residuals.  
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Figure 8-2. Normalised total model residuals (ZT) between the PGA values recorded during interface-
type events in Central America and the predictions of the selected equations for subduction-zone 
environments, with respect to rupture distance (Rrup), moment magnitude (MW) and depth. Note the 
vertical scale is not the same for all plots.  
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Figure 8-3. Normalised total model residuals (ZT) between the spectral accelerations at 0.2 sec 
recorded during interface-type events in Central America and the predictions of the selected equations 
for subduction-zone environments, with respect to rupture distance (Rrup), moment magnitude (MW) 
and depth. Note the vertical scale is not the same for all plots.  
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Figure 8-4. Normalised total model residuals (ZT) between the spectral accelerations at 2.0 sec 
recorded during interface-type events in Central America and the predictions of the selected equations 
for subduction-zone environments, with respect to rupture distance (Rrup), moment magnitude (MW) 
and depth.  
 
The normalised residuals shown in red in Figure 8-2 to Figure 8-4 correspond 
to the residuals for those events located at depths between 50 and 65 km, just below 
the maximum depth of the seismically coupled interface along the Middle American 
Trench which, as discussed in Section 7.3.2.3, have been classified as interface by 
virtue of their fault mechanism that is consistent with thrust faulting along the 
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interface between plates and position from the trench. An examination of the 
distribution of normalised residuals for the AB2003 model indicates that the data 
from these deeper events are associated to the largest positive residuals, but 
comparison with the normalised residual-magnitude plot shows that the large 
differences may in fact be due to the magnitude scaling of this equation at smaller 
magnitudes, as discussed. Furthermore, the normalised residuals for the remaining 
models do not show any indication of systematic under- or over-prediction of the 
data from these events and therefore it is unlikely that their inclusion will 
dramatically change the overall conclusions regarding the performance of the 
models.  
 
Figure 8-2 to Figure 8-4 also show that the Z2006 interface model produces 
satisfactory predictions for the interface dataset and no clear trend is observed in the 
residual distributions with respect to magnitude and depth, although it appears that 
some of the interface data recorded at distances less than 60 km are overpredicted by 
this equation. This behaviour could be related to the near-source characteristics of 
Z2006 equation which results in larger amplitudes at short distances compared to that 
of the observed data. The normalised residuals for the Mc2006 model exhibit a 
similar behaviour with respect to magnitude and distance for periods less than 
1.0 sec, but in this latter case the residuals are more scattered as a result of the 
standard deviation of this latter model being smaller than the one of the Z2006 
model. For periods beyond 1.0 sec, the Mc2006 model consistently overpredicts the 
data from interface events of MW<6.0 which, as observed in Figure 8-1, may be 
explained by the relatively larger amplitudes predicted by this model at longer 
periods, compared to the other available equations for subduction environments. This 
tendency to overpredict the data for this particular magnitude range at longer periods 
is clearly seen in Figure 8-5, which presents the total normalised residuals across the 
entire range of periods considered.  
 
It is also observed from Figure 8-5 that, except for the Mc2006 equation, most 
of the equations tend to overpredict the data from events of magnitude MW>7.0. 
These spectral accelerations were recorded during the 25 March 1990 (MW7.3) Costa 
Rica event, which is the largest interface event presently recorded in the region under 
study and no data from other interface events of magnitude MW>7.0 are available. 
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The relatively low amplitudes recorded during this event compared to the predictions 
of the existing equations for interface events may reflect an event-specific feature not 
captured by the selected models.  
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Figure 8-5. Normalised total model residuals (ZT) for the selected models across the entire range of 
spectral periods analysed for three different moment magnitude (MW) bins.  Note the vertical scale is 
not the same in all figures.  
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These figures also indicate that, although the Y1997 model tends to 
consistently overpredict the data, the normalised residuals take relatively small 
values (maximum negative residual of ~2.5) compared to the other equations, which 
is likely to be the result of the large variability of this model. Note that the Y1997 
model has a magnitude-dependant standard deviation which becomes very large for 
small-to-moderate magnitude events, varying from 0.41 to 0.37 log10 units for events 
of magnitude MW 5.0 and 6.0 respectively, and hence analyses based on normalised 
residuals may not provide a strong indication of this model’s performance. Similarly, 
the S1997 model which, as discussed previously, was derived using Central America 
data, more specifically from Costa Rica, shows a systematic overprediction of the 
interface data for all periods considered. The mismatch between the observed data 
and the predictions of this model may reflect the limitations of this model’s 
functional form and the database from which it was derived which included few data 
from interface events. 
 
Amongst the selected set of equations, only the AB2003, Mc2006 and Z2006 
models assume that the total variability of the model may be partitioned into the 
inter- and intra-event variance components. Although the formulation of the Y1997 
model partitions the total variability into the intra and inter-event parts, only the total 
variability is reported in the publication and thus this model is not used for the 
present comparison. The inter-event residuals with respect to magnitude and depth, 
between these three equations and the PGA values and spectral accelerations at 2.0 
sec are presented in Figure 8-6 and the variation over the entire range of periods 
considered is shown in Figure 8-7. 
 
These figures show that while the inter-event residuals for the Z2006 and 
Mc2006 models are generally balanced for periods less than 1.0 sec and for all 
magnitude values and do not show any particular trend, the inter-event residuals for 
AB2003 model are systematically biased towards large positive residual values for a 
MW<6.0 event, in particular for periods less than 2.0 sec. It is noted, however, that 
both the Z2006 and Mc2006 models show predominantly negative inter-event 
residuals for periods longer than 1.0 sec for MW<6.0 events.  
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Figure 8-6. Normalised inter-event residuals (ZE) for PGA and spectral accelerations at 2.0 sec for the 
Atkinson and Boore (2003), McVerry et al. (2006) and Zhao et al. (2006) interface models with 
respect to moment magnitude (MW) and depth. Note the vertical scale is not the same in all figures.  
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Comparison of Figure 8-2 to Figure 8-5 with Figure 8-6 and Figure 8-7 
indicates similarities between the patterns followed by the total normalised residuals 
and the inter-event residuals with respect to magnitude, depth and spectral periods. 
This may suggest the differences between the observed values and the predictions of 
these equations are predominantly controlled by the modelling of the source 
characteristics (i.e., scaling of amplitudes with magnitude). 
 
0.01 0.1 1
-4
0
4
8
T [sec]
Z E
AB2003
5.0_<MW<6.0
0.01 0.1 1
-4
0
4
T [sec]
Z E
Mc2006
5.0 _<MW<6.0
0.01 0.1 1
-4
0
4
T [sec]
Z E
Z2006
5.0_<MW<6.0
0.01 0.1 1
-4
0
4
T [sec]
Z E
AB2003
6.0_<MW<7.0
0.01 0.1 1
-4
0
4
T [sec]
Z E
AB2003
7.0_<MW<8.0
0.01 0.1 1
-4
0
4
T [sec]
Z E
Mc2006
6.0_<MW<7.0
0.01 0.1 1
-4
0
4
T [sec]
Z E
Mc2006
7.0_<MW<8.0
0.01 0.1 1
-4
0
4
T [sec]
Z E
Z2006
6.0 _<MW<7.0
0.01 0.1 1
-4
0
4
T [sec]
Z E
Z2006
7.0_<MW<8.0
 
Figure 8-7. Normalised inter-event residuals (ZE) for the selected models across the entire range of 
spectral periods analysed for three different moment magnitude (MW) bins.  Note the vertical scale is 
not the same in all figures.  
 
Figure 8-8 shows the intra-event residuals for the AB2003, Mc2006 and Z2006 
models with respect to rupture distance and magnitude for PGA and spectral 
accelerations at 2.0 sec. The variation of the intra-event residuals across the periods 
considered is presented in Figure 8-9, for three magnitude bins. As seen from Figure 
8-8, the intra-event residuals for these models are generally unbiased and show no 
clear dependence on distance.  
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Figure 8-8. Normalised intra-event residuals (ZA) for PGA and spectral accelerations at 2.0 sec for the 
Atkinson and Boore (2003), McVerry et al. (2006) and Zhao et al. (2006) interface models with 
respect to moment magnitude (MW) and rupture distance (Rup). 
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Figure 8-9. Normalised intra-event residuals (ZA) for the selected models across the entire range of 
spectral periods analysed for three different moment magnitude (MW) bins.   
 
Similarly, intra-event residuals for the Mc2006 and Z2006 models do not show 
apparent dependence on magnitude. Except for the Mc2006 model that is biased 
towards large positive intra-event residuals values at periods beyond 1.0 sec, the 
intra-event residuals for these two equations are, in general, balanced for events of 
similar magnitude across most of the spectral periods, as seen in Figure 8-9. 
Conversely, the intra-event residuals for the AB2003 model for events of MW <6.0 
exhibit a similar pattern of underprediction as that observed for the inter-event 
residual, but underprediction is low at periods beyond 1.0 sec. The intra-event 
residuals for the different site classes modelled by each of these three equations, over 
the range of periods considered are presented in Figure 8-10. In this figure, the 
intra-event residuals highlighted in orange correspond to the residuals computed for 
the AB2003 model using only MW<6.0 data, which generally take large positive 
values regardless of the site class. Expect for the data from this magnitude range, the 
intra-event residuals for the AB2003 model indicate that the amplitudes recorded at 
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the NEHRP B and D sites are generally well predicted. The intra-event residuals for 
the Z2006 model do not show evidence of consistent under or over-prediction for any 
of the site classes at particular periods, which suggests that the amplitudes observed 
at the various sites are satisfactorily modelled by the site terms of this equation. 
Although no clear pattern of under- or overprediction at any particular site class is 
evident from the Mc2006 intra-event residuals, there is some indication that the 
intra-event residuals for NZ Class A/B tend to be more broadly distributed, possibly 
due to this equation modelling rock and soft rock (NZ A/B) with a single site term. 
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Figure 8-10. Normalised intra-event residuals (ZA) for the selected models by site classes following 
the various site classifications adopted in each model, across the entire range of spectral periods 
analysed. Values for the AB2003 model highlighted in orange correspond to data from MW<6.0 
events. 
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8.2.3 Quantitative assessment and ranking of predictive models 
The analysis carried out thus far indicates a relatively good level of agreement 
between the recorded interface data and the predictions of the Z2006 and Mc2006 
models. Conversely, the AB2003 model has been observed to provide a poor fit to 
the data from small-to-moderate size interface events along the Middle American 
Trench, with the low level of agreement being mainly driven by differences in the 
scaling of the amplitudes with magnitude. In the following analyses, a more 
quantitative assessment and ranking of the candidate equations is performed on the 
basis of the distributions of the total (ZT), inter-event (ZE) and intra-event (ZA) 
normalised model residuals and the associated likelihood parameters (LH, LHE, 
LHA) obtained by comparing the candidate models to the interface dataset, as 
described in Section 6.2.  
8.2.3.1 Performance of candidate equations based on the distributions of the 
normalised total model residuals and likelihood values 
Figure 8-11 to Figure 8-13 show the distributions of both the normalised total 
residuals (ZT) and the likelihood values (LH) obtained from the interface dataset 
through the application of Eq. 6-1 and Eq. 6-2 with the predictive models for 
interface events, at selected periods. In these figures, the plots presented for the 
AB2003 model correspond to the histograms and normal distribution fitted to the 
normalised model residuals using the entire interface dataset (AB2003_all data) and 
for two subsets of data, one from events with magnitude MW<6.0 
(AB2003_ MW<6.0) and another from events MW≥6.0 (AB2003_ MW≥6.0) in order 
to investigate whether the model shows a satisfactory performance for the magnitude 
range well represented in the database from which it was derived.  
 
As observed in these figures, the histograms of the normalised total model 
residuals (ZT) resulting from comparing the AB2003 model predictions with the 
entire interface database (referred to as “AB2003_all data” in the plots) indicate a 
bimodal distribution with two central values, one at about 0 and another at 4. 
Note that, if a normal distribution is fitted to the normalised model residuals without 
previous examination of the histograms, the variability of the data being modelled 
would appear considerably larger compared to the standard deviation of the 
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predictive model. Also observe that the histograms and normal distribution fitted to 
normalised residuals for AB2003 model, calculated for the subset of data from 
MW≥6.0 events (referred to as AB2003_MW≥6.0 in Figure 8-11 to Figure 8-13), 
indicate that the model reasonably matches the data in terms of mean and sample 
variance, across most of the periods studied. When applied to lower magnitudes, 
however, the AB2003 model is largely biased, with mean values of normalised 
residuals as large as 4.0, although the model seems to reasonably capture the 
variance of the sample data. Note that in this latter case, the distribution of likelihood 
values in Figure 8-11 to Figure 8-13 shows a large number of very low LH values, 
which is another indication of the low predictive capability of the model for this 
particular subset of data. 
 
The distributions of normalised total residuals (ZT) and likelihood values (LH) 
for the Z2006 and Mc2006 models for interface events indicate that these models 
have a slight tendency to overpredict the Central American data at most spectral 
ordinates, although the latter model largely overpredicts the data at 2.0 sec. 
The standard deviations of the normalised total residuals and likelihood values for 
these two predictive models also suggest they perform well for periods less than 
1 sec, with the data variance being slightly smaller than the variance of the Z2006 
equation. For the Y1997 model, the distributions of normalised total residuals (ZT) 
show that this model tends to consistently overpredict the interface dataset and that 
the standard deviation of the model is considerably larger than the variability of the 
Central American data being modelled. 
 
Table 8-2 presents the results obtained for the various models in terms of the 
goodness-of-fit measures, including: the MEAN [ZT], median MED [ZT] and 
standard deviation STD [ZT] of the normalised total model residuals and the median 
value MED [LH] of the likelihood parameter. Note that the goodness-of-fit measures 
calculated for the normalised total residuals and likelihood values using the entire 
interface in addition to the ones obtained for each of the subsets of interface data 
discussed above are also listed in this table. The overall ranking for each predictive 
model following the scoring system of Scherbaum et al. (2004) is also presented in 
the upper part of Table 8-2.  
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Figure 8-11. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (PGA and 0.1 sec). The various plots for the Atkinson 
and Boore model correspond to the distributions for this model using the entire interface dataset 
[AB2003_all data], the subset of MW<6.0 data [AB2003_ MW<6.0 data] and the subset of MW≥6.0 
data [AB2003_ MW≥6.0] data] (see text for further explanation). The distributions for the Zhao 
et al. (2006) [Z2006], McVerry et al. (2006) [2006], Youngs et al. (1997) [Y1997] are also shown. 
The plots of the normalised model residuals also include the standard normal distribution (grey line) 
and the normal distribution fitted to the residuals (black line).  
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Figure 8-12. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (0.2 and 0.4 sec). The various plots for the Atkinson and 
Boore model correspond to the distributions for this model using the entire interface dataset 
[AB2003_all data], the subset of MW<6.0 data [AB2003_ MW<6.0 data] and the subset of MW≥6.0 
data [AB2003_ MW≥6.0] data] (see text for further explanation). The distributions for the Zhao 
et al. (2006) [Z2006], McVerry et al. (2006) [2006], Youngs et al. (1997) [Y1997] are also shown. 
The plots of the normalised model residuals also include the standard normal distribution (grey line) 
and the normal distribution fitted to the residuals (black line).  
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Figure 8-13. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (1.0 and 2.0 sec). The various plots for the Atkinson and 
Boore model correspond to the distributions for this model using the entire interface dataset 
[AB2003_all data], the subset of MW<6.0 data [AB2003_ MW<6.0 data] and the subset of MW≥6.0 
data [AB2003_ MW≥6.0] data] (see text for further explanation). The distributions for the Zhao 
et al. (2006) [Z2006], McVerry et al. (2006) [2006], Youngs et al. (1997) [Y1997] are also shown. 
The plots of the normalised model residuals also include the standard normal distribution (grey line) 
and the normal distribution fitted to the residuals (black line).  
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The Scherbaum (2004) scoring system defines four categories: for a model to 
be ranked as class A, the highest capability, requires a MED [LH] value of at least 
0.4 and the absolute value of both MEAN [ZT]  and MEAN [ZT]  and their standard 
deviations to be smaller than 0.25, and the STD [ZT] value is required to be smaller 
than 1.125; for a model to be ranked as class B, the intermediate capability, requires 
a MED [LH] value of at least 0.3 and the absolute value of MEAN [ZT]  and MEAN 
[ZT] and their standard deviations to be smaller than 0.5 and the STD [ZT] value to be 
smaller than 1.25; for a model to be ranked as class C, the lowest accepted capability, 
requires the MED [LH] value to be at least 0.2, the MEAN [ZT] and MED [ZT] 
values to be smaller than 0.75 and STD [ZT] to be smaller than 1.5. Predictive 
models that do not meet these criteria are ranked as class D, which denotes that it is 
of unacceptable capability. 
 
The results in Table 8-2 indicate that Z2006 model is ranked as class B, except 
for two instances of A classifications at 0.1 and 1.0 sec. The only characteristic that 
prevents this model from being ranked as class A for all periods is its small bias, 
which can be clearly observed from central tendency measures of the normalised 
residuals (MEAN [ZT] and MED [ZT]) which generally take negative values. 
The Mc2006 is also ranked as class B at all periods except for 2.0 sec where the 
model is ranked as class C because of its large bias. Similarly, the Y1997 is ranked 
as B and C for most periods because of its tendency to consistently overpredict the 
data. Also note that the standard deviation of the normalised residuals for the Y1997 
model suggests that the variability of this model is far larger than the variance of the 
interface dataset. On the basis of the goodness-of-fit measures obtained for the 
AB2003 model using the entire interface dataset this model is classified as class D 
for most periods, except for two instances of B classifications at 2.0 and 3.0 sec. 
This model fails to capture both the central tendency measures and variability of the 
observed data. The median values of the likelihood parameter across most periods 
are very close to zero, also indicating the low predictive capability of this model with 
respect to the entire interface data from Central America.  
 
 
 
 
CHAPTER 8                                                                                                                                                          334 
 
 
Table 8-2. Summary of the statistics and ranking of the selected predictive models considering the 
normalised total model residuals (ZT) and likelihood values (LH), following the Scherbaum et al. 
(2004) scoring system. 
The following abbreviations are used: MEAN[ZT]=mean normalised total model residuals, MED[ZT]=median normalised total 
model residual, STD[ZT]=standard deviation of the normalised total model residuals, MED[LH]=median likelihood parameter. 
The upper part of the table gives the overall ranking of the performance of each equation using the Scherbaum et al. (2004) 
scoring system: Rank A (high capability): MEAN[ZT]<0.25, MED[ZT]<0.25, STD[ZT]<1.125 and MED[LH]≥0.4; Rank B 
(intermediate capability): MEAN[ZT]<0.50, MED[ZT]<0.50, STD[ZT]<1.250 and MED[LH]≥0.3; Rank C (low capability): 
MEAN[ZT]<0.75, MED[ZT]<0.75, STD[ZT]<1.50 and MEDLH≥0.2; Rank D (unacceptable capability): all other combinations 
of parameters. 
 
When the performance of the AB2003 model is assessed based on the 
normalised residuals resulting from the MW<6.0 subset of interface data, a similar 
pattern in the values of the central tendency measures is observed associated with 
INTERFACE MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%  
0.20 s 
SA5%  
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
SA5%  
3.00 s 
AB2003_all data D D D D D D B B 
AB2003_MW<6.0 D D D D D D C C 
AB2003_MW≥6.0 B B B B C B B A 
Z2006 B B A B B A B B 
Mc2006 A - B B B B C B 
Scherbaum et al. 
(2004) 
classification 
Y1997 C  B B B B B A 
MEAN [ZT] 1.825 1.591 2.006 2.053 1.968 1.214 0.472 0.452 
MED [ZT] 1.647 1.579 2.173 1.898 1.961 1.012 0.366 0.379 
STD [ZT] 2.154 1.936 2.106 2.161 1.889 1.269 1.183 0.955 
Atkinson & Boore 
(2003)_all data 
MED [LH] 0.082 0.093 0.026 0.165 0.031 0.286 0.393 0.503 
MEAN [ZT] 3.687 3.222 3.883 3.957 3.475 2.166 1.275 1.012 
MED [ZT] 3.575 3.191 3.765 3.947 3.314 2.142 1.090 0.844 
STD [ZT] 1.384 1.230 1.105 1.366 1.369 1.004 1.024 0.900 
Atkinson & Boore 
(2003)_(MW<6.0) 
MED [LH] 0.0004 0.001 0.0002 0.0001 0.0003 0.033 0.276 0.361 
MEAN [ZT] 0.185 0.150 0.360 0.384 0.643 0.348 -0.262 -0.059 
MED [ZT] -0.072 0.039 0.183 0.296 0.503 0.356 -0.300 -0.155 
STD [ZT] 1.203 1.190 1.264 1.136 1.196 0.794 0.796 0.691 
Atkinson & Boore 
(2003)_(MW≥6.0) 
MED [LH] 0.546 0.574 0.507 0.482 0.480 0.598 0.623 0.609 
MEAN [ZT] -0.271 -0.227 -0.179 -0.192 -0.194 -0.086 -0.413 -0.450 
MED [ZT] -0.416 -0.349 -0.200 -0.315 -0.262 -0.117 -0.383 -0.437 
STD [ZT] 0.819 0.807 0.800 0.808 0.875 0.873 0.814 0.792 
Zhao et al. (2006) 
MED [LH] 0.547 0.581 0.548 0.534 0.509 0.560 0.539 0.571 
MEAN [ZT] -0.068 - 0.223 -0.051 -0.320 -0.191 -1.010 -0.534 
MED [ZT] -0.194 - 0.233 -0.223 -0.454 -0.183 -1.024 -0.564 
STD [ZT] 1.079 - 1.131 1.151 1.201 1.182 1.056 0.997 
McVerry et al. 
(2006) 
MED [LH] 0.467 - 0.484 0.424 0.333 0.390 0.276 0.448 
MEAN [ZT] -0.732 - -0.703 -0.605 -0.444 -0.509 -0.277 0.002 
MED [ZT] -0.762 - -0.656 -0.712 -0.531 -0.471 -0.371 -0.136 
STD [ZT] 0.688 - 0.799 0.802 0.833 0.813 0.759 0.635 
Youngs et al. 
(1997) 
MED [LH] 0.407 - 0.465 0.434 0.504 0.476 0.531 0.651 
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large underprediction, but in this case the model provides a reasonable match to the 
data in terms of the variance. For the subset of interface data of magnitudes MW≥6.0, 
the results in Table 8-2 suggest that the AB2003 model has an intermediate 
predictive capability (rank B) for most periods, except for 0.4 sec where the models 
is ranked as class C. For all considered periods, the central tendency measures of the 
normalised residuals show underprediction but variance of this subset of data is 
reasonably captured by this model.   
8.2.3.2 Performance of candidate equations based on the inter- and intra-event 
normalised model residuals and associated likelihood values 
Figure 8-14 to Figure 8-16 present the distributions of the normalised 
intra-event model residuals (ZA) and their associated likelihood values (LHA), for the 
AB2003, Z2006 and Mc2006 models. As would be expected, the distributions of the 
intra-event residuals (ZA) from the selected models (denoted by the black line) and 
the standard normal distribution (denoted by the grey line) show a better level of 
agreement than in the case of the total normalised residual distributions. 
This improvement with respect to the total residuals is particularly significant for the 
AB2003 model which showed a very poor fit to the entire interface dataset. 
The improved quality of the fit between the AB2003 model predictions and the 
Central American data results from the fact that the consistent underprediction 
related to the magnitude scaling form of this equation is mainly shifted into the 
inter-event residuals.  As seen from these plots, except for 2.0 sec where the mean 
intra-event residual for the Mc2006 takes a value of about -0.5, the mean intra-event 
residuals for both Z2006, Mc2006 equations tend to be close to zero across most 
spectral periods. This is also the case for the intra-events residuals resulting from 
comparing the predictions of the AB2003 model to the subset of data from events 
with MW≥6.0, which are generally unbiased.  
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Figure 8-14. Distributions of the normalised intra-event model residuals (ZA) and associated 
likelihood values (LHA) for the candidate models at two response periods (PGA and 0.1 sec). The 
various plots for the Atkinson and Boore model correspond to the distributions for this model using 
the entire interface dataset [AB2003_all data], the subset of MW<6.0 data [AB2003_ MW<6.0 data] 
and the subset of MW≥6.0 data [AB2003_ MW≥6.0] data] (see text for further explanation). The 
distributions for the Zhao et al. (2006) [Z2006], McVerry et al. (2006) [2006], Youngs et al. (1997) 
[Y1997] are also shown. The plots of the normalised model residuals also include the standard normal 
distribution (grey line) and the normal distribution fitted to the residuals (black line).  
 
Figure 8-17 presents the values of the different goodness-of-fit measures for 
the intra-event and inter-event normalised residuals, including the mean, median and 
standard deviation of the residuals as well as the median value of the likelihood 
parameter. The results from the analysis of inter-event residuals indicate that the 
quality of the predictions of the various models varies across the range of periods 
considered. For instance the Mc2003 model performs reasonably well at periods less 
than 1.0, beyond which the model largely overpredicts the data. It is also observed 
that, except for an instance at 0.04 sec, the mean inter-event residuals for the Z2006 
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are negative at most periods, indicating overprediction.  
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Figure 8-15. Distributions of the normalised intra-event model residuals (ZA) and associated 
likelihood values (LHA) for the candidate models at two response periods (0.2 and 0.4 sec). The 
various plots for the Atkinson and Boore model correspond to the distributions for this model using 
the entire interface dataset [AB2003_all data], the subset of MW<6.0 data [AB2003_ MW<6.0 data] 
and the subset of MW≥6.0 data [AB2003_ MW≥6.0] data] (see text for further explanation). The 
distributions for the Zhao et al. (2006) [Z2006], McVerry et al. (2006) [2006], Youngs et al. (1997) 
[Y1997] are also shown. The plots of the normalised model residuals also include the standard normal 
distribution (grey line) and the normal distribution fitted to the residuals (black line).  
 
The mean inter-event residuals between the AB2003 model and the subset of 
MW≥6.0 data all take positive values over the entire range of periods. When data 
from MW<6.0 events are included, the mean values of the inter-event residuals 
dramatically shift towards large positive values (~2.5). The standard deviation of the 
inter-event residuals for the AB2003 model calculated using the entire interface 
dataset (AB2003_all data) becomes large at periods less than 1.0 sec, resulting from 
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the bimodal behaviour of the distribution of residuals. For this latter case the median 
values of the likelihood parameter are very low (<0.20), also indicating a low quality 
of fit. For the remaining equations standard deviations are all close to 1.0, indicating 
that the sample data variance is well represented by the standard deviation of the 
various models. It is noted however that the variability of the Z2006 model is larger 
than that of the data being modelled.  
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Figure 8-16. Distributions of the normalised intra-event model residuals (ZA) and associated 
likelihood values (LHA) for the candidate models at two response periods (1.0 and 2.0 sec). The 
various plots for the Atkinson and Boore model correspond to the distributions for this model using 
the entire interface dataset [AB2003_all data], the subset of MW<6.0 data [AB2003_ MW<6.0 data] 
and the subset of MW≥6.0 data [AB2003_ MW≥6.0] data] (see text for further explanation). The 
distributions for the Zhao et al. (2006) [Z2006], McVerry et al. (2006) [2006], Youngs et al. (1997) 
[Y1997] are also shown. The plots of the normalised model residuals also include the standard normal 
distribution (grey line) and the normal distribution fitted to the residuals (black line).  
 
CHAPTER 8                                                                                                                                                          339 
 
 
0.01 0.1 1
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
T [sec]
M
EA
N
[Z E
]
AB2003_all data AB2003_M _>6.0 Z2006 Mc2006
0.01 0.1 1
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
T [sec]
M
ED
[Z E
]
0.01 0.1 1
0.5
1.0
1.5
2.0
2.5
3.0
T [sec]
ST
D
[Z E
]
0.01 0.1 1
0.0
0.2
0.4
0.6
0.8
1.0
T [sec]
M
ED
[LH
IN
TE
R
]
0.01 0.1 1
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
T [sec]
M
EA
N
[Z A
]
AB2003_all data AB2003_M _>6.0 Z2006 Mc2006
0.01 0.1 1
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
T [sec]
M
ED
[Z A
]
0.01 0.1 1
0.5
1.0
1.5
2.0
2.5
3.0
T [sec]
ST
D
[Z A
]
0.01 0.1 1
0.0
0.2
0.4
0.6
0.8
1.0
T [sec]
M
ED
[LH
IN
TR
A]
 
Figure 8-17. Goodness-of-fit measures for the analyses using the inter-event normalised residuals, 
including MEAN[ZE], MED[ZE], STD[ZE], MED[LHE] (upper plots) and using the intra-event 
normalised residuals MEAN[ZA], MED[ZA], STD[ZA], MED[LHA] (lower plots). 
 
Table 8-3 and Table 8-4 show the results obtained in terms of the 
goodness-of-fit measures calculated for the intra-event (ZA) and inter-event (ZE) 
normalised model residuals. In terms of the ZA values, the Z2006 model performs 
best and is ranked as class A across the range of periods, closely followed by the 
Mc2006 model which is ranked as class A and B. When considering the 
goodness-of-fit measures calculated from the intra-event residuals for the AB2003 
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model using the MW≥6.0 interface data, this model is ranked as class A across most 
periods, except for an instance at 0.4 sec where the model is ranked class B. When 
considering the results for entire interface dataset, the AB2003 model is ranked as 
class A and B at periods beyond 0.4 sec and as class B and C at shorter periods. 
In this latter case the AB2003 model is ranked as class D at periods up to 1.0 sec, on 
the basis of the inter-event residuals. For the MW≥6.0 data condition, summary 
statistics for the inter-event residuals indicate that this model performs better and is 
ranked as class A at 2.0 and 3.0 sec and as class B for other spectral periods. 
Overall, the Z2006 performs the best on the basis of both inter-event and intra-event 
residual distributions and associated likelihood values. 
 
Table 8-3. Summary of the statistics and ranking of the selected predictive models considering the 
normalised intra-event residuals (ZA) and associated likelihood values (LHA), following the 
Scherbaum et al. (2004) scoring system. 
The following abbreviations are used: MEAN[ZA]=mean normalised intra-event model residuals, MED[ZA]=median normalised 
intra-event model residual, STD[ZA]=standard deviation of the normalised intra-event model residuals, MED[LHA]=associate d 
median likelihood parameter. The upper part of the table gives the overall ranking of the performance of each equation using 
the Scherbaum et al. (2004) scoring system: Rank A (high capability): MEAN[ZA]<0.25, MED[ZA]<0.25, STD[ZA]<1.125 and 
MED[LHA]≥0.4; Rank B (intermediate capability): MEAN[ZA]<0.50, MED[ZA]<0.50, STD[ZA]<1.25 and MED[LHA]≥0.3; 
Rank C (low capability): MEAN[ZA]<0.75, MED[ZA]<0.75, STD[ZA]<1.50 and MED[LHA]≥0.2; Rank D (unacceptable 
capability): all other combinations of parameters. 
INTERFACE MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%  
0.20 s 
SA5%  
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
SA5%  
3.00 s 
AB2003 (all data) C B C C C B A A 
AB2003 (MW≥6.0) A A A A B A A A 
Z2006 A A A A A A A A 
Scherbaum et al. 
(2004) 
classification 
Mc2006 A - A B B A B B 
MEAN [ZA] 0.653 0.479 0.956 0.757 0.630 0.352 0.167 0.156 
MED [ZA] 0.574 0.271 0.804 0.564 0.550 0.397 0.159 0.201 
STD [ZA] 1.297 1.168 1.335 1.267 1.270 0.895 0.839 0.735 
Atkinson & 
Boore (2003)_all 
data 
MED [LHA] 0.400 0.420 0.299 0.402 0.402 0.508 0.563 0.619 
MEAN [ZA] 0.080 0.048 0.170 0.150 0.202 0.113 -0.044 -0.014 
MED [ZA] 0.053 0.046 -0.022 0.062 0.211 0.073 -0.057 -0.126 
STD [ZA] 1.077 1.023 1.043 0.900 1.128 0.869 0.770 0.697 
Atkinson & 
Boore 
(2003)_(MW≥6.0) 
MED [LHA] 0.476 0.473 0.571 0.585 0.477 0.573 0.677 0.620 
MEAN [ZA] -0.077 -0.066 -0.053 -0.059 -0.053 -0.014 -0.107 -0.135 
MED [ZA] -0.060 -0.077 -0.141 -0.077 -0.128 0.037 -0.014 -0.094 
STD [ZA] 0.800 0.778 0.742 0.787 0.858 0.839 0.803 0.767 
Zhao et al. (2006) 
MED [LHA] 0.569 0.591 0.593 0.591 0.555 0.538 0.562 0.656 
MEAN [ZA] -0.030 - 0.078 -0.022 -0.082 -0.077 -0.554 -0.265 
MED [ZA] -0.012 - -0.020 -0.034 -0.154 -0.139 -0.579 -0.252 
STD [ZA] 1.071 - 1.007 1.244 1.136 1.013 0.870 0.830 
McVerry et al. 
(2006) 
MED [LHA] 0.457 - 0.547 0.379 0.402 0.494 0.487 0.561 
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Table 8-4. Summary of the statistics and ranking of the selected predictive models considering the 
normalised inter-event model residuals (ZE) and associated likelihood values (LHE), following the 
Scherbaum et al. (2004) scoring system. 
The following abbreviations are used: MEAN[ZE]=mean normalised inter-event model residuals, MED[ZE]=median normalised 
inter-event model residual, STD[ZE]=standard deviation of the normalised inter-event model residuals, MED[LHE]=associated 
median likelihood parameter. The upper part of the table gives the overall ranking of the performance of each equation using 
the Scherbaum et al. (2004) scoring system: Rank A (high capability): MEAN[ZE]<0.25, MED[ZE]<0.25, STD[ZE]<1.125 and 
MED[LHE]≥0.4; Rank B (intermediate capability): MEAN[ZE]<0.50, MED[ZE]<0.50, STD[ZE]<1.25 and MED[LHE]≥0.3; 
Rank C (low capability): MEAN[ZE]<0.75, MED[ZE]<0.75, STD[ZE]<1.50 and MED[LHE]≥0.2; Rank D (unacceptable 
capability): all other combinations of parameters. 
 
 
 
 
 
 
 
INTERFACE MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%  
0.20 s 
SA5%  
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
SA5%  
3.00 s 
AB2003 (all data) D D D D D D C B 
AB2003 (MW≥6.0) B B B B B B A A 
Z2006 B B B B A A B B 
Scherbaum et al. 
(2004) 
classification 
Mc2006 B - A B B A C B 
MEAN [ZE] 2.220 1.877 2.374 2.445 2.349 1.483 0.630 0.579 
MED [ZE] 1.742 1.529 1.580 1.747 1.584 1.387 0.519 0.395 
STD [ZE] 2.726 2.361 2.815 2.771 2.271 1.418 1.229 0.987 
Atkinson & 
Boore (2003)_all 
data 
MED [LHE] 0.081 0.126 0.114 0.081 0.113 0.165 0.458 0.483 
MEAN [ZE] 0.221 0.130 0.387 0.451 0.725 0.454 -0.207 -0.029 
MED [ZE] -0.157 -0.047 0.224 0.440 0.606 0.260 -0.200 -0.038 
STD [ZE] 1.148 1.205 1.241 1.145 1.013 0.564 0.664 0.511 
Atkinson & 
Boore 
(2003)_(MW≥6.0) 
MED [LHE] 0.395 0.283 0.455 0.430 0.492 0.770 0.667 0.768 
MEAN [ZE] -0.339 0.309 -0.260 -0.244 -0.214 -0.063 -0.432 -0.493 
MED [ZE] -0.462 0.434 -0.266 -0.301 -0.153 0.024 -0.264 -0.458 
STD [ZE] 0.720 0.742 0.743 0.669 0.701 0.732 0.686 0.706 
Zhao et al. (2006) 
MED [LHE] 0.487 0.583 0.590 0.593 0.599 0.696 0.742 0.605 
MEAN [ZE] -0.128 - 0.205 -0.132 -0.333 -0.227 -0.958 -0.546 
MED [ZE] -0.317 - 0.119 -0.289 -0.298 -0.020 -0.849 -0.455 
STD [ZE] 0.884 - 0.924 1.083 0.945 0.949 0.844 0.794 
McVerry et al. 
(2006) 
MED [LHE] 0.546 - 0.453 0.459 0.477 0.625 0.396 0.614 
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8.3 ANALYSIS OF RECORDED DATA FROM INTRASLAB EVENTS 
8.3.1 Selection of predictive models for comparison 
The intraslab versions of the global and regional models ranked in the previous 
section are also used in this analysis. Note that Atkinson and Boore (2003) include 
18 records from Central America in their intraslab database for regression, 
specifically from the 13 January 2001 (MW 7.7) event, and therefore a good level of 
agreement between the predictions of this model and the data from this event 
included in this dataset is expected. In addition to the global intraslab models of 
Youngs et al., (1997) [Y1997] and Atkinson and Boore (2003) [AB2003], the 
regional models of McVerry et al., (2006) [Mc2006], Zhao et al., (2006b) [Z2006], 
and Garcia et al., (2005) [G2005] are also used for this analysis.  
 
Amongst the existing subduction models for Central America, only the 
Cepeda et al. (2004) equation was specifically developed for intraslab-type events. 
The Cepeda et al. (2004) equation is in fact an adjustment of the AB2003 intraslab 
model, in particular of the magnitude scaling term, and was derived using 
254 records of subduction activity recorded in El Salvador during 2001. The intraslab 
model of Atkinson and Boore (2003) adjusted with the coefficients for the linear 
magnitude term derived by Cepeda et al. (2004) (hereafter referred to as C2004) will 
also be used for the present analysis The selected predictive equations for intraslab 
events and their basic characteristics are listed in Table 8-5, which is similar to Table 
6-5 and has been included here for convenience. The scaling of the selected models 
with respect to magnitude and distance is shown in Figure 8-18. It is noted that the 
AB2003, G2005 and C2004 equations estimate the 5% damped pseudo-spectral 
acceleration (PSA5%) whereas the remaining selected models for intraslab events 
estimate the 5% damped absolute spectral acceleration (SA5%) and hence for the 
analyses performed in this section it is assumed that PSA5%≈SA5%. This figure shows 
the attenuation curves predicted at rock sites for events of magnitudes 5.5 and 6.5 
and at a depth of 75 km, which are the magnitude-depth ranges considered to be 
representative of the intraslab events included in the Central American dataset. For 
the C2004 model only attenuation curves for PGA and pseudo-spectral accelerations 
at 1.0 sec are shown since no coefficients are available at other spectral ordinates.  
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Table 8-5. Characteristics of the selected ground motion predictive models for intraslab-type events  
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Figure 8-18. Visual comparison of the selected models for magnitudes MW 5.5 and 6.5 with a depth of 
75 km, over a range of spectral ordinates. Since the AB2003, G2005 and C2004 models estimate 
PSA5% values whereas the Y1997, Mc2006 and Z2006 models estimate the SA5%, the assumption that 
PSA≈SA
 
for 5% damping is made in these plots. In all cases, the plots shown correspond to rock sites, 
following the site classification schemes used in the various equations. 
 
Figure 8-18 shows that for the magnitude range considered, the amplitudes 
predicted by the Mc2006 and Y1997 models are generally larger than those predicted 
by the other candidate models. Conversely, the ground motion amplitudes predicted 
by the AB2003 intraslab model for the MW<6.5 events are consistently smaller 
compared to the other model predictions. This tendency to predict lower amplitudes 
for events of magnitude MW<6.5 is also observed for the AB2003 interface model 
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which, as discussed earlier, may be due to the relatively simple linear magnitude 
dependence used in the model. Also note that Atkinson and Boore (2003) exclude 
data for intraslab events of magnitude MW <6.0 from the final regression and hence 
the extrapolation of this model to lower magnitudes can be potentially inappropriate. 
As can be observed in Figure 8-18, there are differences in terms of attenuation rates 
between the Mc2006 and Y1997 models compared to the remaining equations that 
are particularly relevant for events with magnitudes greater than MW=6.5 at distances 
further than 150 km from the rupture plane. Also note that at periods greater than 
0.4 sec, the decay rate predicted by the AB2003 model is higher than the decay rates 
of the remaining models. It is interesting to observe that although the functional form 
of the G2005 model is analogous to that of the AB2003 model, the Mexican data 
used by Garcia et al. (2005) does not support the period-dependence of the 
geometrical spreading coefficient used by Atkinson and Boore (2003), as illustrated 
in Figure 8-18. 
8.3.2 Comparison of recorded data to predictions 
Figure 8-19 and Figure 8-20 show the normalised total model residuals for the 
various models with respect to distance, magnitude and depth, for PGA and spectral 
accelerations at 1.0 sec. It is observed that the residuals for the AB2003 intraslab 
model show a similar trend with respect to magnitude to the one observed for their 
interface counterpart, indicating systematic underprediction (with normalised 
residuals of up to 4) for events of magnitude MW<6.0. Note that in the case of the 
intraslab model, the underprediction of the data is not as marked as that observed for 
the interface data, where positive residuals as high as 8 were obtained. The fact that 
this model provides a poor fit to the moderate-magnitude data, whilst adequately 
predicting the data from MW>7.0 events suggests the functional form for the 
magnitude term used in this model may not be appropriate. Atkinson and 
Boore (2003) excluded intraslab data from events of magnitude MW<6.0 from the 
final regression, thus the mismatch between the model predictions and the observed 
data for MW<6.0 events may also be an indication of the inability of this model to be 
extrapolated to lower magnitudes than those present in the database upon which the 
model was derived. 
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Figure 8-19. Normalised total model residuals (ZT) between the PGA values recorded during 
intraslab-type events in Central America and the predictions of the selected equations for subduction-
zone environments, with respect to rupture distance (Rrup), moment magnitude (MW) and depth.  
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Figure 8-20. Normalised total model residuals (ZT) between the spectral accelerations at 1.0 sec 
recorded during intraslab-type events in Central America and the predictions of the selected equations 
for subduction-zone environments, with respect to rupture distance (Rrup), moment magnitude (MW) 
and depth.  
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These figures also show that the ground motions from deep intraslab events 
tend to be overpredicted by the various models, with the Mc2006 model producing 
more negative residuals. These ground motions are not, however, significantly 
overestimated by the Z2006 and AB2003 models due to the  latter equations applying 
a restriction on the depth term to prevent the prediction of unrealistically large 
amplitudes from deep intraslab events, which is effective for depths greater than 
125 km, in the Z2006 equation, and 100 km in the AB2003 equation. This behaviour 
is clearly observed in Figure 8-21, which shows the total normalised residuals over 
the entire range of periods considered for three magnitude bins, with residuals for the 
events deeper than 150 km highlighted in orange. This figure indicates a general 
tendency of the various models to overpredict the data from these events, particularly 
at periods less than 1.0, with the Mc2006 model associated with largely negative 
residuals. Furthermore, the maximum depth in the various datasets from which the 
candidate models were derived is less than ~150 km, with most of the data being 
from events shallower than 100 km and hence the extrapolation of these models to 
depths beyond may not be appropriate.   
 
It is interesting to note from Figure 8-19 and Figure 8-20 that the intraslab data 
is largely overpredicted by the C2004 equation which, as previously discussed, is an 
adjustment of the AB2003 intraslab model. The adjustment performed by Cepeda 
et al. (2004) only affects the coefficients of the linear magnitude term of the AB2003 
model, with no modification of coefficients for the remaining terms included in this 
model. The adjusted coefficients take values similar to those of the AB2003 interface 
model, which the above authors attributed to the fact that all data recorded offshore 
El Salvador that was used to derive the coefficients were assumed to be associated to 
intraslab activity, which may not be necessary the case. The very poor fit of this 
equation to the intraslab data used in the present analysis may be due to different 
reasons including the fact that the data from which the Cepeda et al. (2004) 
adjustment was derived is mostly from events of magnitudes 2.8≤MW≤5.5, which are 
outside the range of the data used for this comparison.  
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Figure 8-21. Normalised total model residuals (ZT) for the selected models across the entire range of 
spectral periods analysed for three different moment magnitude (MW) bins. Residuals for events 
deeper than 150 km are highlighted in orange.  
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Figure 8-19 to Figure 8-21 also show that the Mc2006 model tends to 
overpredict the observed data. Figure 8-18 suggests this may be due to the fact the 
amplitudes for the small-to-moderate size events predicted by this model are 
consistently higher than the other model predictions in addition to the lower 
attenuation rate that this model shows compared to the remaining models which 
results in larger amplitudes at distances greater than about 150 km. Similar 
overprediction of the data is observed for the Y1997 model, although in this latter 
case the normalised total model residuals are less scattered as a result of the standard 
deviation of the Y1997 model being considerably larger than the other models 
variability (varying from 0.41 to 0.37 log units for events of magnitude MW 5.0 and 
6.0 respectively). It is also observed from Figure 8-21, that the Z2006 model seems 
to adequately model the data as indicated by the generally balanced residuals and no 
evidence of consistent under- or over-prediction at any particular spectral period. 
Normalised residuals from both AB2003 and G2005 exhibit an analogous pattern 
across the range of periods considered, which may be the result of the similarities in 
their functional forms. It is also interesting to note that, except for the Mc2006 and 
Y1997 models, the data from the MW>7.0 events are generally well predicted by the 
selected models, which could be related to the different attenuation rates and scaling 
of the Mc2006 and Y1997 models.  
 
The intra- and inter-event normalised residuals for the AB2003, G2005, 
Mc2006 and Z2006 equations, which partition the total variability of the model into 
the inter- and intra-event components, are shown in Figure 8-22 to Figure 8-25. 
As can be seen from Figure 8-22, the inter-event residuals for PGA with respect to 
magnitude and depth shown for the AB2003 model have a similar pattern of 
underprediction than that observed for the total normalised residuals. In addition, 
inter-event residuals for Mc2006 and G2005 are also associated with overprediction 
of deep events (>150 km), as was observed for the total residuals. The behaviour of 
the inter-event residuals over the entire range of periods considered is presented in 
Figure 8-23, from which it is seen that the residuals for the AB2003 model indicate 
that the model is significantly biased for periods longer than 0.1 sec and for 
magnitudes MW<7.0, having a particularly bad fit (inter-event residuals greater 
than 4.0) for events of MW≤6.0. A similar tendency is observed in the inter-event 
residuals for the G2005 model; this equation is also associated with large negative 
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residuals for the events at depths greater than 100 km (indicated by the orange 
markers). The distributions of the inter-event residuals for the Z2006 equation are 
generally balanced across the spectral periods used for this comparison. 
The inter-event residuals in Figure 8-23 also indicate that the various models seem to 
predict the data from MW>7.0 events up to periods less than 1.0 sec reasonably well, 
only showing small differences at longer periods. 
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Figure 8-22. Normalised inter-event model residuals (ZE) between the PGA values recorded during 
intraslab-type events in Central America and the predictions of the selected equations for 
subduction-zone environments with respect to moment magnitude (MW) and depth.  
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Figure 8-24 shows the intra-event residuals for PGA values with respect to 
magnitude and distance, and Figure 8-25 shows the intra-event residuals across the 
range of selected periods for three magnitude bins. It is observed in this figure that 
the Mc2006 model tends to overpredict the PGA values from MW>6.5 intraslab 
events at distances Rrup>150 km, which is likely to be as a result of the rate of decay 
with distance of this equation, which results in larger amplitudes at long distances 
than the remaining models. This pattern is observed across selected periods, as 
illustrated in Figure 8-25, where the data recorded at distances longer than 150 km is 
indicated by grey markers. Comparison between Figure 8-23 and Figure 8-25, 
suggests that all equations perform better on the basis of the intra-event residuals 
compared to the inter-event plots and that, amongst the selected models, the Z2006 
performs the best, with both inter- and intra-event residuals being generally unbiased 
along the range of periods considered. 
 
The distributions of intra-event residuals for each model by site class across the 
range of periods analysed are shown in Figure 8-24. As observed from this figure, 
the site classification schemes used by the Z2006 equation seems to adequately 
capture the level of amplification at the various site and does not show systematic 
under- or over-prediction at any particular spectral ordinate. It is also noted that rock 
sites modelled by the Z2006 (JP I) and AB2003 (NEHRP B) equations tend to be 
overpredicted at periods less than 1.0 sec. Also note the intra-event residuals for the 
Mc2006 model show large overprediction of the data recorded at rock sites (NZ B), 
which may be due to the fact that the rock sites modelled by the Mc2006 equation 
correspond to soft rock with an average shear-wave velocity within the top 30 m 
greater than 360 m/s, following the New Zealand site classification scheme. The 
intra-event residuals for the G2005 model show a tendency to underpredict the data 
at periods between 0.2 and 1.0 sec, which may simply be due to the fact that ground 
motions at soil sites are not modelled by this equation.  
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Figure 8-23. Normalised inter-event model residuals (ZE) for the selected models across the range of 
spectral periods analysed for three different moment magnitude (MW) bins. Residuals for events 
deeper than 150 km are highlighted in orange.  
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Figure 8-24. Normalised intra-event model residuals (ZA) between the PGA values recorded during 
intraslab-type events in Central America and the predictions of the selected equations for 
subduction-zone environments, with respect to moment magnitude (MW) and rupture distance (Rrup).  
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Figure 8-25. Normalised intra-event model residuals (ZA) for the selected models across the range of 
spectral periods analysed for three different moment magnitude (MW) bins. Residuals from data 
recorded at distances longer than 150 km are indicated by grey markers.  
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Figure 8-26. Normalised intra-event residuals (ZA) for the selected models by site classes following 
the various site classifications adopted in each model, across the entire range of spectral periods 
analysed.  
8.3.3 Quantitative assessment and ranking of predictive models 
The qualitative assessment of the candidate models for intraslab-type events 
performed in the previous section indicates that the Z2006 model best models the 
recorded data recorded during intraslab events in Central America. The AB2003 and 
G2005 models are both associated with significant underprediction for periods longer 
than 0.1 sec, which may be related to the variation of scaling of these models as 
indicated by their large positive inter-event residuals for MW≤ 7.0 events. In addition, 
the Mc2006 model tends to overpredict the data at long distances as a result of its 
lower rate of decay. In the following section, a more quantitative assessment and 
ranking of the candidate equations is performed on the basis of the distributions of 
the total (ZT), inter-event (ZE) and intra-event (ZA) normalised model residuals and 
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the associated likelihood parameters (LH, LHE, LHA) obtained by applying the 
candidate models for intraslab events to the intraslab dataset, as described in 
Section 6.2. 
8.3.3.1 Performance of candidate equations based on the distributions of the 
normalised total model residuals and likelihood values 
Figure 8-27 to Figure 8-29 present the distributions of the normalised total 
model residuals (ZT) and the likelihood values (LH) calculated from the intraslab 
dataset through the application of Eq.6-1 and Eq.6-2 with the selected predictive 
models over a range of spectral periods. As observed form these figures, amongst the 
selected intraslab models, Z2006 is the only model that adequately captures both the 
mean and variance of the observed data, as indicated by the good level of agreement 
between the distribution of the normalised total model residuals (black line) and 
standard normal distribution (grey line) and the uniform distribution of likelihood 
values. The AB2003 global model tends to underpredict the median motions 
particularly for periods greater than 0.2 sec, as shown by the positive shift of the 
distribution of normalised residuals.  
 
These figures also show that G2005 equation for rock sites adequately predicts 
median observed values at short periods (<0.20 sec), however, this model largely 
underpredicts the data at longer periods, which may be due to the fact that soil sites 
are not modelled by the G2005 equation. Both, the Mc2006 and C2004 equations are 
strongly biased towards positive towards positive values (MEAN [ZT]>1.0), 
indicating consistent overprediction of the observed data. This is also observed from 
the asymmetric distribution of LH values for these two models, which show a greater 
number of low LH values, in particular for the C2004 model. The Y1997 equation 
also tends to overpredict the data, however, the distributions of normalised residuals 
are less biased than for the Mc2006 and C2004 equations. It is also observed that, 
except for the Z2006 and Y1997 equations, the standard deviations of the various 
models are generally smaller than the sample standard deviation, particularly for 
periods longer than 0.2 sec. 
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Figure 8-27. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (PGA and 0.1 sec). Rows correspond to Atkinson and 
Boore (2003) [AB2003], Garcia et al. (2005) [G2005], Zhao et al. (2006) [Z2006], McVerry 
et al. (2006) [2006], Youngs et al. (1997). The plots of the normalised model residuals include the 
standard normal distribution (grey line) and the normal distribution fitted to the residuals (black line).  
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Figure 8-28. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (0.2 and 0.4 sec). Rows correspond to Atkinson and 
Boore (2003) [AB2003], Garcia et al. (2005) [G2005], Zhao et al. (2006) [Z2006], McVerry 
et al. (2006) [2006], Youngs et al. (1997). The plots of the normalised model residuals include the 
standard normal distribution (grey line) and the normal distribution fitted to the residuals (black line).  
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Figure 8-29. Distributions of the normalised total model residuals (ZT) and likelihood values (LH) for 
the candidate models at two response periods (1.0 and 2.0 sec). Rows correspond to Atkinson and 
Boore (2003) [AB2003], Garcia et al. (2005) [G2005], Zhao et al. (2006) [Z2006], McVerry 
et al. (2006) [2006], Youngs et al. (1997). The plots of the normalised model residuals include the 
standard normal distribution (grey line) and the normal distribution fitted to the residuals (black line).  
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Table 8-6 presents the results obtained in terms of the goodness-of-fit 
measures: MEAN [ZT], median MED [ZT] and standard deviation STD [ZT] of the 
normalised total model residuals and the median value of the likelihood parameter 
MED [LH], along with the overall ranking for each predictive model following the 
scoring system of Scherbaum et al. (2004) described in Section 6.3.4: rank A (high 
predictive capability), rank B (intermediate predictive capability), rank C (low 
predictive capability) and rank D (unacceptable predictive capability). The results in 
Table 8-6 indicates that the Z2006 equation is the only model ranked as class A 
and B, the highest and intermediate predictive capabilities, across the selected 
spectral periods. The Y1997 model also produces satisfactory predictions and is 
associated to the intermediate and lowest predictive capabilities (rank B and C). 
The global model of AB2003 and the adjusted version of this model (AB2003_rf 
model) are both ranked as class D (unacceptable predictive capability) for periods 
longer than 0.2 sec, as both models fail to predict the median observed motions as 
given by the large positive values of the central tendency measures MEAN [ZT] and 
MED [ZT] at these periods (>1.0). At shorter periods these latter models are 
associated to the intermediate predictive capability and are ranked as class B. 
Similarly, the G2005 model is ranked as class A and B at periods less than 0.2 sec, 
but the model has an unacceptable predictive capability at longer periods (class D). 
Finally, the C2004 model is ranked as class D and C for the three spectral periods for 
which coefficients are available. 
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Table 8-6. Summary of the statistics and ranking of the selected predictive models considering the 
normalised total model residuals (ZT) and likelihood values (LH), following the 
Scherbaum et al. (2004) scoring system.  
The following abbreviations are used: MEAN[ZT]=mean normalised total model residuals, MED[ZT]=median normalised total 
model residual, STD[ZT]=standard deviation of the normalised total model residuals, MED[LH]=median likelihood parameter. 
The upper part of the table gives the overall ranking of the performance of each equation using the Scherbaum et al. (2004) 
scoring system: Rank A (high capability): MEAN[ZT]<0.25, MED[ZT]<0.25, STD[ZT]<1.125 and MED[LH]≥0.4; Rank B 
(intermediate capability): MEAN[ZT]<0.50, MED[ZT]<0.50, STD[ZT]<1.250 and MED[LH]≥0.3; Rank C (low capability): 
MEAN[ZT]<0.75, MED[ZT]<0.75, STD[ZT]<1.50 and MEDLH≥0.2; Rank D (unacceptable capability): all other combinations 
of parameters. 
INTRASLAB MODELS PGA 
SA5% 
0.04 s 
SA5% 
0.10 s 
SA5% 
0.20 s 
SA5% 
0.40 s 
SA5% 
1.00 s 
SA5% 
2.00 s 
SA5% 
3.00 s 
AB2003 B B C D D D C D 
AB2003_rfb B B B D D D D D 
G2005 B A A C D D D D 
Z2006 B B A A A A A B 
Mc2006 D - C D D C C B 
Y1997 B - B B B C B A 
Scherbaum et al. 
(2004) classification 
C2004c D - - C - C - - 
MEAN [ZT] 0.451 -0.218 0.571 1.242 1.626 1.160 0.912 0.914 
MED [ZT] 0.385 -0.304 0.594 1.166 1.598 1.152 0.919 0.967 
STD [ZT] 1.253 1.325 1.198 1.271 1.369 1.212 1.186 1.284 
Atkinson and 
Boore (2003) 
MED [LH] 0.421 0.339 0.379 0.225 0.105 0.221 0.303 0.265 
MEAN [ZT] 0.449 0.016 0.287 1.236 1.551 1.267 1.243 1.450 
MED [ZT] 0.383 -0.071 0.309 1.160 1.523 1.259 1.250 1.503 
STD [ZT] 1.253 1.325 1.198 1.271 1.369 1.212 1.186 1.284 
Atkinson and 
Boore (2003) with 
regional factors 
MED [LH] 0.422 0.372 0.392 0.225 0.122 0.198 0.201 0.124 
MEAN [ZT] 0.017 -0.147 -0.129 0.707 1.683 1.313 1.210 1.262 
MED [ZT] 0.048 -0.125 -0.023 0.735 1.685 1.332 1.162 1.238 
STD [ZT] 1.246 1.044 1.032 1.299 1.435 1.242 1.224 1.195 
Garcia et al. (2005) 
MED [LH] 0.452 0.507 0.531 0.320 0.083 0.159 0.218 0.199 
MEAN [ZT] -0.269 -0.276 -0.145 -0.202 -0.198 -0.097 -0.235 -0.272 
MED [ZT] -0.294 -0.282 -0.100 -0.214 -0.213 -0.048 -0.242 -0.236 
STD [ZT] 0.947 0.884 0.821 0.918 1.020 0.957 0.904 0.879 
Zhao et al. (2006) 
MED [LH] 0.508 0.523 0.570 0.530 0.488 0.509 0.510 0.548 
MEAN [ZT] -0.897 - -0.758 -1.014 -0.990 -0.328 -0.954 -0.251 
MED [ZT] -0.853 - -0.660 -1.009 -0.911 -0.350 -1.018 -0.297 
STD [ZT] 1.399 - 1.441 1.340 1.515 1.340 1.240 1.215 
McVerry et al. 
(2006) 
MED [LH] 0.259 - 0.363 0.247 0.232 0.363 0.245 0.368 
MEAN [ZT] -0.721 - -0.531 -0.505 -0.595 -0.809 -0.288 -0.066 
MED [ZT] -0.713 - -0.529 -0.467 -0.593 -0.780 -0.318 -0.025 
STD [ZT] 0.810 - 0.828 0.875 0.964 0.959 0.856 0.760 
Youngs et al. (1997) 
MED [LH] 0.443 - 0.526 0.495 0.435 0.365 0.546 0.624 
MEAN [ZT] -1.710 - - -1.232 - -1.017 - - 
MED [ZT] -1.833 - - -1.241 - -0.992 - - 
STD [ZT] 1.279 - - 1.086 - 0.948 - - 
Cepeda et al. (2004) 
MED [LH] 0.064 - - 0.212 - 0.318 - - 
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8.3.3.2 Performance of candidate equations based on the distributions of inter- 
and intra-event normalised model residuals and the likelihood values 
The distributions of the intra-event (ZA) and inter-event (ZE) normalised model 
residuals and their distributions of likelihood values (LHA, LHE) are presented in 
Figure 8-30 to Figure 8-35 for the AB2003, G2005, Z2006 and Mc2006 models. 
These figures show that the models to generally perform better on the basis of the 
distributions of the normalised intra-event residuals (ZA), although the AB2003 and 
G2005 models show a slight tendency to underpredict the spectral accelerations at 
0.4 and 1.0 sec. A similar pattern is observed in the distributions of the normalised 
inter-event residuals (ZE) for the AB2003 and G2005 models, which are also biased 
towards positive values (MEAN[ZE]>1.0), indicating significant underprediction. 
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Figure 8-30. Distributions of the normalised intra-event model residuals (ZA) and likelihood values 
(LHA) for the candidate models at two response periods (PGA and 0.1 sec). Rows correspond to 
Atkinson and Boore (2003) [AB2003], Garcia et al. (2005) [G2005] Zhao et al. (2006) [Z2006], 
McVerry et al. (2006) [2006]. The plots also include the standard normal distribution (grey line) and 
the normal distribution fitted to the inter-event residuals (back line).  
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These figures also suggest that the distributions of intra-event residuals for the 
Mc2006 model only show a slight tendency to overpredict the data, but the 
inter-event residuals are significantly biased across most of the periods used for this 
comparison. Both the intra- and inter-event normalised residuals distributions for the 
Z2006 model show an adequate fit to the data in terms of both median values and 
variance.  
 
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
ZA
Pr
ob
ab
ilit
y
0.2 sec
AB2003
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
LHA
Pr
ob
ab
ilit
y
0.2 sec
AB2003
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
ZA
Pr
ob
ab
ilit
y
0.4 sec
AB2003
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
LHA
Pr
ob
ab
ilit
y
0.4 sec
AB2003
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
ZA
Pr
ob
ab
ilit
y
0.2 sec
G2005
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
LHA
Pr
ob
ab
ilit
y
0.2 sec
G2005
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
ZA
Pr
ob
ab
ilit
y
0.4 sec
G2005
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
LHA
Pr
ob
ab
ilit
y
0.4 sec
G2005
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
ZA
Pr
ob
ab
ilit
y
0.2 sec
Mc2006
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
LHA
Pr
ob
ab
ilit
y
0.2 sec
Mc2006
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
ZA
Pr
ob
ab
ilit
y
0.4 sec
Mc2006
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
LHA
Pr
ob
ab
ilit
y
0.4 sec
Mc2006
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
ZA
Pr
ob
ab
ilit
y
0.2 sec
Z2006
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
LHA
Pr
ob
ab
ilit
y
0.2 sec
Z2006
-4 -2 0 2 4
0
0.2
0.4
0.6
0.8
ZA
Pr
ob
ab
ilit
y
0.4 sec
Z2006
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
LHA
Pr
ob
ab
ilit
y
0.4 sec
Z2006
 
Figure 8-31. Distributions of the normalised intra-event model residuals (ZA) and likelihood values 
(LHA) for the candidate models at two response periods (0.2 and 0.4 sec). Rows correspond to 
Atkinson and Boore (2003) [AB2003], Garcia et al. (2005) [G2005] Zhao et al. (2006) [Z2006], 
McVerry et al. (2006) [2006]. The plots of the normalised intra-event model residuals also include the 
standard normal distribution (grey line) and the normal distribution fitted to the residuals (back line).  
 
The summary statistics for the intra-event (ZA) and inter-event (ZE) normalised 
model residuals at selected spectral periods are presented in Table 8-7 and Table 8-8. 
These results indicate that the AB2003 and G2005 models are, in general, associated 
with high and intermediate predictive capability (class A and B) on the basis of their 
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intra-event residuals, although these models have a low predictive capability 
(class C) at 0.4 sec. On the basis of the inter-event normalised residuals these three 
models perform well at short periods (≤0.2 sec) and are as ranked class B, but at 
longer periods they are ranked as class D (unacceptable predictive capability) 
because of their large bias (MEAN [ZA] and MED [ZA]>1.0) and standard deviation 
which is smaller than that of the observed data, which is also reflected on the low 
LHA values (<0.2). The Mc2006 model shows a very poor fit at most of the selected 
periods when considering the inter-event residuals and is ranked as class C and D, 
except for an instance at 1.0 sec where the model is ranked as class B. The Z2006 
model is the only equation ranked as class A (high predictive capability) and class B 
(intermediate predictive capability) on the basis of the intra-event and inter-event 
residuals, respectively.  
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Figure 8-32. Distributions of the normalised intra-event model residuals (ZA) and likelihood values 
(LHA) for the candidate models at two response periods (1.0 and 2.0 sec). Rows correspond to 
Atkinson and Boore (2003) [AB2003], Garcia et al. (2005) [G2005] Zhao et al. (2006) [Z2006], 
McVerry et al. (2006) [2006]. The plots of the normalised intra-event model residuals also include the 
standard normal distribution (grey line) and the normal distribution fitted to the residuals (back line).  
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Figure 8-33. Distributions of the normalised inter-event model residuals (ZE) and likelihood values 
(LHE) for the candidate models at two response periods (PGA and 0.1 sec). Rows correspond to 
Atkinson and Boore (2003) [AB2003], Garcia et al. (2005) [G2005] Zhao et al. (2006) [Z2006], 
McVerry et al. (2006) [2006]. The plots of the normalised intra-event model residuals also include the 
standard normal distribution (grey line) and the normal distribution fitted to the residuals (back line).  
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Figure 8-34. Distributions of the normalised inter-event model residuals (ZE) and likelihood values 
(LHE) for the candidate models at two response periods (0.2 and 0.4 sec). Rows correspond to 
Atkinson and Boore (2003) [AB2003], Garcia et al. (2005) [G2005] Zhao et al. (2006) [Z2006], 
McVerry et al. (2006) [2006]. The plots of the normalised intra-event model residuals also include the 
standard normal distribution (grey line) and the normal distribution fitted to the residuals (back line).  
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Figure 8-35. Distributions of the normalised inter-event model residuals (ZE) and likelihood values 
(LHE) for the candidate models at two response periods (1.0 and 2.0 sec). Rows correspond to 
Atkinson and Boore (2003) [AB2003], Garcia et al. (2005) [G2005] Zhao et al. (2006) [Z2006], 
McVerry et al. (2006) [2006]. The plots of the normalised intra-event model residuals also include the 
standard normal distribution (grey line) and the normal distribution fitted to the residuals (back line).  
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Table 8-7. Summary of the statistics and ranking of the selected predictive models considering the 
intra-event normalised model residuals (ZA) and likelihood values (LHA), following the Scherbaum et 
al. (2004) scoring system. 
The following abbreviations are used: MEAN[ZA]=mean normalised intra-event model residuals, MED[ZA]=median normalised 
intra-event model residual, STD[ZA]=standard deviation of the normalised intra-event model residuals, MED[LHA]=associated 
median likelihood parameter. The upper part of the table gives the overall ranking of the performance of each equation using 
the Scherbaum et al. (2004) scoring system: Rank A (high capability): MEAN[ZA]<0.25, MED[ZA]<0.25, STD[ZA]<1.125 and 
MED[LHA]≥0.4; Rank B (intermediate capability): MEAN[ZA]<0.50, MED[ZA]<0.50, STD[ZA]<1.25 and MED[LHA]≥0.3; 
Rank C (low capability): MEAN[ZA]<0.75, MED[ZA]<0.75, STD[ZA]<1.50 and MED[LHA]≥0.2; Rank D (unacceptable 
capability): all other combinations of parameters. 
 
 
 
 
 
 
 
 
 
INTRASLAB MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%  
0.20 s 
SA5%  
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
SA5%  
3.00 s 
AB2003 A A B B C B B B 
AB2003_rf A A A B C B B C 
G2005 A A A B C C B B 
Z2006 A A A A A A A A 
Scherbaum et al. 
(2004) 
classification 
Mc2006 B - A B B B B A 
MEAN [ZA] 0.142 -0.109 0.366 0.581 0.750 0.512 0.437 0.596 
MED [ZA] 0.102 -0.176 0.431 0.526 0.739 0.437 0.371 0.583 
STD [ZA] 0.997 1.076 0.986 1.075 1.123 1.002 0.926 0.988 
Atkinson and 
Boore (2003) 
MED [LHA] 0.515 0.467 0.476 0.426 0.353 0.468 0.505 0.472 
MEAN [ZA] 0.001 -0.093 -0.081 0.202 0.511 0.640 0.510 0.357 
MED [ZA] -0.003 -0.063 -0.050 0.275 0.506 0.600 0.491 0.420 
STD [ZA] 0.993 0.905 0.843 1.164 1.286 1.152 1.084 1.082 
Garcia et al. 
(2005) 
MED [LHA] 0.548 0.571 0.623 0.487 0.365 0.387 0.455 0.458 
MEAN [ZA] -0.075 -0.072 -0.041 -0.062 -0.074 -0.066 -0.070 -0.075 
MED [ZA] -0.127 -0.102 -0.037 -0.039 -0.098 -0.072 -0.042 -0.127 
STD [ZA] 0.876 0.823 0.778 0.868 0.918 0.795 0.772 0.876 
Zhao et al. (2006) 
MED [LHA] 0.561 0.590 0.637 0.574 0.554 0.582 0.628 0.561 
MEAN [ZA] -0.308 - -0.221 -0.310 -0.378 -0.218 -0.464 -0.088 
MED [ZA] -0.379 - -0.249 -0.262 -0.376 -0.275 -0.462 -0.088 
STD [ZA] 1.238 - 1.117 1.212 1.260 1.208 1.049 1.009 
McVerry et al. 
(2006) 
MED [LHA] 0.419 - 0.508 0.443 0.411 0.444 0.446 0.505 
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Table 8-8. Summary of the statistics and ranking of the selected predictive models considering the 
inter-event normalised  model residuals (ZE) and likelihood values (LHE), following the Scherbaum et 
al. (2004) scoring system. 
The following abbreviations are used: MEAN[ZE]=mean normalised inter-event model residuals, MED[ZE]=median normalised 
inter-event model residual, STD[ZE]=standard deviation of the normalised inter-event model residuals, MED[LHE]=associated  
median likelihood parameter. The upper part of the table gives the overall ranking of the performance of each equation using 
the Scherbaum et al. (2004) scoring system: Rank A (high capability): MEAN[ZE]<0.25, MED[ZE]<0.25, STD[ZE]<1.125 and 
MED[LHE]≥0.4; Rank B (intermediate capability): MEAN[ZE]<0.50, MED[ZE]<0.50, STD[ZE]<1.25 and MED[LHE]≥0.3; 
Rank C (low capability): MEAN[ZE]<0.75, MED[ZE]<0.75, STD[ZE]<1.50 and MED[LHE]≥0.2; Rank D (unacceptable 
capability): all other combinations of parameters. 
 
 
INTRASLAB MODELS PGA 
SA5%   
0.04 s 
SA5%   
0.10 s 
SA5%  
0.20 s 
SA5%  
0.40 s 
SA5%   
1.00 s 
SA5%   
2.00 s 
SA5%  
3.00 s 
AB2003 B B B D D D D D 
G2005 B A A D D D D D 
Z2006 B B A B B A B B 
Scherbaum et al. 
(2004) classification 
Mc2006 D - C D D B D C 
MEAN [ZE] 0.623 -0.228 0.683 1.606 2.075 1.502 1.235 1.182 
MED [ZE] 0.500 -0.060 0.339 1.459 1.961 1.273 1.076 0.994 
STD [ZE] 1.216 1.336 1.243 1.348 1.629 1.286 1.239 1.370 
Atkinson and Boore 
(2003) 
MED [LHE] 0.449 0.567 0.494 0.145 0.050 0.203 0.253 0.317 
MEAN [ZE] 0.003 -0.172 -0.181 0.849 1.992 1.594 1.528 1.635 
MED [ZE] 0.134 -0.009 -0.049 0.928 2.112 1.393 1.415 1.588 
STD [ZE] 1.244 0.967 1.023 1.242 1.543 1.393 1.274 1.146 
Garcia et al. (2005) 
MED [LHE] 0.632 0.727 0.696 0.299 0.026 0.163 0.157 0.112 
MEAN [ZE] -0.356 -0.359 -0.208 -0.272 -0.317 -0.183 -0.293 -0.300 
MED [ZE] -0.321 -0.281 -0.184 -0.221 -0.220 -0.201 -0.256 -0.291 
STD [ZE] 0.826 0.774 0.676 0.756 0.971 0.887 0.899 0.899 
Zhao et al. (2006) 
MED [LHE] 0.597 0.588 0.683 0.628 0.601 0.583 0.559 0.520 
MEAN [ZE] -1.215 - -0.950 -1.277 -1.319 -0.511 -1.288 -0.329 
MED [ZE] -0.953 - -0.751 -1.161 -0.964 -0.402 -1.031 -0.510 
STD [ZE] 1.374 - 1.248 1.257 1.467 1.202 1.332 1.210 
McVerry et al. 
(2006) 
MED [LHE] 0.338 - 0.438 0.246 0.220 0.530 0.303 0.349 
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9 Differences in Ground Motion between the South 
and Central American Subduction Zones 
 
9.1 INTRODUCTION 
In order to examine whether the results presented in Chapters 6 and 8 suggest 
regional differences of the ground-motion amplitudes amongst the South and Central 
America subduction zones, the mean residuals for different subsets of data are 
discussed in this chapter. As observed from the distribution of the strong-motion data 
from these regions shown in Figure 9-1, these two datasets complement each other in 
M-R space and hence it may appear appropriate to combine both the South and 
Central America data into a single database that can be used for the future 
development of predictive models for subduction regimes. In order to address this 
point, the mean total, inter- and intra-event normalised residuals for the AB2003, 
Z2006, Mc2005 and G2005 equations with respect to region, magnitude, site class 
and spectral period, are studied and the possibility of merging the Central and South 
American datasets is examined. With the purpose of exploring the possibilities of the 
strong-motion datasets compiled during this work, basic adjustments of the AB2003 
models for interface and intraslab events are performed to improve the matches of 
these models to the South and Central America data. 
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Figure 9-1. Distribution of the interface (left-hand side plot) and intraslab (right-hand side plot) data 
by contributing region. 
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9.2 ANALYSIS OF GROUND-MOTION RESIDUALS BY MAGNITUDE, 
SOIL TYPE AND REGION 
9.2.1 Mean normalised residuals for the interface datasets 
The variation of mean intra-event MEAN [ZA] and inter-event MEAN [ZE] 
normalised residuals across the range of periods analysed are presented in Figure 9-2, 
for the South and Central American interface datasets. In this figure, the residuals 
resulting from comparing the predictions of the AB2003 model to the entire Central 
American interface dataset are presented in addition to the mean residuals obtained 
from comparing the predictions to only the subset of MW≥6.0 data. 
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Figure 9-2. Mean normalised inter-event MEAN[ZE] and intra-event MEAN[ZA] model residuals 
between the spectral accelerations recorded during interface-type events in South  (SA data, grey line) 
and Central America (CA data, black lines) and the predictions of the selected equations, over a range 
of periods. Note the vertical scales are not the same for all plots.  
 
It is observed that both the inter- and intra-event residuals for these two regions 
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show a similar pattern across the spectral periods, with the largest differences in 
terms of inter-event residuals occurring at periods less than 0.4 sec. While the mean 
intra-event residuals are generally close to zero for both regions, the mean inter-event 
residuals for events in the South American region are consistently larger than those 
for the Central American region. This is also evident in Figure 9-3 that shows the mean 
normalised inter-event residuals for three magnitude bins. Note for the magnitude 
ranges common to both datasets, 6.0<MW<.7.0 and 7.0< MW <8.0, the residuals for 
Central America tend to be negative (denoting overprediction) whilst residuals for 
South America tend to be positive (indicating underprediction). These differences in 
inter-event residuals for events of similar size may suggest differences in scaling of 
ground-motion amplitudes with magnitude for interface-type events between these 
two regions.  
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Figure 9-3. Mean normalised inter-event MEAN [ZE] residuals between the spectral accelerations 
recorded during interface-type events in South and Central America and the predictions of the selected 
interface models for three magnitude bins, over a range of periods.  
 
Figure 9-4 shows the intra-event residuals for the South and Central American 
interface datasets with respect to site class, following the site classification schemes 
used in each of the equations. It is interesting to note that intra-event residuals for 
rock sites (NEHRP B, JP I and NZ A/B) all tend to be negative indicating 
overprediction, particularly for the South American data. The intra-event residuals 
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for these two regions also have a similar pattern across the spectral periods and it is 
generally observed that the site classification scheme used in the Z2006 model, 
which classifies sites on the basis of the site period, better captures the level of 
amplification recorded at medium and soft soils (JP III and JP IV classes). 
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Figure 9-4. Mean normalised intra-event residuals MEAN [ZA] for the South and Central American 
interface datasets by site classes following the various site classifications adopted in each model, 
across the entire range of spectral periods analysed. 
9.2.2 Mean normalised residuals for the intraslab datasets 
Figure 9-5 presents the intra- and inter-event normalised residuals between the 
predictions of the various intraslab models and the South and Central American 
intraslab datasets over the range of periods analysed. Except for the AB2003 
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intraslab model, the mean residuals shown in Figure 9-5 also suggest differences in 
the short period range. The mean residuals for the AB2003 are similar for the 
intraslab data of these two regions in the short period range, but differ at periods 
beyond 0.1 sec. The mean residuals for the G2005 model are akin to those for the 
AB2003 model, which could reflect the similarities between the functional forms of 
these models.  
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Figure 9-5. Mean normalised total inter-event MEAN[ZE] and intra-event MEAN[ZA] model residuals 
between the spectral accelerations recorded during intraslab-type events in South  (SA data, grey line) 
and Central America (CA data, black line) and the predictions of the selected equations for 
subduction-zone environments, over a range of periods. Note vertical scales not the same for all plots.  
 
Figure 9-6 presents mean normalised inter-event residuals for intraslab-type 
events for three magnitude bins. Except for the AB2003 model, a similar trend to that 
observed for the interface dataset is seen in this plot for the 6.0<MW<.7.0 and 
7.0< MW <8.0 the magnitude ranges, but only up to periods less than about 0.4 sec, 
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which could also suggest regional differences between intraslab-type events in the 
South and Central America regions. Despite these differences between these two 
regions, both the mean inter- and intra-event residuals follow a similar pattern across 
the spectral periods. 
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Figure 9-6. Mean normalised inter-event MEAN [ZE] residuals between the spectral accelerations 
recorded during intraslab-type events in South and Central America and the predictions of the selected 
equations for subduction-zone environments for three magnitude bins, over a range of periods.  
 
The mean intra-event residuals for the South and Central American intraslab 
datasets with respect to site class, according to the site classifications used by each of 
the equations, are presented in Figure 9-7.  
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Figure 9-7. Mean normalised intra-event residuals MEAN [ZA] for the South and Central American 
interface datasets by site classes following he various site classifications adopted in each model, 
across the entire range of spectral periods analysed. 
 
It is observed that the site classification schemes that use the site period and 
depth to bedrock or to more rigid materials to distinguish between site classes, such 
as those used in the Z2006 and Mc2006 models, seem to better capture the level of 
amplification observed at the South and Central American sites at different spectral 
ordinates, compared to the NEHRP site classification used in the AB2003 model, 
which is based on the average shear-wave velocity over the top 30 m. This is 
observed from comparison among the mean intra-event residuals for the NEHRP D 
and E sites, which tend to take positive values at periods between 0.2 and 1.0 sec, 
and the mean intra-event residuals for the sites classified as JP III and IV and NZ C 
and D, which approximately correspond to NEHRP classes D and E.  
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This could point out a potential limitation of the NEHRP site classes for 
characterising soil sites in these regions as it does not account for the period 
dependence of the amplification due to the depth of the soil profile and impedance 
contrast between soil layers. This is particularly relevant for the Central American 
sites, many of which are located on alternating layers of soft volcanic sediments over 
lavas. It is also important to remark that the geophysical information available to 
make direct assignations of NEHRP site classes in this study was very limited and 
hence the site classes were generally assigned based on site descriptions rather than 
measured velocities, which could have had an effect on the quality of the predictions 
of the AB2003 model.   
9.3 ADJUSTMENTS OF PREDICTIVE MODELS 
As observed in Figure 9-1, the South American dataset predominantly contains 
data from subduction events of moderate-to-large magnitudes, whereas the Central 
American dataset mainly consists of data from small-to-moderate size events. The 
limited ranges of magnitude and distance in these datasets as well as the insufficient 
number of records, particularly in the Peru-Chilean dataset, limit the development of 
subduction models for each of these regions individually using only the data 
compiled in this study. In addition, if existing predictive models are to be adjusted to 
improve the matches to South and Central America data, the limited distribution of 
the data can potentially be inconvenient when performing adjustments for each 
individual region as the available data may be insufficient to constrain the model 
adequately. 
 
For the present analyses, the South and Central American datasets are merged 
into a single dataset that will be used to adjust global equations for interface and 
intraslab events and regional factors specific to each of these two geographic regions 
are derived afterwards. As indicated by Figure 9-2 and Figure 9-5, the mean inter- 
and intra-event residuals between the AB2003 models for interface and intraslab 
events and the South and Central America datasets follow a similar pattern across 
spectral periods, suggesting that these models are appropriate choices to be used as 
base models for the adjustments. It is important to emphasise that the adjustments 
performed in this section are only derived for the purpose of exploring the potential 
of the strong-motion datasets compiled during this project and are of preliminary 
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character and they are not intended for use in practice (e.g., seismic hazard 
assessments in these regions).  
9.3.1 Adjustment to the Atkinson and Boore (2003) interface model  
Figure 9-8 indicates that while the total residuals for the Central and South 
American datasets do not show a clear dependence on distance, there is a trend in the 
residuals with respect to magnitude which is more clearly observed in the residual 
distribution for the Central American data. Hence, for the present analysis only 
adjustments to the magnitude scaling term of the AB2003 interface model are 
proposed. To derive the adjustments, the selected form for the magnitude scaling 
term is fitted to the differences between the logarithms of the recorded data from 
both the Central and South American datasets and the non-adjusted form of the 
AB2003 model, using the least-squares method. This common adjustment for both 
regions is subsequently adjusted itself with correction factors specific to each region, 
which are implemented by modifying the constant term of the magnitude form at 
particular spectral periods. 
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Figure 9-8. Normalised total model residuals (ZT) between the PGA values recorded during interface-
type events in South and Central America and the predictions of AB2003 interface model with respect 
to rupture distance (Rrup), moment magnitude (MW). 
 
The scaling behaviour of the ground-motion amplitudes with respect to 
moment magnitude of both the South and Central American datasets for interface 
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events in the rupture distance ranges 20≤Rrup≤70 km and 80≤Rrup≤140 km is 
presented in Figure 9-9. Initially, a linear form for the magnitude scaling term 
[f(M)=Co+C1M ] was fitted to the interface data, but the adjusted model predicted 
amplitudes at magnitudes MW>7.5 that decreased with increasing magnitude and 
hence leading to strong underprediction of the data. This behaviour resulted from the 
interplay of the magnitude-dependent geometrical spreading coefficient with the 
magnitude scaling, which gives the curvature displayed by the linear magnitude 
scaling of the AB2003 interface model in Figure 9-9. A quadratic term was then used 
in addition to the linear magnitude term [f(M)=Co+C1(M-6)+C2(M-6)2], which 
provided a better fit to the data than the linear term, however, the sign of the 
coefficient (C2) of the quadratic term obtained from regression on the South and 
Central America data was positive. Note that this coefficient needs to be negative as 
the quadratic term is introduced to model ground-motion saturation with magnitude 
(e.g., Fukushima, 1996) and therefore a positive value for C2 lacks of physical 
meaning. The scaling behaviour of the adjusted model using the quadratic term is 
presented in Figure 9-9 (denoted by the red curve). 
 
Atkinson and Boore (2003) also reported a positive coefficient for the 
quadratic term when their global dataset was fitted to a quadratic source description 
and hence, to provide realistic scaling at large magnitudes beyond the range of the 
data, they used a linear form in the final regression, which was constrained to 
provide the same results as given by the quadratic term in the 7.0<MW<8.0 range. 
Although the above authors did not list the coefficients of the quadratic term in the 
publication, it is interesting to note that the quadratic term obtained from the South 
and Central American data provides predictions similar to those obtained using the 
linear form of the AB2003 global model in the 7.0<MW<8.0 range, suggesting that 
the coefficients of the quadratic term obtained here are consistent with those of the 
quadratic term obtained by Atkinson and Boore (2003). Figure 9-10 shows the 
normalised total residuals with respect to magnitude and distance at two spectral 
periods, computed between the adjusted AB2003 models for the South and Central 
American regions using the quadratic form obtained for the magnitude scaling term. 
The quality of the fit to the Central America data generally improves as a result of 
the larger amplitudes predicted by the quadratic term at low magnitudes, but little 
change is seen in the total residuals for the South American data with the adjusted 
CHAPTER 9                                                                                                                                                        
 
 
381 
model, which is reasonable as the quadratic form does not significantly modify the 
amplitudes in the magnitude ranges where the South American data is well 
represented.  
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Figure 9-9. Scaling of the amplitudes with magnitude for interface events in the distance range 
20≤Rrup≤70 km (left-hand side plots) and 80≤Rrup≤140 km (right-hand side plots). Light grey symbols 
show data for soil sites (NEHRP C, D, E) while dark grey show data for rock sites (NEHRP B) in both 
Central and South America. The black curve shows the magnitude scaling of the AB2003 interface 
model, whereas the red curve shows the magnitude scaling of the adjusted models for the Central and 
South America regions using a quadratic term in magnitude. 
 
Note that deriving a robust adjustment of the AB2003 interface model that can 
provide both a reasonable match to the Central American in the 5.0<MW<6.0 
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magnitude range and realistic scaling at greater magnitudes beyond the range of the 
data requires modifying not only the magnitude term but also the geometrical 
spreading coefficient, which is strongly dependent on magnitude and alters the 
magnitude scaling curve of this model. Therefore such an adjustment would require a 
more complex regression strategy than the basic regression used here. Such an 
adjustment is not attempted within the present study, since, during this research the 
global interface database used as basis for the AB2003 model for interface events has 
been shown to contain errors in the strong-motion data and metadata and a full 
review and update of this model is on the way to preparation (Atkinson and 
Boore, 2008).  
 
The scaling behaviour presented in Figure 9-9 suggests that the amplitudes 
predicted by the AB2003 interface model with the original form for the magnitude 
scaling term (black curve) reasonably match the observed amplitudes from interface 
events of magnitudes MW≥6.0, only with strong underprediction for the data of 
events of MW<6.0 recorded at distances of Rrup>80 km. Furthermore, the results 
presented in Chapter 8 indicate that the AB2003 interface model provides adequate 
predictions for the Central American data from interface events of magnitudes 
MW≥6.0, which are more important to hazard assessment. It is also observed in this 
figure that the magnitude scaling term in the AB2003 global model predicts 
reasonably well the observed amplitudes in the South American dataset, except for a 
few instances for MW=8.0 events recorded in the 80≤Rrup≤140 km distance range 
(right-hand side plots in Figure 9-9), which are overpredicted. These data correspond 
to the ground motions of the 15 August 2008 Pisco event whose relatively low 
amplitudes could have been as result of the rupture propagation that caused 
amplitudes away from the source to be reduced (Tavera et al., 2008) and hence it 
would not be reasonable to decrease the amplitudes at large magnitudes to improve 
the match to these data. Therefore, if this model is to be applied to these two regions 
in the absence of an adequate adjustment, it would be recommended to restrict its use 
to magnitudes beyond MW≥6.0. 
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Figure 9-10. Normalised total model residuals (ZT) between the PGA values and spectral accelerations 
at 0.4 sec recorded during interface-type events in South and Central America and the predictions of 
the adjusted AB2003 models for these regions, using a quadratic term for the source description. 
9.3.2 Adjustment to the Atkinson and Boore (2003) intraslab model  
The total residuals for PGA values with respect to magnitude and distance 
between the AB2003 intraslab model and the Central and South American intraslab 
datasets are presented in Figure 9-11. Again a trend in the distribution of the 
residuals with respect to magnitude is observed, without any obvious dependence of 
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the residuals on the distance to the source and hence the adjustments performed in 
the present analysis will only involve the modification of the coefficients of the 
magnitude scaling term used in the AB2003 intraslab model. It is also observed in 
Figure 9-11 that the intraslab dataset is not complete at certain magnitude-distance 
ranges, including only few recordings from events with magnitudes 6.5<MW<7.5 
recorded at distances less than 150 km from the fault. To provide constrains to the 
adjusted model in the magnitude ranges not well represented in the South and Central 
American dataset, a set of synthetic data was computed from the AB2003 global 
intraslab model and added to the South and Central America database for regression. 
The synthetic intraslab data were computed for magnitudes 6.5<MW<7.5 at depth of 
70 km, and NEHRP B sites at distances between 70 and 120 km.  
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Figure 9-11. Normalised total model residuals (ZT) between the PGA values recorded during 
intraslab-type events in South and Central America and the predictions of AB2003 intraslab with 
respect to rupture distance (Rrup), moment magnitude (MW). 
 
Figure 9-12 shows the scaling behaviour of the ground-motion amplitudes with 
respect to moment magnitude of the South and Central American data for intraslab 
events in the rupture distance range from 60 to 120 km. The synthetic data used to 
constrain the model in the 6.5<MW<7.5 magnitude range, indicated by the grey 
crosses, are also shown in this plot. In the regression, data from events with 
magnitudes MW<5.5 recorded at more than 150 km from the source were excluded in 
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addition to data from events at depths greater than 110 km. These criteria are similar 
to the one applied by Atkinson and Boore (2003) to optimise the fit for the 
magnitude-distance range of engineering interest.  
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Figure 9-12. Scaling of the amplitudes with magnitude for intraslab events in the distance range 
60<Rrup<120 km. Light grey symbols show data for soil sites (NEHRP C, D, E) while dark grey 
symbols show data for rock sites (NEHRP B) in both Central and South America. The synthetic data 
computed using the AB2003 model and used to complement the intraslab data is indicated by grey 
crosses. The curves show the magnitude scaling of the AB2003 and G2005 models, in addition to 
magnitude scaling of the adjusted models for the Central and South America regions. All curves are 
computed for rock sites at 90-km distance and earthquake depth of 70 km. 
 
Figure 9-12 also shows the magnitude scaling, for events with an assumed 
depth of 70 km recorded at rock sites at a distance of 90 km from the source, of the 
global AB2003 intraslab model in addition to the magnitude scaling of the Garcia 
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et al. (2005) model [G2005] derived from Mexican data and whose functional form 
is analogous to that used by Atkinson and Boore (2003). A linear form for the 
magnitude scaling term, [f(M)=Co+C1M ], was fitted to the intraslab data, which is 
the same form used by Atkinson and Boore (2003) in their final regression. 
Unlike the adjustment made to AB2003 interface model using a linear magnitude 
scaling, the curvature displayed by the linear magnitude scaling of the adjusted 
intraslab model was similar to that shown by the AB2003 at magnitudes MW >7.5 
and led to similar predictions beyond the range of the data. Note that the geometrical 
spreading coefficient in the AB2003 intraslab model that alters the shape of the 
magnitude scaling curve at large magnitudes is weakly dependent on magnitude and 
hence the magnitude scaling of the model could be adjusted without modification of 
the distance dependence. 
 
Figure 9-12 also presents the scaling of the AB2003 adjusted model, general 
for the South and Central American regions using a linear form for the magnitude 
term. Specific adjustments for each individual region are also presented in this 
figure, which result from modifying the constant term (Co) of the adjusted linear 
form with regional factors calculated from the average residuals between the general 
adjusted model and each region data at each spectral period. The adjusted attenuation 
curves over a range of spectral periods are presented in Figure 9-13. As observed in 
Figure 9-13, the adjusted model for Central America shows a similar behaviour in 
terms of magnitude scaling in the short-period range to that of the G0005 model for 
Mexico, especially in the short-period range. The largest differences in terms of 
amplitudes predicted by the AB2003 model and the adjusted versions are observed at 
0.2 and 0.4 sec, however, the amplitudes predicted for the large magnitude range are 
generally similar. Also note in Figure 9-13 that the general adjustment performed 
using data from both regions predominantly represents the behaviour of the ground 
motions of the Central American zone in the 5.0<MW<6.5 magnitude range as no 
data from the South American region was available for regression and consequently 
it is not possible to validate the predictions of the adjusted model for this region at 
small magnitudes. Similarly, because of the limitations of the Central American 
dataset, it is not possible to assess the effect of introducing the synthetic data 
computed from the AB2003 model for the determination of the magnitude scaling 
term and hence this assumption cannot presently be verified.  
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Figure 9-13. Attenuation curves for rock sites predicted by the AB2003 and G2005 models for 
intraslab events and by the adjusted AB2003 intraslab models for the South and Central American 
subduction zones. All curves are computed for intraslab events of magnitudes MW 5.5 and MW 7.5 at a 
depth of 70 km. 
 
The adjusted normalised total residuals for the Central and South American 
data at two spectral periods are shown in Figure 9-14. In this figure, the markers 
highlighted in red indicate the data from events of magnitudes MW<5.5 recorded at 
more than 150 km which are not included in the regression. As observed in Figure 
9-14, a significant reduction in the bias of the total normalised residuals for the 
Central American data is observed for magnitudes MW<6.0 by adjusting the 
magnitude scaling term of AB2003 intraslab model, although there is still a slight 
tendency to underpredict the MW<5.5 data, which is reasonable in view of the data 
selection criteria for the regression. A small improvement is also observed in the 
total residuals for the South American region, especially at 0.4 sec which results 
from the slightly larger amplitudes predicted by the adjusted model at this spectral 
period compared to the AB2003 global model. Note that the preliminary adjustments 
of the AB2003 model for the South American data presented here have mainly been 
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derived from the data of the 13 June 2005 Tarapaca event (MW 7.8) event, which 
contributed 20 out of the 30 recordings from the South American region used, and 
therefore the adjustment may not necessarily be representative of the general 
behaviour of ground motions from intraslab events in this region. 
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Figure 9-14. Normalised total model residuals (ZT) between the PGA values and spectral accelerations 
at 0.4 sec recorded during intraslab-type events in South and Central America and the predictions of 
the adjusted AB2003 models for these regions, using a linear term for the source description. Markers 
highlighted correspond to the intraslab data from events of magnitudes MW<5.5 recorded at more than 
150 km not included in the regression. 
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10 Conclusions and Recommendations for Future 
Work 
 
10.1 CONCLUSIONS 
The development of a strong-motion database from subduction-type events in 
South and Central America is an important and essential step for ground-motion 
prediction in these regions as well as other subduction zones in the world. In this 
project two databases of strong-motion records from subduction-zone events along 
the Peruvian-Chilean and the Central American subduction zones have been 
developed. These datasets were then used to investigate the extent to which global 
and regional models for subduction regimes could be applied for the prediction of 
ground motions from the subduction events in these regions, following a 
maximum-likelihood approach. The steps taken during compilation of these two 
databases included: processing of the strong-motion records, evaluation of the source 
parameters of the causative earthquakes, classification of subduction events by type, 
computation of source-to-site distance metrics and characterisation of site conditions 
at recording stations using different parameters. The main outcomes of this research 
are laid out in the following pages alongside with suggestions for the prediction of 
ground motions from subduction-zone earthquakes from the South and Central 
American subduction zones. 
10.1.1 Compilation of strong-motion data from the South and Central America 
subduction zones 
The Central American database compiled during this study consists of 
554 triaxial ground-motion recordings from both interface and intraslab-type events 
of magnitudes between 5.0≤MW≤7.7, recorded at 110 different sites. The ground-
motion data used in this project have been recorded by the different network 
operators in Guatemala, El Salvador, Nicaragua and Costa Rica and covers the 
period between 1976 and 2006. The database compiled for South America consists of 
100 triaxial ground-motion recordings from 15 subduction-type events of magnitudes 
6.3≤MW≤8.4, recorded at 55 different sites in Peru and Chile, between 1966 and 
2007. 
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An important contribution of this project was a detailed characterisation of the 
site conditions at more than 150 recording stations in these regions and the 
assignment of site classes using different site descriptors (i.e., surface geology 
descriptors, shear-wave velocity profiles, site period and normalised response spectra 
shapes). Site classes were assigned following the NEHRP classification scheme, the 
New Zealand (NZ) site classification scheme used by McVerry et al. (2006) and the 
scheme used by Zhao et al. (2006a) for stations in Japan. It was found that for 
stations in Central America, with limited geophysical information, site classification 
schemes based on depth-to-bedrock or impedance contrast and site periods provided 
a more efficient way to classify sites than attempting a NEHRP site classification 
scheme based on the average shear-wave velocity to a depth of 30 m. 
 
Another contribution of this work is the classification of the causative 
earthquakes in the Central American database into interface and intraslab 
subduction-zone events. The events were classified in a systematic manner based on 
location, depth, focal mechanism and relative position with respect to the trench axis. 
In total, 92 subduction-type events that occurred along the Middle America Trench 
during the period 1976-2006 were classified, 27 of which correspond to interface and 
65 correspond to intraslab-type events.  
 
Source-to-site distance metrics were computed based on fault dimensions from 
finite-source models and aftershock distributions. For those events whose geometry 
was unknown, an alternative approach was used based on scaling relations between 
moment magnitude and rupture area for interface and intraslab events derived during 
this study using fault geometries from published finite-source models for subduction 
events around the world. The earthquake source scaling relations obtained here are 
consistent with those proposed by Somerville et al. (2002) based on rupture models 
of large subduction earthquakes and indicate that rupture areas for interface-type 
events can be more than twice area found for intra-slab events of similar magnitude.  
10.1.2 Summary of results on the applicability of ground-motion predictive 
models for subduction environments to the Peru-Chile region 
The results of the assessment of predictive models for interface-type events 
performed in Chapter 6 indicated a relatively good level of agreement between the 
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data recorded during interface events on the Peruvian-Chilean subduction zone and 
the predictions of the regional equation of Zhao et al. (2006b) for interface events in 
Japan. Examination of the performance of this model on an event-by-event basis 
suggested, however, that it tends to overpredict the interface data at short distances 
from the source (<50 km). At short distances, the database used by Zhao 
et al. (2006b) is controlled by shallow crustal data from both Japan and overseas, 
which makes it potentially inappropriate for predicting ground motions from 
interface events in the near-source region. Therefore, for projects concerning the 
assessment of seismic hazards at near-source distances in this region, the use of this 
model could lead to estimation of larger ground motion compared to those from other 
interface models such as the global equations of Atkinson and Boore (2003, 2008) 
and Youngs et al. (1997).  
 
The analyses based on the total normalised residuals for the global model of 
Atkinson and Boore (2003, 2008) for interface events suggested that this model 
predicts reasonably well the median ground motions during interface events in this 
region, but the variability of the interface dataset for periods less than 1.0 sec was 
consistently larger than standard deviation of this equation. The fact that this model 
underestimates the observed variability of ground motions could limit its 
applicability for seismic hazard analyses in this region. In addition, analyses based 
on the normalised inter- and intra-event residuals revealed that whilst intra-event 
residuals are generally unbiased, inter-event residuals show significant 
underprediction at periods less than 1.0 sec. The poor performance of this model on 
the basis of the inter-event residuals could partially be due to the relatively simple 
form for the magnitude term used in this model which leads to undeprediction of the 
data from small-to-moderate size events. However, normalised inter-event residuals 
for the McVerry et al. (2006) and Zhao et al. (2006b) also indicated systematic 
undeprediction of the interface data, which could be interpreted as an indication of a 
region-specific feature of interface events along the Peru-Chile subduction zone, 
which would seem to generally produce ground motions larger than those predicted 
by existing regional and global models. An exception for this behaviour is, however, 
the 15 August 2008 Pisco (MW 8.0) event which produced relatively low amplitudes, 
possibly due to an effect of the rupture propagation. 
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The assessment of predictive models for intraslab-type events performed in 
Chapter 6 indicated that the global model of Atkinson and Boore (2003, 2008) 
specifically developed for intraslab-type events provided a good fit to the data at 
short periods (≤0.1 sec), whereas the Zhao et al. (2006b) and McVerry et al. (2006) 
models, which combine data from both interface and intraslab events, match the 
intraslab data at periods beyond 0.1 sec, but undepredict the short-period data. 
The performance of the Garcia et al. (2005) model, derived entirely from Mexican 
intraslab data is akin to that observed for the Atkinson and Boore (2003, 2008) 
model. These findings suggest that those models purely derived from intraslab data 
are better descriptors of the large-amplitude, high-frequency ground motions 
recorded during intraslab-type events in this region.  
 
 
In addition, the results of the analysis of intra-event residuals did not show any 
indication of systematic overpredicion of the data by the New Zealand model of 
McVerry et al. (2006), which exhibits a slower rate of decay than that of the 
Atkinson and Boore (2003, 2008) and Garcia et al. (2005) models. However, these 
results do not necessarily imply that models based on datasets that combine data 
from both interface and intraslab-type events perform systematically better. 
The limited dataset used to rank these models does not allow the assessment of 
whether purely intraslab models that predict a faster rate of decay with distance 
provide a better fit to the data at long distances, since most of the data used were 
from events of magnitude MW>7.0 recorded at distances less than 200 km, where the 
differences in attenuation rates do not have a large impact on the quality of the 
predictions. Finally, a comparison of the analyses based on inter- and intra-event 
normalised residuals suggests that the level of agreement between the recorded data 
during intraslab events in the Peruvian-Chilean subduction zone and the predictions 
of the selected models is most likely to be controlled by the differences in the 
modelling of source characteristics such as the scaling of amplitudes with magnitude.  
10.1.3 Summary of results on the applicability of ground-motion predictive 
models for subduction environments to the Central American region 
The analysis undertaken in Chapter 8 indicates a relatively good level of 
agreement between the predictions of the regional model of Zhao et al. (2006b) and 
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the spectral accelerations observed during interface-type events along the Central 
America subduction zone. The New Zealand model of McVerry et al. (2006) also 
reasonably fits the Central American data at periods less than 1.0 sec, but is 
associated with significant overprediction at longer periods. Conversely, the 
Atkinson and Boore (2003, 2008) interface model provides a poor fit to the data from 
small-to-moderate size interface events along the Middle America Trench, with the 
low level of agreement being largely driven by differences in the scaling of the 
amplitudes with magnitude, as indicated by the analysis of the inter-event normalised 
residuals. The fact that the Atkinson and Boore (2003, 2008) model provides an 
extremely bad fit to the MW<6.0 data, whilst adequately predicting the data from 
MW≥6.0 events suggested the inadequacy of extrapolating the functional form used 
in this model for the magnitude term to smaller magnitudes. Consequently, if the 
Atkinson and Boore (2003, 2008) interface model is to be applied to the Central 
American, it would be recommended to restrict its use to magnitudes beyond 
MW≥6.0. 
 
The assessment of the candidate models for intraslab-type events performed in 
Chapter 8 indicated that the Zhao et al. (2006b) equation best models the data 
recorded during intraslab events in Central America. Similar to what was observed 
for the South American data, the intraslab models of Atkinson and Boore 
(2003, 2008) and Garcia et al. (2005) provide a good fit to the data at short periods 
(≤0.1 sec), whereas the McVerry et al. (2006) model largely overpredicts the 
intraslab data. Intra-event residuals for this latter model indicate a consistent 
overprediction of the data at long distances as a result of the slower rate of decay 
compared to the remaining models. The analysis of the intraslab data also indicates 
that ground motions from deep intraslab events (>150km) tend to be largely 
overpredicted by the models that do not saturate at depths beyond 100-120 km to 
prevent the prediction of unrealistically large ground motions. The physical 
significance of the depth term is still unclear and is generally assumed to represent a 
source effect, reflecting greater stress drops at larger depths.  
10.1.4 Similarities and differences between South American and Central 
American ground motions 
Comparisons of the mean normalised inter-event residuals from interface 
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models and data from the South and Central America region suggested differences in 
scaling of ground-motion amplitudes with magnitude for interface-type events 
between these two regions. For interface events of similar size, the ground-motion 
amplitudes observed in the South American region are generally larger than those 
observed in Central America. These observations are consistent with what would be 
expected considering the differences in degree of seismic coupling between these 
two regions.  Comparisons of inter-event residuals for the intraslab datasets did not 
show strong indication of regional differences between these two regions for 
high-frequency ground motions, when inter-event residuals from purely intraslab 
models, such as the Atkinson and Boore (2003, 2008) and Garcia et al. (2005) 
models, are considered. However, the results from this analysis change when mean 
inter-event residuals from McVerry et al. (2006b) and Zhao et al. (2006) models are 
considered suggesting a similar pattern for the differences in the scaling of 
ground-motion amplitudes for intraslab events to those observed for the interface 
datasets. These two latter models combine data from both interface and intraslab 
events into a single model, with differences between source types only being 
accounted for through the inclusion of a source term. Therefore the significant 
differences between high-frequency ground-motion levels recorded during 
intraslab-type events in the South and Central American regions suggested by the 
comparison with the predictions of the McVerry et al. (2006) and Zhao et al. (2006b) 
models may be influenced by the limitations of the data and functional forms of these 
models.  
10.2 RECOMMENDATIONS FOR FUTURE WORK 
The work presented in the current thesis considerably expands the global 
database of strong-motion data and associated metadata that can be used in the 
derivation of predictive equations for subduction environments. The study also 
reveals that there is a need for a thorough reappraisal of the strong-motion data and 
associated metadata that have been used in the development of global predictive 
equations for subduction environments of Atkinson and Boore (2003, 2008) and 
Youngs et al. (1997), similar to the projects undertaken in recent years for the 
development of predictive equations for shallow crustal earthquakes (e.g., Next 
Generation Attenuation, Power et al., 2008). 
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Although quality assurance was undertaken for the strong-motion data and 
associated metadata in the South and Central American databases compiled during 
this work and, in particular, the earthquake-related information collected from 
various reporting agencies was ranked by preferred priority level, it is possible that 
the results of the performance of the various predictive models could be biased due 
to choices made regarding the metadata parameters assigned to the individual 
records. Additionally, the site conditions assignment, which in some instances was 
based on site descriptions rather than in-situ geotechnical and geophysical data, 
could have potentially affected the quality of fit of the models to the data. This was 
also the case of the computed fault-plane related distance metrics which were 
estimated from published finite-source models when available, aftershocks 
distributions or the alternative approach described in Chapters 5 and 7. More detailed 
analyses are therefore conceivable taking consideration of the uncertainties 
associated with the parameters used to compute the various model predictions into 
the Scherbaum et al. (2004) analysis, in order to assess their impact on the results on 
the performance of the models. 
 
In addition, the analyses performed in the present work may have limitations in 
terms of the magnitude range of the data used to assess the performance of the 
candidate models. In particular, the magnitude range of the Central America data 
used to assess the performance of existing predictive models for subduction regimes 
extends down to a magnitude of MW 5.0, which is somewhat outside the range of 
applicability of the Atkinson and Boore (2003) models for interface and intraslab 
events that were derived using data from earthquakes of magnitudes MW≥5.5 and 
MW≥6.0 respectively. Similarly, the range of magnitudes of the Peruvian-Chilean 
data used to perform the ranking of predictive models extends up to MW 8.4 for the 
interface dataset and up to MW 7.8 for the intraslab dataset, which are considerably 
larger than the upper limit of magnitude range of the subduction dataset of the 
McVerry et al. (2006) model which extends only up to magnitudes MW 6.8. Research 
for shallow-crustal environments (e.g., Cotton et al., 2006; Bommer et al., 2007) has 
indicated that empirical ground-motion predictive models should strictly be used 
within the range of the dataset on which they were derived. Bommer et al. (2007) 
explored the effect of using small-magnitude data for predicting ground-motions 
from large-magnitude events as well as the effect of extrapolating predictive models 
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to magnitudes lower than those represented in their underlying databases. In the latter 
case their findings suggest that equations based on larger magnitudes result in 
overestimation of the ground motions from magnitudes beyond the lower limit of 
applicability. In addition, they found indication that predictive models may not be 
robustly applicable at the limiting magnitude values of the dataset, which may have 
implications when equations are used beyond the upper limit of magnitude. If similar 
constrains in the range of applicability of empirical ground-motion models for 
subduction events are assumed, this could pose a limitation of the results presented in 
this thesis. In order to check how conclusive are the results presented in this work, a 
comparison could be carried out by assessing the performance of the selected 
predictive models using a subset of data within a magnitude-distance range common 
to the datasets used to derive these models. 
 
Additionally, there are number issues still to be addressed in the development 
of future predictive equations for ground motions from subduction-zone 
environments. One important issue to investigate is the question of regional 
differences between ground motions from different geographic regions, which have 
been a topic of much debate for ground motions from shallow crustal earthquakes 
(e.g., Bommer, 2006; Douglas, 2007). For subduction-zone ground motions, some 
differences in ground motions from different regions are expected as a result of 
varying levels of seismic coupling and differing material properties. Such differences 
have become apparent in the comparisons between observed and predicted ground 
motions carried out within the present study, and are more pronounced for 
interface-type events, as would be expected. Preliminary adjustments such as those 
performed in Chapter 9 can be used to obtain some insights into the physical 
mechanisms responsible for any observed discrepancies, but should not be used for 
practical purposes such as seismic hazard analyses, as they do not address the 
correlations between the various physical factors affecting the overall scaling of the 
ground-motion amplitudes. The steps required to derive robust adjustments taking 
account of these correlations for the South and Central American subduction zones 
have been discussed in Chapter 9.  
 
However, the analyses have also revealed a number of issues pertaining to the 
modelling of the processes involved in the generation and propagation of ground 
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motions from subduction-zone environments. The physical factors controlling the 
scaling of ground-motion amplitudes with magnitude need to be investigated in more 
detail in order to obtain magnitude scaling functions that can be used over a wider 
range of magnitudes that the domain of validity of current equations. 
Similarly, examination of ground motions along the Peruvian-Chilean subduction 
zone has indicated that the closest distance to the fault rupture plane, which is the 
most widely used distance metric for prediction of subduction events, may not be 
most appropriate description in the case of large interface events with distinct 
asperities. In particular, this is supported by observations for the 2007 Pisco 
earthquake (MW 8.0) which indicated a good correlation between observed intensities 
and the distance to the closest asperity (Tavera et al., 2008). Alternative descriptions 
of the source-to-site distance metric should therefore be investigated. Finally, the 
physical processes controlling the variation of ground-motion amplitudes with 
earthquake source depth need to be looked into, in order to obtain a more robust 
functional form. 
 
It is the recommendation of the present thesis that these modelling issues be 
addressed prior to the derivation of any new predictive model for ground motions 
from subduction-zone earthquakes for South and Central America, in order to clarify 
the contribution of modelling uncertainties to the currently observed mismatches 
between observed data and existing predictive models. 
 
REFERENCES                                                                                                                                                        
 
398 
References 
 
Abe, K. (1972). Mechanics and tectonic implications of the 1966 and 1970 Peru earthquakes. 
Physics of the Earth and Planetary Interiors 5, 367-379. 
 
Abrahamson, N.A. (2000). Effects of rupture directivity on probabilistic seismic hazard 
analysis. Proceedings of the 6th International Conference on Seismic Zonation, Palm 
Springs, California, 12-15 November 2000, Paper No. 50. 
 
Abrahamson, N.A., and W.J. Silva (1997). Empirical response spectral attenuation relations 
for shallow crustal earthquakes. Seismological Research Letters 68(1), 94-127. 
 
Abrahamson, N.A., and W.J. Silva (2008). Summary of the Abrahamson and Silva NGA 
ground motion relations. Earthquake Spectra 24(1), 67-97. 
 
Abrahamson, N.A., and K.M. Shedlock (1997). Overview. Seismological Research Letters 
68(1), 9-23. 
 
Abrahamson, N.A., and P.G. Somerville (1996). Effects of hanging wall and footwall on 
ground motions recorded during the Northridge earthquake. Bulletin of the Seismological 
Society of America 86(1B), S93–S99. 
 
Abrahamson, N.A., and R.R. Youngs (1992). A stable algorithm for regression analysis 
using the random effects model. Bulletin of the Seismological Society of America 82(1), 505-
510. 
 
Aguilar Bardales, Z., and J. Alva Hurtado (2007). Seismic microzonation of Lima. 
Proceedings of the International Conference on Earthquake Engineering, Centro Peruano 
Japonés de Investigaciones Sismicas y Mitigación de Desastres (CISMID), Universidad 
Nacional de Ingeniería, Lima, Peru. Available online at:   
http://www.cismid.edu.uni.pe/descargas/redacis/redacis32_p.pdf [in Spanish, last accessed: 
November 2009]. 
 
Aki, K., and P. G. Richards (1980). Quantitative Seismology: Theory and methods. W.H. 
Freeman and Company, New York. 
 
Akkar, S., and J.J. Bommer (2007a). Prediction of elastic displacement response spectra in 
Europe and the Middle East. Earthquake Engineering and Structural Dynamics 36(10), 
1275-1301. 
 
Akkar, S., and J.J. Bommer (2007b). Empirical prediction equations for peak ground 
velocity derived from strong-motion records from Europe and the Middle East. Bulletin of 
the Seismological Society of America 97(2), 511-530. 
 
Akkar, S., and Ö. Özen (2005). Effect of peak ground velocity on deformation demands for 
SDOF systems. Earthquake Engineering and Structural Dynamics 34(13), 1551-1571. 
 
Alfaro, C.S., A.S. Kiremidjian, and R.A. White (1990). Seismic zoning and ground motion 
parameters for El Salvador. Report No. 93, The John A. Blume Earthquake Engineering 
Center, Stanford University, California.  
 
Algermissen, S., L. Hansen, and P.C. Thenhaus (1988). Seismic hazard evaluation for El 
Salvador. Report for the U.S. Agency for International Development. 
 
REFERENCES                                                                                                                                                        
 
399 
Alva Hurtado, J. (2005). Sismo de Intraplaca ocurrido en Tarapacá el 13 de Junio del 2005. 
Presentation at the Centro Peruano Japones de Investigaciones Sismicas y Mitigacion de 
Desastres (CISMID), Universidad Nacional de Ingenieria, Lima, Peru [in Spanish]. 
 
Ambraseys, N.N., and R.D. Adams (1996). Large-magnitude Central American earthquakes, 
1898-1994. Geophysical Journal International 127(3), 665-692. 
 
Ambraseys, N.N., and R.D. Adams (2001). The seismicity of Central America. A descriptive 
catalogue 1898-1995. Imperial College Press, London, 309 pp. 
 
Ambraseys, N.N., and K.A. Simpson (1996). Prediction of vertical response spectra in 
Europe. Earthquake Engineering and Structural Dynamics 25(4), 401-412. 
 
Ambraseys, N.N., K.A. Simpson, and J.J. Bommer (1996). Prediction of horizontal response 
spectra in Europe. Earthquake Engineering and Structural Dynamics 25(4), 371-400. 
 
Anderson, J.G (2000). Expected shape of regressions for ground-motion parameters on rock. 
Bulletin of the Seismological Society of America 90(6B), S43–S52. 
 
Araneda, C., and G.R. Saragoni (1994). Project of geological survey of strong motion site in 
Central Chile. Report for the Kajima Institute of Construction Technology of Tokyo, 
Santiago, Chile. 
 
Araujo, M., and G. Suárez (1994). Geometry and state of stress of the subducted Nazca plate 
beneath central Chile and Argentina: evidence from teleseismic data. Geophysical Journal 
International 116(2), 283-303. 
 
Arias, A. (1970). A measure of earthquake intensity. In: Hansen, R. (ed.), Seismic design for 
nuclear power plants, MIT Press, Cambridge, Massachusetts, p. 438-489. 
 
Astiz, L., and H. Kanamori (1986). Interplate coupling and temporal variation of 
mechanisms of intermediate-depth earthquakes in Chile. Bulletin of the Seismological 
Society of America 76(6), 1614-1622. 
 
Astiz, L., T. Lay, and H. Kanamori (1988). Large intermediate-depth earthquakes and the 
subduction process. Physics of the Earth and Planetary Interiors 53(1-2), 80-166. 
 
Atakan, K.(1995). A review of the type of data and techniques used in the empirical 
estimation of local site response. Proceedings of the 5th International Conference on Seismic 
Zonation, Nice, France, 17-19 October 1995,  Vol. II,  p. 1451-1460. 
 
Atakan, K.(1997). Empirical site response studies in Central America: Present status 
Proceedings of the Seminar on Evaluation and Mitigation of Seismic Risk in the Central 
America Area, Universidad Centroamericana "Jose Simeon Cañas". San Salvador, El 
Savador, 22-27 September 1997, p. 77-88. 
 
Atakan, K., M. Ciudad Real, and R. Torres (2004). Local site effects on microtremors, weak 
and strong ground motion in San Salvador, El Salvador. In: Rose, W.I., J.J. Bommer, D.L. 
López, M.J. Carr, and J.J. Major (eds), Special Paper 375: Natural hazards in El Salvador, 
Geological Society of America, Boulder, Colorado, p.321-338. 
 
Atkinson, G.M. (1997). Empirical ground motion relations for earthquakes in the Cascadia 
region. Canadian Journal of Civil Engineering 24(1), 64-77. 
 
Atkinson, G.M., and I. Beresnev (1997). Opinion Paper: Don’t call it stress drop. 
Seismological Research Letters 68(1), 3-4. 
REFERENCES                                                                                                                                                        
 
400 
 
Atkinson, G.M., and D.M. Boore (1995). Ground-motion relations for Eastern North 
America. Bulletin of the Seismological Society of America 85(1), 17-30.  
 
Atkinson, G.M., and D.M. Boore (2003). Empirical ground-motion relations for subduction-
zone earthquakes and their application to Cascadia and other regions. Bulletin of the 
Seismological Society of America 93(4), 1703-1729. 
 
Atkinson, G.M., and D.M. Boore (2008). Erratum to: Empirical ground-motion relations for 
subduction-zone earthquakes and their application to Cascadia and other regions. Bulletin of 
the Seismological Society of America 98(4), 2567-2569. 
 
Barazangi, M., and B.L. Isacks (1976). Spatial distribution of earthquakes and subduction of 
the Nazca plate beneath South America. Geology 4(11), 686-692. 
 
Barrientos, S.E. (1988). Slip distribution of the 1985 central Chile earthquake. 
Tectonophysics 145(3), 225-241. 
 
Bray, J. D., and Rodriguez-Marek, A. (2004). "Characterization of forward-directivity 
ground motions in the near-fault region. Soil Dynamics and Earthquake Engineering, 24(11), 
815-828.  
 
Beck, S., S. Barrientos, E. Kausel, and M. Reyes (1998). Source characteristics of historic 
earthquakes along the central Chile subduction zone. Journal of South American Earth 
Sciences 11(2), 115-129. 
 
Benito, B., J.M. Cepeda, and J.J. Martinez-Diaz (2004). Analysis of the spatial and temporal 
distribution of the 2001 earthquakes in El Salvador. In: Rose, W.I., J.J. Bommer, D.L. 
López, M.J. Carr, and J.J. Major (eds), Special Paper 375: Natural hazards in El Salvador, 
Geological Society of America, Boulder, Colorado, p.339-356. 
 
Bernal I., and H. Tavera (2007a). Peak accelerations recorded in the City of Lima. In : The 
August 15, 2007 (7.0 ML) Pisco Earthquake (Preliminary report). Dirección de Sismología, 
Instituto Geofísico del Perú (IGP) [in Spanish].  
 
Bernal I., and H. Tavera (2007b). Peak accelerations recorded in the City of Ica. In : The 
August 15, 2007 (7.0 ML) Pisco Earthquake (Preliminary report). Dirección de Sismología, 
Instituto Geofísico del Perú (IGP) [in Spanish].  
 
Beyer, K., and J.J. Bommer (2006). Relationships between median values and aleatory 
variabilities for different definitions of the horizontal component of motion. Bulletin of the 
Seismological Society of America 96(2), 377–389. 
 
Bilek, S.L. and T. Lay (1999). Comparison of depth dependent fault zone properties in the 
Japan Trench and Middle America Trench. Pure and Applied Geophysics 154(3-4), 433-456. 
 
Bindi D., L. Luzi, F. Pacor, G. Franceschina, and R.R. Castro (2006). Ground-motion 
predictions from empirical attenuation relationships versus recorded data: The case of the 
1997-1998 Umbria-Marche central Italy, strong-motion data set. Bulletin of the 
Seismological Society of America  (3), 984-1002. 
 
Bolt, B.A. (1973). Duration of strong ground motions. Proceedings of the 5th World 
Conference on Earthquake Engineering, Rome, Italy, July 1973, Vol. 1, p. 1304-1313. 
 
REFERENCES                                                                                                                                                        
 
401 
Bommer, J.J. (2006). Empirical estimation of ground motion: Advances and issues. 
Proceedings of the 3rd International Symposium on the Effects of Surface Geology on 
Seismic Motion, Grenoble, France, 29 August-1 September 2006, Paper No. KN8. 
 
Bommer, J.J., and J. Alárcon (2006). The prediction and use of peak ground velocity. 
Journal of Earthquake Engineering 10(1), 1-31. 
 
Bommer, J.J., and A. Martínez-Pereira (1999). The effective duration of earthquake strong 
motion. Journal of Earthquake Engineering 3(2), 127-172. 
 
Bommer, J.J., M.B. Benito, M. Ciudad-Real, A. Lemoine, M.A Lopez-Menjivar, R. 
Madariaga, J. Mankelow, P. Mendez de Hasbun, W. Murphy, M. Nieto-Lovo, C.E. 
Rodriguez-Pineda, and H. Rosa (2002).  The El Salvador earthquakes of January and 
February 2001:  context, characteristics and implications for seismic risk. Soil Dynamics and 
Earthquake Engineering 22(5), 389-418. 
 
Bommer, J.J., J. Douglas, and F.O. Strasser (2003). Style-of-faulting in ground motion 
prediction equations. Bulletin of Earthquake Engineering 1(2), 171-203. 
 
Bommer, J.J., A.S. Elnashai, G.O. Chlimintzas, and D. Lee (1998). Review and development 
of response spectra for displacement-based seismic design. ESEE Report 98-3, Department 
of Civil Engineering, Imperial College, London. 
 
Bommer, J.J., A.S. Elnashai, and A.G. Weir (2000). Compatible acceleration and 
displacement spectra for seismic design codes. Proceedings of the 12th World Conference on 
Earthquake Engineering, Auckland, New Zealand, 30 January-4 February 2000, Paper No. 
207. 
 
Bommer J.J., D.A. Hernández, J.A. Navarrete, and W.M. Salazar (1996). Seismic hazard 
assessments for El Salvador. Geofísica Internacional 35(3), 227-244. 
 
Bommer, J.J., F. Scherbaum, H. Bungum, F. Cotton, and F. Sabetta (2005). On the use of 
logic trees for ground-motion prediction equations in seismic hazard analysis. Bulletin of the 
Seismological Society of America 95(2), 377–389. 
 
Boore, D.M. (1983). Stochastic simulation of high-frequency ground motions based on 
Seismological models of the radiated spectra. Bulletin of the Seismological Society of 
America 73(6A), 1865-1894. 
 
Boore, D.M. (2003). Simulation of Ground Motion Using the Stochastic Method. Pure and 
Applied Geophysics 160(3-4), 635-676. 
 
Boore, D.M., and S. Akkar (2003). Effect of causal and acausal filters on elastic and inelastic 
response spectra. Earthquake Engineerig and Structural Dynamics 32(11), 1729-1748. 
 
Boore, D.M., and G.M. Atkinson (1987). Stochastic prediction of ground motion and 
spectral response at hard-rock sites in eastern North America. Bulletin of the Seismological 
Society of America 77(2), 440-467. 
 
Boore, D.M., and G.M. Atkinson (2006). Boore-Atkinson provisional NGA empirical 
ground-motion model for the average horizontal component of PGA, PGV and SA at 
spectral periods of 0.05, 0.1, 0.2, 1, 2, 3, 4 and 5 seconds. Interim Report for USGS, October 
2006. 
 
REFERENCES                                                                                                                                                        
 
402 
Boore, D.M., and G.M. Atkinson (2008). Ground-motion prediction equations for the 
average horizontal component of PGA, PGV, and 5%-damped PSA at spectral periods 
between 0.01s and 10.0s. Earthquake Spectra 24(1), 99-138. 
 
Boore, D.M., and J.J. Bommer (2005). Processing of strong-motion accelerograms: needs, 
options and consequences. Soil Dynamics and Earthquake Engineering 25(2), 93-115. 
 
Boore, D.M., W.B. Joyner, and T.E. Fumal (1993). Estimation of response spectra and peak 
accelerations from Western North American earthquakes: an interim report. Open-File 
Report 93-509, U.S. Geological Survey, 72 pp. 
 
Boore, D.M., W.B. Joyner, and T.E. Fumal (1997). Equations for estimating horizontal 
response spectra and peak acceleration from western North American earthquakes: a 
summary of recent work. Seismological Research Letters 68(1), 128–153. 
 
Boore, D.M., J. Watson-Lamprey, and N.A. Abrahamson (2006). Orientation-independent 
measures of ground motion. Bulletin of the Seismological Society of America 96(4A), 1502-
1511. 
 
Boroschek, R., and D. Comte (2006). Amplitude and frequency characteristics of the 2001 
Southern Peru, Mw = 8.4 earthquake records. Journal of Seismology 10(3), 353-369. 
 
Bragato, L., and D. Slejko (2005). Empirical ground-motion attenuation relations for the 
eastern Alps in the magnitude range 2.5–6.3. Bulletin of the Seismological Society of 
America 95(1), 252–276. 
 
Brillinger, D.R., and H.K. Preisler (1984). An exploratory analysis of the Joyner-Boore 
attenuation data. Bulletin of the Seismological Society of America 74(4), 1441-1450. 
 
Brillinger, D.R., and H.K. Preisler (1985). Further analysis of the Joyner-Boore attenuation 
data. Bulletin of the Seismological Society of America 75(2), 611-614. 
 
Brune, J.N. (1970). Tectonic stress and the spectra of seismic shear waves from earthquakes. 
Journal of Geophysical Research 75(26), 4997-5009. 
 
Brune, J.N. (1971). Correction. Journal of Geophysical Research 76(20), 2002. 
 
Brune, J.N. (1996). Particle motions in a physical model of shallow angle thrust faulting. 
Journal of Earth System Science 105(2), 197-206. 
 
Burbach G.V., and C. Frolich (1986). Intermediate and deep seismicity and lateral structure 
of subducted lithosphere in the Circum-Pacific region. Reviews of Geophysics 24(4), 833-
874. 
 
Burbach, G.V., C. Frohlich, W.D. Pennington & T. Masumoto (1984). Seismicity and 
tectonics of the subducted Cocos Plate. Journal of Geophysical Research 89(B9), 7719-
7735. 
 
Byrne, D., D. Davis, and L. Sykes (1988). Loci and maximum size of thrust earthquakes and 
the mechanics of the shallow region of subduction zones. Tectonics 7(4), 833-857. 
 
Cahill, T. and B.L. Isacks (1992). Seismicity and shape of the subducted Nazca plate. 
Journal of Geophysical Research 97(B12), 17503-17529. 
 
Campbell, K.W. (1981). Near-source attenuation of peak horizontal acceleration. Bulletin of 
the Seismological Society of America 71(6), 2039-2070. 
REFERENCES                                                                                                                                                        
 
403 
 
Campbell, K.W. (1983). The effect of site characteristics on near-source recordings of 
strong-ground motion. In: Hays, W.W. (ed.), Proceedings of Conference XXII: A workshop 
on “Site specific effects of soil and rock on ground motion and the implications for 
earthquake-reistant design”. Open- File Report 83-845,  U.S. Geological Survery, p. 280-
309. 
 
Campbell, K.W. (1985). Strong motion attenuation relations: a ten-year perspective. 
Earthquake Spectra 1(4), 759-804. 
 
Campbell, K.W. (1997). Empirical near-source attenuation relation-ships for horizontal and 
vertical components of peak ground acceleration, peak ground velocity, and pseudo-absolute 
acceleration response spectra. Seismological Research Letters 68(1), 154-179. 
 
 
Campbell, K.W. (2003). A contemporary guide to strong-motion attenuation relations. In: 
Lee, W.H.K., H. Kanamori, P.C. Jennings, and C. Kisslinger (eds), International Handbook 
of Earthquake and Engineering Seismology. Academic Press. Part B, Vol.2, Supplement to 
Chapter 60. 
 
Campbell, K.W., and Y. Bozorgnia (2000). New empirical models for predicting near-source 
horizontal, vertical, and V/H response spectra: implications for design. Proceedings of the 6th 
International Conference on Seismic Zonation California, 12-15 November 2000, Paper No. 
105. 
 
Campbell, K.W., and Y. Bozorgnia (2003). Updated near-source ground-motion 
(attenuation) relations for the horizontal and vertical components of peak ground 
acceleration and acceleration response spectra. Bulletin of the Seismological Society of 
America 93(1), 314-331. 
 
Campbell, K.W., and Y. Bozorgnia (2006). Campbell-Bozorgnia NGA empirical ground-
motion model for the average horizontal component of PGA, PGV, PGD and SA at selected 
spectral periods ranging from 0.01-10.0 seconds. Interim Report for USGS, Version 1, 
October 2006. 
 
Campbell, K.W., and Y. Bozorgnia (2008). NGA ground motion model for the geometric 
mean horizontal component of PGA, PGV, PGD and 5% damped linear elastic response 
spectra for periods ranging from 0.01 to 10 s. Earthquake Spectra 24(1), 139-171. 
 
Campbell, K.W., S.T. Algermissen, E. Kausel, and L.M. Highland (1989). Processed strong-
motion data for the Central Chile earthquake of March 3, 1985: Fifteen accelerograph sites 
owned by CHILECTRA, ENDESA, and the Department of Geology and Geophysics, 
University of Chile. Open-File Report 89-448, U.S. Geological Survey, 328 pp. 
 
Campbell, K.W., S.T. Algermissen, E. Kausel, and L.M. Highland (1990). Processed strong-
motion data for the Central Chile aftershock of April 9, 1985: Nine accelerograph sites 
owned by CHILECTRA, ENDESA, and the Department of Geology and Geophysics, 
University of Chile. Open-File Report 90-46, U.S. Geological Survey, 171 pp. 
 
Çelebi, M. (1987). Topographical and geological amplifications determined from strong-
motion and aftershock records of the 3 March 1985 Chile earthquake. Bulletin of the 
Seismological Society of America 77(4), 1147-1167. 
 
Çelebi, M. (1988). Processed Chile earthquake Records of 3 March 1985 and Aftershocks. 
Open-File report 87-195, revised October 1988, U.S. Geological Survey, 254 pp.  
 
REFERENCES                                                                                                                                                        
 
404 
Cepeda, J.M., M.B. Benito, and E.A. Burgos (2004). Strong-motion characteristics of 
January and February 2001 earthquakes in El Salvador. In: Rose, W.I., J.J. Bommer, D.L. 
López, M.J. Carr, and J.J. Major (eds), Special Paper 375: Natural hazards in El Salvador, 
Geological Society of America, Boulder, Colorado, p.405-421. 
 
Chang, S.W., J.D. Bray and R.B. Seed (1996). Engineering implications of ground motions from the 
Northridge earthquake. Bulletin of the Seismological Society of America 86, 270-288. 
 
Chiou, B., and R.R. Youngs (2008). Chiou-Youngs NGA ground motion relations for the 
geometric mean horizontal component of peak and spectral ground motion parameters. 
Earthquake Spectra 24(1), 173-215. 
 
Choy, G.L., and J.W. Dewey (1988). Rupture process of an extended earthquake sequence: 
Teleseismic analysis of the Chilean earthquake of March 3, 1985. Journal of Geophysical 
Research 93(B2), 1103-1118. 
 
Choy, G. L., and S.H. Kirby (2004). Apparent stress, fault maturity and seismic hazard for 
normal-fault earthquakes at subduction zones. Geophysical Journal International 159(3), 
991-1012. 
 
Christensen, D., and L. Ruff (1983). Outer-rise earthquakes and seismic coupling. 
Geophysical Research Letters 10(8), 697-700. 
 
Christensen, D., and L. Ruff (1988). Seismic coupling and outer rise earthquakes. Journal of 
Geophysical Research 93(B11), 13421-13444. 
 
Climent, A., S. Midorikawa, M. Matsuoka, and T. Toshinawa (1992). Processed strong-
motion data of near-source accelerograms obtained from Costa Rican Electricity Institute 
strong-motion network in 1990 and 1991. DEETEC Report 920207, Division of Earthquake 
Engineering, Tokyo Institute of Technology, Tokyo, Japan. 
 
Climent, A., V. Schmidt, D. Hernández, J. Cepeda, E. Camacho, R. Escobar,  W. Strauch, 
and J. Rivas (2007).  Strong-motion monitoring. In:  Bundschuh, J., and G.E. Alvarado 
(eds.), Central America: Geology, Resources and Hazards, Routledge, New York, Vol.2, 
Chapter 39. 
 
Climent, A., W. Taylor, M. Ciudad Real, W. Strauch, G. Santana, M. Villagran, A. Dahle,  
and H. Bungum (1994). Spectral strong motion attenuation models in Central America. 
Technical Report 2-17, NORSAR, Norway, 1994. 
 
Comte, D., and M. Pardo (1991). Reappraisal of great historical earthquakes in the northern 
Chile and southern Peru seismic gaps. Natural Hazards 4(1), 23-44. 
 
Comte, D., and G. Suárez (1995). Stress distribution and geometry of the subducting Nazca 
plate in northern Chile using teleseismically recorded earthquakes. Geophysical Journal 
International 122(2), 419-440. 
 
Comte, D., A. Eisenberg, E. Lorca, M. Pardo, I. Ponce, R. Saragoni, S.K. Singh, and G. 
Suárez (1986). The 1985 Central Chile Earthquake: A repeat of previous great earthquakes 
in the region? Science 233(4762), 449-453. 
 
Comte, D., M. Pardo, L. Dorbath, C. Dorbath, H. Haessler, L. Rivera, A. Cisternas, and L. 
Ponce (1994). Determination of seismogenic interplate contact zone and crustal seismicity 
around Antofagasta, northern Chile using local data. Geophysical Journal International 
116(3), 553-561. 
 
REFERENCES                                                                                                                                                        
 
405 
Connor, I.N. (1985). The San Antonio, Chile, earthquake of 3 March 1985. Bulletin of the 
New Zealand Society for Earthquake Engineering 18(2), 128-138. 
 
Conrad, C.P., S. Bilek, and C. Lithgow-Bertelloni (2004). Great earthquakes and slab pull: 
interaction between seismic coupling and plate-slab coupling. Earth and Planetary Science 
Letters 218(1-2), 109-122. 
 
Converse A.M., and A.G. Brady (1992). BAP: Basic strong-motion accelerogram processing 
software: Version 1.0. Open-File Report 92-296A, US Geological Survey, 178pp. 
 
Converse A.M., A.G. Brady, and W.B. Joyner (1984). Improvements in strong-motion data 
processing procedures. Proceedings of the 8th World Conference on Earthquake 
Engineering, San Francisco, California, July 1984, Vol. II, p. 143-148. 
 
Cortez-Flores, A. (2004). Site response of the 2001 Southern Peru earthquake. MSc 
Dissertation, Washington State University. 
 
Cotton, F., F. Scherbaum, J.J. Bommer, and H. Bungum (2006). Criteria for selection and 
adjusting ground motion models for specific target regions: Application to Central Europe 
and rock sites. Journal of Seismology 10(2), 137-156. 
 
Crouse, C.B., (1991). Ground-motion attenuation equations for earthquakes on the Cascadia 
subduction zones. Earthquake Spectra 7(2), 201-236. 
 
Crouse, C.B., Y.K. Vyas, and B.A. Schell (1988). Ground motion from subduction-zone 
earthquakes. Bulletin of the Seismological Society of America 78(1), 1-25. 
 
Dahle, A., A. Climent, W. Taylor, H. Bungum, P. Santos, M. Ciudad Real, C. Lindholm, W. 
Strauch, and F. Segura (1995). New spectral strong motion attenuation models for Central 
America. Proceedings of the 5th International Conference on Seismic Zonation, Nice, France, 
17-19 October 1995, Vol. II, 1005-1012. 
 
Delouis, B., and D. Legrand (2007). Mw 7.8 Tarapaca intermediate depth earthquake of 13 
June 2005 (northern Chile): Fault plane identification and slip distribution by waveform 
inversion. Geophysical Research Letters 34(1), Article No. L01304. 
 
Delouis, B., A. Cisternas, L. Dorbath, L. Rivera, and E. Kausel (1996). The Andean 
subduction zone between 22 and 25°S (northern Chile): precise geometry and state of stress. 
Tectonophysics 259(1-3), 81-100. 
 
Delouis, B., D. Giardini, P. Lundgren, and J. Salichon (2002). Joint inversion of InSAR, 
GPS, teleseismic, and strong-motion data for the spatial and temporal distribution of 
earthquake slip: Application to the 1999 Đzmit mainshock. Bulletin of the Seismological 
Society of America 92(1), 278-299. 
 
DeMets, C. (2001). A new estimate for present-day Cocos-Caribbean plate motion: 
implications for slip along the Central American volcanic arc. Geophysical Research Letters 
28(21), 4043-4046. 
 
DeMets, C., R.G. Gordon, D.F. Argus, and S. Stein (1990). Current plate motions. 
Geophysical Journal International 101(2), 425-478. 
 
DeShon, H.R., S.Y. Schwartz, S.L. Bilek, L.M. Dorman, V. Gonzalez, J.M. Protti, E.R. 
Flueh, and T.H. Dixon (2003). Seismogenic zone structure of the southern Middle America 
Trench, Costa Rica. Journal of Geophysical Research 108(B10), Article No. B002294. 
 
REFERENCES                                                                                                                                                        
 
406 
DeShon, H.R., S.Y. Schwartz, A.V. Newman, V. González, M. Protti, L.M. Dorman, T.H. 
Dixon, D.E. Sampson, and E.R. Flueh (2006). Seismogenic zone structure beneath the 
Nicoya Peninsula, Costa Rica, from three-dimensional local earthquake P- and S-wave 
tomography. Geophysical Journal International 164(1), 109-124. 
 
Dewey, J.W., G.L. Choy, and S.P. Nishenko (1985). Asperities and paired thrust zones in the 
focal region of the Chilean earthquake of March 3, 1985. Eos Transactions of the American 
Geophysical Union 66, 950 [Abstract]. 
 
Dewey, J.W., R.A. White, and D.A. Hernández (2004). Seismicity and tectonics of El 
Salvador. In: Rose, W.I., J.J. Bommer, D.L. López, M.J. Carr, and J.J. Major (eds), Special 
Paper 375: Natural hazards in El Salvador, Geological Society of America, Boulder, 
Colorado, p.363-378. 
 
Dobry, R., R.D. Borcherdt, C.B. Crouse, I.M. Idriss, W.B. Joyner, G.R. Martin, M.S. Power, 
E.E. Rinne, and R.B. Seed (2000). New site coefficients and site classification system used 
in recent building seismic code provisions. Earthquake Spectra 16(1), 41-67. 
 
Dorbath, L., A. Cisternas, and C. Dorbath (1990). Assessment of the size of large and great 
historical earthquakes in Peru. Bulletin of the Seismological Society of America 80(3), 551-
576. 
 
Douglas, J. (2002). On the recovery of peak ground velocity and peak ground displacement 
from strong-motion records. Proceedings of the 12th European Conference on Earthquake 
Engineering, London, UK, 9-13 September 2002, Paper No. 18. 
 
Douglas, J. (2003a). Earthquake ground motion estimation using strong ground motion 
records: a review of equations fro the estimation of peak ground acceleration and response 
spectral ordinates. Earth-Science Reviews 61(1-2), 43-104. 
 
Douglas, J. (2003b). What is a poor quality strong-motion record? Bulletin of Earthquake 
Engineering 1(1), 141-156. 
 
Douglas, J. (2004). Reissue of ESEE Report No. 01-1: ‘A comprehensive worldwide 
summary of strong-motion attenuation relationships for peak ground acceleration and 
spectral ordinates (1969 to 2000)’ with corrections and additions. Research Report 04-001-
SM, Department of Civil and Environmental Engineering, Imperial College London. 
Available at:  
http://www.imperial.ac.uk/civilengineering/research/researchnewsandreports/researchreports/ 
[last accessed: November 2009]. 
 
Douglas, J. (2006). Errata of and additions to ‘Ground motion estimation equations 1964-
2003’. Report BRGM/RP-54603-FR, Bureau des Recherches Géologiques et Minières, 
France, pp. 103. Available at:  
http://www.brgm.fr/publication/pubDetailRapportSP.jsp?id=RSP-BRGM/RP-54603-FR 
[last accessed: November 2009]. 
 
Douglas, J. (2007). On the regional dependence of earthquake response spectra. ISET 
Journal of Earthquake Technology 44(1), 71–99. 
 
Douglas J., D. Bertil, A. Roulle, P. Dominique, and P. Jousset (2006). A preliminary 
investigation of strong-motion data from the French Antilles. Journal of Seismology 10(3), 
271-299. 
 
REFERENCES                                                                                                                                                        
 
407 
Douglas, J., H. Bungum, A. Dahle, C. Lindholm, A. Climent, W. Taylor Castillo, P. Santos 
Lopez, V. Schmidt, and W. Strauch (2004). Dissemination of Central American strong-
motion data using Strong-Motion Datascape Navigator. CD-ROM collection, 2004. 
 
Dowrick, D.J. (1985). Preliminary field observations of the Chilean earthquake of 3 March 
1985. Bulletin of the New Zealand Society for Earthquake Engineering 18(2), 119-127. 
 
Drouet S., F. Scherbaum, F. Cotton,  and A. Souriau (2007). Selection and ranking of ground 
motion models for seismic hazard analysis in the Pyrenees. Journal of Seismology 11(1) 87-
100. 
 
EERI (1986). The Chile Earthquake of March 3, 1985 – EERI Reconnaissance Report. 
Earthquake Spectra 2(2), 249-508. 
 
EERI (1990). Learning from earthquakes: The Costa Rica earthquake of December 22 1990. 
EERI Special Earthquake Report, EERI Newsletter. 
 
EERI (1991). The Costa Rica Earthquake of 22 April 1991– EERI Reconnaissance Report. 
Earthquake Spectra 7(S2), 1-165. 
EERI (2001). Learning from earthquakes: Preliminary Observations on the El Salvador 
Earthquakes of January 13 and February 13, 2001, EERI Special Earthquake Report, EERI 
Newsletter. 
 
EERI (2003). The southern Peru Earthquake of 23 June 2001 – EERI Reconnaissance 
Report. Earthquake Spectra 19(S1), 1-165. 
 
EERI (2005). Learning from earthquakes: Intensities and Damage distribution in the June 
2005 Tarapaca, Chile Earthquake. EERI Special Earthquake Report, EERI Newsletter, 
November 2005. 
 
EERI (2007). Learning from earthquakes: The Pisco, Peru, Earthquake of August 15, 2007. 
EERI Special Earthquake Report, EERI Newsletter, October 2007. 
 
Engdahl, E.R., and A. Villaseñor (2002). Global Seismicity:1900-1999. In: Lee , W.H.K., H. 
Kanamori, P.C. Jennings, and C. Kisslinger (eds), International Handbook of Earthquake 
and Engineering Seismology. Academic Press. Part A, Ch. 41, p. 665-690. 
 
Engdahl, E.R., R. van der Hilst, and R. Buland (1998). Global teleseismic earthquake 
relocation with improved travel times and procedures for depth determination. Bulletin of the 
Seismological Society of America 88(3), 722-743. 
 
Faccioli, E., C. Battistella, P. Alemani, and A. Tibaldi (1988). Seismic microzoning 
investigations in the metropolitan area of San Salvador, El Salvador, following the 
destructive earthquake of 10 October 1986. Proceedings of the International Seminar on 
Earthquake Engineering, Innsbruck, Austria, 1988, p. 28-65. 
 
Faccioli, E.E., V. Santayo, and J.L. Leone (1973). Microzonation criteria and seismic 
response studies for the city of Managua. In: Proceedings of the Earthquake Engineering 
Research Institute Conference on the Managua, Nicaragua, Earthquake of December 23, 
1972, Vol. 1, 
p. 271–291. 
 
Field, E.H., and K.H. Jacob (1995). Comparison of various site respons estimation 
techniques, including three that are not reference site depending. Bulletin of the 
Seismological Society of America 85(4), 1127-1142. 
 
REFERENCES                                                                                                                                                        
 
408 
Frischbutter, A. (2002). Structure of the Managua Graben, Nicaragua, from remote sensing 
images. Geofisica Internacional 41(2), 87-102. 
 
Frisenda, M., M. Massa, D. Spallarossa, G. Ferretti, and  C. Eva  (2005). Attenuation 
relationship for low moderate earthquakes using standard seismometric records.  Journal of 
Earthquake Engineering 9(1), 23-40. 
 
Fresard, M., and G.R. Saragoni (1986). Análisis de los acelerogramas y de los daños de los 
sismos de 1981 en la Zona Central de Chile. Proceedings,  IV Jornadas Chilenas de 
Sismología e Ingeniería Antisísmica, Viña del Mar, Chile, 2-4 April 1986, Vol.2, p.F93-F111 
[in Spanish]. 
 
Frohlich, C., and K.D. Apperson (1992). Earthquake focal mechanisms, moment tensors, and 
the consistency of seismic activity near plate boundaries. Tectonics 11(2), 279–296. 
 
Fukushima, Y., and T. Tanaka (1990). A new attenuation relation for peak horizontal 
acceleration of strong earthquake ground motion in Japan. Bulletin of the Seismological 
Society of America 80(4), 757-783. 
 
García, D., S.K. Singh, M. Herráiz, M. Ordaz, and J.F. Pacheco (2005). Inslab earthquakes 
of Central Mexico: Peak ground-motion parameters and response spectra. Bulletin of the 
Seismological Society of America 95(6), 2272-2282. 
 
Gardi, A., A. Lemoine, R. Madariaga, and J. Campos (2006). Modeling of stress transfer in 
the Coquimbo region of central Chile. Journal of Geophysical Research 111(B4), Article 
No. B04307. 
 
Gregor, N., W. Silva, and B. Darragh (2002). Development of attenuation relations for peak 
particle velocity and displacement. Technical Report to PG&E/CEC/Caltrans, Pacific 
Engineering and Analysis. Available at: http://www.pacificengineering.org/rpts_page1.shtml 
[last accessed: November 2009]. 
 
Gündel, F. and M. Protti (1998). Sismicidad y sismotectónica de América Central. Física de 
la Tierra 10, 19-51 [in Spanish]. 
 
Guzmán-Speziale, M., C. Valdés-González, E. Molina, J.M. Gómez (2005). Seismic activity 
along the Central America volcanic arc: Is it related to subduction of the Cocos plate? 
Tectonophysics 400(1), 241-254. 
 
Haghshenas, E., P.-Y. Bard, N. Theodulidis, and SESAME WP04 Team (2008). Empirical 
evaluation of microtremor H/V spectral ratio. Bulletin of Earthquake Engineering 6(1), 75-
108. 
 
Hancock, J. (2006). The influence of duration and the selection and scaling of accelerograms 
in engineering design and assessment. PhD Thesis, University of London, UK. 
 
Hanks, T.C., and H. Kanamori (1979). A moment magnitude scale. Journal of Geophysical 
Reserach 84(B5), 2348-2350. 
 
Hansen, S.E., S.Y. Schwartz, H.R. DeShon, and V. González (2006). Earthquake relocation 
and focal mechanism determination using waveform cross correlation, Nicoya Peninsula, 
Costa Rica. Bulletin of the Seismological Society of America 96(3), 1003-1011. 
 
Hartzell, S.H., and T.H. Heaton (1983). Inversion of strong ground motion and teleseismic 
waveform data for the fault rupture history of the 1979 Imperial Valley, California, 
earthquake. Bulletin of the Seismological Society of America 73(6A), 1553-1583. 
REFERENCES                                                                                                                                                        
 
409 
 
Hartzell, S.H., and T.H. Heaton (1986). Rupture history of the 1984 Morgan Hill, California, 
earthquake from the inversion of strong motion records. Bulletin of the Seismological Society 
of America 76(3), 649-674. 
 
Hartzell, S., and C. Langer (1993). Importance of model parameterization in finite fault 
inversions: Application to the 1974 Mw 8.0 Peru earthquake. Journal of Geophysical 
Research 98 (B12), 22123-22134. 
 
Heaton, T.H., and H. Kanamori (1984). Seismic potential associated with subduction in the 
northwestern United States. Bulletin of the Seismological Society of America 74(3), 933-941. 
 
Hintersberger E., F. Scherbaum, and S. Hainzl (2007). Update of likelihood-based ground-
motion model selection for seismic hazard analysis in western central Europe. Bulletin of 
Earthquake Engineering 5(1), 1-16. 
 
Houston, H., and H. Kanamori (1986). Source characteristics of the 1985 Michoacan, 
Mexico earthquake at periods of 1 to 30 seconds. Geophysical Research Letters 13(6), 597-
600. 
 
Hradecky, P., P. Hayliceck, M. Navarro, Z. Novak, E. Stanik, and J. Sebesta (1997). Estudio 
para el reconocimiento de la amenaza geológica en el área de Managua, Nicaragua. 
Technical Report, CGU/INETER, Prague and Managua, 320pp [in Spanish]. 
 
Husen, S., E. Kissling, and R. Quintero (2002). Tomographic evidence for a subducted 
seamount beneath the Gulf of Nicoya, Costa Rica: The cause of the 1990 Mw = 7.0 Gulf of 
Nicoya earthquake. Geophysical Research Letters 29(8), Article No. L014045. 
 
Husen, S., R. Quintero, E. Kissling, and B. Hacker (2003). Subduction-zone structure and 
magmatic processes beneath Costa Rica constrained by local earthquake tomography and 
petrological modelling. Geophysical Journal International 155(1), 11-32. 
 
Husid, L.R. (1969). Caracteristicas de terremotos-Analisis general. Revista del IDIEM, 
Santiago de Chile 8, 21-42. [in Spanish] 
 
Iai, S., Y. Matsunga, T. Morita, H. Sakurai, E. Kurata, and K. Mukai (1993). Attenuation of 
peak ground acceleration in Japan. Proceedings of the International Workshop on Strong 
Motion Data, Menlo Park, California, 13-17 December 1993, Vol. 2, p. 3-21. 
 
INETER (1995). 1:500,000 Geological map of Nicaragua, Nicaraguan Institute of Territorial 
Studies (INETER), 1995. 
 
INETER (2003). 1:50,000 Geological map of Managua, Nicaraguan Institute of Territorial 
Studies (INETER), 2003. 
 
Isacks, B., J. Oliver, and L.R. Sykes (1968). Seismology and the new global tectonics. 
Journal of Geophysical Research 73(18), 5855-5899. 
 
Iwan, W.D. (1995). Near-field considerations in specification of seismic design motions for 
structures. Proceedings of the 10th European Conference on Earthquake Engineering, 
Vienna, Austria, 28 August-2 September 1994, Vol. 1, p. 257–267 
 
Jackson, J. (2001). Living with earthquakes: Know your faults. Journal of Earthquake 
Engineering  5(Special issue 1), 5-123. 
 
REFERENCES                                                                                                                                                        
 
410 
Ji, C., and Y. Zeng (2007). Preliminary results of the August 15, 2007 Mw 8.0 coast of 
central Peru earthquake. U.S. Geological Survey web report , available online at 
http://earthquake.usgs.gov/eqcenter/eqinthenews/2007/us2007gbcv/finite_fault.php [last 
accessed: November 2009] 
 
Ji, C., D.J. Wald, and D.V. Helmberger (2002). Source description of the 1999 Hector Mine, 
California, Earthquake, part I: Wavelet domain inversion theory and resolution analysis. 
Bulletin of the Seismological Society of America 92(4), 1192-1207. 
 
Jordan, T.E., B.L. Isacks, R.W. Allmendinger, J.A. Brewer, V.A. Ramos, and C.J. Ando 
(1983). Andean tectonics related to geometry of subducted Nazca plate. Bulletin of the 
Geological Society of America 94(3), 341-361. 
 
Joyner, W.B., and D.M. Boore (1981). Peak horizontal acceleration and velocity from 
strong-motion records including records from the 1979 Imperial Valley, California, 
earthquake. Bulletin of the Seismological Society of America 71(6), 2011-2038. 
 
Joyner, W.B., and D.M. Boore (1982). Prediction of earthquake response spectra. Open-File 
Report 82-977, U.S. Geological Survey, 17 pp.  
 
Joyner, W.B., and D.M. Boore (1988). Measurement, characterization and prediction of 
strong ground motion. Proceedings of Specialty Conference on Earthquake Engineering and 
Soil Dynamics II, Geotechnical Division, ASCE, Park City, Utah, 27-30 June 1988, p. 43-
102. 
 
Joyner, W.B., and D.M. Boore (1993). Methods for regression analysis of strong-motion 
data. Bulletin of the Seismological Society of America 83(2), 469-487. 
 
Joyner, W.B., and T.E. Fumal (1984). Use of measured shear-wave velocity for predicting 
geologic site effects on strong ground motion Proceedings of the 8th World Conference on 
Earthquake Engineering, San Francisco, California, July 1984, Vol. II, p. 777-783. 
 
Kanamori, H.(1978). Semi-empirical approach to prediction of ground motions produced by 
large earthquakes. In: Helmberger, D.V., and P.C. Jennings (eds.), Proceedings of the NSF 
Seminar Workshop on Strong Ground Motion, California Institute of Technology, Pasadena, 
California, p. 80-84. 
 
Kanamori, H. (1986). Rupture process of subduction-zone earthquakes. Annual Review of 
Earth and Planetary Sciences 14, 293-322. 
 
Kanno, T., A. Narita, N. Morikawa, H. Fujiwara, and F. Yoshimitsu (2006). A new 
attenuation relation for strong ground motion in Japan based on recorded data. Bulletin of the 
Seismological Society of America 96(3), 879-897. 
 
Kausel, E. (1986). Los Terremotos de Agosto de 1868 y Mayo de 1877 que afectaron el Sur 
del Peru y Norte de Chile. Boletin de la Academia Chilena de Ciencias 3, 8-12 [in Spanish]. 
 
Kausel, E., and J. Campos (1992). The MS=8 tensional earthquake of 9 December 1950 of 
northern Chile and its relation to the seismic potential of the region. Physics of the Earth and 
Planetary Interiors 72(3-4), 220-235. 
 
Kelleher, J.A. (1972). Rupture zones of large South American earthquakes and some 
predictions. Journal of Geophysical Research 77(11), 2087-2103. 
 
Kikuchi M., and Y. Yamanaka (2001). Near coast of Peru earthquake (Mw=8.2) on June 23, 
2001 (revised). Seismological Note No. 105,  Earthquake Information Center, Tokyo 
REFERENCES                                                                                                                                                        
 
411 
University, available online at: http://wwweic.eri.u-tokyo.ac.jp/EIC/EIC_News/105E.html 
[last accessed: November 2009]. 
 
Konca, O.K. (2007). Preliminary result: 07/08/15 (Mw 8.0), Peru earthquake. CALTECH web 
report, available at: http://www.tectonics.caltech.edu/slip_history/2007_peru/pisco.html [last 
accessed: November 2009]. 
 
Konno, K., and T. Ohmachi (1998). Ground-motion characteristics estimated from spectral 
ratio between horizontal and vertical components of microtremor. Bulletin of the 
Seismological Society of America 88(1), 228-241. 
 
Langer, C.J. and W. Spence (1995). The 1974 Peru earthquake series. Bulletin of the 
Seismological Society of America 85(3), 665-687. 
Lay, T., and T.C Wallace (1995). Modern Global Seismology. Academic Press, Inc., San  
Diego, California, 521pp.  
 
Lee, V.W., and M.D. Trifunac (1990). Automatic digitization and processing of 
accelerograms using PC. Report CE-90-03, Department of Civil Engineering, University of 
Southern California, Los Angeles, California, 115pp. 
 
Lee, V. W., and M.D. Trifunac (1995). Pseudo relative velocity spectra of strong earthquake 
ground motion in California. Report CE 95-04,  Department of Civil Engineering, University 
of Southern California, Los Angeles, California. 
 
LeFevre L.V., and K.C. McNally (1985). Stress distribution and subduction of aseismic 
ridges in the Middle America subduction zone. Journal of Geophysical Research 90(B6), 
4495-4510. 
 
Lemoine, A., R. Madariaga, and J. Campos (2001). Evidence for earthquake interaction in 
Central Chile: the July 1997-September 1998 sequence. Geophysical Research Letters 
28(14), 2743-2746. 
 
Lemoine, A., R. Madariaga, and J. Campos (2002). Slab-pull and slab-push earthquakes in 
the Mexican, Chilean and Peruvian subduction zones. Physics of the Earth and Planetary 
Interiors 132(1-3), 157-175. 
 
Lermo, J., and F.J. Chávez-García (1993). Site effect evaluation using spectral ratios with 
only one station. Bulletin of the Seismological Society of America 83(5), 1574-1594. 
 
Ligorría, J.P., and K. Atakan (1997). Empirical site response estimation in Guatemala City. 
Proceedings of the seminar on Assessment and Mitigation of Seismic Risk in the Central 
American Area, San Salvador, El Salvador, 22-27 September 1997, p. 141-156. 
 
Lobos, C. (1999). Efecto del mecanismo, de las ondas superficiales y del suelo en los 
acelerogramas del terremoto de Chile del 3 de marzo de 1985. Civil Engineering Degree 
Dissertation, Department of Physical Sciences and Mathematics, University of Chile, 
Santiago, Chile [in Spanish]. 
 
Lomnitz, C. (2004). Major earthquakes of Chile: A historical survey, 1535-1960. 
Seismological Research Letters 75(3), 368-378. 
 
Luppichini, N. (2004). Interpretación de los acelerogramas del terremoto de Chile Central de 
1985 considerando ondas sísmicas de alta frecuencia. Civil Engineering Dissertation, 
University of Chile [in Spanish]. . 
 
REFERENCES                                                                                                                                                        
 
412 
Mai, P.M. (2004). SRCMOD - Database of finite-source rupture models, Annual Meeting of 
the Southern California Earthquake Center (SCEC), September 19-23, 2004, Palm Springs, 
California. Database available online at: http://www.seismo.ethz.ch/srcmod/ [last accessed: 
November 2009]. 
 
Malgrange, M., A. Deschamps and R. Madariaga (1981). Thrust and extensional faulting 
under the Chilean coast: 1965, 1971 Aconcagua earthquakes. Geophysical Journal of the 
Royal Astronomical Society 66(2), 313-331. 
 
Martín, A. (1990). Hacia una nueva regionalización y cálculo del peligro sísmico en Chile. 
Civil Engineering Degree Dissertation, Department of Physical Sciences and Mathematics, 
University of Chile, Santiago, Chile [in Spanish]. 
 
Martínez-Díaz, J.J., J.A. Álvarez-Gómez, B. Benito, and D. Hernández (2004). Triggering of 
destructive earthquakes in El Salvador. Geology 32(1), 65-68. 
 
Masuda, T., and M. Ohtake (1992). Comment on "A new attenuation relation for peak 
horizontal acceleration of strong earthquake ground motion in Japan" by Y. Fukushima and 
T. Tanaka, Bulletin of the Seismological Society of America 82(1), 521-522. 
 
McCann, W.R., S.P. Nishenko, L.R. Sykes, and J. Krause (1979). Seismic gaps and plate 
tectonics: Seismic potential for major boundaries. Pure and Applied Geophysics 117(6), 
1082-1147. 
 
McGuire, R.K. (1978). Seismic ground motion parameter relations. Journal of the 
Geotechnical Engineering Division ASCE, 104(GT4), 481-490. 
 
McVerry, G., J. Zhao, N. Abrahamson, and P. Somerville (2006). New Zealand acceleration 
response spectrum attenuation relations for crustal and subduction zone earthquakes. Bulletin 
of the New Zealand Society for Earthquake Engineering 39(1), 1-58. 
 
Medina, M. (1998). Análisis comparativo de métodos de regresión de atenuación de 
aceleración máxima. Civil Engineering Degree Dissertation, Department of Physical 
Sciences and Mathematics, University of Chile, Santiago, Chile [in Spanish]. 
 
Mendoza, C., S. Hartzell, and T. Monfret (1994). Wide-band analysis of the 3 March 1985 
central Chile earthquake: Overall source process and rupture history. Bulletin of the 
Seismological Society of America 84(2), 269-283. 
 
Midorikawa, S. (1992). Site effects on strong-motion records of the 1985 Chile earthquake 
and their non-linear behaviour. Proceedings of the 10th World Conference in Earthquake 
Engineering, Madrid, Spain, 19-24 July 1992, Vol. 2,  p.1031-1036.  
 
Midorikawa, S., and Y. Ohtake (2004). Variance of peak ground acceleration and velocity in 
attenuation relationships. Proceedings of the 13th World Conference on Earthquake 
Engineering, Vancouver, Canada, 1-6 August 2004, Paper No. 325. 
 
Midorikawa, S., R. Riddell, and E. Cruz (1991). Strong-motion accelerograph array in 
Santiago, Chile, and preliminary evaluation of site effects. Earthquake Engineering & 
Structural Dynamics 20(5), 403-407. 
 
Molas, G.L., and F. Yamazaki (1995). Attenuation of earthquake ground motion in Japan 
including deep focus events. Bulletin of the Seismological Society of America 85(5), 1343-
1358. 
 
REFERENCES                                                                                                                                                        
 
413 
Molnar, P., D. Freedman, and J.S.F. Shih (1979). Lengths of intermediate and deep seismic 
zones and temperatures in downgoing slabs of lithosphere. Geophysical Journal of the Royal 
Astronomical Society 56(1), 41-54. 
 
Morikawa, N., and T. Sasatani (2004). Source models of two large intraslab earthquakes 
from broadband strong ground motions. Bulletin of the Seismological Society of America 
94(3), 803-817.  
 
Moya, A. (2009). Inversión de efectos de sitio y factor Q utilizando cocientes espectrales. 
Estudios Geológicos 65(1), in press. 
 
Moya, A., V. Schmidt, C. Segura, I. Boschini, and K. Atakan (2000). Empirical evaluation of 
site effects in the metropolitan area of San José, Costa Rica. Soil Dynamics and Earthquake 
Engineering 20(1-4), 177-185. 
 
NEHRP (1997). Recommended provisions for seismic regulations for new buildings and 
other structures. Report FEMA 303, U.S. Federal Emergency Management Agency, 
Washington, DC. 
 
Newmark, N.M., and W.J. Hall (1969). Seismic design criteria for nuclear reactor facilities. 
Proceedings of the 4th World Conference on Earthquake Engineering, Santiago de Chile, 
Chile, 13-18 January 1969, Vol. 2, p. B4.37-B4.50. 
 
Newmark, N.M., and W.J. Hall (1982). Earthquake spectra and design. Monograph No. 3, 
Earthquake Engineering Institute, Berkeley, California, 103pp. 
 
Nishenko, S.P. (1985). Seismic potential for large and great interplate earthquakes along the 
Chilean and southern Peruvian margins of South America: A quantitative reappraisal. 
Journal of Geophysical Research 90(B5), 3589-3616. 
 
Nishenko, S.P.(1989). Circumpacific seismic potential 1989-1999. Open-File Report 89-86, 
U.S. Geological Survey, 126 pp. 
 
Nishenko, S.P. (1991). Circum-Pacific seismic potential. Pure and Applied Geophysics 
135(2), 169-259. 
 
NORSAR (2001). Technical mission to El Salvador, following the January 13 earthquake. 
Technical Report,  prepared for CEPREDENAC and Panama, Costa Rica, Nicaragua, 
Honduras, El Salvador and Guatemala by NORSAR, NGI and NTNU Norway in 
cooperation with E. Camacho, V. Schmidt, G. Marroquin and G. Cruz, February 2001, 
available online at: http://geology.csustan.edu/rrogers/honduras/Final.pdf [last accessed: 
November 2009]. 
 
Oglesby, D.D., R.J. Archuleta, and S.B. Nielsen (1998). Earthquakes on dipping faults: the 
effects of broken symmetry. Science 280(5366), 1055-1059. 
 
Oglesby, D.D., R.J. Archuleta, and S.B. Nielsen (2000). The three dimensional dynamics of 
dipping faults, Bulletin of the Seismological Society of America 90(3), 616-628. 
 
Pacheco, J.F., L.R. Sykes, and C.H. Scholz (1993). Nature of seismic coupling along simple 
plate boundaries of the subduction type. Journal of Geophysical Research 98(B8), 14133-
14159. 
 
Parrales, R. (2006). Dynamic soil properties of the soils in the area of Managua, Nicaragua. 
Licentiate Thesis in Engineering Geology. Lund University, Lund, Sweden. 
 
REFERENCES                                                                                                                                                        
 
414 
Parrales, R.M., and M.J. Picado (2001). Análisis de espectros de respuesta en el área de la 
ciudad de Managua. Graduate dissertation, Faculty of Construction Technology, National 
Engineering University, Managua, Nicaragua [in Spanish]. 
 
Pardo, M., D. Comte, and T. Monfret (2002a). Seismotectonic and stress distribution in the 
central Chile subduction zone. Journal of South American Earth Sciences 15(1), 11-22. 
 
Pardo, M., D. Comte, T. Monfret, R. Boroschek, and M. Astroza (2002b). The October 15, 
1997 Punitaqui earthquake (Mw=7.1): a destructive event within the subducting Nazca plate 
in central Chile. Tectonophysics 345(1-4), 199-210. 
Park, K. (2004). Shear wave velocity profiling at sites affected by the 2001 southern Peru 
earthquake. MSc Dissertation, Utah State University, Logan, Utah. 
 
Peyrat, S., J. Campos, J.B. de Chabalier, A. Perez, S. Bonvalot, M.P. Bouin, D. Legrand, A. 
Nercessian, O. Charade, G. Patau, E. Clévédé, E. Kausel, P. Bernard, and J.P. Vilotte (2006). 
Tarapacá intermediate-depth earthquake (Mw 7.7, 2005, northern Chile): A slab-pull event 
with horizontal fault plane constrained from seismologic and geodetic observations. 
Geophysical Research Letters 33(22), Article No. L22308. 
 
Power, M., B. Chiou, N. Abrahamson, Y. Bozorgnia, T. Shantz, and C. Roblee (2008). An 
overview of the NGA project. Earthquake Spectra 24(1), 3-21. 
 
Priestley, M.J.N., and M. Kowalsky (2000). Direct displacement-based seismic design of 
concrete buildings. Bulletin of the New Zealand Society for Earthquake Engineering 33(4), 
421-444. 
 
Pritchard, M., E. Norabuena, C. Ji, R. Boroschek, D. Comte, M. Simons, T. Dixon, and P. 
Rosen (2007). Geodetic, teleseismic, and strong motion constraints on slip from recent 
southern Peru subduction zone earthquakes. Journal of Geophysical Research 112(B3), 1-24. 
 
Protti, M., F. Gündel, and K. McNally (1994). The geometry of the Wadati-Benioff zone 
under souther Central America and its tectonic significance: results from a high-resolution 
local seismographic network. Physics of the Earth and Planetary Interiors 84(1-4), 271-287. 
 
Protti, M., K. McNally, J. Pacheco, V. González, C. Montero, J. Segura, J. Brenes, V. 
Barboza, E. Malavassi, F. Gündel, G. Simila, D. Rojas, A. Velasco, A. Mata, and W. 
Schillinger (1995). The March 25, 1990 (Mw=7.0, ML=6.8), earthquake at the entrance of the 
Nicoya Gulf, Costa Rica: Its prior activity, foreshocks, aftershocks, and triggered seismicity. 
Journal of Geophysical Research 100(B10), 20345-20358. 
 
Restrepo-Vélez, L.F. and J.J. Bommer (2003). An exploration of the nature of the scatter in 
ground-motion prediction equations and the implications for seismic hazard assessment. 
Journal of Earthquake Engineering 7(S1), 171-199.  
 
Richter, C.F. (1935). An instrumental earthquake magnitude scale. Bulletin of the 
Seismological Society of America 25(1), 1-32. 
 
Riddell, R. (1995). Inelastic design spectra accounting for soil conditions. Earthquake 
Engineering and Structural Dynamics 24(11), 1491-1510. 
 
Rodríguez, V.H.S., and S. Midorikawa (2003). Comparison of spectral ratio techniques for 
estimation of site effects using microtremor data and earthquake motions recorded at the 
surface and in boreholes. Earthquake Engineering and Structural Dynamics 32(11), 1691-
1714. 
 
REFERENCES                                                                                                                                                        
 
415 
Rodriguez-Marek, A., J.D. Bray, and N. Abrahamson (2001). An empirical geotechnical 
seismic site response procedure. Earthquake Spectra 19(3), 653-675. 
 
Rodriguez-Marek, A., J. Hurtado, B.Cox, J. Meneses, V. Moreno, M. Olcese, R. Sancio, and 
J. Wartman (2007). Preliminary Reconnaissance Report on the Geotechnical Engineering 
Aspects of the August 15, 2007 Pisco, Peru Earthquake. Report of the National Science 
Foundation-Sponsored Geotechnical Earthquake Engineering Reconnaissance (GEER) 
Team. Web report available from:  
http://gees.usc.edu/GEER/Peru_2007/Peru_2007_WebPag 
e/index.htm [last accessed: November 2009]. 
 
Rogers, A.M., and D.M. Perkins (1996). Monte Carlo simulation of peak acceleration 
attenuation using a finite-fault uniform-patch model including isochron and extremal 
characteristics. Bulletin of the Seismological Society of America 86(1A), 79-92. 
 
Rolo, R., J.J. Bommer,  B.F. Houghton, J.W. Vallance, P. Berdousis, C. Mavrommati, and 
W. Murphy (2004). Geologic and engineering characterization of Tierra Blanca pyroclastic 
ash deposits. In: Rose, W.I., J.J. Bommer, D.L. López, M.J. Carr, and J.J. Major (eds), 
Special Paper 375: Natural hazards in El Salvador, Geological Society of America, 
Boulder, Colorado, p.55-68. 
 
Rosenblad, B.L., and J.A. Bay (2008). Shear wave velocity profiles determined from SASW 
measurements at sites affected by the August 15th, 2007 earthquake in Peru. Report prepared 
for CERESIS, January 2008, 60 pp. 
 
Ruff, L., and H. Kanamori (1980). Seismicity and the subduction process. Physics of the 
Earth and Planetary Interiors 23(3), 240-252. 
 
Ruff, L., and H. Kanamori (1983). Seismic coupling and uncoupling at subduction zones. 
Tectonophysics 99(2-4), 99-117. 
 
Ruiz S., and G. Saragoni (2005). Attenuation equations for subduction-zone earthquakes in 
Chile considering two seismogenic mechanisms and site effects. Proceedings, IX Jornadas 
Chilenas de Sismología e Ingeniería Antisísmica, Concepción, Chile, 16-19 November 2005. 
Paper No.  A01-15 [in Spanish]. 
 
Rymer, M.J. (1987). The San Salvador earthquake of October 10, 1986 – Geologic aspects. 
Earthquake Spectra 3(3), 435-463. 
 
Sabetta, F., and A. Pugliese (1996). Estimation of response spectra and simulation of 
nonstationary earthquake ground motions. Bulletin of the Seismological Society of America 
86(2), 337-352. 
 
Sadigh, R.K., and J.A. Egan (1998). Updated relationships for horizontal peak ground 
velocity and peak ground displacements for shallow crustal earthquakes. Proceedings of the 
6th U.S. National Conference on Earthquake Engineering, Seattle, Washington, 31 May-4 
June 1998, Paper No. 317. 
 
Sadigh, K., C. Chang, J.A. Egan, F. Makdisi, and R.R. Youngs (1997). Attenuation 
relationships for shallow crustal earthquakes based on California strong motion data. 
Seismological Research Letter 68(1), 180-189. 
 
Salazar, W., V. Sardina, and J. de Cortina (2007). A hybrid inversion technique for the 
evaluation of source, path, and site effects employing S-wave spectra for subduction and 
upper-crustal earthquakes in El Salvador. Bulletin of the Seismological Society of America 
97(1B), 208-221. 
REFERENCES                                                                                                                                                        
 
416 
 
Saragoni, G.R., M. Astroza, and S. Ruiz (2004). Comparative study of subduction 
earthquake ground motion of north, central and south America. Proceedings of the 13th 
World Conference on Earthquake Engineering, Vancouver, Canada, 1-6 August 2004, Paper 
No. 104. 
Saragoni, G.R., J. Crempien, and R. Araya (1982). Características experimentales de los 
movimientos sísmicos fuertes latinamericanos. Revista del I.D.I.E.M, University of Chile, 
Chile, 21, 67-87 [in Spanish]. 
 
Sarma, S.K. (1971) Energy flux of strong earthquakes. Techtonophysics 11, 159-173. 
 
Seed, H.B., R.V. Whitman, H. Dezfulian, R. Dobry and I.M. Idriss (1972). Soil conditions 
and building damage in 1967 Caracas earthquake1972, Journal of the Soil Mechanics and 
Foundations Division, ASCE 98 (1972) (SM8), pp. 1249–1273. 
 
Seed, H.B., M.P. Romo, J. Sun, A. Jaime and J. Lysmer (1987). Relationships Between Soil 
Conditions and Earthquake Ground Motions in Mexico City in the Earthquake September 
19, 1985. Report UCB/EERC-87/15, Earthquake Engineering Research Center, University of 
California, Berkeley 112 pp.. 
 
Scherbaum, F., F. Cotton, and P. Smit (2004). On the use of response spectral-reference data 
for the selection and ranking of ground-motion models for seismic-hazard analysis in regions 
of moderate seismicity: The case of rock motion. Bulletin of the Seismological Society of 
America 94(6), 2164-2185. 
 
Schmidt V., A. Dahle, and H. Bungum (1997). Costa Rican spectral strong motion 
attenuation. Technical Report, NORSAR, Norway, 1997. 
 
Schmidt-Thomé, M. (1975). The geology in the San Salvador area (El Salvador, Central 
America), a basis for city development and planning. Geologisches Jahrbuch 13, 207-228. 
 
Segura, F., W. Strauch, W. Taylor, G. Santana, A. Dahle, and H. Bungum (1994). Digital 
strong motion data from Nicaragua. Technical Report 2:15, NORSAR and University of 
Bergen, Norway, 1994. 
 
Shakal, A.F., M.J. Huang, and V.M. Graizer (2004). CSMIP strong-motion data processing. 
Proceedings of the Invited Workshop on Strong-Motion Record Processing, Consortium of 
Organizations for Strong-Motion Observation Systems, Richmond, California, 26-27 May, 
2004. 
 
Shi, B., J.N. Brune, A. Anooshehpoor, and Y. Zeng (1998). Dynamics of thrust faulting: 2D 
lattice model. Bulletin of the Seismological Society of America 88(6), 1484-1494. 
 
Si, H., and S. Midorikawa (2000). New attenuation relations for peak ground acceleration 
and velocity considering effects of fault type and site condition. Proceedings of the 12th 
World Conference on Earthquake Engineering, Auckland, New Zealand, 30 January-4 
February 2000, Paper No. 532.  
 
Singh, S.K., C. Gutíerrez, J. Arboleda, and M. Ordaz (1993). Peligro sísmico en El Salvador. 
Technical Report, National Autonomous University of Mexico, Mexico City, Mexico. [in 
Spanish]. 
 
Skarlatoudis, A., C. Papazachos, and B. Margaris (2003). Determination of noise spectra 
from strong motion data recorded in Greece. Journal of Seismology 7(4), 533-540. 
SNGM (1982). 1:250,000 geologic map of Chile. Servicio Nacional de Geologia y Mineria, 
Chile. 
REFERENCES                                                                                                                                                        
 
417 
 
Somerville, P., and N. Abrahamson (1995). Ground motion prediction for thrust earthquakes. 
Proceedings of the SMIP95 Seminar on Seismological and Engineering Implications of 
Recent Strong-Motion Data, California Strong Motion Instrumentation Program, San 
Francisco, 16 May 1995, p.11-23. 
 
Somerville, P., and N. Abrahamson (2000). Prediction of ground motions for thrust 
earthquakes. Data Utilization Report CSMIP/00-01 (OSMS 00-03), California Strong Motion 
Instrumentation Program, Sacramento, CA. 
 
Somerville, P.G., K. Irikura, R. Graves, S. Sawada, D. Wald, N. Abrahamson, Y. Iwasaki, T. 
Kagawa, N. Smith, and A. Kowada (1999). Characterizing earthquake slip models for the 
prediction of strong ground motion. Seismological Research Letters 70(1), 59-80.  
 
Somerville, P.G., T. Sato, T. Ishii, N.F. Collins, K. Dan, and H. Fujiwara (2002). 
Characterizing heterogeneous slip models for large subduction earthquakes for strong ground 
motion prediction. Proceedings of the 11th Japan Earthquake Engineering Symposium, 
Architectural Institute of Japan, p.163-166.  
 
Somerville, P.G., N.F. Smith, R.W. Graves, and N.A. Abrahamson (1997). Modification of 
empirical strong ground motion attenuation relations to include the amplitude and duration 
effects of rupture directivity. Seismological Research Letters 68(1), 199-222. 
 
Spudich, P., Fletcher, J. B., Hellweg, M., Boatwright, J., Sullivan, C., Joyner, W. B., Hanks, 
T. C., Boore, D. M., McGarr, A., Baker, L. M. and A. G. Lindh (1997). SEA96-A new 
predictive relation for earthquake ground motions in extensional tectonic regimes. 
Seismological Research Letters 68(1), 190-198 
 
Spudich, P., Joyner, W.B., Lindh, A.G., Boore, D.M., Margaris, B.M. and J.B. Fletcher 
(1999). SEA99: a revised ground motion prediction relation for use in extensional tectonic 
regimes. Bulletin of the Seismological Society of America 89(5), 1156-1170. 
 
Stafford, P., J. Berrill, and J. Pettinga (2006). New empirical predictive equations for the 
Fourier amplitude spectrum of acceleration and arias intensity in New Zealand. Proceedings 
of the 1st European Conference on Earthquake Engineering and Seismology, Geneva, 
Switzerland, 3-8 September 2006, Paper No. 820. 
 
Stafford, P.J., F.O. Strasser, and J.J. Bommer (2008). An evaluation of the applicability of 
the NGA models to ground-motion prediction in the Euro-Mediterranean region. Bulletin of 
Earthquake Engineering 6(2), 149-177. 
 
Stauder, W. (1975). Subduction of the Nazca plate under Peru as evidenced by focal 
mechanisms and by seismicity. Journal of Geophysical Research 80(8), 1053-1064. 
 
Stern, R.J. (2002). Subduction Zones. Reviews of Geophysics 40(4), 1-13. 
 
Strasser, F.O., N.A. Abrahamson & J.J. Bommer (2009). Sigma: Insights, issues and 
challenges. Seismological Research Letters 80(1), 49-56. 
 
Strasser, F.O., J.J. Bommer, and N.A. Abrahamson (2008). Truncation of the log-normal 
distribution of ground-motion residuals. Journal of Seismology 12(1), 79-105. 
 
Suárez, G., and D. Comte (1993). Comment on 'Seismic coupling along the Chilean 
subduction zone' by B. W. Tichelaar and L. R. Ruff. Journal of Geophysical Research 
98(B9), 15825-15828. 
 
REFERENCES                                                                                                                                                        
 
418 
Sunder S., and J. Connor (1982). A new procedure for processing strong-motion earthquake 
signals. Bulletin of the Seismological Society of America 72(2), 643-661. 
 
Syracuse, E. M., G. A. Abers, K. Fischer, L. MacKenzie, C. Rychert, M. Protti, V. González, 
and W. Strauch (2008). Seismic tomography and earthquake locations in the Nicaraguan and 
Costa Rican upper mantle. Geochemistry Geophysics Geosystems, 9(7), Article No. Q07S08 
 
Takahashi, T., A. Asano, T. Saiki, H. Okada, K. Irikura, J. X. Zhao, J. Zhang, H. K. Thio, P. 
G. Somerville, Y. Fukushima, and Y. Fukushima (2004). Attenuation models for response 
spectra derived from Japanese strong-motion records accounting for tectonic source types. 
Proceedings of the 13th World Conference on Earthquake Engineering, Vancouver, Canada, 
1-6 August 2004, Paper No. 1271.  
 
Tavera, H., and I. Bernal (2005). Spatial distribution of rupture areas and seismic gaps in 
western Peru. Special Volume N6 commemorating Alberto Giesecke, Geological Society of 
Peru, 89–92 [in Spanish]. 
 
Tavera, H., and I. Bernal (2008). The Pisco (Peru) Earthquake of 15 August 2007. 
Seismological Research Letters 79(4), 510-515. 
 
Tavera, H., and E. Buforn (2001). Source mechanism of earthquakes in Peru. Journal of 
Seismology 5(4), 519-540. 
 
Tavera, H., I. Bernal, F.O. Strasser, M.C. Arango-Gaviria, J.E. Alarcon, and J.J. Bommer 
(2008). Ground motions observed during the 15 August 2007 Pisco, Peru, earthquake. 
Bulletin of Earthquake Engineering 7(1), 71-111. 
 
Tavera, H., E. Buforn, I. Bernal, Y. Antayhua, and L. Vilacapoma (2002). The Arequipa 
(Peru) earthquake of June 23, 2001. Journal of Seismology 6(2), 279-283. 
 
Taylor, W., A. Climent, P. Santos, M. Ciudad Real, G. Santana, M. Villagran, W. Strauch, F. 
Segura, A. Dahle, and H. Bungum (1994). Digital strong motion data from Central America. 
Technical Report 2:16, NORSAR and University of Bergen, Norway, 1994. 
 
Taylor, W., P. Santos López, A. Dahle, and H. Bungum (1992). Digitization of strong-
motion data and estimation of PGA attenuation. Technical Report 2-4, NORSAR, Norway, 
1992. 
 
Tichelaar, B.W., and L.J. Ruff (1991). Seismic coupling along the Chilean subduction zone. 
Journal of Geophysical Research 96(B7), 11997-12022. 
 
Tichelaar, B.W., and L.J. Ruff (1993). Depth of seismic coupling along subduction zones. 
Journal of Geophysical Research 98(B2), 2017-2037. 
 
Toro, G.R., N.A. Abrahamson, and J.F. Schneider (1997). Model of strong ground motion 
from earthquake in Central and Eastern North America: Best estimates and uncertainties. 
Seismological Research Letters 68(1), 41-57. 
 
Trifunac, M. D. (1971). Zero baseline correction of strong-motion accelerograms. Bulletin of 
the Seismological Society of America 61(5), 1201–1211. 
 
Trifunac, M. (1972). A note on correction of strong-motion accelerograms for instrument 
response. Bulletin of the Seismological Society of America 62(1), 401-409.  
 
REFERENCES                                                                                                                                                        
 
419 
Trifunac M.D. (1976). Preliminary analysis of the peaks of strong earthquake ground 
motion-dependence of peaks on earthquake magnitude, epicentral distance, and recording 
site conditions. Bulletin of the Seismological Society of America 66(1), 189-219. 
 
Trifunac, M.D. (1995). Empirical criteria for liquefaction in sands via standard penetration 
tests and seismic wave energy. Soil Dynamics & Earthquake Engineering 14(6), 419-426. 
 
Trifunac, M.D., and A.G. Brady (1975a). On the correlation of seismic intensity scales with 
peaks of recorded strong ground motion. Bulletin of the Seismological Society of America 
65(1), 139-162. 
 
Trifunac, M.D. and A.G. Brady (1975b). A study on the duration of strong earthquake 
ground-motion. Bulletin of the Seismological Society of America 65(3), 581- 626. 
 
Trifunac, M.D., and A.G. Brady (1976). Correlations of peak acceleration, velocity and 
displacement with earthquake magnitude, distance and site conditions. Earthquake 
Engineering and Structural Dynamics 4(5), 455-471. 
 
Trifunac M.D., and V.W. Lee (1973). Routine computer processing of strong-motion 
accelerograms. Report EERL 73-03, Earthquake Engineering Research Laboratory, 
California Institute of Technology, Pasadena, California.. 
 
Trifunac M.D., and V.W. Lee (1978). Dependence of Fourier Amplitude Spectra of strong 
motion acceleration on the depth of sedimentary deposits. Report CE-78-14, Department of 
Civil Engineering, University of Southern California, Los Angeles, California. 
 
Trifunac, M.D., and E.I. Novikova (1995). Duration of earthquake fault motion in California. 
Earthquake Engineering and Structural Dynamics 24(6), 781-799. 
 
Trifunac, M.D., and M.I. Todorovska (2001). A note on the useable dynamic range of 
accelerographs recording translation. Soil Dynamics and Earthquake Engineering 21(4), 
275-286. 
 
Trifunac, M.D., V.W. Lee, and M.I. Todorovska (1999). Common problems in automatic 
digitisation of strong motion accelerograms. Soil Dynamics and Earthquake Engineering 
18(7), 519-530. 
 
Trifunac M.D., F.E. Udwadia, and A.G. Brady (1973). Analysis of errors in digital strong-
motion accelerograms. Bulletin of the Seismological Society of America 63(1), 157-187. 
 
Tromans, I. (2004). Behaviour of buried water supply pipelines in earthquake zones. PhD 
Thesis, University of London, UK. 
 
Tromans, I., and J. J. Bommer (2002). The attenuation of strong-motion peaks in Europe. 
Proceedings of the 12th European Conference on Earthquake Engineering, London, UK, 9-
13 September 2002, Paper No. 394. 
 
Tsai, Y.-B., and M.-W. Huang  (2000). Strong ground motion characteristics of the Chi-Chi, Taiwan 
earthquake of September 21, 1999. Earthquake Engineering and Engineering Seismology 2, 1–21. 
 
 
Uyeda, S., and H. Kanamori (1979). Back-arc opening and the mode of subduction. Journal 
of Geophysical Research 84(B3), 1049-1061. 
 
REFERENCES                                                                                                                                                        
 
420 
Vallée, M., M. Bouchon, and S.Y. Schwartz (2003). The 13 January 2001 El Salvador 
earthquake: a multidata analysis. Journal of Geophysical Research 108(B4), Article No. 
B001889. 
 
 
Vallée, M., J.Vergoz, and J. Guilbert (2007). Source model of the Mw=7.9 07/08/15 Peru 
earthquake. Géosciences-Azur Web Report, dated 20 August 2008, corrected 29 August 
2008, available online at: http://geoazur.oca.eu/spip.php?article107 [last accessed: November 
2009]. 
 
Van Wyk de Vries, B. (1993). Tectonics and magma evolution of Nicaraguan volcanic 
systems. PhD Thesis, Department of Earth Sciences, The Open University, Milton Keynes, 
UK.  
 
Vlaar, N.J., and M.J.R. Wortel (1976). Lithospheric aging, instability, and subduction. 
Tectonophysics 32(3-4), 331-351. 
 
Wald, D.J., V. Quitoriano, T.H. Heaton, and H. Kanamori (1999a). Relationships between 
peak ground acceleration, peak ground velocity, and Modified Mercalli intensity in 
California. Earthquake Spectra 15(3), 557-564. 
 
Wald, D.J., V. Quitoriano, T.H. Heaton, H. Kanamori, C.W. Scrivner, and C.B. Worden 
(1999b). TriNet “ShakeMaps”: Rapid generation of peak ground motion and intensity maps 
for earthquakes in southern California. Earthquake Spectra 15(3), 537-555. 
 
Warren, L.M., M.L. Langstaff, and P.G. Silver (2008). Fault plane orientations of 
intermediate-depth earthquakes in the Middle America Trench. Journal of Geophysical 
Research 113, Article No. B01304. 
 
Wells, D.L., and K.J. Coppersmith (1994). New empirical relationships among magnitude, 
rupture length, rupture width, rupture area, and surface displacement. Bulletin of the 
Seismological Society of America 84(4), 974-1002. 
 
White, R.A., and D.H. Harlow (1993). Destructive upper-crustal earthquakes of Central 
America since 1900. Bulletin of the Seismological Society of America 83(4), 1115-1142. 
 
Wong, I.G. (2005). Low potential for large intraslab earthquakes in the central Cascadia 
subduction zone. Bulletin of the Seismological Society of America, 95(5), 1880-1902. 
 
Wu, Y., T. Teng, T. Shin, and N. Hsiao (2003). Relationship between peak ground 
acceleration, peak ground velocity, and intensity in Taiwan. Bulletin of the Seismological 
Society of America 93(1), 386-396. 
 
Yagi, Y. (2007). Source model of the 16 August 2007 Peru earthquake. Tsukuba University 
Web Report, available online at: http://www.geo.tsukuba.ac.jp/press_HP/yagi/EQ/20070816/ 
[in Japanese, last accessed: November 2009]. 
 
Youngs, R.R., N. Abrahamson, F.I. Makdisi, and K. Singh (1995). Magnitude-dependent 
variance of peak ground acceleration. Bulletin of the Seismological Society of America 85(4), 
1161-1176. 
 
Youngs, R.R., S.J. Chiou, W.J. Silva, and J.R. Humphrey (1997). Strong ground motion 
attenuation relationships for subduction zone earthquakes. Seismological Research Letters 
68(1), 58-77. 
 
REFERENCES                                                                                                                                                        
 
421 
Youngs, R., S. Day, and J. Stevens (1988). Near field ground motions on rock for large 
subduction earthquakes. Proceedings of Specialty Conference on Earthquake Engineering 
and Soil Dynamics II, Geotechnical Division, ASCE, Park City, Utah, 27-30 June 1988, p. 
445-462. 
 
Zaré, M., P.-Y. Bard & M. Ghafory-Ashtiany (1999). Site characterizations for the Iranian 
strong motion network. Soil Dynamics and Earthquake Engineering 18(2), 101-123. 
 
Zhao, J., K. Irikura, J. Zhang, Y. Fukushima, P. Somerville, A. Asano, Y. Ohno, T. Oouchi, 
T. Takahashi, and H. Ogawa (2006a). An empirical site-classification method for strong-
motion stations in Japan using H/V response spectral ratio. Bulletin of the Seismological 
Society of America 96(3), 914-925. 
 
Zhao, J.X., J. Zhang, A. Asano, Y. Ohno, T. Oouchi, T. Takahashi, H. Ogawa, K. Irikura, 
H.K. Thio, P.G. Somerville, and Y. Fukushima (2006b) Attenuation relations of strong 
ground motion in Japan using site classification based on predominant period. Bulletin of the 
Seismological Society of America 96(3), 898-913. 
 
 
APPENDIX A                                                                                                                                                         
 
 
422 
Appendix A Ground-motion predictive models for 
subduction events used in analyses 
 
 
• YOUNGS ET AL. (1997)  
 
 
 
 
 
 
 
 
 
 
 
 
 
For generic rock [NEHRP B/C, VS(30)=760 m/s]:  
3
1 2 3ln 0.2418 1.414 (10 ) ln[ 1.7818exp(0.554 )] 0.00607 0.3846rup TY M c c M c R M h Z= + + + − + + + +
  
For generic soil [NEHRP D, 180m/s≤VS(30)≤360 m/s]: 
3
1 2 3ln 0.6687 1.438 (10 ) ln[ 1.097exp(0.617 )] 0.00648 0.3643rup TY M c c M c R M h Z= − + + + − + + + +  
Where: 
Y  is the peak ground acceleration (PGA) or 5% damped absolute spectral acceleration 
(SA) in g (geometric mean of the two horizontal components) 
M  is the moment magnitude (MW)  
h  is the depth in km 
Rrup is the closest distance to the fault in km  
ZT   is the source type term given by: ZT=0 for interface events and ZT=1 for intraslab 
events 
ci  are the coefficients determined by regression analysis 
σ  is the standard deviation of the residuals σ=c4+c5M. For magnitudes greater than M8.0 
set equal to standard deviation for M8.0 
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• ATKINSON AND BOORE (2003, 2008)  
 
 
 
 
 
 
1 2 3 4 5 6 7log log C D EY c c M c h c R g R c slS c slS c slS= + + + − + + +  
Where: 
Y  is the peak ground acceleration (PGA) or 5% damped pseudo-acceleration (PSA) 
in cm/s2 (random-horizontal component) 
M is the moment magnitude (MW). For interface events of MW>8.5 use MW=8.5 and 
for intraslab events of MW>8.0 use MW=8.0 
h  is the focal depth in km. For events with depth larger than 100 km use h=100 km 
R  is a measure of distance approximately equal to the average distance to the fault 
surface and is defined as R=(Dfault2+∆2)0.5  
Dfault is the closest distance to the fault in km  
∆  is the  near-source saturation term given by ∆=0.00724∗100.507Mw 
g  is the geometrical spreading coefficient calculated as: 
g=10(1.2-0.18Mw) for interface events and g=10(0.301-0.01Mw) for intraslab events 
SC, SD and SE are site terms given by: 
SC=1    for NEHRP C soils (360m/s<VS(30)≤760 m/s) or =0 otherwise 
SD=1    for NEHRP D soils (180m/s≤VS(30)≤360 m/s) or =0 otherwise 
SE=1    for NEHRP E soils (VS(30)<180 m/s) or =0 otherwise  
sl  is the soil linearity term given by: 
sl=1                                        for PGArx≤100 cm/s2 or frequencies f≤1.0 Hz 
sl=1-(f-1)(PGArx-100)/400    for 100<PGArx<500 cm/s2 (1.0 Hz<f<2.0 Hz) 
sl=1-(f-1)                               for PGArx≥500 cm/s2 (1.0 Hz<f<2.0 Hz) 
sl=1-(PGArx-100)/400           for 100<PGArx<500 cm/s2 (f≥2.0 Hz and PGA) 
sl=0                                        for PGArx≥500 cm/s2  (f≥2.0 Hz and PGA) 
PGArx  is the predicted PGA on rock (NEHRP B) in cm/s2   
ci are the coefficients determined by regression analysis. Different sets of coefficients 
are provided for interface and intraslab events. 
σ  is the standard deviation of the residuals given by 2 21 2σ σ σ= +  where σ1 and 
σ2  denote the intra- and inter-event variability respectively 
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• McVERRY ET AL. (2006) 
 
 
 
193
/ 11 12 15 17 19 13 17 18 20 24 46ln ( ( ) ( 6) (10 ) ln( ) (1 )Yc MA B Y Y Y Y volSA c c c c c M c M c R c e c H c SI c r DS′ ′ ′ ′ ′ ′ ′′ = + + − − + − + + + + + −  
, / 29 30 / 43ln ln ( ln( 0.03) )C D A B C A B DSA SA c c PGA cδ δ′ ′′ ′ ′= + + + +  
Where / / ( 0)A B A BPGA SA T′ ′= =  
/ , ,A B C DSA′  and / , ,A B C DPGA′ are intermediate values of response spectrum accelerations and peak 
ground accelerations for site classes A/B, C and D. 
Finally,  
/ . , / . , / , , / , ,( / )A B C D A B C D A B C D A B C DSA SA PGA PGA′ ′=   
The expressions for / , ,A B C DPGA  take the same form as those for / , ,A B C DPGA′  but are determined from 
the unprimed versions of the coefficients. 
 
In the above expressions: 
SA  is the 5% damped absolute spectral acceleration in cm/s2 (geometric mean of the two 
horizontal components) 
M  is the moment magnitude (MW).  
R  is the closest distance from the site to the fault in km 
H  is the centroid depth in km 
rvol is the length of the part of the source-to-site path in the volcanic zone in km 
SI and DS are source-type terms given by: 
SI =1 for subduction interface events or  0 otherwise 
DS=1 for deep-slab events or  0 otherwise 
δC and δD are site terms given by:  
δC=1    for  New Zealand site class C or =0 otherwise 
δD =1   for  New Zealand site class D  or =0 otherwise 
New Zealand site class A and B are combined together and site class E is not modelled. 
ci  and c’i are the coefficients determined by regression analysis 
σΤ  is the standard deviation of the residuals given by 2 2Tσ σ τ= +  where σ and τ  denote the 
intra- and inter-event variability respectively. The intra-event variability is defined in terms of its 
values at magnitude MW6.0 [σM6(T)] and slope with magnitude Sigslope(T), which are provided 
along with the regression coefficients: 
6( , ) ( ) ( )( 6)W M WM T T Sigslope T Mσ σ= + −         For 5.0<MW<7.0 
6( , ) ( ) ( )W MM T T Sigslope Tσ σ= −                      For MW<5.0 
6( , ) ( ) ( )W MM T T Sigslope Tσ σ= +                      For MW>7.0 
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The New Zealand site class definitions used by McVerry et al. (2006) can be summarised as 
follows: 
Class A     Strong rock with a) unconfined compressive strength >50 MPa, and b) VS(30)>1500 
m/s and c) not underlain by materials with compressive strength <18 MPa or VS <600 m/s 
 
Class B     Rock with a) compressive strength between 1 and 50 MPa, and b) VS(30)>360 m/s, and 
c) not underlain by materials having compressive strength <0.8 MPa or Vs<300 m/s 
 
Class C     Shallow soil sites a) are not class A, class B or class E sites, and b) have low-
amplitude natural period T≤0.6 s, or c) have soil depths not exceeding those listed below* 
 
Class D     Deep or Soft soil sites a) are not class A, class B or class E sites, and b) have low-
amplitude natural period T>0.6 s, or c) have soil depths exceeding those listed below* d) are 
underlain by <10 m of soils with an undrained shear-strength <12.5 kPa or soils with SPT N-
values <6. 
 
Class E     Very soft soil sites with a) >10 m of very soft soils with undrained shear-strength 
<12.5 kPa, b) >10 m of soils with SPT N values <6, c) >10 m of soils with Vs <150 m/s 
 
*Maximum depth limits for site class C 
Cohesive soil          Undrained shear strengths (kPa)  Maximum depth of soil (m) 
Very soft                                      <12.5                                     0 
Soft                                             12.5-25                                  20 
Firm                                             25-50                                    25 
Stiff                                              50-100                                  40 
Very stiff or hard                        100-200                                 60 
 
Cohesionless soil                     SPT N values                Maximum depth of soil (m) 
Very loose                                    <12.5                                     0 
Loose dry                                    12.5-25                                  20 
Medium dense                              25-50                                    25 
Dense                                           50-100                                  40 
Very dense                                  100-200                                 60 
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• ZHAO ET AL. (2006)  
 
 
 
 
 
 
ln ln( exp( ) ( ) lnW W c h R I S SL kY aM bx x c dM e h h F S S S x Cδ= + − + + − + + + + +  
Where: 
Y  is the peak ground acceleration (PGA) or 5% damped absolute spectral acceleration 
(SA in cm/s2 (geometric mean of the two horizontal components) 
MW is the moment magnitude. For interface events of MW>8.5 use MW=8.5 and for 
intraslab events of MW>8.0 use MW=8.0 
h  is the focal depth in km. For events with depth larger than 125 km use h=125 km 
hc is a depth constant taking a value of 15 km 
δh  is a dummy variable that equals 0 for  h<hc and 1 for h≥hc 
FR is a reverse-fault parameter and only applies to crustal events with a reverse 
mechanism and is zero for other type of events. 
SI  is a source-type parameter that applies to interface-type events only and is zero for 
other source types 
SS  is a source parameter that applies to subduction-slab events only and is zero for 
other source types 
SSL is a magnitude-independent path modification parameter for slab events to account 
for complex seismic wave travel path 
Ck is a coefficient for the site-class term. Period-dependent site-term coefficients are 
provided for five different site classes based on the natural period of the site (T):  
H                Hard rock                  -                       VS†(30)>1100 m/s 
I                 Rock                      T<0.2 sec            VS†(30)>600 m/s 
II                Hard soil        0.2=T<0.4 sec   300<VS†(30)=600 m/s    
III              Medium soil   0.4=T<0.6 sec    200<VS†(30)=300 m/s   
IV              Soft soil                 T≥0.6 sec            VS†(30)=200 m/s   
VS†(30))calculated from site period (T) 
a, b, c, d, e, FR, SI, SS, SSL, Ck  are coefficients determined by regression analysis. 
σΤ is the standard deviation of the residuals given by 2 2Tσ σ τ= +  where σ and 
τ
  
denote the intra- and inter-event variability respectively. 
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• GARCIA ET AL. (2005)* 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 2 3 4 5log logY c c M c R c R c H= + + − +  
Where: 
Y is the peak ground acceleration (PGA) or 5% damped pseudo-acceleration (PSA) 
in cm/s2  (geometric mean of the two horizontal components) 
M  is the moment magnitude (MW) (Kanamori, 1977).  
R  is a measure of distance approximately equal to the average distance to the fault 
surface and is defined as R=(Rcld2+∆2)0.5  
Rcld  is the closest distance to the fault surface in km for events of MW>6.5 or the 
hypocentral distance for events of MW≤6.5 
∆  is the  near-source saturation term given by ∆=0.00750∗100.507Mw 
H  is the focal depth in km. 
ci  are the coefficients determined by regression analysis 
σ  is the standard deviation of the residuals given by 2 2
r eσ σ σ= +  where σr and σe 
 
denote the intra- and inter-event variability respectively 
*Predictive model for intraslab-type events  recorded at rock sites (NEHRP B) 
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Appendix B Filter cut-off frequencies  
 
• Peruvian-Chilean database 
 
Event Code Station Code Network Country Inst. type 
flow-cut      
(Hz) 
fhigh-cut    
  (Hz) 
Processing 
1966-10-17-21-41 IGP IGP Peru ANALOG 0.15 25 This study 
1970-05-31-20-23 IGP IGP Peru ANALOG 0.15 25 This study 
1974-01-05-08-33 IGP IGP Peru ANALOG 0.15 25 This study 
1974-01-05-08-33 ZAR IGP Peru ANALOG 0.18 25 This study 
1974-10-03-14-21 IGP IGP Peru ANALOG 0.15 25 This study 
1974-10-03-14-21 HUA IGP Peru ANALOG 0.15 25 This study 
1974-11-09-12-59 IGP IGP Peru ANALOG 0.23 25 This study 
1974-11-09-12-59 LMO IGP Peru ANALOG 0.23 25 This study 
1981-07-11-03-29 LIG RENADIC Chile ANALOG 0.20 25 This study 
1981-07-11-03-29 PAP RENADIC Chile ANALOG 0.25 25 This study 
1981-07-11-03-29 FEL RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 CAU RENADIC Chile ANALOG 0.27 25 This study 
1985-03-03-22-47 CHI RENADIC Chile ANALOG 0.22 25 This study 
1985-03-03-22-47 CON RENADIC Chile ANALOG 0.25 25 This study 
1985-03-03-22-47 HUA RENADIC Chile ANALOG 0.25 25 This study 
1985-03-03-22-47 ILLA RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 ILLO RENADIC Chile ANALOG 0.30 25 This study 
1985-03-03-22-47 LIG RENADIC Chile ANALOG 0.22 25 This study 
1985-03-03-22-47 LLAY RENADIC Chile ANALOG 0.17 25 This study 
1985-03-03-22-47 LLO RENADIC Chile ANALOG 0.17 28 This study 
1985-03-03-22-47 VIL RENADIC Chile ANALOG 0.31 25 This study 
1985-03-03-22-47 MEL RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 PAP RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 PIC RENADIC Chile ANALOG 0.25 25 This study 
1985-03-03-22-47 QUI RENADIC Chile ANALOG 0.25 25 This study 
1985-03-03-22-47 RAP RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 FEL RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 FER RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 ISI RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 END RENADIC Chile ANALOG 0.22 25 This study 
1985-03-03-22-47 TAL RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 V-ALM RENADIC Chile ANALOG 0.17 25 This study 
1985-03-03-22-47 V-UTFSM RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-22-47 VEN RENADIC Chile ANALOG 0.22 25 This study 
1985-03-03-22-47 VMAR RENADIC Chile ANALOG 0.22 25 This study 
1985-03-03-22-47 ZAP RENADIC Chile ANALOG 0.35 25 This study 
1985-03-03-23-38 LLO RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-23-38 V-UTFSM RENADIC Chile ANALOG 0.20 25 This study 
1985-03-03-23-38 V-MAR RENADIC Chile ANALOG 0.20 25 This study 
1985-03-04-15-01 FER RENADIC Chile ANALOG 0.28-0.37 - COSMOS 
1985-03-04-15-01 ILO RENADIC Chile ANALOG 0.28-0.37 - COSMOS 
1985-03-25-05-14 CON RENADIC Chile ANALOG 0.42-0.56 - COSMOS 
1985-03-25-05-14 ILO RENADIC Chile ANALOG 0.77 - COSMOS 
1985-09-04-01-57 CAU RENADIC Chile ANALOG 0.30 25 This study 
1985-09-04-01-57 CON RENADIC Chile ANALOG 0.33 25 This study 
1985-09-04-01-57 ILO RENADIC Chile ANALOG 0.30 25 This study 
1985-09-04-01-57 QUI RENADIC Chile ANALOG 0.35 25 This study 
1985-09-04-01-57 RAP RENADIC Chile ANALOG 0.18 25 This study 
1985-09-04-01-57 FER RENADIC Chile ANALOG 0.35 25 This study 
1985-09-04-01-57 END RENADIC Chile ANALOG 0.20 25 This study 
1985-09-04-01-57 SANT RENADIC Chile ANALOG 0.31 25 This study 
1985-09-04-01-57 VEN RENADIC Chile ANALOG 0.30 25 This study 
1997-10-15-01-03 ILLA RENADIC Chile ANALOG 0.20 25 This study 
1997-10-15-01-03 PAP RENADIC Chile ANALOG 0.26 25 This study 
1997-10-15-01-03 ZAP RENADIC Chile ANALOG 0.25 25 This study 
2001-06-23-20-33 ACA RENADIC Chile ANALOG 0.18 25 This study 
2001-06-23-20-33 ACO RENADIC Chile ANALOG 0.18 25 This study 
2001-06-23-20-33 CUYA RENADIC Chile ANALOG 0.20 25 This study 
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2001-06-23-20-33 PISA RENADIC Chile ANALOG 0.22 25 This study 
2001-06-23-20-33 POCO1 RENADIC Chile ANALOG 0.14 25 This study 
2001-06-23-20-33 PUTRE RENADIC Chile ANALOG 0.20 25 This study 
2001-06-23-20-33 MOQ1 CISMID Peru DIGITAL 0.10 50 This study 
2005-06-13-22-44 ACA RENADIC Chile ANALOG 0.15 25 This study 
2005-06-13-22-44 ACO RENADIC Chile ANALOG 0.12 25 This study 
2005-06-13-22-44 ARIE DGF-DIC Chile DIGITAL 0.20 50 This study 
2005-06-13-22-44 CALA DGF-DIC Chile DIGITAL 0.16 50 This study 
2005-06-13-22-44 CUYA RENADIC Chile ANALOG 0.12 25 This study 
2005-06-13-22-44 LOA RENADIC Chile ANALOG 0.20 25 This study 
2005-06-13-22-44 IQUI-H DGF-DIC Chile DIGITAL 0.23 50 This study 
2005-06-13-22-44 IQUI-ID RENADIC Chile ANALOG 0.17 25 This study 
2005-06-13-22-44 IQUI-IN RENADIC Chile ANALOG 0.15 25 This study 
2005-06-13-22-44 MEJI DGF-DIC Chile DIGITAL 0.15 50 This study 
2005-06-13-22-44 PICA DGF-DIC Chile DIGITAL 0.20 50 This study 
2005-06-13-22-44 PISA RENADIC Chile ANALOG 0.18 25 This study 
2005-06-13-22-44 POCO1 RENADIC Chile ANALOG 0.16 25 This study 
2005-06-13-22-44 POCO2 DGF-DIC Chile DIGITAL 0.18 50 This study 
2005-06-13-22-44 PUTRE RENADIC Chile ANALOG 0.18 25 This study 
2005-06-13-22-44 TOCO DGF-DIC Chile DIGITAL 0.20 50 This study 
2005-06-13-22-44 AQP-2 CISMID Peru DIGITAL 0.10 50 CISMID 
2005-06-13-22-44 MOQ1 CISMID Peru DIGITAL 0.10 50 CISMID 
2005-06-13-22-44 MOQ2 CISMID Peru DIGITAL 0.10 50 CISMID 
2005-06-13-22-44 MOQ3 CISMID Peru DIGITAL 0.10 50 CISMID 
2005-06-13-22-44 TAC1 CISMID Peru DIGITAL 0.10 50 CISMID 
2005-06-13-22-44 TAC2 CISMID Peru DIGITAL 0.10 50 CISMID 
2005-06-13-22-44 AQP CISMID Peru DIGITAL 0.10 50 CISMID 
2007-08-15-23-40 ANC IGP Peru DIGITAL 0.15 50 This study 
2007-08-15-23-40 ANR CERESIS Peru DIGITAL 0.15 50 This study 
2007-08-15-23-40 CAL CISMID Peru DIGITAL 0.10 50 This study 
2007-08-15-23-40 CDL-CIP CISMID Peru DIGITAL 0.15 50 This study 
2007-08-15-23-40 CER CERESIS Peru DIGITAL 0.10 50 This study 
2007-08-15-23-40 CSM CISMID Peru DIGITAL 0.15 50 This study 
2007-08-15-23-40 ICA2 CISMID Peru ANALOG 0.10 25 This study 
2007-08-15-23-40 MAY IGP Peru DIGITAL 0.10 50 This study 
2007-08-15-23-40 MOL CISMID Peru DIGITAL 0.15 50 This study 
2007-08-15-23-40 NNA IGP Peru DIGITAL 0.15 50 This study 
2007-08-15-23-40 PCN IGP Peru DIGITAL 0.20 50 This study 
2007-08-15-23-40 PUCP PUCP Peru DIGITAL 0.15 50 This study 
2007-08-15-23-40 RIN CERESIS Peru DIGITAL 0.15 50 This study 
 
• Central American database 
 
Event Code Station Code Network Country Inst. type 
flow-cut      
(Hz) 
fhigh-cut    
  (Hz) 
Processing 
1977-09-03-22-33 1662 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1977-09-03-22-33 1661 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1977-09-30-07-10 1665 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1662 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 COR3 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1661 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 COR2 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 COR1 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1663 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1667 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1658 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1668 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1191 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1671 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1664 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1656 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-05-31-01-07 1657 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 COR2 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 COR1 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1662 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
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1978-07-20-09-34 1661 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 COR3 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1669 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1191 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1658 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1668 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1667 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1657 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1665 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1656 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-07-20-09-34 1671 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1978-09-10-23-24 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1978-10-30-18-23 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1978-12-18-02-31 MDE CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1978-12-18-02-31 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1979-10-27-14-36 BN CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1979-10-27-14-36 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1979-10-27-14-36 AI CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1979-10-27-21-43 AI CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1979-10-27-21-43 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1980-11-04-16-21 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1982-03-04-11-41 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1982-06-19-06-21 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1982-07-02-11-59 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1983-04-29-01-02 MDE CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1983-04-29-01-02 UC CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1983-04-29-01-02 IG CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1983-04-29-01-02 CI CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1983-07-18-12-52 1667 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1983-07-18-12-52 1656 IIS Nicaragua ANALOG 0.25 25 Douglas et al. (2004) 
1983-07-18-12-52 SM CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1983-07-18-12-52 UC CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1985-03-10-19-33 HSH CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1985-03-10-19-33 IG CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1985-03-10-19-33 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1985-03-10-19-33 MDE CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1985-03-10-19-33 SM CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1985-10-12-20-29 IG CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1986-08-02-17-49 SM CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1986-08-02-17-49 IG CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1986-08-02-17-49 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1987-11-17-03-40 OB CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1987-11-17-03-40 IG CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1988-11-03-14-47 UC CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1988-11-03-14-47 IVU CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1988-11-04-02-43 AHU CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 PTS LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 ALJ LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 ICE LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 SRM LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 HTO LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 CTG LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 AUR LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 LPF/CMA LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 GTS LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 APGM LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 RCP LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 CBQ LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 APSG LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-03-25-13-22 APSA LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-04-28-01-23 GLF LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1990-04-28-01-23 APBO LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1991-03-16-06-02 APSD LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-03-07-01-53 APGM LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-03-07-01-53 ALJ LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-03-07-01-53 HTO LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-03-07-01-53 CTG LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
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1992-03-07-01-53 APSD LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-03-07-01-53 RCP LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-03-07-01-53 PCL LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-03-07-01-53 ALCR LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-03-07-01-53 CCH LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-03-07-01-53 APSA LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1992-05-23-10-30 TAC CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1992-06-06-15-51 SM CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1992-06-06-15-51 USU CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1992-06-06-15-51 MT CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1994-10-18-03-07 MT CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1994-10-18-03-07 RS CIG El Salvador ANALOG 0.25 25 Douglas et al. (2004) 
1996-03-03-14-55 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-03-03-16-37 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-03-03-16-37 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-07-22-08-30 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-07-22-08-30 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-07-22-08-30 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-07-22-08-30 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-07-22-08-30 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-07-22-08-30 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-07-22-08-30 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-07-22-08-30 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-07-22-08-30 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1996-08-28-17-16 CBQ LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1996-08-28-17-16 APSA LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1996-08-28-17-16 CTG LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1996-08-28-17-16 ECA LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1996-09-04-19-06 CBQ LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1996-09-04-19-06 APSA LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1996-09-04-19-06 ISD LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1996-09-04-19-06 ECA LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1996-09-04-19-06 CTG LIS Costa Rica ANALOG 0.25 25 Douglas et al. (2004) 
1997-08-24-00-59 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-08-24-00-59 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-08-24-00-59 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-08-24-00-59 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-08-24-00-59 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-08-24-00-59 UPAN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-08-24-00-59 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-11-09-22-57 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-11-09-22-57 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-11-09-22-57 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-11-09-22-57 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-11-09-22-57 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-11-09-22-57 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-18-15-02 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-18-15-02 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-18-15-02 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-18-15-02 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-22-10-03 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-22-10-03 RS CIG El Salvador ANALOG 0.10 25 This study 
1997-12-22-10-03 IS CIG El Salvador ANALOG 0.12 25 This study 
1997-12-22-10-03 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-22-10-03 UC CIG El Salvador ANALOG 0.10 25 This study 
1997-12-22-10-03 OB CIG El Salvador ANALOG 0.10 25 This study 
1997-12-22-10-03 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-22-10-03 CI CIG El Salvador ANALOG 0.13 25 This study 
1997-12-22-10-03 SS CIG El Salvador ANALOG 0.10 25 This study 
1997-12-22-10-03 RF CIG El Salvador ANALOG 0.10 25 This study 
1997-12-22-10-03 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-22-10-03 UPAN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-22-10-03 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-22-10-03 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-22-10-03 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1997-12-22-10-03 SF CIG El Salvador ANALOG 0.10 25 This study 
1998-01-10-08-20 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
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1998-01-10-08-20 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-01-10-08-20 SS CIG El Salvador ANALOG 0.10 25 This study 
1998-01-10-08-20 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-01-10-08-20 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-01-10-08-20 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-01-10-08-20 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-06-21-08-03 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-06-21-08-03 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-06-21-08-03 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-06-21-08-03 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-06-21-08-03 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-06-21-08-03 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-06-21-08-03 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-06-21-08-03 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1998-06-21-08-03 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1999-06-06-07-08 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1999-06-06-07-08 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1999-06-06-07-08 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1999-06-06-07-08 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
1999-06-06-07-08 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2000-02-01-02-00 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2000-02-01-02-00 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2000-02-01-02-00 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2000-09-10-23-56 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2000-09-10-23-56 MAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2000-09-10-23-56 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2000-09-10-23-56 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2000-09-10-23-56 GRAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2000-09-10-23-56 BOAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-13-17-33 AH CIG El Salvador ANALOG 0.10 25 This study 
2001-01-13-17-33 BOAN INETER Nicaragua DIGITAL 0.14 50 This study 
2001-01-13-17-33 CA CIG El Salvador ANALOG 0.125 25 This study 
2001-01-13-17-33 CHAN INETER Nicaragua DIGITAL 0.10 50 This study 
2001-01-13-17-33 CM CIG El Salvador ANALOG 0.20 25 This study 
2001-01-13-17-33 CSBR UCA El Salvador DIGITAL 0.15 50 This study 
2001-01-13-17-33 CU CIG El Salvador ANALOG 0.125 25 This study 
2001-01-13-17-33 DB CIG El Salvador ANALOG 0.10 25 This study 
2001-01-13-17-33 DCAN INETER Nicaragua DIGITAL 0.12 50 This study 
2001-01-13-17-33 ESAN INETER Nicaragua DIGITAL 0.10 50 This study 
2001-01-13-17-33 ESJO UCA El Salvador DIGITAL 0.10 50 This study 
2001-01-13-17-33 GRAN INETER Nicaragua DIGITAL 0.125 50 This study 
2001-01-13-17-33 HSRF UCA El Salvador DIGITAL 0.13 50 This study 
2001-01-13-17-33 HSTR UCA El Salvador DIGITAL 0.10 50 This study 
2001-01-13-17-33 JIAN INETER Nicaragua DIGITAL 0.10 50 This study 
2001-01-13-17-33 JUIN INETER Nicaragua DIGITAL 0.10 50 This study 
2001-01-13-17-33 LEAN INETER Nicaragua DIGITAL 0.10 50 This study 
2001-01-13-17-33 MG CIG El Salvador ANALOG 0.10 25 This study 
2001-01-13-17-33 MGA INETER Nicaragua DIGITAL 0.15 50 This study 
2001-01-13-17-33 OB CIG El Salvador ANALOG 0.13 25 This study 
2001-01-13-17-33 QC CIG El Salvador ANALOG 0.10 25 This study 
2001-01-13-17-33 RAAN INETER Nicaragua DIGITAL 0.15 50 This study 
2001-01-13-17-33 RF CIG El Salvador ANALOG 0.09 25 This study 
2001-01-13-17-33 RS CIG El Salvador ANALOG 0.17 28 This study 
2001-01-13-17-33 SA CIG El Salvador ANALOG 0.13 25 This study 
2001-01-13-17-33 SE CIG El Salvador ANALOG 0.10 25 This study 
2001-01-13-17-33 SM CIG El Salvador ANALOG 0.13 25 This study 
2001-01-13-17-33 SS CIG El Salvador ANALOG 0.25 25 This study 
2001-01-13-17-33 ST CIG El Salvador ANALOG 0.15 25 This study 
2001-01-13-17-33 UARM UCA El Salvador DIGITAL 0.10 50 This study 
2001-01-13-17-33 ULLB UCA El Salvador DIGITAL 0.13 50 This study 
2001-01-13-17-33 UPAN UCA El Salvador DIGITAL 0.10 50 This study 
2001-01-13-17-33 USPN UCA El Salvador DIGITAL 0.125 50 This study 
2001-01-13-17-33 UTON UCA El Salvador DIGITAL 0.10 50 This study 
2001-01-13-17-33 VF CIG El Salvador ANALOG 0.13 25 This study 
2001-01-13-17-33 VS CIG El Salvador ANALOG 0.13 25 This study 
2001-01-14-22-41 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-14-22-41 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
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2001-01-14-22-41 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-14-22-41 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-14-22-41 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-14-22-41 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-14-22-41 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-14-22-41 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-14-22-41 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-14-22-41 UPAN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-14-22-41 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-14-22-41 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-14-22-41 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-14-22-41 MGA INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-15-00-22 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-00-22 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-00-22 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-00-22 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-00-22 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-00-22 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-00-22 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-00-22 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-05-09 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-05-09 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-05-09 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-05-09 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-05-09 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-05-09 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-05-09 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-05-09 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-15-05-09 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-15-05-09 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-15-05-09 LEAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-15-12-20 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-12-20 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-12-20 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-12-20 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-12-20 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-12-20 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-12-20 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-15-12-20 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-15-12-20 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-16-08-22 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-08-22 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-08-22 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-08-22 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-08-22 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-08-22 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-08-22 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-16-08-22 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-16-08-22 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-16-08-22 MGA INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-16-10-58 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-10-58 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-10-58 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-10-58 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-10-58 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-10-58 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-10-58 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-10-58 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-16-10-58 UPAN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-17-01-40 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-17-01-40 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-17-01-40 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-17-01-40 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-17-01-40 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-17-01-40 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-17-01-40 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-17-01-40 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
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2001-01-17-01-40 MGA INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-01-25-10-28 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-25-10-28 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-25-10-28 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-25-10-28 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-25-10-28 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-01-25-10-28 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-02-08-10 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 UPAN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-02-08-10 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-02-08-10 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-02-08-10 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-02-08-10 LEAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-07-10-23 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-07-10-23 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-07-10-23 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-07-10-23 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-07-10-23 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-07-10-23 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-07-10-23 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-07-10-23 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-07-10-23 UPAN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-07-10-23 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-07-10-23 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-07-10-23 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-07-10-23 LEAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-07-10-23 MGA INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-02-17-01-17 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-17-01-17 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-17-01-17 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-17-01-17 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 OB CIG El Salvador ANALOG 0.20 25 This study 
2001-02-28-18-50 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 RS CIG El Salvador ANALOG 0.10 25 This study 
2001-02-28-18-50 DB CIG El Salvador ANALOG 0.15 25 This study 
2001-02-28-18-50 UC CIG El Salvador ANALOG 0.10 25 This study 
2001-02-28-18-50 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-02-28-18-50 UPAN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-16-00-01 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-16-00-01 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-16-00-01 OB CIG El Salvador ANALOG 0.10 25 This study 
2001-03-16-00-01 UC CIG El Salvador ANALOG 0.10 25 This study 
2001-03-16-00-01 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-16-00-01 RS CIG El Salvador ANALOG 0.10 25 This study 
2001-03-16-00-01 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-16-00-01 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-16-00-01 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-16-00-01 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-16-00-01 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-16-00-01 UPAN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-18-15-43 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-03-18-15-43 LEAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
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2001-03-18-15-43 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-18-15-43 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-03-18-15-43 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-03-18-15-43 MGA INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-03-29-06-54 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-29-06-54 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-29-06-54 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-29-06-54 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-29-06-54 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-29-06-54 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-29-06-54 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-29-06-54 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-03-29-06-54 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-04-10-03-16 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-04-10-03-16 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-04-10-03-16 HSGT UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-04-10-03-16 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-04-10-03-16 ULLB UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-04-10-03-16 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-04-10-03-16 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-04-10-03-16 HSTR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-04-12-20-25 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-04-12-20-25 LEAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-04-12-20-25 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-04-12-20-25 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-04-12-20-25 MGA INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-07-07-04-59 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-07-07-04-59 LEAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-07-07-04-59 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-07-07-04-59 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-08-12-15-53 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-08-12-15-53 LEAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2001-09-18-14-51 UTON UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-09-18-14-51 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-09-18-14-51 HSRF UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-09-18-14-51 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2001-09-18-14-51 ESJO UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2002-01-06-18-49 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2002-01-06-18-49 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2002-01-06-18-49 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2002-01-06-18-49 DCAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2002-08-02-16-13 RAAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2002-08-02-16-13 LEAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2002-08-02-16-13 CHAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2002-08-02-16-13 MGA INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2002-08-02-16-13 RIAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2002-08-02-16-13 GRAN INETER Nicaragua DIGITAL 0.14-0.20 45-47 INETER 
2003-01-21-02-46 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2003-01-21-02-46 SONS SNET El Salvador DIGITAL 0.15 50 This study 
2003-01-21-02-46 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2003-01-21-02-46 CSBR UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2003-01-21-02-46 AIES SNET El Salvador DIGITAL 0.10 50 This study 
2003-01-21-02-46 HERR SNET El Salvador DIGITAL 0.15 50 This study 
2003-01-21-02-46 STAN SNET El Salvador DIGITAL 0.10 50 This study 
2003-01-21-02-46 ACAJ SNET El Salvador DIGITAL 0.15 50 This study 
2003-01-21-02-46 SMIG SNET El Salvador DIGITAL 0.10 50 This study 
2003-01-21-02-46 PERQ SNET El Salvador DIGITAL 0.12 50 This study 
2003-01-21-02-46 EPQG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-01-21-02-46 ERPG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-01-21-02-46 GEG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-01-21-02-46 HSMG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-01-21-02-46 MPG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-01-21-02-46 MVCG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-01-21-02-46 PECG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-02-05-19-01 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2003-02-12-10-33 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2003-08-25-06-28 UARM UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
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2003-08-25-06-28 USPN UCA El Salvador DIGITAL 0.15-0.25 45-50 UCA 
2003-08-25-06-28 EPQG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-08-25-06-28 ERPG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-08-25-06-28 HMG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-08-25-06-28 HSMG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-08-25-06-28 IGSS CONRED Guatemala ANALOG not in file not in file CONRED 
2003-08-25-06-28 MPG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-08-25-06-28 MVCG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-08-25-06-28 PLCG CONRED Guatemala ANALOG not in file not in file CONRED 
2003-08-25-06-28 UESS SNET El Salvador DIGITAL 0.10 50 This study 
2003-08-25-06-28 SNET SNET El Salvador DIGITAL 0.10 50 This study 
2003-08-25-06-28 MAGT SNET El Salvador DIGITAL 0.13 50 This study 
2003-08-25-06-28 AIES SNET El Salvador DIGITAL 0.10 50 This study 
2003-08-25-06-28 STAN SNET El Salvador DIGITAL 0.10 50 This study 
2003-08-25-06-28 HERR SNET El Salvador DIGITAL 0.15 50 This study 
2003-08-25-06-28 ACAJ SNET El Salvador DIGITAL 0.10 50 This study 
2004-04-28-04-08 SMIG SNET El Salvador DIGITAL 0.15 50 This study 
2004-04-28-04-08 PERQ SNET El Salvador DIGITAL 0.13 50 This study 
2004-04-28-04-08 LUNA SNET El Salvador DIGITAL 0.15 50 This study 
2004-04-28-04-08 CHIN SNET El Salvador DIGITAL 0.15 50 This study 
2004-04-28-04-08 UESS SNET El Salvador DIGITAL 0.15 50 This study 
2004-04-28-04-08 UDBS SNET El Salvador DIGITAL 0.15 50 This study 
2004-05-03-05-12 SONS SNET El Salvador DIGITAL 0.10 50 This study 
2004-05-03-05-12 SNET SNET El Salvador DIGITAL 0.10 50 This study 
2004-05-03-05-12 UESS SNET El Salvador DIGITAL 0.10 50 This study 
2004-05-03-05-12 ACAJ SNET El Salvador DIGITAL 0.13 50 This study 
2004-05-03-05-12 MAGT SNET El Salvador DIGITAL 0.10 50 This study 
2004-05-03-05-12 UDBS SNET El Salvador DIGITAL 0.15 50 This study 
2004-05-03-05-12 AIES SNET El Salvador DIGITAL 0.10 50 This study 
2004-05-03-05-12 UNCO SNET El Salvador DIGITAL 0.10 50 This study 
2004-08-28-07-45 LUNA SNET El Salvador DIGITAL 0.10 50 This study 
2004-08-28-07-45 CHIN SNET El Salvador DIGITAL 0.10 50 This study 
2004-10-09-21-26 SMIG SNET El Salvador DIGITAL 0.10 50 This study 
2004-10-09-21-26 UESS SNET El Salvador DIGITAL 0.10 50 This study 
2004-10-09-21-26 AIES SNET El Salvador DIGITAL 0.15 50 This study 
2004-10-09-21-26 LUNA SNET El Salvador DIGITAL 0.12 50 This study 
2004-10-09-21-26 UDBS SNET El Salvador DIGITAL 0.10 50 This study 
2004-10-09-21-26 HERR SNET El Salvador DIGITAL 0.10 50 This study 
2004-10-09-21-26 CHIN SNET El Salvador DIGITAL 0.10 50 This study 
2004-10-09-21-26 MAGT SNET El Salvador DIGITAL 0.12 50 This study 
2004-10-09-21-26 SNET SNET El Salvador DIGITAL 0.10 50 This study 
2004-10-09-21-26 PERQ SNET El Salvador DIGITAL 0.10 50 This study 
2004-10-09-21-26 SONS SNET El Salvador DIGITAL 0.10 50 This study 
2004-10-09-21-26 UNCO SNET El Salvador DIGITAL 0.15 50 This study 
2004-11-20-22-01 SONS SNET El Salvador DIGITAL 0.10 50 This study 
2004-11-20-22-01 SNET SNET El Salvador DIGITAL 0.10 50 This study 
2004-11-20-22-01 SJAC SNET El Salvador DIGITAL 0.15 50 This study 
2004-11-20-22-01 UESS SNET El Salvador DIGITAL 0.10 50 This study 
2004-11-20-22-01 MAGT SNET El Salvador DIGITAL 0.10 50 This study 
2004-11-20-22-01 HERR SNET El Salvador DIGITAL 0.10 50 This study 
2004-11-20-22-01 UDBS SNET El Salvador DIGITAL 0.10 50 This study 
2004-11-20-22-01 AIES SNET El Salvador DIGITAL 0.10 50 This study 
2004-11-20-22-01 UNCO SNET El Salvador DIGITAL 0.10 50 This study 
2004-11-20-22-01 SMIG SNET El Salvador DIGITAL 0.15 50 This study 
2004-11-20-22-01 CHIN SNET El Salvador DIGITAL 0.10 50 This study 
2004-11-20-22-01 PERQ SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 UDBS SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 HERR SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 UESS SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 SONS SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 SJAC SNET El Salvador DIGITAL 0.15 50 This study 
2004-12-13-15-23 AIES SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 CPRS SNET El Salvador DIGITAL 0.15 50 This study 
2004-12-13-15-23 SNET SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 MAGT SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 SEMS SNET El Salvador DIGITAL 0.15 50 This study 
2004-12-13-15-23 CEUC SNET El Salvador DIGITAL 0.15 50 This study 
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2004-12-13-15-23 SEMF SNET El Salvador DIGITAL 0.15 50 This study 
2004-12-13-15-23 ACAJ SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 SMIG SNET El Salvador DIGITAL 0.13 50 This study 
2004-12-13-15-23 CHIN SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 UNCO SNET El Salvador DIGITAL 0.13 50 This study 
2004-12-13-15-23 LUNA SNET El Salvador DIGITAL 0.10 50 This study 
2004-12-13-15-23 PERQ SNET El Salvador DIGITAL 0.10 50 This study 
2005-01-13-09-56 SONS SNET El Salvador DIGITAL 0.15 50 This study 
2005-01-13-09-56 AIES SNET El Salvador DIGITAL 0.15 50 This study 
2005-01-13-09-56 UESS SNET El Salvador DIGITAL 0.15 50 This study 
2005-01-13-09-56 UDBS SNET El Salvador DIGITAL 0.15 50 This study 
2005-01-13-09-56 SNET SNET El Salvador DIGITAL 0.15 50 This study 
2005-03-10-13-37 AIES SNET El Salvador DIGITAL 0.10 50 This study 
2005-03-10-13-37 UESS SNET El Salvador DIGITAL 0.15 50 This study 
2005-03-10-13-37 UDBS SNET El Salvador DIGITAL 0.15 50 This study 
2005-03-10-13-37 SJAC SNET El Salvador DIGITAL 0.15 50 This study 
2005-03-10-13-37 HERR SNET El Salvador DIGITAL 0.10 50 This study 
2005-03-10-13-37 SONS SNET El Salvador DIGITAL 0.13 50 This study 
2005-03-10-13-37 SNET SNET El Salvador DIGITAL 0.10 50 This study 
2005-03-10-13-37 CPRS SNET El Salvador DIGITAL 0.15 50 This study 
2005-03-10-13-37 SEMS SNET El Salvador DIGITAL 0.10 50 This study 
2005-03-10-13-37 SMIG SNET El Salvador DIGITAL 0.10 50 This study 
2005-03-10-13-37 MAGT SNET El Salvador DIGITAL 0.10 50 This study 
2005-03-10-13-37 CPRF SNET El Salvador DIGITAL 0.10 50 This study 
2005-03-10-13-37 SEMF SNET El Salvador DIGITAL 0.10 50 This study 
2005-03-10-13-37 CHIN SNET El Salvador DIGITAL 0.10 50 This study 
2005-03-10-13-37 UNCO SNET El Salvador DIGITAL 0.15 50 This study 
2005-04-12-02-40 UESS SNET El Salvador DIGITAL 0.17 50 This study 
2005-04-12-02-40 SNET SNET El Salvador DIGITAL 0.15 50 This study 
2005-04-12-02-40 UDBS SNET El Salvador DIGITAL 0.17 50 This study 
2005-10-07-17-43 SONS SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 AIES SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 CEUC SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 UDBS SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 UESS SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 SJAC SNET El Salvador DIGITAL 0.15 50 This study 
2005-10-07-17-43 CPRS SNET El Salvador DIGITAL 0.15 50 This study 
2005-10-07-17-43 HERR SNET El Salvador DIGITAL 0.15 50 This study 
2005-10-07-17-43 SNET SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 CPRF SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 MAGT SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 UNCO SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 SMIG SNET El Salvador DIGITAL 0.10 50 This study 
2005-10-07-17-43 CHIN SNET El Salvador DIGITAL 0.10 50 This study 
2005-11-18-03-15 SNET SNET El Salvador DIGITAL 0.15 50 This study 
2005-11-18-03-15 AIES SNET El Salvador DIGITAL 0.10 50 This study 
2005-11-18-03-15 UESS SNET El Salvador DIGITAL 0.10 50 This study 
2005-11-18-03-15 MAGT SNET El Salvador DIGITAL 0.10 50 This study 
2005-11-18-03-15 SONS SNET El Salvador DIGITAL 0.15 50 This study 
2005-11-18-03-15 SJAC SNET El Salvador DIGITAL 0.15 50 This study 
2005-11-18-03-15 UDBS SNET El Salvador DIGITAL 0.15 50 This study 
2005-11-18-03-15 CEUC SNET El Salvador DIGITAL 0.12 50 This study 
2005-11-18-03-15 CHIN SNET El Salvador DIGITAL 0.12 50 This study 
2005-11-18-03-15 SMIG SNET El Salvador DIGITAL 0.10 50 This study 
2005-11-18-03-15 UNCO SNET El Salvador DIGITAL 0.10 50 This study 
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Appendix C Source parameters and classification of 
earthquakes along the Central American subduction 
zone 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
03/09/1977 22:33:00 12.540 -87.532 79.00 - 5.3 - NEIS 
03/09/1977 22:33:07 12.270 -88.220 42.30+ - 5.3 5.7 HRV 
03/09/1977 22:33:07 12.525 -87.529 78.30  5.2  ISC 
03/09/1977 22:33:08 12.553 -87.494 71.60 - - - EHB 
03/09/1977 22:33:07 12.525 -87.529 78.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 295 Dip 1 [°] = 43 Rake 1 [°] = 89 
Nodal Plane 2 Strike 2 [°] = 116 Dip 2 [°] = 47 Rake 2 [°] = 91 
P-axis trend 205 B-axis trend 295 T-axis trend 35 Moment Tensor 
Eigenvector P-axis plunge 2 B-axis plunge 0 T-axis plunge 88 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on focal mechanism (reverse faulting on a steeply-dipping plane) and depth 
according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua-Costa Rica border is shown on the background (See Figure A-1 for 
location of Syracuse et al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
30/09/1977 07:10:25 11.246 -85.828 66.00 - 5.3 - NEIS 
30/09/1977 07:10:31 10.870 -85.670 46.70+ - 5.3 5.8 HRV 
30/09/1977 07:10:26 11.205 -85.883 74.20 - 5.1 - ISC 
30/09/1977 07:10:27 11.210 -85.886 66.60 - - - EHB 
30/09/1977 07:10:27 11.208 -85.882 67.70 - - - CENT 
30/09/1977 07:10:26 11.205 -85.883 74.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 241 Dip 1 [°] = 22 Rake 1 [°] = 15 
Nodal Plane 2 Strike 2 [°] = 137 Dip 2 [°] = 84 Rake 2 [°] = 111 
P-axis trend 208 B-axis trend 315 T-axis trend 69 Moment Tensor 
Eigenvector P-axis plunge 36 B-axis plunge 21 T-axis plunge 47 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Reverse depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on focal mechanism and depth according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
31/05/1978 01:07:22 12.767 -87.157 76.00 - 5.4 - NEIS 
31/05/1978 01:07:29 12.430 -87.190 40.30+ - 5.4 6.5 HRV 
31/05/1978 01:07:26 12.580 -87.293 116.40 6.0 5.3 - ISC 
31/05/1978 01:07:23 12.703 -87.222 70.00# - - - EHB 
31/05/1978 01:07:20 12.715 -87.225 40.30# - - - CENT 
31/05/1978 01:07:21 12.760 -87.290 49.00 6.0 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 239 Dip 1 [°] = 4 Rake 1 [°] = 21 
Nodal Plane 2 Strike 2 [°] = 128 Dip 2 [°] = 89 Rake 2 [°] = 94 
P-axis trend 214 B-axis trend 308 T-axis trend 42 Moment Tensor 
Eigenvector P-axis plunge 43 B-axis plunge 4 T-axis plunge 46 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Reverse depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the EHB hypocentre location and focal mechanism (along the MAT sub-
horizontal fault planes are predominantly observed at depths>100 km, as suggested by Warren et 
al., 2008). 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
20/07/1978 09:34:47 12.150 -86.628 121.00 - 5.3 - NEIS 
20/07/1978 09:34:49 12.020 -86.770 90.00+ - 5.3 5.9 HRV 
20/07/1978 09:34:49 12.127 -86.672 136.50 5.0 5.2 - ISC 
20/07/1978 09:34:47 12.198 -86.631 102.30 - - - EHB 
20/07/1978 09:34:47 12.196 -86.632 102.30 - - - CENT 
20/07/1978 09:34:48 12.127 -86.672 137.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 187 Dip 1 [°] = 48 Rake 1 [°] = 25 
Nodal Plane 2 Strike 2 [°] = 80 Dip 2 [°] = 72 Rake 2 [°] = 135 
P-axis trend 139 B-axis trend 243 T-axis trend 34 Moment Tensor 
Eigenvector P-axis plunge 15 B-axis plunge 42 T-axis plunge 44 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Reverse/Strike-slip depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location 
mechanism. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
10/09/1978 23:24:16 14.270 -91.497 94.00 - 5.6 - NEIS 
10/09/1978 23:24:10 13.450 -91.580 71.30+ - 5.6 6.1 HRV 
10/09/1978 23:24:15 14.252 -91.577 86.90 5.7 5.6 - ISC 
10/09/1978 23:24:16 14.259 -91.535 79.80 - - - EHB 
10/09/1978 23:24:16 14.259 -91.534 80.40 - - - CENT 
10/09/1978 23:24:15 14.280 -91.570 76.00 5.8 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 101 Dip 1 [°] = 33 Rake 1 [°] = -132 
Nodal Plane 2 Strike 2 [°] = 328 Dip 2 [°] = 66 Rake 2 [°] = -66 
P-axis trend 275 B-axis trend 138 T-axis trend 41 Moment Tensor 
Eigenvector P-axis plunge 62 B-axis plunge 22 T-axis plunge 18 
Style-of-Faulting  
[Rake angle]** 
Normal/Strike-slip or Normal depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
30/10/1978 18:23:36 13.881 -91.050 73.00 - 5.3 - NEIS 
30/10/1978 18:23:34 13.540 -91.690 25.00+ - 5.3 6.3 HRV 
30/10/1978 18:23:35 13.843 -91.132 68.80 6.0 4.9 - ISC 
30/10/1978 18:23:32 13.840 -91.067 25.00# - - - EHB 
30/10/1978 18:23:32 13.841 -91.067 25.00# - - - CENT 
30/10/1978 18:23:36 13.830 -91.130 91.00 6.0 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 299 Dip 1 [°] = 23 Rake 1 [°] = 86 
Nodal Plane 2 Strike 2 [°] = 123 Dip 2 [°] = 67 Rake 2 [°] = 92 
P-axis trend 212 B-axis trend 303 T-axis trend 36 Moment Tensor 
Eigenvector P-axis plunge 22 B-axis plunge 1 T-axis plunge 68 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism (thrust faulting on a shallow dipping plane) and depth, 
according to the ISC hypocentre location. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
18/12/1978 02:31:27 12.987 -88.264 85.00 - 5.3 - NEIS 
18/12/1978 02:31:25 12.830 -88.910 46.40+ - 5.3 5.6 HRV 
18/12/1978 02:31:27 12.919 -88.346 89.40 5.0 5.1 - ISC 
18/12/1978 02:31:24 12.968 -88.282 46.40# - - - EHB 
18/12/1978 02:31:27 12.940 -88.390 67.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 291 Dip 1 [°] = 31 Rake 1 [°] = -120 
Nodal Plane 2 Strike 2 [°] = 146 Dip 2 [°] = 64 Rake 2 [°] = -73 
P-axis trend 87 B-axis trend 318 T-axis trend 223 Moment Tensor 
Eigenvector P-axis plunge 67 B-axis plunge 15 T-axis plunge 17 
Style-of-Faulting  
[Rake angle]** 
Normal/Strike-slip or Normal depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification 
Intraslab: Based on the focal mechanism and depth, according to hypocentre location reported by 
Ambraseys & Adams (2001). 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
27/10/1979 14:35:57 13.833 -90.881 58.00 6.8 5.8 - NEIS 
27/10/1979 14:36:06 13.770 -91.070 29.80+ 6.8 5.8 6.9 HRV 
27/10/1979 14:35:58 13.794 -90.891 61.90 6.8 5.8 - ISC 
27/10/1979 14:35:59 13.826 -90.832 56.30 - - - EHB 
27/10/1979 14:35:59 13.829 -90.841 57.70 - - - CENT 
27/10/1979 14:36:00 13.860 -90.860 64.00 6.8 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 299 Dip 1 [°] = 14 Rake 1 [°] = 92 
Nodal Plane 2 Strike 2 [°] = 116 Dip 2 [°] = 76 Rake 2 [°] = 89 
P-axis trend 207 B-axis trend 117 T-axis trend 26 Moment Tensor 
Eigenvector P-axis plunge 31 B-axis plunge 1 T-axis plunge 59 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism (thrust faulting on a shallow dipping plane) and depth, 
according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
27/10/1979 21:43:25 13.778 -90.730 65.00 6.6 5.6 - NEIS 
27/10/1979 21:43:30 13.660 -91.010 27.60+ 6.6 5.6 6.8 HRV 
27/10/1979 21:43:25 13.753 -90.756 70.00 6.6 5.5 - ISC 
27/10/1979 21:43:26 13.757 -90.713 64.80 - - - EHB 
27/10/1979 21:43:22 13.725 -90.713 27.60 - - - CENT 
27/10/1979 21:43:26 13.780 -90.750 65.00 6.6 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 297 Dip 1 [°] = 12 Rake 1 [°] = 91 
Nodal Plane 2 Strike 2 [°] = 116 Dip 2 [°] = 78 Rake 2 [°] = 90 
P-axis trend 206 B-axis trend 116 T-axis trend 26 Moment Tensor 
Eigenvector P-axis plunge 33 B-axis plunge 0 T-axis plunge 57 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism (thrust faulting on a shallow dipping plane) and depth, 
according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
01/08/1980 08:16:18 12.694 -87.472 78.00 - 5.2 - NEIS 
01/08/1980 08:16:18 12.650 -88.290 23.00+ - 5.2 5.5 HRV 
01/08/1980 08:16:18 12.576 -87.616 86.30 4.8 5.1 - ISC 
01/08/1980 08:16:13 12.600 -87.589 25.00# - - - EHB 
01/08/1980 08:16:18 12.576 -87.472 86.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 295 Dip 1 [°] = 24 Rake 1 [°] = 84 
Nodal Plane 2 Strike 2 [°] = 121 Dip 2 [°] = 66 Rake 2 [°] = 93 
P-axis trend 209 B-axis trend 300 T-axis trend 37 Moment Tensor 
Eigenvector P-axis plunge 21 B-axis plunge 3 T-axis plunge 69 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism (thrust faulting on a shallow dipping plane) and depth, 
according to the HRV centroid location. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
04/11/1980 16:21:15 13.861 -90.926 83.00 - 5.4 - NEIS 
04/11/1980 16:21:12 13.450 -91.240 57.20+ 6.6 5.4 5.6 HRV 
04/11/1980 16:21:17 13.876 -90.928 100.90 5.0 5.3 - ISC 
04/11/1980 16:21:16 13.865 -90.969 76.80 - - - EHB 
04/11/1980 16:21:16 13.890 -90.990 73.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 77 Dip 1 [°] = 44 Rake 1 [°] = -146 
Nodal Plane 2 Strike 2 [°] = 321 Dip 2 [°] = 67 Rake 2 [°] = -51 
P-axis trend 277 B-axis trend 124 T-axis trend 24 Moment Tensor 
Eigenvector P-axis plunge 52 B-axis plunge 35 T-axis plunge 14 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/Normal or Normal/Strike-slip depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
04/03/1982 11:41:03 13.256 -88.988 76.00 - 5.2 - NEIS 
04/03/1982 11:41:01 12.980 -89.410 60.20+ - 5.2 5.5 HRV 
04/03/1982 11:41:04 13.245 -89.026 82.80 5.0 5.1 - ISC 
04/03/1982 11:41:03 13.262 -88.926 60.70 - - - EHB 
04/03/1982 11:41:03 13.270 -88.930 59.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 264 Dip 1 [°] = 42 Rake 1 [°] = 30 
Nodal Plane 2 Strike 2 [°] = 150 Dip 2 [°] = 71 Rake 2 [°] = 126 
P-axis trend 214 B-axis trend 317 T-axis trend 101 Moment Tensor 
Eigenvector P-axis plunge 18 B-axis plunge 34 T-axis plunge 50 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/Reverse or Reverse/Strike-slip depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the EHB hypocentre determination and focal mechanism (reverse with a 
component of strike-slip). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
19/06/1982 06:21:58 13.313 -89.339 82.00 - 6.2 - NEIS 
19/06/1982 06:22:02 12.650 -88.970 51.90+ - 6.2 7.3 HRV 
19/06/1982 06:21:58 13.290 -89.394 83.00 - 6.0 - ISC 
19/06/1982 06:21:58 13.338 -89.310 72.80 - - - EHB 
19/06/1982 06:21:59 13.337 -89.312 73.10 7.3 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 102 Dip 1 [°] = 25 Rake 1 [°] = -106 
Nodal Plane 2 Strike 2 [°] = 299 Dip 2 [°] = 66 Rake 2 [°] = -83 
P-axis trend 224 B-axis trend 116 T-axis trend 24 Moment Tensor 
Eigenvector P-axis plunge 69 B-axis plunge 7 T-axis plunge 20 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
02/07/1982 11:59:36 13.056 -89.287 64.00 5.9 5.0 - NEIS 
02/07/1982 11:59:34 12.450 -89.400 23.40+ - 5.0 5.9 HRV 
02/07/1982 11:59:36 13.012 -89.320 70.00 - 6.0 - ISC 
02/07/1982 11:59:33 13.039 -89.169 23.40# - - - EHB 
02/07/1982 11:59:33 13.040 -89.165 23.40# - - - CENT 
02/07/1982 11:59:34 12.450 -89.400 23.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 295 Dip 1 [°] = 9 Rake 1 [°] = 70 
Nodal Plane 2 Strike 2 [°] = 135 Dip 2 [°] = 81 Rake 2 [°] = 93 
P-axis trend 222 B-axis trend 315 T-axis trend 49 Moment Tensor 
Eigenvector P-axis plunge 36 B-axis plunge 3 T-axis plunge 54 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Interface: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
29/04/1983 01:02:19 13.420 -89.179 82.00 - 4.9 - NEIS 
29/04/1983 01:02:19 12.820 -89.170 74.00+ - 4.8 5.6 HRV 
29/04/1983 01:02:19 13.429 -89.220 91.90 - 5.0 - ISC 
29/04/1983 01:02:19 13.501 -89.106 81.40 - - - EHB 
29/04/1983 01:02:19 13.410 -89.210 81.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 75 Dip 1 [°] = 25 Rake 1 [°] = -158 
Nodal Plane 2 Strike 2 [°] = 324 Dip 2 [°] = 81 Rake 2 [°] = -67 
P-axis trend 259 B-axis trend 140 T-axis trend 35 Moment Tensor 
Eigenvector P-axis plunge 49 B-axis plunge 23 T-axis plunge 32 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Normal depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
18/07/1983 12:52:43 12.669 -87.181 86.00 - 5.6 - NEIS 
18/07/1983 12:52:45 12.510 -87.220 46.70+ - 5.6 6.4 HRV 
18/07/1983 12:52:44 12.688 -87.210 90.50 - 5.5 - ISC 
18/07/1983 12:52:45 12.682 -87.159 86.50 - - - EHB 
18/07/1983 12:52:41 12.688 -87.129 46.70 - - - CENT 
18/07/1983 12:52:45 12.890 -87.210 86.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 61 Dip 1 [°] = 22 Rake 1 [°] = -155 
Nodal Plane 2 Strike 2 [°] = 308 Dip 2 [°] = 81 Rake 2 [°] = -70 
P-axis trend 240 B-axis trend 125 T-axis trend 21 Moment Tensor 
Eigenvector P-axis plunge 50 B-axis plunge 19 T-axis plunge 33 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Normal depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and depth, according to hypocentre location reported by 
Ambraseys & Adams (2001). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
19/10/1983 09:33:09 12.610 -87.671 67.00 - 5.2 - NEIS 
19/10/1983 09:33:04 12.050 -87.690 75.80+ - 5.2 5.3 HRV 
19/10/1983 09:33:12 12.607 -87.734 91.80 - 5.1 - ISC 
19/10/1983 09:33:12 12.600 -87.771 76.10 - - - EHB 
19/10/1983 09:33:11 12.607 -87.734 92.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 122 Dip 1 [°] = 40 Rake 1 [°] = -95 
Nodal Plane 2 Strike 2 [°] = 308 Dip 2 [°] = 50 Rake 2 [°] = -86 
P-axis trend 245 B-axis trend 125 T-axis trend 35 Moment Tensor 
Eigenvector P-axis plunge 84 B-axis plunge 3 T-axis plunge 5 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
10/03/1985 19:33:13 13.454 -89.032 77.00 - 5.2 - NEIC 
10/03/1985 19:33:13 13.340 -89.520 65.60+ - 5.2 5.7 HRV 
10/03/1985 19:33:15 13.359 -89.176 95.10 - 5.1 - ISC 
10/03/1985 19:33:12 13.484 -88.952 50.00# - - - EHB 
10/03/1985 19:33:12 13.486 -88.976 50.00# - - - CENT 
10/03/1985 19:33:12 13.490 -88.990 50.00 5.0 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 149 Dip 1 [°] = 47 Rake 1 [°] = -49 
Nodal Plane 2 Strike 2 [°] = 278 Dip 2 [°] = 56 Rake 2 [°] = -125 
P-axis trend 131 B-axis trend 299 T-axis trend 32 Moment Tensor 
Eigenvector P-axis plunge 61 B-axis plunge 28 T-axis plunge 5 
Style-of-Faulting  
[Rake angle]** 
Normal/Strike-slip 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the ISC hypocentre location. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
 
APPENDIX C                                                                                                                                                         
 
 
457 
 
 
The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
12/10/1985 20:29:21 13.154 -89.720 42.00 5.5 5.4 - NEIS 
12/10/1985 20:29:19 12.840 -89.930 40.70+ - 5.2 5.8 HRV 
12/10/1985 20:29:22 13.164 -89.745 54.80 5.4 5.4 - ISC 
12/10/1985 20:29:23 13.174 -89.725 48.20 - - - EHB 
12/10/1985 20:29:23 13.160 -89.760 49.00 5.0 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 121 Dip 1 [°] = 44 Rake 1 [°] = -78 
Nodal Plane 2 Strike 2 [°] = 285 Dip 2 [°] = 47 Rake 2 [°] = -101 
P-axis trend 122 B-axis trend 293 T-axis trend 23 Moment Tensor 
Eigenvector P-axis plunge 82 B-axis plunge 8 T-axis plunge 1 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
02/08/1986 17:49:25 13.073 -88.806 80.00 - 5.4 - NEIC 
02/08/1986 17:49:21 12.750 -89.120 53.70+ - 5.2 5.6 HRV 
02/08/1986 17:49:25 13.061 -88.801 84.00 - 5.3 - ISC 
02/08/1986 17:49:26 13.080 -88.796 58.70 - - - EHB 
02/08/1986 17:49:26 13.070 -88.850 61.00 5.0 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 153 Dip 1 [°] = 27 Rake 1 [°] = -77 
Nodal Plane 2 Strike 2 [°] = 318 Dip 2 [°] = 64 Rake 2 [°] = -96 
P-axis trend 215 B-axis trend 321 T-axis trend 53 Moment Tensor 
Eigenvector P-axis plunge 70 B-axis plunge 6 T-axis plunge 19 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
17/11/1987 03:40:09 12.534 -87.030 76.00 - 5.8 - NEIS 
17/11/1987 03:40:15 12.170 -87.320 56.00+ - 5.8 6.5 HRV 
17/11/1987 03:40:10 12.489 -87.075 92.50 - 5.6 - ISC 
17/11/1987 03:40:09 12.536 -86.989 70.00# - - - EHB 
17/11/1987 03:40:10 12.540 -86.983 78.70 - - - CENT 
17/11/1987 03:40:10 12.500 -87.000 93.00 6.1 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 264 Dip 1 [°] = 17 Rake 1 [°] = 51 
Nodal Plane 2 Strike 2 [°] = 124 Dip 2 [°] = 77 Rake 2 [°] = 101 
P-axis trend 205 B-axis trend 302 T-axis trend 49 Moment Tensor 
Eigenvector P-axis plunge 31 B-axis plunge 11 T-axis plunge 57 
Style-of-Faulting  
[Rake angle]** 
Reverse/Strike-slip or Reverse depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on focal mechanism and ISC hypocentre location (along the MAT sub-
horizontal fault planes are predominantly observed at depths>100 km, as suggested by Warren et 
al., 2008). 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
03/11/1988 14:47:11 13.881 -90.450 69.00 6.0 5.6 - NEIC 
03/11/1988 14:47:15 13.840 -90.610 53.60+ 6.2 5.4 6.6 HRV 
03/11/1988 14:47:11 13.868 -90.552 70.00 - 5.6 - ISC 
03/11/1988 14:47:11 13.885 -90.524 60.00# - - - EHB 
03/11/1988 14:47:13 13.908 -90.502 75.40 - - - CENT 
03/11/1988 14:47:13 13.910 -90.560 74.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 96 Dip 1 [°] = 10 Rake 1 [°] = -127 
Nodal Plane 2 Strike 2 [°] = 313 Dip 2 [°] = 82 Rake 2 [°] = -84 
P-axis trend 230 B-axis trend 133 T-axis trend 38 Moment Tensor 
Eigenvector P-axis plunge 53 B-axis plunge 6 T-axis plunge 37 
Style-of-Faulting  
[Rake angle]** 
Normal/Strike-slip or Normal depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and depth, according to the Ambraseys & Adams (2001) 
hypocentre location. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
04/11/1988 02:43:11 13.836 -90.645 68.00 - 5.2 - NEIS 
04/11/1988 02:43:09 13.650 -90.900 44.80+ - 5.1 5.7 HRV 
04/11/1988 02:43:12 13.857 -90.618 72.10 - 5.0 - ISC 
04/11/1988 02:43:12 13.843 -90.540 66.50 - - - EHB 
04/11/1988 02:43:13 13.860 -90.620 67.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 98 Dip 1 [°] = 63 Rake 1 [°] = 157 
Nodal Plane 2 Strike 2 [°] = 199 Dip 2 [°] = 69 Rake 2 [°] = 29 
P-axis trend 327 B-axis trend 231 T-axis trend 60 Moment Tensor 
Eigenvector P-axis plunge 4 B-axis plunge 55 T-axis plunge 34 
Style-of-Faulting  
[Rake angle]** 
Strike-slip 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Central Costa Rica is shown on the background (See Figure A-1 for location of 
Syracuse et al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
25/03/1990 13:22:56 9.919 -84.808 22.00 7.0 6.2 - NEIC 
25/03/1990 13:23:08 9.950 -84.580 17.90+ 7.0 6.3 7.3 HRV 
25/03/1990 13:22:56 9.959 -84.783 22.00 7.1 6.2 - ISC 
25/03/1990 13:22:57 9.941 -84.775 22.00    EHB 
25/03/1990 13:22:57 9.948 -84.757 22.00 - - - CENT 
25/03/1990 13:22:56 9.959 -84.783 22.00 - - - Ambraseys & 
Adams (2001) 
25/03/1990 13:22:56 9.642 -84.927 20.00 - - - Protti et al. 
(1995) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 303 Dip 1 [°] = 11 Rake 1 [°] = 104 
Nodal Plane 2 Strike 2 [°] = 108 Dip 2 [°] = 79 Rake 2 [°] = 87 
P-axis trend 201 B-axis trend 109 T-axis trend 15 Moment Tensor 
Eigenvector P-axis plunge 34 B-axis plunge 3 T-axis plunge 56 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and depth, according to the hypocentre location of 
Protti et al. (1995). This event has been classified as interface by Bilek and Lay (1999). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author
 
28/04/1990 01:23:12 8.887 -83.500 22.70 6.3 5.9 - NEIC 
28/04/1990 01:23:20 8.950 -83.480 15.00+ 6.4 6.0 6.3 HRV 
28/04/1990 01:23:13 8.902 -83.492 29.70 6.4 5.9 - ISC 
28/04/1990 01:23:13 8.926 -83.473 23.00 - - - EHB 
28/04/1990 01:23:13 8.913 -83.479 23.00 - - - CENT 
28/04/1990 01:23:12 8.902 -83.492 30.00 6.4 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 317 Dip 1 [°] = 30 Rake 1 [°] = 118 
Nodal Plane 2 Strike 2 [°] = 106 Dip 2 [°] = 64 Rake 2 [°] = 75 
P-axis trend 207 B-axis trend 113 T-axis trend 347 Moment Tensor 
Eigenvector P-axis plunge 17 B-axis plunge 14 T-axis plunge 68 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Interface: Based on the focal mechanism and depth, according to the ISC hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
 
APPENDIX C                                                                                                                                                         
 
 
464 
 
The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua-Costa Rica border is shown on the background (See Figure A-1 for 
location of Syracuse et al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
16/03/1991 06:02:11 10.174 -85.184 33.30 6.3 5.3 - NEIC 
16/03/1991 06:02:14 9.760 -85.430 15.00+ 6.2 5.3 6.3 HRV 
16/03/1991 06:02:13 10.130 -85.238 58.50 6.3 5.3 - ISC 
16/03/1991 06:02:10 10.219 -85.209 15.00# - - - EHB 
16/03/1991 06:02:10 10.224 -85.210 15.00# - - - CENT 
16/03/1991 06:02:13 10.130 -85.238 59.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 295 Dip 1 [°] = 17 Rake 1 [°] = 81 
Nodal Plane 2 Strike 2 [°] = 124 Dip 2 [°] = 73 Rake 2 [°] = 93 
P-axis trend 212 B-axis trend 304 T-axis trend 39 Moment Tensor 
Eigenvector P-axis plunge 28 B-axis plunge 3 T-axis plunge 62 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the NEIC hypocentre location. This event has been classified as interface by 
Bilek and Lay (1999) 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Central Costa Rica is shown on the background (See Figure A-1 for location of 
Syracuse et al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
07/03/1992 01:53:38 10.210 -84.323 78.90 - 6.2 - NEIC 
07/03/1992 01:53:46 10.230 -84.090 72.90+ - 6.3 6.5 HRV 
07/03/1992 01:53:37 10.233 -84.308 74.40 - 6.1 - ISC 
07/03/1992 01:53:39 10.210 -84.308 79.00 - - - EHB 
07/03/1992 01:53:39 10.232 -84.269 79.00 - - - CENT 
07/03/1992 01:53:37 10.233 -84.308 74.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 156 Dip 1 [°] = 33 Rake 1 [°] = 18 
Nodal Plane 2 Strike 2 [°] = 50 Dip 2 [°] = 80 Rake 2 [°] = 122 
P-axis trend 116 B-axis trend 224 T-axis trend 353 Moment Tensor 
Eigenvector P-axis plunge 28 B-axis plunge 31 T-axis plunge 45 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Reverse/Strike-slip depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
23/05/1992 10:30:36 13.479 -89.997 75.00 - 5.2 - NEIS 
23/05/1992 10:30:36 13.280 -90.480 30.30+ - 5.1 5.7 HRV 
23/05/1992 10:30:36 13.449 -90.027 79.50 - 5.0 - ISC 
23/05/1992 10:30:36 13.475 -89.968 30.30# - - - EHB 
23/05/1992 10:30:36 13.485 -89.969 30.30# - - - CENT 
23/05/1992 10:30:36 13.500 -90.060 75.00 - - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 266 Dip 1 [°] = 31 Rake 1 [°] = 64 
Nodal Plane 2 Strike 2 [°] = 115 Dip 2 [°] = 63 Rake 2 [°] = 104 
P-axis trend 195 B-axis trend 289 T-axis trend 54 Moment Tensor 
Eigenvector P-axis plunge 17 B-axis plunge 13 T-axis plunge 69 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Intraslab: Based on the hypocentre location reported by Ambraseys & Adams (2001).  
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
06/06/1992 15:51:43 12.813 -88.252 84.90 - 5.2 - NEIC 
06/06/1992 15:51:44 12.680 -88.560 53.00+ - 5.2 5.6 HRV 
06/06/1992 15:51:42 12.791 -88.291 73.40 - 5.1 - ISC 
06/06/1992 15:51:43 12.863 -88.246 69.00 - - - EHB 
06/06/1992 15:51:43 12.850 -88.300 66.00 5.2 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 61 Dip 1 [°] = 45 Rake 1 [°] = -153 
Nodal Plane 2 Strike 2 [°] = 311 Dip 2 [°] = 71 Rake 2 [°] = -48 
P-axis trend 264 B-axis trend 115 T-axis trend 12 Moment Tensor 
Eigenvector P-axis plunge 47 B-axis plunge 39 T-axis plunge 16 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Normal/Strike-slip depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Central Costa Rica is shown on the background (See Figure A-1 for location of 
Syracuse et al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
28/08/1996 17:16:17 9.379 -84.313 33.00 5.5 5.5 - NEIC 
28/08/1996 17:16:22 9.230 -84.220 27.90+ 5.5 5.5 5.9 HRV 
28/08/1996 17:16:18 9.391 -84.333 43.00 5.6 5.5 - ISC 
28/08/1996 17:16:17 9.397 -84.250 20.00    EHB 
28/08/1996 17:16:17 9.411 -84.238 20.00 - - - CENT 
28/08/1996 17:16:18 9.391 -84.333 43.00 4.9 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 283 Dip 1 [°] = 25 Rake 1 [°] = 76 
Nodal Plane 2 Strike 2 [°] = 119 Dip 2 [°] = 66 Rake 2 [°] = 97 
P-axis trend 204 B-axis trend 296 T-axis trend 42 Moment Tensor 
Eigenvector P-axis plunge 21 B-axis plunge 6 T-axis plunge 68 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
This event has been classified as interface by Bilek and Lay (1999) 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Central Costa Rica is shown on the background (See Figure A-1 for location of 
Syracuse et al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
04/09/1996 19:06:50 9.365 -84.266 32.50 5.9 5.8 - NEIC 
04/09/1996 19:06:56 9.370 -84.360 20.00+ 5.9 5.8 6.2 HRV 
04/09/1996 19:06:50 9.385 -84.254 34.60 6.0 5.7 - ISC 
04/09/1996 19:06:50 9.421 -84.206 18.00    EHB 
04/09/1996 19:06:50 9.421 -84.202 18.00 - - - CENT 
04/09/1996 19:06:50 9.385 -84.254 35.00 4.9 - - Ambraseys & 
Adams (2001) 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 301 Dip 1 [°] = 21 Rake 1 [°] = 102 
Nodal Plane 2 Strike 2 [°] = 109 Dip 2 [°] = 70 Rake 2 [°] = 86 
P-axis trend 202 B-axis trend 110 T-axis trend 11 Moment Tensor 
Eigenvector P-axis plunge 25 B-axis plunge 4 T-axis plunge 65 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
This event has been classified as interface by Bilek and Lay (1999). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
26/07/1982 10:34:59 13.365 -89.064 67.00 - 5.1 - NEIS 
26/07/1982 10:34:59 13.490 -89.640 65.20+ - 5.1 5.2 HRV 
26/07/1982 10:35:00 13.408 -89.088 82.80 - 4.8 - ISC 
26/07/1982 10:35:02 13.375 -89.088 89.30 - - - EHB 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 54 Dip 1 [°] = 38 Rake 1 [°] = 165 
Nodal Plane 2 Strike 2 [°] = 156 Dip 2 [°] = 81 Rake 2 [°] = 53 
P-axis trend 274 B-axis trend 163 T-axis trend 31 Moment Tensor 
Eigenvector P-axis plunge 26 B-axis plunge 36 T-axis plunge 42 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Reverse/Strike-slip depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
27/10/1982 07:41:03 13.492 -89.326 72.00 - 5.1 - NEIS 
27/10/1982 07:41:03 12.820 -89.130 49.70+ - 5.1 5.8 HRV 
27/10/1982 07:41:03 13.445 -89.400 82.70 - 5.0 - ISC 
27/10/1982 07:41:03 13.486 -89.292 82.70 - - - CENT 
27/10/1982 07:41:03 13.485 -89.291 81.20 - - - EHB 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 74 Dip 1 [°] = 20 Rake 1 [°] = -150 
Nodal Plane 2 Strike 2 [°] = 319 Dip 2 [°] = 81 Rake 2 [°] = -72 
P-axis trend 249 B-axis trend 136 T-axis trend 34 Moment Tensor 
Eigenvector P-axis plunge 51 B-axis plunge 18 T-axis plunge 34 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/Normal or Normal depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
18/10/1994 03:07:36 13.286 -89.197 84.10 - 5.2 - NEIC 
18/10/1994 03:07:34 12.940 -89.560 45.40+ - 5.2 5.6 HRV 
18/10/1994 03:07:37 13.299 -89.207 86.90 - 5.1 - ISC 
18/10/1994 03:07:34 13.307 -89.181 45.40# - - - EHB 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 116 Dip 1 [°] = 17 Rake 1 [°] = -89 
Nodal Plane 2 Strike 2 [°] = 295 Dip 2 [°] = 73 Rake 2 [°] = -90 
P-axis trend 205 B-axis trend 295 T-axis trend 25 Moment Tensor 
Eigenvector P-axis plunge 62 B-axis plunge 0 T-axis plunge 28 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification Intraslab: Based on the focal mechanism and depth, according to the ISC hypocentre location. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
03/03/1996 14:55:12 11.660 -86.860 33.00 6.4 5.7 6.6 NEIC 
03/03/1996 14:55:21 11.550 -87.130 35.50+ 6.5 5.7 6.6 HRV 
03/03/1996 14:55:15 11.720 -86.857 61.10 - 5.6 - ISC 
03/03/1996 14:55:12 11.726 -86.878 24.00 - - - EHB 
03/03/1996 14:55:13 11.762 -86.840 24.00 - - - CENT 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 315 Dip 1 [°] = 27 Rake 1 [°] = 105 
Nodal Plane 2 Strike 2 [°] = 118 Dip 2 [°] = 64 Rake 2 [°] = 83 
P-axis trend 214 B-axis trend 121 T-axis trend 13 Moment Tensor 
Eigenvector P-axis plunge 19 B-axis plunge 7 T-axis plunge 70 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust  
Event Classification 
Interface: Based on the focal mechanism (thrust faulting on a shallow-dipping plane) and depth, 
according to the EHB hypocentre location. This event has been classified as interface by Bilek 
and Lay (1999) 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
03/03/1996 16:37:32 11.900 -86.770 33.00 6.7 5.7 6.7 NEIC 
03/03/1996 16:37:42 11.760 -87.310 38.90+ 6.7 5.7 6.7 HRV 
03/03/1996 16:37:38 11.958 -86.808 87.80 - 5.5 - ISC 
03/03/1996 16:37:33 11.974 -86.733 28.00 - - - EHB 
03/03/1996 16:37:33 11.983 -86.715 28.00 - - - CENT 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 306 Dip 1 [°] = 27 Rake 1 [°] = 95 
Nodal Plane 2 Strike 2 [°] = 120 Dip 2 [°] = 63 Rake 2 [°] = 87 
P-axis trend 212 B-axis trend 121 T-axis trend 23 Moment Tensor 
Eigenvector P-axis plunge 18 B-axis plunge 3 T-axis plunge 72 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust  
Event Classification 
Interface: Based on the focal mechanism and depth, according to the HRV centroid location. 
This event has been indentified as interface by Bilek and Lay (1999). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
22/07/1996 08:30:21 13.080 -88.720 61.00 - 5.2 5.6 NEIC 
22/07/1996 08:30:24 12.850 -89.240 65.50+ - 5.2 5.6 HRV 
22/07/1996 08:30:23 13.029 -88.806 80.90 - 5.1 - ISC 
22/07/1996 08:30:23 13.134 -88.705 65.90 - - - EHB 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 125 Dip 1 [°] = 31 Rake 1 [°] = -88 
Nodal Plane 2 Strike 2 [°] = 302 Dip 2 [°] = 59 Rake 2 [°] = -91 
P-axis trend 209 B-axis trend 303 T-axis trend 33 Moment Tensor 
Eigenvector P-axis plunge 76 B-axis plunge 1 T-axis plunge 14 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal  
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
24/08/1997 00:59:52 13.550 -89.590 139.00 - 5.1 5.6 NEIC 
24/08/1997 00:59:47 13.400 -89.910 38.40+ - 5.1 5.6 HRV 
24/08/1997 00:59:43 13.304 -89.594 71.60 - 5.1 - ISC 
24/08/1997 00:59:41 13.386 -89.419 38.40# - - - EHB 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 59 Dip 1 [°] = 40 Rake 1 [°] = -156 
Nodal Plane 2 Strike 2 [°] = 310 Dip 2 [°] = 75 Rake 2 [°] = -53 
P-axis trend 259 B-axis trend 119 T-axis trend 13 Moment Tensor 
Eigenvector P-axis plunge 47 B-axis plunge 36 T-axis plunge 21 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Normal depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd  
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the ISC hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
09/11/1997 22:56:43 13.849 -88.808 176.40 - 5.6 6.5 NEIC 
09/11/1997 22:56:51 13.880 -89.300 178.10+ - 5.6 6.4 HRV 
09/11/1997 22:56:44 13.890 -88.802 183.10 - 5.6 - ISC 
09/11/1997 22:56:46 13.849 -88.800 185.00 - - - EHB 
09/11/1997 22:56:45 13.888 -88.746 185.00 - - - CENT 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 312 Dip 1 [°] = 15 Rake 1 [°] = 87 
Nodal Plane 2 Strike 2 [°] = 135 Dip 2 [°] = 75 Rake 2 [°] = 91 
P-axis trend 224 B-axis trend 315 T-axis trend 46 Moment Tensor 
Eigenvector P-axis plunge 30 B-axis plunge 1 T-axis plunge 60 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. This event has been classified as intraslab by Warren et al. (2008). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
18/12/1997 15:02:00 13.840 -88.740 182.00 - 5.3 6.1 NEIC 
18/12/1997 15:02:05 13.940 -89.190 177.60+ - 5.3 6.0 HRV 
18/12/1997 15:02:01 13.831 -88.756 186.00 - 5.3 - ISC 
18/12/1997 15:02:01 13.899 -88.689 171.00 - - - EHB 
18/12/1997 15:02:01 13.898 -88.677 171.00 - - - CENT 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 328 Dip 1 [°] = 16 Rake 1 [°] = 102 
Nodal Plane 2 Strike 2 [°] = 136 Dip 2 [°] = 74 Rake 2 [°] = 86 
P-axis trend 229 B-axis trend 137 T-axis trend 41 Moment Tensor 
Eigenvector P-axis plunge 29 B-axis plunge 3.0 T-axis plunge 61 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. This event has been classified as intraslab by Warren et al. (2008). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
22/12/1997 10:03:45 13.740 -90.320 59.00 - 5.1 6.1 NEIC 
22/12/1997 10:03:51 13.620 -90.840 55.90+ - 5.1 6.1 HRV 
22/12/1997 10:03:45 13.723 -90.287 57.30 5.5 5.1 - ISC 
22/12/1997 10:03:49 13.828 -90.270 81.60 - - - EHB 
22/12/1997 10:03:49 13.825 -90.264 79.40 - - - CENT 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 251 Dip 1 [°] = 24 Rake 1 [°] = 34 
Nodal Plane 2 Strike 2 [°] = 129 Dip 2 [°] = 77 Rake 2 [°] = 111 
P-axis trend 203 B-axis trend 304 T-axis trend 64 Moment Tensor 
Eigenvector P-axis plunge 29 B-axis plunge 20 T-axis plunge 54 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/Reverse or Reverse depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. This event has been classified as Intraslab by Warren et al. (2008). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
10/01/1998 08:20:06 14.370 -91.470 33.00 6.2 6.1 6.6 NEIC 
10/01/1998 08:20:14 14.370 -91.930 55.00+ 6.2 6.1 6.6 HRV 
10/01/1998 08:20:10 14.402 -91.574 70.50 - 5.8 - ISC 
10/01/1998 08:20:12 14.447 -91.494 60.00# - - - EHB 
10/01/1998 08:20:10 14.449 -91.520 74.10 - - - CENT 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 192 Dip 1 [°] = 19 Rake 1 [°] = -29 
Nodal Plane 2 Strike 2 [°] = 310 Dip 2 [°] = 81 Rake 2 [°] = -107 
P-axis trend 201 B-axis trend 313 T-axis trend 55 Moment Tensor 
Eigenvector P-axis plunge 51 B-axis plunge 17 T-axis plunge 33 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Normal depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the Centennial catalogue 
hypocentre determination. This event has been classified as Intraslab by Warren et al. (2008). 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
21/06/1998 08:03:54 12.853 -88.463 69.00 - 4.9 5.2 NEIC 
21/06/1998 08:03:58 12.870 -88.790 74.90+ - 4.9 5.2 HRV 
21/06/1998 08:03:56 12.949 -88.555 79.00 - 4.8 - ISC 
21/06/1998 08:03:57 13.013 -88.465 72.80 - - - EHB 
21/06/1998 08:03:57 12.926 -88.607 36.30 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 254 Dip 1 [°] = 39 Rake 1 [°] = 41 
Nodal Plane 2 Strike 2 [°] = 129 Dip 2 [°] = 66 Rake 2 [°] = 121 
P-axis trend 197 B-axis trend 295 T-axis trend 82 Moment Tensor 
Eigenvector P-axis plunge 15 B-axis plunge 28 T-axis plunge 58 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/Reverse or Reverse/Strike-slip depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
06/06/1999 07:08:06 13.900 -90.770 33.00 5.9 5.5 6.2 NEIC 
06/06/1999 07:08:14 14.010 -91.430 38.00+ 5.9 5.5 6.2 HRV 
06/06/1999 07:08:12 13.927 -90.913 86.50 - 5.4 - ISC 
06/06/1999 07:08:09 13.949 -90.957 40.00 - - - EHB 
06/06/1999 07:08:09 13.713 -91.141 14.60 - - - CASC 
06/06/1999 07:08:09 13.966 -90.918 40.00 - - - CENT 
06/06/1999 07:08:09 13.950 -90.960 40.00 - - - W2008 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 3 Dip 1 [°] = 37 Rake 1 [°] = -13 
Nodal Plane 2 Strike 2 [°] = 104 Dip 2 [°] = 82 Rake 2 [°] = -126 
P-axis trend 341 B-axis trend 110 T-axis trend 222 Moment Tensor 
Eigenvector P-axis plunge 42 B-axis plunge 35 T-axis plunge 28 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/or Normal/Strike-slip depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. This event has also been classified as Intraslab by Warren et al. (2008). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
01/02/2000 02:00:11 13.010 -88.850 55.00 4.4 4.9 5.2 NEIC 
01/02/2000 02:00:12 12.690 -88.980 64.60+ 4.4 4.9 5.1 HRV 
01/02/2000 02:00:12 13.011 -88.764 73.70 - 4.7 - ISC 
01/02/2000 02:00:12 13.068 -88.637 64.90 - - - EHB 
01/02/2000 02:00:13 12.964 -88.823 45.70 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 142 Dip 1 [°] = 54 Rake 1 [°] = 138 
Nodal Plane 2 Strike 2 [°] = 260 Dip 2 [°] = 58 Rake 2 [°] = 45 
P-axis trend 21 B-axis trend 289 T-axis trend 114 Moment Tensor 
Eigenvector P-axis plunge 2 B-axis plunge 37 T-axis plunge 53 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/Reverse or Reverse/Strike-slip depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
27/05/2000 07:35:01 11.727 -86.976 64.70 - 5.0 5.2 NEIC 
27/05/2000 07:35:02 11.510 -87.480 40.20+ - 5.0 5.2 HRV 
27/05/2000 07:35:01 11.746 -86.995 66.70 - 4.9 - ISC 
27/05/2000 07:35:02 11.795 -86.921 66.10 - - - EHB 
27/05/2000 07:35:01 11.683 -87.137 35.00 - - 5.1 CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 286 Dip 1 [°] = 27 Rake 1 [°] = 60 
Nodal Plane 2 Strike 2 [°] = 139 Dip 2 [°] = 67 Rake 2 [°] = 104 
P-axis trend 219 B-axis trend 314 T-axis trend 74 Moment Tensor 
Eigenvector P-axis plunge 21 B-axis plunge 13 T-axis plunge 65 
Style-of-Faulting  
[Rake angle]** 
Reverse/Strike-slip or Reverse depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Intraslab: Based on the EHB hypocentre determination and focal mechanism. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
10/09/2000 23:56:59 11.510 -86.199 83.20 - 5.2 - NEIC 
10/09/2000 23:57:02 11.260 -86.510 65.70+ - 5.2 5.4 HRV 
10/09/2000 23:56:57 11.577 -86.144 86.20 - 4.9 - ISC 
10/09/2000 23:57:01 11.560 -86.143 78.50 - - - EHB 
10/09/2000 23:56:57 11.442 -86.237 34.30 - - 5.1 CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 317 Dip 1 [°] = 24 Rake 1 [°] = 94 
Nodal Plane 2 Strike 2 [°] = 132 Dip 2 [°] = 66 Rake 2 [°] = 88 
P-axis trend 224 B-axis trend 133 T-axis trend 39 Moment Tensor 
Eigenvector P-axis plunge 21 B-axis plunge 2 T-axis plunge 69 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Intraslab: Based on the EHB hypocentral depth and position with respect to the trench. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various epicentre 
determinations for 13 January 2001 event and the fault-plane geometry according to the Vallee et al. (2003) 
finite-fault inversion. The fault plane is also denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
13/01/2001 17:33:33 13.050 -88.660 60.00 7.8 6.4 7.6 NEIC 
13/01/2001 17:33:45 12.970 -89.130 56.00+ 7.8 6.4 7.7 HRV 
13/01/2001 17:33:35 13.000 -88.729 82.90 - 6.3 - ISC 
13/01/2001 17:33:31 13.080 -88.702 38.00 - - - EHB 
13/01/2001 17:33:34 12.868 -88.767 60.00 - - 7.7 CASC 
13/01/2001 17:33:32 13.040 -88.661 38.00 - - - CENT 
13/01/2001 17:33:35 12.920 -88.970 32.10 - - 7.6 CIG 
13/01/2001 17:33:35 12.910 -88.970 54.00 - - 7.7 V2003  
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 121 Dip 1 [°] = 35 Rake 1 [°] = -95 
Nodal Plane 2 Strike 2 [°] = 307 Dip 2 [°] = 56 Rake 2 [°] = -86 
P-axis trend 231 B-axis trend 125 T-axis trend 35 Moment Tensor 
Eigenvector P-axis plunge 79 B-axis plunge 3 T-axis plunge 10 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the Vallee et al. (2003) 
hypocentre determination.  
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
14/01/2001 22:41:29 13.120 -88.590 48.00 5.2 5.2 - NEIC 
14/01/2001 22:41:31 12.800 -89.090 59.30+ 5.2 5.2 5.7 HRV 
14/01/2001 22:41:31 12.957 -88.714 76.10 - 5.1 - ISC 
14/01/2001 22:41:30 12.973 -88.657 59.00# - - - EHB 
14/01/2001 22:41:30 13.002 -88.778 22.90 - - 5.5 CASC 
14/01/2001 22:41:33 12.938 -88.657 91.70 - - - CENT 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 40 Dip 1 [°] = 58 Rake 1 [°] = 12 
Nodal Plane 2 Strike 2 [°] = 303 Dip 2 [°] = 80 Rake 2 [°] = 147 
P-axis trend 355 B-axis trend 108 T-axis trend 257 Moment Tensor 
Eigenvector P-axis plunge 15 B-axis plunge 56 T-axis plunge 30 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Strike-slip/Normal depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism, ISC hypocentre location and position with respect to 
the mainshock fault plane. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
15/01/2001 00:22:57 12.990 -88.760 68.00 4.5 4.9 - NEIC 
15/01/2001 00:22:59 13.410 -88.540 45.40+ 4.5 4.9 5.3 HRV 
15/01/2001 00:22:57 13.203 -88.715 54.70# 4.5 4.9 - ISC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 82 Dip 1 [°] = 27 Rake 1 [°] = -145 
Nodal Plane 2 Strike 2 [°] = 320 Dip 2 [°] = 75 Rake 2 [°] = -67 
P-axis trend 259 B-axis trend 134 T-axis trend 32 Moment Tensor 
Eigenvector P-axis plunge 54 B-axis plunge 22 T-axis plunge 26 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/Normal or Normal depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism, NEIC hypocentre location and position with respect to 
the mainshock fault plane. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
15/01/2001 05:09:12 13.180 -88.790 67.00 4.8 5.0 - NEIC 
15/01/2001 05:09:13 12.730 -89.400 38.70+ 4.6 5.0 5.6 HRV 
15/01/2001 05:09:11 13.220 -88.801 58.90 4.7 5.0 - ISC 
15/01/2001 05:09:10 13.176 -88.824 38.70# - - - EHB 
15/01/2001 05:09:13 13.109 -88.859 13.10 4.6 - 5.5 CASC 
15/01/2001 05:09:10 13.243 -88.702 38.70# - - - CENT 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 291 Dip 1 [°] = 10 Rake 1 [°] = 66 
Nodal Plane 2 Strike 2 [°] = 136 Dip 2 [°] = 81 Rake 2 [°] = 94 
P-axis trend 222 B-axis trend 315 T-axis trend 51 Moment Tensor 
Eigenvector P-axis plunge 35 B-axis plunge 4 T-axis plunge 54 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the focal mechanism, EHB hypocentre location and position with respect to 
the mainshock fault plane. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
15/01/2001 12:20:10 13.080 -88.580 74.00 5.1 5.1 - NEIC 
15/01/2001 12:20:14 12.950 -89.060 56.00+ 5.1 5.1 5.8 HRV 
15/01/2001 12:20:10 13.106 -88.620 60.10# 5.1 - - ISC 
15/01/2001 12:20:10 13.022 -88.643 56.00# - - - EHB 
15/01/2001 12:20:12 13.004 -88.661 35.50 - - 5.5 CASC 
15/01/2001 12:20:12 13.087 -88.397 84.40 - - - CENT 
15/01/2001 12:20:10 13.070 -88.460 80.70 - - - W2008 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 274 Dip 1 [°] = 16 Rake 1 [°] = 50 
Nodal Plane 2 Strike 2 [°] = 135 Dip 2 [°] = 78 Rake 2 [°] = 101 
P-axis trend 216 B-axis trend 313 T-axis trend 58 Moment Tensor 
Eigenvector P-axis plunge 32 B-axis plunge 10 T-axis plunge 56 
Style-of-Faulting  
[Rake angle]** 
Reverse/Strike-slip or Reverse depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the location reported by Warren et al. (2008) and position with respect to the 
mainshock fault plane. This event has been identified as an intraslab event by Warren et al. 
(2008). 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
16/01/2001 08:22:09 13.020 -88.600 44.00 5.2 5.2 - NEIC 
16/01/2001 08:22:14 12.740 -89.470 36.80+ 5.2 5.2 5.6 HRV 
16/01/2001 08:22:10 13.019 -88.565 41.80# 5.2 5.1 - ISC 
16/01/2001 08:22:10 12.994 -88.548 36.80# - - - EHB 
16/01/2001 08:22:10 12.973 -88.787 32.30 - - 5.5 CASC 
16/01/2001 08:22:10 12.990 -88.562 36.80# - - - CENT 
16/01/2001 08:22:10 13.330 -88.710 54.00 - - - CIG 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 259 Dip 1 [°] = 21 Rake 1 [°] = 43 
Nodal Plane 2 Strike 2 [°] = 127 Dip 2 [°] = 76 Rake 2 [°] = 106 
P-axis trend 205 B-axis trend 303 T-axis trend 58 Moment Tensor 
Eigenvector P-axis plunge 29 B-axis plunge 15 T-axis plunge 57 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/Reverse or Reverse depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the NEIC hypocentre location and position with respect to the mainshock 
fault plane. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
 
APPENDIX C                                                                                                                                                         
 
 
492 
 
 
The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
16/01/2001 10:58:17 12.980 -88.700 62.00 5.1 5.4 5.6 NEIC 
16/01/2001 10:58:19 12.880 -89.000 43.80+ 5.1 5.4 5.6 HRV 
16/01/2001 10:58:18 12.922 -88.711 74.70 - 5.2 - ISC 
16/01/2001 10:58:17 13.049 -88.627 43.80# - - - EHB 
16/01/2001 10:58:18 13.035 -88.688 20.00 - - - CASC 
16/01/2001 10:58:17 13.040 -88.582 43.80# - - - CENT 
16/01/2001 10:59:00 13.040 -88.830 56.80 - - - CIG 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 38 Dip 1 [°] = 47 Rake 1 [°] = 3 
Nodal Plane 2 Strike 2 [°] = 306 Dip 2 [°] = 88 Rake 2 [°] = 137 
P-axis trend 0 B-axis trend 124 T-axis trend 253 Moment Tensor 
Eigenvector P-axis plunge 27 B-axis plunge 47 T-axis plunge 30 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Strike-slip/Reverse depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and the CIG hypocentre location with respect to the 
mainshock fault plane.  
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
17/01/2001 01:40:16 13.020 -88.930 44.00 4.7 4.9 - NEIC 
17/01/2001 01:40:20 12.910 -89.400 36.20+ 4.7 4.9 5.4 HRV 
17/01/2001 01:40:16 13.010 -88.925 42.70# 4.8 4.9 - ISC 
17/01/2001 01:40:18 12.979 -88.918 55.40 - - - EHB 
17/01/2001 01:40:18 12.946 -88.986 43.10 - - - CASC 
17/01/2001 01:40:10 12.930 -89.160 33.80 - - - CIG 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 253 Dip 1 [°] = 24 Rake 1 [°] = 45 
Nodal Plane 2 Strike 2 [°] = 120 Dip 2 [°] = 73 Rake 2 [°] = 107 
P-axis trend 197 B-axis trend 295 T-axis trend 54 Moment Tensor 
Eigenvector P-axis plunge 26 B-axis plunge 16 T-axis plunge 58 
Style-of-Faulting  
[Rake angle]** 
Reverse/Strike-slip or Reverse depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the focal mechanism and the EHB hypocentre location with respect to the 
mainshock fault plane. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
25/01/2001 10:28:52 12.910 -88.880 33.00 - 5.3 - NEIC 
25/01/2001 10:28:55 12.760 -89.550 31.70+ - 5.3 5.5 HRV 
25/01/2001 10:28:53 12.869 -88.856 54.20 5.2 5.1 - ISC 
25/01/2001 10:28:55 12.859 -88.834 54.30 - - - EHB 
25/01/2001 10:28:54 12.904 -88.851 28.50 -   CASC 
25/01/2001 10:28:55 12.867 -88.809 62.80 - - - CENT 
25/01/2001 10:28:52 12.790 -88.770 37.50 - - - CIG 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 268 Dip 1 [°] = 20 Rake 1 [°] = 49 
Nodal Plane 2 Strike 2 [°] = 120 Dip 2 [°] = 73 Rake 2 [°] = 107 
P-axis trend 209 B-axis trend 307 T-axis trend 58 Moment Tensor 
Eigenvector P-axis plunge 29 B-axis plunge 13 T-axis plunge 58 
Style-of-Faulting  
[Rake angle]** 
Reverse/Strike-slip or Reverse depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Interface: Based on the focal mechanism and EHB hypocentre location.  
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
02/02/2001 08:10:43 12.820 -88.970 54.00 5.1 5.1 5.6 NEIC 
02/02/2001 08:10:47 13.010 -89.500 52.10+ 5.1 5.1 5.6 HRV 
02/02/2001 08:10:43 13.037 -89.119 54.40# 5.1 5.1 - ISC 
02/02/2001 08:10:45 13.125 -89.020 62.30 - - - EHB 
02/02/2001 08:10:45 13.028 -89.204 66.10 - - 5.2 CASC 
02/02/2001 08:10:44 13.050 -88.921 56.20 - - - CENT 
02/02/2001 08:10:44 12.890 -89.290 26.10 - - - CIG 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 284 Dip 1 [°] = 35 Rake 1 [°] = 70 
Nodal Plane 2 Strike 2 [°] = 128 Dip 2 [°] = 57 Rake 2 [°] = 104 
P-axis trend 209 B-axis trend 301 T-axis trend 76 Moment Tensor 
Eigenvector P-axis plunge 11 B-axis plunge 11 T-axis plunge 74 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and the hypocentre location reported in the Centennial 
catalogue   
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
07/02/2001 10:23:10 13.210 -88.940 63.00 5.2 5.3 - NEIC 
07/02/2001 10:23:14 13.020 -89.200 65.80+ 5.2 5.3 5.8 HRV 
07/02/2001 10:23:11 13.153 -88.977 76.70 - 5.1 - ISC 
07/02/2001 10:23:11 13.155 -88.942 68.00 - - - EHB 
07/02/2001 10:23:11 13.147 -89.001 62.90 - - - CASC 
07/02/2001 10:23:11 13.154 -88.918 67.00 - - - CENT 
07/02/2001 10:23:11 13.030 -89.080 47.00 - - - CIG 
07/02/2001 10:23:11 13.150 -88.940 68.50 - - - W2008 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 223 Dip 1 [°] = 32 Rake 1 [°] = 4 
Nodal Plane 2 Strike 2 [°] = 129 Dip 2 [°] = 88 Rake 2 [°] = 122 
P-axis trend 192 B-axis trend 308 T-axis trend 68 Moment Tensor 
Eigenvector P-axis plunge 35 B-axis plunge 32 T-axis plunge 39 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Reverse/Strike-slip depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on focal mechanism and EHB hypocentre location. This event has been 
classified as Intraslab by Warren et al. (2008). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
17/02/2001 01:17:32 13.060 -88.910 33.00 4.8 5.0 - NEIC 
17/02/2001 01:17:38 12.770 -89.060 15.00+ 4.8 5.0 5.4 HRV 
17/02/2001 01:17:33 13.013 -88.899 51.50# 4.8 4.9 - ISC 
17/02/2001 01:17:30 12.902 -89.049 15.00# - - - EHB 
17/02/2001 01:17:35 13.012 -88.891 62.30 5.1 - - CASC 
17/02/2001 01:17:32 13.038 -88.858 33.00# - - - CENT 
17/02/2001 01:17:32 12.670 -88.960 50.00 - - - CIG 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 267 Dip 1 [°] = 13 Rake 1 [°] = -135 
Nodal Plane 2 Strike 2 [°] = 133 Dip 2 [°] = 81 Rake 2 [°] = -81 
P-axis trend 54 B-axis trend 312 T-axis trend 216 Moment Tensor 
Eigenvector P-axis plunge 53 B-axis plunge 9 T-axis plunge 35 
Style-of-Faulting  
[Rake angle]** 
Normal/Strike-slip or Normal depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on focal mechanism and CASC hypocentre location with respect to the 
mainshock fault plane. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
28/02/2001 18:50:10 13.283 -88.827 62.00 - 5.3 6.1 NEIC 
28/02/2001 18:50:14 13.176 -88.935 82.90+ - 5.1 - ISC 
28/02/2001 18:50:15 13.201 -88.888 78.00 - - - EHB 
28/02/2001 18:50:15 13.256 -88.790 82.60 - - - CENT 
28/02/2001 18:50:14 13.146 -88.991 72.50 - - 5.6 CASC 
28/02/2001 18:50:14 13.000 -89.080 51.40 - - - CIG 
 
Focal Mechanism Solution†  
Nodal Plane 1 Strike 1 [°] = 288 Dip 1 [°] = 11 Rake 1 [°] = 89 
Nodal Plane 2 Strike 2 [°] = 108 Dip 2 [°] = 78 Rake 2 [°] = 90 
P-axis trend 198 B-axis trend 288 T-axis trend 18 Moment Tensor 
Eigenvector P-axis plunge 33 B-axis plunge 0 T-axis plunge 57 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on focal mechanism and EHB hypocentre location with respect to the fault 
plane. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
16/03/2001 00:01:19 13.140 -88.700 48.00 5.8 5.2 5.8 NEIC 
16/03/2001 00:01:22 12.840 -89.430 36.00+ 5.8 5.2 5.9 HRV 
16/03/2001 00:01:20 12.964 -88.860 71.70 - 5.0 - ISC 
16/03/2001 00:01:18 13.111 -88.731 36.00# - - - EHB 
16/03/2001 00:01:19 12.961 -88.950 75.50 - - 5.9 CASC 
16/03/2001 00:01:20 13.049 -88.677 59.50 - - - CENT 
16/03/2001 00:01:20 12.840 -89.020 50.00 - - - CIG 
16/03/2001 00:01:20 13.050 -88.740 63.30 - - - W2008 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 271 Dip 1 [°] = 19 Rake 1 [°] = 53 
Nodal Plane 2 Strike 2 [°] = 130 Dip 2 [°] = 75 Rake 2 [°] = 102 
P-axis trend 210 B-axis trend 306 T-axis trend 56 Moment Tensor 
Eigenvector P-axis plunge 29 B-axis plunge 12 T-axis plunge 59 
Style-of-Faulting  
[Rake angle]** 
Reverse/Strike-slip or Reverse depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on focal mechanism (reverse with a component of strike-slip) and hypocentre 
location reported by Warren et al. (2008). This event has been classified as Intraslab by Warren 
et al. (2008). 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
29/03/2001 06:54:28 13.080 -88.940 33.00 5.1 5.4 - NEIC 
29/03/2001 06:54:32 12.730 -89.250 35.40+ 5.1 5.4 5.7 HRV 
29/03/2001 06:54:30 12.949 -88.883 66.10 5.1 - - ISC 
29/03/2001 06:54:29 12.972 -88.961 35.40# - - - EHB 
29/03/2001 06:54:31 13.006 -88.883 66.10 5.2 - 5.5 CASC 
29/03/2001 06:54:30 13.056 -88.905 35.40# - - - CENT 
29/03/2001 06:54:32 13.040 -88.940 61.70 - - - CIG 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 337 Dip 1 [°] = 9 Rake 1 [°] = -66 
Nodal Plane 2 Strike 2 [°] = 133 Dip 2 [°] = 82 Rake 2 [°] = -94 
P-axis trend 38 B-axis trend 133 T-axis trend 226 Moment Tensor 
Eigenvector P-axis plunge 53 B-axis plunge 4 T-axis plunge 37 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on focal mechanism and CIG hypocentre location with respect to the fault plane. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
10/04/2001 03:16:49 12.850 -88.660 57.00 - 5.0 - NEIC 
10/04/2001 03:16:51 12.840 -89.330 55.20+ - 5.0 5.1 HRV 
10/04/2001 03:16:51 12.941 -88.860 57.20# 4.3 4.9 - ISC 
10/04/2001 03:16:52 12.965 -88.768 62.80 - - - EHB 
10/04/2001 03:16:53 12.994 -88.784 35.20 - - 5.3 CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 291 Dip 1 [°] = 34 Rake 1 [°] = 99 
Nodal Plane 2 Strike 2 [°] = 101 Dip 2 [°] = 56 Rake 2 [°] = 84 
P-axis trend 195 B-axis trend 104 T-axis trend 350 Moment Tensor 
Eigenvector P-axis plunge 11 B-axis plunge 5 T-axis plunge 78 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Interface: Based on the EHB hypocentre location with respect to the fault plane.  
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this aftershock. Seismicity from the Centennial and EHB catalogues between 1960 and 
2006 is shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The inset shows the various locations for 
this aftershock with respect to the 13 January 2001 fault plane (Vallee et al., 2003). The fault plane is also 
denoted by the black line on the cross section. 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
18/09/2001 14:51:04 12.990 -88.760 62.00 4.8 5.1 - NEIC 
18/09/2001 14:51:05 12.740 -89.280 37.30+ 4.8 5.1 5.5 HRV 
18/09/2001 14:51:09 13.007 -88.823 111.30 - 4.9 - ISC 
18/09/2001 14:51:03 12.951 -88.756 37.30# - - - EHB 
18/09/2001 14:50:59 13.040 -89.050 33.40 - - - CIG 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 305 Dip 1 [°] = 19 Rake 1 [°] = 88 
Nodal Plane 2 Strike 2 [°] = 127 Dip 2 [°] = 71 Rake 2 [°] = 91 
P-axis trend 217 B-axis trend 307 T-axis trend 38 Moment Tensor 
Eigenvector P-axis plunge 26 B-axis plunge 1 T-axis plunge 64 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Interface: Based on focal mechanism and the CIG hypocentre location. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
18/03/2001 15:43:21 12.540 -87.400 95.00 5.1 4.9 5.7 NEIC 
18/03/2001 15:43:21 12.370 -88.140 48.30+ 5.1 4.9 5.7 HRV 
18/03/2001 15:43:19 12.479 -87.539 79.60 - 5.0 - ISC 
18/03/2001 15:43:20 12.488 -87.465 74.40 - - - EHB 
18/03/2001 15:43:20 12.455 -87.650 60.20 - - - CASC 
18/03/2001 15:43:18 12.512 -87.397 48.30# - - - CENT 
18/03/2001 15:43:23 12.580 -87.920 24.00 - - - CIG 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 292 Dip 1 [°] = 35 Rake 1 [°] = 83 
Nodal Plane 2 Strike 2 [°] = 120 Dip 2 [°] = 55 Rake 2 [°] = 95 
P-axis trend 207 B-axis trend 298 T-axis trend 49 Moment Tensor 
Eigenvector P-axis plunge 10 B-axis plunge 4 T-axis plunge 80 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Intraslab: Based on focal mechanism (dip>30º) and the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
12/04/2001 20:25:10 12.278 -86.569 121.20 - 5.0 - NEIC 
12/04/2001 20:25:13 12.120 -86.980 104.30+ - 5.0 5.4 HRV 
12/04/2001 20:25:11 12.319 -86.600 123.40 - 5.0 - ISC 
12/04/2001 20:25:13 12.286 -86.582 119.00 - - - EHB 
12/04/2001 20:25:13 12.182 -86.755 104.30 - - 4.9 CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 66 Dip 1 [°] = 11 Rake 1 [°] = -164 
Nodal Plane 2 Strike 2 [°] = 320 Dip 2 [°] = 87 Rake 2 [°] = -80 
P-axis trend 241 B-axis trend 140 T-axis trend 41 Moment Tensor 
Eigenvector P-axis plunge 47 B-axis plunge 10 T-axis plunge 41 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Normal depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on focal mechanism and EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
07/07/2001 04:59:36 12.425 -87.517 79.10 - 4.9 - NEIC 
07/07/2001 04:59:40 12.150 -87.890 61.20+ - 4.9 5.3 HRV 
07/07/2001 04:59:38 12.558 -87.440 91.80 - 4.8 - ISC 
07/07/2001 04:59:39 12.584 -87.443 82.20 - - - EHB 
07/07/2001 04:59:40 12.577 -87.462 73.10 - - 5.0 CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 236 Dip 1 [°] = 43 Rake 1 [°] = 12 
Nodal Plane 2 Strike 2 [°] = 137 Dip 2 [°] = 82 Rake 2 [°] = 132 
P-axis trend 196 B-axis trend 310 T-axis trend 84 Moment Tensor 
Eigenvector P-axis plunge 25 B-axis plunge 42 T-axis plunge 38 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Reverse/Strike-slip depending on the choice of the main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification Intraslab: Based on focal mechanism and EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
12/08/2001 15:53:52 11.498 -86.713 29.70 5.1 5.1 - NEIC 
12/08/2001 15:53:58 11.300 -87.270 25.00+ 5.1 5.1 5.6 HRV 
12/08/2001 15:53:52 11.412 -86.736 33.00# 5.1 5.0 - ISC 
12/08/2001 15:53:53 11.449 -86.921 25.00# - - - EHB 
12/08/2001 15:53:53 11.514 -86.735 32.00 - - - CENT 
12/08/2001 15:53:56 11.468 -86.926 30.00# - - 5.3 CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 302 Dip 1 [°] = 23 Rake 1 [°] = 91 
Nodal Plane 2 Strike 2 [°] = 121 Dip 2 [°] = 67 Rake 2 [°] = 90 
P-axis trend 211 B-axis trend 121 T-axis trend 30 Moment Tensor 
Eigenvector P-axis plunge 22 B-axis plunge 0 T-axis plunge 68 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Interface: Based on focal mechanism and Centennial catalogue hypocentre location. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
06/01/2002 18:49:23 12.540 -87.670 59.00 5.0 5.2 - NEIC 
06/01/2002 18:49:26 12.400 -88.110 52.00+ 5.0 5.2 5.6 HRV 
06/01/2002 18:49:24 12.546 -87.582 80.80 - 5.1 - ISC 
06/01/2002 18:49:23 12.587 -87.540 52.00# - - - EHB 
06/01/2002 18:49:31 12.487 -87.140 34.70 - - 5.6 CASC 
06/01/2002 18:49:25 12.510 -87.521 75.90 - - - CENT 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 285 Dip 1 [°] = 38 Rake 1 [°] = 72 
Nodal Plane 2 Strike 2 [°] = 127 Dip 2 [°] = 54 Rake 2 [°] = 103 
P-axis trend 208 B-axis trend 299 T-axis trend 81 Moment Tensor 
Eigenvector P-axis plunge 86 B-axis plunge 11 T-axis plunge 76 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Intraslab: Based on the Centennial catalogue  hypocentre determination 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
02/08/2002 16:13:19 12.130 -86.690 69.00 - 5.2 - NEIC 
02/08/2002 16:13:23 11.910 -87.080 69.10+ - 5.2 5.2 HRV 
02/08/2002 16:13:22 12.150 -86.779 88.60 - 4.9 - ISC 
02/08/2002 16:13:22 12.143 -86.777 77.60 - - - EHB 
02/08/2002 16:13:22 12.044 -86.939 54.60 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 145 Dip 1 [°] = 45 Rake 1 [°] = -100 
Nodal Plane 2 Strike 2 [°] = 339 Dip 2 [°] = 46 Rake 2 [°] = -80 
P-axis trend 327 B-axis trend 152 T-axis trend 62 Moment Tensor 
Eigenvector P-axis plunge 83 B-axis plunge 7 T-axis plunge 1 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
09/11/2002 00:14:18 13.740 -91.190 33.00 5.6 5.4 5.9 NEIC 
09/11/2002 00:14:23 13.760 -91.640 19.00+ 5.6 5.4 6.0 HRV 
09/11/2002 00:14:22 13.761 -91.282 72.90 - 5.2 - ISC 
09/11/2002 00:14:22 13.712 -91.318 18.00 - - - EHB 
09/11/2002 00:14:23 13.665 -91.265 24.90 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 286 Dip 1 [°] = 24 Rake 1 [°] = 76 
Nodal Plane 2 Strike 2 [°] = 121 Dip 2 [°] = 66 Rake 2 [°] = 96 
P-axis trend 206 B-axis trend 298 T-axis trend 43 Moment Tensor 
Eigenvector P-axis plunge 21 B-axis plunge 6 T-axis plunge 68 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
20/11/2002 18:19:37 12.660 -88.190 51.00 - 5.1 - NEIC 
20/11/2002 18:19:40 12.650 -88.540 25.20+ - 5.1 5.1 HRV 
20/11/2002 18:19:39 12.863 -88.122 53.00 4.0 5.1 - ISC 
20/11/2002 18:19:39 12.739 -88.141 65.80 - - - EHB 
20/11/2002 18:19:40 12.675 -88.236 44.70 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 308 Dip 1 [°] = 21 Rake 1 [°] = 86 
Nodal Plane 2 Strike 2 [°] = 132 Dip 2 [°] = 69 Rake 2 [°] = 91 
P-axis trend 221 B-axis trend 312 T-axis trend 45 Moment Tensor 
Eigenvector P-axis plunge 24 B-axis plunge 1 T-axis plunge 66 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and location, according to the CASC hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
21/01/2003 02:46:48 13.630 -90.770 24.00 6.3 5.5 6.3 NEIC 
21/01/2003 02:46:55 13.530 -91.310 41.00+ 6.3 5.5 6.4 HRV 
21/01/2003 02:46:52 13.641 -90.957 62.20 - 5.5 - ISC 
21/01/2003 02:46:49 13.627 -90.856 24.00# - - - EHB 
21/01/2003 02:46:53 13.669 -91.069 26.50 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 290 Dip 1 [°] = 33 Rake 1 [°] = 80 
Nodal Plane 2 Strike 2 [°] = 122 Dip 2 [°] = 58 Rake 2 [°] = 96 
P-axis trend 207 B-axis trend 299 T-axis trend 51 Moment Tensor 
Eigenvector P-axis plunge 12 B-axis plunge 5 T-axis plunge 76 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and location, according to the CASC hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
21/01/2003 07:06:53 13.560 -90.860 33.00 4.6 4.9 5.4 NEIC 
21/01/2003 07:06:57 13.420 -91.400 54.90+ 4.6 4.9 5.4 HRV 
21/01/2003 07:06:56 13.517 -91.108 61.60 - 4.9 - ISC 
21/01/2003 07:06:59 13.639 -90.943 63.00 - - - EHB 
21/01/2003 07:06:56 13.464 -91.121 21.30 4.6 - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 276 Dip 1 [°] = 32 Rake 1 [°] = 69 
Nodal Plane 2 Strike 2 [°] = 120 Dip 2 [°] = 60 Rake 2 [°] = 103 
P-axis trend 201 B-axis trend 294 T-axis trend 60 Moment Tensor 
Eigenvector P-axis plunge 14 B-axis plunge 11 T-axis plunge 72 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
05/02/2003 19:01:11 13.770 -90.880 56.00 - 5.3 5.5 NEIC 
05/02/2003 19:01:12 13.580 -91.570 43.60+ - 4.9 5.6 HRV 
05/02/2003 19:01:13 13.859 -91.189 58.60 5.1 5.3 - ISC 
05/02/2003 19:01:12 13.836 -91.069 43.60# - - - EHB 
05/02/2003 19:01:15 13.736 -91.177 28.20 4.7 - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 90 Dip 1 [°] = 20 Rake 1 [°] = -149 
Nodal Plane 2 Strike 2 [°] = 330 Dip 2 [°] = 80 Rake 2 [°] = -73 
P-axis trend 260 B-axis trend 147 T-axis trend 46 Moment Tensor 
Eigenvector P-axis plunge 52 B-axis plunge 17 T-axis plunge 33 
Style-of-Faulting  
[Rake angle]** 
Strike-slip/Normal or Normal depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the ISC hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
12/02/2003 10:33:13 13.030 -88.780 47.00 4.4 4.9 - NEIC 
12/02/2003 10:33:15 12.600 -89.160 48.00+ 4.4 4.9 5.1 HRV 
12/02/2003 10:33:14 13.014 -88.813 47.00 4.4 5.0 - ISC 
12/02/2003 10:33:15 12.958 -88.794 53.80 - - - EHB 
12/02/2003 10:33:15 12.817 -88.896 35.90 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 281 Dip 1 [°] = 37 Rake 1 [°] = 80 
Nodal Plane 2 Strike 2 [°] = 114 Dip 2 [°] = 54 Rake 2 [°] = 98 
P-axis trend 198 B-axis trend 289 T-axis trend 54 Moment Tensor 
Eigenvector P-axis plunge 9 B-axis plunge 6 T-axis plunge 79 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Interface: Based on the focal mechanism and depth, according to the EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
13/07/2003 21:21:56 12.870 -90.020 33.00 5.1 4.9 5.3 NEIC 
13/07/2003 21:21:57 12.610 -90.550 21.70+ 5.1 4.9 5.4 HRV 
13/07/2003 21:22:01 13.033 -90.023 66.20 - 4.9 - ISC 
13/07/2003 21:21:57 13.012 -90.060 22.00 - - - EHB 
13/07/2003 21:22:00 13.011 -90.129 60.50 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 296 Dip 1 [°] = 27 Rake 1 [°] = 84 
Nodal Plane 2 Strike 2 [°] = 123 Dip 2 [°] = 64 Rake 2 [°] = 93 
P-axis trend 211 B-axis trend 301 T-axis trend 39 Moment Tensor 
Eigenvector P-axis plunge 19 B-axis plunge 3 T-axis plunge 71 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism (thrust faulting on a shallow dipping plane) and 
location, according to the EHB hypocentre determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
25/08/2003 06:28:35 14.030 -91.070 100.00# - 5.4 5.9 NEIC 
25/08/2003 06:28:33 13.750 -91.580 66.80+ - 5.4 5.9 HRV 
25/08/2003 06:28:35 13.993 -91.126 99.50 - 5.5 - ISC 
25/08/2003 06:28:35 14.045 -91.074 88.60 - - - EHB 
25/08/2003 06:28:39 13.650 -90.995 34.60 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 121 Dip 1 [°] = 39 Rake 1 [°] = -89 
Nodal Plane 2 Strike 2 [°] = 300 Dip 2 [°] = 51 Rake 2 [°] = -91 
P-axis trend 207 B-axis trend 301 T-axis trend 31 Moment Tensor 
Eigenvector P-axis plunge 84 B-axis plunge 0 T-axis plunge 6 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. This event has been classified as Intraslab by Warren et al. (2008). 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
02/03/2004 03:47:22 11.610 -86.767 27.80 5.9 5.4 - NEIC 
02/03/2004 03:47:28 11.450 -87.250 26.00+ 5.9 5.4 6.2 HRV 
02/03/2004 03:47:22 11.666 -86.982 65.10 - 5.2 - ISC 
02/03/2004 03:47:22 11.619 -86.950 28.00 - - - EHB 
02/03/2004 03:47:22 11.651 -87.067 32.60 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 307 Dip 1 [°] = 16 Rake 1 [°] = 96 
Nodal Plane 2 Strike 2 [°] = 121 Dip 2 [°] = 74 Rake 2 [°] = 88 
P-axis trend 212 B-axis trend 122 T-axis trend 29 Moment Tensor 
Eigenvector P-axis plunge 29 B-axis plunge 2 T-axis plunge 61 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
 
APPENDIX C                                                                                                                                                         
 
 
518 
 
 
The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
28/04/2004 04:08:59 12.150 -87.430 62.00 - 5.2 5.5 NEIC 
28/04/2004 04:09:00 11.810 -87.900 34.90+ - 5.2 5.5 HRV 
28/04/2004 04:08:58 12.073 -87.603 68.80 - 5.1 - ISC 
28/04/2004 04:08:58 12.162 -87.452 62.50 - - - EHB 
28/04/2004 04:08:57 12.074 -87.691 14.30 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 296 Dip 1 [°] = 28 Rake 1 [°] = 84 
Nodal Plane 2 Strike 2 [°] = 123 Dip 2 [°] = 62 Rake 2 [°] = 93 
P-axis trend 211 B-axis trend 302 T-axis trend 41 Moment Tensor 
Eigenvector P-axis plunge 17 B-axis plunge 3 T-axis plunge 73 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
03/05/2004 05:12:40 14.460 -90.730 124.00 - 5.1 - NEIC 
03/05/2004 05:12:41 14.380 -90.870 95.90+ - 5.1 5.7 HRV 
03/05/2004 05:12:38 14.409 -90.868 123.70 - 5.2 - ISC 
03/05/2004 05:12:39 14.405 -90.721 123.30 - - - EHB 
03/05/2004 05:12:39 14.390 -90.680 123.60 - - - W2008 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 163 Dip 1 [°] = 26 Rake 1 [°] = -47 
Nodal Plane 2 Strike 2 [°] = 297 Dip 2 [°] = 71 Rake 2 [°] = -108 
P-axis trend 181 B-axis trend 303 T-axis trend 41 Moment Tensor 
Eigenvector P-axis plunge 60 B-axis plunge 17 T-axis plunge 24 
Style-of-Faulting  
[Rake angle]** 
Normal/Strike-slip or Normal depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination. This event has been classified as Intraslab by Warren et al. (2008). 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
28/08/2004 07:45:03 12.600 -87.770 72.00 - 4.9 - NEIC 
28/08/2004 07:45:04 12.490 -88.100 60.70+ - 4.9 5.0 HRV 
28/08/2004 07:45:03 12.584 -87.830 77.90 - 4.7 - ISC 
28/08/2004 07:45:03 12.557 -87.828 72.50 - - - EHB 
28/08/2004 07:45:04 12.606 -87.830 58.70 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 114 Dip 1 [°] = 35 Rake 1 [°] = -104 
Nodal Plane 2 Strike 2 [°] = 311 Dip 2 [°] = 56 Rake 2 [°] = -81 
P-axis trend 251 B-axis trend 126 T-axis trend 34 Moment Tensor 
Eigenvector P-axis plunge 77 B-axis plunge 8 T-axis plunge 11 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination.  
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map. The Syracuse et al. (2008) seismic 
tomography profile through Nicaragua is shown on the background (See Figure A-1 for location of Syracuse et 
al. (2008) tomography profiles). 
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
09/10/2004 21:26:53 11.420 -86.670 35.00 7.0 6.0 6.8 NEIC 
09/10/2004 21:27:00 11.250 -87.020 39.00+ 7.0 6.0 6.9 HRV 
09/10/2004 21:26:54 11.415 -86.708 58.10 7.0 5.8 - ISC 
09/10/2004 21:26:54 11.407 -86.679 35.10 - - - EHB 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 311 Dip 1 [°] = 26 Rake 1 [°] = 98 
Nodal Plane 2 Strike 2 [°] = 122 Dip 2 [°] = 65 Rake 2 [°] = 86 
P-axis trend 215 B-axis trend 124 T-axis trend 24 Moment Tensor 
Eigenvector P-axis plunge 19 B-axis plunge 3 T-axis plunge 70 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism (thrust faulting on a shallow-dipping plane) and 
location, according to the EHB hypocentre determination. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
20/11/2004 22:01:45 13.380 -90.060 40.00 6.0 5.6 6.2 NEIC 
20/11/2004 22:01:48 13.130 -90.610 34.40+ 6.0 5.6 6.3 HRV 
20/11/2004 22:01:44 13.349 -90.282 39.60 6.0 5.5 - ISC 
20/11/2004 22:01:44 13.382 -90.158 34.40# - - - EHB 
20/11/2004 22:01:43 13.240 -90.528 22.70 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 285 Dip 1 [°] = 27 Rake 1 [°] = 71 
Nodal Plane 2 Strike 2 [°] = 126 Dip 2 [°] = 64 Rake 2 [°] = 99 
P-axis trend 209 B-axis trend 302 T-axis trend 55 Moment Tensor 
Eigenvector P-axis plunge 19 B-axis plunge 8 T-axis plunge 69 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Interface: Based on the focal mechanism (thrust faulting on a shallow-dipping plane) and 
location, according to the ISC hypocentre determination. 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
13/12/2004 15:23:41 13.390 -89.370 62.00 - 5.4 5.9 NEIC 
13/12/2004 15:23:41 13.300 -89.810 60.00+ - 5.4 5.9 HRV 
13/12/2004 15:23:40 13.501 -89.469 62.50 - 5.4 - ISC 
13/12/2004 15:23:40 13.472 -89.407 60.00# - - - EHB 
13/12/2004 15:23:45 13.587 -89.285 20.00 - - - CASC 
13/12/2004 15:23:40 13.410 -89.370 67.50 - - - W2008 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 314 Dip 1 [°] = 6 Rake 1 [°] = 105 
Nodal Plane 2 Strike 2 [°] = 118 Dip 2 [°] = 84 Rake 2 [°] = 88 
P-axis trend 210 B-axis trend 119 T-axis trend 27 Moment Tensor 
Eigenvector P-axis plunge 39 B-axis plunge 2 T-axis plunge 51 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification 
Intraslab: Based on the hypocentre determination reported by Warren et al. (2008). This event 
has been classified as an intraslab event by Warren et al. (2008). 
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
13/01/2005 09:56:21 12.690 -88.220 49.00 - 5.0 - NEIC 
13/01/2005 09:56:21 12.430 -88.520 44.30+ - 5.0 5.3 HRV 
13/01/2005 09:56:19 12.670 -88.333 48.10 4.5 4.9 - ISC 
13/01/2005 09:56:21 12.721 -88.247 54.80 - - - EHB 
13/01/2005 09:56:19 12.648 -88.342 35.10 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 298 Dip 1 [°] = 39 Rake 1 [°] = 89 
Nodal Plane 2 Strike 2 [°] = 120 Dip 2 [°] = 51 Rake 2 [°] = 91 
P-axis trend 209 B-axis trend 299 T-axis trend 36 Moment Tensor 
Eigenvector P-axis plunge 6 B-axis plunge 1 T-axis plunge 84 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Intraslab: Based on the focal mechanism (fault-plane dip>30º) and EHB hypocentre location.  
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
10/03/2005 13:37:49 12.930 -88.420 68.00 - 5.1 - NEIC 
10/03/2005 13:37:49 12.770 -88.730 66.70+ - 5.1 5.1 HRV 
10/03/2005 13:37:48 13.015 -88.518 68.60 - 5.0 - ISC 
10/03/2005 13:37:50 13.003 -88.458 77.20 - - - EHB 
10/03/2005 13:37:49 12.984 -88.589 60.40 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 288 Dip 1 [°] = 38 Rake 1 [°] = 79 
Nodal Plane 2 Strike 2 [°] = 122 Dip 2 [°] = 52 Rake 2 [°] = 98 
P-axis trend 206 B-axis trend 297 T-axis trend 69 Moment Tensor 
Eigenvector P-axis plunge 7 B-axis plunge 7 T-axis plunge 80 
Style-of-Faulting  
[Rake angle]** 
Reverse 
Style-of-Faulting  
[P, T & B axes] ++   
Thrust 
Event Classification Intraslab: Based on the focal mechanism (fault-plane dip>30º) and EHB hypocentre location. 
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
12/04/2005 02:40:26 14.080 -91.160 92.00 - 5.2 - NEIC 
12/04/2005 02:40:26 13.950 -91.660 50.20+ - 5.2 5.4 HRV 
12/04/2005 02:40:22 14.002 -91.554 67.20 - 5.2 - ISC 
12/04/2005 02:40:26 14.063 -91.300 90.70 - - - EHB 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 86 Dip 1 [°] = 33 Rake 1 [°] = -150 
Nodal Plane 2 Strike 2 [°] = 330 Dip 2 [°] = 74 Rake 2 [°] = -61 
P-axis trend 274 B-axis trend 142 T-axis trend 38 Moment Tensor 
Eigenvector P-axis plunge 52 B-axis plunge 28 T-axis plunge 24 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Normal/Strike-slip depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination.  
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
30/05/2005 11:13:56 14.070 -91.410 63.00 - 5.1 - NEIC 
30/05/2005 11:13:55 13.950 -91.800 53.20+ - 5.1 5.2 HRV 
30/05/2005 11:13:54 14.097 -91.463 62.20 - 4.9 - ISC 
30/05/2005 11:13:55 14.066 -91.411 65.40 - - - EHB 
30/05/2005 11:13:58 14.172 -91.220 78.70 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 127 Dip 1 [°] = 38 Rake 1 [°] = -112 
Nodal Plane 2 Strike 2 [°] = 334 Dip 2 [°] = 55 Rake 2 [°] = -74 
P-axis trend 290 B-axis trend 144 T-axis trend 52 Moment Tensor 
Eigenvector P-axis plunge 74 B-axis plunge 13 T-axis plunge 9 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Normal 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination.  
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
07/10/2005 17:43:02 13.300 -89.350 49.00 - 5.3 5.7 NEIC 
07/10/2005 17:43:02 13.110 -89.740 33.40+ - 5.3 5.7 HRV 
07/10/2005 17:42:59 13.159 -89.375 52.70 5.2 5.2 - ISC 
07/10/2005 17:42:59 13.340 -89.324 33.40# - - - EHB 
07/10/2005 17:43:01 13.038 -89.695 22.60 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 53 Dip 1 [°] = 20 Rake 1 [°] = -173 
Nodal Plane 2 Strike 2 [°] = 316 Dip 2 [°] = 88 Rake 2 [°] = -70 
P-axis trend 246 B-axis trend 135 T-axis trend 28 Moment Tensor 
Eigenvector P-axis plunge 44 B-axis plunge 20 T-axis plunge 39 
Style-of-Faulting  
[Rake angle]** 
Strike-slip or Normal depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the ISC hypocentre 
determination.  
*Preferred earthquake location indicated in italics 
# Focal depth fixed by reporting agency 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
18/11/2005 03:15:47 13.300 -89.070 84.00 - 5.0 - NEIC 
18/11/2005 03:15:49 13.380 -89.390 54.20+ - 5.0 5.4 HRV 
18/11/2005 03:15:47 13.429 -89.176 85.10 - 4.9 - ISC 
18/11/2005 03:15:48 13.321 -89.249 77.60 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 138 Dip 1 [°] = 7 Rake 1 [°] = -79 
Nodal Plane 2 Strike 2 [°] = 308 Dip 2 [°] = 83 Rake 2 [°] = -91 
P-axis trend 216 B-axis trend 308 T-axis trend 39 Moment Tensor 
Eigenvector P-axis plunge 52 B-axis plunge 1 T-axis plunge 38 
Style-of-Faulting  
[Rake angle]** 
Normal 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the ISC hypocentre 
determination.  
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
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The left-hand side panel shows the epicentre locations reported by different agencies and the CMT focal 
mechanism solution for this event. Seismicity from the Centennial and EHB catalogues between 1960 and 2006 is 
shown as grey dots and the corresponding cross section is shown in right-hand side panel. The width and 
direction of the cross section is indicated by the rectangle in the map.  
 
Date Time 
 [UTC] 
Lat 
[° N] 
Lon 
[° W] 
Depth 
[km] MS mb MW Author*
 
03/01/2006 12:28:14 13.710 -90.120 82.00 - 5.0 - NEIC 
03/01/2006 12:28:14 13.780 -90.500 45.50+ - 5.0 5.1 HRV 
03/01/2006 12:28:15 13.750 -90.316 84.80 - 4.7 - ISC 
03/01/2006 12:28:15 13.771 -90.193 86.80 - - - EHB 
03/01/2006 12:28:13 13.483 -90.439 21.90 - - - CASC 
 
Focal Mechanism Solution† 
Nodal Plane 1 Strike 1 [°] = 161 Dip 1 [°] = 14 Rake 1 [°] = -62 
Nodal Plane 2 Strike 2 [°] = 312 Dip 2 [°] = 78 Rake 2 [°] = -97 
P-axis trend 214 B-axis trend 313 T-axis trend 48 Moment Tensor 
Eigenvector P-axis plunge 56 B-axis plunge 6 T-axis plunge 33 
Style-of-Faulting  
[Rake angle]** 
Normal/Strike-slip or Normal depending on the choice of  the  main plane 
Style-of-Faulting  
[P, T & B axes] ++   
Odd 
Event Classification 
Intraslab: Based on the focal mechanism and location, according to the EHB hypocentre 
determination.  
*Preferred earthquake location indicated in italics 
+Centroid depth  
†Focal mechanism solution reported in the CMT catalogue (Harvard Centroid-Moment-Tensor Project) 
**Style of faulting following the Wells and Coppersmith (1994) classification scheme 
++Style of faulting following the Frohlich and Apperson (1992) classification scheme 
 
