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1. INTRODUCTION
Recently, there has been a lot of activity in the investigation of differen-
tial equations with solutions which undertake discontinuities or jumps at
w xsome definite instants 1]4 . At the same time, in the theory of impulsive
differential equations there is a number of problems which are connected
with the results of the theory of integral and integro-differential equations
w xand which are not well investigated yet 3, 5]8 . The purpose of this paper
is to consider a problem of finding conditions for controllability of the
boundary value problem for a linear impulsive system of integro-differen-
tial equations. The problem of the control of the linear impulse system was
w xconsidered in 9 . Moreover, the existence results and the integral repre-
sentation of solutions of the second kind Volterra integro-summary equa-
tion and integro-differential equations are obtained with impulse actions
at fixed moments of time. Necessary and sufficient conditions of the
solvability of the boundary value problem for linear impulsive systems of
integro-differential equations are defined. Q 1999 Academic Press
2. PRELIMINARIES
Let a and b be fixed real numbers such that a - b and p and r fixed
w xpositive integers. Denote the set of square integrable functions w : a , b
r r rw x  4“ R by L a , b and the set of all finite sequences j , j g R , i s 1, p,2 i i
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rw x rw x r w x rw xby D 1, p . We define a space P a , b s L a , b = D 1, p and de-2
 4note its elements as w, j . Let
p
b² : 4  4w , j , v , n s w , v dt q j , nŽ . Ž .ÝH i i
a is1
rw x Ž .be an inner product in P a , b , where , is the euclidean scalar
product in Rr.
Ž . Ž .Let H u , i s 1, p, strictly increasing the interval a , b sequence of0 i
real numbers.
w xWe denote by PAC a , b the space of piecewise absolutely continuous,
w x ncontinuous on the left functions x: a , b “ R with jumps at the points
u , i s 1, p. The two following assertions are analogous to Fubini's theo-i
w xrem 8 .
 4LEMMA 1. Let D , i, j s 1, p be constant matrices of size n = n, j gi j i
nw x Ž .D 1, p and the assumption H hold. Then the following equality is ¤alid0
for any t, a - t - b :
D j s D j . 1Ž .Ý Ý Ý Ýi j j ji i
a-u -t a-u Fu a-u -t u Fu -ti j i i i j
This statement is pro¤ed by a regrouping of addends.
Ž .LEMMA 2. Suppose that the matrix K t, s of size n = n is square inte-
nŽ . w xgrable on the inter¤al a - s - b , w t g L a , b , i s 1, n, and the as-i 2
Ž .sumption H holds.0
The following equality is ¤alid for any t, a - t - b :
t t
K t , s w s ds s K t , s w s ds . 2Ž . Ž . Ž . Ž . Ž .Ý ÝH Hi i
a u ia-u -s a-u -ti i
Ž .Proof. Construct the functions F t , i s 1, p, which are equal to 0 ifi
Ž . Ž .t F u and they are equal to w t if t ) 0. Then the left hand side of 2 isi i
equal to
t t
K t , s F s ds s K t , s F s dsŽ . Ž . Ž . Ž .Ý ÝH Hi i
a aa-u -t a-u -ti i
t
s K t , s w s ds .Ž . Ž .Ý H i
uia-u -ti
The proof of the lemma is complete.
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We now consider the integral equation having the form
t
x t s G t , s x s ds q M t x uŽ . Ž . Ž . Ž . Ž .ÝH i i
a a-u -ti
q N t x u q q f t q I , 3Ž . Ž . Ž . Ž .Ý Ýi i i
a-u -t a-u -ti i
under the following assumptions:
Ž . Ž . w xH M and N are function matrices of size n = n, f t : a , b “1 i i
Rn;
Ž . Ž . w x w x nH the matrix G t, s : a , b = a , b “ R is square integrable;2
Ž . Ž . Ž . Ž . w xH the lines of matrices M t , N t and the function f t : a , b3 i i
n w x“ R belong to PAC a , b ;
Ž . Ž Ž ..H for all i s 1, p the inequality det I y N u / 0 is valid.4 i i
Ž . Ž . Ž .THEOREM 1. Let the conditions H ] H hold. The system 3 has the0 4
Ž . w x Ž .unique solution x t g PAC a , b . The solution x t has the following repre-
sentation:
t ix t s P t , s f s ds q Q t I q P t , s f uŽ . Ž . Ž . Ž . Ž . Ž .Ý ÝH 1 i i 2 i
a a-u -t a-u -ti i
q f t q I , 4Ž . Ž .Ý i
a-u -ti
iŽ . Ž . Ž .where Q t , P t, s , i s 1, p, and P t, s are piecewise continuous functioni 2 1
matrices of size n = n.
Ž .Proof. Let R t, s be the resolvent of the Volterra integral equation
Ž .whose kernel is G t, s . Then, using Lemmas 1 and 2 we can obtain that
Ž .3 is equivalent to the system
t
x t s R t , s M s ds q M t x uŽ . Ž . Ž . Ž . Ž .Ý H i i i
uia-u -ti
t
q R t , s N s ds q N t x u qŽ . Ž . Ž . Ž .Ý H i i i
uia-u -ti
t
q R t , s ds IŽ .Ý H i
uia-u -ti
t
q R t , s f s ds q f t q I . 5Ž . Ž . Ž . Ž .ÝH i
ui a-u -ti
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Let
u uj jM s R u , s M s ds q M u , N s R u , s N s ds q N u ,Ž . Ž .Ž . Ž . Ž . Ž .H Hi j j i i j i j j i i j
u ui i
uj
p s R u , s ds q I ,Ž .Hi j j
ui
Ž .where I is the identity n = n matrix. Then from 5 it follows that
x u s M x u q N x u q q p IŽ . Ž .Ž . Ý Ýj i j i i j i i j i
a-u -u a-u -ui j i j
ujq R u , s f s ds q f u . 6Ž . Ž .Ž . Ž .H j j
a
Ž . Ž .Using 5 and 6 we obtain that
y1 y1
x u q s I y N u I y M u x u q I y N u I . 7Ž .Ž . Ž . Ž . Ž . Ž .Ž . Ž . Ž .j j j j j j j j j
Ž . Ž . Ž . Ž .Expressions 6 and 7 imply that x u and x u q are defined asj j
solutions of a linear nonhomogeneous algebraic system. A nonhomoge-
neous part of this system is a linear combinations of vectors
uiR t , s f s ds, f u , I , i s 1, p. 8Ž . Ž . Ž . Ž .H i i
a
Ž . Ž .Consequently, the vectors x u b x u q are also linear combinations ofj j
Ž .vectors 8 with matrix coefficients.
Ž . Ž .Substituting their values in 5 we obtain that the solution of 3 has a
Ž .form 4 . The proof of the theorem is complete.
3. THE BOUNDARY VALUE PROBLEMS
Consider the impulse system of integro-differential equations
t
dxrdt s A t x q f t q K t , s x s ds, t / u ,Ž . Ž . Ž . Ž .H i
a 9Ž .
D x u s B x u q D x u q I ,Ž . Ž . Ž .Ýi i i i j j i
a-u Fuj i
Ž . Ž . Ž .where D x u ’ x u q y x u , under the following assumptions:j j j
Ž .C A and K are function matrices of size n = n;1
Ž . Ž . w x w x n nC the matrix K t, s : a , b = a , b “ R = R is square inte-2
grable;
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Ž . Ž . Ž . w x nC the lines of the matrix A t and the function f t : a , b “ R3
n w xbelong to L a , b ;2
Ž .C D , B , i, j s 1, p are constant matrices of size n = n;4 i j i
Ž .  4 nw xC f , I g P a , b .5
Ž .We consider 9 with the boundary condition
x a s a, x b s b , a, b g Rn . 10Ž . Ž . Ž .
Ž . Ž . Ž .THEOREM 2. Let conditions H and C ] C hold. Then for any0 1 5
n Ž . w x Ž .x g R there exists a unique solution x t g PAC a , b of 9 and is defined0
w x Ž .on the inter¤al a , b such that x a s x .0
Proof. Applying differentiating and checking the conditions of disconti-
nuities one can verify that the following integro-differential equation
st t
x t s A s x s ds q K s , s x s ds ds q B x uŽ . Ž . Ž . Ž . Ž . Ž .ÝH H H i i
a a a a-u -ti
t
q f s ds q D x u q I 11Ž . Ž . Ž .Ý Ý ÝH i j i i
a a-u -t a-u Fu a-u -ti j i i
Ž .is equivalent to 9 .
Let
t
C t , s s A s q K s , s ds , F s B q D ,Ž . Ž . Ž . ÝH i i ji
s u Fu -ti j
t
F t s x q f s ds.Ž . Ž .H0
a
Applying Fubini's theorem and Lemmas 1 and 2 one can rewrite the last
equation as
t
x t s C t , s x s ds q F x u q I q F t . 12Ž . Ž . Ž . Ž . Ž . Ž .Ý ÝH i i i
a a-u -t a-u -ti i
Ž . Ž . Ž .Equation 12 is a system like 3 . Therefore, according to Theorem 1, 12
Ž . w xshows the unique solution x t g PAC a , b . The proof of the theorem is
complete.
We now consider the system of integro-differential equations
t
› hrds s yh t , s A s y h t , s K s , s ds , s / u ,Ž . Ž . Ž . Ž .H i
s
y1 y1
Dh t , u s yh t , u B I q B y h t , u q D I q B ,Ž . Ž . Ž . Ž .Ž .Ýi i i i j ji i
u Fu -ti j
13Ž .
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n w x Ž . Ž .where h g R , h is the row vector, t g a , b , A t , K t, s , D , B areji i
Ž . Ž . Ž . Ž .defined as in 9 , Dh t, u ’ h t, u q y h t, u .i i i
Let
y1Ž . Ž Ž . .C det I y D I q B / 0 for all j s 1, p.6 j j j
Ž . Ž . Ž . Ž . Ž .THEOREM 3. Let conditions H , C ] C , and C hold. Then 130 1 4 6
Ž . Ž . nhas the unique solution h t, s such that h t, t s h , h g R .0 0
Ž .Proof. System 16 is equivalent to the integro-differential equation
t t
h t , s s h t , t q h t , s A s q h t , ¤ K ¤ , s d¤ dsŽ . Ž . Ž . Ž . Ž . Ž .H H
s s
y1q yh t , u B I q BŽ . Ž .Ý i i i
sFu -ti
y1q h t , u q D I q B . 14Ž . Ž .Ž .Ý j ji i
u Fu -ti j
Ž .Using the theorem of Fubini and Lemmas 1 and 2 we obtain that 14 is
equivalent to the system
t t
h t , s s h q h t , s A s q K s , ¤ d¤ dsŽ . Ž . Ž . Ž .H H0
s s
y1q h t , u B I q BŽ . Ž .Ý i i i
s-u -ti
y1q h t , u q D I q B . 15Ž . Ž . Ž .Ý Ýi i j i
sFu -t sFu Fui j i
Ž . Ž . Ž .Comparing 15 and 3 it is not difficult to see that for 15 we can use all
Ž . Ž .arguments of Theorem 1. Therefore, 13 has the unique solution h t, s ,
Ž .h t, t s h . The proof is complete.0
Ž . Ž . Ž .Let H t, s s colon H , H , H , . . . , H , H t, t s I, H , j s 1, n, are1 2 3 n j
Ž .solutions of 14 .
Ž . Ž .THEOREM 14. Let x t s x t, a , x be a solution of the Cauchy problem0
Ž . Ž .for 9 . Then x t has the representation
t
x t s H t , a x q H t , s f s ds q H t , u q I . 16Ž . Ž . Ž . Ž . Ž .Ž .ÝH0 j j
a a-u -tj
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Ž . Ž . Ž . Ž . Ž .Proof. Denote w s s H t, s x s , where x t s x t, a , x is the solu-0
Ž . w xtion of 9 . It is known 1 that
t
w t y w a s w9 s ds q Dw u . 17Ž . Ž . Ž . Ž . Ž .ÝH i
a a-u -ti
Ž .Consider each addends in 17 .
1. Since
Dw u s H t , u q x u q y H t , u x uŽ . Ž . Ž . Ž . Ž .j j j j j
s H t , u D x u q D H t , u x u q . 18Ž .Ž . Ž . Ž . Ž .j j j j
Ž .Adding both parts of 18 with respect to i which satisfies a - u - t wei
obtain that
Dw uŽ .Ý i
a-u -ti
s D H t , u I q B q H t , u B x uŽ . Ž . Ž . Ž .Ý i i i i i
a-u -ti
q H t , u q D x u q H t , u q IŽ . Ž .Ž .Ý Ý Ýi i j j i i
a-u -t a-u Fu a-u -ti j i i
s D H t , u I q B q H t , u BŽ . Ž . Ž .Ý i i i i
a-u -ti
q H t , u q D x uŽ .Ž .Ý j ji i
u Fu -ti i
q H t , u q I .Ž .Ý i i
a-u -ti
Ž . Ž .Since H t, s is the solution of 13 , from the last expression it follows
that
Dw u s H t , u q I . 19Ž . Ž . Ž .Ý Ýi i i
a-u -t a-u -ti i
Ž . Ž . Ž .2. Differentiating the expression w s s H t, s x s we obtain that
w9 s s › Hr› s x s q H t , sŽ . Ž . Ž .
s
= A s x s q f s q K s, ¤ x ¤ d¤ .Ž . Ž . Ž . Ž . Ž .H
a
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By Fubini's theorem we find that
t t
w9 s ds s › Hr› s q H t , s A s x s dsŽ . Ž . Ž . Ž .H H
a a
st t
q H t , s K s, ¤ x ¤ d¤ ds q H t , s f s dsŽ . Ž . Ž . Ž . Ž .H H H
a a a
t t
s › Hr› s q H t , s A s q H t , ¤ K ¤ , s d¤Ž . Ž . Ž . Ž .H H
a a
t
= x s ds q H t , s f s ds.Ž . Ž . Ž .H
a
Ž .From 13 and the last expression it follows that
t t
w9 s ds s H t , ¤ f ¤ d¤ . 20Ž . Ž . Ž . Ž .H H
a a
Ž . Ž . Ž .In view of 17 , by adding 19 and 20 we find the following representa-
tion:
t
w t y w a s H t , s f s ds q H t , u q I .Ž . Ž . Ž . Ž . Ž .ÝH j j
a a-u -tj
Ž . Ž .Since H t, t s I the last equalities implies 16 . The proof is complete.
Ž .Consider the system 9 and the boundary conditions
x a s 0, x b s 0. 21Ž . Ž . Ž .
Ž . Ž .THEOREM 5. The boundary ¤alue problem 9 , 21 is sol¤ed if and only if
for all j s 1, p, the condition
H T b , s , H T b , u q , f s , I s 0 22Ž . Ž . Ž . 4¦ ;Ž . 4j j j j
is ¤alid.
Theorem 5 is a simple corollary of Theorem 4.
Ž . Ž .THEOREM 6. The boundary ¤alue problem 9 , 10 is sol¤ed if and only if
for all j s 1, p the condition
H T b , s , H T b , u q , f s , I s H b , b b y H b , a aŽ . Ž . Ž . Ž . 4¦ ;Ž . 4j j j j j j
23Ž .
is true.
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Ž . Ž . Ž .Proof. Let w t be Lagrange's polynomial such that w a s a, w b
Ž . Ž . Ž . Ž . Ž .s b, w u s 0, j s 1, p. Replacing x t by y t q w t in 9 , we see thatj
Ž .y t satisfies
t
dyrdt s A t y q f t q K t , s y s dsŽ . Ž . Ž . Ž .H
a
t
y w9 t y A t w t y K t , s w s ds , t / u ,Ž . Ž . Ž . Ž . Ž .H i
a
24Ž .
D y u s B y u q D y u q I ,Ž . Ž . Ž .Ýi i i i j j i
a-u Fuj i
with the boundary condition
y a s 0, y b s 0. 25Ž . Ž . Ž .
Ž . Ž .According to Theorem 5 the problem 24 , 25 is solved if and only if
T TH b , s , H b , u q , F s , I s 0, j s 1, p, 26Ž . Ž . Ž . 4¦ ;Ž . 4j j j j
where
t
F t s yw9 t q A t w t q K t , s w s ds.Ž . Ž . Ž . Ž . Ž . Ž .H
a
Ž .Integrating by part in 26 we obtain the complete proof of the theorem.
4. THE CONTROLLABILITY OF THE BOUNDARY
VALUE PROBLEM
Consider the nonhomogeneous boundary value problem
t
dxrdt s A t x q K t , s x s ds q C t u t q f t , t / u ,Ž . Ž . Ž . Ž . Ž . Ž .H i
a
27Ž .
D x u s B x u q D x u q Q ¤ q I ,Ž . Ž . Ž .Ýi i i i j j i i i
a-u Fuj i
x a s a, x b s b , a, b g Rn . 28Ž . Ž . Ž .
nŽ . Ž . Ž .In 27 , 28 x g R , the matrices A, K, B , i s 1, p, the same in 9 , thei
Ž .matrices C t and Q , i s 1, p, of size n = m, m is the fixed naturali
nŽ . w xnumber, the columns of C t are functions of L a , b , Q , i s 1, p, are2 i
Ž . w xconstant matrices, and solutions of 27 are elements of PAC a , b .
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 4 nw x nIf for each f , I g P a , b and every a, b g R there exists a control
 4 mw x Ž . Ž .u, ¤ g P a , b such that the problem 27 and 28 , which we shall
refer to as g , has a solution, then we will say that the control problem g1 1
is solvable.
We also consider the problem g in the case a s 0, b s 0. This problem1
is to be called the control problem g .2
LEMMA 3. g is sol¤able if and only if g is.1 2
Proof. Let g be solvable. Since g is a particular case of g , g is1 2 1 2
Ž .solvable. Suppose that g is solvable. Let w t be the Lagrange polynomial2
Ž . Ž . Ž . Ž . Ž . Ž . Ž .such that w a s a, w b s b. Replacing x t by y t q w t in 27 , 28
Ž .we see that y t satisfies
t
dyrdt s A t x q K t , s y s ds q C t u tŽ . Ž . Ž . Ž . Ž .H
a
q f t y w9 t q A t w t , t / u ,Ž . Ž . Ž . Ž . i 29Ž .
D y u s B y u q D y u q Q ¤ q I q B w u ,Ž . Ž . Ž . Ž .Ýi i i i j j i i i i j
a-u Fuj i
y a s 0, y b s 0.Ž . Ž .
This problem is solvable due to our assumption. Thus, the lemma is
proved.
Ž .THEOREM 7. g is sol¤able if and only if the tri¤ial solution of 13 is the1
unique solution of
T T m w x² : 4  4  4Cu , Q¤ , h , h s 0, ; u , ¤ g P a , b . 30Ž .
Ž . n Ž .Proof. Sufficiency. Let h t, t s h, h g R be a solution of 13 , then
Ž . Ž .h t, s s hH t, s . Therefore, according to conditions of the theorem, the
infinite system
T T T T m w x 4  4Cu , Q¤ , H b , s h , H b , u q h s 0, ; u , ¤ g P a , b² :Ž . Ž . 4i
31Ž .
has only the trivial solution h s 0.
k k m 4 w xWe shall show that there are n elements u , ¤ g P a , b , k s 1, n,
such that the matrix
k k T T 4N s Cu , Q¤ , H , H , j, k s 1, n 32Ž .¦ ; 4j j jk
is nonsingular.
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Suppose the contrary. Without any loss of generality we may assume
that the last row of matrix N can be written as a linear combination of
other rows. Denote by h0 a nontrivial solution of the system
k k T T T T² : 4  4Cu , Q¤ , H h , H h s 0, k s 1, n. 33Ž .
 4It is true that for every u, ¤ there are numbers m , k s 1, n y 1 suchk
that
ny1
T T k k T T 4  4Cu , D¤ , H , H s m Cu , D¤ , H , H , j s 1, n.¦ ; ¦ ; 4  4Ýj j k j j
ks1
Ž . Ž . 0Therefore 33 implies 31 with h s h .
0 Ž 0 0 0 0 .Really. Let h s h , h , h , . . . , h . Then it is possible to write1 2 3 n
n
0 0h H s h H t , s . 34Ž . Ž .Ý j j
js1
Hence,
² T 0T T 0T : 4  4Cu , Q¤ , H h , H h
n n
T 0T T 0T 4s Cu , Q¤ , H t , s h , H t , s hŽ . Ž .Ý Ýj j j j¦ ;½ 5
js1 js1
n
0 T T 4s h Cu , Q¤ , H , H¦ ; 4Ý j j j
js1
n ny1
0 k k T Ts h m Cu , Q¤ , H , H 4¦ ; 4Ý Ýj k j j
js1 ks1
ny1 n
0 k k T Ts m h Cu , Q¤ , H , H 4¦ ; 4Ý Ýk j j j
ks1 js1
ny1
k k T 0T T 0T 4s m Cu , Q¤ , H h , H h s 0.² : 4Ý k
ks1
0 Ž . Ž .Thus, h H is a nontrivial solution of 13 , which satisfies 31 . Conse-
quently, the matrix N must be nonsingular.
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We now consider the following boundary value problem:
n
t kdxrdt s A t x q K t , s x s ds y C t m u q f t , t / u ,Ž . Ž . Ž . Ž . Ž .ÝH k i
a ks1
35Ž .
n
kD x u s B x u q D x u y Q m ¤ q I ,Ž . Ž . Ž .Ý Ýi i i i j j i k i i
a-u Fu ks1j i
x a s 0, x b s 0, 36Ž . Ž . Ž .
k k m 4 w xwhere u , ¤ g P a , b , k s 1, n were defined as above. Since the
matrix N is nonsingular, the system
n
k k T T T T 4Cu , Q¤ , H , H m s f , I , H , H , j s 1, n 4¦ ; ¦ ; 4  4Ý j j k j j
ks1
Ž . Ž .has a solution and therefore according to Theorem 2, 35 , 36 is a
solvable problem.
Necessity. Suppose on the contrary that g is a solvable problem and1
Ž . Ž .there is a nontrivial solution h of 13 which satisfies 30 . It is easy to
 4 nw x ² 4  T T 4:show that there exists f , I g P a , b , satisfying f , I , h , h / 0.
Ž .We fix this element. By adding the last inequality and expression 30 we
 4 nw x ²obtain the pair f , I g P a , b , which satisfies the relation Cu q f , Q¤
4  T T 4:  4q I , h , h / 0 for all u, ¤ . Since this contradicts Theorem 2 the
proof is complete.
The last theorem implies that problems g and g are solvable if and1 2
only if the system
T TT T m w x 4  4Cu , Q¤ , H b , s h , H b , u q h s 0, ; u , ¤ g P a , bŽ . Ž .¦ ; 4i
37Ž .
has only a trivial solution with respect to h g Rn.
Moreover, problems g and g are solvable if and only if for any1 2
w xt g a ,b , i s 1, p, the relations
det H b , t C t / 0, det H b , u Q / 0 38Ž . Ž . Ž . Ž .Ž . Ž .i i
are true.
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 Ž . 4Let G be the Gram matrix of elements H C, H b , u q Q , j s 1, n,j j j j
i.e.,
b T TG s H b , t C t C t H b , t dtŽ . Ž . Ž . Ž .H
a
p
T Tq H b , u q Q Q H b , u q .Ž . Ž .Ý i i i i
ks1
THEOREM 8. g is sol¤able if and only if Gram's matrix G is nonsingular.1
Ž .Proof. By Theorem 7 the system 30 has only the trivial solution
 4  T Ž . T Ž . T T T Ž . T 4h s 0. Setting u, ¤ s C t H b , t h , Q H b , u h in this equa-i i
tion we find that the system hG s 0 has also only a trivial solution. If the
Ž .equation hG s 0 has only a trivial solution then system 30 has only the
solution h s 0. The proof is complete.
 4 mw xTHEOREM 9. The control u, ¤ g P a , b sol¤es g if and only if the1
condition
p
b w xH b , t C t u t q f t dt q H b , u q Q ¤ q IŽ . Ž . Ž . Ž . Ž .ÝH i i i i
a ks1
s H b , b b y H b , a a 39Ž . Ž . Ž .
holds.
Let
by1K s G H b , b b y H b , a a y H b , t f t dtŽ . Ž . Ž . Ž .H½
a
p
y H b , u q I ,Ž .Ý i i 5
ks1
S t s H b , t C t and P s H b , u q Q .Ž . Ž . Ž . Ž .i i i
 4THEOREM 10. Suppose that g is sol¤able. Then the control U, V , where1
T Ž . TU s S t K, V s P K, sol¤es g .i i 1
Ž . Ž .Proof. Let w t be the Lagrange polynomial such that w u s 0, ii
Ž . Ž . Ž .s 1, p. Replacing x t by z t q w t in g , we see that z satisfies1
t
dzrdt s A t z q K t , s z s ds q C t u t q f tŽ . Ž . Ž . Ž . Ž . Ž .H
a
q w9 t y A t w t , t / u , 40Ž . Ž . Ž . Ž .i
D z u s B z u q D z u q Q ¤ q I ,Ž . Ž . Ž .Ýi i i i j j i i i
a-u Fuj i
z a s z b s 0. 41Ž . Ž . Ž .
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Ž . Ž .According to Theorem 5 the problem 40 , 41 is solvable if and only if
p
b w xH b , t C t u t q f t dt q H b , u Q ¤ q IŽ . Ž . Ž . Ž . Ž .ÝH i i i i
a ks1
b m w x 4s H b , t w9 t y A t w t dt , ; u , ¤ g P a , b .Ž . Ž . Ž . Ž .H
a
Integration by part of the last expression we can rewrite it as
p
b w xH b , t C t u t q f t dt q H b , u Q ¤ q IŽ . Ž . Ž . Ž . Ž .ÝH i i i i
a ks1
s H b , b b y H b , a a. 42Ž . Ž . Ž .
Substituting expressions
U s CT t H T b , t hT , W s QTH T b , u hT 43Ž . Ž . Ž . Ž .i i i
Ž .in 42 we obtain the system of linear equations with respect to h. Using
Ž .  4the solution of this system in 43 we obtain the expression for U, V . The
proof is complete.
 4The control U, V lets us describe the set of all controls solving g .1
 4THEOREM 11. The control u, ¤ sol¤es g if and only if it is of the form1
 4 mw xu s U q j , ¤ s W q n , where j , n g P a , b is orthogonal ini i i
mw x  T Ž . T 4P a , b to all columns of matrix S t , P .i
 4Proof. Indeed, let u, ¤ be a control for g . Then1
p
b w xS t u t y U t dt q P ¤ y V s 0.Ž . Ž . Ž . ÝH i i i
a ks1
Ž . Ž .If we set j s u t y U t , n s ¤ y V , then we obtain the necessaryi i i
part of the theorem.
Ž .Conversely, suppose that u s U q j , ¤ s W q n . Then 42 is validi i i
 4and therefore the control u, ¤ solves g .1
mw x 5 5 ² 4  4:1r2Introducing in P a , b the norm u, ¤ s u, ¤ , u, ¤ . As inm
w x  4 mw x10 , one can show that U, V has the smallest norm in P a , b among
all controls solving g .1
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