We show that parametric coupling techniques can be used to generate selective entangling interactions for multi-qubit processors. By inducing coherent population exchange between adjacent qubits under frequency modulation, we implement a universal gateset for a linear array of four superconducting qubits. An average process fidelity of F = 93% is estimated for three two-qubit gates via quantum process tomography. We establish the suitability of these techniques for computation by preparing a four-qubit maximally entangled state and comparing the estimated state fidelity against the expected performance of the individual entangling gates. In addition, we prepare an eight-qubit register in all possible bitstring permutations and monitor the fidelity of a two-qubit gate across one pair of these qubits. Across all such permutations, an average fidelity of F = 91.6 ± 2.6% is observed. These results thus offer a path to a scalable architecture with high selectivity and low crosstalk.
INTRODUCTION
All practical quantum computing architectures must address the challenges of gate implementation at scale. Superconducting quantum processors designed with static circuit parameters can achieve high coherence times [1, 2] . For these schemes, however, entangling gates have come at the expense of always-on qubit-qubit couplings [3] and frequency crowding [4] . Processors based on tunable superconducting qubits, meanwhile, can achieve minimal residual coupling and fast multiqubit operations [5, 6] ; yet, these systems must overcome flux noise decoherence [7, 8] and computational basis leakage [9] [10] [11] [12] . Moreover, the difficulties faced by both fixed-frequency and tunable qubit designs are compounded as the system size grows. Parametric architectures [13, 14] , however, promise to overcome many of the fundamental challenges of scaling up quantum computers. By using modulation techniques akin to analog quantum processors [15, 16] , these schemes allow for frequency-selective entangling gates between otherwise static, weakly-interacting qubits.
Several proposals for parametric logic gates have been experimentally verified in the last decade. Parametric entangling gates have been demonstrated between two flux qubits via frequency modulation of an ancillary qubit [13, 14] ; between two transmon qubits via AC Stark modulation of the computational basis [17] and of the non-computational basis [18] with estimated gate fidelity of F= 81% [18] ; between two fixed-frequency transmon qubits via frequency modulation of a tunable bus resonator with F= 98% [19] ; between high quality factor resonators via frequency modulation of one tunable transmon [20] [21] [22] with F= [60 − 80]% [22] ; and finally, between a fixed-frequency and tunable transmon via frequency modulation of the same tunable transmon with F= 93% [23, 24] . Despite these significant advances, there has yet to be an experimental assessment of the feasibility of parametric architectures with a multi-qubit system.
Here, we implement universal entangling gates via parametric control on a superconducting processor with eight qubits. We leverage the results of Refs. [23, 24] to show how the multiple degrees of freedom for parametric drives can be used to resolve on-chip, multi-qubit frequency-crowding issues. For a four-qubit subarray of the processor, we compare the action of parametric CZ gates to the ideal CZ gate using quantum process tomography (QPT) [25] [26] [27] , estimating average gate fidelities [28, 29] of F = 95%, 93%, and 91%. Next, we establish the scalability of parametric entanglement by comparing the performance of individual gates to the observed fidelity of a four-qubit maximally entangled state. Further, we directly quantify the effect of the remaining six qubits of the processor on the operation of a single twoqubit CZ gate. To do so, we prepare each of the 64 classical states of the ancilla qubit register and, for each preparation, conduct two-qubit QPT. Tracing out the measurement outcomes of the ancillae results in an average estimated fidelity of F = 91.6 ± 2.6% to the ideal process of CZ. Our error analysis suggests that scaling to larger processors through parametric modulation is readily achievable. the frequency of the flux-tunable qubit at 1 2 Φ0, η the anharmonicity of the qubit, T1 the energy relaxation time of the qubit, T * 2 the Ramsey phase coherence time, FRO the single-shot readout assignment fidelity (* is a non-QND readout [30] ), and p the single-qubit gate average error probability estimated as the decay of polarization under randomized benchmarking with Pauli generators of the Clifford group. Note that the anharmonicities of the flux-tunable qubits are measured at their operating frequencies. ) and 4 flux-tunable transmon qubits (Q1, Q3, Q5, Q7), used in the experiments. The inset shows a zoomedin version of one of the tunable qubits. The dimensions of the chip are 5.5 mm × 5.5 mm. b, Circuit schematics of a chain of 3 qubits on the chip, where QF represents the fixed transmons and QT the tunable transmons. Each tunable qubit has a dedicated flux bias line connected to AC and DC drives combined using a bias tee, which tunes the time-dependent magnetic flux Φ(t) threaded through its asymmetric SQUID loop, as depicted by the arrows. Figure 1a shows an optical image of the transmon qubit [31] quantum processor used in our experiment. The multi-qubit lattice consists of alternating tunable and fixed-frequency transmons, each capacitively coupled to its two nearest neighbors to form a ring topology. This processor is fabricated on a high resistivity silicon wafer with 28 superconducting through-silicon vias (TSVs) [32] . These TSVs improve electromagnetic isolation and suppression of substrate modes. Our fabrication process (See Ref. [32] and Supplementary Materials) requires deep reactive-ion etching (DRIE) and includes the deposition of superconducting material into the etched cavity. A schematic of a triplet of transmons on the chip is shown in Fig. 1b , with a flux-delivery mechanism consisting of AC and DC drive sources, combined with a bias tee. The tunable transmons are designed with asymmetric Josephson junctions to provide a second fluxinsensitive bias point [21, 31] . Characteristic parameters of all eight qubits are listed in Table I . We observe an average energy relaxation time of T 1 = 19.0 µs and an average Ramsey phase coherence time of T * 2 = 12.0 µs across the chip, despite the complexity of the fabrication process. We use randomized benchmarking [33] [34] [35] to estimate the average error probabilities of the single-qubit gates at an average of p = 1.1%, with the error estimated to be the decay constant of polarization for gates selected from the Pauli generators of the Clifford group. These coherence times and single-qubit gate fidelities allow us to accurately tomograph the parametric processes in this study.
DEVICE DESIGN AND CHARACTERISTICS
Each qubit is coupled to an individual readout resonator for low crosstalk measurements. We operate in the dispersive regime [36] , and use individual Josephson Parametric Amplifiers (JPAs) [16] state 3000 times, and subsequently recording the timeaveraged I and Q values of the returned signal for each qubit. By using a constant averaging filter over the demodulated returned signal, an average single-shot readout assignment fidelity of 92.3% is achieved across the chip, as listed in Table I . Using simultaneous multi-qubit readout, we train a separate binary classifier to predict the state of each qubit, accounting for readout crosstalk. The readout assignment fidelities quoted are defined as
for each qubit. Details on readout calibration are presented in the Supplementary Materials.
PARAMETRICALLY-ACTIVATED ENTANGLING GATES
The Hamiltonian for a coupled tunable-and fixedfrequency transmon pair is well approximated bŷ
where ω T (ω F ) is the resonant frequency of the tunable-(fixed-) frequency transmon, η T (η F ) is the corresponding anharmonicity, g is the static capacitive coupling between the transmons, and σ i = (|0 1| + √ 2 |1 2|). Modulating the flux through the SQUID loop sinusoidally results in
where ω m , , and θ m are the modulation frequency, amplitude, and phase, respectively, ω T = ω T + δω is the average frequency and accounts for a time-independent frequency shift δω, leads to the interaction picture Hamiltonian [23, 24] 
where g n = g J n ( /ω m )e iβn are the effective coupling strengths, ∆ = ω T − ω F is the effective detuning during modulation, β n = n(θ m + π) + ω T sin(θ m /ω m ) is the interaction phase, and J n (x) are Bessel functions of the first kind.
Parametric modulation of the tunable transmon's frequency is achieved by modulating the flux through the SQUID loop. As a result, ω T depends on the flux modulation amplitude, as well as the DC flux bias point [23] . Therefore, the resonance conditions for each of the terms in Eq. (3) involve both the modulation amplitude and Excited state visibility axes are the averaged heterodyne signal of the readout pulse along an optimal IQ quadrature axis, scaled to the separation in IQ space of the attractors associated with ground and excited states of the qubits. b, Data from the dashed line in a shows the time-domain evolution between Q0 and Q1 on resonance, as teal (circles) and pink (triangles), respectively, allowing the identification of the target modulation duration of one period (τ = 278ns). c, (inset) Circuit diagram of the Ramsey interferometer to detect a geometric phase. (main) Determination of entangling-phase accumulation for the tunable qubit Q1.
frequency. The first term in Eq. (3) can be used to implement an iSWAP gate [5, 24, 37] of duration π/2g n , while either of the latter two terms can be used to implement a CZ gate [9, 10, 24, 38] of duration π/ √ 2g n . In both cases, n depends on the particular resonance condition. Although both gates are entangling and enable universal quantum computation when combined with single-qubit gates [37, 39] , we choose to focus on the CZ implementation in order to reduce phase-locking constraints on room-temperature electronics. We thus calibrate three unique CZ gates: one between each of the neighboring pairs (Q 0 , Q 1 ), (Q 1 , Q 2 ), and (Q 2 , Q 3 ).
The parametric CZ interaction between neighboring qubits can best be understood by examining the energy bands of the two-transmon subspace. Using the notation where |ij corresponds to the ith energy level of the fixed-frequency qubit and the jth level of the tunable qubit, Fig. 2a shows an example of the characteristic coherent oscillations that are produced as the modulation frequency of the tunable transmon is scanned through resonance with the |11 ↔ |02 transition.
The CZ gate is activated by choosing modulation parameters that meet the resonance condition between |11 and |02 as implied in Eq. (3). This occurs when ω m = (ω T − η T ) − ω F and when the higher harmonics at n ≥ 2 are also sufficiently detuned. Our device operates with a static flux bias of 1 2 Φ 0 , which makes the tunable qubit first-order insensitive to flux noise and modulation. The flux must be modulated, therefore, at a frequency of ω m /2 in order to meet the resonance condition for the gate [23] . This resonance condition results in an induced coherent population exchange between the |11 and |02 energy levels of the two-transmon subspace, shown for one pair of qubits in Fig. 2a-b . After one cycle of oscillation in the population exchange between |11 and |02 , all population returns to |11 (Fig. 2c) with an additional geometric phase of π, achieving the desired CZ gate [5] .
The modulation parameters used in our parametric CZ gates are shown in Table II . The modulation amplitude is a crucial tuning parameter for ensuring that a single interaction is activated during flux modulation, since the spectrum of induced coherent oscillations is a strong function of amplitude (see Supplementary Materials and Fig. S2 ). We use the static frequency shift under modulation δω to calibrate the effective drive amplitude in fluxquantum. The duration of the CZ gate τ is calibrated using measurements on coherent population exchange as shown in Fig. 2b , with τ being one full period of the oscillation. In Fig. 2c , two Ramsey measurements are performed on the tunable qubit; one with the fixed qubit in the |1 state, and the other with the fixed qubit in the |0 state. We remove the offset phase determined in this experiment by applying R Z (−θ) in software at compilation time to the subsequent gates on the tunable qubit, which results in approximately the ideal CZ unitary of U = diag(1, 1, 1, −1).
PROCESS TOMOGRAPHY OF PARAMETRIC GATES
Next, we analyze our gates through quantum process tomography (QPT) [25] [26] [27] . Specifically, we characterize the behavior of each gate by reconstructing the evolution of a sufficiently large and diverse set of inputs, which corresponds to wrapping the gate by a set of pre-and post-rotations. We iterate over all pairs of rotations from the setR j ∈ {Î,R x (
,R x (π)} acting on each qubit separately. This yields a total of 16 × 16 = 256 different experiments, each of which we repeat N = 3000 times. The single-shot readout data is classified into discrete positive-operator valued measure (POVM) outcomes. Assuming a multinomial model for each experiment, we can write the log-likelihood function for the full set of measurement records in terms of the histograms of POVM outcomes. This log-likelihood function is convex [40] in the quantum process matrix [27] , allowing the use of the general purpose convex optimization package CVXPY [41] to directly solve the maximum likelihood estimation (MLE) problem (see Supplementary Materials for more details). Imposing complete positivity (CP) and trace preservation (TP) constraints on the estimated process is straightforward, as CVXPY also supports general semidefinite programs. Using a basis of normalized multi-qubit Pauli operators (see Supplementary Materials) {P k , k = 0, 1, 2, . . . , d
2 − 1}, we represent a given process Λ :ρ → Λ(ρ) in terms of the Pauli transfer matrix [42] given by (
The Pauli transfer matrices obtained using the parametrically-activated CZ gates between Q 0 − Q 1 , Q 1 − Q 2 , and Q 2 − Q 3 are shown in Fig. 3b-d , with the ideal process matrix shown in Fig. 3a . The average gate fidelity can be computed from the Pauli transfer matrix and is given by
, where R CZ is the Pauli transfer matrix of the ideal CZ gate. The estimates obtained from process tomography for the average gate fidelity of the CZ operations between these pairs are F = 95%, 93%, and 91%, respectively (Table II and Fig. 3 ). To within less than 1%, these results are confirmed when the MLE problem is solved under CP+TP physicality constraints.
INFIDELITY ANALYSIS
In this section, we analyze the contribution of seven potential error channels to the estimated average infidelity of a single CZ gate, between (Q 1 , Q 2 ), with 1 − F = 7%. For each potential error source, we establish an approximate upper bound contribution to the average infidelity. We use experiments to estimate five upper bounds and perform numerical simulations to estimate the others. A summary of these results can be found in Table III . We note that the sum of these bounds is greater than the estimated infidelity. We infer from this observation that some of these upper bounds are weak or that the effects of these errors do not combine linearly.
Decoherence mechanisms are the leading contributors to the infidelity of our gates. Operating the processor with tunable qubits statically biased to first-order insensitive flux bias points reduces the effect of flux noise on our gateset. However, coherence times are degraded dur- II. Characteristics of the two-qubit CZ gates performed between neighboring qubit pairs (Q0, Q1), (Q1, Q2), and (Q2, Q3). gn represents the effective qubit-qubit coupling under modulation, ωm is the qubit modulation frequency, δω is the tunable qubit frequency shift under modulation, τ is the duration of the CZ gate, and FQPT is the two-qubit gate fidelity measured by quantum process tomography. The theoretical tunable qubit frequency shifts under modulation (δω th /2π) were obtained analytically using the experimentally determined modulation frequencies ωm and are very close to the experimentally measured values (δω/2π). The gate durations and effective qubit-qubit couplings include pulse risetimes of 40 ns to suppress the effect of pulse turn on phase. ing flux modulation due to the effective qubit frequency excursion from this first-order insensitive point. Furthermore, during flux modulation, the effective eigenvalues in the coupled subspace are a function of the modulation amplitude. Fluctuations in the modulation amplitude induce additional dephasing of the qubit. We measure the effective coherence time of the tunable qubits under modulation (T * 2,eff ), finding T * 2,eff = 3−5.2 µs during the parametric drives of the CZ gates (see Table SI in Supplementary Materials). These values are experimentally obtained by inserting a variable-time parametric drive into a Ramsey experiment. We estimate from comparing these times to the CZ gate durations that decoherence mechanisms of the tunable qubit should dominate the infidelity of our gates at the few percentage level for the calibrated gate durations.
To more precisely estimate the effect of decoherence on the fidelity of our two-qubit gates, we follow the procedure described in Eqs. (11) and (12) in Ref. [24] . Specifically, we can estimate the unitaryV that is nearest to our measured process E, and calculate its fidelity against the target unitaryÛ . The infidelity betweenV andÛ is entirely due to coherent errors (as both are coherent processes), and serves as a proxy for the coherent errors of E with respect toÛ . IfV has high fidelity toÛ , we take that to be an indication that the contribution from coherent errors is small. Additionally, if the infidelity between E andV is similar to the infidelity between E andÛ , we take that to be an indication that the errors are dominated by decoherence. This is precisely the behavior we observe in our two-qubit gates, and is how we determine the contribution of decoherence to the average infidelity.
We examine SPAM errors using a MaximumLikelihood Estimation (MLE) method, which explicitly accounts for the nonideality of the readout by modeling it as a POVM, that we in turn estimate via separate readout calibration measurements. This implies that the readout infidelity is largely accounted for and corrected by our MLE tomography. The very large number of prepared bitstrings (d = 256) combined with the number of repetitions per preparation (N = 3000) results to a statistical uncertainty of ≈ 1/ (3000 × 256) ∼ 0.1%. Even accounting for the qualitative nature of this argument, we expect the error due to an imperfectly estimated readout model to be significantly smaller than 1%.
Errors in single-qubit gates will affect the observed infidelity of a QPT experiment because these are used for pre-and post-rotations. To account for their contributions, we independently measure the infidelity of the tomography pre-and post-rotation gates via simultaneous randomized benchmarking (SRB) experiments, which are based on sequences that uniformly sample the non-entangling subgroup of the two-qubit Clifford group. A rough estimate based on the gate duration and deco- 
FIG. 4.
Quantum state tomography of GHZ state. a, Quantum algorithm used to prepare the state |Ψ = (|0000 + |1111 )/ √ 2 using CZ gates, and the quantum state tomography routine used to estimate the resulting density matrix. b, Reconstructed density matrix of the prepared GHZ estimated from quantum state tomography. The resulting state fidelity is estimated to be F = 79%, in agreement with the expected performance of the three individual CZ gates, with color encoding the complex phase of each element. Density matrix elements below |ρnm| ≤ 0.01 are cast transparent for visibility.
herence time yields an expected infidelity of ∼ 0.5 − 1%. The SRB experiments confirm this and yield a typical infidelity of ∼ 1% for our tomographic pre-and postrotations. An estimate for the resulting upper bound on the infidelity of the CZ process matrix would thus be ∼ 1 − 2%, as there is a separate pre-and post-rotation for each QPT measurement sequence.
Because of weak anharmonicity of transmon qubits, leakage to the non-computational subspace also contributes to the infidelity of the entangling gates. We bound leakage error by preparing the two qubits in |11 and applying the parametric gate. In doing so, we exit and enter the computational subspace. Imprecise control of this operation results to residual population in the transmon's second excited state. We measure this residual population in the |2 state to be 6% after the QPT measurement is completed. Because population out of the computational basis is unaffected by the QPT postrotations, this population behaves as an extra decoherence channel. Bounding the resulting infidelity to the CZ gate as the full population is a worst-case approximation. Undesired changes in the amplitude or frequency of the modulation pulse (due to instrument imperfections, temperature variations, etc.), moreover, result in an unwanted shift of the qubit effective frequency under modulation,ω T , introducing infidelity to a QPT experiment. The effect of the former is straightforward, but the latter is a combined result of the amplitude-frequency interdependence of this modulation technique, and of the frequency-dependent signal transfer function through the system. This leads us to calculate
We estimate ∂ω T /∂t from measurements taken over several hours, during which we see worst-case excursions in ω T of roughly 1 MHz per hour. For a full process tomography measurement, t ∼ 5 min, resulting in a maximum frequency excursion of ∂ω T /∂t · ∂t 0.08 MHz. We estimate ∂F/∂ω T from the linewidth of the gate's chevron pattern (Fig. 2a) , which ranges between 2 and 4 MHz. Assuming a linear loss in fidelity for shifts away from the gate's frequency (chevron's center frequency), we calculate ∂F/∂ω T 1/(2 MHz). Hence, dF = (∂F/∂ω T )(∂ω T /∂t)dt 0.08 MHz/2 MHz 0.04, which provides an estimate of the contribution of undesired changes in the modulation pulse to the average infidelity.
Moreover, we quantitatively estimate the last two sources of error (i.e. spurious sidebands and residual ZZ coupling) using theoretical simulations after measuring the spectrum and qubit-qubit χ. The Hamiltonian expressed in the interaction picture, Eq. (3), is composed of two kinds of coupling: the always-on capacitive couplings, not specifically activated by the modulation, which correspond to the terms with n = 0. and spurious sidebands that correspond to n = 0. To estimate the effect of always-on coupling and spurious sidebands on the gate fidelity, we simulate the system with the relevant coupling terms separately, and estimate their contributions to be ∼ 1.9% and ∼ 0.03%, respectively. 
FOUR-QUBIT GHZ STATE
We benchmark the multi-qubit action of these parametric gates by running a quantum algorithm (Fig. 4 ) that ideally prepares a maximally entangled, four-qubit GHZ state [6] , followed by the execution of quantum state tomography (QST) [43, 44] on the resulting fourqubit state. The same set of tomography post-rotations used for QPT are also used here for QST. Similar convex optimization techniques to QPT (see Supplementary Materials for more details) allow the tomographic inversion required to estimate the density matrix for QST. The reconstructed density matrix is shown in Fig. 4 . We compute a resulting state fidelity, F = Ψ|ρ|Ψ , to an ideal four-qubit GHZ state, |Ψ = (|0000 + |1111 )/ √ 2, of F = 79%. This holds both with and without the positivityρ ≥ 0 constraint applied in the estimation. Assigning all of the resulting state error to the action of the CZ gates results in an estimate for a geometric mean of F = 92% for the three two-qubit gates, which is a difference of 0.5% from the geometric mean estimated from individual QPT analysis. We therefore conclude that further improvements to the fidelity of individual two-qubit operations will translate to improved algorithmic fidelities on this multi-qubit lattice.
FIG. 5.
Crosstalk. a, Pulse sequences used for quantifying the effect of crosstalk from ancilla qubits on the performance of CZ gates. To do this, first an arbitrary bitstring register of six ancilla qubits is prepared, with each qubit in either the ground or excited state. Then, process tomography is performed on the CZ gate between the other two qubits on the 8-qubit chip, to extract a fidelity. b, Histogram of the estimated infidelities measured using this algorithm. c, Average process fidelities achieved as a function of the number of excited qubits in the ancilla register.
QUANTIFYING CROSSTALK
In order to detect the coherent errors that are introduced by the effects of residual qubit-qubit coupling (with those qubits not associated with a certain twoqubit gate), we run a tomography procedure that involves all eight qubits of the processor. The circuit diagram for this measurement is shown in Fig. 5a . After first preparing all qubits in the ground state, we apply singlequbit rotations on a sub-register of six ancilla qubits (Q 2 − Q 7 ); applying either the identity gate or R X (π) to these qubits for a given run. Immediately thereafter, we run QPT for a CZ gate between the remaining pair of qubits (Q 0 − Q 1 ). We repeat this procedure 64 times, once for each unique bitstring of the six qubit register. For signal-to-noise considerations, each bitstring experiment is performed 250 times. The total experiment thus amounts to 4.1×10 6 individual measurements. The histogram of the estimated infidelities is shown in Fig. 5b . While the mean of the distribution is F = 91.6 ± 2.6%, there are a few outliers with infidelities that are larger by a statistically significant amount. Surprisingly, the worst estimated gate performance is observed for bitstrings in which one of the next-nearest-neighbor qubits (Q 3 ) is excited (rather than a nearest-neighbor of the pair). We attribute this error to the dispersive interaction between Q 3 and both Q 0 and Q 1 : we measure these dispersive shifts to be δω 0,3 /2π = 150kHz and δω 1,3 /2π = 270kHz. For a CZ gate duration of τ = 278 ns, these shifts correspond to single qubit phase accumulation of approximately δθ 0 =0.26 rad and δθ 1 =0.47 rad, which we associate with the observed drop in QPT fidelity. Increasing the static detuning between Q 1 and Q 3 in future designs, which is 14.5 MHz here, is expected to reduce this error channel by the squared ratio of the new detuning to the current detuning.
In addition, the estimated process fidelity versus the number of excited ancilla qubits for all measured bitsrings of the register is shown in Fig. 5c . Despite the observed variations, the average process fidelities for all but three bitstrings are within the standard error of the experiment. This demonstrates that the two-qubit parametrically-activated CZ gate is mostly insensitive to the ancilla qubits, compared to architectures that must directly address qubit-qubit coupling effects. This is a critical property of scalable quantum processors. It is worth noting, however, that the worst-case gate error estimates for such entangling gate should be considered for purposes such as error correction schemes.
With no need for intermediary couplers, we have demonstrated a parametric scheme for performing universal quantum computation on a four-qubit subarray of an eight-qubit processor. By doing so, we have reduced circuit design complexity and simplified the procedure to generate multi-qubit entangling gates, in a manner that is both frequency selective and alleviates the challenges of frequency crowding. We have measured two-qubit gate fidelities up to 95% on the subarray, and demonstrated limited sensitivity of these gates to the state of an ancilla register of the remaining six qubits. Ongoing work with this processor includes the demonstration of eightqubit algorithms, as well as further benchmarking via multi-qubit randomized benchmarking [34, 45, 46] and gate-set tomography [47] [48] [49] . Our results also highlight improvable parameters for future devices that utilize this architecture, which provides a promising foundation for high-fidelity, scalable quantum processors. • argon ion-milling process is used to remove the native oxide of the Al film in the vias prior to device-side Al deposition. This provides a high conducting connection between the metal in the vias and the device side.
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Next, the wafer is cleaved into dies and goes through transmon qubit patterning. First the dies are cleaned with acetone, IPA, and UV descum and then coated with bilayer MMA/PMMA resist stack. Then, EBL techniques are used to pattern the transmon capacitances and JJs. The die is placed into a high-vacuum electron-beam evaporation chamber and after a gentle ion-milling step (200 V, 8mA, 20
• ), a double-angle evaporation technique at 20
• is used to deposit Al/AlOx/Al layer. Finally, hot NMP followed by IPA is used to lift off the film. The fabrication process steps are presented in Fig. S1 . Figure S2 shows the theoretical parameters of parametric two-qubit gates as a function of the pulse modulation amplitude for the pairs (Q 0 , Q 1 ) and (Q 1 , Q 2 ). The modulation frequency required to activate a given gate (iSWAP, CZ 02 , CZ 20 ) is plotted in Fig. S2a . The full line of each gate is the modulation frequency, ω m /2, that activates the first harmonics. The dashed line is the modulation frequency for the second harmonics equal to ω m /4. An efficient entangling interaction takes place at a modulation amplitude where the modulation frequency is away from spurious sidebands. The frequency shift δω of the tunable qubit is plotted in purple. The effective coupling under modulation is plotted in Fig. S2b Table SI .
Theoretical predictions of the gate parameters
Single-Shot Readout
The states of our quantum processor are read out by interrogating the resonator for each qubit with flat pulse of roughly 1µs duration that is near resonant with the linear resonator and can detect the qubit state based on a dispersive frequency shift [S36] . The signals are amplified to increase the signal to noise ratio relative to the thermal noise that is added in the return path back to room temperature. Each sampled readout signal is integrated against a simple boxcar filter, yielding a scalar complex value per qubit z = I + iQ = t0+T t0 z(t)dt. To infer the underlying discrete qubit states from the noisy continuous data, we need to classify the readout data and assign a state.
To this end we implement automated classifiers through four separate three-fold cross-validated L2-penalized logistic regressions, trained on a stratified subset of the measured data. The decision thresholds for the individual classifiers are determined with the remaining holdout set by maximizing the KolmogorovSmirnov (KS) statistic. The classifier's performance may be characterized via its confusion rate matrix p jk := p(predicted j | prepared k), which can also be used to write an effective positive operator valued measure (POVM) for single-shot measurement including classifi-
The quality of the simultaneous single-shot readout data of the 4-qubit chain (Q 0 −Q 3 ) may be visualized using scatter plots of (stratified samples of) the measured data, as shown in Fig. S3 . We sort the scatter according to the prepared bitstrings and color each point according to the prepared state of the individual qubit whose (I, Q) scatter is shown. Hence the frequency of color change is correlated with the position of the qubit in the bitstring. This enables us to visually detect possible readout crosstalk, where the readout of one qubit depends on the state of another. The histograms at the top of each panel show the qubit readout data aggregated over all prepared bitstrings. As before, the color indicates the prepared state of the qubit. A good separation between histograms of different color minimizes the overlap and thus misclassification. This property is directly connected to the ability to train a powerful classifier, as will be discussed in more detail in the next section. 
N-Qubit Readout Linear Classifier
To optimize readout fidelities we take into account the fact that the readout signal for a given qubit i is not fully independent of the state of the other qubits (j = i), due to non-negligible cross-talk between different qubits on the chip. For n = 4 qubits, each with an (I, Q) readout pair, we have a combined p = 8 dimensional fea -FIG. S3 . To detect systematic errors in the full readout of the prepared bitstring it is helpful to visualize the raw data as a scatter plot against the prepared bitstring. The above figure shows the I, Q readout data of qubit 0, colored according to its prepared state. Hence the color oscillates with a period given by the position of the qubit in the bitstring. We aggregate the different prepared states over all bitstrings into a global histogram. As explained in more detail in the main text, good separation between the states of an individual qubit directly translates to a good classifier.
FIG. S4.
We evaluate the performance of the individual trained classifier for qubit 0's state with different metrics shown in the above figure. The top left corner shows the score distribution of the classifier when evaluated on a holdout set. A good separation is key to a good classifier, and the asymmetry is an indicator that the original data is not completely independent and Gaussian. The top right plot shows the Receiver-Operator-Characteristic (ROC) curve. The lower left plot shows the Kolmogorov-Smirnov (KS) statistic that is being used to infer the optimal readout threshold. neighboring qubit pairs (Q0, Q1), (Q1, Q2) , and (Q2, Q3). ∆11↔02 represents the detuning between |11 and |02 , ∆11↔20 the detuning between |11 and |20 , T * 2,eff the effective coherence time of the tunable qubit under modulation, n the associated harmonics, and φp the modulation amplitude in units of flux quantum. The symbol † denotes the transitions used for the gate. ture vector f r for each single shot r = 1, . . . , M . To train the classifier we first split the data into m t training and m h holdout records, M = m t + m h , using stratified sampling based on the prepared bitstring that we use as target variable y r = (y r,q ) q=1,...n for the classifier. The stratification is done using scikit-learn's (v0.18.1) StratifiedShuffleSplit [S50] with the random seed set to 42 and a holdout set fraction of 20%. We proceed by pre-processing the training data before fitting the final classifiers: (1) we standardize the data to have zero mean and unit standard deviation (per feature in the feature vector) and (2) decorrelate the feature space using a Principal Component Analysis (PCA) [S51]. Both methods are readily available in scikit-learn. It is worthwhile to point out that the standardization is a natural transformation for our data as single-shot noise has Gaussian character [S52]. After the pre-processing is finished, we split the target variable into n = 4 individual targets y r ∈ {0, 1} corresponding to the prepared states of each individual qubit at shot r. We use those targets to train n = 4 individual L2-penalized logistic regressions using the full p = 8 dimensional pre-processed training feature vector for each qubit, i.e. we take the (pre-processed) data of each of the other qubits into account when fitting the target qubit classifier (this also means that in order to classify the readout of a qubit, measuring all the other qubits is needed to ensure obtaining all features). The training is done using LogisticRegressionCV which automates a three-fold stratified cross-validation procedure to find an optimal value of the L2-penalty coefficient based on maximizing the accuracy score of the classifier with a default decision threshold of 0.5. Here, the accuracy score for an individual classifier is defined as
where the predicted class iŝ
The score p i = p(y i = 1|f i ) is given using the logistic link function
Here the values β 0 , β β β 1 , and λ are the intercept, the weight-vector and the L2-penalty, respectively. All of these parameters are inferred during the training of the classifier. It should be noted that, despite looking like a probability, p i is not calibrated due to the presence of the penalty λ and hence, represents only a score in the range [0, 1] . The presence of the penalty can be motivated by observing that the noise model is not purely given by Gaussian noise, but in general can also contain noise from other sources, such as thermal qubit population, T 1 -decay, and non-linear readout effects. This necessitates the introduction of a regularizer to avoid the impact of potential high-leverage points in the fitting procedure and reduce overfitting of the classifier to the training set [S53] . Note that the L2-penalty can be understood as a Gaussian prior on the weights β 0 and β β β 1 . To see this let us assume a purely Gaussian noise model
where is normally distributed with zero mean and variance σ 2 , i.e. ∼ N(0, σ 2 ). The Gaussian likelihood is
Now, if some additional information about β β β is given according to a Gaussian distribution this prior can be incorporated using Bayes rule to obtain
Taking the logarithm of the likelihood L we obtain Eq. S3 up to some additive and multiplicative constants, that are irrelevant in the optimization routine. After fitting the classifier, i.e., inferring the values β 0 , β β β 1 , and λ, we use the holdout set containing m h previously unseen readout samples to evaluate the classifiers. the threshold is varied. For a given threshold t we calculate the fraction of correctly identified positive labels (true positive rate tpr) and falsely identified positive labels (false positive rate f pr) and plot those against each other (See below for a more rigorous definition of tpr and f pr). In an ideal scenario we would identify all positive labels without ever encountering a falsely assigned label, which would make the curve approach the upper left corner. If we assigned labels uniformly at random, we would obtain the dashed diagonal line. The further away the ROC curve is from the dashed line the better the classifier is.
As we already pointed out above the score p i is not a true calibrated probability and hence we should infer an optimal decision threshold t * to maximize the performance of the classifier. A useful metric to determine t * is to maximize the Kolmogorov-Smirnov (KS) statistic. We define the two non-parametric distributions over the positive (1) and negative (0) classes individually
where we refer to the different bit classes as positive and negative, m h = n pos + n neg and I [0,t] being the indicator function on the interval [0, t]. Then we can determine the optimal threshold t * as
The curves for F pos (t), F neg (t), and their difference are shown in the lower left plots of Figs. S4 and clearly show that the optimal thresholds are widely varying for different qubit classifiers. Finally the table in the lower right corner contains several summary metrics [S51]. Before introducing any metrics let us define the concept of a confusion matrix. In any (binary) classification problem we have the prepared (true) labels and the inferred (predicted) labels. We can hence introduce four quantities in a matrix true pred 0 1
Here TN are true negatives, TP are true positives, FN are false negatives, and FP are false positives. The sum of T N + T P + F N + F P = M where M is the total number of records. It is straightforward to generalize this to the multi-label classification case. Note that the counts of these quantities depend strongly on the threshold that is applied to the classification score to decide on a positive or negative label. We can normalize these quantities and obtain conditional misclassification probabilities p(predicted j | prepared k) as
and p(1|1) = T P F N +T P . We can now define several interesting quantities:
• The accuracy score acc = T P +T N M tells us how well the classifier identifies overall correct samples.
• The true positive rate (a.k.a. recall) tpr = T P T P +F N = p(1|1) gives us an estimate of how sensitive the classifier is for a correct identification of a positive sample given all positive cases.
• The false positive rate f pr = F P F P +T N = p(1|0) which gives us an estimate of how often we wrongly assign a postive label given a negative true label.
• The precision prec = T P T P +F P is an estimate for the rate of correctly classifying a positive label given the assignment of a positive label.
• The F 1 -score F 1 = 2 tpr·prec tpr+prec gives us an estimate of how well balanced the classifier is in its trade-off between precision and recall.
• The ROC AUC, short for Receiver-OperatorCharacteristic Area-Under-Curve, is the integral of the ROC curve
and can be interpreted as the probability that the score p i of a randomly chosen positive sample i is higher than the score p j of a randomly chosen negative sample j.
Note that we generally do not need to use the joint Nqubit readout to accurately predict a given qubit's state. We do occasionally observe readout crosstalk, but this is usually restricted to direct neighbors. For predicting a given qubit's state it is therefore sufficient to use only its readout and that of its direct neighbors. This implies that we need not prepare all d = 2 n measurement basis states to train our readout classifiers. A much smaller number that is strictly less than 2 e n is sufficient, where e is the maximum number of neighbors of any qubit in the lattice. Finally, we expect that even the small readout crosstalk we currently observe will be greatly reduced by ongoing improvements to our quantum processor design and packaging.
Quantum Process Tomography
In the following we use 'super-ket' notation | ρ := vec (ρ) where vec (ρ) is a density operatorρ collapsed to a single vector by stacking its columns. The standard basis in this space is given by {| j , j = 0, 1, 2 . . . , d
2 − 1}, where j = f (k, l) is a multi-index enumerating the elements of a d-dimensional matrix row-wise, i.e. j = 0 ⇔ (k, l) = (0, 0), j = 1 ⇔ (k, l) = (0, 1), etc. The super-ket | j then corresponds to the operator |k l|.
We similarly define ρ | := vec (ρ) † such that the in-
†ρ equals the Hilbert-Schmidt inner product. If ρ is a physical density matrix andχ a Hermitian observable, this also equals its expectation value. When a state is represented as a super-ket, we can represent super-operators acting on them as Λ →Λ, i.e., we write | Λ(ρ) =Λ | ρ .
We introduce an orthonormal, Hermitian basis for a single qubit in terms of the Pauli operators and the identity | P j := vec P j for j = 0, 1, 2, 3, whereP 0 =Î/ √ 2 andP k = σ k / √ 2 for k = 1, 2, 3. These satisfy P l |P m = δ lm for l, m = 0, 1, 2, 3. For multi-qubit states, the generalization to a tensor-product basis representation carries over straightforwardly. The normalization 1/ √ 2 is generalized to 1/ √ d for a d-dimensional space. In the following we assume no particular size of the system.
We can then express both states and observables in terms of linear combinations of Pauli-basis super-kets and super-bras, respectively, and they will have real valued coefficients due to the hermiticity of the Pauli operator basis. Starting from an initial state ρ we can apply a completely positive map to it ρ = Λ K (ρ) = n j=1K jρK † j .
(S11)
A Kraus map is always completely positive and additionally is trace preserving if n j=1K † jK j =Î. We can expand a given map Λ(ρ) in terms of the Pauli basis by exploiting that
whereÎ is the super-identity map. For any given map Λ(·), B → B, where B is the space of bounded operators, we can compute its Pauli-transfer matrix as (R Λ ) jk := Tr P j Λ(P k ) , j, k = 0, 1, , . . . , d
2 − 1.
(S12)
In contrast to Ref.
[S42], our tomography method does not rely on a measurement with continuous outcomes but rather discrete POVM outcomes j ∈ {0, 1, . . . , d − 1}, where d is the dimension of the underlying Hilbert space.
In the case of perfect readout fidelity the POVM outcome j coincides with a projective outcome of having measured the basis state |j . For imperfect measurements, we can falsely register outcomes of type k = j even if the physical state before measurement was |j . This is quantitatively captured by the readout POVM. Any detection scheme-including the actual readout and subsequent signal processing and classification step to a discrete bitstring outcome-can be characterized by its confusion rate matrix, which provides the conditional probabilities p(j|k) := p(detected j | prepared k) of detected outcome j given a perfect preparation of basis state |k whereÎ is the identity operator.
State tomography
For state tomography, we use a control sequence to prepare a state ρ and then apply d 2 different postrotationsR k to our state ρ → Λ R k (ρ) :=R kρR † k such that vec (Λ R k (ρ)) =Λ R k | ρ and subsequently measure it in our given measurement basis. We assume that subsequent measurements are independent which implies that the relevant statistics for our Maximum-LikelihoodEstimator (MLE) are the histograms of measured POVM outcomes for each prepared state: n jk := number of outcomes j for an initial stateΛ R k | ρ (S16)
If we measure a total of n k = d−1 j=0 n jk shots for the pre-rotationR k the probability of obtaining the outcome h k := (n 0k , . . . , n (d−1)k ) is given by the multinomial distribution p(h k ) = n k n 0k n 1k · · · n where for fixed k the vector (p 0k , . . . , p (d−1)k ) gives the single shot probability over the POVM outcomes for the prepared circuit. These probabilities are given by
Here we have introduced π jl := N j |P l = Tr N jPl , (R k ) rm := P r |Λ R k | P m and ρ m := P m |ρ . The POVM operators N j = d−1 k=0 p(j|k)Π k are defined as above.
The joint log likelihood for the unknown coefficients ρ m for all pre-measurement channels R k is given by log L(ρ) = 
Maximizing this is a convex problem and can be efficiently done even with constraints that enforce normalization Tr (ρ) = 1 and positivity ρ ≥ 0.
