Abstract-Artificial Immune Recognition System (AIRS) is an immune inspired classifier that competes with famous classifiers. One of the most important components of AIRS is resource competition. The goal of resource competition is the development of the fittest individuals. Resource competition phase removes weakest individuals and selects strongest (seemly good) individuals. This type of selection has high selective pressure with a loss of diversity. It may generate premature memory cells and decrease the accuracy of classifier. In this study, the Real World Tournament Selection (RWTS) method is incorporated in resource competition phase of AIRS to prevent this issue and experiments are conducted to evaluate the accuracy of new algorithm (RWTSAIRS). The combination of cross validation and t test is used as evaluation method. Algorithms tested on benchmark datasets of the UCI machine learning repository show that RWTSAIRS obtained higher accuracy than AIRS in all cases and that the difference between accuracies of two algorithms was significant in majority of cases.
I. INTRODUCTION
One branch of natural computation is Artificial Immune System (AIS). AIS is a computational method inspired by the biological immune system. It is progressing slowly and steadily as a new branch of computational intelligence and soft computing [1, 2] . It has been used in several applications such as: machine learning, pattern recognition, computer virus detection, anomaly detection, optimization and robotics [2] . One of AIS based algorithms is Artificial Immune Recognition System (AIRS). AIRS is a supervised immune-inspired classification system capable of assigning data items unseen during training to one of any number of classes based on previous training experience. AIRS is probably the first and best known AIS for classification, having been developed in 2001 [3] .
AIRS has four main steps: i) Initialization, ii) ARB generation, iii) Competition for resources and nomination of candidate memory cell, and iv) promotion of candidate memory cell into memory pool.
The resource competition phase which maintains better populations in the system, plays an important role in AIRS [4] . The goal of resource competition is the development of the fittest individuals. The resource competition phase allows the high affinity ARB (Artificial Recognition Ball) to Shahram Golzari is a PhD candidate in Faculty of Computer Science and Information Technology, Universiti Putra Malaysia, 43400, Serdang, Selangor, Malaysia. Email: golzari@ieee.org Shyamala Doraisamy, Md. Nasir Sulaiman, and Nur Izura Udzir are with the Faculty of Computer Science and Information Technology, Universiti Putra Malaysia, 43400, Serdang, Selangor, Malaysia. Email: {shyamala,nasir,izura}@fsktm.upm.edu.my improve. Resource competition phase removes weakest ARBs and selects strongest (seemly good) ARBs. This type of selection has high selective pressure with a loss of diversity. It may generate premature memory cells. The stochastic selection method in evolutionary computation balances between selection pressure and diversity, and prevents the algorithms to converge towards wrong solutions [5] . One of the recently proposed selection methods is Real Word Tournament Selection (RWTS) [6] . RWTS is derived from the real world tournament competition, and statistical analysis show that RWTS has a higher selection pressure with a relatively small diversity and higher sampling accuracy than other conventional selection method [7] .
In this study, we adapt the RWTS in order to be incorporated into the resource competition phase of AIRS to increase the accuracy of AIRS. To evaluate the performance of new algorithm (RWTSAIRS), both algorithms (AIRS and RWTSAIRS) are run ten times on each dataset. In each run ten fold cross validation method is used to estimate the accuracy of algorithms. We use the paired t test to find the statistically significant differences between accuracies of two algorithms. We also use benchmark datasets from the UCI machine learning repository in experiments.
The rest of paper is organized as follows; the following section introduces the AIRS algorithm briefly. Section 3 describes the resource competition phase and the RWTS method. Section 4 illustrates the evaluation method, experiments and results.
II. AIRS
Artificial Immune Recognition System (AIRS) was investigated by Watkins [3] . AIRS can be applied to classification problems, which is a very common real world data mining task. Studying the capabilities of AIS for solving classification problems was the initial objective of developing AIRS, but results showed that AIRS is comparable with famous classifiers. Before AIRS, most artificial immune system researches focused on unsupervised learning and clustering. The only other attempt to use immune systems for supervised learning was the work of Carter [8] . AIRS uses the several concepts of immune system including resource competition, clonal selection, affinity maturation, memory cell production and also used the resource limited artificial immune system concept investigated by [9] . In fact, AIRS is a hybrid algorithm that uses the concepts of different immune system theories. In the first step, AIRS performs normalization for all training data. This normalization puts the distances between two data in the [0,1] interval. After normalization, the algorithm initializes the memory cell pool and ARB pool from randomly selected training data. Now, the algorithm is ready to generate memory cells. The memory cell generation mechanism for each antigen is as follows [3, 4] , [10] :
1. A training antigen is compared with all the memory cells in the memory cell pool that have the same class as the antigen. The memory cell most stimulated by the antigen is selected and cloned. The memory cell and all generated clones are put into the ARB pool. The number of generated clones depends on the affinity between the memory cell and antigen. This affinity is determined by the Euclidean distance between the feature vectors of the memory cell and the training antigen. The smaller Euclidean distance means the higher affinity and generating more number of clones.
2. In the next step, the training antigen is presented to all the ARBs in the ARB pool. All the ARBs are rewarded based on the affinity between the ARB and the antigen. If the ARB and antigen belong to the same class, ARB is rewarded highly for high affinity with the antigen; otherwise, the ARB is rewarded highly for a low value of affinity measure. The rewards are in the form of number of resources (resource allocation). More rewards allocates more resources. When the number of resources is calculated for all ARBs, the sum of allocated resources in the system typically exceeds the maximum number allowed for the system and the excess number of resources held by ARBs must be removed from the system. The algorithm finds the ARB with lowest resources and removes its resources and repeats this task until the allocated resources do not exceed the number of the allowed resources. Then, ARBs with zero resources are removed from the ARB pool. This procedure is named resource competition. The remaining ARBs are tested for their affinities towards the training antigen. If for any class, ARBs does not meet a user defined stimulation threshold, then the ARBs are mutated and cloned again. This step is repeated until the affinity for all classes meet the stimulation threshold.
3. After all classes have passed the stimulation threshold, the highest affinity ARB of the same class as the antigen is chosen as a candidate memory cell. If its affinity for the training antigen is greater than the affinity of the original memory cell selected for cloning at step 1, then the candidate memory cell is placed in the memory cell pool; and If the difference in affinity of these two memory cells is smaller than a user defined threshold, the original memory cell is removed from the memory cell pool.
These steps are repeated for each training antigen. After completion of training, memory cells are used for classification. The K-nearest neighbor method is used to classify test data. The class of a test data is determined by majority voting among the k most stimulated memory cells.
AIRS has shown that is comparable with famous classifiers [3] . In [4] some updates, such as modification in ARB pool structure, mutation routine, cloning routine and stopping criteria, were applied on AIRS. These modifications didn't put significant positive effect on accuracy of AIRS. Also some researches have been done to improve and evaluate the performance of AIRS [10] [11] [12] [13] [14] . The results show that AIRS is comparable with famous and powerful classifiers.
III. RESOURCE COMPETITION
AIRS uses the adapted version of resource limited artificial immune system introduced in [9] . In AIRS, ARB and B-cell concepts are same and ARBs of each class compete for resources. Each class could have a maximum number of resources. This amount is a portion of resources of system. The resources of system are also limited. Each ARB claims the number of resources depend on its affinity to antigen and its class. If the total number of resources allocated for one class is greater than the maximum number of resources allowed for it, then the number of resources make up the difference must be removed. To remove the extra resources, the weakest ARB (less rewarded ARB) is selected and a sufficient number of its resources are removed. If the number of its resources falls to zero then the ARB is removed from the system. This process is repeated until the allocated resources and the maximum number of resources allowed for a class be equal. The resource competition phase selects the strongest ARBs to remain in the system and removes weakest ARBs from the system (survival the fittest individuals) and hence, the resource competition is a selection process and generating memory cells is an evolutionary process. There are two important issues in the evolutionary process: diversity and selective pressure. These factors are strongly related: an increase in the selective pressure decreases the diversity and vice versa. In other words, strong selective pressure supports the premature convergence of process; a weak selective pressure can make the process ineffective [5] . Thus it is important to strike a balance between these two factors. The resource competition phase of AIRS supports high loss of diversity, because the weakest ARBs don't have even a little chance to select for next step.
Stochastic selection will maintain the diversity in the population by occasionally choosing not-so-good solutions. This event may protect algorithms from converging to a premature and wrong solution. Three basic and important types of stochastic selection have been reported in the literature: fitness proportion selection (roulette wheel selection), ranking-based selection and tournament selection [5] . The detailed description, advantages and disadvantages of these methods could be found in [15] [16] [17] respectively.
Researchers have developed some modified versions of these basic methods. RWTS is tournament base selection method that introduced in [6] . Statistical analysis show that RWTS has a higher selection pressure with a relatively small less of diversity and higher sampling accuracy than conventional tournament selection method [6, 7] ; in addition tournament selection has shown stable and reliable pressure in contrast to other stochastic methods [5] . Therefore, we use the RWTS method in this study.
A. Real World Tournament Selection (RWTS)
The idea of RWTS is derived from real world tournament competition. Tournament method is used to select a champion from among many players in a sports game. The participants compete in elimination races, if one wins a competition, then one will survive; if not, one is eliminated. In RWTS, each individual in the population is sequentially paired with a neighbor. The competition factor is fitness. If the last individual has no neighbor, this individual competes with an individual randomly selected from among the same tournament level. When all competitions in the present tournament level are completed, only the winners are inserted into the mating pool and go on to the next tournament level. The process is repeated until the suitable numbers of individuals are selected [6] .
To use RWTS in the resource competition phase of AIRS, some adaptation must be done in RWTS. In resource competition, individuals are the ARBs of each class. These ARBs participate in competition. Each ARB competes with a neighbor (ARB B is a neighbor of ARB A, if ARB B is the first ARB among the ARBs that generated in the system after ARB A and class of them is as same as class of ARB A). The basis of competition is the amount of allocated resources of ARBs. The amount of allocated resources for each ARB is calculated in the resource allocation process. The ARB with more allocated resources remains in the system and another ARB leaves the system. This competition repeated for paired of ARBs until the allowed resources for class will be equal the sum of allocated resources of remained ARBs or all ARBs participate in competition. If all ARBs participate in competition and the allowed resources for class is greater that sum of allocated resources yet, the next tournament level of competition will be started. The competition rules are same for all levels of tournament. The competition is repeated until the equality of allowed resources with sum of allocated resources would be satisfied finally.
IV. EXPERIMENTS AND RESULTS
Experiments were carried out in order to determine how RWTSAIRS performed compared to AIRS. The WEKA programme codes of AIRS [18] was used to incorporate the adapted RWTS in the resource competition phase of AIRS. To have as fair as possible comparison between two algorithms, both the AIRS and RWTSAIRS were run with the default parameters of code [19, 20] . The values of parameters are shown in Table II . Twelve benchmark datasets were retrieved from the wellknown UCI machine learning repository [21] . We selected datasets with varying number of attributes, instances and classes, from simple toy datasets to difficult real world learning problems to cover the complete characteristics of data. Since the WEKA programme codes for AIRS supports both continuous and discrete attributes, we could choose datasets with discrete attributes.
The combination of a cross validation approach and statistical t tests was used to compare the mean accuracies of algorithms for each dataset. This method is recommended in the literature to compare the accuracy of classifiers and also model selection [22] [23] [24] . N-fold cross validation is a robust approach to estimate the predictive accuracy of the classification algorithms. In this approach, the instances are randomly divided to N equal subsets. Each instance is put in one subset. At each iteration, N-1 subsets are merged to form the training set and the classification accuracy of the algorithm is measured on the remaining subset. This process is repeated N times, choosing a different subset as the test set each time. Therefore, all data instances have been used N-1 times for training and once for testing. The final predictive accuracy is computed over all folds in the usual manner but dividing the number of correct classifications taken over all folds by the number of data instances in all folds. Some theoretical issues and also several tests on numerous different data sets by using different classification algorithms have shown that the tenfold cross validation gets best estimates of accuracies [22] [23] [24] ; therefore we used the ten-fold cross validation in experiments. In addition, since there are some randomness in AIRS and the cross validation method, both algorithms were run ten times on each dataset to achieve more reliable accuracies.
The one tail paired t test is performed to compare the mean accuracy of both algorithms and test our hypothesis. In this study, the null hypothesis ( H 0 ) is tested against the alternative hypothesis ( H 1 ).
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The P-value of the test could be used the make the decision about the existing significant difference between the accuracies of two algorithms. The P-value indicates the probability of obtaining the existing sample data given the null hypothesis. A low P-value leads to the rejection of the null hypothesis and acceptance of alternative hypothesis. The commonly used level of significance 0.05 is applied in this study. P-value under 0.05 rejects the null hypothesis and shows the significant difference between accuracies. Table III shows the accuracies and P-values achieved by the algorithms for the experimental datasets. Columns 2 and 3 show the mean accuracy of AIRS and RWTSAIRS respectively and last column represents the significantly of difference between accuracies.
Based on the results, RWTSAIRS obtains higher accuracies in all cases. RWTSAIRS also achieves a significantly higher accuracy in eight datasets. It seems that for significant differences, it depends on the values, distribution and nature of data. Finding the relationship between the characteristics of data and significant difference between accuracies would require further exploration on data. This is the future direction of this study.
AIRS is an instance construction method. Instance constructions algorithms construct new instances which do not exist in the original data. Instance construction algorithms may put the instances in places that they are most efficient rather than original instances. The number of final instances also is less than the number of original instances. In AIRS, the final memory cells are constructed instances and the algorithm uses them for the classification with KNN. Table IV shows the number of memory cells which are remained in the system in both algorithms. The values in parenthesis show the data reduction percentage. From Table IV , it can be seen that in all cases the number of final memory cells in RWTSAIRS is greater than AIRS. As we mentioned, RWTSAIRS supports the higher level of diversity in contrast to AIRS; and explores the search space for more accurate results. When one memory cell is generated in the system, it would not be replaced by the next memory cells in most cases and memory cells will keep accumulating in the system. Therefore, the algorithm generates larger numbers of more accurate and efficient memory cells.
There is a consistency between the difference in the number of memory cells in the two algorithms and the Pvalue. We can see that the low amount of P-value in the datasets for this difference is high. In other words, if the algorithm can construct the suitable number of more accurate memory cells, then it can obtain more accuracy. In fact algorithm could generate the more accurate memory cells and prevent to generation of additional, inaccurate and unnecessary memory cells.
V. CONCLUSION
In this study, we incorporated the RWTS method in the resource competition phase of AIRS in order to prevent the possible generation of premature memory cells and increase the accuracy of AIRS. The combination of cross validation and statistical t test was used as evaluation method to compare the accuracy of AIRS and proposed algorithm, RWTSAIRS. The results of experiments showed that RWTSAIRS increases the accuracy of AIRS significantly in majority of cases. RWTSAIRS also generates more number of memory cells in all cases. Finding the reason of no significant difference between accuracies of algorithms on some datasets would be done as future work of this study by more exploration on data.
