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Introduzione
Lo studio delle proprieta` dispersive dell’equazione di Schro¨dinger, lineare
e non, e` un tema di ricerca attuale e molto attivo. In questo lavoro, ci
concentreremo su operatori ottenuti tramite una perturbazione lineare del
Laplaciano. In particolare, studieremo il problema di Cauchy per l’equazione
di Schro¨dinger non omogeneai∂tu(t, x) = ∆xu(t, x) + V (t, x)u(t, x), x ∈ Rn, t ∈ Ru(0, x) = f(x), f ∈ L2(Rn) (1)
dove il potenziale V e` 2pi-periodico nel tempo, a valori complessi, e appartiene
allo spazio Ln/2x L
∞
t .
Nel caso libero (V = 0), il propagatore e−it∆ soddisfa, per t 6= 0, le stime
dispersive
‖e−it∆g‖p . |t|−
n
2 (
1
q
− 1
p)‖g‖q, 1
p
+
1
q
= 1, p ≥ 2 (2)
Da queste, grazie ad un’argomento di dualita` (TT ∗) e a un risultato di inte-
grazione frazionaria, si ottengono le classiche stime di Strichartz [8], che forni-
scono una versione globale delle proprieta` dispersive del flusso dell’equazione
di Schro¨dinger libera:
‖e−it∆g‖LptLrx . ‖g‖L2x ,
2
p
=
n
2
− n
r
,
1
p
+
1
q
=
1
r
+
1
s
= 1, p > 2. (3)
Nell’elaborato ci limitiamo a lavorare in dimensione n ≥ 3: sotto tale ipotesi,
Keel e Tao [17], hanno mostrato la validita` delle (3) anche nel caso estremale
p = 2, r = 2n/(n− 2).
Le stime di Strichartz sono uno strumento fondamentale per studiare i pro-
blemi di esistenza locale per l’equazione di Schro¨dinger non-lineare. Ci chie-
diamo, quindi, sotto quali ipotesi sul potenziale V le (3) si possano estendere
al caso perturbato. In generale, le (3) non sono valide, a causa della possi-
bile presenza di onde solitarie, soluzioni di (1) che soddisfano la relazione di
quasi-periodicita`
u(t+ 2pi, x) = e2piiλu(t, x)
ii
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Le natura di queste soluzioni e` legata alle proprieta` spettrali dell’Hamilto-
niana di Floquet K = i∂t − ∆x + V associata al potenziale V , che agisce
sulle funzioni 2pi periodiche nel tempo. Infatti, se u(t, x) e´ un’onda solitaria,
allora ψ := e−iλtu(t, x) e` 2pi-periodica nel tempo, appartiene a L2(T×Rn), e
soddisfa l’identita` distribuzionale (K − λ)ψ = 0: diremo in tal caso che ψ e`
un’autofunzione per K relativa all’autovalore λ. In generale, se (K−λ)ψ = 0,
potremmo avere ψ 6∈ L2(T× Rn). In tal caso, diremo che ψ e` una risonanza
per K, relativa a λ.
Nell’elaborato, seguendo un recente lavoro di M. Goldberg [9], proveremo
che, grazie all’ipotesi V ∈ Ln/2x L∞t e alle stime di Strichartz libere, l’Hamil-
toniana K possiede un numero finito di autovalori, contati con molteplicita`,
nella striscia 0 ≤ Re(λ) < 1. Inoltre, se aggiungiamo l’ipotesi di assenza di
risonanze, e imponiamo delle opportune proprieta` di decadimento o regola-
rita` per le autofunzioni, possiamo provare che, per ogni dato iniziale f in
un’opportuno spazio di codimensione finita, le soluzioni di (1) soddisfano le
stime di Strichartz (3).
La dimostrazione di tali risultati basa su un’applicazione diretta della for-
mula di Duhamel. Si puo` provare, infatti, che le ipotesi poste sul potenziale
V non sono sufficienti a garantire un’analogo delle stime dispersive (2) [11]
L’esistenza di una soluzione di (1) nello spazio di Strichartz L2xL
2n/(n−2)
t e`
legata all’invertibilita` di un operatore S definito su L2tL
2
x. Nell’elaborato co-
struiremo una decomposizione di L2tL
2
x in sottospazi invarianti per S, isomorfi
a L2(T×Rn). Inoltre, proveremo che le restrizioni di S a tali sottospazi sono
delle perturbazioni compatte dell’identita`; in tal modo possiamo applicare la
teoria di Fredholm per dedurre l’esistenza di un numero finito di autovalori.
Infine, sfruttando le proprieta` di “smoothing” delle soluzioni, riusciremo a
caratterizzare l’azione globale di S, giungendo cos`ı al risultato voluto.
I risultati provati nell’elaborato valgono in grande generalita`; tuttavia le ipo-
tesi richieste sono spesso molto difficili da verificare in un caso concreto. In
particolare, riusciamo a escludere la presenza di risonanze solo in dimensione
alta (n ≥ 7), mentre in molti problemi fisici lo spazio ambiente naturale e`
R3. Uno sviluppo di ricerca consiste quindi nel determinare delle condizioni
sul potenziale V , di piu` semplice verifica, che garantiscano la validita` delle
stime di Strichartz.
Capitolo 1
Definizioni e teorema principale
Consideriamo il problema di Cauchy per l’equazione di Schro¨dinger non
omogenea:i∂tu(t, x) = ∆xu(t, x) + V (t, x)u(t, x), x ∈ Rn, t ∈ Ru(0, x) = f(x), f ∈ L2(Rn) (1.1)
dove V (t, x) ∈ Ln/2x L∞t e` un potenziale 2pi-periodico nel tempo, a valori
complessi. Specifichiamo cosa intendiamo per soluzione di (1.1):
Definizione 1.1. Diciamo che
u(t, x) ∈ C(R;L2(Rn))
e` soluzione, (secondo Hadamard [12]), del problema (1.1), se soddisfa la
seguente identita` integrale, nota come formula di Duhamel :
u(t, x) = e−it∆f(x) + i
∫ t
0
e−i(t−s)∆V (s, x)u(s, x)ds
Osservazione 1.1. Se u(t, x) e` soluzione di (1.1), possiamo scrivere la for-
mula di Duhamel usando un generico istante iniziale t0 ∈ R:
u(t, x) = e−i(t−t0)∆u(t0, x) + i
∫ t
t0
e−i(t−s)∆V (s, x)u(s, x)ds
1.1 Il caso libero
Nel caso libero (V = 0), il propagatore
e−it∆ ∈ C∞(R;L2(Rn))
1
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e` un’isometria di L2(Rn), per ogni t ∈ R. Inoltre, valgono le stime dispersive:
‖e−it∆g‖p . |t|−
n
2 (
1
q
− 1
p)‖g‖q, 1
p
+
1
q
= 1, p ≥ 2 (1.2)
Da queste, grazie ad un’argomento di dualita` e a un risultato di integrazione
frazionaria, si ottengono le classiche stime di Strichartz [8], che forniscono
una versione globale delle proprieta` dispersive del flusso dell’equazione di
Schro¨dinger libera:
Teorema 1.1 (Stime di Strichartz libere).
‖e−it∆g‖LptLrx . ‖g‖L2x (1.3)∥∥∥ ∫
R
e−i(t−s)∆g(s, x)ds
∥∥∥
LptL
r
x
. ‖g‖LqtLsx (1.4)∥∥∥ ∫
R
e−it∆g(t, x)dt
∥∥∥
L2x
. ‖g‖LqtLsx (1.5)
dove
2
p
=
n
2
− n
r
,
1
p
+
1
q
=
1
r
+
1
s
= 1, p > 2.
Per il resto dell’elaborato, supporremo n ≥ 3. Sotto questa ipotesi, Keel
e Tao [17] hanno provato la validita` delle (1.3)-(1.4)-(1.5) anche nel caso
estremale p = 2, r = 2n/(n− 2).
1.2 Onde solitarie
Nel caso perturbato, le stime di Strichartz non sono valide in generale. Infatti,
e` possibile l’esistenza di un tipo particolare di soluzioni:
Definizione 1.2. Una soluzione φ(t, x) di (1.1) si dice onda solitaria, relativa
a λ ∈ C, se soddisfa la relazione di quasi-periodicita`
φ(t+ 2pi, x) = e2piiλφ(t, x) (1.6)
Osservazione 1.2. Se φ(t, x) 6≡ 0 e` un’onda solitaria, allora
‖φ(t, x)‖LptLrx =
∑
m∈Z
e−2piIm(λ)‖φ(t, x)χ{t∈[0,2pi)}‖LptLrx = +∞
In particolare, la stima (1.3) non puo` essere valida.
La natura delle onde solitaria diventa chiara in termini dell’Hamiltoniana di
Floquet K associata al potenziale V :
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Definizione 1.3. L’Hamiltoniana di Floquet associata al potenziale V e` la
mappa
K : L1,loc(T× Rn)→ D(T× Rn),
tale che, per ogni u ∈ L1,loc(T× Rn), h ∈ C∞0 (T× Rn),
(Ku)h =
∫
T×Rn
−iu∂th− u∆xh+ V uh dxdt
Introduciamo i concetti di autofunzione e risonanza per l’Hamiltoniana K:
Definizione 1.4. Sia ψ ∈ L1,loc(T× Rn) una soluzione di
(K − λ)ψ = 0
• Se ψ ∈ L2(T × Rn), diremo che e` un’autofunzione per K relativa
all’autovalore λ.
• Se ψ 6∈ L2(T× Rn), diremo che e` una risonanza per K relativa a λ.
Definiamo inoltre lo spettro di K:
σ(K) := {λ ∈ C : esiste ψ ∈ L1,loc(T× Rn) che risolve (K − λ)ψ = 0}
Osserviamo che, se una funzione φ soddisfa la relazione di quasi periodicita`
(1.6), allora e−iλtφ e` 2pi periodica. Possiamo allora definire lo spazio
Nλ :=
¶
φ ∈ L2,loct L2x : φ(t+ 2pi, x) = e2piiλφ(t, x), (K − λ)e−iλtφ = 0
©
Lemma 1.1. Sia φ un’onda solitaria, relativa a λ. Allora φ ∈ Nλ.
Dimostrazione. Anzitutto osserviamo che
φ ∈ C(R;L2(Rn)) ⊂ L2,loc(R;L2(Rn))
Dato che φ e` soluzione di (1.1), in particolare soddisfa l’equazione distribu-
zionale
(i∂t −∆x + V )φ = 0,
cioe` ∫
Rt×Rnx
−iφ∂th˜− φ∆xh˜+ V φh˜ dxdt = 0 (1.7)
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per ogni h˜ ∈ C∞0 (Rt × Rnx). Proviamo ora che (K − λ)e−iλtφ = 0; data
h ∈ C∞0 (T× Rn), applichiamo la (1.7) con h˜ = e−iλth. Otteniamo
((K − λ)e−iλtφ)h =
∫
T×Rn
−ie−iλtφ∂th− e−iλtφ∆xh+ V e−iλtφh dxdt
=
∫
T×Rn
−iφ∂t(e−iλth)− φ∆x(e−iλth) + V φe−iλth
− λφe−iλth dxdt = 0
Sfruttando le ipotesi sul potenziale V , possiamo provare il viceversa del
lemma 1.1:
Lemma 1.2. Sia φ ∈ Nλ. Allora φ e` un’onda solitaria, relativa a λ.
Dimostrazione. Dato che (K − λ)e−iλtφ = 0, in maniera analoga a quanto
visto prima, si conclude che φ risolve l’equazione distribuzionale
(i∂t −∆x + V )φ = 0
Formalmente, quindi, vale la formula di Duhamel:
φ(t, x) = ei(t−t0)∆φ(t0, x) + i
∫ t
t0
ei(t−s)∆V (s, x)φ(s, x)ds, (1.8)
per ogni istante iniziale t0 ∈ R. Non avendo a disposizione la continuita`
rispetto al tempo di φ, non possiamo dare una giustificazione rigorosa del-
la relazione puntuale (1.8). Tuttavia, dato che φ ∈ L2,loct L2x ⊂ L1,loct L2x,
possiamo ottenere un’identita` effettiva integrando la (1.8) su un’intervallo
temporale finito. In particolare, possiamo mediare su tutti gli istanti iniziali
t0 ∈ [t− 2pi, t], ottenendo
φ(t, x) =
1
2pi
∫ t
t−2pi
ei(t−t0)∆φ(t0, x)dt0
+ i
∫ t
t−2pi
∫ t
t0
ei(t−s)∆V (s, x)φ(s, x)dsdt0
(1.9)
Possiamo ora provare la continuita` di φ rispetto al tempo. Grazie alla (1.9),
φ(t, x)− φ(0, x) = 1
2pi
∫ 0
−2pi
(e−i(t−t0)∆ − e−i(−t0)∆)φ(t0, x)dt0
+
∫ t
0
iei(t−s)∆V (s, x)φ(s, x)ds
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Ricordiamo che il propagatore libero e−it∆ e` continuo in t. Quindi∥∥∥∥∥
∫ 0
−2pi
(e−i(t−t0)∆ − e−i(−t0)∆)φ(t0, x)dt0
∥∥∥∥∥
L2
. ε(t)‖φ‖L1,loct L2x
con ε(t)→ 0 per t→ 0.
Per studiare il secondo integrale, e` necessario un risultato di regolarita` locale
per il flusso della (1.1). Nel quinto capitolo, proveremo la relazione
V φ ∈ L2,loct L2n/(n+2)x .
Terminiamo la dimostrazione, usando tale risultato (precisiamo che non ci
sono ragionamenti circolari, abbiamo presentato subito il lemma (1.2) solo per
una maggiore chiarezza di esposizione). Ricordando che e−it∆ e` un’isometria
su L2(Rn), e usando la (1.5) con g(s, x) = χ{s∈[0,t]}V (s, x)φ(s, x), si ottiene
∥∥∥ ∫ t
0
ei(t−s)∆V (s, x)φ(s, x)ds
∥∥∥
L2x
=
∥∥∥ ∫ t
0
eis∆V (s, x)φ(s, x)ds
∥∥∥
L2x
. ‖χ{s∈[0,t]}V φ‖L2,loct L2n/(n+2)x → 0
per t→ 0. Possiamo allora conlcudere che
‖φ(t, x)− φ(0, x)‖L2x → 0
per t → 0, da cui la continuita` in t = 0; la dimostrazione per un generico
t ∈ R e` analoga. Grazie alla continuita`, la (1.8) diventa un’identita` effettiva;
quindi φ e` soluzione di (1.1) e, in particolare, un’onda solitaria.
I lemmi (1.1) e (1.2) implicano che Nλ e` lo spazio delle onde solitarie relative
a λ. In particolare, la continuita` di φ ∈ Nλ ci permette di definire lo spazio
dei dati iniziali:
Xλ =
¶
Φ ∈ L2(Rn) : Φ = φ(0, ·), φ ∈ Nλ
©
(1.10)
Osservazione 1.3. Se ψ ∈ L2(T×Rn) risolve (K−λ)ψ = 0, allora per ogni
m ∈ Z,
(K − λ−m)eimtψ = 0
Quindi, σ(K) e` invariante per traslazioni intere, e in particolare
Nλ+m = Nλ, Xλ+m = Xλ
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Indichiamo ora con K¯ l’Hamiltoniana di Floquet associata al potenziale V¯ .
In maniera analoga a quanto fatto per K, possiamo definire le nozioni di
autofunzione e risonanza per K¯, lo spettro
σ(K¯) := {λ ∈ C : esiste ψ ∈ L1,loc(T× Rn) che risolve (K − λ¯)ψ = 0},
e gli spazi delle onde solitarie e dei corrispettivi dati iniziali
N˜λ :=
{
φ ∈ L2,loct L2x : φ(t+ 2pi, x) = e2piiλ¯φ(t, x), (K − λ¯)e−iλ¯tφ = 0
}
Xλ =
¶
Φ ∈ L2(Rn) : Φ = φ(0, ·); φ ∈ Nλ¯
©
Lo spettro σ(K¯) e` invariante per traslazioni intere, e
N˜λ+m = N˜λ, X˜λ+m = X˜λ
1.3 Il teorema principale
Specifichiamo le ipotesi da imporre sul potenziale V . Anzitutto, dobbiamo
escludere la presenza di risonanze per K e K¯; vedremo nell’elaborato che,
per Im(λ) 6= 0, non possono esistere risonanze. Ci basta quindi supporne
l’assenza sulla retta reale. Abbiamo anche bisogno di alcune condizioni di
decadimento o regolarita` per le autofunzioni di K, K¯:
(C1) e−iλtNλ, e−iλ¯tN¯λ sono contenuti in
L
2n
n+2
Ä
Rn, L2 ([0, 2pi])
ä
+ 〈x〉−1L2([0, 2pi]× Rn)
(C2) Xλ, X˜λ sono contenuti in
L
2n
n+2 (Rn) +W 1,
2n
n+2 (Rn)
Osservazione 1.4. La condizione (C2) puo` essere indebolita. Nel capito-
lo finale costruiremo infatti una famiglia di spazi di regolarita` minore, che
possono essere usati al posto di W 1,
2n
n+2 (Rn)
Per finire, imponiamo una proprieta` algebrica sugli spettri σ(K), σ(K¯)
(C3) La proiezione ortogonale da Xλ su X˜λ e` bigettiva.
Enunciamo quindi il teorema principale dell’elaborato, concentrandoci sul
caso estremale p = 2, r = 2n/(n− 2) della (1.3):
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Teorema 1.2. Sia V (t, x) ∈ Ln/2x L∞t (n ≥ 3) un potenziale 2pi-periodico in
t. Supponiamo che K, K¯ non abbiano risonanze sull’asse reale, e che per
ogni autovalore λ ∈ C, valgano le condizioni (C1), (C2) ,(C3). Allora K, K¯
possiedono solo un numero finito di autovalori λ nella striscia
{λ ∈ C, 0 ≤ Re(λ) < 1},
contati con molteplicita`. Inoltre, il problema (1.1) ammette un’unica soluzio-
ne u(t, x) ∈ L2tL2n/(n−2)x , che soddisfa
‖u‖
L2tL
2n/(n−2)
x
. ‖f‖L2x (1.11)
per ogni dato iniziale f appartenente al complemento ortogonale in L2(Rn)
di X˜ :=
⊕
λ∈C/Z X˜λ.
Capitolo 2
Stime sul risolvente
In questo capitolo analizziamo le principali proprieta` del risolvente dell’ope-
ratore di Laplace. In particolare, ci concentriamo su dei risultati di uniforme
limitatezza, che assieme alle stime di Strichartz per l’equazione di Schro¨dinger
libera ci permetterano di studiare le proprieta` spettrali delle Hamiltoniane
di Floquet K, K¯.
2.1 Richiami sul risolvente del Laplaciano
Consideriamo l’operatore di Laplace:
−∆ : H2(Rn)→ L2(Rn)
Si tratta di un operatore autoaggiunto, con spettro assolutamente continuo
σ(−∆) = σac(−∆) = [0,+∞)
Per z ∈ C\[0,+∞), il risolvente
R(z) := R∆(z) = (−∆− z)−1
e` un operatore limitato, che agisce su g ∈ L2(Rn) tramite convoluzione:
R(z)g = Hz ∗ g, (2.1)
Per n ≥ 3, il nucleo di convoluzione ha la seguente scrittura [7]:
Hz(x) = Cn(z|x|−2)n−24 K(n−2)/4(|x|
√−z), (2.2)
dove Kν(ω) e` il potenziale di Bessel, che per Re(w) > 0 ha la seguente
rappresentazione integrale [25]:
Kν(w) =
∫ +∞
0
e−w cosh t cosh νtdt (2.3)
8
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Ricordiamo che
√· e` la determinazione principale della radice quadrata;
in particolare Re(
√−z) > 0 per Im(z) 6= 0. Possiamo quindi calcolare
K(n−2)/4(|x|
√−z) usando la (2.3). Consideriamo ora z ∈ [0,+∞); la presenza
del valore assoluto in (2.2) suggerisce che i limiti
g± = lim
ε→0+
R(z ± iε)g (2.4)
siano diversi. Infatti, si puo` provare che g± sono due soluzioni dell’equazione
di Helmholtz non omogenea
(−∆− z)g±(x) = g(x),
con differenti condizioni al contorno per |x| → +∞. Questo ci suggerisce la
seguente definizione:
Definizione 2.1. Per z ∈ C, Im(z) ≤ 0, poniamo
R−(z) =
(−∆− z)−1 Im(z) 6= 0limε→0+(−∆− z + iε)−1 Im(z) = 0
Analogamente, per z ∈ C, Im(z) ≥ 0, poniamo
R+(z) =
(−∆− z)−1 Im(z) 6= 0limε→0+(−∆− z − iε)−1 Im(z) = 0
2.2 Risultati di uniforme limitatezza
Proviamo ora una variante del “Limiting absorption principle” (vedi [2], [3]),
che fornisce una versione quantitativa della convergenza (2.4):
Proposizione 2.1. Sia n ≥ 3. Allora
{R−(z) : Im(z) ≤ 0}, {R+(z) : Im(z) ≥ 0}
sono due famiglie uniformemente limitate di operatori da L
2n
n+2 in L
2n
n−2 ; data
g ∈ L 2nn+2 , valgono quindi le seguenti stime:
‖R−(z)g‖L2n/(n−2) ≤ C‖g‖L2n/(n+2) ,
uniformemente su Im(λ) ≤ 0;
‖R+(z)g‖L2n/(n−2) ≤ C‖g‖L2n/(n+2) ,
uniformemente su Im(λ) ≥ 0.
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Dimostrazione. La tesi e` equivalente a
‖R(z)g‖L2n/(n−2) ≤ C‖g‖L2n/(n+2)
uniformemente su Im(z) 6= 0. Dobbiamo quindi provare che
‖Hz ∗ g‖L2n/(n−2) . ‖g‖L2n/(n+2)
uniformemente su Im(z) 6= 0.
Introduciamo ora delle stime sul potenziale di Bessel K(ω) := K(n−2)/2(ω),
che sono fondamentali per studiare il nucleo di convoluzione Hz(x).
La (2.3) ci da`
K(ω) =
∫ +∞
0
e−ω cosh t cosh t
Ç
n− 2
2
å
dt
Ponendo u = e−t si ottiene
K(ω) =
∫ +∞
1
un−2 + 1
2u
n
2
e−ω
u2+1
2u du =
1
2
∫ +∞
0
e−ω
u2+1
2u u−
n
2 du
Osserviamo che
lim
u→+∞ e
−ω/2u = 0,
uniformemente su |ω| ≤ 1, da cui
|K(ω)| ∼
∣∣∣∣∣
∫ +∞
0
e−ω
u
2 u−
n
2 du
∣∣∣∣∣ , |ω| ≤ 1 (2.5)
Integrando dn/2e volte per parti, ricaviamo in particolare la stima:
|K(ω)| . |ω|−n−22 (2.6)
uniformemente su |ω| ≤ 1.
Quando |ω| > 1, possiamo usare la seguente rappresentazione alternativa del
potenziale di Bessel [4]:
K(ω) = Cne
−ω
∫ +∞
0
e−tt(n−3)/2
Å
1 +
t
2ω
ãn−3
2
dt,
da cui otteniamo
|K(ω)| . e−Re(ω)|ω|− 12 |ω| ≥ 1, Re(ω) > 0 (2.7)
Segue inoltre che
K(ω) = a(ω)e−ωω−
1
2 , (2.8)
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dove ∣∣∣∣∣
Ç
d
dρ
åj
a
Ç
ρ
ω
|ω|
å∣∣∣∣∣ ≤ Cj|ρ|−j (2.9)
uniformemente su Re(ω) > 0, ρ ≥ 1.
Torniamo alla dimostrazione. Mostriamo dapprima che, grazie ad un argo-
mento di invarianza di scala, possiamo supporre |z| = 1. Dato infatti r > 0,
la (2.5) ci da`:
K(rw) ∼
∫ +∞
0
e−rω
u
2 u−
n
2 du = r−
n−2
2 K(w)
Dunque
Hz(r
2w) ∼ (r2z|x|−2)−n−24 r−n−22 K(w) = Hz(w)
Decomponiamo il nucleo di convoluzione come Hz = Hz,1 +Hz,2, dove
Hz,1(x) = Hz(x)χ{|x|≤1}
Usando la (2.6) si ottiene
|K(|x|√−z)| . |x√−z|−n−22 = |x|−n−22
da cui
|Hz,1(x)| = Cn|x|−n−22 Kn−2
2
(|x|) . |x|2−n
Ricordiamo a questo punto il lemma di Hardy-Littlewood-Sobolev:
Lemma 2.1 (Hardy-Littlewood-Sobolev). Siano 0 < α < n, 1 ≤ p < q <
+∞, tali che
1
q
=
1
p
− α
n
Consideriamo l’integrale
Iαf(x) :=
∫
Rn
f(y)
|x− y|n−αdy (2.10)
Valgono i seguenti fatti:
i) L’integrale (2.10) converge assolutamente per q.o. x ∈ Rn
ii) Se p > 1, Iα definisce un operatore continuo da L
p in Lq.
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Notiamo che α = 2, p = 2n/(n+ 2), q = 2n/(n− 2) soddisfano le ipotesi del
lemma 2.1, ne segue che
‖Hz,1 ∗ g‖ 2n
n−2
. ‖Hz,1 ∗ |x|2−n‖ 2n
n−2
. ‖g‖ 2n
n+2
Studiamo ora Hz,2(x). Se Arg(z) 6∈ [−pi/2, pi/2], allora Re(
√−z|x|) ≥
√
2
2
|x|,
quindi la (2.7) ci da
|K(|x|√−z)| . e−
√
2
2
|x||x|− 12 ,
da cui |Hz,2| . e−
√
2
2
|x||x| 1−n2 . Grazie alla disuguaglianza di Young, allora
‖Hz,2 ∗ g‖2n/(n−2) . ‖e−
√
2
2
|x||x| 1−n2 χ{|x|≥1}‖n/(n−2)‖g‖2n/(n+2)
Quando Arg(z) ∈ [−pi/2, pi/2], il decadimento esponenziale fornito dalla
(2.8) non e` uniforme in z. Usiamo quindi un argomento diverso, basato
sul seguente lemma sugli integrali oscillanti [23]:
Lemma 2.2. Sia n ≥ 3, 1 ≤ p ≤ 2n
n+1
, q = n+1
n−1p
′. Sia L un nucleo di
convoluzione della forma
L(x) = b(x)eiδ|x||x| 1−n2 ,
dove δ ∈ R\{0}, b(x) ∈ C+∞, b(x) = 0 se |x| ≤ 1/2, e∣∣∣∣∣
Ç
∂α
∂xα
å
b(x)
∣∣∣∣∣ ≤ Cα|x|−α
Sia inoltre M > 0, con |1/δ| < M. Allora
‖L ∗ g‖q ≤ C‖g‖p,
dove C dipende solo da M e da un numero finito di costanti Cα.
Osserviamo che, grazie alle (2.8), (2.9), possiamo scrivere
Hz,2(x) = a˜z(x)e
iRe(
√
z)|x||x| 1−n2
dove a˜z(x) ∈ C∞(|x| > 1) e soddisfa la relazione∣∣∣∣∣
Ç
∂α
∂xα
å
b(x)
∣∣∣∣∣ ≤ Cα|x|−α (2.11)
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Estendiamo ora a˜z a una funzione bz(x) ∈ C∞(Rn), in modo che bz(x) = 0 per
|x| ≤ 1/2 e che la (2.11) sia soddisfatta per |x| ≥ 0. Se Arg(z) ∈ [−pi/2, pi/2],
allora |Re(√z)| > √2/2. Ne segue che il nucleo
Lz := bz(x)e
iRe(
√
z)|x||x| 1−n2
soddisfa le ipotesi del lemma 2.2, con M =
√
2.
Ionltre q = 2n/(n− 2), p = 2n/(n + 2) soddisfano le relazioni 1 ≤ p ≤ 2n
n+1
,
q = n+1
n−1p
′. Possiamo allora colcludere che
‖Hz,2 ∗ g‖2n/(n−2) . ‖Lz ∗ g‖2n/(n−2) . ‖g‖2n/(n+2)
uniformemente su Arg(z) ∈ [−pi/2, pi/2]. Il teorema e` completamente prova-
to.
Osservazione 2.1. Il nucleo di convoluzione soddisfa, in particolare, la stima
|Hz(x)| . |x|2−n
uniformemente su ogni regione del tipo Re(z) < ε|Im(z)|, con ε > 0.
Proviamo ora un’altro risultato di uniforme limitatezza, valido per la famiglia
di operatori R−(λ), Im(λ) ≤ 0:
Proposizione 2.2. Vale la seguente disuguaglianza:
‖R−(λ)ψ‖ 2n
n−2
. ‖〈x〉ψ‖2
uniformemente su Im(λ) ≤ 0.
Dimostrazione. Sia ψˆr(ω) la restrizione di ψˆ alla sfera di raggio r. Poiche` per
ipotesi 〈x〉ψ ∈ L2(Rn), la derivata radiale ∂rψˆr(ω) appartiene a L2(rn−1dr).
Allora, grazie la convessita` della norma,∫ +∞
0
Ç
d
dr
(‖ψˆr‖L2(Sn−1))
å2
rn−1dr ≤
∫ +∞
0
‖∂rψˆr(ω)‖2L2(Sn−1)rn−1dr
. ‖〈x〉ψ‖22
(2.12)
Osserviamo ora che la funzione f(t) = d/dt‖ψˆt‖L2(Sn−1) e` integrabile e non
negativa. Allora, grazie alla disuguaglianza di Hardy e alla (2.12):∫ +∞
0
‖ψˆr‖2L2(Sn−1)rn−3dr =
∫ +∞
0
Ç
1
r
∫ r
0
f(t)dt
å2
rn−1dr
.
∫ +∞
0
f(r)2rn−1dr . ‖〈x〉ψ‖22
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Abbiamo ottenuto una stima per ‖(−∆)−1/2ψ‖2, infatti
‖(−∆)− 12ψ‖22 = ‖F [(−∆)−
1
2ψ]‖22 =
∫
Rn
|τ |−2|ψˆ(τ)|2 =∫ +∞
0
‖ψˆr‖2L2(Sn−1)rn−3dr . ‖〈x〉ψ‖22
Applicando ora il Teorema di Hardy-Littlewood-Sobolev si ottiene
‖R−(0)ψ‖ 2n
n−2
= ‖(−∆)−1ψ‖ 2n
n−2
= ‖(−∆)−1/2[(−∆)−1/2ψ]‖ 2n
n−2
. ‖(−∆)−1/2ψ‖2 . ‖〈x〉ψ‖2 (2.13)
D’altra parte, grazie alla (2.12) e alla disuguaglianza di Cauchy-Schwartz:
‖ψˆr‖2L2(Sn−1) =
ñ∫ s
0
Ç
d
ds
‖ψˆs‖L2(Sn−1)
å
ds
ô2
=
ñ∫ +∞
0
s
n−1
2
Ç
d
ds
‖ψˆs‖L2(Sn−1)
å
I[0,r](s)s
1−n
2 ds
ô2
≤
∫ +∞
0
Ç
d
ds
(‖ψˆs‖L2(Sn−1))
å2
sn−1ds
∫ r
0
s1−nds
. r2−n‖〈x〉ψ‖22
Come osservato in (2.1), se Re(λ) < |Im(λ)|, il nucleo di convoluzione di
R−(λ) e` maggiorato da |x|2−n, uniformemente rispetto a λ. In tal caso,
allora, la (2.13) ci da`:
‖R−(λ)ψ‖ 2n
n−2
. ‖ψ ∗ |x|2−n‖ 2n
n−2
∼ ‖(−∆)−1ψ‖ 2n
n−2
. ‖〈x〉ψ‖2 (2.14)
Analizziamo ora il caso Re(λ) > |Im(λ)|. Sia χ ∈ C∞0 (R), tale che
χ|[1/2,2] ≡ 1, supp(χ) ⊆ [1/4, 4], 0 ≤ χ ≤ 1.
Scriviamo
F(R−(λ)ψ) = ◊ R1(ψ) + ◊ R2(ψ)
dove ◊ R1(ψ)(ξ) = [1− χ(|Re(λ)− 12 |ξ|)](|ξ|2 − λ)−1ψˆ(ξ)◊ R2(ψ)(ξ) = χ(|Re(λ)− 12 |ξ|)(|ξ|2 − λ)−1ψˆ(ξ)
Il nucleo di convoluzione associato a R1 e` maggiorato da |x|2−n, quindi
anch’esso soddisfa la stima (2.14). Studiamo il nucleo R2. Osserviamo che
F¯(ψˆr)(x) = (2pi)−nrn−1
∫
Sn−1
eirx·ωψˆr(ω)dω (2.15)
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Normalizzando e usando il teorema di Stein-Thomas [24] si ottiene
‖(F¯(ψˆr)(x)‖ 2n
n−2
∼ ‖rn−1
∫
Sn−1
eirx·ωψˆr(ω)dω‖ 2n
n−2
=
Ñ∫
Rn
∣∣∣∣∣rn−1
∫
Sn−1
eirx·ωψˆr(ω)dω
∣∣∣∣∣
2n
n−2
dx
én−2
2n
=
Ñ∫
Rn
∣∣∣∣∣rn−1
∫
Sn−1
eiy·ωψˆr(ω)dω
∣∣∣∣∣
2n
n−2
r−ndy
én−2
2n
= rn/2‖
∫
Sn−1
eiy·ωψˆr(ω)dω‖ 2n
n−2
. rn/2‖ψˆr‖L2(Sn−1)
Poniamo ora r0 = |Re(λ)|1/2. Usando la (2.15) e integrando in coordinate
sferiche si ricava
R2ψ(x) = (2pi)
−n
∫ 4r0
r0/4
χ
Ç
r
r0
å
(r2 − λ)−1F¯(ψˆr)(x)eirx·ωrn−1dr
=
∫ 4r0
r0/4
χ
Ç
r
r0
å
(r2 − λ)−1F¯(ψˆr)(x)dr
=
∫ 4r0
r0/4
χ
Ç
r
r0
å
(r2 − λ)−1F¯(ψˆr − ψˆr0)(x)dr
+
∫ 4r0
r0/4
χ
Ç
r
r0
å
(r2 − λ)−1F¯(ψˆr0)(x)dr
= Σ1 + Σ2
Ora notiamo che la mappa r 7→ r(n−1)/2ψˆr(ω) appartiene a H1(R;L2ω(Sn−1)).
Dunque ψˆr e` 1/2-Ho¨lderiana nell’intervallo limitato [r0/4, r0], con costante
r
(1−n)/2
0 ‖〈x〉ψ‖. Otteniamo allora
‖Σ1‖ 2n
n−2
≤
∫ 4r0
r0
4
|r2 − λ|−1‖F¯(ψˆr − ψˆr0)‖ 2n
n−2
dr
.
∫ 4r0
r0
4
|r2 − λ|−1r n2 ‖(ψˆr − ψˆr0)‖L2(Sn−1)dr
≤ r(1−n)/20
Ç∫ 4r0
r0
4
|r2 − λ|−1r n2 |r − r0|1/2dr
å
‖〈x〉ψ‖2
Notando che
|r2 − λ| > |r2 −Re(λ)| = |r2 − r20|
r
(1−n)/2
0 r
n/2 . r1/20 per r ∈ [r0/4, 4r0]
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r
1/2
0
∫ 4r0
r0
4
|r − r0|1/2
|r2 − r20|
dr . r−1/20
∫ 4r0
r0
4
|r − r0|−1/2dr ≤ C
si ottiene quindi
‖Σ1‖ 2n
n−2
. ‖〈x〉ψ‖2
Per studiare Σ2, conviene riscriverlo nella seguente forma:
Σ2 =
∫ 4r0
r0/4
Ç
r
r0
ån−1
χ
Ç
r
r0
å
(r2 − λ)−1F¯(ψˆr0)
Ç
r
r0
x
å
dr
Enunciamo ora un risultato, legato alla teoria degli integrali singolari di
Calderon-Zygmund [9]:
Lemma 2.3. Sia χ il cut-off definito in precedenza, e poniamo λ = r20 + iµ,
con |µ| ≤ r20. Allora l’operatore
Sg =
∫ 4r0
r0/4
Ç
r
r0
ån−1
χ
Ç
r
r0
å
(r2 − λ)−1g
År0
r
x
ã
dr
soddisfa la stima ‖Sg‖p ≤ Cpr−10 ‖g‖p, per ogni 1 < p < +∞.
Grazie al lemma 2.3 e alle stime precedenti, si ottiene allora
‖Σ2‖ 2n
n−2
≤ Cpr−10 ‖F¯(ψˆr0)‖ 2n
n−2
. r−1+
n
2
0 ‖ψˆr0‖L2(Sn−1) . ‖〈x〉ψ‖2
La dimostrazione e` completa.
Vediamo ora una conseguenza della proposizione 2.1:
Proposizione 2.3. Sia ω ∈ Ln(Rn). L’insieme
{wR−(τ)w : Im(τ) ≤ 0}
e` una famiglia uniformemente continua di operatori compatti su L2(Rn), con
norma tendente a zero per |τ | → +∞.
Dimostrazione. Siano f ∈ Lp(Rn), g ∈ Lq(Rn), e poniamo k = (1/p+1/q)−1.
Ricordiamo che, grazie alla disugualianza di Ho¨lder,
‖fg‖Lk ≤ ‖f‖Lp‖g‖Lq
In particolare, la mappa h 7→ wh e` continua da L2(Rn) in L2n/n+2(Rn) e da
L2n/n+2(Rn) in L2(Rn). Quindi, grazie alla proposizione 2.1,
h 7→ wR−(τ)wh
CAPITOLO 2. STIME SUL RISOLVENTE 17
risulta effettivamente un operatore continuo da L2(Rn) in se´.
Supponiamo inizialmente che w sia limitata e a supporto compatto. Pro-
viamo la continuita` rispetto a τ : il nucleo integrale di w[R−(τ) − R−(σ)]w
e`
K(x, y) := [Hτ −Hσ(x, y)]w(x)w(y)
Se |τ − σ| < |τ |/2, usando le stime sul nucleo di convoluzione viste prima e
il teorema del valor medio, si ottiene
|(Hτ −Hσ)(x, y)|
.
|τ
1
2 − σ 12 ||x− y|3−n |x− y| < |τ |− 12
|τ |n−34 |τ 12 − σ 12 ||x− y| 3−n2 |τ |− 12 < |x− y| < |τ 12 − σ 12 |−1
Supponiamo inoltre che σ e τ siano sufficientemente vicini in modo che
diam(w) < |τ 12 − σ 12 |−1. Allora, grazie al test di Schur,
‖w[R−(τ)−R−(σ)]w‖L2→L2
≤ sup
x∈Rn
∫
Rn
|K(x, y)|dy
≤M2|τ 12 − σ 12 |
∫
|z|<|τ |− 12
|z|3−ndz
+M2|τ |n−34 |τ 12 − σ 12 |
∫
|τ |− 12<|z|<|τ 12−σ 12 |−1
|z| 3−n2 dz
. |τ 12 − σ 12 |
da cui la continuita` rispetto a τ .
Proviamo ora la compattezza per Im(τ) 6= 0: per continuita`, la tesi e` vera
anche nel caso τ ∈ R. Sia r > 0 tale che supp(w) ⊂ Br, e denotiamo con
pir : H
2(Rn) → H2(Br) l’operatore di restrizione, e con ι˙r l’immersione da
H2(Br) in L
2(Br). Per il Teorema di Rellich-Kondrachov, tale immersione e`
compatta. Dunque
wι˙rpirR
−(τ)w : L2(Rn)→ L2(Rn)
e` un operatore compatto. Inoltre, vale la stima puntuale
|R−(τ)wg(x)| .τ,w ‖g‖2|x| 1−n2
uniformemente su Bcr. Quindi, data g ∈ L2(Rn),
‖R−(τ)wg − ι˙rpirR−(τ)wg‖ 2n
n−2
.τ,w ‖g‖2
Ç∫
Bcr
|x|−n
2−n
n−2 dx
ån−2
2n
. ‖g‖2
Ç∫ +∞
r
ρ−
n2−n
n−2 +n−1dρ
ån−2
2n
= r−
1
2‖g‖2
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Quindi wR−(τ)w e` compatto, in quanto limite, in norma operatoriale, della
famiglia di operatori compatti wι˙rpirR
−(τ)w. Proviamo infine il decadimento
della norma per |τ | → +∞: come provato in [18],
|τ | 1n+1R−(τ) : L 2n+2n+3 (Rn)→ L 2n+2n−1 (Rn)
e` una famiglia di operatori uniformemente limitata. Quindi, data g ∈ L2(Rn),
si ha:
‖wR−(τ)wg‖2 = |τ |− 1n+1
∥∥∥w|τ | 1n+1R−(τ)wg∥∥∥
2
. |τ |− 1n+1‖w‖2∞‖g‖2
da cui il risultato voluto. Data ora una generica w ∈ Ln(Rn), consideriamo
una successione wk di funzioni limitate a supporto compatto tali che wk → w
in Ln. Prendiamo τ1 6= τ2, e fissiamo ε > 0. Scegliamo k in modo che
‖w − wk‖n < ε: usando la continuita` rispetto a τ di wkR−(τ)wk si ottiene
‖w[R−(τ1)−R−(τ2)]w‖ ≤ ‖w[R−(τ1)−R−(τ2)](w − wk)‖
+ ‖(w − wk)[R−(τ1)−R−(τ2)]w‖
+ ‖wk[R−(τ1)−R−(τ2)]wk‖
. ε2 + 2ε+ |τ1 − τ2|
Grazie all’arbitrarieta` di ε, si ottiene la continuita` in τ di wR−(τ)w. Con un
ragionamento analogo, si ottiene
‖wR−(τ)w − wkR−(τ)wk‖ ≤ ‖wkR−(τ)(w − wk)‖+ ‖(w − wk)R−(τ)wk‖
. ε2 + 2ε
Quindi wR−(τ)w e` il limite, in norma operatoriale, di wkR−(τ)wk: esso
risulta quindi un operatore compatto. Infine, dato ε > 0, prendiamo k
tale che ‖wR−(τ)w − wkR−(τ)wk‖ < ε e M > 0 tale che, per |τ | > M ,
‖wkR−(τ)wk‖ < ε. Allora,
‖wR−(τ)w‖ ≤ ‖wkR−(τ)wk‖+ ‖wR−(τ)w − wkR−(τ)wk‖ ≤ 2ε
per |τ | > M ; dunque la norma di wR−(τ)w tende a zero per |τ | → +∞. La
dimostrazione e` completa.
Capitolo 3
Analisi di Fourier
Presentiamo la linea guida per la dimostrazione del Teorema 1.2. Diversa-
mente dal caso libero, non proveremo un’analogo delle stime dispersive. In-
fatti, le ipotesi fatte sul potenziale non sono sufficienti a garantire un’analogo
delle (1.2) ([5], [11], [14]). La nostra dimostrazione si basa su un’applicazione
diretta della formula di Duhamel.
3.1 Soluzione formale
Possiamo limitarci a studiare il comportamento delle soluzioni per t ≥ 0. Il
caso t ≤ 0 segue di conseguenza, grazie alla proprieta` di inversione temporale
dell’equazione di Schro¨dinger. Consideriamo quindi l’equazione:i∂tu(t, x) = ∆xu(t, x) + V (t, x)u(t, x) x ∈ Rn, t ≥ 0u(0, x) = f(x), f ∈ L2(Rn) (3.1)
Introduciamo i propagatori in avanti dell’equazione libera:
Definizione 3.1. Indichiamo con U+ il propagatore in avanti dell’equazione
di Schro¨dinger libera, cioe` l’operatore
U+g(t, x) :=
∫
s<t
e−i(t−s)∆g(s, x)ds
Indichiamo inoltre con U+0 il propagatore in avanti dal dato iniziale al tempo
0, cioe` l’operatore
U+0 g(t, x) = χ[0,+∞)(t)e
−it∆g(x)
Possiamo scrivere le stime di Strichartz libere (1.3)-(1.4)-(1.5), nel caso estre-
male p = 2, in termini degli operatori U+ e U+0 :
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Teorema 3.1 (Stime di Strichartz libere). Sia n ≥ 3. I propagatori U+ e
U+0 soddisfano le seguenti stime di continuita`:
U+0 : L
2
x → L2tL2n/n−2x ∩ C(R;L2x) (3.2)
U+ : L2tL
2n/n+2
x → L2tL2n/n−2x ∩ C(R;L2x) (3.3)
U+ : Lt1L
2
x → L2tL2n/n−2x ∩ C(R;L2x) (3.4)
Sia ora u(t, x) una soluzione, in senso di Hadamard, di (3.1). La formula di
Duhamel diventa:
u(t, x) = χ[0,+∞)(t)e−it∆f(x) +
∫
s<t
e−i(t−s)∆V (s, x)u(s, x)ds
Quindi, u(t, x) soddisfa l’equazione funzionale
u(t, x) = U+0 f(x) + iU
+V u(t, x) (3.5)
Osserviamo che, grazie alla (3.2), U+0 f ∈ L2tL2n/n−2x ; otteniamo quindi la
soluzione formale
u = (I − iU+V )−1U+0 f
dove l’inverso e` preso tra gli operatori limitati su L2tL
2n/n−2
x . Sfruttando
l’ipotesi V ∈ Ln/2x L∞t ; possiamo fattorizzare il potenziale come V = ZW ,
con Z,W ∈ LnxL∞t e 2pi periodiche. In tal modo, possiamo riscrivere la
soluzione formale di (3.5) in maniera differente. Vale infatti la seguente:
Proposizione 3.1. La (3.1) ammette la soluzione formale
u = U+0 u0 + iU
+Z(I − iWU+Z)−1WU+0 u0
Inoltre, l’operatore (I − iWU+Z) va da L2([0,+∞);L2(Rn)) in se´.
Dimostrazione. Dobbiamo provare che, formalmente,
(I − iU+WZ)−1 = [I − iU+Z(I − iWU+Z)−1W ],
o equivalentemente che
I = (I − iU+WZ)[I − iU+Z(I − iWU+Z)−1W ]
Semplificando si ottiene
I + (I − iWU+Z)−1 = iWU+Z(I − iWU+Z)−1,
cioe`
(I − iWU+Z)−1(I − iWU+Z) = I
che e` formalmente vera. Inoltre, grazie alla disuguaglianza di Ho¨lder e
alla stima (3.3), (I − iWU+Z) e` effettivamente un operatore continuo da
L2([0,+∞);L2(Rn)) in se´.
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3.2 Decomposizione di Fourier
In generale, l’operatore I − iWU+Z non possiede un’inverso limitato su
L2([0,+∞);L2(Rn)). Il nostro obiettivo e` quello di decomporre L2tL2x come
unione di sottospazi invarianti, e di provare che le restrizioni di I − iWU+Z
a tali sottospazi sono perturbazioni compatte dell’identita`.
Dato λ ∈ C, definiamo lo spazio
Yλ =
¶
g ∈ L2,loct L2x : g(t+ 2pi, x) = e2piiλg(t, x)
©
Data g ∈ Yλ, possiamo associarle in maniera naturale la funzione 2pi periodica
e−iλtg ∈ L2(T× Rn)
Possiamo quindi dotare Yλ di una struttura di spazio di Hilbert, ponendo
‖g‖Yλ = ‖e−itλg‖L2(T×Rn).
Per ogni λ ∈ R, introduciamo l’operatore “di proiezione”
Pλ : L
2([0,+∞)× Rn)→ Yλ
g(t, x) 7→ ∑
m∈Z
e−2piiλmg(t+ 2pim, x)
Osservazione 3.1. Sia g ∈ L2([0,+∞)× Rn). Osserviamo che∫ 2Mpi
0
∫
Rn
|Pλg(t, x)|dxdt ≤ 2
M−1∑
m=0
∫ m+1
m
∫
Rn
|g(t, x)|2 ≤ 2‖g‖L2tL2x
quindi Pλg ∈ L2,loct L2x. Inoltre
Pλg(t+ 2pi, x) =
∑
m∈Z
e−2piiλmg(t+ 2pi(m+ 1), x)
= e2piiλ
∑
m∈Z
e−2piiλ(m+1)g(t+ 2pi(m+ 1), x)
= e2piiλPλg(t, x),
quindi l’immagine di Pλ e` effettivamente contenuta in Yλ. Osserviamo anche
che, per ogni h ∈ L2tL2x e 2pi-periodica, Pλ(hg) = hPλg, cioe` Pλ commuta
con la moltiplicazione puntuale. Inoltre Pλ e` un operatore autoaggiunto su
L2tL
2
x. Infatti
〈Pλg, h〉 =
∫
Rn+1
∑
m∈Z
e−2piiλmg(t+ 2pim, x)h(t, x)dtdx
=
∑
n∈Z
e2piiλn
∫
Rn+1
g(s, x)h¯(s+ 2pin, x)
=
∑
n∈Z
e−2piiλn
∫
Rn+1
g(s, x)h(s+ 2pin, x) = 〈g, Pλh〉
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Osserviamo infine che, per ogni m ∈ Z, Pλ ≡ Pλ+m.
Lemma 3.1. La famiglia di operatori {Pλ}λ∈R ha un’estensione sul semipia-
no
{λ ∈ C : Im(λ) ≤ 0}
Inoltre, ponendo λ = λ′ + iµ, con λ′, µ ∈ R, µ ≤ 0, vale la relazione∫ 1
0
‖Pλ′+iµg‖2Yλ′+iµdλ′ = ‖eµtg‖2L2tL2x (3.6)
Dimostrazione. Data una successione g¯ = {gm}m∈Z ∈ l2(L2([0, 2pi] × Rn)),
consideriamo la sua trasformata di Fourier
F(g¯)(λ)(t, x) = ∑
m∈Z
e−2piiλmgm(t, x)
Ora, data g ∈ L2([0,+∞) × Rn), poniamo g¯ = {g|[2pim,2pi(m+1)]}m∈Z. In tal
modo si ha
Pλ(g) = F(g¯)(λ)
Allora, grazie all’identita` di Plancharel,∫ 1
0
‖Pλg‖2Yλdλ =
∑
m∈Z
‖g‖2L2([2pim,2pi(m+1)]×Rn) = ‖g‖2L2([0,+∞)×Rn)
Calcoliamo ora i coefficienti di Fourier, nella variabile temporale, della fun-
zione 2pi-periodica e−iλtPλg:Ÿ e−iλtPλg(k) = ∫
T×Rn
e−ikte−iλt
∑
m∈Z
e−2piiλmg(t+ 2pim, x) dtdx
=
∑
m∈Z
e−2piiλm
∫
T×Rn
e−ikte−iλtg(t+ 2pim, x) dtdx
=
∑
m∈Z
e−2piiλm
∫
[2pim,2pi(m+1))
e−ik(t−2pim)e−iλ(t−2pim)g(t, x) dtdx
=
∑
m∈Z
∫
[2pim,2pi(m+1))
e−ikte−iλtg(t, x) = gˆ(λ+ k, x)
Poiche` supp(g) ⊂ [0,+∞) × Rn, per il teorema di Paley-Wiener, la tra-
sformsta di fourier temporale Ftg := gˆ(τ, x) ha un’estensione olomorfa nel
semipiano Im(λ) ≤ 0, definita da
gˆ(λ′ + iµ, x) = ‘eµtg(λ′, x)
Poniamo
Pλ′+iµ(g) := e
−µtPλ′(eµtg) (3.7)
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Osserviamo che
e−i(λ
′+iµ)tPλ′+iµ(g) = e
−i(λ′+iµ)te−µtPλ′(eµtg) = e−iλ
′tPλ′(e
µtg)
e` 2pi-periodica, con coefficienti di Fourier¤ e−i(λ′+iµ)tPλ′+iµ(g)(k) = ÷(eµtg)(λ′ + k, x) = gˆ(λ′ + iµ+ k, x)
Quindi la (3.7) definisce, per λ ∈ C, Im(λ) ≤ 0, un’operatore
Pλ : L
2([0,+∞)× Rn)→ Yλ
Inoltre, l’identita` di Plancharel ci da` la (3.6).
Proposizione 3.2. L’operatore S := I− iWU+Z si restringe a ogni Yλ, con
Im(λ) ≤ 0. Inoltre, vale l’identita`
‖eµtS−1WU+0 f‖2L2tL2x =
∫ 1
0
‖S−1Pλ′+iµWU+0 f‖2Yλ′+iµdλ′ (3.8)
Dimostrazione. Proviamo che S commuta con ogni proiezione Pλ. Sia h(t, x)
una funzione 2pi periodica. Grazie all’osservazione 3.1,
Pλ′+iµhg = e
−µtPλ′(eµthg) = hPλ′(eµtg) = hPλ′+iµg
In particolare, Pλ commuta con le moltiplicazioni per W e Z. Mostriamo ora
che Pλ commuta con U
+. Osserviamo che
U+g(t, x) = g(t, x) ∗ lim
ε→0+
e−it∆−εtχt≥0 (3.9)
Trasformando (rispetto al tempo), otteniamo la relazione:’U+g(τ, x) = iR−(τ)gˆ(τ, x) (3.10)
Osserviamo inoltre che U+ preserva la proprieta` di quasi periodicita`. Per
provare che U+Pλg = PλU
+g, basta mostrare che, per ogni k ∈ Z,¤ e−iλtU+Pλg(k) = ¤ e−iλtPλU+g(k)
Infatti, grazie alla (3.10),¤ e−iλtU+Pλg(k) = ¤ e−iλtU+eiλte−iλtPλg(k)
= iR−(λ+ k)Ÿ e−iλtPλg(k) = iR−(λ+ k)gˆ(λ+ k),¤ e−iλtPλU+g(k) = ’U+g(λ+ k) = iR−(λ+ k)gˆ(λ+ k).
Quindi S commuta con ogni proiezione Pλ. In particolare, grazie alla (3.6),
otteniamo l’identita` (3.8).
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Osservazione 3.2. L’identita` (3.8) e` la chiave per provare il Teorema 1.2.
Infatti, e` sufficiente mostrare che∫ 1
0
‖(I − iWU+Z)−1Pλ′+iµWU+0 f‖2Yλ′+iµdλ′ . ‖f‖L2(Rn)
uniformemente su µ ≤ 0, per ogni f appartenente al complemento ortogonale
in L2(Rn) di X˜ := ⊕λ∈C/Z X˜λ.
Fissiamo ora una particolare fattorizzazione del potenziale V . Poniamo
W (t, x) = w(x) =
Ä‖V (·, x)‖L∞t ä 12
Osserviamo che w ∈ Ln(Rn). Scriviamo ora il secondo fattore come
Z(t, x) = w(x)z(t, x)
In particolare, z(t, x) e` 2pi periodica e limitata in modulo da 1. Con questa
scelta, il teorema 1.2 segue quindi dalla seguente:∫ 1
0
‖(I − iwU+wz)−1Pλ′+iµwU+0 f‖2Yλ′+iµdλ′ . ‖f‖L2(Rn) (3.11)
uniformemente su µ ≤ 0, per ogni f appartenente al complemento ortogonale
in L2(Rn) di X˜ := ⊕λ∈C/Z X˜λ.
Capitolo 4
Stime sull’operatore inverso
Analizzando l’espressione (3.11), possiamo notare due elementi principali.
L’operatore (I − iwU+wz)−1, tipicamente illimitato, e la famiglia di fun-
zioni PλwU
+
0 f ∈ Yλ. In questo capitolo, usando la teoria di Fredholm e i
risultati di continuita` per il risolvente, proveremo delle stime uniformi per
(I− iwU+wz)−1 su Yλ, quando λ 6∈ σ(K), e studieremo le singolarita` causate
dalle autofunzioni di K.
4.1 La famiglia di operatori T (λ)
Lemma 4.1. L’operatore
e−iλtU+eiλt : L1,loc(Rt × Rnx)→ L1,loc(Rt × Rnx)
preserva il sottospazio delle funzioni 2pi periodiche.
Dimostrazione. Sia g(t, x) ∈ L1,loc(Rt × Rnx), tale che g(t + 2pi, x) = g(t, x).
Allora
(e−iλtU+eiλt)(t+ 2pi, x) = e−iλ(t+2pi)
∫
s≤t+2pi
e−i(t+2pi−s)∆eiλsg(s, x)ds
= e−iλ(t+2pi)
∫
s<t
e−i(t−s)∆eiλ(s+2pi)g(2+2pi,x)ds
= e−iλ(t+2pi)e2piiλ
∫
s<t
e−i(t−s)∆eiλsg(s, x)ds
= (e−iλtU+eiλt)(t, x)
Quindi e−iλtU+eiλt agisce sulle funzioni con dominio T × Rn. Possiamo
riscrivere le stime di Strichartz:
25
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Teorema 4.1 (Stime di Strichartz libere, caso periodico).
e−iλtU+eiλt : L2tL
2n/n+2
x → L2tL2n/n−2x ∩ C(R;L2x) (4.1)
e−iλtU+eiλt : Lt1L
2
x → L2tL2n/n−2x ∩ C(R;L2x) (4.2)
La stima (4.1) implica il seguente risultato di continuita`:
Corollario 4.1. Per ogni λ ∈ C,
we−iλtU+eiλtw : L2(T× Rn)→ L2(T× Rn)
e` un operatore continuo.
Le proprieta` della famiglia di operatori wR−(τ)w, provate nella proposizione
2.3, hanno un analogo nel caso dipendente dal tempo. Vale infatti il seguente:
Proposizione 4.1. L’insieme
{e−iλtwU+weiλt : Im(λ) ≤ 0}
e` una famiglia continua di operatori compatti su L2(T × Rn), con norma
tendente a zero per |λ| → +∞.
Dimostrazione. Dato λ nel semipiano inferiore, i coefficienti di Fourier di
e−iλtwU+weiλtg sono
{iwR−(λ+ k)wgˆ(k, x) : k ∈ Z}
Infatti, ricordando la (3.10),
F(e−iλtwU+weiλtg(x))(k, x) = wF(U+weiλtg)(k + λ, x)
= iwR−(k + λ)F(weiλtg)(k + λ, x)
= iwR−(k + λ)wgˆ(k, x)
Grazie alla proposizione 2.3, per ogni k, la mappa
g 7→ iwR−(λ+ k)wg
e` un operatore compatto su L2(Rn). Ne segue che
e−iλtwU+weiλt : L2(T× Rn)→ L2(T× Rn),∑
k∈Z
gˆ(k, x)eikt 7→∑
k∈Z
iwR−(λ+ k)wgˆ(k, x)eikt
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e` un operatore compatto, con norma
sup
k
‖wR−(λ+ k)w‖L2(Rn)→L2(Rn)
Inoltre, per Im(λ)→ +∞,
sup
k
‖wR−(λ+ k)w‖ . sup
|τ |>|Im(λ)|
‖wR−(τ)w‖ → 0
Ci resta da provare la continuita`. Presi λ1 6= λ2, si ha
‖e−iλ1twU+weiλ1t− e−iλ2twU+weiλ2t‖ = sup
k
‖w(R−(λ1 + k)−R−(λ2 + k))w‖
Abbiamo provato in 2.3 che wR−(τ)w e` uniformemente continua: dunque,
se λ2 → λ1,
‖e−iλ1twU+weiλ1t − e−iλ2twU+weiλ2t‖ → 0
Corollario 4.2. L’insieme
{e−iλtwU+weiλtz : Im(λ) ≤ 0}
e` una famiglia continua di operatori compatti su L2(T × Rn), con norma
tendente a zero per |λ| → +∞.
Dimostrazione. La mappa
·z : L2(T× Rn)→ L2(T× Rn)
e` limitata. La tesi segue allora dalla proposizione precedente.
Introduciamo ora la famiglia di operatori T (λ):
Definizione 4.1. Sie λ ∈ C, Im(λ) < 0. E` ben definito l’operatore
T (λ) : L2(T× Rn)→ L2(T× Rn)
T (λ) = I − ie−iλtwU+wzeiλt = I − iw(e−iλtU+eiλt)wz
Grazie al corollario precedente, T (λ) risulta essere una perturbazione com-
patta dell’identita`, cioe` della forma I + K, con K compatto. Per questa
classe di operatori vale il seguente fondamentale risultato:
Teorema 4.2 (Alternativa di Fredholm). Sia X uno spazio di Banach, e
sia K : X → X un operatore compatto su X. Poniamo inoltre T = I + K.
Allora:
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i) Se 0 6∈ σp(T ), l’operatore T risulta invertibile.
ii) Se 0 ∈ σp(T ), allora
dimKer T = dimKer T ∗ < +∞
Im(T ) = Ker(T ∗)⊥, Im(T ∗) = Ker T
Osserviamo che T (λ + 1) e` coniugato a T (λ) tramite un operatore unitario,
coerentemente con l’invarianza di σ(K) per traslazioni intere. Ci basta quindi
studiare l’invertibilita` di T (λ) sulla striscia
Ω− = {λ ∈ C : Re(λ) ∈ [0, 1), Im(λ) ≤ 0}
Il nostro obiettivo e` quello di mettere in relazione lo spettro dell’Hamiltoniana
K con il nucleo di Tλ, e di usare quindi il teorema di Freedholm per dedurre
l’esistenza di un numero finito di autovalori in Ω−.
Lemma 4.2. Sia γ ∈ L1,loc(T×Rn). Vale la seguente identita` distribuzionale:
(K − λ)e−iλtU+eiλtwzγ = iwzT (λ)γ (4.3)
Supponiamo inoltre che (K − λ)γ ∈ L1,loc(T × Rn). Allora vale la seguente
identita` distribuzionale:
(we−iλtU+eiλt)(K − λ)γ = iT (λ)wγ (4.4)
Dimostrazione. Sia h ∈ C∞0 (T× Rn). Ricordando la definizione di K, si ha:
(K − λ)e−iλtU+eiλtwzγh =∫
T×Rn
(−ie−iλtU+eiλtwzγ∂tf − e−iλtU+eiλtwz∆xf + w2ze−iλtU+eiλtwzf
− λe−iλtU+eiλtwzf)dtdx
D’altra parte,
iwzT (λ)f =
∫
T×Rn
iwzf + w2ze−iλtU+eiλtwzfdtdx
Dobbiamo quindi provare che∫
T×Rn
e−iλt(−iU+eiλtwz∂tf − U+eiλtwz∆xf − ieiλtwzf)dtdx = 0,
o equivalentemente∫
T×Rn
−iU+eiλtwz∂t(e−iλtf)−U+eiλtwz∆x(e−iλtf)− ieiλtwz(e−iλtf)dtdx = 0
(4.5)
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L’operatore U+ soddisfa, formalmente, la relazione
(i∂t −∆x)U+u = iu,
cioe` ∫
Rt×Rnx
−iU+u∂tf˜ −∆xU+u∆xf˜ − iuf˜ = 0 (4.6)
per ogni u ∈ L1,loc(Rt × Rnx), f˜ ∈ C∞(Rt × Rnx). Applicando la (4.6) con
u = eiλtwz, f˜ = e−iλtf , otteniamo la (4.5).
Passiamo alla seconda identita`: l’ipotesi su γ implica l’esistenza delle derivate
deboli
∂tγ, ∆xγ ∈ L1,loc(T× Rn)
Quindi
(we−iλtU+eiλt)(K − λ)γ = we−iλtU+eiλt(i∂tγ −∆xγ + V γ − λγ)
D’altra parte,
iT (λ)wγ = iwγ + we−iλtU+eiλtV γ
Dobbiamo quindi provare che
we−iλtU+eiλt(i∂tγ −∆xγ − λγ) = iwγ
L’operatore U+ soddisfa la relazione
U+(i∂tγ˜ −∆xγ˜) = iγ˜ (4.7)
per ogni γ˜ ∈ L1,loc(Rt × Rnx). Usando la (4.7), con γ˜ = eiλtγ, otteniamo
we−iλtU+eiλt(i∂tγ −∆xγ − λγ) = we−iλtU+(i∂tγ˜ −∆xγ˜)
= ie−iλtγ˜ = iwγ
Il lemma 4.2 ha una conseguenza importante:
Proposizione 4.2.
i) Supponiamo che φ soddisfi la relazione:
(K − λ)e−iλtφ = 0
Allora g := ie−iλtwφ soddifa, in senso distribuzionale, l’identita`:
T (λ)g = 0
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ii) Supponiamo che g soddisfi, in senso distribuzionale, la relazione:
T (λ)g = 0
Allora φ := U+eiλtwzg soddisfa l’identita`:
(K − λ)e−iλtφ = 0
Dimostrazione.
i) Applicando la relazione (4.4) con γ = e−iλtφ, otteniamo
T (λ)ie−iλtwφ = we−iλtU+eiλt(K − λ)e−iλtφ = 0
ii) Applicando la relazione (4.3) con γ = g, otteniamo
(K − λ)e−iλtU+eiλtwzg = iwzT (λ)g = 0
Osservazione 4.1. La condizione T (λ)g = 0 si riscrive in termine dell’au-
tofunzione (o risonanza) φ associata. Vale infatti il seguente lemma, che ci
permettera` di sveltire i calcoli successivi:
Lemma 4.3. Sia g ∈ Ker T (λ), e sia φ = U+eiλtwzg l’autofunzione (o
risonanza) associata. Allora
U+V φ = −iφ
Analogamente, se g˜ ∈ Ker T¯ (λ˜), e φ˜ e` l’autofunzione (o risonanza) associata,
vale
U−V¯ φ˜ = iφ˜
Dimostrazione. Scrivendo la condizione T (λ)g = 0 otteniamo
g = iwe−iλtU+eiλtwzg = iwe−iλtφ
Ne deduciamo che
0 = T (iwe−iλtφ) = iwe−iλtφ+ we−iλtU+V φ
La dimostrazione dell’altro caso e` analoga.
Il teorema 2.1 ha un analgo nel caso dipendente dal tempo; vale infat-
ti il seguente risultato di uniforme limitatezza per la famiglia di operatori
e−iλtU+eiλt:
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Lemma 4.4. Vale la stima
‖e−iλtU+eiλtg‖
L
2n
n−2 (Rn;L2(T))
. ‖g‖
L
2n
n+2 (Rn;L2(T)))
(4.8)
uniformemente su λ ∈ C, Im(λ) ≤ 0.
Dimostrazione. Osserviamo che, grazie alla disuguaglianza di Minkowski e
all’identita` di Plancharel
‖gˆ‖
l2mL
2n/n+2
x
≤ ‖gˆ‖
L
2n/n+2
x l2m
= ‖g‖
L
2n
n+2 (Rn;L2(T)))
Ricordando la (3.10), si ottiene
‖e−iλtU+eiλtg‖
L
2n
n−2 (Rn;L2(T))
= ‖F(e−iλtU+eiλtg)‖
L
2n/n−2
x l2m
≤ ‖F(e−iλtU+eiλtg)‖
l2mL
2n/n−2
x
= ‖R−(m+ λ)gˆ‖
l2mL
2n/n−2
x
Grazie al teorema 2.1, dunque
‖R−(m+ λ)gˆ‖2
l2mL
2n/n−2
x
=
∑
m∈Z
‖R−(m+ λ)gˆ‖
Lt[2pim,2pi(m+1)]L
2n/n−2
x
=
∑
m∈Z
∫ 2pi(m+1)
2pim
‖R−(m+ λ)gˆ‖2
L
2n/n−2
x
dt
.
∑
m∈Z
∫ 2pi(m+1)
2pim
‖gˆ‖2
L
2n/n+2
x
= ‖g‖2
l2mL
2n/n+2
x
Mettendo insieme le varie stime si ottiene la (4.8).
Il lemma 4.4 ha una conseguenza importante: ad ogni onda solitaria φ ∈ Nλ
corrisponde un’elemento del nucleo di T (λ). Vale infatti la seguente:
Proposizione 4.3. Sia φ ∈ Nλ, Im(λ) ≤ 0. Allora e−iλtwφ ∈ KerT (λ).
Dimostrazione. Poniamo, per semplicita`, ψ := e−iλtφ. Si ha quindi
(K − λ)ψ = 0
Abbiamo gia` provato che, in senso distribuzionale,
T (λ)wψ = 0
Per concludere che wψ ∈ KerT (λ), ci basta provare che wψ ∈ L2(T × Rn).
Decomponiamo il potenziale V come V = V1 +V2, dove V1 ha norma L
∞
t L
n/2
x
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sufficientemente piccola, e V2 e` limitato e a supporto compatto. Indichiamo
con K1 l’Hamiltoniana di Floquet associata al potenziale V1. Sia inoltre
w1 = (‖V1(·, x)‖∞)1/2 ∈ Lnx. Non e` restrittivo supporre supp(w1) = supp(w).
Osserviamo che ψ risolve l’equazione
(K1 − λ)ψ = −V2ψ
Applicando nuovamente la relazione (4.4) si ottiene
w1ψ − iw1e−iλtU+eiλtV1ψ = −w1e−iλtU+eiλtV2ψ
Decomponiamo ψ come ψ = ψ1 + ψ2, dove ψ1 = ψI{suppw}. La relazione
precedente ci dice allora che
ψ1 − ie−iλtU+eiλtV1ψ1 = −e−iλtU+eiλtV2ψ1
Poiche` ψ1 ∈ L2(R × Rn) e V2 e` limitato e a supporto compatto, V2ψ1 ∈
L2n/n+2x L
2
t . Grazie alla (4.8), dunque, il membro dell’equazione appartiene a
L2n/n−2x L
2
t . Inoltre, se ‖V1‖n/2 e` sufficientemente piccola, la mappa
ψ 7→ ψ − ie−iλtU+eiλtV1ψ
e` invertibile in L2n/n−2x L
2
t . Ne segue che ψ1 ∈ L2n/n−2x L2t . Per concludere,
basta osservare che wψ = wψ1, da cui wψ ∈ L2(T× Rn)
Osservazione 4.2. Abbiamo provato, in particolare, la relazione
V φ = eiλtw2ψ ∈ L2,loct L
2n
n+2
x
Questo ci permette di terminare la dimostrazione del lemma 1.2, e di giusti-
ficare cos`ı in maniera rigorosa l’introduzione degli spazi dei dati iniziali Xλ,
X˜λ.
Ad ogni elemento g ∈ Ker T (λ) corrisponde, tramite la relazione
φ = U+eiλtwzf,
una soluzione distribuzionale dell’equazione
(K − λ)e−iλtφ = 0.
In generale, non possiamo concludere che e−iλtφ e` un’autofunzione per K.
Tuttavia, quando Im(λ) < 0, la famiglia di operatori e−iλtU+eiλt soddisfa
delle proprieta` di continuita` addizionali, che ci permettono di escludere la
presenza di risonanze:
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Lemma 4.5. Sia λ ∈ C, Im(λ) < 0. L’operatore e−iλtU+eiλt soddisfa le
seguenti stime:
‖e−iλtU+eiλtg‖L2(T×Rn) . |Im(λ)|−1‖g‖L2(T×Rn) (4.9)
‖e−iλtU+eiλtg‖L2(T×Rn) . |Im(λ)|− 12‖g‖L2(T,L2n/n+2) (4.10)
‖e−iλtU+eiλtg‖L2(T,L2n/n−2) . |Im(λ)|−
1
2‖g‖L2(T×Rn) (4.11)
Inoltre
e−iλ1tU+eiλ1t − e−iλ2tU+eiλ2t = −i(λ1 − λ2)(e−iλ1tU+eiλ1t)(e−iλ2tU+eiλ2t)
Quindi la famiglia di operatori
e−iλtU+eiλt : L2(T× Rn)→ L2(T× Rn)
ammette una derivata olomorfa su Im(λ) < 0, data da
d
dλ
[e−iλtU+eiλt] = −ie−iλt(U+)2eiλt
Dimostrazione.
‖e−iλtU+eiλtg‖2L2(T×Rn) =
∫ 2pi
0
∫
Rn
|e−iλtU+eiλsg|2dxdt
=
∫ 2pi
0
e2Im(λ)t
∫
Rn
|U+eiλsg|2dxdt
≤
∫ 2pi
0
e2Im(λ)t‖U+eiλsg‖2C(R,L2x)dt
Ricordando la definizione di U+, si osserva che
[U+h(s, y)](t, x) = [U+χ{s<t}h(s, y)](t, x)
Grazie alla stima (4.2) per il propagatore libero, si ottiene
‖U+χ{s<t}eiλsg‖C(R,L2x) . ‖χ{s<t}eiλsg‖L1sL2x
Dunque∫ 2pi
0
e2Im(λ)t‖U+eiλsg‖2C(R,L2x)dt .
∫ 2pi
0
e2Im(λ)t‖χ{s<t}eiλsg‖2L1sL2xdt
Ora, poiche` g e` periodica e e−Im(λ)t e` crescente
‖χ{s<t}eiλsg‖L1sL2x =
∫ t
−∞
e−Im(λ)s‖g(s, x)‖L2xds
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≤
∫ t
−∞
e−Im(λ)sds
∫
T
‖g(s, x)‖L2xds
. |Im(λ)|−1e−Im(λ)t‖g(s, x)‖L1(T;L2(Rn)
. |Im(λ)|−1e−Im(λ)t‖g(s, x)‖L2(T×Rn)
Mettendo insieme le varie stime si ottiene
‖e−iλtU+eiλtg‖2L2(T×Rn) ≤
∫ 2pi
0
e2Im(λ)t‖U+χ{s<t}eiλsg‖2L1sL2xdt
≤
∫ 2pi
0
|Im(λ)|−2‖g(s, x)‖2L2(T×Rn) . |Im(λ)|−2‖g(s, x)‖2L2(T×Rn)
da cui la (4.9). Veniamo alla (4.10). Ragionando in maniera identica a prima,
si ottiene
‖e−iλtU+eiλtg‖2L2(T×Rn) .
∫ 2pi
0
e2Im(λ)t‖χ{s<t}eiλsg‖2L2sL2n/(n−2)x dt
Inoltre
‖χ{s<t}eiλsg‖2L2sL2n/(n−2)x =
∫ t
−∞
e−2Im(λ)t‖g‖2
L
2n/(n−2)
x
≤
∫ t
−∞
e−2Im(λ)sds
∫
T
‖g(s, x)‖2
L
2n/(n−2)
x
ds
. |Im(λ)|−1e−2Im(λ)t‖g(s, x)‖2L2(T;L2n/(n−2)(Rn)
Quindi
‖e−iλtU+eiλtg‖2L2(T×Rn) .
∫ 2pi
0
|Im(λ)|−1‖g(s, x)‖2L2(T;L2n/(n−2)(Rn)
. |Im(λ)|−1‖g(s, x)‖2L2(T;L2n/(n−2)(Rn)
da cui la (4.10). Per dualita`, otteniamo anche che
‖e−iλ¯tU−eiλ¯tg‖L2(T,L2n/(n−2)(Rn)) . |Im(λ)|−1/2‖g‖L2(T×Rn) (4.12)
Ricordiamo ora la relazione
[U+g(s, ·)](t, ·) = −[U−g(−s, ·)](−t, ·)
Applicando allora la (4.12) a g(−s, ·) si ottiene la (4.11). Per verificare la
formula per la differenza, usiamo la rappresentazione di U+ data da (3.10).
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Data g(t, x) ∈ L2(T ×Rn), si ha
− i(λ1 − λ2)F(e−iλ1tU+eiλ1t)(e−iλ2tU+eiλ2tg)(τ, x) =
= −i(λ1 − λ2)F(U+eiλ1te−iλ2tU+eiλ2tg)(τ + λ1, x) =
= (λ1 − λ2)R−(τ + λ1)F(e−iλ2tU+eiλ2tg)(τ + λ1, x) =
= (λ1 − λ2)R−(τ + λ1)F(U+eiλ2tg)(τ + λ2) =
= i(λ1 − λ2)R−(τ + λ1)R−(τ + λ2)gˆ(τ, x)
Inoltre
F(e−iλtU+eiλtg)(τ, x) = F(U+eiλt)(τ + λ, x) = iR−(τ + λ)gˆ(τ, x)
Quindi ci siamo ridotti a provare che
R−(τ + λ1)−R−(τ + λ1) = (λ1 − λ2)R−(τ + λ1)R−(τ + λ2)
vera per proprieta` elementari del risolvente. La formula per la derivata a
questo punto segue immediamente:
d
dλ
[e−iλtU+eiλt](g) = lim
λ1→λ
−i(e−iλ1tU+eiλ1t)(e−iλtU+eiλt)(g)
= −ie−iλt(U+)2eiλt(g)
Proposizione 4.4. Sia g ∈ Ker T (λ), con Im(λ) < 0. Allora
φ := U+eiλtwzg ∈ Nλ0
In particolare, l’Hamiltoniana di Floquet K non ha risonanze fuori dall’asse
reale, e vale la relazione
KerT (λ) = e−iλtwNλ (4.13)
Dimostrazione. Abbiamo gia` provato che φ soddisfa, in senso distribuzionale,
la relazione (K − λ)e−iλtφ = 0. Inoltre, osservando che
wzg ∈ L2(T;L2n/(n+2)Rn),
la stima (4.10) implica
e−iλtφ ∈ L2(T× Rn),
cioe` φ ∈ Nλ. Abbiamo quindi escluso la presenza di risonanze per K relative
a λ. Proviamo la (4.13): grazie alla proposizione 4.3:
e−iλ0twNλ0 ⊂ KerT (λ0)
Inoltre, da T (λ)g = 0, si ricava
g = −iwe−iλtU+eiλtwzg = −iwe−iλtφ ∈ e−iλtwNλ,
da cui l’altra inclusione.
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4.2 Studio delle singolarita`
Siamo pronti a studiare le proprieta` di invertibilita` della famiglia di operatori
T (λ). Iniziamo con il caso Im(λ) < 0:
Proposizione 4.5. Siano w ∈ Ln(Rn) e z ∈ L∞(T × Rn). Sia λ0 ∈ C,
con Im(λ0) < 0, tale che l’operatore T (λ0) non e` invertibile. Allora gli
spazi delle onde solitarie Nλ0 ⊂ Yλ0 e N˜λ0 ⊂ Yλ˜0 sono entrambi non banali
e finito-dimensionali. Anche gli spazi dei dati iniziali Xλ0 e X˜λ0 risultano
essere sottospazi finito-dimensionali di L2(Rn). Se la proiezione ortogonale
da Xλ0 in X˜λ0 e` bigettiva, allora T (λ) e` invertibile per ogni λ in un intorno
di λ0. Inoltre,
‖T (λ)−1(h1 + h2)‖L2(T×Rn) .w,z,λ0 |λ− λ0|−1‖h1‖+ ‖h2‖
dove h1 = e
−iλ˜0tz¯w¯φ˜, con φ˜ ∈ N˜λ0 e h2 appartiene al complemento ortogonale
in L2(Rn) di e−iλ˜0tz¯w¯N˜λ0.
Dimostrazione. L’operatore T (λ0) e` una perturbazione compatta dell’iden-
tita`, e per ipotesi non e` invertibile. Per il teorema di Fredholm, dunque,
Ker T (λ0) ⊂ L2(T× Rn)
e` un sottospazio non banale e di dimensione finita. Grazie alla (4.13), anche
Nλ0 ⊂ Yλ0 e` un sottospazio di dimensione finita; inoltre
‖e−iλ0twφ‖L2(T×Rn) ∼ ‖φ‖Nλ0 ∼ ‖Φ‖L2(Rn),
dove Φ(x) := φ(0, x) e` il dato iniziale di φ ∈ Nλ0 . Con un ragionamento ana-
logo, possiamo provare che a ogni g˜ ∈ Ker T (λ0)∗ e` associata un’autofunzio-
ne e−iλ¯0φ˜ ∈ Nλ0 di K¯, tramite le relazioni φ˜ = U−w¯eiλ¯0tg˜, g˜ = −ie−iλ¯0tz¯w¯φ˜
Osserviamo ora che
T (λ0)
∗ = I + ie−iλ¯0tz¯w¯U−w¯eiλ¯0t
Siano infatti g, h ∈ L2(T× Rn); ricordando che (U+)∗ = U− si ottiene
〈T (λ0)g, h〉 = 〈g − iwe−iλ0tU+eiλ0twzg, h〉
= 〈g, h〉+ 〈U+eiλ0twzg, iw¯eiλ¯0th〉
= 〈g, h〉+ 〈eiλ0twzg, iU−w¯eiλ0th〉
= 〈g, h〉+ 〈g, ie−iλ¯0tz¯w¯eiλ¯0th〉
= 〈g, (I + ie−iλ¯0tz¯w¯U−w¯eiλ¯0t)h〉
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Allora, grazie alla relazione ImT (λ0) = Ker T (λ0)
∗,
ImT (λ0) =
¶
g ∈ L2(T× Rn) : 〈g, e−iλ0tz¯w¯φ˜〉 = 0, φ˜ ∈ N˜λ0
©
CokerT (λ0) = e
−iλ¯0tz¯w¯N˜λ0
Ora vogliamo mostrare che, se λ e` in un opportuno intorno di λ0, ogni h1 ∈
Coker(T (λ0)) possiede una controimmagine rispetto a T (λ) 6= T (λ0). Date
f, g ∈ L2(T ×Rn), introduciamo la funzione ausiliaria
ag,h(λ) = 〈T (λ)g, h〉
Grazie alla proposizione 4.5, ag,h e` una funzione olomorfa sul semipiano
inferiore, in particolare
a′g,h(λ) = 〈T ′(λ)g, h〉 = 〈−iwe−iλt(U+)2eiλtwzg, h〉 (4.14)
Inoltre, le (4.10), (4.11) ci danno
‖e−iλt(U+)2eiλtwzq‖L2(T;L2n/(n+2)(Rn)) . ‖wzg‖L2(T;L2n/(n−2)(Rn))
Ne deduciamo la stima
|a′g,h(λ)| . |Im(λ)|−1‖g‖2‖h‖2 (4.15)
Studiamo ora il comportamento di ag,h quando g ∈ Ker T (λ0) e h = h1.
Scriviamo quindi
g = e−iλ0twφ, φ ∈ Nλ0 , h1 = e−iλ¯0tz¯w¯φ˜1 φ˜1 ∈ N˜λ0
Per costruzione ag,h1 = 0. Inoltre, grazie al lemma 4.3,
a′g,h(λ0) = −i〈we−iλ0t(U+)2eiλ0twzg, h〉 = −i〈(U+)2w2zφ, w¯2z¯φ˜1〉
= −i〈U+V φ, U−V¯ φ˜1〉 = i〈φ, φ˜1〉 = i
∫ 2pi
0
〈φ, φ˜1〉L2x
= 2pii〈Φ, Φ˜1〉L2x
Se la proiezione da Xλ0 in X˜λ0 e` bigettiva, esiste un unico vettore di norma
unitaria Φ1 ∈ Xλ0 tale che
|〈Φ1, Φ˜1〉| = ‖Φ˜1‖2 & 1
mentre 〈Φ1, Φ˜′〉 = 0 per ogni Φ˜′ in X˜λ0 ortogonale a Φ˜1. Sia g1 = e−iλ0twφ1,
dove φ1 e` l’autofunzione associata a Φ1. Allora
|ag1,h1(λ)| & |〈Φ1, Φ˜1〉||λ− λ0| & |λ− λ0|
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mentre
|ag1,h′(λ)| . |λ− λ0|2
per ogni vettore unitario h′ ∈ CokerT (λ0) ortogonale a h1. Osserviamo ora
che la (4.14) ci da`:
‖T (λ)g1|ImT (λ0)‖ . |λ− λ0|
Invertendo i ruoli di g e h otteniamo inoltre
|〈T (λ)g, h1 + h′〉| . |λ− λ0|‖g‖
per ogni g ∈ L2(T × Rn) e per ogni vettore unitario h1 + h′ ∈ CokerT (λ0).
Ricordiamo adesso che, grazie al teorema di Fredholm,
T (λ0) : Coimage T (λ0)→ ImT (λ0)
e` una mappa ben definita ed invertibile. Per continuita`, preso λ in un’intorno
di λ0, le restrizioni di T (λ) a tali sottospazi sono uniformemente invertibili.
In particolare, esiste un unico g′(λ) ∈ Coimage T (λ0) tale che
T (λ)(g1 + g
′(λ)) ∈ Coker T (λ0), ‖g′(λ)‖ . |λ− λ0|
Poniamo gh1(λ) = g1 + g
′(λ). Vale la relazione
T (λ)gh1(λ) = Ch1(λ− λ0)h1 +O(|λ− λ0|2)
Inoltre, ‖gh1(λ)‖ ∼ 1 e T (λ)gh1(λ) ∈ Coker T (λ0). Prendiamo ora una
base {hj} di Coker T (λ0). L’immagine inversa T (λ)−1h1 e` una combinazione
lineare, con coefficienti uniformemente limitati rispetto a λ, delle funzioni
(λ− λ0)−1ghj(λ). Ne segue che
‖T (λ)−1(h1)‖ .λ0
∑
j
|λ− λ0|−1‖ghj(λ)‖ .λ0 |λ− λ0|−1 (4.16)
Prendiamo ora una funzione h2 ∈ ImT (λ0). Esiste un unico gh2(λ) ∈
Coimage T (λ0), tale che:
T (λ)gh2(λ)− h2 = h′ ∈ Coker T (λ0)
Inoltre,
‖gh2(λ)‖ ∼ 1, ‖h′‖ ∼ |λ− λ0|
Usando la (4.16), concludiamo che
‖T (λ)−1h2‖ ≤ ‖gh2‖+ ‖T (λ)−1h′‖ . 1
La proposizione e` provata.
CAPITOLO 4. STIME SULL’OPERATORE INVERSO 39
Affrontiamo ora il caso Im(λ) = 0, dove non e` piu` valida la stima (4.9). Se
cerchiamo di provare un analogo del teorema 4.5, emergono due difficolta`:
• Non possiamo escludere la presenza di risonanze; tale condizione deve
quindi essere presa come ipotesi.
• Nella dimostrazione del teorema 4.5, abbiamo sfruttato la continuita`
della famiglia di operatori e−iλtU+eiλt per ottenere delle informazio-
ni sul prodotto scalare 〈T (λ)g, h〉. Nel caso Im(λ) = 0, avendo a
disposizione solo la stima fornita dal lemma 4.4, dobbiamo supporre
e−iλtNλ ⊂ L 2nn+2 (Rn;L2(T))
Tuttavia, possiamo indebolire tali ipotesi, giungendo alla condizione
(C1). Infatti, valgono delle ulteriori stime uniformi per e−iλtU+eiλt,
che riflettono nel caso dipendente dal tempo i risultati di uniforme
limitatezza forniti dalla proposizione 2.2 e dal “Limiting Absorption
Principle” [2]:
Lemma 4.6. Per ogni λ ∈ C, Im(λ) ≤ 0, l’operatore e−iλtU+eiλt soddisfa le
seguenti stime:
‖〈x〉−1e−iλtU+eiλtg‖L2(Rn×T) . ‖〈x〉g‖L2(Rn×T) (4.17)
‖e−iλtU+eiλtg‖
L
2n
n−2 (Rn;L2(T))
. ‖〈x〉g‖L2(Rn×T) (4.18)
‖〈x〉−1e−iλtU+eiλtg‖L2(Rn×T) . ‖g‖
L
2n
n+2 (Rn;L2(T))
(4.19)
Dimostrazione. Una dimostrazione di (4.17) si puo` trovare in [22]. L’argo-
mento chiave e` un’applicazione delle “smoothing estimates” di Kato [16] e
del “Limiting Absorption Principle” [2], che garantisce le stime uniformi
‖〈x〉−1R−(λ)g‖L2(Rn) . ‖〈x〉R−(λ)g‖L2(Rn)
Proviamo la (4.18); usando il lemma 2.2, e ragionando come nella dimostra-
zione del lemma 4.4, si ricava:
‖e−iλtU+eiλtg‖
L
2n
n−2 (Rn;L2(T))
≤ ‖R−(x+ λ)gˆ‖2
l2mL
2n/n−2
x
=
∑
m∈Z
‖R−(x+ λ)gˆ‖2
Lt[2pim,2pi(m+1)]L
2n/n−2
x
.
∑
m∈Z
∫ 2pi(m+1)
2pim
‖〈x〉gˆ‖2L2x = ‖g‖2L2(T×Rn)
Infine, la (4.19) e` la stima duale della (4.18).
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Osservazione 4.3. Grazie ai lemmi 4.4 e 4.6, l’operatore e−iλtU+eiλt manda
lo spazio
L
2n
n+2
Ä
Rn, L2 ([0, 2pi])
ä
+ 〈x〉−1L2([0, 2pi]× Rn)
nel suo duale.
Possiamo ora provare, per λ ∈ R, l’analogo della proposizione 4.5:
Proposizione 4.6. Siano w ∈ Ln(Rn) e z ∈ L∞(T × Rn). Supponiamo che
T (λ0) non sia invertibile per λ0 ∈ R e che K, K¯ non abbiano risonanze in
λ0. Allora gli spazi delle soluzioni Nλ0 ⊂ Yλ0 e N˜λ0 ⊂ Yλ˜0 sono entrambi
non banali e finito-dimensionali. Anche gli spazi dei dati iniziali Xλ0 e X˜λ0
risultano essere sottospazi finito-dimensionali di L2(Rn). Se la proiezione
ortogonale da Xλ0 in X˜λ0 e` bigettiva, e se gli spazi e
−iλ0tNλ0, e
−iλ0tN˜λ0 sono
entrambi contenuti in
L
2n
n+2 (Rn;L2(T)) + 〈x〉−1L2(Rn × T)
allora T (λ) e` invertibile per ogni λ in un intorno di λ0. In particolare,
‖T (λ)−1(h1 + h2)‖L2(T×Rn) .w,z,λ0 |λ− λ0|−1‖h1‖+ ‖h2‖
dove h1 = e
−iλ˜0tz¯w¯φ˜, con φ˜ ∈ N˜λ0 e h2 appartiene al complemento ortogonale
in L2 di e−iλ˜0tz¯w¯N˜λ0.
Dimostrazione. L’ipotesi di assenza di risonanze ci garantisce che, se g ∈
Ker T (λ0), allora φ = U
+eiλ0twzg risulta essere un’autofunzione per K. In
maniera analoga, se g ∈ Ker T (λ0)∗, allora φ = U−w¯eiλ¯0tg˜ risulta essere
un’autofunzione per K. Quindi
Ker T (λ0) = ie
iλ0twNλ0 , Coker T (λ0) = e
−iλ0tz¯w¯N˜λ0
Come prima, vogliamo trovare un’intorno di U di λ0 tale che ogni h1 ∈
Coker T (λ0) ammetta un’immagine inversa per Tλ, λ ∈ U . Usiamo nuo-
vamente la funzione ausiliaria ag,h(λ) = 〈T (λ)g, h〉. Sappiamo che ag,h e`
olomorfa nella parte interna del semipiano inferiore. Sulla frontiera, in ge-
nerale, essa risulta solo continua, in virtu` della proposizione 4.1. Sia ora
h1 = e
−iλ0tz¯w¯φ˜1, con φ˜1 ∈ N˜λ0 . Abbiamo che
ag,h1 = 〈T (λ)g, h1〉 = 〈(T (λ)− T (λ0) + T (λ0))g, h1〉
= 〈−iw(e−iλtU+eiλt − e−iλ0tU+eiλ0t)wzg, e−iλ0 z¯w¯φ˜1〉
= 〈w(λ− λ0)e−iλ0tU+e−i(λ−λ0)tU+eiλtwzg, e−iλ0 z¯w¯φ˜1〉
= (λ− λ0)〈e−i(λ−λ0)tU+eiλtwzg, U−V¯ φ˜1〉
= −i(λ− λ0)〈U+eiλtwzg, ei(λ−λ0)tφ˜1〉
= −i(λ− λ0)〈wzg, e−iλtU−ei(λ−λ0)tφ˜1〉
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Osserviamo che ˆU−g(t, x) = −iR−gˆ(t, x), dunque i lemmi 4.4 e 4.6 valgono
anche per la famiglia di operatori {e−iλtU−eiλt, Im(λ) ≤ 0}. Grazie alla
disuguaglianza di Ho¨lder, si ottiene dunque
|ag,h1| ≤ |λ− λ0|‖wzg‖L 2nn+2 (Rn;L2(T)‖e
−iλtU−ei(λ−λ0)tφ˜1‖
L
2n
n−2 (Rn;L2(T)
. |λ− λ0|‖g‖L2(T×Rn)‖e−iλ0tφ˜1‖
L
2n
n+2 (Rn;L2(T))+〈x〉−1L2(T×Rn)
Analogamente, se g = e−iλ0twφ ∈ Ker T (λ0), h ∈ L2(T× Rn), si ha
ag,h = 〈T (λ)g1, h〉 = 〈(T (λ)− T (λ0))g1, h〉
= 〈−iw(e−iλtU+eiλt − e−iλ0tU+eiλ0t)wzg, h〉
= −(λ− λ0)〈e−iλtU+ei(λ−λ0)tU+V φ, w¯h〉
= i(λ− λ0)〈e−iλtU+ei(λ−λ0)tφ, w¯h〉
da cui
|ag,h| = |λ− λ0||〈e−iλtU+ei(λ−λ0)tφ, w¯h〉|
. |λ− λ0|‖h‖L2(T×Rn)‖e−iλ0tφ‖
L
2n
n+2 (Rn;L2(T))+〈x〉−1L2(T×Rn)
Prendiamo ora g = e−iλ0twφ ∈ Ker T (λ0) e h1 = e−iλ0tz¯w¯φ˜1, con φ˜1 ∈ N˜λ0 :
ag,h1(λ) = (λ− λ0)〈e−iλ0tφ, e−iλtU−eiλtw¯h1〉
= i(λ− λ0)〈φ, φ˜1〉+ (λ− λ0)2〈e−iλ0tφ, e−iλtU−ei(λ−λ0)tφ˜1〉
= 2pii(λ− λ0)〈Φ, Φ˜1〉L2x +O(|λ− λ0|2‖e−iλ0tφ‖‖e−iλ0tφ˜1‖)
Ne deduciamo che ag,h1(λ) e` olomorfa su Im(λ) ≤ 0, con
a′g,h1 = 2pii〈Φ, Φ˜1〉L2x
Fissiamo h1 ∈ CokerT (λ0) di norma unitaria. Se la proiezione di X˜λ su Xλ
e` bigettiva, esiste (ed e` unica) una g1 ∈ Ker T (λ0) di norma unitaria, tale
che
|ag1,h1| & |λ− λ0|, ‖T (λ)g1|Image T (λ0)‖ . |λ− λ0|
Inoltre, per ogni h′ ∈ Coker T (λ0), unitario e ortogonale a h1,
|ag1,h′| . |λ− λ0|2
Da questo punto, la dimostrazione e` identica a quella del teorema 4.5.
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4.3 Azione globale di T (λ)−1
Possiamo ora stimare l’azione globale dell’operatore T (λ)−1 tramite una fun-
zione meromorfa che possiede un polo in corrispondenza di ogni autovalore
dell’Hamiltoniana K:
Teorema 4.3. Sia V = w2z ∈ Ln/2x L∞t un potenziale complesso 2pi periodico.
Supponiamo che le Hamiltoniane di Floquet K, K¯ non abbiano risonanze
lungo l’asse reale, e che siano soddisfatte le ipotesi (C1) e (C3). Allora K
ha un numero finito di autovalori λj, contati con molteplicita`, nella striscia
Ω− = {λ ∈ C : Re(λ) ∈ [0, 1), Im(λ) ≤ 0}. Inoltre, gli autovalori di K¯ nella
striscia rilfessa Ω+ sono i λ¯j. Vale inoltre la seguente stima, uniformemente
su Ω−:
‖T (λ)−1g‖L2(T×Rn)
. ‖g‖L2(T×Rn) +
∑
j
|1 + i cotpi(λ− λj)|
∣∣∣∣∣
∫ 2pi
0
〈g, e−iλ¯tz¯w¯φ˜j〉L2xdt
∣∣∣∣∣
= ‖g‖L2(T×Rn) +
∑
j
|[1 + i cot pi(λ− λj)]〈g, e−iλ¯tz¯w¯φ˜j|t∈[0,2pi]〉L2tL2x |
(4.20)
Dimostrazione. Grazie alla proposizione 4.1, il complementare dell’insieme
Λ :=
¶
λ ∈ Ω− : T (λ) e` invertibile©
e` un sottoisieme compatto di Ω−. Infatti la continuita` di we−iλtU+eiλtwz
garantisce che Λ sia un insieme aperto. Inoltre, scelto λ con Im(λ) sufficien-
temente piccola in modo che ‖we−iλtU+eiλtwz‖ < 1, si ha λ ∈ Λ. Dunque Λc
e` chiuso e limitato, ossia compatto. Se sono soddisfatte le condizioni (C1),
(C3) , allora le proposizioni 4.5, 4.6 ci dicono che Λc e` anche un insieme
discreto, e quindi risulta finito. Inoltre, grazie al teorema di Freedholm, ogni
λ ∈ Λc risulta un autovalore di molteplicita` finita. L’argomento per K¯ e`
identico. Proviamo ora la (4.20). Sia Vj un’intorno di λj sufficientemente
piccolo da non contenere altre singolarita`. Per λ ∈ Vj si ha∫ 2pi
0
〈g, e−i(λ¯−λ¯j)th〉L2xdt =
∫ 2pi
0
〈g, h+O(|λ− λj|)th〉L2xdt
= 〈g, h〉L2(T×Rn) +O(|λ− λj|)‖g‖2‖h‖2
La funzione cot(z) ha la seguente rappresentazione
cot(z) = −ie
−iz + eiz
e−iz − eiz
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da cui si ricava facilmente lo sviluppo
|1 + i cotpi(z)| = 1
pi|x| +O(1)
Preso un vettore hj di norma unitaria si ha quindi
|1 + i cotpi(λ− λj)|
∣∣∣∣∣
∫ 2pi
0
〈g, e−i(λ¯−λ¯j)thj〉L2xdt
∣∣∣∣∣
=
Ç
1
pi|λ− λj| +O(1)
åÄ〈g, hj〉L2(T×Rn) +O(λ¯− λ¯j)‖g‖2ä
=
1
pi|λ− λj| |〈g, hj〉L2(T×Rn)|+O(‖g‖)
Sia ora φ˜j ∈ Nλj di norma unitaria, e prendiamo
hj = e
−iλ¯jtz¯w¯φ˜j ∈ Coker(Nλj)
Possiamo supporre anche hj di norma unitaria. L’identita` precedente appli-
cata ad hj ci dice che
|1 + i cot pi(λ− λj)|
∣∣∣∣∣
∫ 2pi
0
〈g, e−iλ¯tz¯w¯φ˜j〉L2xdt
∣∣∣∣∣
=
1
pi|λ− λj| |〈g, hj〉L2(T×Rn)|+O(‖g‖)
Ora, se g = hj ∈ CokerT (λ0),
‖T (λ)−1hj‖ .λj |λ− λj|−1‖hj‖ ∼ |λ− λj|−1‖hj‖2
. |λ− λj|−1‖hj‖2 +O(‖g‖)
= |1 + i cotpi(λ− λj)|
∣∣∣∣∣
∫ 2pi
0
〈hj, e−iλ¯tz¯w¯φ˜j〉L2xdt
∣∣∣∣∣
Invece se g = h⊥j ∈ Coker(T (λj))⊥,
‖T (λ)−1h⊥j ‖ .λj ‖h⊥j ‖
In entrambi i casi la (4.20) e` soddisfatta. Su
Ω− \⋃
j
Vj
la norma operatoriale di T (λ)−1 e` limitata, cioe` ‖T (λ)−1g‖ . ‖g‖. La
dimostrazione e` conclusa.
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Osservazione 4.4. La stima globale fornita dalla (4.20) e` stretta. Osservia-
mo infatti che∫ 2pi
0
〈g, e−i(λ¯−λ¯j)thj〉L2xdt ≤ (1 + e2piIm(λj−λ))‖g‖‖h‖
Inoltre, per Im(λ)→ +∞ vale
|1 + i cot piλ| ∼ e2piIm(λ)
Quindi, preso hj di norma unitaria,
|1 + i cotpi(λ− λj)|
∣∣∣∣∣
∫ 2pi
0
〈g, e−i(λ¯−λ¯j)thj〉L2xdt
∣∣∣∣∣ . ‖g‖
Capitolo 5
Dimostrazione del teorema
principale
In questo capitolo concludiamo la dimostrazione del Teorema 1.2. Gli elemen-
ti principali sono la stima sull’azione globale di T (λ)−1 fornita dal teorema
4.3 e una versione discreta delle classiche “smoothing estimates” di Kato [16].
5.1 Smoothing estimates
Lemma 5.1. Il propagatore libero dell’equazione di Schro¨dinger soddisfa le
seguenti stime di continuita`:
∑
k∈Z
∣∣∣〈e−2piik∆f, ψ〉∣∣∣2 . ‖f‖2‖ψ‖2L2∩〈x〉−1L2 (5.1)
∑
k∈Z
∣∣∣〈e−2piik∆f, ψ〉∣∣∣2 . ‖f‖2‖ψ‖2
L2∩L2n/(n+2)∩W˙α,2γ/(γ+2) (5.2)
dove γ ∈ [(n+ 1)/2, n+ 1] e α + γ−1 > 1
Dimostrazione. Usando l’identita` di Plancharel e integrando in coordinate
sferiche s = |ξ|2, ω = |x|−1x si ottiene
〈e−2piik∆f, ψ〉 = 〈Fe−2piik∆f, ψˆ〉 = (2pi)−n2
∫
Rn
fˆ(ξ)ψˆ(ξ)e2piik|ξ|
2
dξ
= (2pi)−
n
2
∫ +∞
0
s
n−2
2
∫
Sn−1
fˆ(s, ω)ψˆ(s, ω)e2piiksdwds
Poniamo
F (s) = s
n−2
2
∫
Sn−1
fˆ(s, ω)ψˆ(s, ω)dω
45
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Se la funzione periodica
∑
m∈Z F (s+m) appartiene a L2([0, 1]), grazie all’u-
guaglianza precedente 〈e−2piik∆f, ψ〉 risulta essere il suo k-esimo coefficiente
di Fourier. Si ha quindi
∑
k∈Z
∣∣∣〈e−2piik∆f, ψ〉∣∣∣2 = ‖∑
m≥0
F (s+m)‖2L2([0,1])
Osserviamo che
‖sn−24 fˆ(s, ω)‖2l2mL2([m,m+1];L2(Sn−1)) =
∑
m≥0
s
n−2
2
∫ m+1
m
∫
Sn−1
|fˆ(s, ω)|2dωds
=
∫ +∞
0
s
n−2
2
∫
Sn−1
|fˆ(s, ω)|2dωds
= ‖fˆ‖22 = ‖f‖22
Supponiamo ora che valga la seguente condizione:
s
n−2
4 ψˆ ∈ l2mL∞([m,m+ 1];L2(Sn−1))
In tal caso
‖∑
m≥0
F (s+m)‖2L2([0,1]) ≤ 2‖F‖2l2mL2([m,m+1])
. ‖sn−24 fˆ(s, ω)‖2l2mL2([m,m+1];L2(Sn−1))
‖sn−24 ψˆ‖2l2mL∞([m,m+1];L2(Sn−1))
= ‖f‖22‖s
n−2
4 ψˆ‖2l2mL∞([m,m+1];L2(Sn−1)) < +∞
Per ottenere le (5.1), (5.2), dobbiamo allora stimare la quantita`∑
m≥0
sup
s∈[m,m+1]
s
n−2
2 ‖ψˆs‖2L2(Sn−1)
dove con ψˆs abbiamo indicato la restrizione di ψˆ alla sfera di raggio s = |ξ|2.
Supponiamo ψ ∈ L2 ∩ 〈x〉−1L2. In maniera del tutto analoga a quanto visto
in (2.12) si ricava
∫ +∞
0
s
n
2
Ç
d
ds
[‖ψˆ‖L2(Sn−1)]
å2
ds . ‖〈x〉ψ‖22 (5.3)
CAPITOLO 5. DIMOSTRAZIONE DEL TEOREMA PRINCIPALE 47
Per stimare le variazioni locali di ψˆs usiamo il teorema del valor medio. Dati
s1, s2 ∈ [m,m+ 1],∣∣∣∣∣‖s(n−2)/41 ψˆ1‖L2(Sn−1) − ‖s(n−2)/42 ψˆ2‖L2(Sn−1)
∣∣∣∣∣
2
≤
∫ m+1
m
Ç
d
ds
[s(n−2)/4‖ψˆ‖L2(Sn−1)]ds
å2
=
∫ m+1
m
Ç
s(n−2)/4
d
ds
‖ψˆs‖L2(Sn−1) + s(n−6)/4‖ψˆs‖L2(Sn−1)ds
å2
≤ 2
∫ m+1
m
Ç
s(n−2)/2
d
ds
‖ψˆs‖2L2(Sn−1)
å2
+
(
s(n−6)/2‖ψˆs‖2L2(Sn−1)
)2
ds
≤ 2
∫ m+1
m
s(n−2)/2
Ç
d
ds
‖ψˆs‖L2(Sn−1)
å2
+ s(n−6)/2‖ψˆs‖2L2(Sn−1)
Osserviamo che , se I ⊂ R e` un’intervallo di lunghezza uno, e f : I → R e`
positiva, allora
sup
s∈I
f(s) ≤
∫
I
f(t)dt+ sup
s1,s2∈I
|f(s1)− f(s2)| (5.4)
In particolare, data f : I → R,
sup
s∈I
f(s)2 ≤
∫
I
f(t)2dt+ sup
s1,s2∈I
|f(s1)2 − f(s2)2|
≤
∫
I
f(t)2dt+ sup
s1,s2∈I
|f(s1)− f(s2)|2
Applicando tale disuguaglianza a f(s) = s(n−2)/4‖ψˆ‖L2(Sn−1) nell’intervallo
[m,m+ 1] si ottiene
sup
s∈[m,m+1]
s
n−2
2 ‖ψˆ‖2L2(Sn−1)
≤
∫ m+1
m
(s
n−2
2 + 2s
n−6
2 )‖ψˆ‖2L2(Sn−1) + 2s
n−2
2
Ç
d
ds
‖ψˆ‖L2(Sn−1)
å2
ds
Sommando su m ≥ 1 (in modo da evitare singolarita` in 0), si ricava allora∑
m≥1
sup
s∈[m,m+1]
s(n−2)/2‖ψˆs‖2L2(Sn−1)
.
∫ +∞
1
s
n−2
2 ‖ψˆ‖2L2(Sn−1)ds+
∫ +∞
1
s
n
2
Ç
d
ds
‖ψˆ‖L2(Sn−1)
å2
. ‖ψ‖22 + ‖〈x〉ψ‖22
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dove l’ultimo passaggio segue dall’identita` di Plancharel e dalla (5.3). La
stima nell’intervallo [0, 1] si esegue separatamente, usando Cauchy-Scwartz e
la (5.3):
s
n−2
4 ‖ψˆs‖ ≤ sn−24
∫ +∞
s
∣∣∣∣∣ dds‖ψˆs‖
∣∣∣∣∣ ds .
(∫ +∞
s
∣∣∣∣∣ dds‖ψˆs‖
∣∣∣∣∣
2)1/2
. ‖〈x〉ψ‖2
Abbiamo quindi mostrato la (5.1). Supponiamo ora
ψ ∈ L2 ∩ L2n/(n+2) ∩ W˙α,2γ/(γ+2),
con α, γ come nelle ipotesi. Nella proposizione 2.2 abbiamo dimostrato la
stima
‖F(ψˆr)‖2n/(n−2) . r n2 ‖ψˆr‖L2(Sn−1)
Per dualita`, otteniamo:
s(n−2)/4‖ψˆs‖ . ‖ψ‖ 2n
n−2
In particolare,
sup
s∈[0,1]
s(n−2)/4‖ψˆs‖ . ‖ψ‖ 2n
n−2
(5.5)
Ci serve ora il seguente lemma; una dimostrazione si puo` trovare in [9].
Lemma 5.2. Sia γ ∈ [(n+ 1)/2, n+ 1], e prendiamo ψ ∈ L2γ/(γ+2)(Rn). Le
restrizioni di ψ soddisfano la seguente stima:
m
n−2
2 (‖ψˆs1‖2L2(Sn−1) − ‖ψˆs2‖2L2(Sn−1)) .
Ç |s1 − s2|n+1−γ
m
å 1
γ
‖ψ‖22γ
γ+2
per ogni coppia s1, s2 ∈ [m,m+ 1], con m ≥ 1.
Grazie al lemma (5.2) e al teorema di Stein Thomas [24], dunque:∣∣∣‖s(n−2)/41 ψˆs1‖2 − ‖s(n−2)/42 ψˆs2‖2∣∣∣
.
Å
m−(α+
1
γ ) +m−(α+2−
n
γ )
ã
‖ψ‖2
W˙α,2γ/(γ+2)
. m−(α+
1
γ )‖ψ‖2
W˙α,2γ/(γ+2)
(5.6)
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Ricordiamo che, per ipotesi α + 1/γ > 1, di conseguenza la serie m−(α+1/γ)
converge. Allora, usando le (5.4), (5.5), (5.6), si ottiene∑
m≥0
sup
s∈[m,m+1]
‖s(n−2)/4ψˆs‖2
. ‖ψ‖22n
n+2
+
∑
m≥1
Ç∫ m+1
m
s(n−2)/2‖ψˆs‖2ds+m−(α+1/γ)‖ψ‖2W˙α,2γ/(γ+2)
å
. ‖ψ‖22n
n+2
+ . ‖ψ‖2
W˙α,2γ/(γ+2)
+
∫ +∞
1
s(n−2)/2‖ψˆ‖2ds
= ‖ψ‖22n
n+2
+ . ‖ψ‖2
W˙α,2γ/(γ+2)
+ ‖ψ‖22
Anche la (5.2) e` dimostrata.
5.2 Dimostrazione del teorema principale
Dimostrazione Teorema (1.2). Ricordando la (3.11), dobbiamo stimare la
quantita`
sup
µ≤0
∫ 1
0
‖(I − iwU+wz)−1PλwU+0 f‖Y 2λ dλ
′
= sup
µ≤0
∫ 1
0
‖e−iλt(I − iwU+wz)−1PλwU+0 f‖L2(R2×T)dλ′
= sup
µ≤0
∫ 1
0
‖T (λ)−1eiλtPλwU+0 f‖L2(R2×T)dλ′
= sup
µ≤0
∫ 1
0
‖T (λ)−1eiλ′tPλ′eµtwU+0 f‖L2(R2×T)dλ′
Grazie al Teorema 4.3, dunque, la stima da provare diventa∫ 1
0
‖Pλ′eµtwU+0 f‖22dλ′
+
∑
j
∫ 1
0
|1 + i cot pi(λ− λj)|2|〈eµtU+0 f, Pλ′(e−µtV¯ φ˜j|t∈[0,2pi])〉|2L2tL2xdλ
′
. ‖f‖22 (5.7)
uniformemente su µ ≤ 0. Ricordiamo che, per quanto visto nell’osservazione
3.1, Pλ e` autoaggiunto e commuta con la moltiplicazione puntuale. L’identita`
di Plancharel (3.6) e le stime di Strichartz libere ci danno∫ 1
0
‖Pλ′eµtwU+0 f‖22dλ′ = ‖eµtwU+0 f‖L2tL2x . ‖f‖22
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Studiamo ora il secondo integrale che compare nell’espressione (5.7). Intro-
duciamo la funzione ausiliaria
bj,µ(λ
′) = [1 + i cotpi(λ− λj)][〈eµtU+0 f, Pλ′(e−µtV¯ φ˜j|t∈[0,2pi])〉|L2tL2x ]
Per ottenere la (5.7), ci basta provare che
‖bj,µ‖L2(0,1) ≤ Cj‖f‖2
uniformemente su µ ≤ 0, per ogni f ∈ X˜⊥j . Poniamo
M(λ′) = 1 + i cotpi(λ′ − λ′j + i(µ− µj))
Si verifica che
Mˇ(k) =
Ä
e2piiλ
′
je2pi(µ−µj)
äk · −2I{k≥1} se µ ≤ µj2I{k≤0} se µ > µj (5.8)
Il caso µ = µj si ottiene per continuamento analitico da µ < µj. Data ora
g ∈ L2tL2x, poniamo B(λ′) = M(λ′)〈F, Pλ′g〉. Osserviamo che
Bˇ(k) =
∑
m∈Z
〈F, Mˇ(k +m)g(t+ 2pim, x)〉
Analizziamo il caso µ ≤ µj. Sostituendo g = e−µtV¯ φ˜j|t∈[0,2pi] nell’espressione
per Bˇ(k), si trova:
Bˇ(k) =
∑
m∈Z
〈F,−2I{k≥1}
Ä
e−2piiλ
′
je2pi(µ−µj)
äk+m
× e−µ(t+2pim)V¯ φ˜j(t+ 2pim)I{t+2pim∈[0,2pi]}〉
= −2 Äe2piiλ′je2pi(µ−µj)äk ∑
m≥1−k
〈F, e−2piiλ′jm+2pi(µ−µj)m
× e−µ(t+2pim)e2pii(λ′j−iµj)mV¯ φ˜j(t, x)I{t+2pim∈[0,2pi]}〉
= −2 Äe2piiλ′je2pi(µ−µj)äk 〈F, e−µtV¯ φ˜j ∑
m≥1−k
I{t+2pim∈[0,2pi]}〉
= −2 Äe2piiλ′je2pi(µ−µj)äk 〈F, e−µtV¯ φ˜j|t≤2pik〉
Poniamo ora F (t, x) = eµtU+0 f nell’espressione trovata. Grazie all’identita`
di Plancharel ricaviamo:
‖b′jµ‖2L2([0,1]) =
∑
k∈Z
4e+pi(µ−µj)k
∣∣∣〈f, (U+0 )∗(V¯ φ˜j|t≤2pik)〉L2(Rn)∣∣∣2
=
∑
k∈Z
4e+pi(µ−µj)k
∣∣∣〈f, U−(V¯ φ˜j|t≤2pik)(0, ·)〉L2(Rn)∣∣∣2
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Ricordiamo che f ha supporto nella semiretta [0,+∞). Inoltre, il supporto
di U−(V¯ φ˜j|t≤2pik) e` contenuto nell’intervallo (−∞, 2pik]. Dunque, se k ≤ 0, il
prodotto scalare nell’ultima espressione si annulla. Nel caso k = 0, sfruttando
la continuita` locale della soluzione, si ottiene
〈f, U−(V¯ φ˜j|t≤0)(0, ·)〉 = lim
→0+
〈f, U−(V¯ φ˜j|t≤0)(, ·)〉 = 0
Dato k ≥ 1, usando la relazione iφ˜j = U−V¯ φ˜j e la periodicita` di e−iλ¯jtφ˜j, si
ottiene
U−(V¯ φ˜j|t ≤ 2pik)(0, ·) = [U−(V¯ φ˜j)− U−(V¯ φ˜)j|t > 2pik)](0, ·)
= i(Φ˜j − e2piiλ¯jke2piik∆Φ˜j)
da cui
‖bj,µ‖2L2([0,1]) ≤ 8
∑
k≥1
e4pi(µ−µj)k|〈f, Φ˜j〉|2 + 8
∑
k≥1
e4piµk|〈f, e2piik∆Φ˜j〉|
. |µ− µj|−1|〈f, Φ˜j〉|2 + |µ|−1‖f‖22‖Φ˜j‖22
Se µj < 0, ne deduciamo che ‖bj,µ‖L2(0,1) .j |µj|−1/2‖f‖2, uniformemente su
µ ≤ µj, per ogni f ∈ L2(Rn) ortogonale a φ˜j. Quando µj = 0, la stima
precedente non e` piu` sufficiente. Sfruttiamo allora la condizione (C2), che ci
garantisce che
Φ˜j ∈ 〈x〉−1L2(Rn) +W 1,2n/(n+2)(Rn)
Osservando che α = 1, γ = 2n/(n + 2) soddisfano le ipotesi del lemma 5.1,
otteniamo allora:∑
k∈Z
|〈e−2piik∆f, Φ˜j〉|2 . ‖f‖22‖Φ˜j‖〈x〉−1L2+W 1,2n/(n+2) (5.9)
Ne deduciamo che, data f ortogonale a φ˜j,
‖bj,µ‖2L2([0,1]) = 8
∑
k≥1
e4piµk|〈e−2piik∆f, Φ˜j〉| .j ‖f‖22
uniformemente su µ ≤ 0.
Analizziamo ora il caso µj < µ ≤ 0. Usando l’appropriato caso della (5.8),
otteniamo:
‖bj,µ‖2L2([0,1]) =
∑
k∈Z
4e4pi(µ−µj)k|〈f, U−(V¯ φ˜j|t≥2pik)(0, ·)〉L2(Rn)|2,
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Inoltre
U−(V¯ φ˜j|t ≥ 2pik)(0, ·) = [U−(V¯ φ˜j)− U−(V¯ φ˜j|t < 2pik)](0, ·)
=
Φ˜j k ≤ 0e2piiλ¯jke2piik∆Φ˜j k ≥ 1
Usando nuovamente la (5.9), otteniamo quindi:
‖bj,µ‖2L2([0,1]) = 4
∑
k≤0
e4pi(µ−µj)k|〈f, Φ˜j〉|2 + 4
∑
k≥1
e4piµk|〈e−2piik∆f, Φ˜j〉|2
. |µ− µj|−1|〈f, Φ˜j〉|2 + ‖f‖2‖Φ˜j‖〈x〉−1L2+W 1,2n/(n+2)
Ne segue che ‖bj,µ‖ .j ‖f‖22 uniformemente su µj < µ ≤ 0, per ogni f ∈
L2(Rn) ortogonale a φ˜j. La dimostrazione del teorema 1.2 e` completa.
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