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I NTRODUÇJW 
A partir da década dos '30 o tratamento do Cálculo das Varia-
çoes foi revi talizado pela .. aplicação de métodos d~ dualidade sobre 
tudo através dos trabalhos de L.C .. Young e R. Caccioppoli. A pa~ 
tir dos anos '50, através dos trabalhos do mesmo L.C. Young e de 
E .. de Giorgi, H. Federer e W. FleQing, mediante a utilização da 
Teoria da medida com !artes componentes geométricos, o Cálculo das 
Variações recebeu enorme impulso, permitindo o estabelecimento de 
. . . . 
teoremas bastantes gerais de existência e regularidade de. proble 
mas clássicos do Cálculo das Variações em d~mensões superiores. 
Particularmente importantes, foram os resultados obtidos no chama 
do problema de Plateau, que consiste em: 
Fixado um contorno r encontrar uma superfície S que tenha r 
como fronteira e "minimiza" .a área na classe das superfícies que 
têm o bordo r. Este é o Problema de Plateau Clássico - se se im-
poe que r e S sejam cartesianas (isto é, r e S são gráficos de fun 
ções), tem-se o Problema de Plateau não paramétrica (ou cartesia-
no), enunciado mais exatamente como: 
"Seja r2C.JRn aberto, e limitado e y: 3r2 + JR uma função :.;çontí 
nua. Encontrar uma função contínua u: ~ +R, tal que: 
a) u = y sobre an 
b) u minimiza a "área" entre todas as funções contínuas que 
11 
assumem o valor y sobre an 
Convém destacar ainda que quando n = 2, existe. solução do p~ 
blema para toda função y e c0 ( an) desde que n seja convexo ·- a p~ 
va deste resultado foi obtida sucessivamente por Bernstein (1910), 
-Li.-
Haar (1927), J. Douglas (1930) e Rodó (1930) demonstrou que o pr~ 
blema tem solução Única para toda função y e C0 (an) desde que Qs~ 
ja convexo. 
' Em 1965, Finri mostrou·que para todo domínio, não convexo de 
R 2 existe um dado contínuo y para o qual o problema não tem solu 
ção (veja exemplo - cap. 4). 
Assim para n = 2 o problema com dados contínuos tem solução 
se, e· somente se, n é. convexo. 
Em dimensão maior que 2, Gilbary e Stampacchia .(1963) mostra 
raro que o problema tem solução para domínio n uniformemente conv~ 
xo (isto é, com curvaturas principais positivas) com fronteira an 
suave, an e c 3 • 
Em 1968, Jenkins e Serrin provaram Se Q c Rn aberto e limi 
tado e 3Q e C2 , então o Problema de Plateau tem solução para da-
dos y e C2 (()Q) se, e somente se, a curvatura média de an é não ne 
gativa em todo X e ()Q. 
Em 1971, o problema de Plateau ganhou novo enfoque quando M. 
Miranda introduziu a teoria dos Perímetros . Miranda enfraqueceu 
a hipótese da regularidade sobre an, mostrando que o problema tem 
solução única com an lipschitziana e n localmente convexo. 
Esta hipótese é uma generalização da curvatura média não ne 
gativa, no caso em que a fronteira é apenas Lipschitziana. 
Em 1977 R. Bassanezi e U. Massari resolveram o problema de 
Plateau em domínios limitados Q C JRn localmente pseudo- convexos, 
sem a hipótese de que a fronteira an seja lipschitziana. 
Nosso objetivo neste trabalho foi o de apresentar os resulta 
dos principais do Problema de Plateau não paramétrica até 1971, ~ 
bedecendo uma sequência natural sob o ponto de vista das generali 
zaçoes. Assim é que no capítulo 1 desenvolvemos o problema de Pl~ 
teau com dado Lipschi tziano 1 no capítulo 2 com dado satisfazendo a 
condição Bounded Slop Condition (B.S.C.), no capítulo 3 em domí-
nios cuja fronteira possui curvatura média não negativa e final 
mente no capítulo 4 com -dado contínuo. 
Em todas estas etapas analisamos o problema de existência e 
unicidade de soluç~o do referido problema, procurando tornar as 
ideias o mais claro possível. 
xxx-xxx 
l - PROBLEMA DE PLATEAU COM DADO L!PSCHITZIANO 
Fixado .um contei-no i' (uma curva simples e feChada) encontrar· 
urna superfície S ·que tenha r como fronteira e "minimiza" a área 
na classe das s_uperfÍC:ies que têm bordo f. Este é Q Problema .de 
Plateau Clássico. 
Se se impõe que r e s sej·am cartesianos (i. e: r e S sao gr§. 
ficcs de funções) , tem-se o problema de Plateau -._•nao paramétrica 
(ou cartesiano) que se pode enunciar mais exatamente como: 
Seja Q C IRn aberto e limitado e y: 30 -+IR uma função contí 
nua. Encontrar uma função contínua u: Q + lR tal que: 
a) u = y sobre an, 
b) u _. U· _minimiza a "area entre todas as funçÕes contínuas 
que assmrtem o valor y sobre an. 
Como área de u(x) se entende a área de Lebesgue da superf~e 
por: 
s = { (x,y) e·lRn+1 , x e n, y 
a(u) "" inf{ lim 
n-++""' 
in f J A+ I Vun !2 
il 
un + u uniformemente em Õ}, onde un 
u ( x) } , que e definida 
A áre~ de a(u) é um funcional sôbre C0 (Õ) que pode valer tam 
bém + ""'· 
-1-
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No.taç.Õe..6: a(u), Jgrafn(u) I que se lê área do <j'ráfico deu ou 
medida do gráfico de u. Daqui por diante diremos apenas área de u 
em vez de area do gráfico d~ u. 
E notaremos un + u uniformemente em n por un ! u em n. Ainda,Lip(?i) 
denota a classe das funções Lipschitzianas definidas em n e C~(n) 
. 1 
as funções de classe C e suporte éompacto em n. 
' PROPOSIÇAO l. l - Se u ~ Up{~), en.tão a{u) dx . 
. Para a demonstração desse fato necessitamos de alguns resul 
tados preliminares. 
LEMA 1.2- Seu e L;p{Q), en.tão 
JIÍ+ I Vul z'dx 
n 
.i=0,1, ... ,n, 
3 u. i ' 
-,- "'· o X,_ . 
-A .. ~ 
lg(x) I < 1, Vx} • 
Prova (A} ; Provemos primeiramente que 
dx > 
1 g.~C(Q); 
"- o 
Seja g = 
e gi e C~(Q). 
(g ,g , ••. ,g ) uma função qualquer com lg(x) I < 1, Vx 
o 1 n 
Desse modo 
g + 
o 
u 
I 
i=1 
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au 
• (1, ') 
ox1 
I 2 2' I (• dU) 2 ( dU) 2' < < lg + ••• +g 11+ -,- + •.. + -,-
_o n ox1 axli. 
Integrando sàbre n, temos: 
dU 
I • • • ~ax-> 
n 
< J /,+I Vu 12 'dx 
n 
au 
qxn 
(B): Resta provarmos que a desigualdade nao se verifica, o 
mesmo que porvar que: 
e 
VE>O,jg 
O, E 
u 
I 
i=1 
g. 
l 1 E 
Uma maneira de se 
' g1 , ••• ,g 
, E n ,e; 
tal que 
.l.!!._)dx > 
ax. 
l 
J /,+I Vu 1 2 'dx - E • 
Q 
g1 seria: au 
ax 
considerar os 
au 
ax1 
' g 1 = --;::::.::':::::::::; 
/,+I Vul2' 
1 o o • 1 gn = r-==n:::::;;:; 
/,+I Vul 2 ' 
l<:íl = 1 + 1Vul2 
(/,+1 Vul 2 ,.) 2 
• 
= 1. 
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temos 
+o •• + = __1:1:)_\l_t!_l~ = 
~+1Vul2 I 
I 2' HIVul , 
entretarito esta escolha não é acei tãvel urna vez que os gi ~ C~ (11). 
Com tal escolha dos gi temos 
( 1) 
Devemos agora regularlzar as funções gi ; para isso conside 
remos 
n - {x e n: d(x, an) > d e funções wo ' 
E " 
1jJ-=- e c
0
1 ( n) que vale 1 sôbre !J' e o < ljJ < 1 em n. 
""" E - €: -
Ainda J ~E ~+I Vul 2 0 dx > 
n 
e 
Então 
J ~+I Vu 1 2 0 dx 
n< 
(2) 
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Mas ainda as funções gi 1jJ 8 nao são de classe C 
1
. A etapa fi 
- - . - 1 
nal é substituir as funçoes gi ~e que sao L0 {Q) (funções integr~ 
veis com suporte compacto em n), por funções gi,e '€ C~(Q), satis 
fazendo: 
u 
a) I 
1=1 
b) - g. w !dx < o , Vi 
~. " 
cálculo final: 
+ J [ (go,o - gowo)+(g1 ,o 
ll 
agora, 
-
- g 1 
+ g1 
,o 
+ ••• + g 
n,o 
-+ ..• +_g '" n 'o 
au w )-,- + ... + 
E. ox1 
-
au ) dx = 
axn 
+ ... +(g - gn 
n, E 
0) Se e L~ {O), então existe ih e C~ Hl:), tal que 
J Jth- fjdx +O 
g 
cf. teor. 2.6, p. 5.7 de [3] 
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< J [I go, s - go ~sI+ I g 1 , s - g 1 ~sI+· · ·+I gn, s -gn ~ s I] dx ( L+1) < 
Q 
< (u+1) s (L+1). 
E finalmente quando E: -+ O, temos 
+ g 1 , E 
dU a + •.• + 
x1 
+ •.. + 
Portan-to 
+ ... + gn,E: 
Logo de (A) e (B) temos 
JA+Ivul 2 ,dx = 
Q 
sup 
g 
PROVA DA PROPOSIÇAO l .l 
) dx (2>JJ/ 2' v1+ I V•1l dx 
Q . 
€ 
> JA+Ivul 2 ,dx 
Q 
dx . 
c.Q.o. 
- € 
Tomemos g = (g 1 g1 , • • • ,g ) função qualquer tal que g, e C 
1 (.Q) O)ffi 
o n ~ o 
lg(x) I ~ , Vx. Então, 
J(go 
u 
+ l: 
(l i=1 
gi -ª-"-ldx axi 
= lirn 
h++co. 
< lim 
h-++oo 
Então para qualquer g 
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® f (go u ~ l: 
(l i=1 
inff ;;+I Vuh 1 2 'dx 
(l 
3gi 
u -)dx dX. 
l 
dX < 
n . 
I' dU 
" g. -3-)dx < i=1 1 xi 
lirn inf 
h++oo 
f;;+ I v~ 12 'dx 
(l . 
Aplicanto Sup g, 
~ 
lim inf 
h++oo 
f ;;+1Vuhl 2 ' dx 
(l 
e pelo lema 1.2 
< 
@ Teorema de Green: 
lim 
h-Hoo 
inff;;+IVuhl 2 ,dx 
(l 
f f~ dx =-f g .1.L dx~ f -3- (f.g)dx"" O ax_ ax1 Cl-x. n.l n · nl. 
(a condição necessária para esse teorema é que f ou g tenham suporte compacto 
em m. 
. Portanto 
-8-
. J ~+I Vul 2dx < a(u) 
~ 
Seja agora ~ = u , uh + u em n, então 
lim 
h-:Hoo 
in f f ~+I Vuh 1 2 'dx~J ~+I Vul 2 ' dx 
Portanto 
~ ~ 
f~+ I Vul 2 'dx > a (u) 
~ 
Donde concluimos que 
a(uJ = JA+IVul 2 'dxquando u e Lip(Q). 
~ 
C.Q.D. 
PROPOSIÇAO 1.3- Seja u G LJa(DJ, un G LJpiDJ com un tu em 
Q. Então o 6une1onal da ã~ea a(u) ê hem1eant1nua lnóe~io~mente em 
ftelação ã conveftgência uniáoftme, i4to ê, Se u + u 
• + em Q, en.tão 
a{u) < iJm Jn6 a(un). 
·--
PROVA: Devido a compacidade de 
uma sequência ~n) e Lip(B), tal que 
E pela Clefinição de lnfimo: 
n, para cada n fixado,existe 
(n) + l1k_ + un 
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inff~+IVu~n) 121 < 
Q 
Pela convergência uniforme, temos: 
dado E = ~ , existe vn e ~' tal que 
llu.(n) - u 11 < 
K n s 
1 
n ·' V k > vn 
E usando a definição de limite inferior: 
-
existe K > v , 
n n 
Fazendo 
(n) 
Yn = Ui( ' 
Portanto hn - ull 
Assim 
----+ o 
n+oo 
----+ 
n+oo 
n 
o' 
resulta 
ou seja Yn 
( 2) 
< 
+ + 
1 
-n 
u . 
a (u) < lim f~ 2' (3) inf 1+IVYn1 ~ lirn inf(a(u ) + _1) n n 
- n+oo n 
Portanto a(u) < 
n-
lim inf a (u ) 
n· 
C.Q.D. 
( 1) 
(2) 
( 3) 
+ 
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Obôenvação - Podemos ter casos onde a desigualdade se verifi 
ca. 
Exemplo 1 : 
Seja u a função identicamente nula em [o ,1] e seja un •_a se 
quência definida em [0,1] pela expressão: 
com k = 0,1, ••• ,n-'1. 
o 1 
n 
X-
k+1 
--· 
n 
k 
n 
, se 
,... x, se 
1 
2 
k 
n 
< X 
k + 1/2 
n 
1 
< k + 1/2 
n 
< X < k+1 
n 
Nesse exemplo observamos que un:t u:: O em [0,1] CXilll uu(x)· > O,VX • 
Ainda a(un) = 12, Vn e a(u) = 1 
Portanto a(u) ~ 1 < /2 ~ lim a(un) 
u-
Exemplo Z: 
Seja una sequência definida em [0,1] como na figura abaixo 
-11-
e u _ O em [o, 1] • 
u 
n. 
o '1 ' 1 
a(un) ~12 n 
a(u) ~ 1 
1 
u ~-2ff 
/'' 
1 
---+ + 00 • 
n-+<» 
Portanto a(u) = 1 < + oo = lim a(u ) 
n 
Exe.mp.to 3: 
-
n 
U + o n + -
a(u ) ~ 
n 
u em [0,1} 
2 
n- ~ 2/il · rn 
Seja u a sequ8ncia definida em [0,1] como figura abaixo e 
n 
u _O em [0,1]. 
o 1 1 • 
n 
un :tO _ u em [0,1] 
2 
= n - = 2 ---+- 2 
n n-
Portanto a(u) =1= < 2 = lim a(un) 
n->«> 
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Exemplo 4: 
Seja una sequência definida em [0,1] corno figura abaixo e 
u _ O em [o, 1] 
1 
;n 
u 
n 
1 
u :j: O = u em [O, 1] 
n 
a(un) = /4n+1'·--+ + oo 
. n+oo 
a (u) = 1 
Portanto a(u) = 1 <.+ oo = lim a(u ) 
n+«> n 
Patr..tan.to o 6unc.,[ona.t a{u) :::: J11+]Vu.[ 21 Jx nao ê. c.on.t1nuo. 
Q 
DEFINIÇAO- Seja nc mn aberto e limitado. Seja c 0 (n) o esp~ 
ço de Banach das funções contínuas em n com a norma usual 
Cllfll =sue lf(x) ll, e 
xeQ 
Lip(Õ) a classe das funçÕes Lipschitzianos sÔbre n. Indi~s 
com [uj 1 a serninorma: 
sup _ 
x,yen 
xjy 
I u (x) 
lx 
- u (yl I 
- Yl 
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DEFINIÇAO- Dada a função y: aQ +ill dizemos que y e Lip(aQ) 
se, e somente se, existe f e Lip(Q), ta~ que flan = y 
OBSERVAÇÃO - Quando Q é convexo tal extensão existe. 
Indicamos com 
A s.emicontinuidade inferior do funcional área a e o .Teorema 
de Arzela Ascoli nos permite enunciai o primeiro teorema para o 
problema de Plateau não paramétrica. 
TEOREMA 1.4- (Primeiro teorema de existência) 
PaJta. :toda 6unç.ã.o y G L{p ( d!J} i pa..-'l.a .todo K > KY, exi.õ:te uma 
6unç.âo u0 e L~pK(Q) que minlmiza o óuneiona.l ã~ea. na ela~4e 
PROVA - Seja m = inf{a(u), u e LK} 
(Observe que m sempre existe, pois u(u) é um conjunto de -nu 
meros 
mo. E 
positivos e todo conjunto de números positivos admite 
pela estrita convexidade do funcional área® pode-se~ 
@ Funcional da área é estritamente convexo, i. e, 
v u, v e Li2{Õ). temos 
a[Ãu + {1-Ãlv]<À a(u) + (1-1..) a{v), VÀ€ [0,_1]. 
(~ostrado mais adiante) 
ínfi 
atlr-
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mar que o mínimo é único} . 
Portanto LK t ~ . 
Seja u sequência minimizante, isto é, lim 
n n-++oo 
sup_ 
xyen 
xty 
I un (x) - un (y) 
lx- Yl 
< K, ou seja, 
Logo u é equicontinua em Õ, @ 
n 
a (u ) ~ m, u e rc_. 
n n -K 
( 1) 
Basta provar que lu (x) I < M, Vn, X e n I i.e., mostrar que 
n -
un é uma sequência equilimitada. 
Suponhamos: 
a) Se x e dO, nesse caso temos 
b) Se X € 0, consideremos x0 € an 
(un(xo) ~ y(xo)' pois xo e an) 
(1) 
un(x0 ) l~lun(x) - y(x0 ) I ~ K 
0 Seja un: Õ .... IR sequência de funções, di2amos 4ue un é equicontínua se, e somente 
-15-
I u (x) I < h (x ) I + K I x-x I n o o 
Seja M ly(x0 ) I + Klx-x0 1 que independe de n. Logo, 
Então de {a) e (b) temos que 
Por-t·e.nto pelo teorema de Arzel~ - Ascoli® existe uma subse 
quência { Un_} que con~erge uniformemente a uma Í11nção uo e rx~ i. e I 
'] 
De fato: a) Mostremos que u0 e LipK (fi) 
temos que un_· e LipK(n), i.e, 
3 
Além disso 
lim I u . (x) 
j-++oo nj 
- u . (y) 
fi· J 
@ Teorema de Arzelã - Ascoli -
< lim 
j-++co 
K!(x-yll 
Se un é u::na sequência de f1.mções definidi!S num compacto fi C !Rn (rl c:. mn., aberto e 
limitado) equicontínuas e equiliroitada, então e~Lste uma subsequência que con-
verge uniformemente a uma f~~ção contínua. 
Donde· obtemos 
Sup _ 
·x,yen 
xfy 
-16-
1 u (xl - u (yl 1 o o . 
lx- Yl 
S K . 
Portanto I uo 11 ~ K, logo uo e LipK (Q) 
b) Agora u I = y, pois: 
o ô(l . 
Como un ~~o (uo e LipK(5)} I então Vx e an, temos que uo = y 
em an. 
Pela Semicontinuidade inferior do funcional· área, vem 
a(u0 ) ~ lim inf a(un) = m, 
n-++Ol 
a(u) .. <m. 
o -
Portanto a(u0 ) = m 
OBSERVAÇVES: 
C.Q.D. 
Para o ponto de mínimo u0 e LK pode-se apresentar 2 casos: 
1) Se ]u
0
] = K, então u0 seria um ponto de mínimo em 
LipK(ii). 
2) Se ]u
0
] -< K, então u0 seria um ponto de mínimo em 
Lip (n> • 
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PROVA DO 29 CASO - Seja v e Lip(Q) qualquer, tal que 
sobre an. 
' DevemoS ~rovar que a(u0 ) .:::;: a(v). · 
Seja a função wt defin~da Por: 
Temos que 1/lt e Lip(Q). Notemos Wt por 1jl, i e, Wt - 1jl. 
Assim 
-u
0 
(x) + t(v(x) u0 (x)) tp ( x) - ~ (y) 
= 
x-y x-y 
uo(y) + t(v(y) - uo(y)) 
= 
x-y 
u
0 
(x) - uo(y) 
( 1-t) + t v(x) - v(y) = x-y_- x-y 
Tomando agora [w[ 1 , vem: 
sup _ 
x,yen 
xr'y 
1
!/J(X) - !jJ(y) I < 
x-y ( 1-t) I 
uo (x) - uo (y) I 
sup + 
X,yen X y 
xn 
+ t sup -lv(x) x= v(y) I 
x,yen Y 
xh 
v -. y 
Portanto [1/1[ 1 < (1-t) [u0 [ 1 + t [v[ 1 é um segmento de reta. 
-1 B-
ou seja 
Po~ hipótese I u
0
] 1 < K. 
Se lv1 1 > lu0 11 , então existe.o > 01 tal que se ltl <o temos 
lw 11 < K • 
1jJ ( t) 
K 
/ . 
' 
' ' 
•I 
I '1> 11 ' I I I 
' I 
' ' ' 
-
I 
' t 
o ô 1 
L-------1--~~--t 
o 1 
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Analisemos W sobre an. 
1j; = u + t (v-u) para te ro,1] o o- L' 
a(u0 ) =,mínimo na c~ asse LipK(Q) ~ 
+ t(vl 
ar~ 
- u r· > o ar~ 
= y + t (y-y). 
Logo temos um mínimo local em a(u0), i.e., u0 é um mínimo lo 
cal em Lip (ii) • 
Mostraremos também que a(u
0
} é mínimo global. 
Em seguida mostraremos que se u e Lip(Õ), então 
C.Q.D. 
a(u) = JA+IVul 21 dx é um funcional e.õ.tJt.Lta.mente convexo, isto é, 
r! 
vu, v e Lip(n}, temos: 
apu + (1-À)v] <À a(t:) + (1-À)a(v), VÀ€ [0,1] ; 
ou equivalente quando 
d2 
- a(1)>t) > o, v te [0,1] 
dt2 
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OBSERVAÇÃO: Se u é superfície de área mínima e u e Lip(Õ): , 
- 2 @ entao u e c (Q) • 
Usando este resultado mostraremos a seguinte proposição. 
PROPOSIÇAO 1.5- Seu e Lip{n), u ê óup<A61e1e de aAea 
ma ~e, e ~omente ~e, 
an. 
au 
n a ax. J -<. o ax1 • . -<.•1 IÍ+IVulz' 
PROVA - Seja v e Lip(n) qualquer com ú ~ v em Q e u ~ v em 
Definamos a fu~ção 
~t ~ u + t(v-u) para t e [0,1] 
Portanto ~t e Lip(Ô) e 
a(i)Jt) = jÂ+IV[u+t(v-u)] 1 2 ,dx. 
íl 
Observe que quando t = O temos ,,, 
'o = u . 
d E ainda dt ~ o 
n [' a J 2' I a-<u + t(v-u)) dx 1~1 xi 
@ Prova de tal obsarvayão é não tdvial, fugü'l.do do obj.<!Uvo de nosso texto. 
cf. teor. 5.1, p. 2.14 de (3]. 
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n 
I 
i=1 
2' [a!. (u+t(v-u)~ dx = 
1 
= J 
~ 
d 
dt 
. 2' [a!i (u+t(v-u))] dx = n I 
i=1 
= Jd"t ;{:[a!1 (u+t(v-ullf + ... + 
~ 
. 2 i [a! (u+t(v-u))] · dx 
n 
a . a 
-,-(v-u) + ••• + 
ox1 
a! (u+t(v-u)) 
n 
= J ~(u+t(v-u)) 
Sl Á+ n I 2 ' [ . ô ] ax. (u+t(v-u)) 
i=1 1 
n ô ô I (u+t(v-u)) -(v-u) 
f i-1 dxi axi dx = 
.(+ n z' ll I [a~. (u+t (v-u))] 
i=1 1 
. 
a 
-(v-u) 
axn 
dx 
= 
= 
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Para t = O, ternos 
n d d l: ax. u ax. (v-u) d~ a(I/Jt) J t~o f i=1 1 1 ~ i n il + l: (---) 2 
i=1 ôxi 
= o pois v = u_ em. an e y f u 0 em n. 
Integrando por parte·s (para i = 1,2, ... ,n) e depois somando, 
temos: 
n d d au l: (v-u) I i=1 axi axi f (v-u) n dxi dx ~ l: ( 
il ;;+1Vui 2 ' i=1 ,.;;+I vu 12 ' il 
para toda v e Lip(n) I v f u em n e v= u sobre an. 
Q) a) Teorema de Gauss -
Seja !fi= (f1, ..• ,!pn) n-funções ; 1 : 11 -+-JR, a ClRn aberto. 
Então 
f di v I dx • f . r 6 o i•1 - f 
'" onde v • vetpr normal exterior. 
) dx 
b) com Hn se tndica a medida de Hausdorff n-dimensional definida por1 
• 
"'n lim+ inf { L 
p-+o h"'1 
diam Ph < p} 
No caso d- Hn_ 1 é o elemento de superfície sobre an. 
c} w
0 
"" medida de esfera unitária em mn {conf. todapé @ ) . 
~ o' 
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Portanto 
n 
I 
i=1 
n 
Para outro lado suponharros ): 
i=1 
:t: claro que 
d . . 
dt a (~t) / · ; 0 
t;Q 
De fato: 
; - Jcv-u) .Y 
~=1 Q 
Calculemos 
d2 
agora ---2 a(Wt), sabendo que dt 
dx 
n I __ a __ cu+t<v-uJ a cv-uJ 
J 
i=1 &xi axi 
Então 
; =--;=::====::::::::=o:;-:-
Q Á + I [~ (u+t (v-u)) J 2 1 
i=1 xi 
,· vx e n . 
; 
[ a .2 a 2] (-,- lv:-uiJ + ••• + (-,- (v-u)) 
= J ox1 vXn 
n 
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'a (v-u) 
oXi ] 
2' 
[a!i (u+t(v-u)) J 
I 2' n a· a d 
iHIViu+t(v:-u) I - ! -,- (u+t(v-u)) ~(vo-u) dt a(,tl 
, i-1 oXi ~;~Xi 
1 + jV(u+t(v-u)) 12 
' r Ê a' (u+t(v--u)) -a!-, (v-u> f 
dx = 
I I _a_ (v-u)J A+jV(u+t(v-u)) 12- ~L~i-::1'-x~i=====~''----=-
~ f .!,;i-::1!;_· ~'::.":!i~. _:;__ _________ _rv'i_!.:H~I.::.v.!:(u~+~tc\:(v~-~u"'))ui_' _ __;_ __ dx ~ 
1 + jV(u+t(v-u))j 2 n 
[ 2] n a 2 [ n a a ] 2 1+jV(u+t(v-u)) I I 'ax(v--y)) - .I ax. (u+t(v-u)) ax(v--u) 
= ~~-----~~i~-_!.:1_[_1~:~·-,-V-(u+-t-(v---u~~~~~;2o-J~~;7z,----~''--~ 
E teremos 
{1+r[,a 
= j i=1 [oxi ] 2 n a 2 [ n a (u+t(v-u)) J. I ( ax. (Y='ll)) - . I -u=1 1 :1-1 axi a ]2 (u+t(v-uJ I ax. (v-uJ l dx 
Sabemos que 
< 
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a ax. (u+t(v-u)) 
l 
n a 2 I (~8 ~(u+t(v-u))) i:::1 xi . 
-
8
-(v-u)]· 2 < 
axi 
® 
n 
I 
i=1 
. d 2 (-(v-u)) 
dxj. . 
Portanto usando o resultado acima, temos: 
n r-a (v-u)] 2 
a2 I 
a(lj!t) f u=1 dxi dx > O dt > 2 n 
Q {1 +I [a!i (u+t(v-u))] }3/2 
i=1 
pois v-u t O em n. 
Logo u é superfície de area mínima. 
E como con~equêncla imediata de 
c.a.o. 
d2 
--2 a(,Pt) > O' 
dt 
V t e [ Q 1 1 J IIDStréUIDS que 0 funcional área é 
estritamente convexo. 
® Desigualdade de Schwartz -
se- x,y e :mn, entã9 x..y;:: !x~ -IIY~ • 
Além disso, se x # y ou x 1- O e x yJ O, então a igualdade ·ocorra se, e 
somente se, existe o e :JR+, tal que x "' c Y • 
n 
A equaçao I 
i=1 
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e 
chamada equaçao da~ ~upe46Zcie~ mlnlma~ ou equaçao de Eule~. 
OBSERVAÇAO - Peta convexidade do 6uncionat aAea um mZnimo to 
cal ê tambêm mlnimo glogal. 
De fato: Seja. uq e Lipa~J a superfície de área mínima; u 0 é 
mínini.o lácal. 
Queremos mostrar que a{u
0
) .::; a{v), para toda v e Lip(n) • 
. Seja v e Lip n'h qualquer, tal que v = y = u0 sobre dQ e v 1- u0 
Consideremos a função 
. ljJt - uo + t(v-uo) para t e [o' 1] 
Vemos que ~ 1 = v 
wo = uo 
- u I 
o ;)Sl 
(mostrado anteriormente) , 
iguais a u
0 
em dü •. 
i .e., IJJ t tem valores 
Para t próximo de zero, existe 5 ?:0, tal que a(Wt) < a(u0 ), 
para todo t, com ftf 2 o (já visto). 
a(ljJt): [0,1] - JR 
convexa, 
t ~a( t) = j~+[v(uo+t(v-uo) r 2 'dx 
Sl 
i.e, d dt 
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Assim a(~t) e c 2 ([0,1]) e desenvolvendo por 
existe _ç e (0,1) tal que: 
Portanto 
Logo u 0 é mínimo absoluto 
® Taylor para t = .1, 
1 
2T 
C.Q.D. 
Até agora provamos que exi:ste um mínimo global, falta-oos mos 
trar sua unicidade. 
TEOREMA 1.6 -Sejam u, v G UpK(i'íJ {ou Up(i'í)) duaõ ,(un~Õeõ 
m~nlm1zanXe~ do áun~ional â~ea na4 eia~~e~ 
{w G UpK(i'í): wl "ll = uI •r~ ~ y1} 
{w e UpK{[i): w I ar~ = v lar~ = r 2 l ne~pecLivamen~e, Se 
" < v em dll (.é. e.: y1 < Y zl' en.tão " < v em n. 
-
® Teorema .de Taylor -
- " (n-1) I Seja u e N e f: J -m. funçao com derivadas f•., f , .. ,,f . definidas e cont_ 
nuas em J .. {a,b] 1 e f (n) existe ( b) em a, • 
Se a, B e J, então existe y, y entre a e a, tal q~; 
f(Bj ., f(~} + f'
1
(.a) (B-a) + f.~(t) (S-a) 2+ ••• + 
f(n-1) (a) 
+ (n-1) ~ 
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PROVA - Seja a(u) = a(v) = m = mínimo. 
Suponhamos que o aberto 
A= {x e ~: u(x) > v(x)) i O. 
Sejam w+ = max {u,v} 
e 
w = min{u,v}-. 
Então 
Escrevemos Q = A p (O-A) união disjunt.a e teremos: 
Ou ainda 
' 
aA(u) + a~-A(u) < aA(v) + a~-A(u) = aA(u) < a(v) 
Em dA temos. u ( x) = v ( x) e se u e v minimizam o funcional da 
área na classe: 
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L= {w e LipK(Ã): W = u =v sobre ôA) 
' 
' 
corno u t v em A e pela estrita convexidade do funcional área, te 
mos 
o que é absurdo, pois u+v e·L 2 .. 
Port'anto A = 4J, o~ seja, u < v em n 
C.Q.D. 
COROL~RIO 1.7- (Unicidade do minirno) 
Sejam u, v e UpK(Q) (ou Up[Q)) duM &unçÕeõ minimizan.teó da 
tuneional âJte.a na.6 c..la.i.d e.fl 
En.tão temo.&: 
max Ju-vj • max Ju-vJ 
Q ôil 
PROVA - a função u + max ]u-v] roinimiza o funcional área na 
ôQ 
classe: 
+ max 
ao 
u + max ]u-v] > v em an. 
ôQ 
Ju-vj) e 
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Portanto pelo teOrema 1.6
1 
como v-u < rnax ·1 u-V I em an, temOS 
an 
v-u < -max[u-v! em Q 
an 
Analogamente .a função v + maxfu-v[ minimiza o funcional -área 
an 
na classe: 
{w e max I u-vj} 
an 
v+ maxlu-vl > u em an. 
an 
Do mesmo modo pelo teorema 1.6 temos 
u- v< maxlu-vl em Q 
an 
Portanto de (1) e (2) ._obtemos 
lu-vi -< maxlu-vl 
an 
em n , 
= maxl u-vl. 
an 
e 
(2) 
C.Q.D. 
Do corolário 1.7 se escreve a unicidade da solução do Proble 
ma na classe Lip(Õ). 
COROLI\RIO 1. 8 ·- (Princípio do Máximo). 
Se u minimiza a(w) na ei~óe 
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·En-tão 
Em resumo podemos dizer.o seguinte 
se y € Up I an I e K > KY, exü :te uma iinica 6unção u
0 
€Li.pK I iil 
que rn-[n.im.iza.. o Dun~..Lona.-l -ãltea -na c.la.&.õe 
(teor. 1.4) 
O Problema de Plateau Cartesiano ou não paramétrica (ou Pro 
blerna de Dirichlet para equação das superfícies mínimas) pode ser . 
ainda escrito da seguinte forma: 
Dado n c m" abe~:to e !lml:tado e uma 6unção 9 € C0 1anl. O P~o 
blema ê pltovalt a ex~.õ~êne.{.a. e even-tualmen-te a un.ic.idade deuma 6u~ 
çaa 6 e c0 liil r1 c2 In I que h"a:tü 6az: 
-ª-L 
a 
ax. I xl 
n I .{. I = o ' Vx e n. I 1 ) 
"I ~ .{. /7+IV61xl 12 ' .{.= 1 
I 2 I 61x) "'glxl, V x € an. 
Tal Problema pode nao ter solução mesmo que n e g sejam bem 
"regulares". 
Vejamos um exemplo: 
Sejam n ~ {x e lRn: O < a < I xl < 1:> < + oo} e 
-32-
A = cte, Vx, I xl = a 
g(x) = 
B = cte, Vx, lxl = b com A> B(A,B e JR) 
Para tais n e g I suponhamos que exista f e C0 cn.> () c 2 (n) sa' 
tis fazendo ( 1_) e ( 2) • Para tal tem-se o seguinte:. 
OBSERVAÇJIO 1:. 
13 I n w + bnw 
n n 
@) 
< + 00 
Para provar a desigualdade (3) notemos antes que: 
a) ffi::Jxifl 
n 
= rnax]f], pois f é suposta de área mínima, logo 
an 
vale o princípio do máximo (cerOl. 1.8). 
= roaxltl 
an 
= max iiAI,IBil 
b) Para todo e e (O,b;a) tem-se, 
dado QE = {x eJRn; a+ E< lxl < b-E} que 
@ wn.,. m.adida da esfera unitãda emmn = med{x e m.n, !x! S 1}. 
""" {xemn;lxl=1} 
n-1 
• med [x e nf, lxl ~ r) 
n-1 ( n I I ) r ,.. Hn_1 x e lR 1 x - r 
onde r (a.) 
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De fa'to , 
y 
A 
B 
I ·--=-------1" 
o 
Definamos a função 
F (t) = I graf~ [f+t(y- f)] I , onde 
E 
y é finita e limitada, y = f em ane 
F(t) = lgrafn [f+t(y-f)] I 
E 
g 
I 
I 
·I 
I 
I 
I 
I 
I 
X 
Nesse caso, F ( t) é convexa, isto é, F" ( t) > O, Vt (pois a ãxea 
é sempre convexa) e F ( t) é estacionária, isto e, F' ( t) J t=O = O. 
Donde concluimos que F assume um rnínimà local em t = O ; 
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f(O) = lgrafQ f! é o valor de mínimo de f em n
0 
o 
Isto significa 
14 I < + oo , para toà.a: y, y =f em êiQ .. 
o 
Seja 
yis = 
f (x) 
' 
se 
o 
' 
se 
linear, ·se 
: 
' 
' 
' 
!xl = 
a + o 
a + o 
b - o 
a a+c: a+e+0 
a+e, !xl = b ... e 
+ o < !xl < b- o 
< lxl < a + o + ô 
- o < !xl < b - o 
b-c-ô b-o b 
A função y 6 é um caso particular de y, isto é, 
y0 é finita, pois max!f! ~ !AI + !BI , 
!grafn y 0 ! < +oo o De fato: De (4) temos, 
o 
ô 
ou 
o • 
• 
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igrafQ fi < igrafQ y 0 i, para toda y 0 e passando lim, vem: 
E E ô+O 
igrafQ fi < lim igrafQ y 0J $ E Õ~Ü . E 
Portanto 
15 I 
De (5) se obtem (3) fazendo E•O : 
OBSERVAÇAO 2- 6 depende aomen~< de i•i. 
hipótese f satisfaz ( 1) ' isto -Ternos por que e, 
a f 
n a axi I ( ) ~ o,· vx e n. ax. i=1 , A+ivti 2 ' 
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Dizer que f depende somente de lxl é o mesmo que escrever 
f(x) = ~(p) onde p = [x[ (a< p < b). 
Assim 
~f x. 
= ~'(p)..2c 
dxi p 
e 
a f x. 
~ ( 
axi 
') = a ( 
~· (p)p1 
) = ~X. Á+ n . (_!f_) 2 ax. ;;+ ~·2(p)' 1 I 1 
i=1 axi 
x-: 2 2 2 
. 1 X. ~·2(p) X. ~" (p). \ _1_) 1 ~" (p) ~'(p)(-- 2 p 3 p 
= + ;; ~·2(p)' ;; ~,.2 (p) ' (;;+~'2(p)')3 + + 
Portanto 
2 
af n x. 
'i ~"(p)--"2 n n ax. " ~' (p)p 
I a ( 1 ) = i=1 + o = ax. I ' ;; ~' 2 ( p) ' ;; ~·2(p,. i=1 1 n (_!f_) 2 + + ;1 + I ~X. i=1 1 
2 2 n X. n ~' 2 ( p) X. I ~' (p)_!_ I _1_ ~"(p) 
i=1 3 i ~1 p2 
' 
/ + ~·2(p)' ;; + ~·2( )')3 
.. 
. p 
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~' 2) p•2cpn --·n- . ....1.) ( 1 + <!>" - ~· (--+ = o 
,;; + ~·2i3 ;;+~' 2' 
' 
~" ~· n-1 
+ p = o . 
,;; ' ;; <ll'z• +t'2)3 + 
E finalmente obt~mos, 
I 6 I 
Para resolver o Problema sObre a coroa se tem que encontrar 
uma função t(p) tal que: 
~(a) = A 
t(b) = B 
. 
p ~" + (n-1)t' (1+t' 21 = o. 
Um simples cálculo mostre que devemos ter: 
171 <I>' ( p) 
De fato: 
Seja 
Pn-1 4> 11 
;,+~ ,2' 
+ 
n-2 (n-1)p <J>' 
;;+t,2' 
k 
n-1 p 
I I n-1 (com k constante, k ~a ) • 
pn-1 4l'~'4l" 
(;, +t' 2 ') 3 
= o 
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n-2 
e divid~ndo poi p ~ O, temos: 
- -O (que e a expressao (6)} • 
Portanto se [P_n-i_~· ,y = O , então 
~+<P'_2 
pn-1 <P' 
~+~·2' 
= 
k 
n-1 p 
A 
~B I I 
a b 
Vejamos agora para que valores de k Vale a expressao acima. 
p 
k ·-
n-1 
elevando ao quadrado, vem 
E ainda, 
1+~,2 
~·2 
1 + ~·2 
= 
= 
1 = 
k2 
2n-2 p 
2(n-1) 
k2 
2(n-1) 
k2 
' 
2(n-1) _ k2 
1 - "-p --.,....;"---"~ ~·2 - k2 
Portanto <P' 2 ~ 
k2 
. 2 (n-1) p . 
ou lkl n-1 < a (a < p < b) o 
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se k 2 2(n-1) < p 
E extraindo a raiz quadrada· temos; 
(81 
0 que implica 
b 
(91 j I <1>' Jap 
a 
Desde que n-1 a ' 
b 
k 
segue 
dp o 
2' 
17 o I Jlt' (p) Jdp < 
b n-1 
J a dp /2(n-1) 2(n-1)' 
a a fp -a 
De fato: 
' 
< + 00 • 
P2'{n-1) _ a2(n-1) ~ (p-a) o (p2(n-1)-1 + p2(n-1)-2_ a+ooo+a2(n-1)-i)~ 
' 
2(n-1)-1 2(n-1)-1 ~ (p-a) o (a +o o o+ a 
2(n-1) temos 
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Portanto 
2(n-1) 2(n-1) P ·-a > (p-a)2(n-1)a2(n-1)-1 >O ' 
então 
1 < 1 
(p-a) 2 (n-1) a2 (n-1) -1 2(n-1) 2(n-1) P. a . 
1 
Assim 
b b n-1 
a dp. f n-1 J a -/c-;p:;;2::;(~n==-~~~) =-=a::;2;:;(~n=-::;1=;;)' d p < a I p ~a' /z (n-1) '>2 (n-1) -1' 
E finalmente 
b b 
J 
an""'.1 1 an-1 J ---~==~~?dp=~==~~? 
lp-a / Z(n-1)-1° /Z(n-1)a2(n-1) 1' a 12(n-1)a . {2 a 
= lirn+ 
c+a 
b 
·J _1_ dp = 
,lp-a' 
a 
b 
li'l' J - 1- dp = 
c+a /p=ã.' 
c 
lim + ( /b-a' - rc=âJ = 
c+a 
2/b-â 
-- dp 
/p-a' 
Portanto 
J
b n:.....1 
a· 
a ./p-a' 
' 
Donde concluimos 
Seja A = ~(a) 
B = ~(h) 
b j ~'(p)dp = 
a 
b 
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B-A • 
b 
n-1 . 
= -:;;:::::':a::::::;~==~:; 2 /b-a'. h (n-1) a2 (n-1) -1'. 
lB-A I = I J ~' < P l dp I < J ~~· (p) ldp 
a a 
-E usando a expressao (10) temos, 
b 
<JI~'(plldp< 
a 
b n-1 I ~(n:1)_a2(n-1) dp. < + 00 
Se IB-AI > J ~~==a;n=-=1;;~;; dp 
/p2 (n-1) -a2 (n-1 )' 
então ~ nao existe . 
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PoJttan:to a eondi~ão neeelÚJtia de MiubLeidade do P!tobiema ú 
bJte o abeJtto n = {x g JR": o <a< lxl < b< +oo} eom dado 
{
A, 
g I x) = 
B, 
Vx, lxl , a 
Vx, I x I = b 
-c.om A > B , e que 
/11 I lB-A I 
~ n-1 
< J a dp < + oo 
a /p2(n-1)_a2(n-1) 0 
OBSERVAÇ~O- A laiu~ão deve lelt ~I lxll, devido a lime:tJtia do 
p!tobiema. 
então 
RESUMO: 
Se existe ~ tal que ~(a) ~A 
~(b) ~ B 
p~" + (n-1)~' (1+~' 2 ) ~O 
Se a solução existe e depende de ]x] 
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(f (x) = ~ ( p) , onde p = I x I ) 
a equaçao da superfície mínima se escreve 
( Pn-1 1,), = o 
;;+~·2' 
ij 
12 n-1~, = k = c te 
;;+~·2' 
No que. -&e. .ae..gu.e. ve.Jte.mo.ó c.ondl..ç.Õe.-6 ma,U., ge.naL6 .6ÔbJr.e 6Jtante.-i.-
na de. n paJta que o PJtoblema de P!a~e.au. tenha .aa!u.~ão. 
2 - PROBLEMA DE PLATEAU COM DADO SATISFAZENDO BOUNDED SLOP CONDITICN 
Seja n CRn aberto e limitado, diremos que uma função y:dQ-+R 
satisfaz B.s.c. (Bounded Slop Condition) sobre an com constante k, 
se para todo X 8 dO existem a, b 8 JR.n com la I S, K e lbl :::_ K tal que 1 
n 
I 
i=1 
a. (y. -x. )+y (x) 
~ ~ ~ 
n 
< r Cyl < I 
i=1 
b. (y.-x.) + y(x), 
~ ~ ~ 
vy e ail. 
Em outras palavras se para qualquer X e dO, existem dois hi--
perplanos passando por (x,y(x)) com declividades nao superiores a. 
K, que delimitam o· gráfico de y. 
OBSERVAÇlJES: 
1) Seja g:an +R função que verifica B.S.C., com cons. 
tante. K, então para todo x 8 dO, existem a (x) 8 JRn, b (x) e IRn; a:m 
e 
g (x) +b (x) , (y-x) ~ g (y) ~ a (x) • (y-x) +g (x) , Vy e aQ 
rnax!sup la(x)l, 
xeaQ 
sup I b (x) I } 
xeail 
< K < < 00 
O gráfico de g está compreendido entre dois planos passando 
por (x,g(x)) com coeficientes angulares la(x) I < K e lb(x) I ~ K. 
2) f e Lip {fi) ~sup 
x.·;yefi 
xf'y 
lf(y)-f{x) I 
ly-xl 
< + 00 
3) Seja L(y) urna função linear com L{y) > g(y) para to 
do y e an, com g: an +JR satisfazendo B.S.C. 
Seja y e Lip(Q) com y(y) = g(y), Vy e ail. 
Então (y A L) (x) = min {y (x), L (x)) , (y A L) 6 Lip (fi) e 
(y AL) (y) = g(y), Vy e ail, 
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e ainda 
Co~o consequência temos: 
inf a~(y) 
yeLip 
y=g em a~ 
= inf 
~eLip 
~=g em a~ 
~~L 
4) Seja Q. (y) uma função linear com Q. (y) < g (y) ·para to 
do y e an, com g: dQ +~satisfazendo B.S.C.· 
Seja y e Lip(~) com y(y) = g(y), Vy e a~. 
Então (yV~) (x) = max(y(x), ~(x)), (yV~) e LipW) e 
(y v o (y) = g (y), vy e a~ . 
e -ainda 
Corno consequência temos: 
in f 
yeLip 
inf a~(~) . 
ljJELip 
y=g em a~ lj!=g em a~ 
<jJ > ~ 
5) De (3) e (4) temos 
in f 
yELip 
a~ (y) 
y=g em a~ 
= in f 
~eLip 
~=g em 
~~<ji~L 
a~(y) 
a~ 
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6) se g satisfaz B.S.c.1 então g é contínua em an. 
7) Se g verifica B.S.C e g é nao linear, então 
[b(x) - a(x)].(y-x) ~O, Vy e an.e a(x) ~ b(x) 
Portanto n é convexo. 
De fato: Suponhamos que g verifica B.S.C. com constante K, ie: 
para todo X e an, existem a, b emn com la I ~ K, lbl ~ K, tal que 
a. (y-x) + g(x) < g(y) < b. (y-x) + g(x), Vy e an 
Então 
a. (y-x) < g(y) - g(x) ~ b. (y-xr, Vy e n 
a. (y-x) .~ b. (y-x), Vy e an 
Como g nao linear' 
(b-a). (y-x) >O, Vy e an e a(x) ~ b(x), 
ou ainda 
I b-a I . I y-x I cos a > O ~ cos a > O ~ O < a. < _'I!_ 2 
X 
Sejam~~ a. (y-x) + g(x) e L~ b.(y-x) + g(x), L~~- E a 
interseção L() Q, é uma "reta" e a projeção sobre .11 é uma 11 reta". 
Portanto para todo y e dO o segmento [xyJ está inteiramente 
contido em n, i e, n é convexo. 
8) g continua e n convexo ~ g verifica B.S.C. 
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9) g e c2 e n estritamente convexo ~ g verifica B.s.c. 
PROPOS!ÇliO 2.1 - Seja y: aQ + JR uma fiunçiio que ve!tifiúa B.S.C. 
c.om c.o n.ó :tan.te. K, e.n.tã.o a c..ta.6.ó e. L K não ê vaz.ia. 
PROVA: Queremos mostrar que a clas-se 
y} 1- <j • 
Para todo x e an indiquemos com 1fx a aplicação afim que sa-
tisfaz 
I rr I· < K X 1·- n (rrx: lR +R). 
Desde que Tix é linear.r temos nx e Lip e com j1rxl 1 < K vem 
rrx e LipK (Rn): 
Consideremos agora a função 
Seja P 
-V(y) = inf {rrx(y)' X e aQ}, y e Q 
xeaQ 
-V(y) ;' <j, (V: Q +R). 
n 
= {TI: TI linear sobre R , lrrl 1 < K e rr(y) ~ y(y), Vy e aQ}, 
inf{rr(x): rr e P, X e ~} = V(x), 
portanto v e LipK (fi) I pois para toda TI e p ternos 1f e LipK (Rn) • 
Fixado X € ãQ 1 o 
V(i ) < TI (x ) 
.o 
- xo o 
~ 
ainda. 
TI (X ) , y(x) (da 
. o 
- . o 
logo 
V(x0 ) ~ in f TI ( x0 ) 
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y (x ) =} V(x0 ) < y (xo) o 
-
definição de P) 
> y(xo) =} v (x0 ) > Y (xo) -
De (1) e (2) temos que V (x
0
) ~ y (x
0
) para x
0 
e dQ 
b) Sejam Y1' Yz e n (y1 t Yzl. 
Como V(y} é o Ínfimo temos, 
.. 
para todo E> 0, existem x 1 , x 2 € dQ tais que 
Fazendo (3)-(4), obtemos 
<"Ke 
-
( 1 ) 
( 2) 
( 3) 
( 4) 
Como y 1 ~ y 2 , y 1 - y 2 r O e dividindo a expressao acbm 
por fy 1 - y 2 [ > O, vem 
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Desde que 'lfx e LipK (Q), podemos escrever 
< 
e como E é arbitrário· temos 
- K < 
V(y1)-V(y2) 
fy1-y2f 
V(y1) - V(y2) 
fy1-y2f 
< 
< K + -:--'E"--: 
fy1-y2f 
< K . 
Logo de (a) e (b) temos que V(y) e LipK(Q) e VIa~= y 
Donde concluímos que V e LK 
Portanto LK 1 ~ . 
PROPOSIÇ~O 2.2 - Se y vek4Jie~ B.S.C. 
C.Q.D. 
c.om_ .CQnl.da.nte. K 
PROVA - O problema está em encontrar a diferença iu(x)-u(x1 } I 
Sabemos que 
-so-
X 
Em JR2 
y(y) 
ly 
I 
I 
I 
I y 
~+ 
a) Calculemos inicialmente ju{x) - u{x') j com x € dO 
se x, x' e an então pela condição B.s.c., 
'lT (x') ~a.(x'-x) +y(x) <y(x') <b.(x'-x) +y(x) :::::n+(x'), 
vx e ·an. 
Observe que 
u e LK+t=.: e uI an = y I assim 
a. (x'-x) < u(x') - u(x) < b. (x'-x), Yx' e dO 
ou ainda 
lu(x') - u(x) I < max{ la I, lbl} lx'-xl vx' e an 
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lu(x') - w(x) I < K lx'-xl ' llx' e an 
Portanto u e L_ipK (n) para X e êi,Q 
b)·- Suponhamos agora x, X I e n. 
Calculemós lu(x') - u(x) I , usando a têcn.i.ca. de Rodá. 
Posto 1;: = x-x', seja Qç = {z e Rn: z = u + ç, y e Q} e seja 
u,; n,·+ R função definida por: 
u (z) = u(z-ç) ç 
Tendo em conta que O aberto ,Q n ,QÇ f ~~ para X = X 1 + Ç e ,QÇ 
-
Em n n ns , u e u ambas minimizam a área 
(f A+ I Vv 12 'dx = 
n ()nç 
mínimo, v = u ou v = uç) respectivamente Has 
classes: 
Em virtude do corolário: 1.7 a diferença u-uç assume seu ma 
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xímo em n n nl;;: sobre a fronteira, i e: 
max 
~q 
lu-uçl ~ max 
a(~n~,> 
Então existe y e a W n~,> tal que 
Da outra parte pelo menos rim dos pontos y, y - ç está sobre 
3!.1 e portanto 
!u(y) - u(y-ç) I < K lsl, logo 
!u(x) - u(x') I < K lx-x' I 
Portanto u 8 LipK(Q) para X 8 Q 
E de (a) e (b) temos que u e LipK(~). 
C.Q.D. 
Esta proposição mostra que para h > K (K constante da B.S.C.) 
temos )~(h) 1 < h. Isto nos permite enunciar o teorema da existên 
o 
cia em Lip(Ü). 
TEOREMA 2.3 - (a existência e unicidade para o Problema da 
área em Lip(5)). 
Se..jam nc JR 11 abe.Jr.:ta e. Llml.tado, y:an -r'BZ uma tíunç.ão que. ve.:tl 
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c.a B.S.C •. Então ex.L&:te. uma Ún.tc.a óun.ç.ão u G L[p{fi) que. rn,l.n.im.lza 
o 6uneianal da â~ea na c.ta~he. 
PROVA Segue da suposição 2.2 e da unicidade da solução na 
classe LK. (teorema 1.4), que seu é solução em LK é também solu 
ç'ão em LK, , para todo K' > K. 
Em outras palavras queremos provar que se y verifica B.S.C. 
então a solução u e LipK{Õ) é a mesma soluçãO em Lip{Õ). 
Fixado qualquer K', K' >K. S~ja u 1 a solução em LK' 
(pela prop: 2.2) u 1 é solução em LK. Logo u 1 e LipK(~). 
Além disso, u e Lip (fi). é solução em LK • 
Donde concluirnos que u = u 1 
então 
Se u é solução em LK , então u é solução em LK' , para todo 
K' > K. 
Portanto u é solução em Lip(Ô). 
C.Q.O. 
Que~e.moh ago~a de.te.~mina4 uma c.tahhe. bahtante. ampla de. 6u~ 
çoe• que ve~6ieam B.S.C. 
DEFINIÇAO- Dizemos que um aberto e limitado n CRn(n ~ 2) 
é un.[6of!.memen.te. c.onvex.o se existe urna constante K >O e para todo 
n X e dn um hiperplano TIX € R passando por X, tal que 0 esteja em 
um dos dois semi-espaços determinados por nx , e para o qual vale 
sQp 
yen 
lx-yl 2 
d(y,~x) < K • ® 
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Q é unifdDrnernente 
. . .2 
convexo em R 
Exemplaó: 
~ 
X. 
----y 
X 
n nao é uniformemente Conve::~ 
xo em JR2 
Ex. 1- Sejam Q = {(x,y) e R 2 : y > lxl, y < M}, 
X = (0,0) e Tix o eixo-x 
Seja Y = (x,y) 
Temos O :; lxl 
com y > I x!. 
< Y ~ x2 < 
(i 
y2 
e: Y e Q). 
= 
Portanto sup 
Y€Q 
= 2y 'ç + 00 
<2~I<+oo 
Logo X satisfaz a condição ® 
y 
M 
-------~~~~-+X X= (0,0) 
Observe que o conjunto O do exemplo anterior nao é uniforme-
mente convexo, pois qualquer outro ponto x
0 
da fronteira de n, di 
ferente da origem não satisfaz a condição @) De fato: 
= K, 
teremos quando d(Y, + o o 
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Ex. 2- Sejam Q = {(x,y) e R2 . y > x 2 e y < M}, X= (0,0) 
e TIX o eixo-x • 
Seja Y = (x,y) em y > x 2 (i e: Y e Q) 
[x-Y[ 2 x2+y2 y+y 2 
= d(Y,nx) < = 1 + y < -+ 00 y y 
Portanto 
[X-Y[ 2 
1 + M < + oo sup < 
YeQ d(Y,nx) 
Logo X satisfaz a condição- .® 
Ex. 3- Sejam Q = {(x,y) e R2, y > x4 e y < M}, 
X = (0,0) e rrx o_ eixo-x. 
Seja Y e s onde 
1 
s = {(x,y) e Qr·y = 
2n 
_1_ + 1 
[x-Y[ 2 24n 26n 
= d(Y,nx) 1 
23n 
Portanto 
[X-Y[ 2 
lim sup = 
= 
YeS d(Y,nxl n-++= 
e X = 
24n + 
2Jn 
(2n + 
Logo X nao satisfaz a condição ® 
1 } 
2Jn 
1 
= 2n + 1 
2Jn 
1 3ii:) = + ~ 
2 
PROPOSJÇ~O 2.4- Seja QC R" abe~~o e l~m~~ado e un~6o~meme~ 
te.. eonve.xo e. -6 e.ja y e c2 (R 11 ). Evt.tão y! an ve.Jt.iólea a eondiç.ão B.S.C. 
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PROVA - Seja x e an e suponhamos x =O, y(O) = O e o plano 
Então a condição de convexidade uniforme pode. ser escrito co 
mo u 2 I xi 
i=1 - {O} o < < K, Vx e n -
X 
n 
Seja o hiperplano de :Rn dado por: 
~. = o 
ôy(O) =O 
dx. xi 
l 
e consideremos agora o feixe de hiperplano.::: _em Rn+ 1 gerado pelo 
anterior: 
n-1 
I 
i=1 
lL_(O) X. + (À -
axi ~ 17 I 
Seja X e an - {O} e consideremos o plano do feixe passando 
por (i, y(i)), que serã: 
n-1 
I 
i=1 
Dal - À = 1 
n-1 
I 
i=1 
e substituindo em {1), ternos: 
+ (À - a'L'( 0 ll 
n 
-h.(ol x. -dxi 1 
-X 
n 
= o . 
n-1 
+ l: 
i=1 
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_h( a O) x. 
xi 1 
n-1 
l: 
i=1 
_h a (O)x. 
xi 1 
x >]~ + n n. 
e portanto a equaçao de tal hiperplano será 
n 
l: 
i=1 
x.Jx + 1 n . n l: i=1 --ª-L a (O)x. xi 1 
+ 
· 2 n · @ Ternos que y e C (JR ) e_ aplicando o teorema de Taylor ao seg 
ffie_nto de reta que une O a ;, existe um pÜnto .; e [oX], tal que 
n 
l: 
i=1 
y (O) + 1 1T 
--ª-L -
, (O)x. + 
vX. l 
~ 
Dy (O) X + 
n 
l: 1 2 i, j=1 
O Teorema de Taylor -
Seja f: .1.J C mn - 1R uma função e suponhamos que f tenha derivadas parciais con 
tínuas de ordem n numa vizinhança de todo ponto sObre o segmento de reta que une 
2 pontos u e v e a. 
Então existe um ponto Ü sobre este segmento de reta, tal que 
f{V) = f(U} +.;.,. Df{u) (v-u) + .,1, o 2f(u) (v-u)2 +o •• 
1. '• 
.• + 1 (n-1) n-1 1 (n) - n (n-1)! D f(u.) {v-u) + iif O· f(u) (v-u) , 
u 
L 
i=1 
ay - 1 
-. -(0) X, = 
xi 1 2 
n 
L 
i, j=1 
2 d y -
ax.ax.<Oxi X, 
' J J 
Indiquemos agora com 
u 
M = L 
i=1 
n 
L 
i, j=1 
2' 
I a Y I s;:p ax. ax. 
Q ' J 
e teiÚOs: 
I 1 -x (y(x) -
n 
u 
L 
i=1 
n 
L 
i, j=1 
M n lx.llx.l 
< 2 L ' J < ~K x - 2 i, j=1 n 
Portanto 
~K 1 u _fl_ M < 
- <Y <xl - L a (O)x.) < K . 2 - X x. ' - 2 n i=1 
' 
Ou ainda 
u 
I Y <xJ < " L _fl_ -a (O) X, x1 1 i=1 i=1 
Donde ternos que y verifica B.S.C. 
C.Q.D. 
Na demonhZ~ação de exi~Xência pana o pnabiema da ahea a h~pã 
.te.õe· "y veJtiálc.a. B.S.C." dâ a majo!Laç.ão do gJr..adú:.YLte. da .-sofuç.ão 
.t,abJte o boJtdo, en.t.JLe.tan.to a .tê:c.nic.a de Rado"' (p!top: 2.2) peJunUe e! 
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tende~ e•ta mojo~a~ão a todo ~. 
E pon:tan:to ctMo que :toda vez que • e :tem uma majonação do 9'!:!'-
dlente.. -6 obne. o boll..da 6 e pode. 11..e.pe..túr.. a me.-6ma tê.c.n.<.c.a.. 
A -6e.gulh.- da.Jc.e.mo-6 uma ma.joJtaç.ã.o _do gJtadle:nte. .õobll.e. dQ e.ni h-f.p§_ 
tue..ó mal.ó ge.Jtaii.J e poJt.tanto te.Jte.mos um te.oJte.ma. de. e.xi.óÍê.n~.-i.a ~<LU 
3 - PROBLEMA DE PLATEAU EM DDM1NIO CUJA FRONTEIRA POSSUI CURVATU-
RA MtDIA NM NEGATIVA 
Uma função w e Lip(Q) se diz uma -.óob!Le..óolu~ão (respectivarnen 
te .6Ub.6oiuç.ão) para o funcional da área se:. 
a(w) S a(V),- para toda v e Lip(5), w <V 
(respectivamente w ::> v) e com sup~{v-w)cc n® 
LEMA 3.1 o Seja u 8 LépKiiíl (ou Up{ií)J uma 6un~iio minimizan 
te de a(wi na cta••e 
* e .óeja. w uma .óobll.e..óoluç.ã.o pa.fLa o 6unc.lonal da âJte.a e.m LipK(nJ. 
(ou UpliíJJ. 
* • Se y ~ w .óobne. an, e.ntao u < w e.m n 
@ Di;lemos que A é rela.tivarnente compacto em relação a B1 se: 
A aberto, 
A compacto, 
Ã C. B. 
Notação: ll.t:; CB. 
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PROVA- Suponhamos (como no teor: 1.6) que o conjunto 
• A= {x e Q: u(x) > w (x)} 1 ~. 
* Sejam w+ = max{u,w } ; w+ e LipK(n). 
e 
w = * min{u,w } w e LipK ((i) • 
• • Sabemos que w+ > w ' w+ = w sobre 3Q e 
' 
" 
" 
,,
Y :• 
·' ,, 
w 
-
= y ~ u sobre an 
' 
* portanto aQ(w ) < aQ(w+) . 
' 
' . :w 
a~~~------~º----~~~an 
Esciev<:imos n = A U W-A) união disjunta e teremos 
! 
ou ainda 
• • aA (w ) + aQ-A (w ) 
* < aA (w ) + all-A (u) ~a A (u) 
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Portanto 
* d.A
1
então * corno w = u em (pelo teor: 1. 6)" u = w em A, o que 
- absurdo. e 
* Logo A = "<j; ou seja, u < w em Q 
-
c.Q.o. 
Analogamente vale para subsolução. 
LEMA 3.2 Seja u e UpK(iij (ou Up(ii)) uma 6un~ãa m~n~mizan 
te de a(w) na eiaõõe 
-!le.ja w* uma .&ub.6of.uç..ão paJLa o 6u.nc.J.onal da ·aJte.a e.m L[pK[Õ) .fou 
Upliil I. 
Se w* < y em an, e.n~ão w* < u e.m n 
:t: claro que a existên.êia de urna sobresolução e de urna subso-
lução para Q funcional da área,r·que vale Y SObre êl.íJ I dá a majora;ão 
do gradiente sobre an • 
Usando esses_: lemas e o corolário-: 1 . 7 se demonstra a proposi 
çao seguinte corno no parágrafo 2. 
PROPOSIÇJIO 3.3- Sejam w1 (x) e w2 (x) JLeopeetivamente uma o o 
bJLe6oluç..ãa e uma .6ub.6af.ução paJLa a 6unc.lana.t da ãne.a, tal que. 
w1 (X) o y(X) = Wz(X), pMa todo X e aQ. 
Sejam K = max{/w1 !1 , !w2 !1 l eu uma fiun~ão miMmizante da âltea 
na eiaoJ.>e LK+s (eom s>O). Então u e UpK(ii)(i.e, u ii m!M»Jo emLK). 
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PROVA - Como w1 é sobresolução em Lip(n), w1 e Lip(~) e 
a(w 1 ) ~ a(v),. para toda v e Lip(n), -w1 ,::v .· 
_como w2 é subsoluçã~ em Lip(n), w2 e Lip(n) e a(w2 ) > a(v) , 
para toda v € Lip(Õ),·w2 ~v. 
·De fato de 
-
< K 1 lx-y!; Vx,y e Q 
-K2 !x-yl, vx,y e~ 
·portanto 
Seja 
Assim 
lw1 11 < 
lw211 < 
-
k1 
lw111~k1 
lwzlz~ kz 
~w1 e -Lip k1 
k 2 ~ w2 e Lipk 2 
WJ ~w1 e LipK (n) 
(n > ~w2 e LipK(n) 
~claro que w1 (e w2 ) é sobresolução (subsolução) em LipK+c:(n), 
pois o é em LipK(Õ). 
w1 e LipK+€(n), c:> O. 
w2 e LipK+e(Õ), e> O. 
Usando lemas (3.1) e (3.2) temos ; 
-
se w1 = y = w2 em an, então w2 < u < w em ~ 
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a) Sejam x, x' e dO e consideremos 
w2 (x) - w2 (x') < u(x) - u(x') < w1 (x) - w1 (x'). 
lu(x)- u(x'll < max{lw2 (x)- w2 (x'll, lw1 (x)- w 1 (x'lll~ 
~ K lx-x' I· 
Portanto u e LipK(Q) para~ e 30. 
b) Sejam x, x' e Q e calculando iu(x} - u(x') 
a técnica de Rodó (prop: 2.2) obtemos: 
lu(x) - u(x') I ~ K lx-x' I' para'.todo x, x' e Q 
De (a) e (b) concluímos que 
usando 
C.Q.D. 
Assim se u e solução em LK, o e ainda em LK' , para bXb K:>K 
e portanto 
I u 11 < K' , para todo K' > K. 
A demonstração do teorema da existência para o problema da 
area é portanto reconduzida à construção de urna sobresolução e uma 
subsolução verificando as hipóteses da proposição 3.3 .. 
Vamos agora nos dedicar a esta construção. 
Seja n c Rn aberto e limitado, com bordo an de classe c 3 • 
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Indiquemos por: 
nt = lx e A: d(x,an) < tl e 
rt = {x e ll: ·d(x,Bil) = t} com t > o .· 
Os seguintes resultados sao verdadeiros: 
(a. 1) Existe e: >O 1 tal que para cada X e o 
um único y e ar~ com d(x,anJ = lx-yl. 
(a.2) A função·d(x) = d(x,an) = inf{d(x,y), y e BA} 
de classe c 2 em nEO e lgrad d(x) I = 1 .. 
-e 
(a. 3) Indiquemos com 11. (z:) a curvatura média em .x~.'- da 
curva de nível de rt passando por x. Então 
n-1 
(n-1)A(x) =- ód(x) = L 
i=1 
= (n-1) A(y) , 
Ki(y) n-1 
> L 1-Ki(y)d(x) i=1 
onde y é o ponto cprresponde a x em an, Ki(y} (i= 1,2, ... ,n-1)são 
as curvaturas principais de an em y e lí.d = div(grad d) = 
n 
= E 
i=1 
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DEFINIÇAO- Seja y: an +~urna função. Chamamos ba~~[..[~a ~u 
peJt.i.oJt e.m flE {Jte..taA:-l.va. a y) uma função p.: iiE +R, com O<E<Eb, ta.l 
que: 
( p2) l' = y sobre dO; l' ~ 1 + rnaxjy I sobre r dll < 
'Gcjl> l9p l 2l llp -
n 
_1}1_ _1}1_ d2g ( jl3) = ( 1 + I < o. dxi dX· axi axj -i, j=1 J 
n 
. Observe que llp = I· 
i::::1 
DEFINlÇAO -·Seja y: an -+ JR urna função chamamos ba.JtJte.lha -lnó~ 
Jt.iotr. em nf.: (!Le.{a;t.Lva a y} urna função n: S1t: + JR, com o<E<E0 , tal 
que: 
(n2) n = y sobre dll; n < - 1 - maxlyl sôbre r 0 , dQ 
Indicamos por 'G(.) o operador de Euler relativo ao flll1cional 
da área. 
PROPOSIÇ~O 3.4- Sejam all de cta<~<~e C3 e y{x) uma fiun~ãa c 2 
-&db)f_e-aQ. Suponhamo-& que. a c.u!Lvatu.Jta mé.Ma. de. an -6eja. não ne.ga...U-
va. En:tã.o e.x..i.J...te.m baJtJte...[Jta.-6 .6upe.Jt..ioJte..6 e. in6e.Jtiolte..6. 
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PROVA - Construiremos somente u~~ barreira superior. De modo 
análogo se encontra barreira inferior:. 
- 2 Estendemos y .a uma funçao C sobre 
e indicamos essa extensão acima com y. 
Procuremos uma barreira do tipo: 
P (x) Y (x) + f(d(x)) 
ii @ (y: 
"' . (notação: y = y). 
, onde 
f (s) e c2 <[o,o]l - tal e que, 
f(O) = o , 
f (E) > 1 + 2 m'!xlyl = F1 em r o' [3.4] n 
f' ( s) > 1 + hl1 = F em [o,<] , 2 
f" (s) < d em [o, o] • 
As condições (v1) e (v2) sao facilmente verificadas 
(p1) P e pois y, fedo sao 
(p2) p = y sobre an, p > 1 + maxh I sobre r E 
an 
De fato: Sabemos que f(o} =O, logo d(x) = d(x,an) =O por-
tanto x e ao. 
Assim 11 = y em an . 
@ Teorema de Extensão Tietze -
Seja n. c JRn fechado e seja f: D -m função limitada e contínua, então existé 
urna função f: IRn ........ JR contin:.ta, tal que f{xl "' f(X), Vx e De tal que 
sup {jf(x)), x eiRn} "'sup {jf(xJ'], x e D}. 
-67-
E ~(x) = y(x) + f(d(x)) > y + 1 + 2 m~xlyl = 
íl 
+ 1 + m~x I y I > 1 
íl 
Portanto 11 2:. 1 + maxlyl 
- ' íl 
sobre r E 
Verifiquemos agora a condição (113). 
Devemos mostrar que 
n 
I 
i ,j=1 
em [o,<} • 
Se ~(x) = y(x) + f(d(x)), resulta: 
a~ a:Y. + f' (d) ali 
ax. ax. ax. 
' ' ' 
2 2 
f" (d) (.1.1.) 2 
2 u = .L;t: + + f' (d).L<:l. 2 2 ax. 2 x. x. 
' 
ax. 
' ' ' 
u ú u a2d óy = I 6d = I 2 ' 2 i=1 axi i=1 dxi 
e calculemos a -expressao 
n 
I 
i,j=1 
· Notemos por-
< o 
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u 
m ~ L 
i=1 
IJJ '3d -1.1.. f ax
1
'"""'ãxn + f' a~> 12] <~y + H) ~ 
n 
f' 2 (~) 2 (-1.1..) 2 
ax '· · ·' ax 1 n 
+ 
f'2< ad>2]l.[ I 
axn i=1 
u 
l: 
i=1 
+ 
+ f'::~'] ~ 
~ 
~ (1 + [Vy[ 2 + n 2f • L f' 2 )(~y+ f"+ f' M) ~ 
i=1 
n 
l: + (f') 3 ~d + ~y + 
i=1 
+ [vy[ 2 ~Y + 2f'f" n L (f') 2 f" • 
i=1 
u (Y+f) a (Y+f) a2(y+f) m ~ L ~ dxi ax. ax. ax. i, j=1 J ~ ) 
n f'~) (k + 2 f"~~ ~ L ,_n_ + f'~) ( a Y + + axi axi axj ax. ax.ax. axi axj i, j=1 J ~ J 
~ f • [2 f , _ly_ --'-ª-
. . 1 ax. dx. 
1,]= ). J 
3d 3d 
n 
I 3d 3d 
i ,j=1 
n 
+ 2f'f" I 
i, j=1 
n 
+ I 
i 1 j=1 
..2L ..2L .,.::3 2-)Yc;:--
ax. ax. ax. ax. 
1 J 1 ] 
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n 
I (..2r:. ..2L + 
i,j=1 dx. ax. 1 J 
+ 2 
+ fll dx. ax. 
1 J 
n 
I 
i ,j=1 
2 J 3 d + 3x. 3X. 
1 J 
n 
I 
i, j=1 
..2L ..2L --ª-ª- --ª-ª- + ax. ax. dx. ax. 
1 J 1 J 
n 
f" I 
i 1 j:::::1 
(--ª-ª-) 2 (--ª-ª-) 2 + ax. dx . . 
1 J 
Fazendo agora DJ - !'2-1 , obtemos: 
n 
+ I Vy 12 - ( I 
• i~1. 
+f' [2,f 
1=1 
u n 
I - 2 I 
i,j=1 i, j=1 
n 
2( I 
i=1 
--
..2r:. 3d 32d J + 
axi axj axi axj 
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u 
I (;(y) 
i,j=1 
Por· outro lado se x e ll 
< 
u ad ad a2d u 
-ª.L ad a 2d 
' ~ = I = o axi ax. axi axj ax. ax. axi axj . l.,]=1 J i, j=1 l J 
enquanto.tais quantidades sao invariantes com respeito a rotação 
e translação. 
Resulta Vd = (O, O, ••• , O, 1) 
e 
: a 2d (x) . = 
ax' ax. 
l J 
Ora lld(x) = 
k1 
1-dk 1 
0 .••.•• 0 
k2 o 1 dk o ••.... o 
2 
'•k 
n-1 0
········1 dk o 
n-1 
o ••.•.•• o •••••••• o o 
n 
I 
i=1 
k. (y) 
l 
1-d(x)ki(y) < - A(y) < O 
Tendo an curvatura média nao negativa se tem por (a.3) que 
6d < O e sendo f" < O, f' 2::. 1 + ! y 1 1 ;:: 1 
Temos que 
f' [2 n lly c I 
i=1 
~) 
ax. 
l 
n 
-2 I __h_ 
i, j=1 'dxi 
__h_ 
ax. 
J 
(f') 2 ~y + 21\d J1 __h_ Bd " Bd Bd a2y J + - I + axi dxi ax. ax. ax.ax. i=1 
' 
J 
' J 
+ (f')3 1\d + (;(y) < 
-
<f"+ f'[]+ (f'> 2 [] + G(yl < 
< f" + c (f') 2 < o 1 . - se f 11 >C (f 1 ) 2 ondt? 1 
c
1 
(~ 1 > 0) é uma cons~.:.ante que depende da norma em c 2 das furçães 
y e d • 
Portanto p e barreira superior 
' 
Exemplo de apl1ea~ão da PhapoiiÇão: 
Seja f(S) = 
Então 
f' (S) 
e 
1 
A Q.g(BS+1), com A, B >O 
= B ,f"(S)= A(BS+1) A(BS+1) 2 
C.Q.D. 
= 
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Portanto se A ~ c1 temos C(~) < o. 
"ti~) ~f"+ C1f• 2 • 
Vejamos que condições devemos ter sobre A -e B para que f ve 
rifique a condição [3.4} da prop: 3.4: 
f (O) = o 
f(d > 1 + 2 rnax Ir I = F em r 
íl 1 
f' (S) > 1 + I Y 11 = F 2 em [O,o] 
f" (S) < o em [o,E} 
Se A = c 1 devemos ter: 
e sendo: 
f (O) = 
f (E) = 
1 
A 
1 
A 
tg 1 = o 
g (BE+1) 
B f' (S) = ~=....,..,.. A(BS+1) = 
B 
C1 (BS+1) 
= !g(BE+1) 
c1 
B 
c1 (BS+1) 
B 
basta que B > F 2 c1 (Bc0 +1) (de (2)) 
( 1) 
> 
E 
tg B ~ ~gF 2 c1 + ~g(Bc0+1) ~ ~gF 2 c1 + C1F 1 =* 
> e 
C1F 1 
I 1 l 
I z I 
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portanto 
temos ainda·, 
> 
portanto 
E portanto basta ~:tomarmos: 
ainda 
~g(Bs+1) > C1F 1 (de (1)) 
s > 
PROPOSJÇ)\0 3.5 - Uma baJULÚita ~upeJL-i.ofL ~ em Q
0 
e uma ~obJLuo 
luç_ão e.m !1e: • 
PROVA- Dado À e Lip(Q
0
) e supp ÀCc:Q
0 
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Consideremos a função 
g(t) = J ;;+jV(~+U) 12 ' 
no 
pois~+tÀeLip(Q0 ) (para te [0,1]).· 
Nesse caso temos: 
f u .11!_ _E_) jv~j2l-112 g' (O) = ( L ( 1 + dx = axi ax. 
n i=1 . ' 
·o 
a~ 
f 
u d 3x. À (x) L ( ' )dx = = 
i=1 3x. Á+lv~l 2 ' no ' 
= 
corno ~ e barreira superior em nc temos 
< o • 
Portanto se À > O então g' (O) > O. 
E além disso g é estritamente convexa 1 pois a :area o e 
(i.e: g"(t) >O, Vt e R). 
g'(O)>O 
g e crescente. 
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Ou seja g(O) < g(1), isto é,, 
p < p + À (pois À > O) • 
e 
Supp (p +À .,-p) = Supp ÀéC n
0 
(por hipótese). 
Logo ~ é sobresolução em n8 
C.Q.D. 
-Ve.~r.e.mo.ó a.goJr.a. que. he. 1J e uma. ba.Jr.Jt.e.llLa. .óu.pe.Jti.oJt em Qc' então 
e.x1.6te uma. .óobJte..õà.tuç.ão w em n, .tal. que. w ""· y .óobJt.e. an 
mos 
PROPOSIÇJW 3.6 - Suponha.mo.ó que "11 ê- ba.JtJte.lJta. .óu.pe.~t.io!t em QE. 
Seja 
w( x) = 
mfn {p, max lrl}cm n
0 an 
max Ir I em n-n
0 
a,Q 
Então w ê .6ob.!Le..6olu.ç.ã.o em Q que. vaie. y .6ob.Jte dO. 
PROVA - Seja v e Lip(n) I w:::. v e Supp(v-w)c:c:. n e considere 
v = min {v, max lrll 
an 
observando que a(V) < a(v) • 
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Em ne:: temos w < v e w é sobresolução em 
bresolução) • 
Em ,Q-,Q temos, 
E 
w = maxlyl 
aQ 
< min{v, maxlyll= maxlyl =v 
aQ aQ · 
w < v =?a (w) < a (v) em Q-Q 
E 
(pois 1.1 e 
Além disso, U = y sobre dQE(pois Ué barreira superior). 
Em ane:: 
w = min{J-1, maxly I} = min{y, 
aQ 
maxfy I } = y = u. 
an 
Portanto w = y sobre dOE (dOE = 
Logo w = y sobre an. 
an v· r 1 
c € 
so-
Donde concluimos que w e urna sobresolução em n que vale y so 
bre an. 
C.Q.D. 
TEOREMA 3.7- Seja nciRn abeJt;to e üm.Uado comande claMe 
c3 e oeja y € c2 {anJ. Suponhamo,; que a cuJtva;tuJta med.[a de an ,;eja 
não negatlva. Então exl~te uma Únlca fiunçãa y G L~p{n) tendo ánea 
{z € Up{ií): z = y ,;obJte an} 
e Dado dua:s sobresoluçõ""s I então o m.íni.mo entr.s. as duas é ainda urna sobresolução. 
OBSERVAÇAO- O teorema 3.7 para dimensão n = 2 se resume subs 
tancialmente no teorema 2. 3 ou num teorema análogo que se obtem da 
suposição 2.4; pois para n = 2, curvatura média de _dQ nao negat_! 
va é equivalente a convexidade do domínio. 
Entretanto para n > 2 este resultado permite resolver o 
blema de Plateau num domínio Q nao convexo. 
pro 
. ~ 
Nota-se que no teorema 3. 7 se tem a hipótese de · a.n -ser de 
classe c 3 , entretanto no teorema 2.3, dQ é localmente Lipschitzi~ 
na. 
4 - PROBLEMA OE PLATEAU tOM DADO CONTINUO 
Vamos agora estudar o Problema de Pla~~au (não paramétrica) 
no caso em que a dada função y seja contínua e demonstrar que sdb 
as hipóteses feitas sobre Q (Q uniformemente convexo ·!OU an e c 3 
e curvatura média de dQ não negativa) existe uma função continua 
-
sobre n que minimiza a área (de Lebesgue) na classe 
o -{z e c W): z y sobre an} 
Para demonstrar este resultado usaremos um procedimento de 
aproximação. Mostraremos que se {yn} é uma sequência de funções~ 
gulares (funções de classe c 1 ) que converge uniformemente a y, e~ 
tão a solução do Problema de Plateau com dado yn converge unifor-
memente a --uma função u que e solução com dado y. 
Para fazer isto e útil o seguinte lema que dá uma majoração 
da área de urna função Lipschitziana, .solução do Problema de Pla-
teau, em termos da área de uma funçã~: continua sobre Õ. 
LEMA 4.1 - Seja ll c JRn abv<A:o com an de c.ta~~e c3 
u e LLp·(nJ uma t)u.nç.ãa diL ã~r..e.a mln-i.ma na_c..la.&.&e.: 
[ 4. 1] 
{z G Upliil, z = y ~obl!.e anJ 
En-tão pal!.a -toda~ e C0 (ií) -temoõ: 
alui < a(v) + jlv-u.ld 
an 
H 
n-:1 
PROVA - Basta provar [4 .1] no caso v e Lip (ll) . 
e 
seja nK(x) = max 
+ (u-v)n ~ K 
{0,1 - K d(x)}, K e z++ e consideremos 
Se d (x, an) > + , então nK (x) = 0 ==;> VK (X) ~ v (X) . 
-6 eja 
. se X e an, então d(x,all) ~o "9 nK(x) ~ 1 -=+vK(x) ~ u(x). 
Temos que VK e Lip(Õ) e VK = U sobre dQ 
an -~-1 ~~------------~1~~an 
K K 
~ -----------[1-----------~ 
portanto 
=JÁ+ IV [v+(u-v). 
Q 
< f /1+ 11 V v 12 'dx + 
Q 
}lv[u-v). 
Q 
= a (v) + f I V [ (u-v) • nK] I dx • 
!) 
à (u) < a (v) + j I V [ (u~v) • nK] I dx ® • 
· .. E f i V [ (u-v) • 
ól 
= J lnKV (u-v) 
!) 
Q 
jV(u-v) jdx + J!u-vj 
ól 
a) Então para K + + oo, temos 
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JnKIV(u-v) ldx = 
ll 
o • 
De fato: como {nK(x) V (u-v) (x)} é sequência de. funções ·inte-
gráveis, 
lnK(x) V (u-v) (x) I < 1 I V (u~v) (x) I 
e para todo X e Q e 
tim nK(x) = 0 para cada X 8 Q 
K++co 
. ' '++ 
< M, para toib K' e l 
Então pelo teorema da convergência Dominada de Lebesgue ~ 
segue-se que: 
JnK I V (u~v) ldx = 
Q 
b) A integral f lu-vi lvnKidx = K Jlu-vldx , pois 
&l il1 
em n1 
K 
K 
= JKI.vd
0
(x) I = K 
lvnK I l 
em n - n1 
K 
@ Teorerrta da Convergência Dominada de Lebesgue -
Seja {f } sequência de funções somáve:i,s detinidas num conjunto E de medida fi..., 
n 
nita e suponhamos qu~ exista um número M, tal que 
Se f -+ f para cada x e E, então 
n h -lf 
E E 
logo 
sao 
-..81--.. . 
w = n1 uw-n 1 >> 
K K 
Então para K + + oo temos: 
mas, 
J!.im 
K++oo 
J!.im 
K++IX> 
J1u-vl 
Q 
Hm ·Jiu-vl 
K++!l) . 
n 
Hm KJ lu-v I dx 
K++IX>· 
Q1 
K 
= J1u-vl dH ' n-1 
ao 
= Jlu-vld 
ao 
H 
n-1 
Então de (a) e (b) temos: 
.2.im 
K++IX> 
J1v[<u-v)nK] ldx 
Q 
< Jru-vld 
an 
H n-1 
Voltando a expressao ® e fazendo K ++ oo, chegamos a expre§_ 
a (u) < a(v) + J lu-vld 
ao 
. 
H 1 para v e Lip(Q) n-
Seja agora v € C0 (~). Por definição temos 
a(v) ~ inf{Um {inf a(vn)' vn e Lip(Q), vn ot v em Q} 
n-++ro 
ou equivalentemente 
para todo E> O, existe uma sequência {vn}CLip{n), tal que 
Hm inf a(vn) < a(v) + o e 
n-><» 
vn + v em n 
a(u) < a(vn) + J lu-vnld 
an 
H 
n-.1 
e portanto 
a(u) < 
a (u) < a (v) + o + Q.im f lu-v ld n++oo n an 
a(u) < a (v) + Jlu-vld H n-1 + o, -
an 
como E é arbitrário, temos 
a(u) < a(v) + -Jiu -vld Hn_ 1 para 
an 
o -toda v e c (n) • 
H n-1 
v o > 
H 1 ' n-
' 
o . 
C.Q.D. 
'"'8 3-. 
Ob.ó eJwaç.ão: Mostraremos· aqui o resultado citado na demonstra 
çao anterior, ou seja, 
.l!.irn 
K++oo 
K fJu-vjdx ~fJu-vjd 
n1 · an. 
K 
H 
n-1 
De fato: Podemos escrever 
1 
~ K v: cfJu-vjd Hn_1]dE . 
o rE 
Seja 1/J(E:} "'"f lu-vld Hn_ 1 , então pelo teorema do valor ... me-
r E 
1 dio, existe c:K e (O, y), tal que 
1 
K 
E agora passando ao limite quando K ++co, temos 
1 
K + O, portanto c:K + O e 
consequenternente 
E finalmente 
ou ainda 
. . 
Hn_ 1]d o·= f [u-v[d 
a~ . 
H 
n-1 
iirn 
K++oo. 
K J [u-v[dx 
~1 
= J [u-v[d 
a9 
H ... 
n-1 
K 
C.Q.D 
TEOREMA 4. 2 - (da existência para o problema àa área em cP (Q)). 
Se.ja nc IR 11 abe.Jtto e. .t-tm-ttado c.om {;Jton:te.-tJta drl de. c.la.õ.õe. c3 
e .õeja y {;unção continua .õobne on.Suponhamoh que a c.uJtva:tuna m[-
dia de dQ .õe.ja não ne.gaJt-tva. 
En~ão ex-t.õt.e uma fiun~ão u e C0 (ÕJ que. minimiza 6unQiona.t da 
o - . {z e c 1~1: z = y Mb"e ·anl 
PROVA - Dado y: dn +-R continua, então pelo teorema de Tiet2e 
existe Y: n ~~contínua, tal que Y(x) = y(x), para todo X e an. 
Temos então Y a extensão de y em n , contínua em fi, então p~ 
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pelo teorema da aproximação polinomial @podemos aproximar y __ unf-~~ 
formemente por meio de polinômios yn " é claro y n e c2 (Rn) , para 
todo n 
A sequência yn restrita a dQ converge uniformemente a y = y, 
-isto e, 
Então pelo teorema 3.7 existe uma Única une Lip(~) que mini 
miza o funcional da área na classe 
como 
E pelo coroláriO 1.7, vem 
= rnaxlu -u I = 
ara.. n m 
= maxiY -y I 
an n rn 
-o. 
n+oo 
Assim pelo critério de Cauchy para a convergência un~forme~, 
@ Teorema de Aproximação Polinomial -
Sejam K c mP, K comp.i'J.cto, e f: I,( +lRq função cont!nU<'Io. 
En.tão, existe uma função polinomial p: mP + lRq, tal que I f(x) - p(x) I < s., Vx' e K. 
@ Critério de Cauchy para convergência U.'liforme -
' Seja C C.lRP e seja {fn} uma sequência de funções limitadas, fn: D--+ JRq, 
Então existe uma função para a qual {fn} converge uniformemente em D se, 
e somente se, 
-BS-
u : n +R sao contínuas Vn, portanto u sao limitadas, 
n n 
Vn. 
E para todo s > o, existe M e H, tal que se rn.~ ·n ~ M, temos 
max[u -u [ ~ 
- n m 
< E • Então existe uma fu~ção _con.t,ínua@ u 
Q 
ra a qual u converge uniformemente em n, ou seja, 
n 
o -
un :t u, u e C- (n) 
obviamente u = y sobre an (u é a solução procurada) . 
De fato: 
Seja agqra z e C0 (Q),' tal que z y sObre an. Então pelo le--
ma 4 • 1 ternOs 
a(u)<a(z)+ 
n 
H 
n-1 
= y sobre an e z = y sobre an. 
n 
Agora passando ao limite, 
lirn inf a(u ) < a(z) + lim 
n 
n++oo 
H 
n-1 
e usando a semicontinuidade inferior do funcional área, vem 
a(u) < a(z) 
-- , @ Teorema -
Seja {fn} uma sequência de funções contínuas, fn: O C IRP -m.q, tal que 
fn ::::: f sobre D. Então f é contínua. 
-87-
Portanto existe u e C0 (n) de área mlnima na classe 
C.Q.D; 
OBSERVAÇ]I;O - Por enquanto não provamos a unicidade da solu-
çao. O que podemos observar .é que as soluções que obtemos como li 
mite de pontos de mínimo sobre o problema aproxirnante são únicas. 
~ claro que não é possível deduzir a unicidade da solução oom 
os mesmos métodos do caso de pontos de mínimos na classe das fun 
çoe~ Lipschitzianas. 
Vamos agora provar que a condição "curvatura média de a~ nao 
.. .. ... ~ o -
negativa" e necessaria para a existencia do rn1nimo em C (n) ou em 
Lip ([i) , 
o resultado de regularidade:~ 
"Seja u u.m ponto de. niln-Lmo pa11..a o fiunc.lonal a(u.) na cla.6.6e. 
{z e c0 (ií): z • y õobJLe anl ou na clahhe 
{z G'fLpliíl: z ~ y MbJLe anl. 
nos permite afirmar que u minimizao funcional a(u) em qualquer 
das classes acima é equivalente a dizer que u é solução do Probl~ 
ma de orrichlet para a equação das superfÍcies mínimas: 
@ cf. teor. 3. de [s] 
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n 
171 I vx e n. 
i=1 
121 ulx) = y(x), Vx e an. 
isto é, u e c0 (ii) n c 2 (Q) e u verHica 17) e 12). 
Indicamos com M o·operador das superficies minimas, isto é, 
n 
M(.) = I 
i=1 
d 
dX, ( ') 
-'-< 1 ) 
ax. r 2 1 /HIV· I 
e com A(y) =curvatura da fronteira -dQ em y. 
OBSERVAÇAO - Já v1,,mos que se M(u) = O, então u e superfície 
de área mínima (Prop: 1.5)·.· 
Calculemos agora M(u): 
au 
n d dxi I ( ) = 
i=1 axi ;;+1Vul 2 ' 
n a2u 
I --2 d l;;+lvul 2l ax. n axi i=1 l I --ª."_-= = 
;;+1Vul2' i=1 dxi 1 + 1Vul2 
-sg-
/lU n au 
= I 
Á+! Vu/ 2 ax. i;.j=1 l 
n. 
I 
i, j=1 
Portanto temos 
. a2u au 
axiax. 
(;;+rvul 2 > 3 
au 
dx.-
l 
au 
ax. 
J 
= 
'2 J dx.~x. 
l J 
Logo se G(u) < -0, então M(u).< O. ou vice-versa. 
PROPOSIÇM 4.3 -Seja n c IR" abeJt:ta e Umüada e Hja 
M(u) = O em 'I 
U c.on.tln.ua .bOb!Le. f O 
u de. c.la.6.6 e c1· .bobJt.e. r 1 
2 o - dw Seja w G C 1~1 11 C ('I) uma õabl!.eõaúcçiia, :ta.t que dn =--ro noó 
po ni:o.6. i.n.te.Jtno.b a r 1 . 
-
Se u < w .6ob!Le. r , então u < w e.m n 
- a 
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PROVA - Dado M(u) = O em n, temos que u é 
superfície de área mínima 
u e 
u e 
a) Se u S w eni. r 1 • COmo temos u < w .em r 0 (por htp5f.ese), 
podemos escreve~ 
-
em n. 
u < w em an = r ou f-1, e portanto pelo lema 3 .1, u < w 
b} Suponh~s agora que 
~ = max(u-w) > O 
r1 . 
O < u-w < max(u-w) = ~ 
r1 
u(x) < w(x) +~em r 1 
u(x) < w(x) em r
0 
=9 u(x) < w(xJ + 'i em f
0 
Nesse caso 
u(x) < w(x) +'ti em an = rou r1 e portanto pelo lema 3.1, 
u < w + ~ em n . 
Do fato de r 1 ser fechado existe um ponto y e ~ 1 o (r1 =:.:interior 
• 
-s1-
de r1), tal que 
u(y) ~ w(y) + ~ 
Se'gue agora que 
~~(y) ~ lim 
h+Q+ 
u (y+hn) - u (y) 
< 
< lim 
h+O+ 
w (y+hn) 
h 
o que é absurdo, pois 
h 
- w (y) ~ dw (y) ~ 
dn 
Portanto de (a) e (b) temos que 
U < W -Sobre .Q 
- _CQ I 
C.Q.D. 
Usando a proposição 4.3 veremos a seguir que se em y e an se 
tem 1\.(y) < O, existe então um contorno r 1 em dQ de y, tal ·que se 
u é solução. da equação da superfície mínima em n e u = y sobre an, 
então lu] se majora em termos de Jy] restrita a an- r1 
LEMA 
c3 e .6 ej a 
e.xJ..& .te. u.m 
• m.{.n-Lma em 
4.4 - Seja n c: 1Rn ab etLto e Lém-étado com 
Y e an e.m pan;to onde A(y) < o . Então paJta 
con.toJt.no r1 de y Mb!Le 3Q, ta.e que f.,(!. u. e 
Q e u. = y .õobJte. íH1, vt.tão: 
lu.(xJ I < max lvl • E, pa!La todo X e n. 
an-r 1 
an ·de· c..taMe 
c.. a da E > o, 
c0 (ilJ tem M.ea 
-az-
PROVA - Podemos supor y· = O e o eixo 
x derigido segundO a normal a y em an. n 
Seja a > O (bem pequeno) . No 
conjunto il' ~ il l){x:lxl >·a} 
consideremos a funç·ão 
· V(x) .~ b- a are cosh 1:1 
a 
Resulta 
X, 
1 
~ _ a -;::l:::x;:l :::;;:; 
IÍ 2 2' lxl -a 
;)V 
= - a 
;)ij -
lxl 
X, X~ J. ~ 
a ( I X I ) 
aXi 
a X, l 
ãX:" 'gl 
J 
X, 
1 
~ N 
a, I xl -
1] 
~ lxl z 
, 
xixj 
I X I' 
X.x. 
___2o,_J 
lxl 
X 
n 
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6V = div(grad V) = 
Como 
obtemos 
De fato: 
Sejam 
~(V) = (n-2) a!xl ( lxl '-a') 'h 
ill = (H!Vvl'l~V 
n 
rn = I 
i ,j=1 
Desenvolvemos temos: 
a v 
dxi 
a~v 
()x. ax. 
J 1 
· X ~ X 
(-1 ) '+ ••• +(___E_)' 
lxl !xl 
lxl'-a' 1.2.1 = 1 + a' 
lxl 2 
I xl '-a' ~v 
'· a'v 
ax. ax. J 1 
~v = 
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1 
XO 
l [- -- xo n a2v n lxl I X I' óV I I + a l = ~= a i=1 l i=1 /Í xl 2-a2' lxl ( lxl 2-a2) 312 
x2 x2 
_1 __ 1 _1 ___ 2 
x2 
1 n 
---
lxl 
= - a [ 
Jxl lxl' + lxl lxl' 
+o .• + I X I' ] + 
/Íxl 2-a2' /Íxl 2-a2' 
. 
+ a [ 
2 2 2 ] X + x 2 + ... + X 
lxl ( lxl 2-a2) 3/2n 
n · 1 (-- -) 
lxl lxl 
= - a 
/ÍxJ 2-a20 
. (n-1)a 
=- -;===:; lxi~Íxl 2 -a 2 ' 
lxl 
+ a 
(/Íxl 2-a2'j, 
alxl 
+ 
<1Íxl2-a2)' 
(n-1)a(lxl 2-a2) + alxl 2 
. _::: -
· lxl </Íxl 2-a2\ 3 
Logo 
/Íxl 2-a20 
= 
= 
] = 
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IJJ alxl (n-1) (lxl'-a'l+lxl' = ( - -----;::.==:::::;---_.:.__:______:_ ) lxl'-a2 (!Íxl 2 -a 2 l' 
n 
121 = I a v dxi 
a v 
ax. 
a2v 
dx. ax. 
n 
I 
i, j=1 
i, j=1 
a 2 x.x. 
l 
lxl 2(lxl'-a 2 ) 
J 
[- a 
n 
J 1 . 
0ij xixi 
I x I I x I ' __ a_x=._i x_.,__ __ l 
( ) + j= 
IÍ ' lxl(lxl 2-a,2) 312 lxl'-a2 
a' 
= ------"'------,--,--1 x I 3 ( I x I 2 -a 2 ) 'h I ''i XJ. illj=1 
= -~a-' LI x,_LI __ ( lxl2-a') '1, 
Subtraindo [I[ de L2_1 , temos: 
m -m = alxl (n-2) (lxl 2-a 2 ) ( I x I z -a 2) o/2 
Portanto 
alxl ín-2) 
(I xl2-a') '1, 
~(V) = _ __,a-_.l_::xJ_I :,:(n:_-.::_2)é_ 
(lxl 2-a2l% 
E portanto em n I I 't<v> :: o 
Logo v é barreira superior em Q', donde temos que V é sobre-
solução em n' 
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Por outro lado~~=- oo nos pontos internos a r1 = Q n{x:jxj=a} 
Observe que V(x) =bem r 1 .,. 
Enfim sejam r
0 
.= ar~n{x: jxj > a} .e 
ô = diarn (Q) • 
(diam(Q) > I xi) 
Então 
V(x) = b-a are cosh ~ = 
a 
+a are cosh ô - a are eosh hl > 
a a 
> maxjyj +a are eosh 
b a 
ô ô 
- a are cosh 
a 
= maxiYI. > u(x). 
b 
Portanto V > u em r0 
Da proposição 4.3 segue agora que 
u <v em n• = {x: lxl > a} 
- -
Observamos que a função 
n-1 
+· a are cosh --ª-- i 
a 
( J ) 
A(x) = 1 M (x) = 
n-1 
1 
n-1 j i=1 1-d(x)Ki (~(x)) 
é uma função contínua sobre n (fl- <E ) e sendo (TI (x) = y) A (y) < o 
n o 
se a é "bem pequeno 11 ternos 
A(x) < -I. < O, 'ifx e Q r\{x: lxl <a} = Q" 
-9.7-
n". 
O'" 
Seja agora E' > O no conjunto 
O" n {x: d (x) > 8 1 } = O"' e consideremos a função 
w (x) ~ f (d (x)) ~ A ( /2a - /d (x) - c'') + b I 
com A > o. 
Observemos que w(x) > b. 
ternos 
Resulta: 
Como 
d 2 w 
dx. ax. 
l J 
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+ 
D. 
G(w) = ( 1+ I Vw I 2 ) ~w - I 
i, j=1 
(1+1Vwl 2 l6w = l + n I 
i=1 
ad 
ax. 
J 
+ f"(----ª-)')] = (1 + f' 2 ). (f' ~d + f") 
xi 
e 
n 
L 
i, j=1 
aw 
ax. 
l 
1 -
i ,j=1 
n 
=(f'l' L 
i, j=1 
aw 
ax. 
3d 
ax. 
J 
J 
a'w 
ôx. ax. 
l J 
= 
ad (f' a'd 
dx. dx.ax. 
J l J 
a'd 
+ f .. -ª-ª._ 
ax. 
l 
n 
I "-"''--"":- + f I 2 f 11 ax. dx. 
l J i 1 j=1 
, 
(f') 2 f''. 
-99-
Portanto 
G(W) = (1+f' 2 ) (f'ild +f") - f''f" = 
= f 11 + (f') 3 .lld +f' d (veja proposição 3.4) 
Ora 
f' (s) = A 
---"-- < O· ' 
2C 
A f" ( s) = ---"'--- e 
4(s-E:')~ 
i\d =- (n-1) A(x) > l(n-1) >o· 
Portanto 
~(w) ( 1 - A 2l(n-1) 2 ) 
Daqui se segue que 
'f.(w) < O se A' 2 
> l (n-1) 
Então w é urna barreira superior em seu domínio, donde temos 
que w é sobresolução em seu domínio (n"'). 
O ·bordo de .11'11 == !.1" f'\ {x: d(x) > s'} consiste de duas ·partes. 
mos 
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X 
n 
Por out= lado se x e Q" 1\ {x: ·lxl =a} temos w(x) 
Portanto 
· u(x) < w(x) em Q" f1 {x: lxl -a} 
17 I 
> b = V(x) > u(x) 
-
E ainda sobre a outra parte da fronteir-a onde d (x} = e::', te-
dw 
dn = - CC 
E portanto pela proposição 4.3 segue-se que: 
u(x) ~ w(x} emº'" = rl 11 f\{x: d(x) > E:'} 
Fazendo e::' ~ O, obtemos: 
IZI u(x) S b +A na' em n 1\{x: lxl <a} = Q" 
Portanto de ·1) 1 e I Z I temos: 
u(x) < b + Ai2ã' em Q 
UNICAMP 
BIBLIOTEC.I C f :rre ,1[ 
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Repetindo o raciociriio .para -u obtemos 
lul < b + A~ em n 
isto é , 
I ui < rnaxlyl + a are cosh ~ +A~ , 
b 
(observe que ro depende de a) 
Portanto 
V € > 0,3 a> 0: a are cosh 
Assim para .todo € > O, temos 
lul < max IYI + o; Vx e n • 
b 
Observe que r = dn - r . 
1 o 
0 + A/Za< E 
a 
Em _outras palavras _o lema que acabamos de provar~- diz: 
" 
C.Q.D. 
Se o e an e !dO) < oj então para todo e: > o I existG 
a > O, tal que 
rn;,xlul < 
n 
" se u é solução em n . 
rnax h I + E , 
60-Ba (O) 
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TEOREMA 4.5- Seja nc JR" ab•Jt.to • .Um.<.tado comande c.tlLl<~e 
C3 • Supa•hamoõ qu• exú.ta y e an com Aly) <.O. E•.tão exúú y Jt!c_ 
gufa.~t de. vaf..oJt a.b-6 o.tu.to tão pequeno quan-to .-6 e. que..{Jta pa.Jta o JtUa..t 
o pnobf.e.ma de. âli.e.a. m1.nlma com dado y não te.m -6 oiu.ç.ãa 
Com as .notações do lema- 4. 4, o problema com dado y e C0 <3n). 
definido por: 
y = { o 
2semy. 
em 
nao pode ter solução. 
De fato: 
Devemos ter 
e 
lu I < maxhl +E 
' 
Vx e Q. 
- r 
o 
mas, maxhl - o 
b 
logo lul ~ E, Vx e Q 
Além disso temos, m~xlul > 2E I 1 I 
Q 
E deveríamos ter 
m~xlul < maxhl + E 
-Q b 
ou seja 
maxlul < E I 2 I 
Q 
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De (1) e (2) temos o absurdo. 
Portanto não eXiste u 
~ 
OBSERVAÇJW: Se ncJR2- é aberto e limitado nao convexo, existe 
= 
um dado no bordo, regul.ê.r, com módUlo tão pequeno quanto se queira 
para o gual o problema de Plateaq. (não paramétrica) naQ tem solu 
çao. 
As _soluções dos ·problemas considerados sao de ..:classe C 2 (rt) 
corno já dissemos anteriormente • 
u, v 
eom 
TEOREMA 4.6 - (Teorema de Unicidade) 
Sejam Q c: JR" ab Mto e Limitado e u, v 6un~Õeó tal que 
e C'fnl 1\ c0 (iiJ. 
h al.uç.Õ e-6 da - daó -& úpe.Jtôlcie.& ' Se u, v {><W e.qu.aç.ao fn.,{_nimCt.ó 
u{ x) = v ( x) , pall.a todo X e an. 
Então U (X J. = v ( x), pâJta todo X Q Q o 
PROVA - As funções u e v minimizam o funcional da área 
a(w) ~ J;;+I'Vwj·' 0dx, onde o 
Q 
em n 
-
m1nimo é tomado na classe de todas as funções w contínuas em Q, 
com valores ~obre an iguais aos de M e X 
Então 
J Á+TVu I' 'dx 
Q 
~ JÁ+!vvr 'dx 
Q 
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Agora consideremos a função 
J;;+IVIuiv>l'' < 
Q 
+ ; f/1+1Vvl' 
0
dx 
Q 
1 
2 
' 
u+v 
2 
J;;+IVul' 'dx 
Q 
ond~ vale a igualdade se
1
e somente se 1 
+ 
vu(x) = Vv(x), para todo X e Q 111 
Este resultado vem da convexidade do funcional área. 
Além disso ·u+v(x) 
2 
= u(x)+v(x) = u(x) se 
2 x e an •. 
Então o valor da integral J;;+IV(uiv) l',dx 
Q 
-nao pode ser me-
nor que o mínimo, portanto 
f;;+ I V ( u;v)j'~x = 
" 
Logo de (1), temos: 
1 
2 J;; + I Vu I 2 'dx + 
Q 
Vu(x) = Vv(x), Vx e Q 
V(u-v) (x) =O, Vx e Q 
1 
2 dx 
Donde concluímos que u-v é constante sobre as componentes co 
nexas de n. 
Então para 
e como (u-v) (x) 
qualquer componente conexa n. 
J 
= O~ Vx e d.\1 (por hipótese) • 
de n temos an ' c an 
J 
-1 o 5-
Portanto 
(u-v) (x) = O, Vx e :an. 
J 
Devido a continuidade de u e v em n, temos 
(u-v) (x) = o,vx.en. 
J 
Este resultado vale para qualquer componente conexa n. de n. 
J 
PortantO (~-v) (x)"' .,..._Q, para todo X € S"l. 
C.Q.D. 
O problema de Plateau nao paramétrica ganhou novo enftque quan 
do em 1971 M. Miranda introduziu a teoria dos Perímetros em sua so 
lução (c f·. [s]) ,· mais precisamente com- o seguinte 
" TEOREMA DE MIRANDA - Seja Q c IR" abeJtto, L[mftado e loeal-
mente. p-6 e.udo-c.onve.xo com 6~r.onte.lJta L[p4c.h-Ltzla.na. e -6eja. y: an +_IR 
c.on.tlnua.. Então, e.xl~.te. uma. U.n1!!a. u e C0 (Õ) fl Cw{n) I .&of.ução da pltQ_ 
" blema de Plateau . 
Tal resultado contém os demonstrados por Jenkins & Sé.rrin 
(1968) que consideravam n aberto localmente pseudo-convexos de"clas 
se C2 , além de generalizar também o caso em que n é aberto e uni-
forrnemente convexo (resultado demonstrado por Miranda em 1965). 
Em 1977 - Bassanezi e Massari, com o mesmo aparato de Miran-
da, demonstraram este teorema sem levar em conta o fato da frontei' 
ra de n ser lipschitziana.~ 
I(]) cf. Bassanezi - Massai:'i, Teor. 3.1 in "The Dirichlet Problem for the Minimal 
surface Equation in Non-Regular D0mains" - Ann. Uni v. Ferrara - Sez Vi i -Se. 
Mat. Vol. XXIV (i978). 
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