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. The dangerous consequences of science denial are perhaps best illustrated by the recent measles outbreak. Fuelled by anti-vaccination beliefs, this year has seen the second-largest number of cases in the US since the widespread adoption of vaccines eradicated the disease in 2000 (ref. 2 ). The editors of Nature had warned a decade ago that something was bubbling beneath the surface of society: a viral anti-science strain 3 . Somewhat worryingly, the editors concluded that "the defenders of science have few easy remedies. "
Writing in Nature Human Behaviour, Schmid and Betsch 4 address this concern and present six studies that jointly illustrate how science advocates can effectively rebut science denial in public. The authors start their investigation by delineating a key difference between healthy scepticism about science-a process which usually involves updating one's beliefs in light of new evidence-versus science denial, which is commonly thought to be the result of the motivated rejection of science. In other words, people may be motivated to update their beliefs only when the evidence confirms what they already want to believe.
Accordingly, prior research in social and cognitive science has found that corrections are often ineffective and that refuting misperceptions can even backfire. For example, in some studies, refuting the false autism-vaccine connection actually decreased intentions to vaccinate 5 . On the other hand, more recent research has called these findings into question 6 , finding that corrections can be effective, even among ideologically motivated audiences 7 , and that the literature on motivated reasoning as a whole suffers from a lack of rigorous experimental findings 8 .
The study by Schmid and Betsch 4 therefore situates itself in an important debate and advances several promising findings. To uncover how to best respond to science denial in public, the authors conducted six pre-registered experiments. This was done to replicate the robustness of their findings across different samples (students vs. national), cultures (German vs. US), topics (vaccines vs. climate change) and presentation formats (audio vs. written).
As part of the general experimental set-up, which remained more or less consistent throughout, all participants were first exposed to an interview with a science denier. Afterwards, they were randomly assigned to a topic-based rebuttal, a technique-based rebuttal or both. A topic-based rebuttal presented the reader with scientific facts countering the misinformation, and the technique-based rebuttal exposed the logical fallacies in the deniers' persuasion technique. Thus, depending the exact condition, a science advocate was either present or absent and (if present) responded to the denier using a topic-based rebuttal, a techniquebased rebuttal or a combination of both approaches. Attitudes towards vaccines and intentions to vaccinate were measured both before and after exposure. Attitudes and intentions to mitigate climate change were measured in the same way.
Overall, the authors consistently find that exposure to science denial has both a significant and substantive negative effect on public attitudes toward vaccines and intentions to vaccinate (similar results apply to the case of climate change). Importantly, this effect is further amplified by the absence of a science advocate. In other words-using one of the examples in the experimentwhen a vaccine denier claims that you cannot expect fellow citizens' to vaccinate when the procedure is not 100% safe, not responding to such claims appears to do more harm than good. On the positive side, the authors' internal Credit: DrAfter123 / DigitalVision Vectors / Getty meta-analysis shows that providing either a topic-oriented rebuttal (for example, approved vaccines are a safe way to avoid disease) or unmasking the denier technique (for example, 'impossible expectations' , i.e. no medical product is 100% safe) significantly and meaningfully reduces the negative influence of denialist claims. Interestingly, both techniques proved to be about equally effective.
In addition, across all six studies, Schmid and Betsch 4 find no evidence for a backfire or prior attitude effect, neither in the case of providing facts (topic rebuttal) nor when uncovering denialist techniques. In fact, consistent with other recent research 7 , the most susceptible audiences-for example, those with the lowest confidence in vaccines, or US conservatives in the case of climate change-benefited the most from the factual and logic-based rebuttals.
Although these results are very encouraging, it is important to note the reactive nature of the approach. It seems likely that pre-emptively uncovering the techniques used in science denial could help inoculate audiences against misinformation before they are exposed to it. Indeed, an emerging line of research 9, 10 finds that pre-bunking rather than traditional debunking can be effective across the ideological spectrum. The inoculation approach is premised on the same logic as vaccines: it is better to prevent than cure. When millions of lives are at stake, reacting only when the damage is already done will not be sufficient to stem the flow of misinformation. To buttress this point, all of the effects on public attitudes and behavioural intentions remain negative in the authors' study, even when strongly rebutted.
Having said this, any potential 'cure' for the post-truth era will require a multilayered defence system. When preemptive inoculation is not feasible or possible, Schmid and Betsch 4 illustrate that responding to deniers in public is crucial as a second-order line of defence, and they advance an important, practical and compelling framework for doing so.
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