Abstract. Fix b ∈ (0, ∞) and p ∈ (1, ∞). Let φ be a positive measurable function on I b := (0, b). Define the Lorentz Gamma norm, ρ p,φ , at the measurable
Introduction
Let (X, µ) be a σ-finite measure space with µ(X) = b and denote by M(X) the set of µ-measurable real-valued functions on X. This paper is concerned with the properties of certain rearrangement invariant spaces of functions in M(X). The norm of such a space is defined in terms of an index p, 1 < p < ∞, and a positive locally integrable (weight) function φ on We will show that, when Γ p,φ (X) ⊃ L ∞ (X), or, equivalently, I b φ(s) ds = ∞, one has
where
and ψ is a certain (dual) weight. We motivate the choice of ψ, in an appendix to the paper. For now, we just state our main result, namely, Theorem A Let (X, µ) be a σ-finite measure space with µ(X) = b. Fix p, 1 < p < ∞, and suppose φ is a non-trivial weight function on I b . Then, A proof of this theorem has been given by the first author and L. Pick in [3] using so-called discretization methods. Our aim here is to give a new proof using more familiar techniques. Alternative descriptions of the function space dual to Γ p,φ can be found in [4] and [8] .
The Boyd indices of an r.i. norm are essential to describing the action of such operators as those of Calderón-Zygmund on the space L ρ (R n ). These indices are defined in terms of the norm, h ρ (s), of the dilation operator. Their calculation when ρ = ρ p,φ and µ(X) = ∞ is greatly simplified by the result in Theorem B Fix an index p, 1 < p < ∞ and let φ be a non-trivial weight on R + . Take ρ = ρ p,φ and at s ∈ R + set h ρ (s) := sup ρ f t s
Then,
rearrangement-invariant spaces
Let (X, µ) be a σ-finite measure space with µ(X) = b and denote by M(X) the set of µ-measurable real-valued functions on X and by M + (X) the nonnegative functions in M(X). A Banach function norm is a functional ρ :
, for some constant c E (ρ) depending on E and ρ but not on f ∈ M + (X). Furthermore, as mentioned in the introduction, a Banach function norm is said to be rearrangement invariant if ρ(f ) = ρ(g) whenever f, g ∈ M + (X) are equimeasurable in the sense that f * = g * . The decreasing rearrangement, f * , of f ∈ M(X) on R + is defined as
It satisfies the property that
Now, although the mapping f → f * is not subadditive, the mapping
for all f, g ∈ M(X), t ∈ I b . The Kothe dual of a Banach function norm ρ is another such norm, ρ ′ , with
It is obeys the Principle of Duality; that is,
The space L ρ (X) is the vector space
together with the norm f Lρ := ρ(|f |). This Banach space is said to be an r.i. space provided ρ is an r.i. function norm. The norm, ρ p,φ , defined in (1.1) in terms of an index p, 1 < p < ∞, and a positive locally integrable (weight) function φ on I b is an r.i. norm;
If ρ is an r.i. function norm, then,
The dilation operator, E s , s ∈ R + , given at f ∈ M(R + ), t ∈ R + , by
is bounded on any r.i. space L ρ (R + ) and the operator norm of
The norm is determined on the non-negative decreasing functions in L ρ (R + ). We define the lower and upper Boyd indices of L ρ (R + ) as
The operator norm of E 1/s on characteristic functions of the form χ (0,a) , a ∈ R + , is denoted by M ρ (s); thus, ,a) ) .
The so-called fundamental indices of ρ are defined in terms of M ρ as
Weighted spaces
Fix b > 0 and let w ∈ M + (I b ), w > 0 a.e.. Given p, 1 < p < ∞, the weighted Lebesgue space, L p (w), is defined by the norm
One readily shows that the Banach dual of
, namely, the weighted Lebesgue space with norm
In this section we consider the action of certain positive integral operators on such spaces. This action is expressed on terms of so-called weighted norm inequalities. The most basic ones involve the Hardy averaging operator and its dual, that is,
Theorem 3.1 ( [6] ). Fix b > 0 and let u and v be weights on I b . Then, for 1 < p ≤ q < ∞ one has the least constant C > 0 in the inequality
and the least constant C > 0 in the inequality
An operator essentialy built from P and Q when b = ∞ is the Stieltjes operator
The following results are given in Andersen [1] for 1 < p ≤ q < ∞ and in Sinnamon [7] for 1 < q < p < ∞.
Theorem 3.2. Let u and v be weights on R + . Then, in the inequality
the least possible K > 0 is equivalent to
Proof of Theorem A.
The following lemma is a key element in the proof of the Theorem A. In it and in the rest of the section, it will simplify things if we write ψ in the form 
if f ↓, and
in which the third inequality was obtained using Hölder's inequality with respect to the measure φ(t)dt.
The proof of (i) will be complete if we can show, that
is dominated by a constant multiple of I b (P g)(t) p ′ ψ(t)dt. To this end, let
so that the assertion reads
But, this holds by Theorem 3.1, inasmuch as
(ii) To begin, suppose b = ∞. Making the change of variable t → t −1 three times in a row and setting f (y) = f (y
Thus, from (i), there follows, since f ↓,
. Now, the change of variable t → t −1 yields
So,
This completes the proof of (ii) when b = ∞. In the case b < ∞, a similar argument works if we replace the transformation
Proof of Theorem A. We first show
for some c > 0 independent of g ∈ M + (I b ). To this end, it suffices, in view of (2.2), to find constants C, c > 0, independent of g ∈ ρ 
Fixing g, we seek f = Qh for some h in M + (I b ).
We need a condition on h to guarantee ρ p,φ (Qh) < ∞. But,
the last inequality being proved in the Appendix. The desired condition on h is thus
As pointed out in Section 3, the weighted Lebesgue norms
are dual to one another. Therefore, for our given g ∈ L ρ ′ p,φ
, there exists h 0 ∈ M + (I b ), such that
If . We now prove the inequality opposite to (4.2), this being equivalent to (4.5)
in which C > 0 is independent of f, g ∈ M(X). It suffices to consider g * of the form
For the term
to be finite we require b = µ(X) < ∞ or I b φ = ∞. In either case, the term is dominated by an absolute constant times ρ p ′ ,ψ (g * ) and is irrelevant. We have only to to consider those g * of the form g
Since f * * ↓, Lemma 4.1, (i), gives
But,
Observing that
Combining (4.6), (4.8) and (4.9) yields (4.5) and thereby completes the proof.
Corollary 4.2. Let φ be a non-trivial weight function on R + , and ψ its dual weight. Then, (4.10)
Proof. It is easy to see that
Since ρ p,φ and ρ p ′ ,ψ are associate r.i. function norms, (4.10) now follows from (2.3).
Corollary 4.3. Fix p ∈ (1, ∞) and suppose φ is a non-trivial weight function on R + , with
in which ψ is the weight dual to φ and Ω 0,1 (R + ) := {f ∈ M + (R + ) : tf (t) ↑ and f ↓} Proof. As pointed out in [2, p. 117], f ∈ Ω 0,1 (R + ) if and only if
for some h ∈ M + (R + ). Hence, the left side of (4.11), is equivalent to
which yields (4.11), in view of (3.3), since
that is, (4.13). As we have
(4.13) is equivalent to (4.14), by the duality theorem for weighted Lebesgue spaces .
Imbeddings and Boyd indices
Theorem 5.1. Fix p, q ∈ (1, ∞). Suppose φ 1 and φ 2 are weights on R + , with φ 1 and its dual weight ψ 1 as in Corollary 4.3. Then, the (possibly infinite) norm of the imbedding
is equivalent to
Proof. The imbedding (5.1) is equivalent to an inequality of the form
in which I is the identity operator. According to Theorem 4.4, (5.5) reduces to
here, K ≈ C and
By Theorem 3.2, the least possible K in (5.6) is equivalent to
when 1 < p ≤ q < ∞, and to (5.8) Theorem 5.2. Fix an index p, 1 < p < ∞ and suppose φ is a non-trivial weight on
and
, by Theorem 5.1,
Remark 5.3. The formula (5.9), now proved, is the one asserted in Theorem B.
Calderón-Zygmund Operators
A function K, on R n \ {0}, locally integrable away from the origin, is said to be a Calderón-Zygmund (CZ) kernel, provided it satisfies the following four conditions:
(i) There exists a constant C 1 > 0, independent of ε and N, 0 < ε < N, such that
moreover, for each N > 0, one has the existence of
(ii) There exists a constant C 2 > 0, independent of R > 0, for which
(iii) There exists a constant C 3 > 0, independent of y ∈ R n \ {0}, with |x|>2|y| |K(x − y) − K(x)|dx ≤ C 3 .
(iv) There exists a constant C 4 > 0, independent of R > 0 and of points x 1 , x 2 and x 3 in R n within a distance R 2 of one another and each a distance greater then R from y, such that |K(x 1 − y) − K(x 2 − y)| ≤ C 4 |x 1 − x 2 | |x 3 − y| n+1 . The Calderón-Zygmund operator, T K , with kernel K, is the singular integral operator (T K f )(x) := lim ε→0+ |x−y|>ε K(x − y)f (y)dy, x ∈ R n , which is defined a.e. for all f ∈ M(R n ) with R n |f (y)| 1 + |y| n dy < ∞. is readily shown to satisfy Andersen's condition (7.2) and, hence, so will (P φ)(t)(Q p φ)(t)
[(P φ)(t) + (Q p φ)(t)]
Now, φ(t) will be better then φ(t) in (7.1) if
One readily infers from Theorem 5.1 that this will be so if and only if 
