A nalysis of the first X-ray structure of the protein myoglobin 1 prompted researchers to ask the question: how do ligands reach the deeply buried haem group centre? This simple, but powerful, observation has inspired decades of investigation into the dynamic behaviour of proteins, so that we now know protein structures are in constant motion, and that these fluctuations in structure are crucial to, and sometimes drive, function. Early X-ray structures of RNA contained indications of the importance of conformational dynamics: large changes in the helical arms of transfer RNA were observed on the binding of tRNA synthetase 2 , and changes in the conformation of ribozymes needed to be invoked to envision catalytically active states [3] [4] [5] . However, no one could have anticipated the existence of new genetic circuits that are based on RNA conformational switches, or that the 'acrobatic' nature of a biopolymer that consists of only four chemically similar nucleotides would be at the centre of a complex macromolecular structure such as the ribosome.
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The dynamic changes that occur in the structure of RNA serve an ever-increasing range of functionality that generally follows a common two-step process (see Supplementary Information for more reviews on RNA dynamics). The process involves a cellular signal that triggers RNA dynamics, which are then transduced into a specific biological output. This Review provides a critical account of RNA dynamics as a regulatory mechanism and source of functional complexity. We review the known dynamic properties of RNA structure and emphasize the unique properties that allow large changes in structure to take place in a biologically specific and robust manner. We then examine the wide range of cellular inputs used to interface with RNA dynamics and the various mechanisms that are used to guide the dynamics to achieve a broad spectrum of functional outputs.
RNA free-energy landscape
It is important to distinguish between the two types of RNA dynamics: 'equilibrium fluctuations' and 'conformational transitions' . Equilibrium fluctuations are related to the thermal activated motions that occur in RNA. Conformational transitions arise when cellular cues, such as an increase in the concentration of a metabolite, create a nonequilibrium state that then relaxes back to equilibrium. This Review is focused principally on conformational transitions because of their dominant role in regulatory mechanisms; however, the two motions are intricately related, as highlighted by studies of RNA and protein dynamics 6, 7 . This, and other aspects of RNA dynamic behaviour that are relevant to function, is best understood by looking at the free-energy landscape of RNA 8, 9 . The free-energy landscape specifies the free energy of every possible RNA conformation (Fig. 1a) . Equilibrium fluctuations correspond to the spontaneous jumps that occur between various conformers along the free-energy landscape. The population of a given conformer depends on its free energy, whereas the transition rate between conformers depends on the free-energy barrier of separation (Fig. 1a) . Conformational transitions arise when cellular cues perturb the freeenergy landscape, which leads to a redistribution of conformational states (Fig. 1a) . The RNA free-energy landscape is punctuated by deep local minima, or conformational wells, in which conformations within a well are highly similar and conformations from different wells are structurally distinct. These are the conformations that are significantly sampled by equilibrium motions and are stabilized by cellular cues to effect conformational transitions [10] [11] [12] (Fig. 1a) . For example, the degeneracy of base-pairing and stacking interactions, together with the high stability of RNA duplexes, results in deep local minima that correspond to different but energetically equal secondary structures that are separated by large kinetic barriers 13 ( Fig. 1b) . As few as two secondary structures can dominate the RNA dynamic landscape because the loss of energy that accompanies the disruption of just one base-pair can markedly destabilize alternative conformations. In addition, RNA of a given secondary structure can undergo more facile dynamic excursions in tertiary structure, which involve smaller energetic barriers. These dynamics are commonly dominated by large changes in the relative orientation of helical domains, which carry motifs involved in tertiary contacts, and occur around flexible pivot points consisting of bulges, internal loops and higher-order junctions (Fig. 1c) .
Although these excursions can lead to very large changes in tertiary structure, they are limited to a narrow set of conformations. For example, calculating the set of conformations that are accessible to two helices that are connected by a three-residue bulge reveals that the interhelical bend angle, when combined with interhelical twisting, can range from 0° to 180°. Despite this large accessible range, the connectivity constraints that are imposed by the bulge junction and the steric forces that act on the two helices direct changes in the interhelical orientations along a highly directional pathway and therefore restrict the conformational space to less than 20% of what Changes to the conformation of coding and non-coding RNAs form the basis of elements of genetic regulation and provide an important source of complexity, which drives many of the fundamental processes of life. Although the structure of RNA is highly flexible, the underlying dynamics of RNA are robust and are limited to transitions between the few conformations that preserve favourable base-pairing and stacking interactions. The mechanisms by which cellular processes harness the intrinsic dynamic behaviour of RNA and use it within functionally productive pathways are complex. The versatile functions and ease by which it is integrated into a wide variety of genetic circuits and biochemical pathways suggests there is a general and fundamental role for RNA dynamics in cellular processes.
Functional complexity and regulation through RNA dynamics
Elizabeth A. Dethoff 1 is theoretically possible 10, [14] [15] [16] (Fig. 1c) . In addition, owing to the high stability of duplexes, residues participating in non-canonical base pairs can loop-out from intra-to extrahelical conformations without significantly disturbing the structure of the flanking helices 17, 18 (Fig. 1d) . Precise control over these dynamics is encoded within the sequence, and small sequence variations can greatly alter the relative populations of different RNA structures and their rates of interconversion 11, 19 . For example, distinct interhelical orientations can be sampled by changing the length and asymmetry of junctions 10, 14, 15 , and the tendency of residues to loop-out can be modulated on the basis of sequence-specific stacking interactions 20, 21 (see Supplementary Information for links to movies and animations of experimentally determined RNA dynamics).
These features can help to explain the three remarkable aspects of RNA conformational transitions that are of fundamental importance for regulatory functions. First, the landscape is hierarchical due to the height of the energy barriers that separate alternative secondary structures. Changes in tertiary contacts rarely involve changes in the secondary structure and the two types of conformational changes can be used to serve different functions. Throughout this review, we will use 'secondary' and 'tertiary' conformational changes to distinguish between these two types of dynamics. Second, the limited landscape of energetically favourable conformations allows RNA to undergo very large changes in structure, but to be directed towards a very specific set of conformations from a vast number of possibilities. Third, there is increasing evidence that RNA dynamics are determined by the underlying RNA free-energy landscape, and to lesser extent by cellular cues 7, 22, 23 . Thus, conformational transitions can be considered perturbations that guide pre-existing equilibrium fluctuations towards specific functionally productive pathways. In this way, even an imperfect force or cellular signal will drive changes in the RNA structure along a predetermined pathway, which makes the transitions highly robust.
Triggers of RNA conformational transitions
RNA dynamics can be triggered by a remarkably diverse set of molecular effectors and environmental cues through several different mechanisms. This provides many different points of entry for integrating RNA conformational transitions into biological circuits and biochemical pathways.
Specific protein binders
The most common effectors are proteins that bind their target RNA specifically through well-defined structural features, thereby stabilizing one or a subset of conformations from the pre-existing energy landscape. For example, the mitochondrial tyrosyl-tRNA synthetase CYT-18 from Neurospora crassa binds specifically to group-I introns (a class of large self-splicing ribozymes that catalyse their own excision from messenger RNA, tRNA and ribosomal RNA precursors) and stabilizes the conformation required for catalytic activity 24 . Protein binding often leads to large changes in the overall orientation of RNA helices around 
S e c o n d a r y t r a n s it io n T e r t ia r y t r a n s it io n . Cellular effectors (bolts) can modify the energy landscape to favour an alternative secondary structure (top), or preferentially stabilize an alternate tertiary conformation (bottom). b, Exchange between alternative, isoenergetic secondary structures (A and B) that are separated by large energetic barriers owing to disruption of base pairs in the transition state 13 . c, The accessible range of interhelical conformations for an RNA two-way junction consisting of a trinucleotide bulge, with the possible paths of the bulge, which were excluded during the modelling, illustrated in red 14, 15 . The allowed range of conformations is restricted towards a specific and directed conformational pathway by steric and stereochemical forces. The structure is rotated 90° to illustrate the bending (left) and twisting (right) motion. d, Flipping out of a residue (red) participating in a noncanonical base pair within an RNA internal loop is illustrated, progressing from an intrahelical stacked to an extrahelical unstacked conformation. The motion occurs without perturbing flanking Watson-Crick pairs (green).
junctions such as bulges 25 , three-way junctions 26 and other motifs such as the K-turn 27 . For example, the spliceosomal U4 small nuclear RNA (snRNA) undergoes a sharp transition in the interhelical bend angle, from approximately 69° to 25°, around a K-turn motif, when it binds to its cognate protein target 28 ( Fig. 2a) . These changes in interhelical conformation are driven in part by nonspecific electrostatic interactions between basic amino acids and the high negative-charge density that builds up at interhelical junctions, and are often observed as equilibrium dynamics in the absence of an effector [29] [30] [31] . For example, unbound HIV-1 transactivating response RNA (TAR) dynamically samples the many different interhelical orientations that are observed when it is bound to seven distinct ligands, including peptide mimics of its cognate protein, Tat 31 ( Fig. 2b) . In an increasing number of cases, protein binding does not involve the stabilization of a specific minimum of the RNA free-energy landscape. Instead, binding selectively lowers the surrounding energy barriers to accentuate or alter the equilibrium dynamics of the RNA. For example, binding of the U1A protein to its cognate RNA target does not cause the pre-existing equilibrium interhelical motions to stop, but rather induces mobility in regions of the RNA that are in direct contact with the protein 32 . The CBP2 protein from yeast mitochondria binds specifically to the bI5 group-I intron and activates large-scale RNA equilibrium motions 33 . Even simple small-molecule ligands lead to the reorganization of the TAR RNA equilibrium dynamics 34 . These observations highlight the importance of embracing a broader view of trigger factors as elements that perturb the entire energy landscape and guide RNA dynamics rather than simply stabilize a single conformation from a dynamic range.
RNA chaperones and helicases
As is often the case in RNAs that possess alternative secondary structures, the large energy barriers associated with base-pair melting can limit the dynamics between RNA conformational wells. In this way, the RNA can become kinetically trapped in a metastable, non-equilibrium conformation. In response to this, a variety of proteins have evolved that possess the RNA 'chaperone' activity needed to efficiently drive RNA secondary structural-transitions over the large energy barriers 35, 36 . For example, the HIV nucleocapsid protein uses non-specific interactions between the RNA and protein to destabilize the RNA helices 37 . This lowers the energetic barrier to conformational exchange, accelerating relaxation to equilibrium and allowing metastable RNAs to convert to conformations that are more thermodynamically favourable.
Other RNA chaperones, such as RNA helicases, help RNA traverse high energy barriers by unwinding helices and disrupting RNA structure, as well as promoting the formation of new RNA duplexes to accelerate conformational transitions in RNAs and ribonucleoprotein (RNP) Left, cooperative binding of glycine by the glycine riboswitch using tandem aptamer domains and one expression platform. Right, tandem SAM and AdoCbl riboswitches in which either of the two ligands triggers the conformational switch and yields an output of gene repression. Sequences that can form transcription terminator stems are shown in red. f, Conformations of HDV ribozyme precleavage (PDB ID 1VC7) 53 and post-cleavage (PDB ID 1DRZ) 52 states. Enlarged details of the catalytic core (dashed box) of the two structures are shown, with the bound substrate (green) and the magnesium ion (yellow) present only in the precleavage state. g, Melting of the secondary structure around the ribosome-binding site of virulence genes in the pathogen is triggered by an increase in temperature that makes the Shine-Dalgarno sequence (SD, blue) available for ribosome binding and translation initiation. complexes 38 . These chaperone proteins are important for remodelling the structure of RNA and RNP complexes because they can anneal or unwind RNA strands depending on the environmental cues 39 . For example, helicases are essential in the assembly of the spliceosome, which is a complex RNP that consists of five RNAs and multiple proteins that catalyses excision of introns from a nuclear pre-mRNA 40, 41 . Assembly proceeds through a series of transitions that involve the melting and annealing of RNA duplexes that are catalysed by DExD/H-box ATPase helicases (Fig. 2c) . For example, the U4 RNA escorts the U4-U6-U5 triple small nuclear RNP complex (tri-snRNP) to the pre-mRNA, but is subsequently released by the DExD/H-box helicase Brr2, which catalyses the melting of the two stems within U4 and U6. This frees the U6 stem to base-pair with U2 snRNA and leads to a new RNA structure that is required for the first transesterification reaction 42 ( Fig. 2c) . In addition, DExD/H-box proteins are involved in the release of mRNA produced in pre-mRNA splicing reactions. For example, the DEAH-box splicing factor Prp22 is deposited on spliced mRNA downstream of the exon-exon junction and catalyses the disruption of contacts between mRNA and U5 snRNP, thereby releasing the spliced mRNA from the U5-U6-U2 spliceosomal assembly 43 . In another example of the variety of functions of RNA chaperones, the DExD/H-box protein CYT-19 unfolds native and misfolded conformations of a group-I catalytic RNA in an ATP-dependent process. A large free-energy gap between the native and misfolded conformers directs CYT-19 to unfold misfolded conformers more frequently than native conformers. In the process, CYT-19 redistributes the two conformation populations, which allows native RNA to populate a wider range of conformations than would otherwise be possible 44 .
Metabolites and physiochemical conditions
Another ingenious strategy is used to modulate RNA structure in response to a wide range of metabolite-based effectors, including small molecules (such as amino-acids, coenzymes and nucleotides 23, 45 ) and changes in physiochemical conditions (such as magnesium ion concentration 46 and pH 47 ). It would be difficult, if not impossible, for these smaller effectors and cellular cues to possess the chaperone activity needed to efficiently drive secondary structural transitions over the associated large energy barriers. Instead, this strategy operates on the initial RNA-folding process itself, intervening while the energy barriers are still low. Specifically, these effectors and cues act by directing the RNA to different folding pathways during RNA co-transcriptional folding. This process is made possible by the unidirectional and comparatively slow rate with which RNA is transcribed from the 5ʹ to the 3ʹ direction relative to RNA folding and effector binding. Each pathway favours one of two distinct secondary structures, where each secondary structure is associated with an alternative biological outcome (Fig. 2d) . This trigger mechanism is implicated in a growing list of other RNA switches, although it has been best described for metabolite-sensing riboswitches 23, 45 . Riboswitches are RNA-based genetic elements typically embedded in the 5ʹ untranslated region of bacterial genes that regulate expression of metabolic genes in response to changes in cellular metabolite concentration 23, 45 . In a prototypical metabolite riboswitch, a metabolite, such as adenine, binds to the aptamer domain with exceptional affinity and selectivity. This stabilizes an otherwise shallow energy well, which induces a redistribution of the aptamer conformational states towards one state that, in most riboswitches, sequesters an RNA element into a helix of the aptamer domain 48 (Fig. 2d) . In turn, the unavailability of the RNA element changes the folding pathway of a downstream decisionmaking expression platform, directing it towards structures that turn off (and in some cases, turn on) gene expression, either by forming a transcription-terminating helix (Fig. 2d) or by sequestering the ShineDalgarno sequence (a ribosome binding site located eight base pairs upstream of the start codon in mRNA), thereby inhibiting translation. This system also keeps the number of spontaneous conformational transitions, or premature switching in the absence of ligands, to a minimum because very large energy barriers separate the two alternative secondary structural forms of the expression platform.
More complex functionality can be achieved by coupling multiple riboswitches together. For example, the glycine riboswitch uses two aptamer domains in tandem to cooperatively bind glycine, thereby increasing responsiveness to changes in ligand concentrations 49 ( Fig. 2e) . The tandem arrangement of two entire riboswitches that respond to two distinct ligands allows the construction of more sophisticated genetic circuits such as two-input Boolean NOR logic gates, in which either of the two ligands can trigger the conformational switch and yield an output of gene repression 50 (Fig. 2e) . In another example, the c-di-GMP-sensing riboswitch and a GTP-dependent self-splicing group-I ribozyme in the 5ʹ untranslated region of a putative Clostridium difficile virulence gene work in tandem to regulate translation 51 . In the presence of c-di-GMP and GTP, the riboswitch and ribozyme form a structure that stabilizes a 5ʹ splice site, and the ribozyme self-splices to yield an RNA transcript with a perfect ribosome-binding site located upstream of the start codon. Conversely, in the presence of GTP alone, alternative base pairing between the riboswitch and ribozyme occurs to form a structure that promotes splicing at an alternative site, which results in a splicing product without a ribosome-binding site, and thus downregulates translation. This RNA arrangement represents the first natural example of an allosteric ribozyme.
Chemical reactions
Chemical reactions, such as cleavage of the RNA phosphodiester backbone, can also reshape the underlying RNA energy landscape so that a state that was previously in equilibrium becomes a non-equilibrium state, which triggers changes in RNA secondary and tertiary structure. For example, X-ray analysis of the structures of precursor and product states of the hepatitis delta virus (HDV) ribozyme, which catalyses site-specific self-cleavage of the viral RNA phosphodiester backbone, reveal changes in the local arrangement of catalytic groups, as well as the ejection of a catalytically important magnesium ion 52 . These conformational changes may help to accelerate product release 53, 54 (Fig. 2f) . Another example is seen in the secondary structural switch triggered by cleavage of the 3ʹ end of the pre-18S rRNA during eukaryotic ribosome maturation, which is used to enforce a sequential order to the maturation process 55 .
Thermal and mechanical triggers
Other energy-dependent processes can induce the complete 'melting' of RNA helices. RNA thermosensors alter expression of genes during heatshock response and pathogenic invasion in response to increases in temperature 56 (Fig. 2g) . For example, when Listeria monocytogenes invades an animal host, the pathogen enters a warmer environment, which activates a thermosensor located at the 5ʹ untranslated region of the prfA mRNA 57 . The higher host temperature causes a shift in the energy landscape from one that favours the formation of the thermosensor hairpin to one that favours the melted, single-stranded conformation. This melting transition exposes ribosome-binding sites, which are required for translation. Mechanical triggers can also induce the unfolding of RNA hairpins. One example is translation-induced unfolding of mRNA hairpins, which is thought to slow the rate of ribosome elongation to allow the folding of autonomous-folding proteins and protein domains 58 .
Functions of secondary structural transitions
Secondary structural transitions are widely used in gene regulation as binary switches that are activated by cellular cues. The switch can be transduced into a range of outputs by sequestering or exposing key RNA regulatory elements.
Transcription
Many RNA switches regulate gene expression at the transcriptional level by producing transcription-terminating helices. In addition to metabolite-sensing riboswitches, other RNA switches use the same strategy to regulate gene expression in response to more complex molecules 23, 45 . For example, in the T-box mechanism, 
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non-aminoacylated or uncharged tRNA can activate transcription of the cognate gene that encodes its aminoacyl-tRNA synthetase. The interaction between the acceptor end of an uncharged tRNA and residues in the antiterminator bulge in the 5ʹ untranslated region of the mRNA (Fig. 3a) promotes formation of an antiterminator helix during co-transcriptional folding that allows transcription to continue. However, the acceptor end of aminoacylated or charged tRNA cannot interact with the antiterminator helix residues, which results in formation of the more stable terminator stem that aborts synthetase gene transcription 59 ( Fig. 3a) . Only a few proteins have been identified that modulate transcription by influencing folding of transcription-terminating helices. One example is the tryptophan-activated RNA-binding attenuation protein (TRAP), which binds trp mRNA to regulate gene expression at both the transcriptional and translational level by several processes (for example, promoting the formation of a terminator hairpin that terminates transcription 60 ).
Translation
There is an increasing list of protein-and RNA-triggered 61 RNA switches that regulate translation by sequestering or exposing ribosome-binding sites or by affecting the structure of ribosomal RNA, and therefore blocking translation. For example, a protein-dependent RNA switch has recently been identified in the 3ʹ untranslated region of VEGFA mRNA in myeloid cells that regulates translation of VEGFA in response to proteins associated with two disparate stress stimuli (Fig. 3b) . The interferon-γ (IFN-γ)-activated inhibitor of translation (GAIT)-complex binds a structural GAIT element within a family of inflammatory mRNAs and silences their translation by promoting the formation of a translational-silencing (TS) conformer 62 . During oxidative stress, the heterogeneous nuclear ribonucleoprotein L (hnRNP L) overrides GAIT silencing by triggering a secondary structural RNA switch to a translation-permissive (TP) conformer, in which the GAIT element is occluded. The RNA alternates between two mutuallyexclusive conformers in response to the binding of the GAIT complex or hnRNP L, thereby functioning as an AND NOT Boolean logic-gate switch in which the presence of one protein, but not the other, yields an output of gene repression (Fig. 3b) .
Post-transcriptional processing
An increasing number of RNA switches are involved in regulating posttranscriptional processing; for example, splicing, gene silencing by microRNA (miRNA) and RNA editing. Although the detailed mechanics of many of these systems are still unknown, in all cases the RNA switch exposes, occludes or modulates the structure of the processing sites to regulate post-transcriptional processes. For example, one of the thiamine pyrophosphate riboswitches discovered in eukaryotes regulates alternative splicing 63 (Fig. 3c) . Here, changes in the secondary structure sequester or expose splice sites (Fig. 3c ). An RNA switch has recently been identified in the 3ʹ untranslated region of p27 mRNA that simultaneously sequesters both an miRNA target site from cleavage by the RNA-induced silencing complex (RISC) and a Pumilio-recognition element (PRE), which binds a Pumilio RNA-binding protein (PUM1) 64 . Binding of PUM1 to the PRE region triggers a secondary structural switch that exposes the miRNA target site, leading to miRNA silencing (Fig. 3d) . In another example, HDV genotype III editing levels are determined by a pre-existing equilibrium between two secondary structures of the antigenome RNA, involving a kinetically trapped conformation and a thermodynamically more favourable state 65 . These initial discoveries suggest RNA switches have a range of functions in post-transcriptional processing.
Viral replication
RNA genomes of retroviruses take advantage of RNA secondary structural switches to transition between the different functions required for the various steps of the viral replication cycle. For example, there is evidence that the 5ʹ untranslated region of the HIV-1 genome can form two mutually exclusive secondary structures: a metastable branched multiple-hairpin conformation, which is involved in dimerization and packaging; and a more energetically favourable long-distance interaction conformation, which is involved in transcription and translation. The transition from the long-distance interaction to the branched multiple hairpin conformation is catalysed by the RNA chaperone nucleocapsid protein 66 .
RNA switches can also couple distinct processes within a given step. For example, an RNA switch is used to couple dimerization and selective encapsidation of two copies of the Moloney murine leukaemia virus RNA genome. Dimerization of two RNA genomes induces a shift in the base-pairing pattern within the ψ-RNA packaging signal, which exposes conserved UCUG elements that bind the nucleocapsid protein with high affinity, thereby promoting genome packaging 67 (Fig. 3e) . These elements are base-paired and bind nucleocapsid protein weakly in the monomeric RNA (Fig. 3e) .
Functions of tertiary conformational changes
RNA tertiary conformational changes can range from large global changes in the orientation of helices to more subtle local changes in the structure of motifs that are involved in tertiary interactions. These conformational transitions allow RNA molecules to bind adaptively to a wide range of molecular partners and can help to direct the assembly of RNPs.
Polyvalent binding
Some of the first solved structures of RNA-protein complexes revealed a remarkable ability of RNA to undergo adaptive changes in conformation 2, 25 that had the potential to allow the optimization of intermolecular interactions with disparate targets. In a classic example, these conformational changes allow tRNAs to interact with many diverse partners, including ribonuclease P (RNase P), various nucleotide modifying enzymes, tRNA synthetase, EF-Tu, the ribosome and other RNA elements. High-resolution structures of tRNA, tRNA-protein and tRNA-RNP complexes show that binding is often accompanied by significant conformational changes, which range from the reorientation of helical domains to finer changes in local structure, all of which optimize intermolecular interactions 68 (Fig. 4a) .
Ordering RNP assembly RNA tertiary conformational changes that are induced by successive protein-binding events are thought to help direct the order of assembly of complex RNP machines, including the 30S ribosome 69,70 , the signal recognition particle 71 and telomerase 72 . For example, the binding of ribosomal protein S15 to 16S rRNA initiates the ordered assembly of the central domain in the 30S ribosomal subunit 73 , and leads to a change in the orientation of helical domains that favours the binding of ribosomal proteins S6 and S18 (ref. 74) (Fig. 4b) . Premature binding of S6 and S18 to the unbound 16S rRNA may be disfavoured, in part, because of the entropic penalty that is associated with the partial freezing-out of interhelical motions. Even in the simpler telomerase RNP (consisting of one RNA and two protein components), the binding of the first protein p65 induces a conformational change in the RNA that facilitates the binding of telomerase reverse transcriptase, thereby ordering assembly 72 . Assembly can also involve coupled protein binding that induces changes in both RNA secondary and tertiary structure. For example, coupled binding of the maturase and Mrs1 protein cofactors to the RNA of the bI3 group-I intron RNP stabilizes both the native tertiary contacts and induces a reorganization of a non-native intermediate secondary structure 75 . Although both Mrs1 dimers and maturase can independently bind and stabilize portions of the bI3 tertiary structure, binding by both proteins is required to induce the secondary structure rearrangement and assembly to the native, active state.
Ribozyme catalysis
Tertiary conformational transitions involving large changes in the orientation of helical arms are often observed in small ribozymes, such as the hairpin and HDV, and are thought to be important for the transition between the different steps of the catalytic cycles. Typically, an undocked (inactive) conformation binds the substrate, promoting the transition into a docked (active) conformation, which is required for catalysis. After catalysis, another undocking transition allows the release of the product (Fig. 4c) . The importance of these motions is demonstrated by the fact that the junction motions can accelerate the rate of folding of the active conformation 76 . Similarly, large hinge-like motions of the J2a/b bulge in human telomerase have been proposed to help with dynamic telomere repeat synthesis 77 . A more exceptional example is the Tetrahymena group-I ribozyme that has been shown to interconvert between alternative tertiary conformations, which have a range of substrate binding affinities but similar enzymatic activities 78 . The rates of interconversion between these states are slower than the rate of catalysis, implying the existence of multiple native states. Such long-lived heterogeneities have been observed in the tertiary folds of many other RNAs, although some of these may be the result of RNA purification side-products 79 . The atomic level structural differences between these species and the source of the severe heterogeneity are still unknown but they may constitute yet another mechanism used by RNA to define a narrow set of differentiated conformations and this should be an exciting topic for future research.
Protein synthesis
Perhaps the best example of the cell manipulating the intrinsic dynamic landscape of RNA to achieve a desired biological outcome is ribosome catalysis. Large-scale ratcheting motions are required for translation. The small and large subunits reorient with respect to one another through numerous structural intermediates that are driven by changes in the conformation of both the ribosomal RNAs and proteins [80] [81] [82] [83] [84] (Fig. 4d) . Data strongly indicate that all of these intermediates are relatively low-lying energy states that readily interconvert, which has been highlighted by the ability of the ribosome to spontaneously undergo full tRNA retrotranslocation 84, 85 (Fig. 4e ). This has led to a 'Brownian machine' model of the ribosome, where the ribosome's functionality is derived in part by its ability to harness thermally driven equilibrium fluctuations and bias them to promote the translation process 22 (Fig. 4f) . The cell combines these intrinsic ribosome dynamics with numerous effectors to achieve tight control over the complex transactions that are required by translation. One such transaction is the selection and proofreading of incoming tRNAs that are responsible for the ribosome's remarkable ability to consistently discriminate between cognate and near-or non-cognate tRNAs, in which small differences between the minihelices of incorrect and correct anticodoncodon pairs will lead to tRNA accommodation or rejection. Here, the formation of a cognate minihelix results in a kinked tRNA structure and triggers a 30S 'domain closure' motion [86] [87] [88] . This stabilizes tRNA-ribosome interactions and in turn promotes conformational rearrangements in the EF-Tu protein of the EF-Tu•GTP-tRNA ternary complex that delivered tRNA to the ribosome; this results in EF-Tu•GTP hydrolysis, release of tRNA from EF-Tu and initial tRNA selection 89, 90 . The second proofreading step that follows EF-Tu dissociation is thought to be driven by relaxation of the kinked tRNA. In cognate tRNAs, the strong interactions between the codon and the anticodon cause a bias of tRNA relaxation towards a conformation that is fully accommodated within the A-site. However, for nearcognate tRNAs, which have weak codon-anticodon interactions, the relaxation of the kinked tRNA can occur through other pathways that lead to rejection 91, 92 . Following tRNA accommodation, other factors, including EF-G 93 , other initiation factors 94 , recycling factors 95 , release factors 96 , and even the identity and acylation state of the tRNA occupying the neighbouring ribosomal P-site 97 , act on the translation process, manipulating the ribosome's dynamic landscape to drive efficient synthesis of the mRNA-encoded protein.
Owing to the overwhelming complexity of the ribosome, the mechanisms and atomic level details of the many conformational transitions involved in the translation process remain unclear. Among these unresolved questions are how the ribosome's RNA and protein components cooperate to confer dynamic specificity and robustness on ribosome dynamics 98 . Research into this process is another exciting area of future study, and we can confidently predict that this will be yet another biological system shown to rely heavily on the virtuosity of RNA dynamics.
Outlook
The conventional view that one sequence codes for one structure and one function is being replaced by a dynamic view of RNA as a pre-existing superposition of conformational states that can be resolved into a directed and synchronized motion by dedicated cellular machinery, leading to a broad range of functional outcomes. This makes it all the more important to study RNA dynamics within the complex in vivo environment of living cells, an important goal for the future. We also need to increase our basic understanding of RNA dynamic behaviour, even within the simpler in vitro environment. It is remarkable that, even for well-studied molecules such as tRNA, there is very little experimental data available regarding the equilibrium fluctuations in tRNA at the atomic level; the same is also true for catalytically important motions in ribozymes. Similarly, little is known about the structure and dynamics of large RNAs, such as eukaryotic mRNAs. This will require the combined development of computational and experimental tools to move towards developing atomic-level movies of RNA in dynamic action within living cells as well as a better predictive understanding of RNA dynamic behaviour. In the meantime, great advances can be made by simply embracing this new dynamic view of RNA and always being on the lookout for another myoglobin. ■
