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Abstract
Optimal Bayesian design techniques provide an estimate for the best parameters
of an experiment in order to maximize the value of measurements prior to the ac-
tual collection of data. In other words, these techniques explore the space of possible
observations and determine an experimental setup that produces maximum informa-
tion about the system parameters on average. Generally, optimal Bayesian design
formulations result in multiple high-dimensional integrals that are difficult to evaluate
without incurring significant computational costs as each integration point corresponds
to solving a coupled system of partial differential equations.
In the present work, we propose a novel approach for development of polynomial
chaos expansion (PCE) surrogate model for the design utility function. In particular,
we demonstrate how the orthogonality of PCE basis polynomials can be utilized in
order to replace the expensive integration over the space of possible observations by
direct construction of PCE approximation for the expected information gain. This
novel technique enables the derivation of a reasonable quality response surface for the
targeted objective function with a computational budget comparable to several single-
point evaluations. Therefore, the proposed technique reduces dramatically the overall
cost of optimal Bayesian experimental design. We evaluate this alternative formulation
utilizing PCE on few numerical test cases with various levels of complexity to illustrate
the computational advantages of the proposed approach.
1 Introduction
The extraordinary progress in available computational power and the recent advances
in computational methods made a significant impact on engineering applications with the
wide adoption of simulation based design approaches. Nowadays, it is common to represent
any given physical, economical, biological system as a mathematical model. Such a system
could be generally formulated by:
m = f(θ,d) (1)
∗The current manuscipt is a preprint of the paper published in Computer Methods in Applied Mechanics
and Engineering. DOI: 10.1016/j.cma.2020.113208
†alexander.tarakanov@manchester.ac.uk
‡a.elsheikh@hw.ac.uk
1
ar
X
iv
:2
00
8.
03
98
9v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
10
 A
ug
 20
20
where m is a vector of observable quantities, θ is a vector of model parameters, d are
the controlled parameters (aka. design) and f is a linear or nonlinear operator describ-
ing the system dynamics. For instance, numerical simulations are widely used for partial
replacement of real experiments in geophysics [1], subsurface flow problems [2, 3] and phar-
macokinetics [4] studies. Representation of real-world systems as done in Eq. (1) is quite
generic and could be applied to a large number of practically important problems with
mathematical models of different complexity, starting from simplistic algebraic models [5]
and ending by a set of ordinary differential equations (ODE) [6] or partial differential
equations (PDE) [7].
Despite possible differences in nature and complexity of the system of interest, model
calibration is most likely an unavoidable task. At this step, the poorly known model pa-
rameters θ are inferred from measured data m. However, given a partially observed sys-
tem with strong nonlinearities, the model parameters could only be statistically estimated
where the prior distribution of the model parameters could be updated to the posterior
distribution given m for any given values of design parameters d using a Bayesian frame-
work. In this setting, it is reasonable to seek specific set of design parameters d that could
minimize the uncertainties in the estimated model parameters θ or provide a better set of
parameters maximizing the accuracy of the model predictions [8]. The case of partially
observed system governed by strong nonlinearities is very pronounced in subsurface flow
modeling and finding the optimal design parameters d that maximize a certain criterion
for an observed dataset is generally a challenging task [8].
Historically, a variety of schemes for model parameters estimation have been devel-
oped [9, 10, 11, 12? ]. Similarly various techniques for experimental design could be
adopted [13, 14, 15] depending on the objectives of measurements and constraints on the
experimental setup. For instance, sampling based methods for experimental design allow
one to investigate all possible combinations of model parameters and investigate their in-
teractions. Such methods are known as full factorial design [16]. However, full factorial
design is prone to redundant calculations as the model response might not be sensitive
to some model parameters or might be insensitive to some of the interaction terms of
the model parameters. Efficient sampling methods for experimental design have been
developed to account for the model sensitivity including fractional factorial design [16],
Placket-Burman design [17], Box-Brehnken design [18], Latin hypercube sampling [19] and
central composite design [20]. Sampling techniques demonstrate excellent performance
and robustness in various practical applications. However, the main focus of all of these
methods is to minimize the number of experimental samples needed to infer the model
parameters. Therefore, such methods do not guarantee the optimality of the experimental
scheme in terms of accuracy or reliable model predictions. This issue was resolved by
applying Bayesian methods to data acquisition problems.
Bayesian-like approaches provide a solid mathematical foundation with strong theoret-
ical guarantees for solving data acquisition problems. However, Bayesian techniques relies
on high-dimensional integrations that could be performed analytically for a very limited
class of problems. Therefore, numerical methods are frequently implemented in order to
utilize Bayesian solutions for experimental design [21]. Unfortunately, the computational
costs to solve an optimal Bayesian experimental design can be too high even for modern
computing systems [22]. Therefore, in most of the cases direct Bayesian approach to op-
timal design is applied to systems that can be described by either algebraic model or by
ODE [23, 24]. Examples of systems that are modeled through the numerical solution of
PDEs are less common in the literature on optimal Bayesian experimental design [25],
because of the computational costs associated with multidimensional integration. Due to
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the high practical importance of systems governed by PDEs, several approaches have been
proposed in order to perform optimal Bayesian experimental design for such systems.
One approach is to utilize surrogate modeling techniques to replace the expensive
numerical simulator with a relatively cheap proxy model. For instance in [26], optimal
Bayesian experimental design has been conducted with model-specific response surfaces.
Along the same line, Gaussian process surrogates [2, 27] were utilized to reduce the com-
putational cost of solving the optimal Bayesian experimental design problem. Similarly,
Polynomial chaos expansion (PCE) surrogates [28] have been utilized to accelerate the
solutions of Bayesian experimental design problems [29, 30].
A second common approach in the published literature relies on introducing algorithmic
improvement to reduce the cost of evaluation of multi-dimensional integrals that appear
in the intermediate calculations of Bayesian experimental design work-flows. For instance,
advanced MCMC methods can significantly reduce the cost of design utility function eval-
uation [31]. Even more significant cost reduction can be achieved if the problem specific
knowledge is exploited. In many practical cases certain simplifying assumptions can be
made that allow one to partially replace the numerical integration steps with analytical
methods. For instance, locally linearized objective functions were utilized by Mosbach
et al. [32] and tabular approximation of the posterior distribution for certain cases were
utilized by Joseph [33]. If high number of measurements with low level of noise are avail-
able, then Laplace approximation techniques can be successfully adopted for estimating
the Bayesian evidence factors [34, 35].
In the current manuscript, we combine two techniques for reducing the computational
costs of solving the Bayesian experimental design problems. PCE-based response surface
is utilized to replace the numerically expensive PDE solver. In addition to that, we intro-
duce a novel approach to build a PCE surrogate for design utility function relying on the
orthogonality properties of PCE basis functions. We demonstrate that integration over
the space of possible observations is equivalent to projection in the space of polynomial
functions. Given that relation between integration and projection, the response surface for
the design utility function is built using few evaluations of the expected information gain.
The overall computational cost of solving for the optimal design parameters is significantly
reduced in comparison to direct implementations of existing optimal Bayesian experimen-
tal design methods. The proposed approach is applied to subsurface-flow problems where
the model parameters are highly uncertain and the system dynamics are governed by cou-
pled system of nonlinear equations that is computationally expensive to solve. We also
note, that the introduced formulation is quite generic and can be applied to solve Bayesian
experimental design problems appearing in different engineering fields without significant
modifications.
The rest of the paper is organized as follows: in section 2, the mathematical formulation
of Bayesian experimental design is introduced followed by an introduction to the proposed
method. Section 3 evaluate the proposed technique on a number of test cases and in the last
section 4 the advantage and limitations of introduced PCE-based Bayesian experimental
design are discussed.
2 Methodology
In this section, we present the mathematical details of the Bayesian experimental design
generally along with the details of PCE proxy modeling. In subsection 2.1, the mathemat-
ical formulation of optimal Bayesian experimental design is introduced. Subsection 2.2
presents an overview of PCE. Finally, in subsection 2.3, we present the numerics behind
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the proposed efficient method to find optimal experimental designs.
2.1 Bayesian Experimental Design
Optimal experimental design is concerned with finding of the best experimental setup for
a given physical system or mathematical model in order to achieve extremum value of a
certain well-defined quantitative criterion. Common examples of the criterion concerned
are based on the variance of model parameters [4, 36, 37]. It is important to note that
the optimal solution reflects features not only of physical system itself but also it can be
highly sensitive to the selection of the optimality criterion [5]. Therefore, depending on
ultimate goals of the experiment, whether it is the precise parameter estimation or the
accurate model predictions, the conditions for optimal experiment can be different.
In the present study, real-world physical system are abstracted using a mathematical
model of the form:
m = f(θ,d) + η (2)
where all the notations are similar to Eq. (1) and η is the measurement noise or the
model errors. In the present work we adopt Bayesian approach to optimal experimental
design for model parameter estimations following a D-optimality criterion [38]. In Bayesian
framework, model parameters and measured values are considered as random variables
with certain probability distribution. Therefore, it is natural to quantify the significance
of a given experiment through information theory techniques. In such setting it is assumed
that there is a prior information about model parameters that is expressed through prior
probability distribution:
p(θ) = p(θ|d) (3)
where p(θ) and p(θ|d) denotes the prior distribution for a given design d. Equation (3)
expresses a common assumption that the prior distribution of the model parameters θ
does not depend on the design d. The prior distribution p(θ|d) is typically selected from
relatively simple distribution like uniform or normal [39, 40, 41, 42]. For a given model
parameters θ, design d the probability distribution of observations is determined by the
likelihood function, which is simply a conditional probability p(m|θ,d) of observing a
given model output m for given the model parameters θ and the design d. In the present
work, the likelihood function is assumed to be a Gaussian of the from:
p(m|θ,d) = 1
(2piσ2)dim(m)/2
exp
(
− (m− f(θ,d))
2
2σ2
)
(4)
where p(m|θ,d) is a conditional probability distribution of observing m for given a θ and
d, σ is the standard deviation of the distribution and dim(m) is the dimension of m.
The joint distribution of the model parameters and observations can be derived from the
definition of conditional distributions:
p(m, θ|d) = p(m|θ,d)p(θ|d) (5)
where p(m, θ|d) is a joint probability distribution of observations and model parameters.
The well-known Bayes’ Theorem [43] admits an alternative expression for the joint prob-
ability distribution in Eq. (5):
p(m, θ|d) = p(θ|m,d)p(m|d) (6)
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where p(m|d) is the Bayesian evidence factor and p(θ|m,d) is the posterior distribution
of the model parameters. Equation (5) and Eq. (6) can be utilized to derive a well-known
expression for the Bayesian evidence:
p(m|d) =
∫
p(m|θ,d)p(θ|d) dθ (7)
The posterior probability distribution function can be computed via Eq. (5) - Eq. (7) as
follows:
p(θ|m,d) = p(m|θ,d)p(θ|d)
p(m|d) (8)
The Posterior distribution defined in Eq. (8) provides information about the probability
distribution of the model parameters θ that are in agreement with observed data. There-
fore, the difference between the posterior and the prior distribution indicates the value of
measurements. In the ideal cases, the posterior distribution should be narrow with high
peak in the region of true model parameters. In information theory setting, the distance
between distribution could be quantified via the Kullback-Leibler (KL) divergence [44]:
DKL(m,d) =
∫
p(θ|m,d) log
(
p(θ|m,d)
p(θ|d)
)
dθ (9)
where DKL(m,d) is a value of KL-divergence or information gain for posterior distribution
corresponding to given measurements m and design d. Therefore, KL-divergence can be
computed only after an experiment has been conducted. Obviously, this is not possible
at the stage when the design of experiment is only planned and values of observations
have not been collected yet. This issue is resolved in the theory of Bayesian experimental
design by considering the mean value of the KL-divergence defined in Eq. (9) with respect
to all possible observations. The mean KL-divergence is defined as:
U(d) =
∫
DKL(m,d)p(m|d) dm (10)
where U(d) is mean-value of KL-divergence (aka. expected information gain). In the
present work, we consider U(d) as the utility or an objective function that represents the
quality of a given experimental design d and in order to determine the optimal parameters
of an experiment, the following problem should be solved:
d∗ = arg max
d
(
U(d)
)
(11)
where parameters d∗ maximize the value of expected information gain defined in Eq.(10).
Therefore d∗ corresponds to the best possible experimental design in the framework of
D-optimality criterion.
2.2 Polynomial Chaos Expansion
Polynomial chaos expansion (PCE) is a response surface technique that utilizes decompo-
sition of multivariate function as a series of orthogonal polynomials. In PCE, a square-
integrable function f(x) = f(x1, ..., xn) of a vector x with dimension n is represented as
follows [45]:
f(x) =
∑
A
cApA(x) =
∑
α1,...,αn
cα1,...,αnp
(1)
α1 (x1)...p
(n)
αn (xn) (12)
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where A = α1, ..., αn is a multi-index, cA is PCE coefficient, p
(k)
αk (xk) is a single-variate
polynomial of degree αk that depends only on k-th coordinate of vector x. In certain
problems, it is reasonable to utilize different types of orthogonal polynomials for different
components of x, which is reflected by the superscript in the notation p
(k)
αk (xk). Therefore,
the basis polynomials can be expressed as:
pA(x) = p
(1)
α1 (x1)...p
(n)
αn (xn) (13)
The essential part of PCE is the construction of orthogonal polynomials that form a basis
in the space of functions of x. For the purposes of uncertainty quantification (UQ) and
sensitivity analysis (SA), the inner product in the space of polynomial basis functions
should be related to the statistics of the input data [46]. In other words, the probability
distribution with density K(x) induces an inner product on the space of square-integrable
functions:
〈f1, f2〉 =
∫
K(x)f1(x)f2(x) dx = E[f1, f2] (14)
where f1(x) and f2(x) are an arbitrary square-integrable functions with respect to prob-
ability distribution determined by the density function K(x). In the PCE framework,
it is supposed that orthogonality of polynomial basis functions is in agreement with the
inner-product introduced in Eq. (14):
〈pA(x), pB(x)〉 = 〈pA(x), pA(x)〉δAB (15)
where δAB is a Kronecker symbol. It is possible to construct PCE basis functions for
generic kernels and this could improve the quality of the constructed response surface [47].
However, for many practical problems, the components of x are statistically independent
or can be made such via appropriate transformation [48]. Therefore, without loss of
generality, kernel functions or densities of probability distribution of the following form
can be considered:
K(x) = K1(x1)...Kn(xn) (16)
where Ka(xa) are single-variate distribution functions.
It can be shown that for statistically independent components of x, the polynomials
of type Eq. (13) satisfy Eq. (15) if single variate polynomials p
(a)
αa (xa) form family of or-
thogonal functions with respect to the inner product determined by the corresponding
single-variate factor Ka(xa) in the kernel function K(x). Therefore, for normally dis-
tributed variable with zero mean and unit variance Hermite polynomials should be used.
Similarly, for the components of x that are uniformly distributed in the interval [−1, 1],
Legendre polynomials should be utilized.
It is simple to demonstrate that exact convergence of PCE to the approximated func-
tion can be achieved only for infinite number of terms in Eq. (12). In practical appli-
cations, various truncation techniques are adopted [49, 50]. The finite number of coef-
ficients of truncated PCE could be determined by solving an error-minimization prob-
lem [51, 52, 53, 54, 55] or by a collocation techniques [56, 57, 58, 59]. In the current work
regression-type approach is adopted and the mean-square error functional with Elastic-Net
regularization is utilized [45, 60]. Therefore, PCE coefficients are estimated by solving:
c∗ = arg min
c
L(c) = arg min
c
(
F(c) + λ1
∑
A
|cA|+ λ2
∑
A
c2A
)
(17)
where c∗ is the solution for the error minimization problem, λ1 and λ2 are the regulariza-
tion hyper-parameters, F(c) is a mean-square error functional and L(c) is a regularized
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mean-square error functional. The values of the hyper-parameters λ1 and λ2 are de-
termined through cross-validation [61]. The mean-square error functional in Eq. (17) is
defined as:
F(c) =
∑
i
(yi −
∑
A cApA(xi))
2
N
(18)
where the index i takes all possible values from 0 till N the total number of training
samples and yi is the quantity of interest (QoI) value at point xi. In the current work, we
truncate PCE by the total degree dpoly of basis polynomial function. Therefore, the overall
number of PCE coefficients Nc that have to be calculated via Eq (17) can be computed
as:
Nc =
(
n+ dpoly
n
)
(19)
It is obvious that Nc increases exponentially with the growth of the dimension n and
the polynomial degree dpoly. However, the PCE convergence rate is relatively high espe-
cially for smooth functions [62] and thus a tractable number of PCE terms can provide
an accurate response surface. In addition to that, the first regularization term in Eq. (17)
promotes sparsity of the PCE model and the second term improves the numerical stability
of the regression problem. The latter simplifies the numerical solution for the regression
problem defined in Eq. (17) and enables faster function-evaluation, which is rather impor-
tant for optimal Bayesian experimental design. In the present work, PCE surrogate models
are developed with polychaos-learn library [63, 64]. In particular, we utilize the variety
of powerful regularization techniques and advanced methods for hyperparameters tuning
(aka cross-validation) that are supported in polychaos-learn because of the integration
with Scikit-learn [61] library for machine-learning.
2.3 Bayesian experimental design with polynomial chaos expansion
For a limited number of situations (e.g. linear forward models), the utility function de-
fined in Eq. (10) could be estimated analytically [5]. Unfortunately, this is not the case for
most of the practical systems. For instance, in subsurface flow models the function f(θ,d)
in Eq. (2) relies on the solution of a coupled system of non-linear PDEs [65]. Therefore,
analytical expressions for the utility function Eq. (10) do not generally exit. For these sys-
tems, numerical integration is the only feasible methods. One of the standard techniques
for estimating the expected information gain is based on substituting the expressions for
conditional probabilities (Eq. (5) and Eq. (6)) into Eq. (10) for the expected information
gain. This results in the following [25]:
U(d) =
∫
p(m|θ,d) log (p(m|θ,d))p(θ|d) dθ dm− ∫ p(m|d) log (p(m|d)) dm (20)
Each of the two terms in Eq. (20) is then estimated separately. In generic cases, first term
is not very computationally involved. Moreover, in the case of normally distributed noise,
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the first term in Eq. (20) can be computed analytically:∫
p(m|θ,d) log (p(m|θ,d))p(θ|d) dθ dm =
=
∫
p
(
f(θ,d) + η|θ,d) log (p(f(θ,d) + η|θ,d))p(θ|d) dθ dη =
=
∫
N (η, 0, σ) log (N (η, 0, σ))p(θ|d) dη dθ =
= −
∫
N (η, 0, σ)
(1
2
dim(m) log(2pi) + dim(m) log(σ) +
|η|2
2σ2
)
p(θ|d) dη dθ =
= −
∫
dim(m)
( log(2pi) + 1
2
+ log(σ)
)
p(θ|d) dθ =
= −dim(m)
( log(2pi) + 1
2
+ log(σ)
)
(21)
where dim(m) is the dimension of observation vector and N (η, 0, σ) is the density of
dim(m)-dimensional normal distribution with zero mean and standard deviation σ at
the point η. The most challenging part in the numerical calculation of U(d) is due to
the second term. One of the possible options is to utilize a Markov chain Monte Carlo
(MCMC) over m that are in agreement with the probability distribution determined by
Bayesian evidence factors p(m|d). In other words, if MCMC samples mi with i = 1 ... N
are generated from p(m|d), then the following equality holds [25]:∫
p(m|d) log(p(m|d)) dm ≈ 1
N
N∑
i=1
log
(
p(mi|d)
)
(22)
Here, the summation of log(p(mi|d)) is performed over MCMC samples generated from
p(m|d) known as outer MCMC loop. The main challenge with this approach is that each
calculation of p(m|d) requires either numerical integration with another MCMC chain or
intensive Monte Carlo (MC) simulations. For instance, the Bayesian evidence could be
estimated using MC samples generated from the prior distribution [25, 66]:
p(m|d) ≈ 1
N
N∑
i=1
p(mi|θi,d) (23)
Alternatively, MCMC samples generated from posterior distribution could be utilized [66]:
1
p(m|d) ≈
1
N
N∑
i=1
1
p(m|θi,d) (24)
Moreover, alternative techniques for estimating the Bayesian evidence like thermodynamic
integration [66] or nested sampling approach [12, 67] could be utilized. The MCMC
loops in Eq. (23) and Eq. (24) are referred to as the inner MCMC loops [25]. It is easy
to see that Eq. (23), Eq. (24) and Eq. (22) imply that each utility function evaluation
requires an outer MCMC loop. Further, estimating the Bayesian evidence factors at each
point of the outer MCMC loop requires an inner MCMC loop. Therefore, a single utility
function evaluation corresponds to a very high computational cost. Moreover, multiple
evaluations of utility function are required in order to determine the optimal parameters of
the experimental design. Therefore, solving the optimization problem defined in Eq. (11)
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using the formulation defined in Eq. (20) is generally a very computationally intensive
task.
In the current manuscript we propose a novel response surface method for the ex-
pected information gain calculation. The proposed technique is inspired by the following
expression for the utility function:
U(d) =
∫
DKL(m,d)p(m|d) dm =
=
∫
DKL(m,d)p(m|θ,d)p(θ|d) dm dθ =
=
∫
DKL(f(θ,d) + η,d)p(f(θ,d) + η|θ,d)p(θ|d) dη dθ =
=
∫
DKL(f(θ,d) + η,d)N (η, 0, σ)p(θ|d) dη dθ
(25)
where N (η, 0, σ) is the density of a normal distribution at the point η that has zero mean
and standard deviation σ. Therefore, the utility function is computed by taking average
of the following function:
G(θ, η,d) = DKL(f(θ,d) + η,d). (26)
If we assume a uniform distribution for design parameter d in a certain domain, then it
is possible to formulate a PCE for G(θ, η,d):
G(θ, η,d) =
∑
A,B,Γ
cABΓpA(θ)qB(η)rΓ(d) (27)
where A,B,Γ are multi-indices for the orthogonal polynomials pA(θ), qB(η) and rΓ(d) for
the variables θ, η and d, respectively and cABΓ are the coefficients of PCE for G(θ, η,d).
PCE expansion defined in Eq. (27) dramatically simplifies the integration over θ and η in
Eq. (25). It is simple to see that due to orthogonality of basis polynomials the following
equation is valid:
U(d) =
∫
G(θ, η,d)N (η, 0, σ)p(θ|d)d ηd θ =
∑
Γ
c00Γp0(θ)q0(η)rΓ(d) (28)
In other words, PCE for U(d) can be obtained from PCE for G(θ, η,d) simply by keeping
only those terms that are constant with respect to θ and η. Moreover, it is simple to show
that the polynomial of d in the right side of Eq. (28) is a projection of G(θ, η,d) on the
space of square-integrable functions that are constant with respect to θ and η. Therefore,
the coefficients c00Γ can be computed via Eq. (17) which is identical to the following:
h∗ = arg min
h
(
1
N
N∑
i=1
(
G(θi, ηi,di)−
∑
Γ
hΓrΓ(di)
)2
+ λ1
∑
Γ
|hΓ|+ λ2
∑
Γ
h2Γ
)
(29)
where h∗ is the minimization problem solution, h is the PCE coefficients vector of an
arbitrary polynomial in d with components hΓ = c00Γ for all possible Γ, N is the number of
generated samples, i is an index for points in training set, θi, ηi and di are the arguments of
G(θi, ηi,di) that are sampled independently from prior, normal and uniform distributions
respectively, λ1 and λ2 are regularization parameters determined via cross-validation and
G(θi, ηi,di) is the KL-divergence value defined in Eq. (26).
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In the present work, PCE for the utility function is developed via Eq. (29). In order to
accomplish that task multiple evaluations of the KL-divergence between the prior and the
posterior distributions are required, which can be computed numerically using an MCMC
integration techniques applied to a transformed KL-divergence of the form:
DKL(m,d) =
∫
p(θ|m,d) log
(
p(θ|m,d)
p(θ|d)
)
d θ =
=
∫
p(θ|m,d) log(p(m|θ,d))d θ − log(p(m|d))
(30)
It is simple to see that the first term in the right part of Eq. (30) can be computed
numerically with MCMC sampling from the posterior distribution and the second term
is the Bayesian evidence that can be computed via Eq.(23) and Eq.(24). Finally, the
combination of Eq. (29) and Eq. (30) are the major building blocks of the proposed proxy
modeling technique for estimating the expected information gain.
3 Numerical Examples
In this section, we evaluate the proposed PCE-based approach to solve the optimal
Bayesian experimental design on several numerical examples. The proposed technique
is first validated against a simple analytical model that admits approximate analytical
solution and then evaluated on subsurface flow problem.
3.1 Test Case 1
In the current test case, two models in the form of Eq. (2) are considered:
ma = fa(θ,d) + ηa (31)
where a = 1, 2 is the model index, ma are the observable data for model a, θ and d
are one-dimensional design parameters, ηa is a normally distributed noise with standard
deviation σ. The nonlinear functions fa(θ,d) are defined by:
f1(θ,d) = θ
3d2 + θ exp
(|d− 0.2|) (32)
f2(θ,d) = θ
3d2 + θ exp
(− 20(d− 0.2)2) (33)
Models from Eq. (32) and Eq. (33) describe similar systems. The principal difference
between these two models is in the degree of smoothness and the corresponding accuracy
of the PCE approximation. We note the exponential convergence of PCE series for smooth
functions. Therefore, it is expected that PCE surrogates for expected information gain
have different quality for two models defined in Eq. (32) and Eq. (33). The model defined
by Eq. (32) has a discontinuity in the first order derivatives while the model defined by
Eq. (33) has continuous derivatives of any order. Due to that, systems described by
Eq. (32) and Eq. (33) are referred to as non-smooth and smooth, respectively.
For both models, the parameter θ is a uniformly distributed random variable in U [0, 1]
and d ∈ [0, 1]. For small values of σ the following approximation for the KL-divergence
can be derived (see Appendix A for more details):
DKL,a(fa(θ,d) + η,d) ≈ DKL,a(fa(θ,d),d) = log
(
1
(2pi)1/2σ
∂fa
∂θ
(θ,d)
)
− 1/2 (34)
Here, we neglect the value of η. Therefore, Eq. (34) is only valid for small values of σ.
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In the present test case, 200, 000 values of θ and η are sampled from prior distribution
U [0, 1] and from normal distribution with standard deviation σ, respectively. The following
values of σ are considered: 3.0×10−3, 1.0×10−3, 3.0×10−4 and 1.0×10−4. The range of
parameter σ is selected in such a way that assumption about small magnitude of σ is valid
for the smallest σ considered and is violated for the highest one. In such setting, 200, 000
samples for d are generated for uniform distribution U [0, 1]. For each generated sample
the KL-divergence is computed numerically using Eq. (25). The first term in Eq. (25) is
computed with 50, 000 MCMC-samples generated from the posterior distribution and the
second term in Eq. (25) is computed with 200, 000 MCMC-samples generated from the
prior distribution Eq. (23). Since the KL-divergence values have already been generated
for all samples, d is rescaled to U [−1, 1] in order to allow for using Legendre polynomials
as a basis function in the PCE expansion. Polynomials up to degree eight were utilized in
order to produce a response surface for U(d) in accordance with Eq. (29). For the purposes
of validation, the utility function values at any given d is computed via Eq. (10) and
Eq. (34), where the integration is replaced by averaging over 200, 000 samples generated
in agreement with the prior distribution U [0, 1] and the likelihood defined in Eq. (4).
Results of comparison of two techniques for U(d) calculation are shown in Fig. 1 and
Fig. 2.
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Figure 1: Plots of the expected information gain U(d) versus the design parameter d for
non-smooth objective functions defined in Eq. (32) for different values of σ.
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Figure 2: Plots of the expected information gain U(d) versus the design parameter d for
smooth objective functions defined in Eq. (33) for different values of σ.
It can be observed that for both of the test cases the proposed PCE approach provides
a relatively accurate approximation of the utility function U(d). Almost an exact match
can be observed for the cases of small σ where the KL-divergence approximate defined in
Eq. (34) is supposed to be valid. For small values of σ, both methods that correspond
to Eq. (10) and Eq. (34) provides similar estimates for U(d). However, for high σ values
some divergence between those techniques is observed. This is expected because Eq. (34)
is not supposed to work in those cases. In addition to that, the PCE response surface for
U(d) failed to reproduce the discontinuity in the derivative of U(d) as it can be observed
in Fig. 1. This is an expected behavior of PCE response surface because of the smooth
basis functions. What is more important, the design value d corresponding to the local
optimum is accurately reproduced. Therefore, the present test case demonstrates that the
introduced PCE based technique for estimating the utility U(d) function is more accurate
for smooth problems. However, the proposed PCE based approach could still be used for
both smooth and non-smooth cases to estimate the optimal Bayesian experimental design,
because the design values d maximizing the utility U(d) are accurately approximated.
3.2 Test Case 2
In this test case, we consider a two-phase subsurface flow related to the forecast of hydro-
carbon oil production. On one hand, the accuracy of the forecast is directly related to the
quantity and quality of available data used to estimate the subsurface rock properties. On
the other hand, direct measurements of those properties is an expensive process. There-
fore, utilizing optimal experimental design techniques to decide which data to be collected
in order to produce accurate predictions of hydrocarbons production is of great practical
importance. In the present numerical example we optimize the design of experiment in
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order to maximize the accuracy of subsurface parameters measurements, which in turn
reduce the uncertainty in the oil production forecast.
In the present test case, numerical simulations of oil production enhanced by well-
known water-flooding technique are studied. During this process water is injected into
the reservoir via a group of wells called injection wells (aka. injectors) and displaces oil
that saturates the pores of the reservoir rocks. Hydrocarbons, in turn, are produced via
another group of wells called production wells (aka. producers). The fluid flow in the
reservoir together with the oil production rates is controlled by the spatial distribution of
reservoir properties namely, the porosity field φ(r) and the permeability field k(r) where
r is a vector of spatial coordinates of a given point in space. Typically, the porosity and
permeability are known at several locations in the reservoir where rock samples have been
extracted during drilling. These point values are then used within stochastic interpolation
frameworks (aka. geo-statistics [68]) to populate the model parameters over the entire
domain of interest.
In the present test case, we solve for optimal design of experiment based on Bayesian
framework. We consider a five-spot injection pattern where an injection well is located at
the center of a square surrounded by four production wells. Given the symmetry of this
pattern, only one quarter of the domain is modeled with one producer and one injector
located at the opposite corners of a square domain. The length of the edge of that square
is set to L = 500m. The thickness of the reservoir is h = 10m. We do not consider
discretization along the vertical direction and we only consider a two-dimensional flow
problem. Further, the porosity is considered to be constant value, φ(r) = 0.2. Also, we
assume that data is collected by drilling additional wells and results in a measurement of
the permeability value at the location and a measurement of the pressure value at specified
moments of time. Alternative sources of data, like seismic measurement are not considered
in the present example.
In this setting, the vector of design parameters d is formed by the 2D coordinates
additional wells and the dimension of the design parameter space can be computed as
following:
dim(d) = 2ns (35)
where ns is total number of new wells. In the present example only two cases are consid-
ered: ns = 1, 2.
The vector of model parameters θ is introduced via Karhunen-Loe`ve (KL) expansion for
the spatially discretized log-permeability field log(k(r)). The log-permeability distribution
is assumed to be a linear combination of the reference permeability field representing the
general trend of the field and random perturbation that is defined stochastically:
log(k(r)) = log(kref(r)) + ζ(r) (36)
where kref(r) is the reference permeability field at the point r, k(r) is a value of perme-
ability field at r and ζ(r) represents the perturbations to the logarithm of the reference
permeability. The perturbation ζ(r) is set as zero at the locations of injector and producer
wells as the permeability is known at those grid blocks. For generating multiple realiza-
tions of the log(kref(r)), KL expansion is applied to spatially discretized permeability field.
In more details, it is assumed that values of log(kref(r)) at grid-blocks are exponentially
correlated:
〈log(kref(r1)), log(kref(r2))〉 = exp
(
− |r1 − r2|
Lref
)
〈ζ(r1), ζ(r2)〉 = exp
(
− |r1 − r2|
Lp
) (37)
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where Lref = 0.3L and Lp = 0.1L is the correlation length for reference permeability and
perturbation and L = 500m is the side of the square reservoir. For both log(k(r)) and
ζ(r) KL expansion is performed:
log(kref(r)) =
∑
j
λref,jχref,jξref,j(r)
ζ(r) =
∑
j
λp,jχp,jξp,j(r)
(38)
where λref,j and ξref,j(r) are eigenvalues and eigenfunctions, respectively for KL expan-
sion for the random field with correlation length Lref, λp,j and ξp,j(r) are eigenvalues and
eigenfunctions, respectively for KL expansion for the random field with correlation length
Lp respectively, χref,j and χp,j are uncorrelated normally distributed random variables
with zero means and standard deviations σref = 2.0 and σp = 0.5. In the present work
permeability field is normalized in such a way that zero values of χref,j correspond to
permeability of 1mD (1 milliDarcy = 9.869233 × 10−16m2). Both reference permeability
distribution and perturbation are generated stochastically by sampling of random values
from appropriate normal distribution for χref,j and χp,j . In the present example, the KL
expansion for the reference permeability distribution is truncated and only first 50 eigen-
functions are considered. Then a single realization of reference permeability distribution
is selected and utilized in all calculations in the present test case. The perturbation ζ(r)
to the log(kref(r)) is constructed in almost the same fashion. However, different values
of correlation length and variance are utilized to perform the KL expansion. Moreover,
only first five terms of the KL expansion are considered. In addition to that, two linear
constraints on ζ(r) are utilized, because the perturbation vanishes at the injector and
production wells. Therefore, ζ(r) is effectively parametrized with five coefficients of the
KL expansion: χp,1, ..., χp,5. It is clear that for a fixed kref(r), the permeability distribu-
tion k(r) is fully parametrized by the same parameters due to Eq. (36). Therefore, the
dimension of the model parameter space dim(θ) is simply 5. Figure 3 shows examples of
the permeability field generated with the described approach above.
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Figure 3: Realizations of the perturbations ζ(r) shown in panels (a, b, c, d) and the
corresponding permeability field log(k(r)) shown in the panels (e, f, g, h), respectively.
The observations vector m is formed by values of the permeability and pressure at
selected locations. The pressure is measured at early stage of water-flooding at four
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different moments of time that correspond to four different values of total injected volume
of water measured as a fraction of total reservoir pore volume or PVI. Two scenarios of
pressure measurements are considered. In the first scenario only value of pressure for
PVI = 1% is measured. In the second scenario, the pressure is measured for PVI =
1%, 2%, 3%, 4%
In the current numerical example, the observations vector is computed numerically by
solving a coupled system of PDEs namely the conservation of mass and conservation of
momentum coupled via Darcy law [69]:
∂φsaρa
∂t
−
3∑
γ=1
∂
∂rγ
(
ρakka
µa
∂P
∂rγ
)
= Qa (39)
where sa = sa(r) is a volumetric fraction or saturation of fluid with index a (a = w and
a = o correspond to water and oil, respectively) at the point r, rγ for γ = 1, 2, 3 are
coordinates of the point in space, φ = φ(r) is rock porosity at the point r, k = k(r) is
permeability at the point r, ka = ka(s) is the relative phase permeability that depends
only on the fluid saturations s at the point r, P = P (r) is the pressure at point r, ρa is
the density of fluid a, µa is the viscosity of fluid a, Qa = Qa(r) is source term at the point
r. In addition to Eq. (39), we assume that the pore space is fully saturated with fluids as
defined by the following equation:∑
a
sa = sw + so = 1. (40)
Given that constraint on saturations, Eq. (39) determines the time evolution of saturation
and pressure distributions for a given porosity and permeability fields and distribution of
the source terms. In the present test case, the observation vectors only depend on the
parameters of KL expansion for permeability field and on the position of sensors in space.
In the case of incompressible flow, Eq. (39) admits the following simplification:
φ
∂sa
∂t
−
3∑
γ=1
∂
∂rγ
(
kka
µa
∂P
∂rγ
)
= qa (41)
where qa = Qa/ρa is the source term for fluid a normalized to the density of corresponding
fluid. For calculating the relative phase permeabilities, Brooks-Corey model [70] is utilized:
kw(Swn) = k
(0)
w S
pw
wn
kw(Swn) = k
(0)
o (1− Swn)po
(42)
where kw and ko are the values of the relative phase permeability for water and oil,
respectively and k
(0)
w and k
(0)
o are the maximum values of the relative phase permeability
for water and oil, respectively. The values pw and po are dimensionless parameters of the
model and Swn is the normalized water saturation defined as:
Swn =
s− Swir
1− Swir − Sowr (43)
where Swir and Sowr are the irreducible water and oil saturations, respectively. For the pur-
poses of simplicity, incompressible immiscible fluids is considered while neglecting gravity
effects.
A uniform square grid is used for simulations and the dimensions of each grid-block
is 10m by 10m by 10m. In other words, a 50 by 50 by 1 mesh is used for discretization.
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µo, cP µw, cP po pw k
(0)
o k
(0)
w
10.0 1.0 2.0 2.0 1.0 1.0
Table 1: Fluid properties and parameters of the model for relative-phase permeability.
Pressures at injection and production wells are considered to be constant and equal to
200 Bar and 100 Bar respectively. The fluid properties and parameters of Corey model
are essentially the same as in [45] and are summarized in the Table 1.
The evolution of incompressible flow is fully determined by the pressure differences
between the injection well and the production wells and does not depend on the absolute
values of those pressures. Therefore, the pressure distribution is rescaled in the following
way:
P∗(t, r) =
P (t, r)− P0
P1 − P0 (44)
where P0 and P1 are the pressures at the injection well and production wells and P∗(t, r)
is a normalized pressure. In the present test case, normalized pressure P∗(t, r) is utilized
for construction of observations vector Eq. (2).
Figure. (4) shows the pressure and saturation distributions for the reference permeabil-
ity field kref(r) at different PVI values. The plots demonstrate that reference permeability
field is highly heterogeneous, leading to a highly heterogeneous distribution of the satura-
tion field.
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Figure 4: Snapshots of pressure (a, b, c, d) and saturation (e, f, g, h) distributions for
PVI = 1%, 2%, 3% and 4% respectively computed for the reference permeability field.
Direct utilization of flow simulations in Bayesian experimental design is not feasible
due to the high computational cost of estimating the utility function U(d). Therefore,
PCE-based response surface for both ζ(r) and P∗(t, r) has been developed. For that pur-
pose, numerical simulations on 5, 000 different realizations of perturbation to the reference
permeability field have been performed. A total of 4, 000 of those simulations are utilized
for building (aka. training) the PCE-based response surface and the remaining 1, 000
model runs are used for validation and hyper-parameters optimization. For each simula-
tion from the training set, a 20 grid blocks are randomly sampled and the values of ζ(r)
and P∗(t, r) are added to the training dataset. Finally, the PCE surrogate for permeability
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perturbation and pressure has been developed as a function of two spatial coordinates and
five coefficients of KL expansion. Both spatial coordinates and parameters of perturbation
are rescaled in such a way that classical families of orthogonal polynomials can be utilized.
Namely, Legendre and Hermite probabilistic polynomials are utilized for the spatial vari-
ables and parameters of KL expansion, respectively. Basis polynomials of degree up to
eight with respect to all variables are considered in PCE. Additional constraint is imposed
on the Hermite polynomials, where only basis functions of degree up to four are utilized.
The PCE coefficients are computed via minimization of mean-square error functional with
Elastic-Net regularization terms [60]. The accuracy of the response surface on the vali-
dation data is around 3%. The cross-plots shown in Figure 5 demonstrate quality of the
response surface on both the training and validation dataset.
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Figure 5: Cross-plots of reference values and predictions of PCE surrogate model for
training (a) - (e) and test (f) - (j) data respectively. Figures (a) and (f) correspond to per-
meability perturbation and remaining figures correspond to deviation from the reference
pressure for different values of PVI.
In the proposed method, the model function f(θ,d) is calculated via PCE-based re-
sponse surface and the differences between the model predictions and observations are
assumed to follow a normal distribution and the standard deviation for that difference σ
is assumed to be the same for all the components of vector of observables. This is gener-
ally true, as long as ζ(r) and P∗(t, r) are dimensionless quantities. In this test case, the
standard deviation is set to be σ = 1.0 × 10−3. A total of 200, 000 realizations of design
parameters d are sampled in both cases with ns = 1 and ns = 2. All model parameters are
rescaled linearly in order to be uniformly distributed in the interval [−1, 1]. For each of the
samples KL-divergence is computed with MCMC chain of length 50, 000. The computed
data is then fitted with Legendre polynomials on a rescaled design parameters only. PCE
is truncated by the total polynomial degree, which is set to 5. According to Eq. (29),
the surrogate model developed represents U(d) directly. The response surfaces for U(d)
are visualized for the case of a single new well, for the two different number of pressure
measurements as shown in Fig. 6.
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Figure 6: PCE response surface for expected information gain for experiments with one
(a) and four (b) pressure measurements.
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Figure 7: Variance of log(k) (a) and variance of normalized pressure (b) computed from
training data.
According to the color maps of expected information gain for two scenarios of pressure
measurements and for single additional well (shown in Fig. 6), there are two peaks of
the utility function located at the corners of the model domain opposite to the injection
and production wells as demonstrated in Fig. 6a. In the second scenario when additional
measurements of pressure are added, only one maximum is observed – at the lower left
corner of the domain – as shown in Fig. 6b. This observation is in agreement with variance
of perturbation of permeability and pressure as shown in Fig. 7a and Fig. 7b respectively.
In the case of a single measurement of pressure, the variance of permeability perturbation
determines the shape of the utility function. In the second scenario, when extra pressure
measurements are added the contribution of pressure variance becomes more significant.
Therefore, the maximum of utility function is shifted towards the maximum of pressure
variance. In other words, optimal parameters of experiment according to the Bayesian
technique are in the proximity to point where the sensitivity of the model predictions to
model parameters is the highest in terms of standard deviations. The latter observation
is in agreement with common sense of experimental design.
The calculation of U(d) for the case of two new measurement wells is performed in
a similar fashion. In the present scenario of measurements, we focus on the examination
of PCE-based response surface for U(d) rather then on optimization of utility function.
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Therefore, optimal design parameters are not provided for the current test case. Instead,
the quality of response surface is assessed visually, given the low dimension of the design
parameter space and clear geometric meaning of those parameters (aka well location). For
that purpose, a 5 by 5 uniform lattice of possible locations of the second well has been
generated and the expected information gain as a function of the location of the first well
is plotted in Fig. 8 where a single pressure measurement is performed at each new well.
For four pressure measurements, the results are shown in Fig. 9.
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Figure 8: Values of the expected information gain as a function the first well position if the
location of the second well is fixed. Each of the figures (a) - (y) corresponds to different
coordinates of the second well that corresponds to the minimum of the utility function
(dark blue). Case of single pressure and permeability measurement is presented.
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Figure 9: Values of the expected information gain as a function the first well position if the
location of the second well is fixed. Each of the figures (a) - (y) corresponds to different
coordinates of the second well that corresponds to the minimum of the utility function
(dark blue). Case of single permeability and four pressure measurements is presented.
It can be observed from Fig. 8 and Fig. 9 that the minimum of expected information
gain is achieved when the exploration wells are drilled close to each other or close to either
the production or injection wells. Moreover, the expected information gain is high when all
those wells are far from each other. In addition to that, Fig. 8 and Fig. 9 demonstrate that
optimal experimental design corresponds to the case when measurements are collected at
vicinity of domian corners that are far from the location of injection and production wells.
The latter is in agreement with the variance distribution of logarithm of permeability and
pressure shown in Fig. 7a and Fig. 7b, respectively. Therefore, the proposed technique
provides reasonable estimates for U(d) in the scenario concerned.
Finally, the proposed PCE-based expected information gain provides reasonable ap-
proximation of the utility function in both cases (single and multiple pressure measure-
ments) and for single and two additional wells utilized for measurements. In all of the
cases, the estimates concerned are in agreement with variation of permeability and pressure
measurements collected at locations with higher variance of permeability and pressure pro-
vide more information about permeability distribution. Additionally, PCE-based expected
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information gain U(d) reflects generic dependencies between location of exploration wells
and magnitude of U(d). Taking measurements at spatially close points of the reservoir or
at the neighborhood of injection and production wells is definitely not the optimal strategy
of experiment. Therefore, PCE-based response surface provides reasonable representation
of U(d) and allows one to determine parameters of the optimal experimental design.
4 Concluding Remarks
In the current manuscript, we introduced a novel PCE approach to optimal Bayesian
experimental design. The central idea of the method is to derive a surrogate model for
the expected information gain U(d) without direct evaluations of U(d) itself. For that
purpose, PCE is utilized to derive response surface for the utility function via values of KL-
divergence computed for various values of model parameters, noise and design parameters
that have been sampled in agreement with prior distribution, normal distribution for the
noise and a uniform distribution for design parameters. Given the PCE properties and
the utilized sampling strategy, we were able to build a PCE approximation for the utility
function U(d) from the computed KL-divergence values as a projection of the PCE for
the KL-divergence on the space of functions that depends only on design parameters
d. Moreover, the projection concerned can be computed numerically with the standard
PCE tools such as minimization of regularized mean-square error as defined in Eq. (17).
Therefore, the proposed approach could be easily implemented using standard machine-
learning libraries [61].
The computational advantages of the proposed approach is evident as the cost of con-
structing a response surface for U(d) is comparable to several dozens evaluations of the
utility function with standard MCMC techniques. Therefore, the overall computational
cost for finding the optimal experimental design can be significantly reduced. We notice
that PCE-based optimal Bayesian experimental design should be preferably applied to
problems with high degree of smoothness. We demonstrated this numerically for models
with discontinuous derivatives of the utility function U(d). However, the design parame-
ters d are well-approximated even for problems with discontinuous derivatives.
Finally, we believe that further development of numerical integration techniques based
on PCE in the context of Bayesian experimental design is a promising area of research and
applications because of several reasons. First of all, in typical setting of the experimental
design optimization problem the process of measurements is controlled by moderate num-
ber of parameters. Therefore, high quality PCE response surface for expected information
gain could be easily developed. Secondly, the assumption about normal distribution of
noise is quite common in practice. Therefore, the problem setup for Eq. (25) has strong
connection to engineering practice and allows one to utilize the developed technique to
optimize experimental design in a realistic setting.
21
A Approximation for KL-divergence
For a normally distributed noise η with a standard deviation σ, it is possible to derive
an approximate expression for the KL-divergence between the prior and the posterior
distributions which is valid for relatively small σ and for one-dimensional problems. For
that purpose, Laplace approximation technique [71] is utilized. It is supposed that the
observations vector m0 can be represented as combination of the noise η and the signal
f(θ0,d):
m0 = f(θ0,d) + η. (45)
If σ is small enough, then the model function f(θ,d) can be linearized as following:
f(θ,d) ≈ f(θ0,d) + ∂f(θ0,d)
∂θ
δθ (46)
where δθ = θ−θ0. The linearization in Eq.(46) can be utilized to transform the expression
for the likelihood function to the following form:
p(m|θ,d) = p(f(θ,d) +η|θ,d) = 1
(2piσ2)dim(m)/2
exp
(
− |η −
∂f
∂θ (θ0,d)(θ − θ0)|2
2σ2
)
. (47)
In the present test case, one dimensional system (dim(θ) = 1) with a uniform prior distri-
bution p(θ|d) = 1 is considered. It can be shown that for the given prior distribution and
the likelihood as in Eq. (47) the posterior distribution is a normal distribution with the
following mean and standard deviation:
σ1 =
1
|∂f(θ0,d)∂θ |
σ. (48)
In other words, the posterior distribution p(θ|m0,d) can be approximated as a normal
distribution:
p(θ|m0,d) = N (θ, θmean, σ1) (49)
where N (θ, θmean, σ1) is the density of a normal probability distribution with a mean
value θmean and a standard deviation σ1 evaluated at the point θ. Combined with the
uniform prior distribution over the model parameter space p(θ|d) = 1, the KL-divergence
in Eq. (34) can be computed as following:
DKL
(
f(θ0,d),d
) ≈ DKL(m0,d) = ∫ N (θ, θmean, σ1) log(N (θ, θmean, σ1)
p(θ|d)
)
d θ =
= −
∫
N (θ, θmean, σ1)
(
log(2pi)
2
+ log(σ1) +
|θ − θmean|2
2σ21
)
d θ
= log
(
∂f(θ0,d)
∂θ
)
− 1
2
log
(
2pi
)− 1
2
− log (σ)
(50)
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