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Due to their high coherence, Lasers are a ubiq-
uitous tool in science. The standard quantum
limit for the phase coherence time was first in-
troduced by [1], who showed that the minimum
possible laser linewidth is determined by the
linewidth of the laser cavity divided by twice the
number of photons in the cavity. Later, Wise-
man showed theoretically that by using Susskind-
Glogower operators [2] to couple the gain medium
to the laser cavity it is possible to eliminate pump
noise, but not loss noise [3]. This decreases the
minimum laser linewidth, though only by a factor
of two [4]. In this article, we show that by engi-
neering the coupling between the laser cavity and
the output port it is possible to eliminate most of
the loss noise as well and construct a laser that
has a vastly narrower linewidth, narrower than
the standard quantum limit by a factor equal to
the number of photons in the laser cavity. We
establish a roadmap for building such a device
in the laboratory by using Josephson junctions
and linear circuit elements to build coupling cir-
cuits that behave like Susskind-Glogower opera-
tors for a range of cavity photon occupancies and
using them to couple the laser cavity to both the
gain medium and the output port. This device
could be an ultra-coherent, cryogenic light source
for microwave quantum information experiments.
Further, our laser provides highly squeezed light
and could be modified to provide designer quan-
tum light which is an important resource for
continuous variable/linear optical quantum com-
puting [5–7], readout of quantum states in su-
perconducting quantum computers [8, 9], quan-
tum metrology [10–13], and quantum communi-
cation [14–17]. Finally, our proposal relies on the
tools and elements of superconducting quantum
information, and thus is a clear example of how
quantum engineering techniques can inspire us
to re-imagine the limits of conventional quantum
systems such as the laser.
The main components of a laser, depicted in Fig. 1,
are (1) one or more atoms with an inverted popula-
tion (also called the gain medium), (2) an atom-cavity
coupler, (3) a lasing cavity, (4) a cavity-output cou-
pler and an output transmission line. Previous work on
laser theory [4], quantum-cascade lasers [18], superradi-
ant lasers [19], and number-squeezed lasers [20] has fo-
cused on the gain medium (1) and the atom-cavity cou-
pler (2). The focus of this paper is making the additional
step of modifying the cavity-output coupler (4), which we
show is key to minimizing the phase noise in the lasing
cavity.
At optical frequencies, the inherent light-matter cou-
pling is rather weak and consequently optical devices
tend to be only weakly nonlinear. Over the past two
decades, significant progress has been made on building
strongly nonlinear optics. At optical frequencies, strong
coupling can be achieved in cavity QED systems by us-
ing a cavity to extend the time for light-matter interac-
tion [21]. On the other hand, at microwave frequencies,
circuit QED achieves extremely strong light-artificial
atom interactions by utilizing the extreme nonlinearity
and small size (compared to microwave-frequency pho-
tons) of Josephson junctions [22]. Circuit QED de-
vices include the various flavors of superconducting quan-
tum computing platforms with components like fluxo-
nium [23] and transmon qubits [24, 25], resonant cavities,
microwave waveguides, and quantum limited parametric
amplifiers [26, 27]. There is also experimental precedent
for building conventional lasers using superconducting
circuits with linear couplers [28–30], as well as devices
based on parametrically driven, weakly nonlinear oscilla-
tors [31, 32].
The starting point for our exploration is a proposal
due to Wiseman [4] for reducing laser spectral linewidth.
Wiseman proposed using ‘bare’ (so called because they
lack a photon-number scaling pre-factor) raising and low-
ering operators
eˆ =
∑
i
|i〉〈i+ 1| eˆ† =
∑
i
|i+ 1〉〈i|, (1)
which were first introduced by Susskind and Glogower [2],
to couple atoms of the gain medium to the resonant cav-
ity of the laser. As these operators commute with the
phase φˆ of the optical field in the cavity (which can be
verified by observing that eˆ = eiφˆ), Wiseman’s proposal
eliminates pump noise and therefore reduces the mini-
mum linewidth by a factor of two below the standard
quantum limit, also known as the Schawlow-Townes (ST)
limit.
Our first main result is taking this idea further and
applying Wiseman’s scheme to both atom-cavity and
cavity-output channel couplings thereby eliminating both
pump and cavity loss noise. We term this form of (purely
theoretical) laser the Susskind-Glogower Bare Operator
(SGBO) laser. While in practice, we must also add some
conventional loss to the laser in order to stabilize it, the
result is a linewidth that is 〈n〉 times narrower than the
ST limit! Having a mathematical scheme for building an
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FIG. 1. Schematic of the circuit QED Josephson laser composed of: an artificial two-level atom (transmon qubit) that is
incoherently pumped from the ground to the excited state at the rate Γp, an atom-cavity (a-c) coupling circuit, a laser cavity
made of an LC resonator, a cavity-transmission line (c-tl) coupling circuit, and an output transmission line. The coupling
circuits come in three flavors: (1) conventional: linear inductors, (2) Susskind-Glogower ’bare’ operator (SGBO) couplers, and
(3) Approximate Bare Operator Coupling Circuits (ABOCC). As the SGBO scheme is a purely theoretical construct, it is
represented by the a-c coupling Hamiltonian and the photon loss operator.
ultranarrow linewidth laser, we still need an experimen-
tally viable method for building bare operators.
Our second result is an Approximate Bare Opera-
tor Coupling Circuit (ABOCC), composed of Josephson
junctions and inductors, that approximates the desired
coupling Hamiltonian over a range of cavity photon oc-
cupancies. For laser applications, our ABOCC is an at-
tractive alternative to previous proposals to build bare
operators that relied on adiabatic rapid passage [4, 33–37]
as it doesn’t require additional drives. We argue that an
ABOCC laser, in which couplers are ABOCCs, is a prac-
tical laser design that achieves the ultranarrow linewidth
promised by SGBO laser. In the remainder of this paper,
we first calculate the behavior of the purely theoretical
SGBO laser compared to an ideal conventional laser, and
then describe the physically realizable ABOCC in detail
and describe the potential performance of a laser based
on pair of ABOCCs.
In order to compare the linewidth D of different laser
designs to the Schawlow-Townes limit DST we need to
generalize the Schawlow-Townes formula for the cases in
which the cavity-transmission line coupler is not linear.
We do so by replacing the cavity linewidth Γc by the ratio
of the laser luminosity to the energy of the photons in the
cavity Γc → Pout/(~ωc〈n〉) thus obtaining the formula
DST =
Pout
4~ωc〈n〉2 . (2)
For conventional lasers, Eq. (2) is identical to the stan-
dard Schawlow-Townes linewidth formula. To ensure
that each type of laser is performing at its optimal, we
fix the mean photon number in the cavity and minimize
the ratio D/DST by tuning the laser parameters. For ex-
ample, for the case of the conventional laser, we tune the
atom-cavity coupling strength ratio g/Γc and the atom
incoherent pump rate ratio Γp/Γc.
SGBO
FIG. 2. Laser linewidth (in units of the generalized Schawlow-
Townes linewidth) as a function of the average number of
photons 〈n〉 in the laser cavity for conventional, Susskind-
Glogower Bare Operator (SGBO), and Approximately Bare
Operator Coupling Circuit (ABOCC) lasers. Engineering of
the atom-cavity coupling and the photon loss allows both the
SGBO and the ABOCC lasers to achieve a linewidth signifi-
cantly narrower than the best conventional laser.
In Fig. 2 we plot the optimum laser linewidth, rela-
tive to the ST limit, as a function of the average number
of photons in the laser cavity for three types of lasers:
the conventional laser, the SGBO laser, and the ABOCC
laser. All data in this figure was obtained numerically
using the spectral method to analyze the master equa-
tion (see methods). We observe that for the conven-
tional laser, the ratio D/DST approaches unity as n be-
comes large. At the same time, we observe that the laser
linewidth for the SGBO laser as well as the ABOCC laser
is significantly narrower and goes as D ∼ DST/〈n〉.
We start by extending Wiseman’s strategy for decreas-
ing the laser linewidth to make the SBGO laser. Follow-
ing Wiseman, we replace the linear inductive coupling
between the atom and the cavity by the bare operator
3FIG. 3. The Susskind-Glogower Bare Operator (SGBO) laser. (a) Minimum laser linewidth can be achieved by tuning the
ratio of power emitted by conventional (〈n〉Γc) and bare operator (Γe) loss for different cavity occupancies. The dotted line
represents Eq. (5). Photon number distributions are shown in (b-e) for four cases: conventional loss is very weak (b); minimum
linewidth (c); intermediate conventional loss (d); and conventional loss is dominant (e).
(a) (c)(b)
FIG. 4. Approximately Bare Operator Coupling Circuit (ABOCC) laser: (a) The matrix element 〈n|Aˆc,m0 |n+ 1〉 as a function
of the photon number in the cavity show a plateau on which the matrix element is independent of the photon number thus
approximating the bare operator. The matrix elements were computed for several values of the cavity impedance Zc which
controls m0 as shown in the inset (the impedance of the qubit was set to Za = 45.29 Ω). (b) Tuning the ABOCC laser by
varying the pump power Γp and the atom-cavity coupling strength g that is controlled by IJ:a-c. (c) The photon number
distributions of the optimum linewidth point at various m0 values.
coupling
H(SGBO)a-c = g2
(
σˆ+eˆ− + σˆ−eˆ+
)
, (3)
where e and e† are defined in Eq. (1). We extend Wise-
man’s scheme by setting the cavity loss super-operator
to be
Lˆ(SGBO)c-tl = ΓeD[eˆ] + ΓcD[aˆ], (4)
where Γe controls the rate of loss by the bare operators
while Γc controls the rate of the conventional loss mech-
anism. This extension can be thought as a form of bath
engineering. A small amount of conventional loss is es-
sential for stabilizing the laser as, without it, neither the
rate at which photons are pumped into the cavity, nor
the rate at which photons leave the cavity depends on
the number of photons in the cavity, and hence the laser
becomes unstable.
We can achieve this tremendous reduction in linewidth
as the bare operator couplings allow photons to enter and
leave the laser cavity without inducing phase noise (and
hence they do not directly contribute to the linewidth).
On the other hand, the photon number operator is con-
jugate to the phase operator, and therefore in the pres-
ence of only bare operator couplings the distribution of
photon numbers in the cavity becomes infinitely broad.
Adding conventional loss makes the photon number dis-
tribution have finite width, thereby stabilizing the laser
at the cost of introducing phase noise. While both the
conventional and the bare operator loss are contributing
to the laser luminosity, only the conventional loss is con-
tributing to the laser linewidth, and therefore the ratio
of the SGBO laser linewidth DSGBO to the generalized
Schawlow-Townes limit is
DSGBO
DST
=
〈n〉Γc
2 (Γe + 〈n〉Γc) . (5)
4In Fig. 3a we plot the linewidth ratio DSGBO/DST as a
function of Γc〈n〉/Γe, the ratio between power emitted
by conventional and bare operator loss while keeping the
mean photon number fixed (see methods). We observe
that as we decrease Γc〈n〉/Γe, the ratio DSGBO/DST first
follows Eq. (5), then saturates at a point that depends on
the number of photons in the cavity, and then begins in-
creasing again. The origin of saturation and increase can
be understood by looking at the distribution of photon
numbers in the laser cavity.
When Γc〈n〉/Γe is large, conventional loss dominates
and the distribution of photon numbers in the cavity has
a width ∼ √〈n〉 (Fig. 3b). As Γc〈n〉/Γe decreases, the
distribution of photon numbers in the cavity broadens
(Fig. 3c). This continues until the distribution width ∆n
becomes roughly half of 〈n〉, at which point the linewidth
saturates and the photon distribution becomes universal
(Fig. 3d). As Γc〈n〉/Γe is decreased even further, the pho-
ton number distribution becomes even broader (Fig. 3e)
and the probability to have no photons in the cavity be-
comes appreciable. The state with no photons in the
cavity does not have a well defined phase. Consequently,
the occupation of this state dominates the broadening of
the laser linewidth for small Γc〈n〉/Γe.
We now take on the challenge of engineering the bare
operators. We start with the atom-cavity coupling. The
key property of the eˆ operator is that the matrix element
|〈n− 1|eˆ|n〉| = 1 is independent of n, while for the stan-
dard photon annihilation operator cˆ, |〈n− 1|cˆ|n〉| = n 12 .
We have come up with the coupling circuit, depicted in
Fig. 1, composed of an AC-SQUID (a Josephson junction
shunted by a linear inductor) with an additional pi junc-
tion to ground (the pi junctions could be made from, for
example, a second AC-SQUID that is flux-biased). The
atom-cavity coupling induced by this circuit is described
by the Hamiltonian
H(ABOCC)a-c = g
(
σˆ+Aˆc,m0 + σˆ
−Aˆ†c,m0
)
, (6)
where Aˆc,m0 is an effective cavity photon annihilation
operator and the atom-cavity coupling strength g is con-
trolled by the the critical current (IJ:a-c) of the Josephson
junction in the ABOCC and the normalization parame-
ter N of the ABOCC cavity operator Aˆc,m0 (see methods
Eq. (9)). The operator Aˆc,m0 is designed to work when
there are m0 photons in the laser cavity, where m0 de-
pends on the transmon and cavity impedances (see inset
of Fig. 4a and methods). In Fig. 4a we plot the ma-
trix element 〈n|Aˆc,m0 |n + 1〉 as a function of n/m0. We
observe that the matrix element has a plateau, centered
on n = m0, around which it is independent of n. The
plateau is obtained by combining the sinusoidal current
phase relation of the Josephson junction with the linear
current phase of the inductor in the coupling circuit (see
methods). On this plateau, Aˆc,m0 behaves approximately
like the bare operator eˆ. We remark that the fact that
in Fig. 4a the matrix element traces with different m0’s
collapse indicates that the range of n’s over which Aˆc,m0
behaves like eˆ also scales with m0.
Introducing an ABOCC to the cavity-transmission line
coupling results in the cavity loss operator
LˆABOCCc-tl = Γ1D[Bˆc,m0 ], (7)
where Γ1 is the rate constant determined by the critical
current of the Josephson junction of the coupling circuit,
Bˆc,m0 is similar to Aˆc,m0 but takes into account prop-
erties of the transmission line (see methods and supple-
mentary material).
The ABOCC laser, in which we use ABOCCs for
both atom-cavity and cavity-transmission line couplings,
is stable and does not require conventional loss like
the SGBO laser. To tune up the ABOCC laser we
first choose the desired number of photons in the cav-
ity and then set the impedances of the inverted trans-
mon qubit, the cavity and the transmission line so that
both ABOCCs have the desired value of m0. Next, we
vary the transmon qubit’s inverting incoherent pump
strength Γp (see [38, 39] and the online supplement
for how to implement this drive) and the atom-cavity
coupling strength g while fixing the cavity-transmission
line coupling strength in order to minimize the ratio
DABOCC/DST (see Fig. 4b).
The general performance characteristics of the
ABOCC laser are very similar to those of the SGBO laser.
Both have a linewidth which is a factor of 1/〈n〉 narrower
than the generalized Schawlow-Townes limit (see Fig. 2).
At the optimal operating point, both have a photon dis-
tribution in the cavity with a width that scales with 〈n〉
as opposed to 〈n〉1/2 for conventional lasers (see Fig. 3d
and 4c). There is, however, a difference in the shape
of the distributions. In the case of the SGBO laser the
photon distribution width is limited by occupation of the
empty state. On the other hand in the ABOCC laser it
is limited by the width of the plateau on which the oper-
ator Aˆc,m0 behaves like the bare operator (see Fig. 4a).
However in both cases the limit scales with the photon
number and hence the two lasers behave in similar ways.
Our results raise the question: given our demonstrated
ability to greatly exceed the standard quantum limit,
what is the ‘ultimate’ quantum limit on the linewidth
of a laser? During the final stages of preparation of our
manuscript we became aware of a pair of recent talks
which argue that the ST limit divided by n2, which the
authors call the Heisenberg limit, is the ultimate limit
on laser linewidth [40, 41]. Our laser circuit already far
exceeds the ST limit, operating at the geometric mean of
the ST and the Heisenberg limit. However, there appears
to still be some room for future improvements.
In summary, we have shown that by engineering the
photon loss operator it is possible to build a laser that
is 〈n〉 times narrower than the standard quantum limit,
where 〈n〉 is the number of photons in the laser cavity.
We have also developed a realistic roadmap for construct-
ing this type of laser using standard circuit QED com-
ponents: capacitors, inductors and Josephson junctions.
5These are exactly the same components that are used
in a wide variety of superconducting quantum informa-
tion devices. The photon field in the cavity of the pro-
posed laser is highly squeezed with the photon number
distribution width scaling with the photon number (as
opposed to the square-root of the photon number that
is observed in conventional lasers). The proposed device
can be thought of as approaching the Heisenberg limit
on phase estimation. It is both an interesting source of
quantum light for quantum information experiments, and
shows how even well-understood quantum optical objects
such as lasers can be re-imagined with the techniques of
quantum information and the tools of superconducting
circuits.
METHODS
To describe the lasers we use the master equation
ρ˙ = Lˆa[ρ]− i~ [Ha-c, ρ]−
i
~
[Hc, ρ] + Lˆc-tl[ρ]. (8)
The Hamiltonian Ha-c describes that atom-cavity cou-
pling and the super-operator Lˆc-tl[ρ] describes loss of cav-
ity photons to the transmission line. The super-operator
Lˆa[ρ] = − iωa2 [σz, ρ] + ΓpD[σ+]ρ describes the artificial
atom, where σz is the atom Pauli matrix and D[σ+]ρ =
σ+ρσ−− 12 (σ−σ+ρ+ ρσ−σ+) describes the action of the
incoherent pump. The Hamiltonian Hc = ωcc
†c describes
the cavity energy levels, where c is the photon annihila-
tion operators in the cavity and we set ωc = ωa.
To obtain the linewidth of the laser we numerically find
the eigenspectrum of the time evolution super-operator
defined by the right hand side of Eq. (8). The eigenspec-
trum is non-positive, and is composed of a zero eigenvalue
corresponding to the steady state of the laser and a num-
ber of negative eigenvalues. The largest of these negative
eigenvalues (i.e. the smallest by magnitude) correspond
to the laser linewidth.
To optimize the SGBO laser (Fig. 3a): (1) We work
in the strong atom-cavity coupling regime by fixing g2 =
1000
√
ΓPΓe. In this regime we estimate the mean photon
number to be 〈n〉 ∼ (Γp−2Γe)/(2Γc). (2) We tune Γp/Γe
and Γc/Γe to optimize the laser linewidth while fixing the
mean number of photons in the cavity.
The ABOCC coupling the atom to the cavity is de-
scribed by the Hamiltonian
H(ABOCC)a-c =
φ20δˆ
2
2La-c
− EJ:a-c cos δˆ + EJ:c cos ϕˆc,
where δˆ = ϕˆa − ϕˆc and ϕˆa and ϕˆc are the supercon-
ducting phase operators of the transmon and the cavity;
φ0 = Φ0/2pi; EJ:a-c = Φ0IJ:a-c and La-c are the Josephson
energy and the linear inductance of the AC SQUID part
of the ABOCC and EJ:c is the Josephson energy of the
pi junction.
Expressing the phase operators in terms of creation
and annihilation operators and applying the rotating
wave approximation we obtain Eq. (6), where
Aˆc,m0 =
1
N
(
φ20ϕ˜aϕ˜cc
La-cEJ:a-c
(9)
− sin (ϕ˜a) e−
ϕ˜2c
2
∞∑
n=0
(−1)nϕ˜2n+1c (c†)ncn+1
n!(n+ 1)!
)
.
and ϕ˜a,c =
1
φ0
√
~Za,c
2 and N is a normalization factor
that ensures that 〈m0|Ac,m0 |m0 + 1〉 = 1.
Γ1 and Bˆc,np that appear in Eq. (7) are
Γ1 = N E
2
J:c-tl
~2
(
~Ztl
2φ20
)
1
ωc
(10)
Bˆc,m0 =
1
N
(
CTLe−ϕ˜2c/2
∞∑
n=0
(−1)nϕ˜2n+1c
n! · (n+ 1)!
(
c†
)n
cn+1
+
2φ20ϕ˜c
Lc-tlEJ:c-tl
c
)
, (11)
CTL = exp
(
− 1
φ20
~ZT
4pi
) [
1 + θωc +
θ2
2ω2c
+O
(
θ3
ω3c
)]
and
θ  ωc is the bandwidth of the transmission line.
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7Appendix A: Engineering an artificial atom with population inversion
In our main text, we used an incoherent drive to pump the transmon qubit from its ground state to the excited
state. In this section we provide a specific design recipe for how to build such an incoherent pump.
Our goal is to build an effective three-level-atom (see Fig. 5a), where the transition between the ground state |g〉
and the second excited state |f〉 is coherently driven while the second excited state experiences a fast decay to the
first excited state |e〉. If the decay process is sufficiently fast, as the population of the atom is driven to the state
|f〉, it quickly relaxes to |e〉 and we achieve population inversion on the two lasing levels |g〉 and |e〉. However, the
single-photon transition between |g〉 and |f〉 for a transmon qubit is forbidden by selection rule. Therefore, we propose
coupling a SNAIL qubit to the transmon qubit to form a composite system (see Fig. 5b). The key feature of the
SNAIL qubit is that it has third order nonlinearity that makes the |g〉 → |f〉 transition allowed.
The level structure of the two qubit system is shown in Fig. 5c. We use |gt〉, |et〉 and |ft〉 to represent the ground,
first, and second excited states of the transmon qubit. For the SNAIL qubit we use |0s〉, |1s〉 and |2s〉, etc., to represent
the ground, first excited, second excited, etc. states.
FIG. 5. In (a), we show the three-level model of the laser pump media (atom) where only coherent drives are permitted. In (b),
we show the circuit diagram of the SNAIL qubit and transmon qubit composite system, in which the effective incoherent drive
of the transmon qubit can be achieved. In (c) we show the level structure of the SNAIL qubit and the transmon qubit. The
gray thin lines are the levels that are weekly populated in the pumping scheme discussed in Section A. The blue lines are the
parametric drive on the composite system, the red arrows show the transition of the composite system due to the coupling to
the laser cavity. The dashed arrows show the relaxation process of the SNAIL qubit. The think solid lines show the transition
that are on resonance, while the thin solid lines show the ones that are not on resonance (because of the anharmonicity of the
transmon qubit).
Coupling of the SNAIL and transmon qubits results in the hybridization of their states. Consequently, third order
non-linearity of the SNAIL qubit can be used to drive the |0s, gt〉 → |1s, et〉 transtion as the state |1s, et〉 is hybridized
with the state |2s, gt〉. This type of transitions are labeled by blue arrows in Fig. 5c. If the SNAIL qubit is also coupled
to an output port, such that the relaxation of the SNAIL qubit [see Fig. 5c, black dashed arrows] is fast compared
to the pump process (and also the transmon-cavity coupling, see Fig. 5c red arrows), then the two qubit system can
form an effective three-level atom, in which |0s, gt〉 plays the role of the ground state (|g〉 in Fig. 5a), |1s, et〉 the role
of the second excited state (|f〉 in Fig. 5a), and |0s, et〉 the role of the first excited state (|e〉 in Fig. 5(a)).
The Hamiltonian of a SNAIL qubit coupled to a transmon qubit is
H = HT +HS +Hcouple (A1a)
HT = ωttˆ
†tˆ+ kttˆ†tˆ†tˆtˆ (A1b)
HS = ωssˆ
†sˆ+ g3
(
sˆ†sˆ†sˆ+ sˆ†sˆsˆ
)
(A1c)
Hcouple = g2
(
sˆ†tˆ+ tˆ†sˆ
)
(A1d)
where sˆ (tˆ) is the photon annihilation operator for the SNAIL (transmon) qubit. We have also truncated the nonlinear
parts of the Hamiltonians of both qubits to the lowest non-trivial order and dropped the rapidly rotating terms like
sˆ†sˆ†sˆ† and sˆsˆsˆ in SNAIL qubit Hamiltonian. Finally, we make the assumption that the SNAIL and transmon qubits
are strongly detuned as compared with the strength of the linear coupling, i.e., 2∆ = |ωs − ωt|  g2, and hence
the modes of the two qubits are only weakly hybridized. In the dressed basis, with respect to g2 coupling, the third
order nonlinearity of the bare SNAIL mode results in a third order nonlinear coupling between the dressed SNAIL
and transmon modes H3 = sˆ
′†sˆ′tˆ′ + h.c., where sˆ′ and tˆ′ are the dressed SNAIL and transmon operators. Applying
8parameter variable value
SNAIL qubit frequency ωs/(2pi) 7.2 GHz
SNAIL qubit 3rd order nonlinearity g/(2pi) 50 MHz
transmon qubit frequency ωt/(2pi) 6.7 GHz
transmon qubit 4th order nonlinearity k/(2pi) −0.3 GHz
SNAIL-transmon coupling g2/(2pi) 50 MHz
SNAIL coherent pump rate Ωd/(2pi) 2.0 GHz
SNAIL loss rate γ/(2pi) 5 MHz
TABLE I. Parameters used for numerical integration of Eq. A3 when generating figure Fig. 6
.
classical drive to the bare SNAIL mode
Hd = Ωd exp [i (ωs + ωt) t] sˆ+ h.c., (A2)
induces the two-photon pump process (see blue arrows in Fig. 5) via H3.
(a) (b)
FIG. 6. Population inversion of the composite quantum system made up of a SNAIL and a transmon qubit under the influence
of a coherent drive. (a) Population of the lowest five levels of the composite system (as labeled) plotted as a function of
time. (b) Population of the transmon levels after tracing over the SNAIL qubit degrees of freedom. (See Table I for values of
parameters used to construct this figure)
The composite quantum system can be described by the master equation
∂tρSt − i[H +Hd, ρSt] + γD[sˆ]ρSt (A3a)
D[sˆ]ρSt = −1
2
(
sˆ†sˆρSt + ρStsˆ†sˆ− 2sˆρStsˆ†
)
(A3b)
where ρSt is the density operator for the composite system of the coupled SNAIL and transmon qubits, the system
Hamiltonian is given by Eq. (A1), and the classical drive Hamiltonian by Eq. (A2) and Eq. (A3b) describes the
dissipation of the SNAIL mode.
To demonstrate that the proposed two-qubit system functions as a three level atom, we numerically integrate the
the master equation, Eq. (A3). As the higher levels of the composite systems are weakly populated, we truncated
the Hilbert space of the SNAIL qubit to allow a maximum of 6 photons, and the space of the transmon qubit to
3 photons. The populations of the lowest five states of the composite systems are shown in Fig. 6a. We observe
that the coherent drive applied to the SNAIL qubit, together with the photon loss from the SNAIL qubit, induce an
effectively population transfer from |0s, gt〉 to |0s, et〉. We observe population inversion after ∼ 3µs. At long times
the system reaches a steady state with a significant population inversion (with roughly 90% occupancy of the state
|0s, et〉 and 10% of the state |0s, gt〉). The residual population of the state |0s, gt〉 is caused by the decay of the |0s, et〉
via its hybridization with the state |1s, gt〉. The ripples on the population curves are caused by the classical drive on
the SNAIL qubit which causes the SNAIL mode to have a fast oscillating component at the frequency (ωs + ωt). In
Fig. 6b, we plot the population of the ground, first and second excited states of the transmon qubit after tracing over
the SNAIL qubit degrees of freedom. From this plot we observe that the transmon qubit is effectively being pumped
from the ground state |gt〉 to the first excited state |et〉. From the two plots in Fig. 6, we observe that the higher
excited states of the composite systems (e.g., |0s, ft〉 and |1s, gt〉) have very little population, especially the second
9excited state of the transmon qubit |ft〉, which justifies the truncation of the composite system Hilbert space in our
numerical calculation.
Appendix B: Describing the photon loss from the laser cavity to the transmission line induced by a linear
inductive coupler
In this section we derive the effective photon loss operator for the laser cavity induced by a linear inductive coupling
between the laser cavity (LC resonator) and the transmission line. We extend this description to the ABOCC in Sec. D.
The quantization of the LC resonator and the transmission line is discussed in Ref. [22, 26]. The canonical position
and momentum of the LC resonator are the node superconducting phase ϕc and charge Qc. Using these coordinates,
the quadratic Hamiltonian of the LC resonator can be quantized, similar to the Harmonic oscillator, via
Qˆc =− i
√
~
2Zc
(
cˆ− cˆ†) (B1a)
Φˆc =
√
~Zc
2
(
cˆ+ cˆ†
)
(B1b)
where Zc is the characteristic impedance of the LC resonator, Zc =
√
Lc/Cc, and the Hamiltonian of the LC resonator,
in second quantized form, is Hc = ~ωcaˆ†aˆ, where the frequency of the LC resonator is ωc = 1/
√
LcCc. The voltage
on the LC resonator is Vc = Φ˙c and the current flow in the LC resonator is Ic = Q˙c. We can express the voltage and
current operators using the raising and lowering operators via
Vˆc =− i~ [Φˆc, Hc] = −iω
√
~Zc
2
(
cˆ− cˆ†) , (B2a)
Iˆc =− i~ [Qˆc, Hc] = ω
√
~
2Zc
(
cˆ+ cˆ†
)
. (B2b)
Here we consider a single-mode transmission line that couples to the LC resonator via a linear inductor. The
generalized flux along the transmission line is
Φ(x, t) =
∫ t
−∞
dτV (x, τ) =
1
φ0
φ(x, t), (B3)
and the charge density along the transmission line q(x) can be quantized. After the quantization of the transmission
line fields, φ(x) and q(x) are
qˆ(x) =
+∞∑
k=−∞
√
~ωkC
2l
(
bˆke
ikx + bˆ†ke
−ikx
)
(B4a)
φˆ(x) = −i
+∞∑
k=−∞
√
~Zvp
2lωk
(
bˆke
ikx − bˆ†ke−ikx
)
(B4b)
where vp = 1/
√
LC is the wave speed along the transmission line and the dispersion relation of the mode with
momentum k is ω2k = v
2
pk
2, ZT =
√
L/C is the characteristic impedance of the transmission line, l is the total length
of the transmission line.
We further assume that the linear inductive coupling element (Lc-tl) that couples the LC resonator and the trans-
mission line, connects to the x = 0 point of the transmission line. The coupling Hamiltonian is given in Eq. (7) of the
main text, where the dimensionless parameters ϕ˜c and ϕ˜T (k) are defined as
ϕ˜c =
1
φ0
√
~Zc
2
, ϕ˜T (k) =
1
φ0
√
~ZT
2
√
vp
lωk
. (B5)
Here we only consider the LC resonator and the transmission line parts of the Josephson micromaser to understand
the dissipation induced on LC resonator by the transmission line. The Hamiltonian of the system under consideration
is
H = Hc +Htl +Hc-tl = ~ωccˆ†cˆ+ ~
∑
k
ωk bˆ
†
k bˆk + i~
∑
k
κk
(
cˆ†bˆk − bˆ†k cˆ
)
, (B6)
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where κk =
φ20
~Lc-tl ϕ˜c ˜ϕtl(k). We further treat the transmission line as a vacuum bath, and apply the Born-Markov
approximation to simplify the dynamics of the cavity field as in Ref. [42, Chap. 8]. The dynamics of the LC resonator
mode can be described by the master equation
∂tρ(t) = − i~ [Hc, ρ(t)]−
γ
2
(
cˆ†cˆρ(t) + ρ(t)cˆ†cˆ− 2cˆρ(t)cˆ†) , (B7)
where ρ is the density operator for the LC resonator, and the decay rate
γ =
ZcZT
2Lc-tlωc
. (B8)
Appendix C: Obtaining the laser line shape and linewidth using the spectrum of the time-evolution
super-operator
The phase noise of the laser cavity field causes the phase of the laser light to fluctuate, which gives a finite linewidth
to the laser. Before proceeding with a detailed analysis, we begin by summarizing the key points. The master equation
Eq. (C3) can be thought of as an eigenvalue problem Eq. (C7). The spectrum of eigenvalues has one zero eigenvalue
λ0 = 0, which corresponds to the steady state solution of the laser, and a number of negative eigenvalues λi 6=0 < 0
which correspond to the decaying modes. As we show in this section, the spectral representation of the two-time
correlation function G(t + τ, t) that describes the decay of coherence consists of a linear combination of decaying
exponentials with the decay time set by these negative eigenvalues, see Eq. (C10). To obtain the laser line shape we
go to Fourier space. In the Fourier representation, G(ω) consists of a linear combination of Lorentzians with width
set by the negative eigenvalues. Moreover, almost all of the weight (∼ 97.32 % for the ABOCC laser example in
this section) is carried by the Lorentzian with the largest nonzero eigenvalue (that is narrowest of the Lorentzians).
It is precisely this Lorentzian that forms the central peak of the laser line shape, while the remaining Lorentzians
contribute to slightly broadening the “pedestal” at the base of the central peak, see Fig. 7.
For a conventional laser system phase noise results in the two-time correlation function decaying as [42]
G(t+ τ, t) = 〈a†(t+ τ)a(t)〉 ∼ 〈n〉 exp(−iωcτ −Dτ). (C1)
The power spectrum of the laser is given by the Fourier transform of the two-time correlation function G(t+ τ, t),
S(ω) =
1
pi
Re
∫
〈a†(t+ τ)a(t)〉eiωτdτ = 〈n〉
pi
D
(ω − ωc)2 +D2 , (C2)
which is a Lorentizian with full-width at half minimum 2D, where D is the linewidth of the laser field.
For a system that couples to a Markovian bath, which can be described by the master equation
∂tρ(t) = Lˆρ(t) (C3)
where Lˆ is the super-operator acting on the system density operator (ρ), the time-evolution of the density operator
can be formally solved by
ρ(t) = V (t, t0)ρ(t) = e
Lˆ(t−t0)ρ(t0) (C4)
where V (t, t0) is a time-evolution super-operator that acts on the system degrees of freedom and ρ(t0) is the initial
state of the laser system [43]. Also notice that the two-time correlator can be obtained via
G(t+ τ, t) = TrS+B
[
U†(t+ τ)a†U(t+ τ)U†(t)aU(t)R0
]
= TrS
{
a†TrB
[
U(τ)aR(t)U†(τ)
]}
, (C5)
where U is the time-evolution operator for the system and the bath, R is the density operator for both the system
and the bath and TrS , TrB , TrS+B are trace over system, bath, system and bath degrees of freedom, respectively.
The term TrB
[
U(τ)aR(t)U†(τ)
]
can be thought of as a time-evolution of the “state” aR(t) by a time period τ , which
is {V (τ, 0)[aρ(t)]} according to Eq. (C4). For the laser system, we are only interested in the laser linewidth when
the system is stable, i.e., TrS
(
a†(τ)aρs
)
, where ρs is the steady state of the system, then the two-time correlation
function can be written as
G(τ) = TrS
[
a†eLˆτ (aρs)
]
(C6)
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Similar to the time-evolution of a closed quantum system, where we study the eigenstates of the Hamiltonian
operator to understand the system dynamics, we can also find the eigen-spectrum of super-operator Lˆ (so called
damping basis) to study the time-evolution of the open quantum systems whose dynamics is described by the master
equation Eq. (C3) [44–46]. The right-eigenstates of the super-operator Lˆ can be defined as
Lˆuˆ(i) = λ(i)uˆ(i) (C7)
where λi is the corresponding eigenvalue. Notice that for any physical systems, the steady states are invariant under
the time evolution, which means they are the nullspace of the super-operators. These states should be valid quantum
states, i.e., they should have unit trace. Further, because the master equation should preserve the trace of the density
operator, all the eigenstates with nonzero eigenvalues should have zero trace.
Suppose aρs in Eq. (C6) can be expanded using the the right eigenstates as
aρs = c0uˆ
(0) +
∑
i
ciuˆ
(i) (C8)
where c’s are the corresponding expansion coefficients and c0uˆ0 corresponding to the steady state solution, the two-
time correlation function can be calculated as,
G(τ) = c0TrS
[
a†uˆ(i)
]
+
∑
i
cie
λ(i)τTrS
[
a†uˆ(i)
]
(C9)
=
∑
i
cie
λ(i)τTrS
[
a†uˆ(i)
]
(C10)
where we take the fact that the density operator for steady state of a typical laser system is purely diagonal in the
Fock basis, which kills the first term. Within all the right eigenstates of the super-operator Lˆ which have significant
contribution to the decay of the two-time correlation function (ciTrS [a
†uˆ(i)] term is large), the largest eigenvalue (Lˆ
is non-positive) contribute to the long-time performance, i.e., it controls the linewidth of the laser system.
To decompose the operator using the eigenstates of the super-operator Lˆ, notice that the super-operator is, in
general, not Hermitian, the left eigenstates are needed to define the orthogonality relation. Following Ref. [44], the
dual operator of the super-operator is defined as
Tr[ALˆ(B)] = Tr[Lˇ(A)B] (C11)
for any operator A and state B. Then the left-eigenstates of the super-operator Lˆ is
vˇ(i)Lˆ = Lˇvˇ(i) = λ(i)vˇ(i) (C12)
with orthonormal relation Tr(vˇ(i)uˆ(j)) = δi,j .
To numerically solve the eigenstates of the super-operator Lˆ, we notice in typical laser systems, the super-operator
contains terms in the form of
Lˆρ =
∑
i
Lˆ(i)ρ =
∑
i
Pˆ (i)ρQˆ(i) (C13)
where Pˆ (i) and Qˆ(i) operate on the system Hilbert space. After expanding the operators Pˆ (i) and Qˆ(i) using a suitable
basis of the system Hilbert space and acting on the system density operator, in the matrix form we get
ρ
(i)
j,k =
(
Lˆ(i)ρ
)
j,k
=
∑
l,m
Pˆ
(i)
j,l ρl,mQˆ
(i)
m,k, (C14)
where ρ(i) ≡ Pˆ (i)ρQˆ(i). We can redefine the density operator as a vector, and hence the super-operator becomes a
matrix, whose eigenvectors can be easily solved. To explicitly show the matrix representation of the master equation,
we re-group the indices as
ρ
(i)
j,k =
(
Lˆ(i)ρ
)
j,k
→ ρ(i)jk =
∑
lm
Lˆ(i)jk;lmρlm =
∑
lm
Pˆ
(i)
j,l Qˆ
(i)
m,kρlm (C15)
and the super-operator becomes
Lˆ → Lˆjk;lm =
∑
i
Pˆ
(i)
j,l Qˆ
(i)
m,k. (C16)
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FIG. 7. In (a), we show the comparison between the numerical calculated two-time correlation function g(1)(τ) versus the first
eigenvalue of the laser systems. The numerical calculation is shown as solid lines (blue for conventional laser and orange for
ABOCC laser), while the dashed lines are the exponential decay with the decay rate calculated by the eigen-spectrum of the
super-operator. In the inset of (a), we zoom in on the ABOCC laser g(1) for short time period. The blue dashed line is the
fitted decay of g(1) using the first 51 nonzero eigenvalues of the ABOCC laser system. In (b), we show the Fourier transform
of the g(1) function. The fitted g(1) decay (orange line) matches with the numerical time evolution result (blue dots) well. The
result using only the first nonzero eigenvalue is shown as the green line. Parameters: for conventional laser, Γp = 30, Γc = 0.1
and g ∼ 1.013; for ABOCC laser: m0 = 43 (Zc = 150 Ω), Γ1 = 1.0, Γp = 3.58 and g = 0.8747.
The left and right eigenvectors of the matrix representation of the super-operator Lˆ can be re-mapped back to the
original index convention to get back the matrix representation in the system Hilbert space. The vector product of
left and right eigen-vectors are equivalent to the product definition of the operators, i.e., the trace of the two operator
product.
When we consider the laser system, especially we consider the cavity field, the Hilbert space is infinite dimensional.
We can truncate the Hilbert space of the cavity field, but, in practice, the dimension is still very large and hence it is
not practical to find all the eigenvectors of the super-operator. However, we notice that the right eigenvector with the
lowest nonzero |λ(i)| is very close to aρs. The other eigenstates, with larger |λ(i)|, decay faster than this eigenstate
and do not contribute significantly to the linewidth of the laser.
In Fig. 7a, we compare the numerical calculated normalized two-time correlation function g(τ) = G(τ)/〈n〉 using
direct time-evolution of the master equations versus the function d1e
λ(1)τ where d1 is a coefficient that we fit and λ
(1)
is the largest nonzero eigenvalue of the super-operator Lˆ. In both the conventional laser system and ABOCC laser
system, the decay of the normalized two-time correlation function from the numerical time-evolution method (solid
lines) match well with the super-operator eigenvalues (dashed lines). For the ABOCC laser system, we also notice
that at the small time-scale, the decay of the two-time correlation function slightly differs from the single eigenvalue
fit (see the inset of Fig. 7a). This is caused by the finite overlapping to the other eigenstates which a responsible for
the rapid initial decay. We fit the numerical time-evolved g(1)(τ) function using first 20 eigenvalues (decay rates) of
the super-operator of the ABOCC laser (blue dashed line), which gives a good fit to the direct time-evolution curve.
From the fitting, we extract the overlap constant for the first nonzero eigenvalue of the super-operator is 0.9732, which
means the main contribution of the long-time decay is given by the eigenstates with the largest nonzero eigenvalue. In
Fig. 7b, we further examine the contribution to the linewidth in frequency domain. We Fourier transform the g(1)(τ)
data from both time-evolved method (blue dots) and the eigen-spectrum method (orange and green curves). We notice
that the Fourier transform of fitted g(1)(τ) using first 51 eigenvalues of the super-operator (the orange line) gives good
agreement with the time-evolve method (blue dots). If we just extract the lineshape from the first eigenvalue (Fig. 7b
green curve), the lineshape is slightly different from the time-evolution result (see inset). The difference is due to
the finite overlap with the eigenstates that have a larger decay constant. However, the faster dacaying states only
contribute to the short-time dynamics (see Fig. 7a inset), which gives a slightly larger background on the Lorentzian
lineshape and slightly increase the linewidth. However, the central peak of the spectrum is dominated by the first
nonzero eigenvalue. In Fig. 7b, we observe that the Lorentzian based on the first nonzero eigenvalue (green curve)
and the fitted time-evolution using the first 51 eigenvalues, and the numerically calculated lineshape all match well.
Compared to direct time-evolution method of calculating the laser dynamics, especially the steady state photon
distribution and the laser linewidth or two-time correlation function, the eigen-spectrum method is significantly more
computationally efficient. To further improve computational efficiency, we truncate the density matrices to include
only the main diagonal and the first few minor diagonals. We verify that this truncation does not affect the part of
the eigenspectrum that we are interested in by increasing the number of minor diagonals until convergence to the
exact solution is reached for all values of 〈n〉leq1000 for the conventional and SGBO laser and m0 ≤ 1000 for the
ABOCC laser.
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Appendix D: Laser cavity loss with approximately bare operator coupling circuit (ABOCC)
FIG. 8. The circuit diagram of the ABOCC coupling circuit between the cavity adn the transmission line.
In our main text, the ABOCC coupling circuit between the cavity and the transmission line is shown in Fig. 1. The
Hamiltonian for the ABOCC coupling is
H = −EJ:c-tl cos (ϕˆc − ϕˆtl) + φ
2
0
2Lc-tl
(ϕˆc − ϕˆtl)2 + E′J:c cos(ϕˆc), (D1)
where EJ:c-tl is the coupling Josephson junction energy, Lc-tl is the coupling linear inductance, E
′
J:c is the pi-junction
Josephson energy, and the node phases operators are ϕˆc and ϕˆtl as labeled in Fig. 8. The pi-junctions are used to correct
the dispersion given by the nonlinear coupling between the cavity and the transmission line. Here, we will ignore these
two pi junctions at the beginning of the discussion. Further, we define a dimensionless parameter r =
φ20
2Lc-tl
/EJ:c-tl.
With the second quantization of the transmission line field and the LC resonator mode (see Section B of the online
supplement), the phase across the ABOCC circuit is
∆ϕˆ ≡ ϕˆc − ϕˆtl = ϕ˜c
(
cˆ+ cˆ†
)
+ i
∑
k
ϕ˜tl(k)
(
bˆk − bˆ†k
)
. (D2)
The coupling Hamiltonian (without the pi junctions) becomes
H/EJ:c-tl = − cos (∆ϕˆ) + r∆ϕˆ2 = 1
2
(
eiϕˆce−iϕˆtl + e−iϕˆceiϕˆtl
)
+ ∆ϕˆ2, (D3)
where we have used the fact that the resonator operators and the transmission line field operators commute. We use
the Baker-Campbell-Hausdorff formula to transform the exponential of the operators
e±iϕˆc = e−ϕ˜
2
c/2e±iϕ˜ccˆ
†
e±iϕ˜ccˆ, e±ϕˆtl(k) = e−ϕ˜
2
tl(k)/2e∓ϕ˜tlbˆ
†
ke±ϕ˜tlbˆk . (D4)
We will use this result in order to reach a normal ordering in which the LC resonator operators are to the right of the
transmission line operators.
The expansion of Eq. (D3) to third order in the transmission line field operators yields
H/EJ:c-tl = hc + htl + h1 + h2 + h3 + ... (D5)
where hc and htl are the dimensionless Hamiltonian acting solely on the cavity field and the transmission line,
respectively. The cavity-transmission line coupling is expanded in orders of the transmission line field operators and
the first, second and third order terms are labeled as h1, h2 and h3.
hc = −
(∏
k
e−ϕ˜
2
tl(k)/2
)
1
2
(
eiϕˆc + e−iϕˆc
)
+ rϕˆ2c ≡ −Ctl cos (ϕˆc) + rϕˆ2c , (D6a)
htl = −e−ϕ˜2c/2 1
2
(
eiϕˆtl + e−iϕˆtl
)
+ rϕˆ2tl ≡ −Cc cos (ϕˆtl) + rϕˆ2tl, (D6b)
where, CTL and Cc are two constants. Notice that hsys and htl, induced by the coupling circuit, contributes new
nonlinearities to the cavity and the transmission line. These nonlinearities, especially the nonlinearity of the cavity
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field, will degrade the laser performance by shifting the cavity frequency as the number of photons in the cavity
increases. To compensate for these dispersive effects on the cavity, we include a pi junction as shown in Fig. 8, in
which the Josephson energies satisfy
E′J:c = CtlEJ:c-tl, E′J:tl = CcEJ:c-tl. (D7)
This pi junctions cancel out the non-linear contributions of htl thus reducing dephasing. In the following discussion
we focus on the remaining terms, which are the cavity-transmission line coupling terms h1, h2 and h3.
Expansion of Eq. (D4) yields
h1 = −iCTL
∑
k
ϕ˜T (k)(b
†
k − bk) sin (ϕˆc) + 2irϕˆc
∑
k
ϕ˜T (k)
(
bk − b†k
)
, (D8a)
h2 = −CTL
∑
k
ϕ˜2T (k)
2
(
b2k +
(
b†k
)2
− b†kbk
)
+
∑
k,q
′
ϕ˜T (k)ϕ˜T (q)
(
bkbq + b
†
kb
†
q − 2b†kbq
) [cos (ϕˆc)− 1] , (D8b)
h3 = −iCTL
{∑
k
ϕ˜3T (k)
6
[(
b†k
)3
− 3
(
b†k
)2
bk + 3b
†
kb
2
k − b3k
]
+
∑
k,q
′ ϕ˜2T (k)ϕ˜T (q)
2
[(
b†k
)2
+ b2k − 2b†kbk
] (
b†q − bq
)
(D8c)
+
∑
k,q,p
′
ϕ˜T (k)ϕ˜T (q)ϕ˜T (p)
(
b†k − bk
) (
b†q − bq
) (
b†p − bp
) sin (ϕˆc) ,
where the summation
∑
k is from −∞ to +∞, the summations with prime
∑′
k,q and
∑′
k,q,p omit the terms in which
any of the summation indices are equal.
We further assume that the coupling strength between the LC resonator and the transmission line, which is controlled
by EJ:c-tl, is small compared to the LC resonator mode frequency and the transmission line dynamics, which allows
us to apply the rotating-wave approximation (RWA). Applying the rotating wave approximation to h1 of Eq. (D8a),
and restoring dimensions of energy, we obtain
H1 = −iEJCTLe−ϕ˜2c/2
∑
k
∞∑
n=0
(−1)n ϕ˜T (k)ϕ˜
2n+1
c
n! · (n+ 1)!
[
b†k
(
a†
)n
an+1 − bk
(
a†
)n+1
an
]
+ 2irEJϕ˜c
∑
k
ϕ˜T (k)
(
a†bk − b†ka
)
.
(D9)
Defining the nonlinear operator for the cavity field
Aˆ1 = Ctle−ϕ˜2c/2
∞∑
n=0
(−1)n ϕ˜
2n+1
c
n! · (n+ 1)!
(
a†
)n
an+1 + 2rϕ˜ca, (D10)
and applying the Born-Markov approximation to trace over the transmission line degrees of freedom, the first order
coupling contributes to a resonator dissipator term
Γ1D[Aˆ1]ρ = −Γ1
2
(
Aˆ†1Aˆ1ρ+ ρAˆ
†
1Aˆ1 − 2Aˆ1ρAˆ†1
)
, (D11)
where the decay rate is
Γ1 =
E2J
~2
(
~ZT
2φ20
)
1
ωc
. (D12)
Before we move to the higher order nonlinear terms in the ABOCC Hamiltonian, we calculate the constant parameter
CTL, which is given by Eq. (D6). In the quantum optics regime, we assume that the transmission line has a large
length, where we can assume l→∞. In this limit, we can approximate the summation of k by the integral of k as∑
k
→ 1
2pi
∫
dk. (D13)
15
Further, in quantum optics regime, especially for the system that Born-Markov approximation applies, the cavity
frequency is the dominant frequency to the coupling bandwidth θ and the system-bath coupling strength. Here we
explicitly assume that the cutoff frequencies for the system-bath coupling are ωL = ωc − θ/2 and ωH = ωc + θ/2,
while the corresponding cutoff wave-vectors are kL and kH [47]. The constant CTL can be calculated as
CTL =
∏
k
e−
ϕ˜T (k)
2 = exp
[
−1
2
kH∑
k=kL
(
1
φ20
~ZT
2
)
1
kl
]
→ exp
[
−2 1
4pi
(
1
φ20
~ZT
2
)∫ kH
kL
1
k
dk
]
= exp
(
− 1
φ20
~ZT
4pi
)
ωH
ωL
,
(D14)
where ωH and ωL are the high and low frequencies of the bandwidth. Next, we adopt the assumption that θ/ωc  1,
so the ratio ωH/ωL can be expanded in the order of θ/ωc, and CTL,
CTL = exp
(
− 1
φ20
~ZT
4pi
)[
1 +
θ
ωc
+
θ2
2ω2c
+ o
(
θ3
ω3c
)]
. (D15)
If we choose the characteristic impedance of the transmission line as ZT = 50 Ω. the lowest order approximation of
the parameter CTL is 0.9961.
The second order term in the expansion of the coupling Hamiltonian is given by Eq. (D8b). Under the rotating
wave approximation (and restoring dimensions), the second order term is
H2/(−EJCTLCc) = −
∑
k
ϕ˜2T (k)
2
(
b†k
)2
+
∑
k,q
′
ϕ˜T (k)ϕ˜T (q)b
†
kb
†
q
∑
n
(−1)nϕ˜2n+2c
n! · (n+ 2)!
(
a†
)n
an+2
−
∑
k
ϕ˜2T (k)
2
b2k +
∑
k,q
′
ϕ˜T (k)ϕ˜T (q)bkbq
∑
n
(−1)nϕ˜2n+2c
n! · (n+ 2)!
(
a†
)n+2
an
−
∑
k
ϕ˜2T (k)b
†
kbk +
∑
k,q
′
2ϕ˜T (k)ϕ˜T (q)b
†
kbq
∑
n
(−1)nϕ˜2nc
(n!)2
(
a†a
)n
.
(D16)
where the summation
∑′
does not contain the terms that have the same indices.
Suppose the density operator of the cavity is given by ρ(t) and the transmission line is assumed to be a vacuum
bath. the master equation given by the nonlinear coupling Hamiltonian H2 in Eq. (D16) is
∂tρ(t) = − i~TrB [H2(t), R(t0)]−
1
~2
TrB
∫ t
t0
[H2(t), [H2(τ), R(τ)]] dτ (D17)
where R is the density operator for the system (cavity) and the bath (transmission line), which can be approximated
by R(t) ∼ ρ(t)⊗ ρB and ρB = |vac〉〈vac| where |vac〉 is the vacuum state of the bath (transmission line). The partial
trace of the bath DOFs is
TrB{··} =
∑
{nk1 ,nk2 ,...}
〈nk1 , nk2 , ...| · ·|nk1 , nk2 , ...〉 (D18)
where |nk1 , nk2 , ...〉 = |nk1〉|nk2〉..., |nki〉 is the nki-photon Fock state of the mode k = ki.
Note that because in H2, all the terms are aligned in the normal order, the first term in Eq. (D17) is zero. We will
focus on the second term of Eq. (D17). After expansion of the commutation relation, the Eq. (D17) is
ρ˙ = − 1
~2
TrB
∫ t
t0
dτ {H2(t)H2(τ)ρ(τ)⊗ ρB + ρ(τ)⊗ ρBH2(τ)H2(t)−H2(t)ρ(τ)⊗ ρBH2(τ)
−H2(τ)ρ(τ)⊗ ρBH2(t)}
(D19)
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Note that the Hamiltonian H2 should be considered as the interaction picture Hamiltonian, where the transformation
is U = exp(H0), where H0 is
H0 = ~ωca†a+
∑
k
~ωk b†kbk (D20)
Next, we will work term by term in Eq. (D19) to get master equation for the cavity field.
We start from the term
T3 ≡ 1~2
∫ t
t0
dτTrB {H2(t)ρ(τ)⊗ ρBH2(τ)} . (D21)
As the transmission line is assumed to be a vacuum bath, and the coupling Hamiltonian H2 is in normal order, the
partial trace will kill all the terms that contain lowering operators for the bath DOFs. The Hamiltonian terms that
survive in T3 partial trace are
H2,1,(I)(t)
(EJCTLCc) ≡ h2,1,(I)(t) =
∑
k
h2,1,kk,(I) +
∑
k,q
′
h2,1,kq,(I) (D22a)
h2,1,kk,(I)(t) =
ϕ˜2T (k)
2
(
b†k
)2
Aˆ2e
i2(ωk−ωc)t (D22b)
h2,1,kq,(I)(t) = ϕ˜T (k)ϕ˜T (q)b
†
kb
†
qAˆ2e
i(ωk+ωq−2ωc)t, (D22c)
where the cavity nonlinear operator Aˆ2 is defined as
Aˆ2 =
∑
n
(−1)nϕ˜2n+2c
n! · (n+ 2)!
(
a†
)n
an+2 (D23)
and the Eq. (D21) is
T3 ~2
(EJCTLCc)2 =
∫ t
t0
dτ
{∑
k
〈2k|h2,1,kk,(I)(t)|vac〉ρ〈vac|h†2,1,kk,(I)(τ)|2k〉
+
∑
k,q
′〈1k, 1q|h2,1,kq,(I)(t)|vac〉ρ〈vac|h†2,1,kq,(I)(τ)|1k, 1q〉
 ,
(D24)
where we apply the bath state orthogonality relations and remove all the zero terms. Further, the term
〈2k|h2,1,kk,(I)(t)|vac〉 =
√
2ϕ˜2T (k)
2
Aˆ2e
i2(ωk−ωc)t (D25a)
〈1k, 1q|h2,1,kq,(I)(t)|vac〉 = ϕ˜T (k)ϕ˜T (q)Aˆ2ei(ωk+ωq−2ωc)t (D25b)
For the first term, which is involved in the time integral of the first line of Eq. (D24) (noted as T3,1), after applying
the Born-Markov approximation, and define kc = ωc/vp and take Eq. (D13), the term T3,1 is
T3,1 = (CTLCc)2E
2
J
~2
l
2pivp
∫ t
t0
dτ
∫ ωH
ωL
dωk
ϕ˜4T (k)
2
Aˆ2ρ(τ)Aˆ
†
2e
i2(ωk−ωc)t (D26a)
= (CTLCc)2 1
8
(
~ZT
2φ20
)
E2J
~2ωc
ϕ˜2T (kc)Aˆ2ρ(t)Aˆ
†
2 (D26b)
= Γ2,1Aˆ2ρ(t)Aˆ
†
2. (D26c)
Similar to the definition of the nonlienar operator of the cavity field in first order coupling, we can redefine the
nonlinear operator for second order as
Aˆ′2 = (CTLCc)Aˆ2 (D27)
and then the associated rate is
Γˆ′2,1 =
1
(CTLCc)2 Γ2,1 =
1
8
(
~ZT
2φ20
)
E2J
~2ωc
ϕ˜2T (kc) (D28)
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Compared with the rate associated with the first order coupling Hamiltonian, Γ1 [see Eq. (D12)], the rate associated
with this term is
Γ′2,1/Γ1 =
1
8
ϕ˜2T (kc). (D29)
For a realistic setup, where we assume the transmission is 1 m long, the cavity frequency is 7.5 GHz, and the speed
of microwave along the transmission line is speed of light, and the characterestic impedance of the transmission line
is 50 Ω, the quantization parameter ϕ˜T (kc) ∼ 0.0124. So this process is much slower than the first order coupling,
which is controlled by the small parameter ϕ˜2T (kc), which is equivalent to the small parameter
2pivp
ωcl
[see Eq. (D36)].
Especially, as the transmission line l→∞ (approaching theoretical limit), this term → 0.
The second line of the Eq. (D24) (noted as T3,2) is
T3,2 = (CTLCc)2E
2
J
~2
∑
k,q
−
∑
k
δk,q
 ϕ˜2T (k)ϕ˜2T (q)Aˆ2ei(ωk+ωq−2ωc)(t−τ) (D30)
Note the second summation term is similar to the calculation in Eq. (D26), and it is 2Γ2,1Aˆ2ρ(t)Aˆ
†
2.
The first summation term
T3,2 + 2Γ2,1Aˆ2ρ(t)Aˆ
†
2 = (CTLCc)2
E2J
~2
l2
(2pivp)2
∫ t
t0
dτ
∫ ωH
ωL
dωk
∫ ωH
ωL
dωq
{
ϕ˜2T (k)ϕ˜
2
T (q)Aˆ2ρ(τ)Aˆ
†
2e
i(ωk+ωq−2ωc)t
}
(D31)
With Born-Markov approximation, we replace ϕ˜T k and ϕ˜T q by the central frequency mode kc = ωk/vp, and because
of the fast oscillation term ei(ωk+ωq−2ωc)t, only the modes that satisfies ωk + ωq = 2ωc will have large contribution,
we can approximate the integral of two modes frequencies by θ
∫
dω¯ where ω¯ = (ωk + ωq)/2, and θ is the coupling
bandwidth. Then the integral in Eq. (D31) is
T3,2 + 2Γ2,1Aˆ2ρ(t)Aˆ
†
2 = (CTLCc)2
E2J
~2
l2θ
(2pivp)2
ϕ˜4T (kc)
∫ t
t0
dτ
∫
dω¯
{
Aˆ2ρ(τ)Aˆ
†
2e
2i(ω¯−ωc)t
}
(D32a)
= (CTLCc)2 1
4pi
(
~ZT
2φ20
)2
E2J
~2ωc
θ
ωc
Aˆ2ρ(t)Aˆ
†
2 (D32b)
≡ Γ2,2Aˆ2ρ(t)Aˆ†2 (D32c)
Note that this term is also slow compared to the first order dynamics. Similarly, to consistently compare with the
first order rate in Eq. (D12), we redefine the cavity operator Aˆ as Eq. (D27) and the rate associated rate Γ′2,2 as
Γ′2,2 =
1
(CTLCc)2 Γ2,2 =
1
4pi
(
~ZT
2φ20
)2
E2J
~2ωc
θ
ωc
(D33)
and then the ratio for the rates
Γ′2,2
Γ1
=
1
4pi
(
~ZT
2φ20
)
θ
ωc
, (D34)
where if the transmission line impedance is 50 Ω, the term
(
~ZT
2φ20
)
∼ 0.1560 and in the quantum optics system
assumption, θ/ωc  1. So this second order coupling dynamics is also slower than the first order coupling dynamics,
and is controlled by the small parameter θ/ωc.
Similarly, we can perform the same preocedure for the other three terms and obtain the master equation induced
by H2
∂tρ(t) = −Γ2D[Aˆ2]ρ(t) (D35a)
D[Aˆ2]ρ(t) = −1
2
(
Aˆ†2Aˆ2ρ+ ρAˆ
†
2Aˆ2 − 2Aˆ2ρ(t)Aˆ†2
)
(D35b)
Aˆ2 = CTLCc
∑
n
(−1)nϕ˜2n+2c
n! · (n+ 2)!
(
a†
)n
an+2 (D35c)
Γ2 =
[
1
4pi
(
~ZT
2φ20
)2
E2J
~2ωc
] [
θ
ωc
− pivp
2lωc
]
(D35d)
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Finally, I want to note that the above derivation is valid when the length of the transmission line is large. This is
consistent with the Born-Markov approximation. We assume in a coupling bandwidth θ  ωc, the number of modes
in this bandwidth is still much greater than the system DOFs, so the transmission line must be considered to be long,
in which the integer
nc ≡ kcl
2pi
=
ωcl
2pivp
 1, (D36)
such that we can find an other integer nθ which satisfies |nθ − nc|  1 and nθ/nc  1. In the regime where l →∞,
the rate of the quantum process given by H2 nonlinear system-bath coupling is given by Γ
′
2,2 term [Eq. (D33)], and
is controlled by small parameter θ/ωc which does not depend on the length of the transmission line.
Similar to the discussion for the second order term in the ABOCC coupling circuit, after we apply the rotating-wave
approximation, the third order Hamiltonian is given by
H3
EJCcCTL =i

∑
k
ϕ˜3T (k)
6
(b†k)
3 +
∑
k,q
′ ϕ˜T (k)ϕ˜T (q)
2
(b†k)
2b†q +
∑
k,q,p
′
ϕ˜T (k)ϕ˜T (q)ϕ˜T (p)b
†
kb
†
qb
†
p
 (D37a)
×
∑
n
(−1)nϕ˜2n+3c
n! · (n+ 3)! (a
†)nan+3 − h.c.
}
−i

∑
k
ϕ˜3T (k)
2
(b†k)
2bk +
∑
k,q
′
ϕ˜2T (k)ϕ˜T (q)
(
b†qb
†
kbk +
1
2
(b†k)
2bq
)∑
k,q,p
′
6ϕ˜T (k)ϕ˜T (q)ϕ˜T (p)b
†
kb
†
qbk
 (D37b)
×
∑
n
(−1)nϕ˜2n+1c
n! · (n+ 1)! (a
†)nan+1 − h.c.
}
Follow the same argument in the discussion of the section order terms, the only Hamiltonian term that contributes
to the system dynamics when the bath is in vacuum state is the first term in Eq. (D37a). We can define a system
nonlinear operator
Aˆ3 = CcCTL
∑
n
(−1)nϕ˜2n+3c
n! · (n+ 3)! (a
†)nan+3. (D38)
In Eq. (D37a), there are three terms, the first term,
∑
k
ϕ˜3T (k)
6 (b
†
k)
3 term, will give a Lindblad term in master equation
of cavity field as D[Aˆ3]ρ(t) with rate Γ3,1. This process is further suppressed by the small parameter 1/nc [see
Eq. (D36)] as
Γ3,1
Γ1
∝ n−2c =
(
2pivp
ωcl
)2
. (D39)
The second term,
∑
k,q(b
†
k)
2b†q term, will give a Lindbald term D[Aˆ3]ρ(t) with rate Γ3,2,
Γ3,2
Γ1
∝ 1
nc
θ
ωc
=
(
2pivp
ωcl
)
θ
ωc
, (D40)
where θ is the coupling bandwidth. The third term
∑
k,q,p b
†
kb
†
qb
†
p givens the same Lindblad term with rate Γ3,3,
Γ3,3
Γ1
∝ θ
2
ω2c
. (D41)
In the limit where l → ∞, the third term is dominant, but is still further suppressed by θ/ωc, even compared with
the second order dynamics. In the main text, we ignore the second and third order terms in the system-bath coupling
Hamiltonian and only focus on the first order terms.
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