A composite polynomial zerofinding matrix algorithm  by Malek, F. & Vaillancourt, R.
Pergamon 
Computers Math. Applic. Vol. 30, No. 2, pp. 37-47, 1995 
CopyrightO1995 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
0898-1221(95)00076-3 0898-1221/95 $9.50 + 0.00 
A Composite Polynomial 
Zerofinding Matrix Algorithm 
F. MALEK 
Department of Computer Science, University of Ottawa 
Ottawa, ON, Canada K1N 6N5 
387225@acadvml. uottava, ca 
R.  VAILLANCOURT 
Department of Mathematics and Statistics, University of Ottawa 
Ottawa, ON, Canada K1N 6N5 
rxvsg©acadvml, uott awa. ca 
Dedicated to Tom Hull on the occasion of his seventy-second birthday 
(Received November 1994; accepted January 1995) 
Abst ract - -A  globally convergent matrix algorithm is presented for finding the real and complex 
zeros of a (complex) polynomial p(x). A combination of Schmeisser's and Fiedler's matrices is used in 
the algorithm. First, the greatest common divisor, g(x), of p(x) and its derivative, p'(x), is obtained 
and used to reduce p(x) to a polynomial q(x) = p(x)/q(x) with simple zeros. Second, the zeros of q(x) 
are computed either by finding the eigenvalues of the first block of Schmeisser's matrix or by applying 
Fiedler's algorithm recursively. In either case, the eigenvalues are obtained by the QR algorithm. 
Third, the multiplicity of each zero of p(x) is calculated by means of Lagouanelle's modified limiting 
formula. Sample numerical results are given to demonstrate the effectiveness of the algorithm. 
Keywords--Polynomial  zerofinding algorithms, Companion matrices, Simultaneous polynomial 
solvers, Matrix methods for polynomials, Greatest common divisor of a pair of polynomials, 
Lagouanelle's limiting formula. 
1. INTRODUCTION 
Finding the zeros of polynomials is one of the oldest and most studied problems in mathematics. 
It  is also an important problem in applied mathematics since it frequently occurs in applications. 
There are a number of numerical methods in the literature which were developed to approximate 
the real and complex zeros of a polynomial. A large class of methods use search procedures 
for locating zeros in some regions of the complex plane, and then apply iterative procedures for 
simultaneously, or selectively, improving these zeros. Some of the currently emerging methods 
construct companion matrices, M, defined below, of a given polynomial and use matrix methods 
to find the eigenvalues of M. 
DEFINITION 1. (Companion matrix) Given a monic polynomia] of degree n, 
p(x)=xn+an_ lXn- l+ . . .+ao ,  akEC , k=O, . . . ,n -1 ,  (1) 
This work was supported in part by the Natural Sciences and Engineering Research Council of Canada under 
Grant A 7691 and the Centre de recherches mathdmatiques of the Universitd e Montreal. 
Typeset by ~4fl4S-TEX 
37 
38 F. MALEK AND R. VAILLANCOURT 
of a complex variable x E C, a matrix M E C nxn  such that 
det(M-AI )=(-1)np(A) ,  (2) 
is called a compan/on matrix o[ p( x ). 
By (2), the zeros of p(x) are the eigenvalues of M. Therefore, the problem of finding the zeros 
of p(x) reduces to the problem of finding the n eigenvalues ofthe n x n matrix M. This problem is 
attractive since we have a stable, convergent and fast matrix method, namely the QR algorithm, 
to solve accurately the determinental equation (2), at least for the simple zeros. One could also 
use Jacobi's method [1], which is parallelizable, for finding the eigenvalues ofcomplex symmetric 
matrices, which are of interest in this paper. 
The following three companion matrices atisfy (2), but only the last two are considered for 
the composite algorithm of this paper. 
i.I. Frobenius ~ Compan ion  Matr ix  
A well-known eigenvalue procedure uses the Frobenius companion matrix C, directly defined 
in terms of the coefficients of p(x) by: 
C := 
• o ] 
- -an -1  - -an -2  "" - -a  l - .ao  
1 0 ... 0 
0 1 ... 0 i J" : "'. 0 
0 0 ... 1 
(3) 
This method is used in Matlab [2] (Roots command) to find the zeros of polynomials, with the 
option of balancing C. 
1.2. Schmeisser's Companion Matrix 
A second form of companion matrix obtained by Schmeisser [3] for real polynomials with only 
real zeros is derived from a modified Euclidean algorithm. 
ALGORITHM 1. (Modified Euclidean algorithm) Let 
u(x)=xn+an_ lxn - l+ . ' .+ao ,  a~ER, i = O, 1 , . . . ,n -  1, 
be a monic polynomial with real coefficients. Define: 
1 u'(x). 
A(x)  = ~(x), /2(~) = 
Then, for v = 1 ,2 , . . . ,n -  1: 
(a) If f~+l(x) ~ 1, divide ]~ by f~+t with remainder -c~f~+2(x): 
/.(x)=q.(x)/~+l(X) -c./~+2(x). 
(i) If f~+2(x) = 0, set 
(b) Else, stop and set 
c~=O,  / .+2(x)  = /~+1(=) 
c[/'+l(~)]" (4) 
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The numbers c~ are introduced in order to produce a sequence of monic polynomials, 
t x and c[f~+l(x)] is the coefficient of f~+l( ) for which the right-hand side of (4) is monic. 
Schmeisser proved that the matrix T defined by: 
T = 
--ql(0) 
V'~ --q2(0) 
• ° 
-qn(O)_ 
(5) 
satisfies the determinental equation (2), i.e., 
det(T - A I )  = (-1)nu(A). 
It was shown in [4] that the matrix T can be used to compute complex zeros of (complex) 
polynomials provided Algorithm 1 does not break down. 
A block diagonal variation, T, of the matrix T is found in [5] in the form 
~= [ T(1) ... T(S) ] " (6) 
The blocks T (j) have simple eigenvalues, and 
T(J) = 
are of the form 
0 ° ] 
o ••. ".. ' 
(J) / \ i  
0 0 1 -qk j  tO) -I 
where 
d = kl _> k2 > ""  _> k8 _> 1, 
j = a , . . . , s ,  (7) 
and 
8 
j=l 
Note that d is the number of distinct zeros of p(x) and these zeros are the eigenvalues of the first 
block T (1). The number, s, of blocks is the maximum multiplicity of the roots of p(x). 
Methods based on the matrices T and T can be found in [4] and [5], respectively. A theoretical 
disadvantage of these methods, apart from numerical problems, is that, in some cases, they 
can break down if p(x) has complex roots. This situation can be remedied by starting with a 
random polynomial instead of the derivative, pr(x), in order to complete the modified Euclidean 
algorithm. 
One numerical difficulty caused by the use of finite-precision arithmetic is to decide when a 
small remainder, fv+2(x), is to be set to zero [6]. This decision may affect the multiplicity of a 
root. In practice, a remainder is set to zero if the modulus of each of its coefficients i smaller 
than a given tolerance. 
1.3. F ied ler 's  Compan ion  Mat r ix  
A third form of companion matrix was constructed by Fiedler [7] and is derived as follows• 
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ALGORITHM 2. (Fiedler's algorithm) Let p(x) be a monic polynomial of degree n 
bl,b2,... ,bn • C be n distinct numbers uch that p(bk) ~ 0 for k = 1,... ,n. 
Set 
v(x) = H (x - bk) and B = diag (bk) • C nxn, 
k=l  
and define the rank-one perturbation, A = B - add T • C n×n, of the diagonal matrix B by 
and 
aik = -ad~dk, if i ¢ k, (8) 
akk = bk - ad~, (9) 
where i, k = 1,. . . ,  n, the number a ~ 0 is fixed and dk is a root of 
av'(bk)d2k - p(bk) = O. 
Then, 
det(A - AI) = (-1)np(A). | 
In [4], Algorithm 2 was used recursively by taking the newly found eigenvalues ofA as the new 
values for bk. This numerical procedure has exhibited very fast convergence of bk to the simple 
roots of the given polynomial, p(x), the large roots being determined to high accuracy prior to 
the small roots. On the other hand, convergence has reached a saturation point beyond which 
the accuracy of multiple roots did not improve unless higher precision arithmetic was used in the 
construction of Fiedler's matrix and, possibly, in the QR algorithm. 
1.4. A Three-Stage Algorithm 
The present paper proposes anew three-stage algorithm to compute all the simple and multiple 
roots of a given polynomial to high accuracy and to determine the multiplicity of each root. This 
algorithm is summarized as Algorithm 3 below. 
ALGORITHM 3. (Summary of the composite algorithm) 
(a) Find the greatest common divisor, gcd(p(x),p'(x)), of p(x) and p'(x) where p'(x) is the 
derivative of p(x). Reduce the polynomial p(x) to a polynomial q(x) having only simple 
roots by: 
p(x) 
q(x)  = 
gcd (p(x), p'(x))" 
(b) Compute the simple roots of q(x) either by finding the eigenvalues ofT (1) given by (6) or 
by iterating Algorithm 2. 
(c) Calculate the multiplicity of each root ofp(x) by means of Lagouanelle's modified limiting 
formula (17). 
Note that other methods which deal with multiple roots can be found, for example, 
in [5,6,8-10]. 
2. THE COMPOSITE  ALGORITHM 
The new three-stage Algorithm 3 is now described in detail. 
2.1. First Stage: Polynomial Reduction 
The first stage of the algorithm consists of reducing a polynomial with multiple roots to a 
polynomial with simple roots. Let p(x) be a monic (complex) polynomial of degree n with distinct 
roots, rl, r2,..., rN, having multiplicities, #I, P2,..., #N, respectively, such that Pl +'" "+#N ---- n; 
then 
p(x)  = (z  - n ) " '  (x - ( z  - rN)  
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Let 
g(x) = gcd(p(x),p'(x)) (10) 
denote thegreatest common divisor ofp(x) andpl(x). The followingalgorithmis used to findg(x). 
ALGORITHM 4. (Euclidean algorithm) Let p(x) be a monic polynomial and set 
po(x)--p(x), pl(x) =p'(x) 
n 
For ~/-- 0, I , . . . ,  set 
p~(x) = q.+z(x)p~+l(x) - c~p~+2(x). 
If p~+2(x) = 0, then stop and set 
(11) 
(12) ! 
The coefficients c. are introduced to ensure that the sequence of polynomials, p~(x), produced 
by the algorithm are monic. Note that Algorithm 4 is similar to Algorithm 1, except hat it stops 
as soon as g(x) is found, that is, only the first block, T (1), of Schmeisser's matrix (5) or (6) is 
constructed. From the algorithm, it is easy to see that: 
g(x)  = (x - rl) '-l(x - r2F -l.-'(z - rN) "N-L  
Thus, the reduced polynomial, 
p(x)  = (x - r l ) (x  - r2 ) . . .  (x - rN) ,  q (z )  = 
contains all the simple roots of the original polynomial p(x) (see [5,6]). 
When the number, N, of distinct roots is equal to the number of iterations necessary to 
find g(x), i.e., N -- s, we say that Algorithm 4 terminates regularly; otherwise, it breaks down. 
A more practical definition of regular and breakdown terminations ofthe algorithm is given below 
in the second stage. 
The first stage has a dual purpose: the first one is to compute g(x) and the second one is to 
form the first block of Schmeisser's matrix (5) or (6). 
The greatest common divisor of p(x) and p~(x) can also be found by a matrix method due to 
Barnett [11]. 
2.2. Second Stage: Computing Distinct Roots  
When performing Algorithm 4, it is necessary to record the degree of each polynomial p~,(x) 
generated by the algorithm in order to determine which procedure to use for finding the simple 
roots. The following notation is due to [5]. 
NOTATION 1. Ifdegpi = n- i  for i ---- 0, 1 , . . ,  s, then Algorithm 4 terminates regularly; otherwise 
it breaks down. 
There are two cases to be considered. 
CASE (A). If g(X) -- 1, then p(x) and pt(x) are coprime and p(x) has simple roots. We consider 
the following two subcases. 
(i) If Algorithm 4 breaks down, then the matrix T (1) cannot be formed properly unless 
another andom polynomial is introduced to replace the derivative p'(x) of p(x). In this 
case, Algorithm 2 is used iteratively to compute the simple roots of q(x). 
(ii) If Algorithm 4 terminates regularly, then T (1) is formed properly and satisfies the deter- 
minental equation (2) for q(x). The simple roots are computed by finding the eigenvalues 
of T (1). One could also use Algorithm 2 iteratively to compute these simple roots. 
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CASE (B). If degg > 0, then p(x) has multiple roots. To compute the simple roots of q(x), we 
consider the following two subcases. 
(i) If Algorithm 4 breaks down, then the matrix T (1) cannot be formed properly and Algo- 
rithm 2 is used iteratively to find the simple roots of q(x). 
(ii) If Algorithm 4 terminates regularly, then the matrix T0) contains the simple roots of 
q(x). These roots can be computed by solving the determinental equation (2) for q(x). 
As an alternative, one can use Algorithm 2 iteratively. 
Algorithm 2 requires initial values for bk, k = 1, . . . ,  n. The composite algorithm uses initial 
values on a large circle of radius R, given by (13) below, which encloses the n zeros, r~, of p(x), 
Ird <_ R, i = 1,.. .  ,n. 
The following estimate for R is found in Henrici [12]. 
THEOREM 1. Let A1,... ,  An be positive numbers uch that 
and let 
A1 Jr" " ' '  q- An <~_ 1, 
R = max A-k 1/k ctn-le 1/k. 
l<k<n l an I 
Then R is an inclusion radius for p(x), i.e., Ir d <_ R, for all i = 1,... ,n. 
In particular, it follows from Theorem 1 with Ak = 1/2 k that the circle of radius R, 
R=2 max lan_kL l/k, (13) 
l<k<_n 
and centered at the origin, contains all the zeros of p(x). 
For Algorithm 2, one can also choose random initial values inside a square centered at the 
origin with sides of length 2R, where R is given by (13). 
2.3. Th i rd  Stage: Comput ing  Root  Mult ip l ic i t ies 
Let Xl be a root of multiplicity #1 > 1, of a given polynomial u(x) of degree n. Then, 
Lagouanelle's limiting formula [13], proved in the following theorem, computes the multiplicity 
of Xl.  
THEOREM 2. (Lagouanelle's limiting formula) Let u(x) = (X-Xl)  m h(x) where h(xl) ~ O. Then, 
1 
#1 = lim (14) 
• - . . .~ ,  [~(~)/~,(~)],' 
PROOF. Taking the logarithm of {u(x)[, we have 
in lu(x)l = m in Ix - xll + In Ih(x)l. (15) 
Differentiating (15) with respect o x, we get 
u'(z) #1 h'(z) 
u(x) x - xl h(x)" 
Hence, 
lira [u (x ) ] ' :  lim 
1 
#1 
]' 
ttlh(z) + (x - xl)h'(x) 
While formula (14) gives the multiplicity of the roots, it can cause numerical difficulty since 
both u(x) and u'(x) approach zero as x approaches a multiple root. To overcome this difficulty, 
the following modification of formula (14) is proposed. 
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COROLLARY 1. (Lagouanelle's modified limiting formula) Let 
g(x) = ged (u(x), u'(x)) 
be the greatest common divisor of u(x) and u'(x), and set 
~(~) = u(~) ~(~) = u'(x__ A)
~(x)' g(x)" 
Then it1 is given by Lagouanelle's modified limiting formula: 
/.t I : lim w(x) 
~-~1 v,(~)" 
(16) 
(17) 
PROOF. By (16), we have 
Differentiating (18), we obtain 
u(x) v(x) 
u,(x) ~(x) 
[ u(x)]' ~'(x)w(x)-~(x)w'(x) ~,--~j = ~(x)2 
Therefore, 
lim 
X--+Xl 
since V(Xl) ~ 0 as x --* x]. Thus, 
' v'(x) [u (x ) ]  = lim 
kul(x) J  x--~Xl w(x )  ~ 
#1 = lim w(x) 
x~xl v'(x)" 
In numerical computation, #1, given by (17), is rounded to the nearest integer. 
0s)  
| 
3. IMPROVING THE ACCURACY OF  SMALL  ROOTS 
In [4] it is observed numerically that the eigenvalues of A produced by an iteration of Algo- 
rithm 2 converge more rapidly to the large than to the small roots of a given polynomial. 
Wilkinson [14,15] has shown that large roots cannot, in general, be stably deflated. For this 
reason, and for the purpose of our composite algorithm which attempts to simultaneously find all 
the roots of a given polynomial, we present an additional stage to this algorithm for improving 
the accuracy of the small roots. 
In the next section, the following practical criterion will be used to distinguish numerically 
between small and large roots. 
CRITERION 1. A root ri is considered to be numerically small/ f  Iril < 1/100 and large otherwise. 
To accelerate the convergence to small roots, we shall make use of the reciprocal polynomial 
defined as follows. 
DEFINITION 2. Given a real or complex polynomial, 
p(x) = anx n + an- ix  '~-1 +. . .  + alx + a0, 
where anao ~ O, with roots ri, the reciprocal polynomial, p*(x), of p(x) is defined by 
with roots si = 1/ri. 
We note that the small roots of p(x) are the large roots of p*(x). 
The iterative process of the second stage can be reapplied to the reciprocal polynomial to get 
its large roots to high accuracy. 
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4. NUMERICAL  RESULTS 
The composite algorithm described in this paper has been tested for accuracy with many 
polynomials found in the literature and considered to be ill-conditioned, without any consideration 
to speed or memory allocation. The results have been quite successful• The algorithm has been 
implemented in Mathematica [16] and then converted to Fortran 77 on a Sun Microsystems 
Sparc 10 workstation• Quadruple precision was used in all the computations except for the QR 
algorithm which used double precision arithmetic. The tolerance on the coefficients of a remainder 
in Algorithms 1 and 4 was set at I0 -t°, except for JTP9 where it was set at 10 -2s. 
The following sample polynomials were taken from the literature and solved by the proposed 
algorithm. 
JW20:  James Wilkinson's polynomial of degree 20 (see [14,15]): 
(x - 1)(x - 2)... (x - 20); 
TT32:  Tho-Trefethen's polynomial of degree 32 (see [17]): 
32 [ (x+2-4(k -1 ) ]  
H 31 ' k=l 
MR05:  The polynomial with a root of multiplicity five: 
MR10:  The polynomial with a root of multiplicity ten: 
g]  (x -  5 ) (x -  1)(x + 1)2; 
I-IM40: The polynomial of degree 40 (see [10,19]): 
( lk~=l[x--eiW(k-lO)/20]} {k~=~OI~-- (~) ei'(k-lO)/20]) ~ 
DUNI :  The polynomial of degree 12 (see [6]): 
(-1 + x)3(x + 2)(x 2 + 9)(x 6 -  64); 
JTP9 :  The polynomial of degree 20 discussed below (see [18,19]): 
Ps(x) = (z m - 10 .20 ) (x '° + 102°); 
P17: The polynomial of degree 17 (see Table 3): 
P iT (x )  = (z  5 - 5 )3 (z  - 2)2;  
P27: The polynomial of degree 27 (see Table 4): 
P27(x) -- (x 4 - 4)5(z 3 - 6)2(x - 3); 
MR14:  The polynomial with multiple roots of degree fourteen discussed below: 
(X -- 5 -- 6i)4(x 2 -- lO-6)(x 2 + lO-S)(x -- 6 -- i)(x -- 6 + 2i) 
• (x - 8 - 7i)(x - 8 + 9i)(x - 10 - 15i)(x - 10  + 17i). 
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Table 1. For a given polynomial, p(x), the table lists the precisions used to evalu- 
ate p and to compute the elements of the matrix T(D, the number of iterations of 
Algorithm 2, and the number of correct digits in the computed roots. 
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Polyn. p(x) Prec. in p(x) Prec. in QR No. of iter. Min. no. of correct dig. 
JW20 
TT32 
M R,05 
MR,10 
HM40 
DUN1 
32 
32 
32 
32 
32 
32 
16 
16 
16 
16 
16 
16 
15 
15 
16 
15 
15 
15 
Table 2. For a given polynomial, p(x), the table lists the precisions used to evaluate p 
and to compute the elements of the matrix A, the number of iterations of Algorithm 2, 
and the number of correct digits in the computed roots. 
Polyn. p(x) Prec. in p(x) Prec. in QR No. of iter. Min. no. of correct dig. 
JTP9 
P17 
P27 
32 
32 
32 
16 
16 
16 
15 
15 
15 
Table 3. Calculated values and multiplicities of the roots of P17(x). 
Roots Multiplicity 
2 
1.379729661461215 
-1.116224743765316 - 0.810984747157389 i 
-1.116224743765316 + 0.8109847471573891i 
0.4263599130347087 + 1.312200885258394i 
0.4263599130347081 - .312200885258394i 
Table 4. Calculated values and multiplicities of the roots of P27(x). 
Roots Multiplicity 
3 
-0.90856029641607 + 1.573672595132474i 
-0.90856029641607 - 1.573672595132472i 
1.817120592832139 
1.414213562373095i 
1.414213562373095 
-1.414213562373095 
-1.414213562373095i 
4.1. Polynomials without Breakdown in the First Stage 
For the first six polynomials, JW20, . . . ,  DUN1, the greatest common divisor (10) was calcu- 
lated in the I st stage without any breakdown of Algorithm 4. Therefore, the matrix T (1) was 
constructed properly. The roots of these polynomials were computed in the 2 nd stage by applying 
the QR algorithm to T (1). Finally, the 3 rd stage of the algorithm found the multiplicities of these 
roots by means of Lagouanelle's modified limiting formula. The results axe listed in Table 1. 
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Table 5. Calculated values and multiplicities of the roots of MR14. 
Roots Multiplicity 
10. - 17.i 
10. + 15.00000000000001i 
8. - 8.99999999999999i 
7.999999999999996 + 7.000000000000001i 
5.000000000000001 + 6.000000000000004/ 
6. - 2.000000000000001i 
6.000000000000002 + 1.000000000000002i 
0.001 
-0.001 
0.001i 
-0.001i 
4.2. Po lynomia ls  w i th  Breakdown in the  F i rs t  Stage 
For the next three polynomials, JTP9, P17, P27, Algorithm 4 broke down while calculating 
the greatest common divisor (10). Since the matrix T (1) could not be constructed, in the second 
stage, Algorithm 2 was used iteratively, with the QR algorithm, to compute the distinct roots of 
these polynomials. The results are listed in Table 2. 
Tables 3 and 4 list the computed values of the roots of P17 and P27, respectively, and their 
multiplicities. 
4.3. Smal l  Roots  
The last polynomial, MR14, contains four small roots of modulus 1/1000. Even though Algo- 
rithm 4 did not break down at the 1 st stage, the small roots were accurate to only 10 digits. The 
reciprocal polynomial was used to enhance the accuracy of these roots to 15 digits. The second 
stage of the algorithm plays a role of predicting the small roots and correcting them with the 
reciprocal of the original polynomial. The results are listed in Table 5. 
5. CONCLUSION 
In this paper, a new composite algorithm uses Schmeisser's and Fiedler's complex symmetric 
companion matrices and a modification of Lagouanelle's limiting formula (a) to find the greatest 
common divisor, g(x), of a given (complex) polynomial, p(x), and its first derivative, p~(x), and 
form the reduced polynomial q(x) = p(x)/g(x) with simple roots, (b) to compute simultaneously 
the real and complex zeros of q(x) to high accuracy and (c) to find the multiplicity of these roots, 
as roots of p(x). Fiedler's algorithm is used to complement the modified Euclidean algorithm in 
the case the latter fails to produce the first block of Schmeisser's matrix. In all the examples 
which were tried out, the roots of q(x) were computed to high accuracy (except he very small 
roots) and the multiplicity of every root was calculated correctly. Very small roots of q(x) were 
computed to high accuracy by computing the large roots of the reciprocal polynomial, q*(x), 
of q(z). 
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