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ABSTRACT 
The opinions of local experts in the location-based social network are of great significance to the collection and dissemination of local 
information. In this paper, we investigated in-depth how the user comments can be used to identify the local expert over social networks. We 
first illustrate the existences of potential local experts in a social network using a scored model by considering the personal profiles, comments, 
friend relationship, and location preferences. Then, a multi-dimensional model is proposed to evaluate the local expert candidates and a local 
expert discovery algorithm is proposed to identify local experts. Meanwhile, a scoring algorithm is proposed to train the weights in the model. 
Finally, an expert recommendation list can be given based on the score ranks of the candidates. Experimental results demonstrate that 
effectiveness of proposed model and algorithms.  
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1 Introduction 
With the rapid development and a large amount of interesting 
applications, the social network is becoming a necessary platform 
for daily life and information sharing [1]. The popularization of 
social networks also makes it feasible for users to find solutions 
when facing problems. There are two commonly used ways to find 
solutions: the first is to search the content of social networks (such 
as microblogging, Twitter, etc.) which contains vast amount 
information; the second is asking for the help of the local experts 
online [1, 2, 3]. For the second way, the key problem is how to find 
who are local experts and which local expert can answer the user 
question precisely, which is also the research aims of this paper.  
The local expert application will be a vital service in the location-
based social network [1] (LBSN) such as Yelp review network and 
Dianping network [2], which incorporate online relationships and 
offline behaviors of users, bringing us a richer user experiences and 
attracting thousands of users at the same time. There will be a lot 
of needs when we visit a new place for the first time, such as food, 
shopping, etc. A relevant social network platform like 
dianping.com can only provide us with specific recommendation 
list. But most of the time, this recommendation cannot meet our 
real need when it becomes more complicated. For example, when 
a user arrives at Xinjiekou in Nanjing city for the first time going to 
a restaurant, the user might aims at finding a restaurant with local 
cuisine, nice environment, in a time and cost-effective way. In this 
case, a local expert might be very helpful for providing 
recommendations for the user online, who is familiar about not only 
the topic but also the location, thus providing a higher quality 
service. Compared to general topic experts, except the topic 
attribute, the local experts are also based on geographical location, 
so the research problem turns to find the experts from the general 
topic expert set, which are well similar to the special position. 
The works in [2] shown that first coming to a strange place, people 
are more willing to consult local experts. Local experts are always 
the best choice when querying the best of some local businesses on 
Yelp. They play an important role in the local information 
collection and communication. Yelp has a huge dataset including a 
large number of user information, reviews and spatial data which 
can provide wealthy resources for the discovery of local experts,  
The existing expert finding methods mainly focus on specific topic 
experts rather than local experts, so that the location and semantic 
information are not being fully utilized. In addition, the study of 
expert identification and recommendation based on fine granularity 
like a location points with latitude and longitude is rarer. The main 
contributions in this work is: (1)We propose a review-based local 
expert discovery mechanism to measure the degree of local experts 
from different aspects; (2) A multi-dimensional model is proposed 
to evaluate the local expert candidates and a local expert discovery 
algorithm is proposed to identify local experts; (3) A scoring 
algorithm is proposed to train the weights in the model. 
The structure of this paper is organized as follows: Section 2 
introduces related works of expert finding. Section 3 gives the 
description of the experimental data and the definition of the 
problem. Meanwhile, this section analyzes the feasibility of the 
expert discovery in the Yelp network; Section 4 details the review 
based local expert scoring model; Section 5 presents the learning 
method of the scoring model; Section 6 gives the design and result 
of the experiment. At last, conclusions and future works are 
provided in Section 7. 
2 Related Works 
Social networking research began in the nineties of the twentieth 
century, since then experts finding research has gained some 
success. Early experts finding mainly uses information retrieval 
techniques [3], mining experts who meet the requirements using 
specific terms. More and more research methods came into being 
with the in-depth research of expert. The main expert identification 
methods can be divided into three categories: 1) Probability-model-
based experts finding. It is mainly based on the probability statistics 
model, which solves the expert users’ ranking by calculating the 
probability that users are experts. There are two classic expert 
discovery models [4]. One is the profile-centric method, which 
measures the correlation degree between the profiles created for 
users and the queries; the other one is the document-centric method, 
which ranks the experts and the documents related to the query. 
These co-occurrence relations based models had achieved a good 
effect. But with the diversification of expert activities and 
relationship network, this single word-based and document-based 
expert identification method is no longer applicable to this kind of 
complex network relationships and unstructured textual 
information; 2) Graph-model-based experts finding, which is 
influenced by page sorting algorithm. The join of the relationship 
between users makes experts identification get a further developing. 
The classic sorting algorithms such as PageRank [6], Hyperlink-
Induced Topic Search (HITS) [5], and a series of PageRank based 
algorithms like TwitterRank [5] and InfluenceRank [6] etc, are 
gradually used to find the expert users in the networks; 3) Topic-
model-based experts finding gives experts ranking by analyzing the 
relationship between experts and implied topics [7]. 
As the LBSN appears, more and more social content has location 
information, which improves customer satisfaction and at the same 
time provides opportunities for researchers. So local experts 
discovery has become a real need. Antin et al. [2] conducted a 
survey about people’s attitudes towards local knowledge and found 
that most people feel they are local experts and are willing to be 
consulted local issues to give advice. The study shows that 43% of 
people are more willing to ask for local experts, and 39% of people 
do not mind answering questions. Cheng et al. [8] crawled tagged 
expert users, tags and the relations between them in Twitter dataset 
and a local experts identification algorithm was proposed to find 
local experts on different topics in different cities. The proposed 
LocalRank algorithm includes two aspects of local experts: topic 
authority and location authority. The topic authority is defined as 
how well the candidate is recognized about the topic, considering 
about user's link relation and the information disseminated in the 
network and proposing a distance weighted social graph to identify 
expertise level of users in a given topic. The location authority is 
defined as the local reputation of the candidate. Haokai Lu [9] 
studied personal expert recommendations on the same dataset, 
using matrix decomposition model from different aspects (location 
preference, topic preference, social relations preference) of users to 
recommend personal experts. Tanvi Jindal [10] used Yelp dataset 
to study local experts which extracts users' features firstly and then 
used classification algorithm like Bayesian to mining category 
experts. Based on the algorithm, a Gaussian mixture model is 
proposed to cluster the review locations. Then the distance between 
the cluster center and the query location is used to estimate the 
location authority. However, this algorithm ignores the network 
topology and the large and abundant content information and the 
cluster center in a city cannot fully reflect a user's active points. 
Wei Niu [11] [12] et al. proposed a local expert sorting algorithm 
named LExL [12], using Microsoft's famous LambdaMART [14] 
algorithm in “Learning to rank” [13] from four dimensions: user's 
own attributes, tag table, location authority and location-based 
random walk to sort candidate users.  
Although many research works have been done in this area, there 
are still many challenges, including local expert finding with the 
abundant location and text semantic information. The classical 
expert discovery method has been far from satisfying in the 
location-based social networking environment. Relevant research 
in the follow-up study also puts forward some different approaches. 
This paper proposes a review based local expert discovery 
algorithm in a fine granularity, making fully use of various kinds of 
information, mining local experts in the Yelp network for high-
quality expert services. 
3  Preliminary 
In this section, we will define the research problem and address the 
dataset used in this paper. Afterwards combining analysis on spatial 
point pattern of the dataset and two instances, the feasibility of the 
research is verified. Finally, the POIs are abstracted to simplify 
calculation and local expert candidates of each POI are marked 
among existing category experts in the dataset using DBSCAN 
clustering algorithm. 
3.1  Problem Description 
Compared to general experts, local experts are not only experienced 
in the area, but active in some locations. When users visit a new 
place, having their own demands, the question is which person who 
can offer high qualified service for users should be recommended. 
The people which we need are called local experts, formally 
described as follows: Given a review query 𝑞 , which contains 
category 𝑐(𝑞), location 𝑙(𝑞), the task is finding 𝑘 local experts who 
are familiar with the location and also good at query category.  
3.2  Data Description 
The experiment dataset used in this paper is from the public Yelp 
dataset, which is available on the Yelp website. Yelp website is a 
typical LBSN platform including business about restaurants, hotels, 
tourism, shopping and other areas. More than 33 million users’ 
monthly access and rich review information can offer a good data 
base to this study. The original data set used in this article includes 
three categories: 
 Business information: business ID, business location with 
latitude and longitude, business categories, business city, 
business ratings, business review times, etc. 
 User information: user ID, user review counts, creation 
date of user account, user's friend list, number of fans, 
expert tag, average score of user reviews, etc. 
 Review information: review ID, review user ID, review 
business ID, score, date, text, number of useful votes, etc. 
In this section, two basic statistical information of dataset are 
analyzed and shown as follows: Figure 1 shows the frequency 
distribution of number of users’ ‘friend’ and Figure 2 presents the 
frequency distribution of the number of reviews number published 
by users. The distribution graph is represented with the double 
 logarithmic coordinate system, where the abscissa is the number of 
indicators and the ordinate indicates the statistics under that number. 
It can be seen from both Figure 1 and Figure 2 that the basic feature 
of a user in the network obeys power-law distribution, which means 
that minority users may have larger structural feature values and 
influence, reflecting the power-law characteristics of nodes in Yelp. 
 
Figure 1 Frequency distribution of friend accounts 
 
Figure 2 Frequency distribution of review accounts 
3.3  Features Analysis 
Category and location of user reviews are two important features 
which are widely used in the model that can be used to evaluate the 
probability of a user can be a local expert. The categories used are 
set by Yelp and statistical analysis of Yelp dataset is conducted to 
discover the distribution of users in these two aspects. 
3.3.1 Spatial Point Pattern Analysis. The spatial point model 
proposed in [15] is based on the distribution of all observation 
points on the map, which can be used to analyze the spatial 
distribution patterns of discrete geographic objects or event points 
according to their spatial position. The point pattern distribution 
can generally be divided into three basic types: aggregation, 
random distribution and even distribution. In this work, we apply 
the spatial point pattern of user reviews in Yelp network to analyze 
the spatial distribution of user reviews. 
Two analytical methods are commonly used for point-space model 
analysis: density-based and distance-based methods. The density-
based methods study spatial patterns using the features of point 
density distribution. The distance-based methods are generally used 
to measure the nearest neighbor distance such as Nearest Neighbor 
Index (NNI), which is a complicated tool to precisely measure the 
spatial distribution of a patter [15]. In this work, we use the NNI 
method to analyze the spatial pattern of user reviews. 
In the NNI method, the nearest-neighbor distance of any point is 
firstly calculated, then the mean of all these nearest neighbor 
distances is taken as the evaluation index of the model distribution. 
For the same dataset, the NNIs are different under various 
distribution patterns. Compared to the NNI results of the 
distribution of all user review points in the dataset and that of the 
complete random mode which equals to 1, the type of the 
distribution model can be augmented [15]. The NNI can be 
described  
   𝑁𝑁𝐼 =
𝑑𝑚𝑖𝑛̅̅ ̅̅ ̅̅ ̅
2√𝑛/𝑠
                                       (1) 
where 𝑛  is the number of points,  𝑑𝑚𝑖𝑛̅̅ ̅̅ ̅̅ =
1
𝑛
∑ 𝑑𝑚𝑖𝑛(𝑖)
𝑛
𝑖=1   is the 
average nearest neighbor distance of all points where 𝑑𝑚𝑖𝑛(𝑖) is the 
distance from the point 𝑖 to the nearest neighbor of it, and 𝑠 is the 
specific spatial area all the points reside in. According to [15], in 
the aggregation mode the distance between the points is short 
because of the spatially clustered points, so the NNI is less than 1 
[15]. In the even distribution mode, the distance between two points 
is larger and the NNI is greater than 1. Therefore, the spatial 
distribution pattern of review locations can be evaluated and 
augmented by NNI. Figure 3 shows the distribution of NNI of all 
users in Las Vegas whose review counts is more than 20. 
 
Figure 3 NNI distribution of users 
From Figure 3, it can be summarized that the NNIs of most users 
are less than 1, indicating that a large number of reviews points of 
each user in Yelp are spatially close to each other, which means the 
majority of user review distribution in the network is spatially 
aggregate. 
3.3.2 Instance Analysis. Two users are randomly selected to 
analyze their review locations on the map. Figure 4 and 5 show the 
review distributions of user A and B, respectively. It can be seen 
that user A is more active in Phoenix and user B often comments in 
both Las Vegas and Phoenix, which means user A has position 
authority in Phoenix, while user B has position authority in both. 
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(a) The location distribution of user A in Las Vegas 
 
(b) The location distribution of user A in Phoenix 
Figure 4: The location distribution of user A 
 
(a) The location distribution of user A in Las Vegas 
 
(b) The location distribution of user A in Phoenix 
Figure 5 The location distribution of user B 
Category features of users are also analyzed. In view of a large 
number of categories in Yelp, some common categories are selected 
to analysis the category features of two randomly selected users. 
The statistics result of two users in 12 categories are shown in 
Figure 6 and Figure 7, respectively. It can be seen that user A is 
more adept at entertainment and user B reviews most at eating. 
Obviously, user reviews always focus on some certain categories, 
which is in line with the habits of user behavior. Such as if you need 
a food local expert in Phoenix, user B is more appropriate and 
authoritative than user A. 
 
Figure 6 The category distribution of user A 
 
Figure 7 The category distribution of user B 
3.4  POI Abstracting and Candidate Marking 
3.4.1 POI Abstracting. In this work, we assume that the 
identification and excavation of local experts is based on a specific 
location. It is impossible to cover all geographical points in an area, 
so POIs are abstracted in the city assuming that all queries are based 
on POIs. 
However, for the given city, the number of POIs in the city cannot 
be predicted. Therefore, it is necessary to use density-based 
clustering algorithm that does not need to determine the number of 
clusters. In this work, a typical density-based DBSCAN clustering 
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 algorithm is used to select POIs. The two parameters needed by the 
algorithm are the neighborhood radius e, and the minimum number 
of MinPts, which is the smallest number of object points in a 
neighborhood. 
The parameters in the algorithm are selected by experiment where 
the object points are user review location points in the city. The 
radius e is users’ mostly frequent travel distance. According to 
above results of NNI in Figure 3, the location distributions of most 
are aggregate. As a result, people have their own geographically 
active location range, and they always visit the place not that far 
[19]. To match the user activity rule in the city, the most active 
distance of users is chosen as the radius. Sorting all user reviews in 
temporal order as shown in Figure 8, users in the city often travel 
within the range of 10 km between adjacent reviews [19]. In this 
work, we set the value of the radius as 10km. 
 
Figure 8 The interval distance distribution of user adjacent 
reviews 
In city area, all users review locations can be clustered using 
DBSCAN. In view of the MinPts selection experiment, the 
minimum object point numbers are selected from 20, increased by 
5 one step, and then the final experiment cluster numbers and 
cluster center points distribution on the map are stable when MinPts 
reach a certain number. 
3.4.2 Candidate Marking. Though there are some tagged category 
experts in the dataset, it is still necessary to identify the local expert 
candidates by considering the category and location features in the 
meantime to satisfy user’s local expert queries when going to a new 
place. 
The local experts are based one or more active location points of 
their own. Firstly, the DBSCAN clustering algorithm is processed 
to determine the central location points of expert candidates in 
dataset, and then mark local experts whose central points are within 
the radius of POIs. The algorithm is described as follows: 
Algorithm 1 local expert candidate marking algorithm 
input: All pair of candidates and their review points set 𝐶𝑖 : 
U(𝑢𝑖 , 𝐶𝑖)，POIs set L   
output: All pair of POIs and their local experts LE 
1. FOREACH (𝑢𝑖 , 𝐶𝑖)∈U 
2.    𝑐𝑖 = DBSCAN(𝐶𝑖)// Calculate the central location points 
of user I using DBSCAN algorithm 
3.    ADD (𝑢𝑖 , 𝑐𝑖) to UC//UC is all pair of candidates and their 
central location point 
4. END-FOR 
5. FOREACH 
il L  Do 
6.    FOREACH (𝑢𝑖 , 𝑐𝑖)∈UC Do 
7.    IF distance(𝑐𝑖 , 𝑙𝑖) < r 
8.    ADD ,i iu l  TO LE 
9.    END-FOR 
10. END-FOR 
11. RETURN LE 
4  Proposed Method 
In order to reduce computational complexity and alleviate the 
impact of sparsity, all users in the dataset this work are a collection 
of users who have commented on a given category over a threshold 
set as 20 in a given city area. Then the candidate set is extracted 
through the business locations of these users’ reviews. Finally, 
friend relationship edges are added to the candidate set. 
In this section, we first introduce the local experts scoring model, 
and then address the local expert's assessment indicators. And then, 
based on the scoring model, a local expert discovery algorithm will 
be presented. 
4.1  Scoring Model 
The scoring model is designed based on reviewer features in four 
aspects, including personal, review, friendship and location 
authority attributes, in which the scoring vector sets of all users are 
denoted as 𝛹𝑃 , 𝛹𝑅 , 𝛹𝐹  and 𝛹𝐿  respectively. Among them, 𝛹𝑃 
consists of two elements, the structural attribute scoring vector 𝛹1 
and the influence scoring vector 𝛹2 . 𝛹
𝑅 contains three elements 
which are valid text number scoring vector 𝛹3,  review semantic 
scoring vector of users 𝛹4 and semantic scoring vector of reviews 
𝛹5 , and 𝛹
𝐹  only has single element which is friendship scoring 
vector 𝛹6 . 𝛹
𝐿  includes two elements, review number scoring 
vector 𝛹7  and review centroid scoring vector 𝛹8 . Then linear 
model is utilized to construct the scoring model for measuring local 
expert candidate’s ranking on the given query. Assuming that 
𝛹 = 𝛹𝑃 ∪ 𝛹𝑅 ∪ 𝛹𝐹 ∪ 𝛹𝐿 = {𝛹1, 𝛹2, … , 𝛹8} and for candidate 𝑢, 
8 corresponding scores in 𝛹  on location 𝑙  is donated as vector 
𝜑(𝑙, 𝑢) = {𝜑1, 𝜑2, … , 𝜑8} , the final score of user 𝑢 at point 𝑙 is 
defined as follow: 
𝑟(𝑙, 𝑢) = 𝜃 ⋅ 𝜑(𝑙, 𝑢) = ∑ 𝜃𝑘 ∗ 𝜑𝑘
8
𝑘=1                    (2) 
where 𝜃 = {𝜃1, 𝜃2, … , 𝜃8} is the weight vector for the score vector 
and 𝜃𝑘 represents the weight for the 𝑘
𝑡ℎ element score, i.e. the 
importance degree of the score to the total results. The weight 
vector 𝜃 in the scoring model needs to be learned through data 
training, which will be introduced in the following section and local 
expert recommendation will be carried out according to the rank of 
final score. 
4.2  Scoring Local Expert Candidate 
There are two main parts of the local expert's assessment: (1) 
Category authority of candidates, which estimates the level of 
candidates under given categories through taking full account of 
their own attributes, review semantic preferences and network 
structure attributes, corresponding to the previous personal, review 
and friendship authority attributes. (2) Location authority of 
candidates. The review location information contains location 
preferences of candidates. The above two parts are 
comprehensively used to identify local experts and then to achieve 
the purpose of enhancing the recommended results of local experts. 
4.2.1 Scoring Personal Attributes. Similar to general LBSN 
network, Yelp users also have their own friends and fans. Besides, 
the network has specific feedback mechanism for user reviews that 
will receive useful, funny, and cool votes. By analyzing feedback 
votes received, the audience level of the user reviews can be 
measured. The personal attributes evaluated in this article are 
divided into two aspects: static and dynamic. The static attributes 
are structural characteristics of user and the dynamic one is user’s 
influence in the network. 
(1) Structural attributes: Yelp is a network for review. The review 
content of user is valuable for others, and users who has high-
quality reviews may have relatively more friends and fans. Social 
network topology structures and user's own characteristics are 
integrated to obtain candidates' eigenvalues, and the average 
normalized score of a user is used to measure structural feature, 
denoted as follows: 
𝜑1 = (𝑢𝑓𝑟𝑖𝑒𝑛𝑑𝑠 + 𝑢𝑓𝑎𝑛𝑠)/2                             (3) 
Where 𝑢𝑓𝑟𝑖𝑒𝑛𝑑𝑠 is the normalized score of user’s friends, and 𝑢𝑓𝑎𝑛𝑠 
is the normalized score of user’s fans. 
(2) Influence: the influence is a significate indicator measuring the 
degree of local experts. The greater the impact of a candidate is, the 
higher the degree of expert level is. The user's score of their 
influence 𝜑2 in this paper is mainly attributed to the following two 
aspects: 
Activity: the valid review numbers released by candidate during a 
period of time; 
Authority: the useful vote number of candidate reviews. 
After normalization, candidate's influence score is presented by the 
average value. For the candidate set, the scoring vector sets of 
structural characteristics and influence are calculated and denoted 
as 𝛹𝑃. 
4.2.2 Scoring Reviews. Yelp network has a large number of 
review texts of specific categories. The text contains a lot of 
information which can be used to evaluate expert degree of 
candidates. In this paper, LDA (Latent Dirichlet Allocation) model 
is used to carry out semantic analysis of text content. All the texts 
are put into the same semantic space to construct the topic model 
and measured from the following three aspects: 
(1) Valid text number 
Valid text is the valid review text for a given category, having 
immense reference value to new users. People having adequate 
valid texts shows their frequent activities and more meaningful 
reviews on that category. Getting valid texts of review needs the 
following steps: 1) remove the stop words; 2) remove the 
punctuations; 3) handle the stem; 4) remove the low frequency 
words. The valid text number of a user is donated as 𝜑3. 
(2) Review semantic score for a user 
In this paper, all of a user's reviews are merged as a user description 
document and the reviews of all users under a category are merged 
as a category description document. Local experts are excavated in 
the massive dataset by measuring the semantic similarity between 
user description documents and category description documents. If 
a user's reviews often appear in the same category, the user's 
document semantic vector distribution will be more inclined to the 
category semantic vector. Suppose that the topic vectors extracted 
of user u is 𝜃𝑢  and that of category 𝑐  is 𝜃𝑐 . Then the cosine 
similarity is used to calculate the similarity of two topic vectors. 
The formula is as follows: 
𝜑4 = 𝑐𝑜𝑠(𝜃𝑢, 𝜃𝑐) =
𝜃𝑢⋅𝜃𝑐
|𝜃𝑢||𝜃𝑐|
                              (4) 
(3) Semantic score for a review 
The study [16] has showed that all reviews of a business can 
describe the business information. On this basis, if the text semantic 
information of a review on a business is in line with business 
description, this review will be more authoritative and reliable. 
Likewise, the average similarity degree between the reviews of user 
𝑢 under the given category 𝑐 and the business corresponding to the 
certain review 𝑏 is calculated by cosine similarity to evaluate the 
credibility of a user's review in the given category, donated as 𝜑5 
and the formula is as follows: 
𝜑4 =
∑ 𝑐𝑜𝑠 (𝜃𝑖,𝜃𝑏𝑖)𝑖∈𝑐
𝑛
                                          (5) 
It is necessary to determine topic numbers when using LDA model. 
Different topic numbers can affect the model effect, directly having 
influence on the result of semantic similarity. In this paper, the topic 
number is set through multiple experiments and the perplexity is 
used to define the most appropriate topic numbers. The smaller the 
perplexity is, the better the model effect is. The perplexity formula 
is as follows: 
𝑃 = 𝑒𝑥𝑝 (−
∑ ∑ 𝑙𝑜𝑔 (𝑝(𝑤𝑚,𝑛|𝛺))
𝑁𝑚
𝑛=1
𝑀
𝑚=1
∑ 𝑁𝑚
𝑀
𝑚=1
)                       (6) 
Where M represents the number of semantic space documents, 𝑁𝑚 
is words number in 𝑚𝑡ℎ document, 𝑤𝑚,𝑛is the 𝑛
𝑡ℎ word of the 𝑚𝑡ℎ 
document, 𝑝 is probability model learned from data set and 𝛺 is 
model parameter value. 
Based on the experimental results on shopping category shown as 
Figure 9, the model has the least perplexity when the topic number 
is 30. Therefore, in this paper topic number used in expert discovery 
on shopping category is 30.  
For all candidates, the review semantic scoring vector is quantified 
by the above ratings, denoted as 𝛹𝑅. 
 
  
Figure 9 The perplexity distribution of different topics 
4.2.3 Scoring Friendship. Expert finding is similar to the 
authoritative ranking of the webpage [20, 21, 22]. The larger the 
user's friend number is, the larger the influence of the user will be. 
However, users have different influence under different topics. The 
traditional PageRank algorithm is topic-independent web link 
algorithm which will mistakenly give a high degree of value to a 
number of web pages that are unrelated to the topic, resulting in 
serious topic drift phenomenon. The improved PageRank algorithm 
in this paper can not only restrain topic drift but effectively improve 
the effect of expert finding. 
Users with similar interests will be friends in the network, which is 
called as homogeneity [17]. The homogeneity indicates that a user 
is not casual when choosing a friend. There are more similarities 
between users who have friend relationship than the ones who do 
not have. The traditional PageRank algorithm simulates a web 
surfer who transfers to any other link web page at the probability of 
1/𝑘 when the current page has 𝑘 out links. In order to solve the 
problem of termination and trap, the algorithm also has a jump 
probability of 1/𝑛, which means users may skip at any other page 
at the probability of 1/𝑛. It defines row vector of PageRank value 
of every page, transfer probability matrix, jump probability and 
damping factor which is usually set as 0.85, then calculate 
iteratively until row vector of PageRank value converges，where 
𝑛 is the number of iterations. In view of the problem described in 
this article, the transfer probability and jump probability is 
redefined. In YELP network, user review contents and user review 
positions are important for users to select the business, based on 
which the edge probability 𝐸𝑐(𝑖, 𝑗) is defined as follows: 
𝐸𝑐(𝑖, 𝑗) = 
{
 
 
 
 
|𝑁𝑗|
∑ |𝑁𝑘|𝑘∈𝐹𝑟𝑖𝑒𝑛𝑑𝑠(𝑖)
∗ 𝑠𝑖𝑚𝑐(𝑖, 𝑗) ∗
𝑑𝑟
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑖,𝑗)+𝑑𝑟
,
(𝑒𝑑𝑔𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑖 𝑎𝑛𝑑 𝑗)
 
0, (𝑛𝑜 𝑒𝑑𝑔𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑖 𝑎𝑛𝑑 𝑗)
             (7) 
where 𝑁𝑗 is the review number of user 𝑗, 𝑠𝑖𝑚𝑐(𝑖, 𝑗) is the similarity 
between user 𝑖 and 𝑗 in topic 𝑐, and 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑖, 𝑗) is the distance 
between two users’ review center location, 𝑑𝑟  is to reduce the 
impact of distance on results. In equation (7) if there is an edge 
between 𝑖 and 𝑗, edge probability 𝐸𝑐(𝑖, 𝑗) depends on three aspects: 
1)  
|𝑁𝑗|
∑ |𝑁𝑘|𝑘∈𝐹𝑟𝑖𝑒𝑛𝑑𝑠(𝑖)
: Compared to all the other friends of the user 𝑖, 
the impact degree of 𝑗 on it. More information a user receives from 
a friend, the more affection this user gets. 2) 𝑠𝑖𝑚𝑐(𝑖, 𝑗): In a given 
category, the similarity between two users’ semantic vectors is 
calculated and more similar the vectors are, the greater the 
influence is. 3)  
𝑑𝑟
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑖,𝑗)+𝑑𝑟
 : the distance between the most 
active positions of two users. Users can easily be affected by the 
ones who are geographical close to them. The transfer probability 
𝑇𝑐 is the normalized edge probability 𝐸𝑐 between two users. 
The users having a large number of reviews will be more easily 
selected when choosing an expert on one category, so we redefine 
the jump probability in Eq.(8), in which both the number of reviews 
and their categories are taken into account.  
𝑀𝑐 =
𝑟𝑒𝑣𝑖𝑒𝑤 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑛 𝑡ℎ𝑒 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑢𝑠𝑒𝑟
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑙𝑙 𝑟𝑒𝑣𝑖𝑒𝑤 𝑜𝑛 𝑡ℎ𝑒 𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦
            (8) 
Therefore, the authority of candidates based on their friend 
relationships according to traditional PageRank algorithm is 
measured as follows, here the damping factor 𝑞 = 0.85: 
   𝜑𝑓
(𝑘+1)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗
= (1 − 𝑞) ∗ 𝑀𝑐 + 𝑞𝑇𝑐 ∗ 𝜑𝑓
(𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
                   (9) 
where 𝜑𝑓
(𝑘)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  
  is the row vector of users’ authority analogous to 
PageRank value after 𝑘  iterations. The scoring vector of users’ 
friendship evaluated by the improved PageRank algorithm 
proposed is denoted as 𝛹𝐹 . 
4.2.4 Scoring Location Authority. It is another tough work to add 
location information into the expert assessment. Existing 
researches have achieved some results which consider about the 
distance from the query point to user's home or work location to 
measure the location authority. But the ignorance of the users’ 
active points except the workplaces or home will undoubtedly 
affect the final result. Therefore, this paper proposes a new method 
for the location authority. 
The participation time and the spatial distribution of candidate 
review locations are both important. Therefore, inspirited from the 
centroid calculation formula of the irregular objects in Physics 
shown in equation (10), similar method is proposed to evaluate 
spatial distribution of candidates. 
𝑟𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 =
∑ 𝑚𝑖𝑟𝑖
𝑛
𝑖
∑ 𝑚𝑖
𝑛
𝑖
                                   (10) 
In equation (10), assuming that the object consists of 𝑛 particles, 
𝑚𝑖 represents the quality of particle 𝑖 and 𝑟𝑖 indicates the diameter 
vector of particle 𝑖 relative to a fixed point in the particle coordinate 
system. ∑ 𝑚𝑖
𝑛
𝑖  is the total quality of the object so the diameter 
vector of centroid 𝑟𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑  can be calculated. 
The user activity range radius is set according to the frequent travel 
distance in Figure 8, which means for the query point, only the user 
review location within the query radius is considered. The review 
number in the scope of the query point and the distance between 
candidate’s reviews centroid and the query point is used to estimate 
location authority, donated as 𝜑7 and 𝜑8.  
As for 𝜑8 , analogous to the calculation of centroid in Physics, 
centroid calculation formula of user review locations is presented 
as follows: 
 𝑟𝑒𝑣𝑐𝑒𝑛𝑢 =
∑ (𝑙(𝑢𝑙𝑗)−𝑂)∗|𝑢𝑙𝑗|𝑢𝑙𝑗∈𝑈𝑂(𝑢)
|𝑈𝑙(𝑢)|
                   (11) 
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Where 𝑙 is the location set within the 10 km radius of the query 
point according to 3.4.1 and 𝑢𝑙𝑗 represents reviews of user 𝑢 at 
location 𝑙𝑗 , whose absolute value indicates review numbers at that 
location and is equivalent to the quality, 𝑈𝑙(𝑢) represents the user's 
review set of the location set 𝑙, which can be regarded as the total 
quality and as 𝜑7, 𝑂 is the coordinates of the query point which is 
equivalent to the fixed point and 𝑙(𝑢𝑙𝑗) is that of the location 𝑙𝑗 
hence (𝑙 (𝑢𝑙𝑗) − 𝑂) represents the vector from query point to the 
location 𝑙𝑗 . Therefore, the review centroid relative to the query 
point can be calculated.  
Based on a specific location, the evaluation of candidates not only 
consider their active level in the scope of the query point, but also 
consider their familiarities with the query point, recorded as 𝛹𝐿. 
4.3  Local Expert Discovery Algorithm 
Local expert discovery algorithm is conceived based on the score 
quantification method and local expert scoring model in the above 
sections, shown as following steps: (1) Determining the candidate 
set and the weight vector 𝜃 ; (2) Calculating scoring vectors of 
candidates using the above scoring algorithm, as 𝜑; (3) Calculating 
final score 𝑟  according to the weight vector 𝜃  and the scoring 
vector 𝜑 ; (4) Ranking candidates based on the final scores. The 
specific algorithm is shown as below: 
Algorithm 2 Review based local expert discovery algorithm 
Input: Scoring Set 𝛹 = 𝛹𝑃 ∪ 𝛹𝑅 ∪ 𝛹𝐹 ∪𝛹𝐿 , YELP network 
𝑁, Query POI 𝑙0, Weight Vector 𝜃 
Output: Local Experts 𝑇𝑜𝑝 − 𝑁 List 𝑈′ 
1. 𝑈 = 𝑠𝑒𝑙𝑒𝑐𝑡𝐶𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒𝑈𝑠𝑒𝑟𝑆𝑒𝑡(𝑙0) 
2. FOREACH 𝑢𝑖 ∈ 𝑈 Do 
3.    New Array 𝜑 //store the scoring vectors 
4.    FOREACH 𝛹𝑗 ∈ 𝛹 Do 
5.       IF（𝛹𝑗 ∈ 𝛹
𝑃） 
6.           𝜑[𝑗] = 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑃𝑟𝑜𝑓𝑖𝑙𝑒𝑉𝑎𝑙𝑢𝑒(𝑙0, 𝑢𝑖 , 𝛹𝑗)  
7.       ELSE IF（𝛹𝑗 ∈ 𝛹
𝑅） 
8.           𝜑[𝑗] = 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑅𝑒𝑣𝑖𝑒𝑤𝑉𝑎𝑙𝑢𝑒(𝑙0, 𝑢𝑖 , 𝛹𝑗) 
9.       ELSE IF（𝛹𝑗 ∈ 𝛹
𝐹） 
10.           𝜑[𝑗] = 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝐹𝑟𝑖𝑒𝑛𝑑𝑠𝑉𝑎𝑙𝑢𝑒(𝑙0, 𝑢𝑖 , 𝛹𝑗) 
11.       ELSE IF（𝛹𝑗 ∈ 𝛹
𝐿） 
12.           𝜑[𝑗] = 𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑉𝑎𝑙𝑢𝑒(𝑙0, 𝑢𝑖 , 𝛹𝑗) 
13.    END-FOR 
14.    𝑟(𝑙0, 𝑢𝑖) = 𝜃 ∗ 𝑣 = ∑ 𝜃𝑘 ∗ 𝜑[𝑘]
𝑛
𝑘=1  
15. END-FOR 
16. 𝑈′ = 𝑇𝑜𝑝 − 𝑁(𝑈, 𝑟) 
17. RETURN 𝑈′ 
5  Model Learning 
Implicit feedback data is used to learn the weight vector in this 
section, and the optimization objective function is defined. To 
maximize the function, the gradient rise method is used to estimate 
the weight vector. 
5.1  Optimization Objective 
For the scoring model, the features’ weight represents the 
importance degree to scoring. The implicit feedback [18] is used as 
training data to learn the weight vector. Different from explicit 
feedback, implicit feedback only represents the interaction between 
candidate and location point. Traditional parameter learning 
methods based on classifier or score loss function optimization 
can’t work well for implicit feedback. In this paper, a method based 
on maximum likelihood estimation is used to learn the weight 
vector. The goal of the learning is to optimize the rank of all 
candidate-pairs for POIs, which means the marked local experts 
should be ranked before ones having no marks. According to this 
idea, we define the Bayesian formulation of the optimization 
criterion, which is to maximize the posterior probability as below: 
𝑝(𝜃|𝑅) ∝ 𝑝(𝑅|𝜃)𝑝(𝜃)                             (12) 
where  𝜃 is the weight vector, 𝑅  represents the set of all candidate-
pairs with right order for all POIs. 
For calculability, we assume that candidates are independent from 
each other and the POIs are also independent. According to the 
assumption, 𝑝(𝑅|𝜃) can be rewritten as below: 
𝑝(𝑅|𝜃) =∏𝑝(𝑅𝑙|𝜃)
𝑙∈𝐿
 
= ∏ ∏ 𝑝(𝑢𝑖 >𝑙 𝑢𝑗|𝜃)(𝑢𝑖>𝑢𝑗)∈𝑅𝑙𝑙∈𝐿                               (13) 
where 𝑅𝑙 represents the set of all candidate-pairs with right order 
for POI 𝑙, 𝑝(𝑢𝑖 >𝑙 𝑢𝑗|𝜃) represents the probability of candidate 𝑢𝑖 
ranked before candidate 𝑢𝑗  for POI 𝑙, which is defined as below: 
𝑝(𝑢𝑖 >𝑙 𝑢𝑗|𝜃) = 𝜎(𝑟(𝑙, 𝑢𝑖) − 𝑟(𝑙, 𝑢𝑗))              (14) 
where 𝜎(𝑥) =
1
1+𝑒−𝑥
 . In order to reduce the number of hyper-
parameters, let 𝑝(𝜃) denote as a Gaussian distribution with a mean 
of 0 and ∑ = 𝜆𝐼𝜃  . According to the definitions above, we can 
derive the final optimization objective function as below: 
𝑂𝐹 = 𝑙𝑛(𝑝(𝑅|𝜃)) = 𝑙𝑛(𝑝(𝑅|𝜃)𝑝(𝜃)) 
= ∏ ∑ 𝑙𝑛 𝜎(𝑟𝑖,𝑗
𝑙 ) − 𝜆‖𝜃‖2
2
(𝑢𝑖>𝑢𝑗)∈𝑅𝑙𝑙∈𝐿
        (15) 
where 𝑟𝑖,𝑗
𝑙 = 𝑟(𝑙, 𝑢𝑖) − 𝑟(𝑙, 𝑢𝑗) , 𝜆  is the coefficient of 
regularization term.  
According to implicit feedback data, the weight vector 𝜃 in the 
scoring model can be calculated through maximizing the objective 
function 𝑂𝐹. 
5.2  Parameter learning 
As the optimization objective function is differentiable and need to 
be maximized, the gradient rise method can be used to estimate the 
weight vector. The gradient in each iteration when using standard 
gradient rise method can be calculated as below: 
𝜕𝑂𝐹
𝜕𝜃
=
𝜕
𝜕𝜃
(∑ ∑ 𝑙𝑛𝜎 (𝑟𝑖,𝑗
𝑙 ) − 𝜆‖𝜃‖2
2
(𝑢𝑖>𝑢𝑗)∈𝑅𝑙𝑙∈𝐿
) 
  =∑ ∑
𝜕
𝜕𝜃
𝑙𝑛 𝜎 (𝑟𝑖,𝑗
𝑙 ) − 𝜆
𝜕
𝜕𝜃
‖𝜃‖2
2
(𝑢𝑖>𝑢𝑗)∈𝑅𝑙𝑙∈𝐿
 
         ∝ ∑ ∑
𝑒
−𝑟𝑖,𝑗
𝑙
1+𝑒
−𝑟𝑖,𝑗
𝑙 ⋅
𝜕
𝜕𝜃
𝑟𝑖,𝑗
𝑙 − 𝜆𝜃(𝑢𝑖>𝑢𝑗)∈𝑅𝑙𝑙∈𝐿              (16) 
From the Eq. (14), it can be seen that there is too much calculation 
in each iteration using the standard gradient descent, so we employ 
the SGD (Stochastic Gradient Rise) method to deal with the 
estimation. In every iteration of the learning process, only one 
candidate-pair of a POI is randomly extracted from the training set 
to update the weight vector, as Eq. (15): 
𝜃 = 𝜃 + 𝛼 (
𝑒
−𝑟𝑖,𝑗
𝑙
1+𝑒
−𝑟𝑖,𝑗
𝑙 ⋅
𝜕
𝜕𝜃
𝑟𝑖,𝑗
𝑙 − 𝜆𝜃)                    (17) 
where 𝛼 is the learning rate, which controls the convergence speed 
of the learning process, and 𝜆 can control the training effect of the 
whole model. Under the premise of limiting the number of 
convergence iterations, the specific 𝜆 can match the appropriate 𝛼, 
which will be determined through the experiment below. 
6  Experiments 
In this section, experiment is designed and carried out. The metrics 
of precision and recall are chosen to evaluate the model effect and 
several local expert finding methods are compared with proposed 
method to validate the effectiveness of the approach. 
6.1  Experiment Design 
6.1.1 Evaluation Metrics. In this paper, the metrics of precision 
and recall are chosen which are often used to evaluate the 
effectiveness of recommendation method. The metric of precision 
reflects the accuracy of the recommendation model, which means 
the proportion of the correct experts in the recommended list 
accounting for the recommended experts, and is defined as Eq. (16). 
The recall metric reflects the comprehensiveness of the 
recommendation model, which means the proportion of the correct 
experts in the recommended list accounting for all correct local 
experts in dataset, and is defined as Eq. (17). 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑ |𝑅(𝑙)∩𝑇(𝑙)|𝑙∈𝐿𝑡𝑒𝑠𝑡
∑ |𝑅(𝑙)|𝑙∈𝐿𝑡𝑒𝑠𝑡
                       (18) 
𝑅𝑒𝑐𝑎𝑙𝑙 =
∑ |𝑅(𝑙)∩𝑇(𝑙)|𝑙∈𝐿𝑡𝑒𝑠𝑡
∑ |𝑇(𝑙)|𝑙∈𝐿𝑡𝑒𝑠𝑡
                         (19) 
where 𝐿𝑡𝑒𝑠𝑡 denotes the set of POIs in the training set, 𝑅(𝑙) is the 
set of local experts which is the result calculated by the algorithm 
of this paper, and 𝑇(𝑙) is the set of local experts which is marked 
as the ground truth. 
6.1.2 Comparison Methods. To validate the effectiveness of our 
approach, the proposed method is compared with several local 
expert finding methods. The methods involved in the experiment 
are described as follows: 
LER：The method proposed in this paper. 
LocalRank: The topic and location authority comprehensive 
algorithm proposed in references [8]. The formula is as follows: 
𝑠(𝑣𝑖 , 𝑞) = 𝑠𝑙(𝑙(𝑣𝑖), 𝑙(𝑞)) ∗ 𝑠𝑡(𝑡(𝑣𝑖), 𝑡(𝑞))              (20) 
where 𝑠𝑙(𝑙(𝑣𝑖), 𝑙(𝑞)) represents the location authority of candidate 
𝑣𝑖 at the query location 𝑙(𝑞) , and 𝑠𝑡(𝑡(𝑣𝑖), 𝑡(𝑞)) is the category 
authority in the query category 𝑡(𝑞). The algorithm ranks the final 
results by multiplying. 
PageRank & PB：The classic PageRank based algorithm, 
recommending candidates whose home position are closer to the 
query point, shown as follows: 
𝑠(𝑣𝑖 , 𝑞) = 𝛼 ⋅ 𝑠𝑙
′(𝑙(𝑣𝑖), 𝑙(𝑞)) + 𝛽 ⋅ 𝑠𝑡
′(𝑡(𝑣𝑖), 𝑡(𝑞))     (21) 
Where 𝛼 + 𝛽 = 1 . The algorithm weighting adds the candidate 
authority and the category authority. 
MR&PB：Distance and review numbers based recommend 
method, which likewise weighting adds the score of candidate's 
location authority and category authority, and obtains the optimal 
parameter pair by experiment.  
Proximity Based (PB): Distance based method, recommending 
candidates whose home location are closer to the query point. 
Most Reviewed (MR): Review number based method, 
recommending candidates who have relatively more reviews on the 
given category. 
For the comparison algorithms involved above, the algorithms 
except MR and PB need to learn parameters. Among them, 𝛼 will 
be set from 0 to 1 and each time increased by 0.1 to obtain the best 
results. The following describes the parameter selection of this 
article. 
The parameters in this paper are also selected by experiments, and 
the best parameters combination  (𝛼, 𝜆)  is selected through the 
display of the final result. During the process of model learning, 
two parameters need to be set which are the learning rate 𝛼 and the 
regularization coefficient 𝜆. The experiment evaluates the weight 
of the model by different hyper-parameters and calculates the 
average accuracy of the final results. By default, here we set 𝜆 ∈
{10−2, 10−3, 10−4, 10−5, 10−6, 10−7, 10−8} , and 𝛼 ∈
{0.01,0.02,0.03,0.04,0.05} .The result shows in figure 10, from 
which the combination 𝜆 = 10−7, 𝛼 = 0.02 is selected because of 
the biggest accuracy. 
  
Figure 10 The accuracy of different hyper-parameters 
combinations 
6.2  Experiment Results 
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The experiments of Top-N local expert recommendation are carried 
out using the above-mentioned several local expert finding 
algorithms on shopping category of city Las Vegas, comparing the 
performance on the metrics of precision and recall, shown as Figure 
11. 
 
(a) The comparisons of precision 
 
(b) The comparisons of recall 
Figure 11 The comparisons of experiment result 
It can be seen from the experiment results is that the results of the 
local expert recognition algorithm proposed in this paper are 
superior compared to those of the other algorithms for different N 
values. It is probably because of the data sparsity causing center 
location deviation, directly leading to worse recommending results 
for PB method. The experiment on MR illustrates that local expert 
level cannot only depend on review numbers of a category. 
Candidate's active location, structural information, and semantic 
information are all important in the identification of local experts. 
The PageRank & PB algorithm that adds network structure of 
candidates is slightly better than MR & PB, but the classic network 
structure ranking algorithm cannot satisfy the effect of expert 
recognition in such network filled with abundant information. The 
algorithm LocalRank is a classic way for local expert research and 
is often used as the primary contrast experiment to evaluate results. 
LocalRank algorithm that combines the candidate's authority 
degree of location and category presents relatively better, but the 
algorithm proposed in this paper is more comprehensive and has 
the best recommend results. It not only makes full use of candidate's 
different aspects of information, improving the existing classic 
expert recognition algorithm, but also give a unique method of 
dealing with points processing, which can obtain more 
comprehensive expert information for different locations, thus 
playing a good effect on local experts recommend. 
7  Conclusion 
In this paper, a review-based local expert discovery algorithm is 
proposed. After the feasibility analysis of local expert research in 
Yelp, the candidates set is selected for the given query combining 
the scores of the personal attributes, the review semantic, the friend 
relationship and the location preference. Scores based on network 
structure and context are calculated to measure candidates’ 
preference, and local expert model is proposed to evaluate the level 
of candidates. The implicit feedback data is used to learn the weight 
vector in the model. Experiments show that our approach has a 
better effect on real datasets compared with other typical methods. 
In the future, we will further improve the recommendation method 
to make it suitable for the online real-time network data flow 
environment. Personalized information of users such as personality 
will also be considered to recommending personalized local expert 
users. In recent, a few research works have discussed the device 
discovery [23], user availability [24], and privacy issues [25] in 
expert discovery, in our future works we will take these issues into 
consideration.  
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