I. INTRODUCTION
Much work has been performed in applying transforms to switching functions in order to achieve a more global view of the function. Transforms such as the Hadamard and Rademacher-Walsh and their applications in digital logic are well researched [I] . There is far less work, however, on the use of other transforms such as the autocorrelation transform.
The autocorrelation transform has been used in various areas including optimization and synthesis of combinational logic [Z], variable ordering for Binary Decision Diagrams [3], and to compute the estimate C(f) of a function's complexity (21, [41. However, the use has been limited, likely due to the fact that little work has been done investigating their properties, and until recently, methods for computing the autocorrelation coefficients were exponential in the number of inputs to the function(s). Since new methods for their wmputation have recently been introduced by Rice er. al. 151, [6], we have also performed an investigation identifying properties in the autocorrelation coefficients for Boolean functions.
In this paper we present the definition and an explanation of the autocorrelation transform. We introduce several theorems relating the values of the the resulting autocorrelation coefficients to properties of the underlying switching function. A number of potential applications for these theorems are presented, and directions in which this work may promss are also discussed.
BACKGROUND
The application of the autocorrelation transform to a switch-
It is possible to convert between B and C using the following equation:
(3)
In this equation, k = B(O), which is also the number of minterms in the function. The derivation is given in Appendix I.
NOTATION

C(T)
Some additional notation is required for the latter portions I The variable ordering x,,, ..., XI is used through-out.
Thus a coefficient B(OO1) or C(OO1) is the first order coefficient corresponding to xl.
. r and T' indicate values ranging from 0 to 2" -1. T~ is used to indicate one such value. T, refers to a value whose binary expansion contains a 1 in the it" bit, while the remaining n -1 bits are 0.
T,, refers to a set of values for which the binary expansion contains a 1 in the ith bit while the remaining n -1 bits have the value cy E {0, __., 2"-' -1). r ; , refers to a set of values for which the binary expansion contains a 0 in the it" bit while the remaining n -1 bits have the value cy.
. IT/ is the weight, or the number of ones in the binary expansion of T . If lrl = 3 then B ( r ) and C(T) are said to be i'" order coefficients. There are a number of restrictions on the values of both the {0,1) and {+l, -1) autocorrelation coefficients. Knowing these limitations can provide a simple check & to whether the coefficients have been computed correctly. They also lead to the identification of more specific properties relating the coefficient values to the original switching function.
If f and g are the same function then this becomes the autocorrelation transform, also called the cross-correlation. . C(T) E { -2", . . . ,2=} and is evenly divisible by 2 V 7.
A function may have at most 2"-' negative C(T).
. 
7=O
V. GENERAL PROPERTIES This section introduces three theorems that relate particular patterns in the autocorrelation coefficients to underlying propelties of the switching function. If a designer is given a function to work with, and is provided with no additional detail about the function, these theorems may be applied to provide the designer with some information about the type of function with which hdshe is working.
A. Trivial Functions
Proof: If all the coefficients are equal, they must all have the value 2" as the coefficient C(0) always has this value. Based on this, if all of the coefficients have equal value, then this implies that the function matches itself at every value of r. This can only occur if the function consists entirely of true minterms, or entirely of false minterms. 
B. Degenerate Functions
The following two theorems may be applied to identify degenerate functions. The simplest situation occurs when the function is dependent on only one input variable. This is described in Theorem 5.2. A more general case occurs when the function is dependent on only j < n) of its input variables, which is detailed in Theorem 5.3.
7'heorem 5.2: A function f ( X ) has 2"-' autocorrelation coefficients C(T) = 2" (including C(0)) and the remaining 2"-' coefficients C(r') = -2" if and only if the function has exactly 2"-' true minterms.
Proof: A function that is dependent on only one input variable must have half of the minterms Vue and half of them false. Without loss of generality let us define f(X) = z1 where z1 is the lowest order bit of the input X. Then if T is an odd number the binary expansion of r cont ai -n the lowest order bit, and then by definition f ( u ) = f ( v @ r). Then 2"-1
Similarly if T' is an even number, then the binary expansion contains a 0 in the lowest order bit and by definition f(u) = f ( u r'). Then
Given autocorrelation coefficients of the pattern described above the function must be dependent on only one of the input variables (or related to such a function). Without loss of generality we assume that C(T') = 2" where T' is even and C(T) = -2" where T is odd. C(r') = 2" where r' is even indicates that the function matches up two false or two true minterms for every product in the summation. Additionally every product being computed is comparing two inputs for which z1 remains unchanged. Moreover, C ( r ) = -2" where r is odd indicates that the function matches a false minterm with a true minterm for every product in the summation, and that every product is matching a pair of inputs for which z1 varies. Based on this we can determine that the function must be dependent only on 11, and so there must be 2"-' true minterms in the function. 
C. Dtssirnilar Mintem
The following are three theorems that allow a designer to identify a sparse (or the inverse) function from the values of the function's autocorrelation coefficients. The first two theorems detail two specific cases: functions that possess one and only one true minterm (or the inverse) and functions that possess only two true minterms (or the inverse).
Theorem 5.4: A function f(X) has exactly one dissimilar minterm if and only if C(r) = 2" -4 V T # 0.
Proof: Without loss of generality let us define a function f such that
Thus if f (X) has exactly one true mintenn then all of the coefficients C ( r ) = 2" -4, r # 0.
For the second pan of this proof, if all that is known of the function is the coefficients of this pattern, then it can be shown as follows that the function must have either exactly one true or exactly one false minterm.
For a coefficient C ( r ) let us define q as the number of positive pairs in the summation, and r as the number of negative pairs in the summation. A pair in this case is a combination of two minterms i , j , and a positive pair results when both minterms are true or when both are false. It should be noted that in the summation for the autocomelation equation each pair is encountered twice. Then
Zq -27 = 2" -4 and 2q + 2r = 2"
These equations can be solved to show that r = 1. If there is only one negative pair in the summation then there is only one pair combining a true and a false minterm; all other pairs must combine either two true minterms or two false minterms.
If there is only one coefficient C ( r ) for which this holds, then there can be any number of combinations of true and false minterms to meet these requirements. However, there are . for the remaining coefficients, C(T) = 2" -4d.
Again, the proof is similar to that for Theorem 5.4. ,
VI. CONCLUSION
This work presents a number of observations regarding the values of the autocorrelation coefficients for switching functions, as well as six theorems relating the values of particular coefficients to underlying propelties of the originating switching function. This information can be used in a sinration where a designer is given a switching function to optimize andlor synthesize, but no information about the function's use or structure is provided.
We envision making use of the autocorrelation coefficients and the research presented in this paper to develop a preprocessing tool that will inform the user about the function with which they are working. Information such as whether the function is degenerate, sparse, or has a particular structure can then be used to decide on the optimization or synthesis tools to be used. Other work in the area of autocorrelation coefficients has made use of them in the determination of three-level decompositions [7] , and this would also be incorporated into such a tool.
Future work includes extending this research to the incompletely specified and multiple-output cases, and further investigation into other properties that may be identifiable through the use of the autocorrelation coefficients.
APPENDIX I DERIVATION OF EQUATION 3
Assuming that input variables encoded as {O, 1) are referred to as r, and input variables encoded as {+l, -1) are referred to as y;. then it is known that yi = -224 + 1.
(7)
Based on Equation 7 and the equation for computing the spectral coefficients (R = T" x 2 or S = T" x Y [I] ), one can also derive the following conversion between spectral coefficients computed using {+l, -1) encoding ( s i ) and the {O, 1) spectral coefficients 
