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En diversas partes del planeta existen entornos que requieren ser monitoreados en tiempo
real para evitar catástrofes tales como incendios, derrames de petróleo o fugas radioactivas.
En la presente proyecto de tesis se propone un modelo basado en agentes robóticos inte-
ligentes para el proceso de detección y seguimiento de anomaĺıas generadas por cambios
drásticos en variables f́ısicas. El modelo propone un enfoque basado en inteligencia artificial
bayesiana para determinar el comportamiento de los gentes robóticos a partir de la eviden-
cia tomada por los sensores de variables f́ısicas del entorno. Adicionalmente, se integra una
nueva propuesta en el proceso de seguimiento basado en la técnica de control Proporcional
Integral Derivativo (PID). En la parte preliminar se realiza una revisión de literatura sobre
las técnicas de detección y seguimiento de peŕımetros de anomaĺıas con sensores robóticos;
posteriormente se describe el modelo propuesto y se valida sobre la plataforma de desarrollo
y simulación de sensores móviles MobSim. Finalmente se evalúa el desempeño y se compara
la propuesta con otras técnicas relacionadas para llegar a un análisis de resultados y conclu-
siones.
Palabras clave: Redes de Sensores Robóticos, Inteligencia Artificial Bayesiana, Redes
de Decisión Bayesiana, Sistemas Multi-Agente, Agentes Inteligentes, Robots autóno-
mos.
Abstract
Around the world there are environments that need to be monitored in real time to pre-
vent disasters such as fires, oil spills and radiation leaks. In this thesis project we propose a
model based on intelligent robotic agents for detection and tracking anomalies generated by
drastic changes in physical variables. The model proposes an approach based on Bayesian
artificial intelligence to determine the behavior of robotic people from the evidence taken by
the sensors of physical variables in the environment. Additionally, it integrates a new pro-
posal in the monitoring process technique based on proportional integral derivative (PID).
The introductory part is a review of techniques for detecting and monitoring perimeters
with a robotic sensor network. Then, we desribe the proposed model and it is validated on
the development platform and simulation of mobile sensors MobSim. Finally, performance
is evaluated and compared with related techniques to get results and conclude.
Keywords: Robotic Sensor Networks, Bayesian Artificial Intelligence, Decision Ba-
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5.3. Código abierto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6. Implementación y validación 58
6.1. Implementación del modelo propuesto . . . . . . . . . . . . . . . . . . . . . . 59
6.2. Implementación y comparación de un nuevo algoritmo de seguimiento . . . . 63
7. Resultados 66
8. Conclusiones y trabajo futuro 68
8.1. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
8.2. Trabajo futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Bibliograf́ıa 69
Lista de Figuras
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1 Introducción
En diversas partes del planeta existen entornos f́ısicos que requieren ser monitoreados en
tiempo real para evitar catástrofes tales como incendios, derrames de petróleo o fugas ra-
dioactivas; este tipo de entornos requieren sistemas de vigilancia permanente que van más
allá de la supervisión humana e implican la utilización de redes de sensores que monitorean
constantemente la zona que requiere supervisión. Bajo la necesidad planteada aparecen siste-
mas de monitoreo basados en conjuntos de robots móviles con capacidades de procesamiento,
comunicación inalámbrica y medición de variables f́ısicas, que forman el concepto de Redes
de Sensores Robóticos (RSR)[85]. En consecuencia, el control de múltiples robots móviles
o sensores robóticos con un objetivo común ha sido trabajado desde diferentes enfoques de
la ciencia, tales como métodos geométricos[50], basados en topoloǵıa[89] o aplicando visión
artificial[27][28], donde la mayoŕıa de estos atacan el problema de forma distribuida e intro-
duciendo la noción de agente robótico inteligente por destacar sus propiedades de autonomı́a,
racionalidad y cooperativismo.
Las aplicaciones que se le han dado a las RSR han sido múltiples y se han desplegado no solo
para entornos terrestres, sino también aplicados en el monitoreo del océano con robots sub-
acuáticos o monitoreo de bosques con robots aéreos. Sin embargo, el problema de detección
y seguimiento de anomaĺıas en entornos terrestres sigue siendo un reto para la comunidad
cient́ıfica ya que sus aplicaciones tienen alto impacto en la prevención de catastrofes y aún
quedan vaćıos en investigación que no han sido atacados completamente. En esta área, por
medio de un conjunto de robots cooperativos es posible no solamente identificar anomaĺıas
o variables f́ısicas fuera de rango tal como lo hace una red de sensores estática, sino que los
robots pueden trabajar de forma cooperativa con el fin de identificar el peŕımetro del sector
que presenta una o muchas irregularidades y realizar seguimiento de este para que posterior-
mente un agente actuador pueda resolver la anomaĺıa y regresar el sistema a su estado estable.
El problema de control y coordinación de múltiples robots con tareas independientes y un
objetivo común es un campo importante que ha llamado la atención en el estudio de Inte-
ligencia Artificial y Robótica, ya que la cantidad de literatura y desarrollos han aumentado
exponencialmente en la última década debido a que el control distribuido es atacado me-
diante varias técnicas provenientes de campos como la visión artificial, topoloǵıa, robótica
móvil, entre otros. Uno de los enfoques que mejor se han adaptado para controlar una red
conformada por múltiples robots han sido los agentes inteligentes por sus ventajas en: co-
1.1 Motivación 3
municación, trabajo cooperativo, proactividad e inteligencia distribuida.
En la presente proyecto de tesis se propone un modelo basado en agentes robóticos inteligen-
tes para el proceso de detección y seguimiento de anomaĺıas. El modelo propone un enfoque
basado en redes bayesianas para determinar el comportamiento de los gentes robóticos a
partir de la evidencia tomada por los sensores de variables f́ısicas del entorno y espećıfica-
mente para el proceso de detección se propone un algoritmo de seguimiento basado en control
Proporcional Integral Derivativo (PID). Con el modelo propuesto, se realiza una validación
a través de la implementación de un prototipo funcional y se realizan comparaciones con
algunos de los principales modelos analizados en la revisión de literatura.
1.1. Motivación
En el mundo es indispensable tener mediciones en tiempo real de ambientes f́ısicos donde
hay altos riesgos económicos o peligro de vidas humanas. Este tipo de entornos cada d́ıa van
aumentando y las tecnoloǵıas de prevención y detección también requieren evolución por
parte de la comunidad cient́ıfica, la cual se enfoca en aplicar nuevas técnicas y mecanismos
para atacar este tipo de problemas. Por tanto, una de las tecnoloǵıas que han aparecido
en la última década como una alternativa efectiva son las redes de sensores robóticos, ya
que funcionan como un sistema autónomo distribuido para el monitoreo en tiempo real y
ofrecen ventajas como cubrimiento dinámico y seguimiento de animaĺıas sobre otro tipo
de tecnoloǵıas como redes de sensores estáticos o cámaras de vigilancia. Sin embargo, las
técnicas de control actuales aún cuentan con muchas carencias que se pueden atacar a partir
de modelos basados en inteligencia artificial distribuida.
1.2. Preguntas de investigación
Las preguntas de investigación que surgen a partir de la revisión de literatura y estudio de
las técnicas actuales para detectar peŕımetros son:
¿Pueden los algoritmos de inferencia distribuida mejorar el proceso de detección sobre
los algoritmos centralizados?
¿Pueden la integración de agentes y redes bayesianas mejorar el proceso de detección
de peŕımetros?
¿Es posible predecir el movimiento dinámico de un peŕımetro con datos sensados a
priori?
¿Cuál de las técnicas mencionadas en la revisión de literatura presenta mayor velocidad
y menor redundancia en el proceso de detección y seguimiento?
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¿Es posible desarrollar un modelo que integre las fases de exploración, atracción y
detección que soporte anomaĺıas con y sin gradientes?
1.3. Objetivos
Para los objetivos se define un objetivo general que se puede describir como la suma de los
objetivos espećıficos.
1.3.1. General
El objetivo general es desarrollar un modelo de detección y seguimiento de anomaĺıas en
entornos monitoreados por agentes robóticos inteligentes.
1.3.2. Espećıficos
Los objetivos espećıficos son:
1. Identificar las principales técnicas para la detección y seguimiento de anomaĺıas en
entornos monitoreados por robots móviles.
2. Definir cuáles son los modelos de integración de agentes inteligentes y robots móviles
para la cooperación y coordinación de tareas en la solución de problemas.
3. Diseñar e implementar un modelo multi-agente para detección y seguimiento de ano-
maĺıas en entornos monitoreados por robots móviles.
4. Validar el modelo propuesto a través de la implementación de un prototipo, el cual
será aplicado a un caso de estudio.
1.4. Alcance
Orientado hacia el cumplimiento de los objetivos descritos anteriormente, esta tesis es-
tará limitada por los siguientes aspectos donde el abordaje que exceda los ĺımites se consi-
derará como trabajo futuro u otra investigación af́ın:
El modelo propuesto no pretende detectar peŕımetros discontinuos, delgados, o con
áreas internas.
El modelo está limitado a la detección de solamente un peŕımetro dentro de un entorno.
El prototipo que valida el modelo se realizará a través de un simulador y el montaje
f́ısico estará sujeto a la consecución de los materiales, robots, sensores y demás equipos
del laboratorio de sensores.
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1.5. Contribuciones
Las principales contribuciones en esta tesis de maestŕıa son:
Propuesta de nuevo modelo que introduce razonamiento bajo incertidumbre por medio
de inteligencia artificial bayesiana para el problema de detección y seguimiento de
peŕımetros con redes de sensores robóticos.
Propuesta de un nuevo algoritmo mejorado para seguimiento de peŕımetros, donde
se toma como base el algoritmo bang-bang y se integra un control Proporcional In-
tegral Derivativo para optimizar la dirección de movimiento de cada sensor robótico
perteneciente a una red.
Se desarrolló la plataforma de desarrollo y simulación de sensores móviles MobSim
como software de código abierto, la cual es modular y por esto reduce el acoplamiento
entre módulos para facilitar su trabajo como simulador o interfaz de comunicación con
robots f́ısicos. De esta forma permite agilizar el desarrollo y pruebas de algoritmos
aplicados a redes de sensores robóticos al ofrecer una plataforma intermedia y robusta
que le ofrece al desarrollador programar robots f́ısicos o simulados a la vez.
Se implementó un prototipo que valida los modelos propuestos y que su entorno de
ejecución es la plataforma MobSim para controlar robots f́ısicos y virtuales.
1.6. Reconocimientos
Proyecto ganador de la convocatoria para Jóvenes Investigadores e Innovadores de
Colciencias número 525 del año 2011.
Proyecto ganador de la convocatoria DIME (Dirección de Investigación de la Universidad
Nacional sede Medelĺın) 2012 - FINANCIACIÓN DE PROYECTOS DE INVES-
TIGACIÓN. Modalidad 2: para proyectos que incorporen 1 estudiante de maestŕıa y un
estudiante de pregrado.
1.7. Difusión de resultados
D Saldaña, A Montoya and D.Ovalle. MobSim: Una plataforma de desarrollo para
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D Saldaña, A Montoya and D.Ovalle. Improved Algorithm for Perimeter Tracking in
Robotic Sensor Networks. Conferencia Latinoamericana en Informática - CLEI. 2012.
1.8. Estructura de la tesis
La presente tesis está organizada de la siguiente forma: en el caṕıtulo dos se describen los
conceptos mas importantes que son aplicados en el desarrollo del modelo; en el caṕıtulo tres
se presenta una revisión de literatura para resaltar los trabajos relacionados con el área de
detección y seguimiento de peŕımetros con robots móviles; en el caṕıtulo cuatro se presenta
la propuesta de un modelo multi-agente; caṕıtulo 5 se describe el diseño y pruebas de una
plataforma de pruebas para sensores móviles MobSim; caṕıtulo 6 se realiza la implementación
del modelo sobre la plataforma de desarrollo; en el caṕıtulo 7 se discuten los resultados
encontrados a partir de la validación y comparación del modelo propuesto; y finalmente en
el caṕıtulo 8 se destacan las conclusiones mas importantes y se propone un trabajo futuro.
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En este caṕıtulo se presentan las principales áreas implicadas en el presente proyecto de
tesis de maestŕıa. Se inicia con la definición del concepto de redes de sensores robóticos y
se hace énfasis en el problema de detección y seguimiento de peŕımetros, posteriormente se
describe la base del modelo propuesto que es la Inteligencia Artificial Bayesiana y finalmente
se expone el área de sistemas multi-agente.
2.1. Redes de sensores Robóticos
El concepto de Redes de sensores Robóticos (RSR) se comienza a trabajar desde que se inicia
con el concepto de sistemas multi-robot e inteligencia de enjambre (swarm intelligence) que
se ha trabajado desde 1988[10]. Otra forma de encontrar en la literatura trabajos sobre Re-
des de sensores Robóticos es como Redes de Sensores Inalámbricos Móviles (Mobile wireless
sensor networks - mwsn)[32]. El uso de robots distribuidos puede reducir el costo de moni-
torear un entorno, ya que se remueven trabajadores humanos de peligros de radiactividad,
explosivos, tóxicos o materiales peligrosos[15].
La prominencia de las RSR ha tomado fuerza desde la última década [33, 85], en la cual
se puede encontrar el mayor número de bibliograf́ıa y sobre todo se destacan los últimos
años a partir del 2007. El objetivo principal en las RSR es diseñar algoritmos distribuidos
que permitan controlar los robots móviles para que realicen monitoreo dinámico y adaptado
al entorno. Para alcanzar este objetivo se requiere que los robots de la red realicen ciertas
tareas como despliegue, exploración, detección y seguimiento, que debido a su complejidad
estas tareas se han convertido en áreas de investigación.
Cada robot o sensor robótico perteneciente a la red cuenta con las siguientes caracteŕısticas:
Locomoción el sistema de locomoción le permite a los nodos de la red abarcar grandes
áreas al moverse por el entorno de forma dinámica para ubicarse de forma estratégica o
adaptarse a las condiciones de este. Hay otros beneficios que ofrece esta caracteŕıstica
sobre las WSN que es la capacidad de desplazarse a lugares espećıficos para poder
recargar su sistemas de bateŕıas[15].
Comunicación cada robot pertenciente a la red cuenta con la capacidad de enviar y recibir
mensajes con los otros robots sobre información relacionada con los datos sensados de
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variables f́ısicas y su ubicación, aśı como información procesada sobre rutas de movi-
miento o planes de trabajo. Esta comunicación dependiendo del problema de aplicación
y arquitectura de los robots puede estar activa durante todo el tiempo de funciona-
miento o solamente activarse parcialmente.
Procesamiento el robot cuenta con su propio sistema de procesamiento que le permite gene-
rar cálculos de dos tipos: de bajo nivel como conversión análoga digital, comunicación
con módulos externos como el módulo de radio frecuencia o el control de los motores
para el movimiento; y de alto nivel como control inteligente basado en algoritmos que
requieren mayor procesamiento como técnicas de clustering o filtros.
Sensado la caracteŕıstica mas importante de un sensor robótico es que debe tener la capaci-
dad de medir la magnitud de una o muchas variables f́ısicas del entorno, de las cuales
el experto previamente ha identificado como relevantes para la detección y seguimiento
de anomaĺıas. Adicionalmente, cada sensor robótico también puede requerir mediciones
de variables f́ısicas internas para mejorar la precisión en sus acciones o para optimizar
su funcionamiento.
Bajo consumo de enerǵıa los sensores robóticos por su sistema mecánico de movimiento
consumen mayor enerǵıa que un sensor estático, pero comparado con otro tipo de
robots, los sensores robóticos están diseñados para tener bajo consumo de enerǵıa por
medio de optimización en hardware y software. Aśı como aplicar algoritmos de control
para reducir el número de movimientos al planificar y recorrer una ruta hacia un lugar
objetivo.
Adicionalmente, las RSR cuentan con una gran ventaja sobre otros sistemas de monitoreo
tales como las redes de sensores inalámbricas (wiresless sensor networks) estáticas y está fun-
damentado en que los robots se pueden adaptar al entorno de forma dinámica a través del
tiempo y no solamente detectar sino también rastrear cualquier anomaĺıa que ocurra dentro
del entorno[2]. Las aplicaciones mas relevantes que se encuentran con estos tipos de siste-
mas multi-robot son: búsqueda y rescate; exploración y mapeo; detección y seguimiento de
peŕımetros. En la figura 2-1 se ilustra un ejemplo de una red de sensores robótica para
monitorear un bosque suceptible a incendios. En este caso, los robots se mueven dentro del
bosque tomando medidas de temperatura que se puedan salir de un rango permitido y aśı,
poder detectar anomaĺıas correspondientes a fuego para posteriormente identificar el área
afectada.
2.1.1. Aplicaciones
Las aplicaciones que se le han dado a las RSR han sido múltiples y se han desplegado no solo
para entornos terrestres, sino también aplicados en el monitoreo del océano con robots sub-
acuáticos[4, 39, 40] o monitoreo de entornos con robots autónomos aéreos[24, 25]. En todas
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Figura 2-1: Red de sensores robóticos para monitorear temperatura en un bosque.
estas áreas de aplicación y tipos de entornos surge un problema que lleva mas de diez años
y aún siguen apareciendo nuevas técnicas que aplican mejoras. Algunas de las principales
aplicaciones que se encuentran en la literatura son:
Detección de derrames de petroleo en el mar[27, 15].
Identificación de zonas muertas en el mar debido a explosiones de algas[94, 62, 11].
Detección de incendios en bosques[24, 25].
Medición de temperatura y salinidad en el océano[39, 40].
Prevención de condiciones climáticas peligrosas como: huracanes y tormentas tropicales[12,
51].
Monitoreo de fugas radioactivas en plantas nucleares[27, 28].
En las siguientes subsecciones se describen las áreas de investigación mas importantes que
se han generado a partir de las aplicaciones.
2.1.2. Localización de sensores móviles
Los retos iniciales con la movilidad de los sensores inicia con la localización de los nodos[60, 2].
En las redes de sensores estáticas la localización se establece previamente por el personal
que realiza el la instalación, pero con nodos móviles se requiere estar continuamente detec-
tando la ubicación de los nodos para que estos puedan hacer un despligue autónomo, evitar
colisiones y optimizar la exploración del entorno.
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Una de las formas de localización clásicas es la utilización de sistemas de posicionamiento
global (GPS)[47]. Este sistema ofrece las coordenadas (latitud, logitud y altitud) en cualquier
parte del mundo y funciona recibiendo una identificación y hora del reloj de al menos tres
satélites en órbita sobre el planeta. Con base en estas señales el dispositivo sensor sincroniza
el reloj el reloj GPS, calcula el tiempo que tardan en llegar las señales y con estos valores
calcula la distancia mediante triangulación. Sin embargo, también cuenta con las desventajas
de: no funcionar en entornos cubiertos o sin vista directa al cielo; y carencia de precisión, ya
que la mayoŕıa de GPS comerciales ofrecen un máximo de 3 metros radiales.
Hay otro tipo de técnicas que parten de tener un conjunto de nodos estáticos, para los
cuales se conoce su posición previamente y con estos se calcula la ubicación relativa con no-
dos móviles por medio de enviar señales inalámbricas o de sonido, y por medio de la calidad
de la señal pueden llegar a calcular la localización [20]. En la figura 2-2 se puede observar
un esquema de como por medio del método de triangulación con nodos estáticos se puede
calcular la ubicación del nodo móvil y para este caso se aplicó un filtro para suprimir el ruido
de los módulos de comunicación inalámbrica. Este tipo de localización tiene la ventaja de
que puede funcionar en ambientes cerrados, pero tiene como debilidad que tiene restricción
de distancia máxima y mı́nima (dependiendo del módulo inalámbrico) del nodo móvil con
respecto a los nodos estáticos y que la incertidumbre en la ubicación sigue siendo mayor de
a 2m, aunque este valor también depende del módulo inalámbrico.
Otra de las formas de localización utilizadas en entornos cerrados es por medio de visión
artificial y con la ubicación de cámaras en la parte superior del entorno[76]. Este tipo de
visión ofrece gran precisión y se usa principalmente en laboratorios o entornos que requieren
velocidad y baja incertidumbre en el seguimiento de los nodos móviles como el evento Ro-
boCup F-180, categoŕıa de robots pequeños[98]. Sin embargo, aunque la precisión con este
sistema es muy alta, se requiere previamente realizar una calibración intensiva de parámetros
de intensidad de la luz, tipo y forma de lente, aśı como la distancia de los nodos con respecto
a la cámara.
2.1.3. Despliegue autónomo de RSR
Uno de las áreas de investigación principales en las RSR es el despliegue autónomo de la red
para cubrir el entorno, el cual se ha venido trabajando desde el año 2001 inicialmente con la
propuesta de Bulusu[19] y que posteriormente ha sido mejorado reduciendo el consumo de
enerǵıa y las técnicas de localización para estimar la posición [48, 26, 29].
En la figura 2-3 se puede observar el algoritmo de Lloyd para despliegue autónomo sobre un
entorno de poĺıgonos convexos, el cual busca ubicar los nodos sobre un póıgono irregular con
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Figura 2-2: Esquema de estimación de ubicación de un nodo móvil utilizando la intensidad
de la señal inalámbrica. Tomado de [20].
la distribución de diagramas de Voronoi[30]. En la figura de la izquierda se ilustra el estado
inicial, en la del centro se puede ver el proceso de despliegue y a la derecha el estado final
con particiones Voronoi.
Figura 2-3: Algoritmo de Lloyd para despliegue autónomo sobre un entorno de poĺıgonos
convexos.
2.1.4. Detección y seguimiento de peŕımetros
Cuando se monitorea un entorno para identificar de forma temprana eventos inesperados
que pueden afectar el medio, se espera no solamente poder sensar la anomaĺıa, sino también
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poder identificar el área afectada que se encuentra delimitada por un peŕımetro que pue-
de cambiar en el tiempo[61]. Un ejemplo t́ıpico de este campo es el monitoreo de bosques
suceptibles a incendios, donde no solamente se quiere identificar el cambio de temperatura
debido al fuego, sino poder determinar el peŕımetro generado por altas temperaturas para
que posteriormente este pueda ser extinguido de forma precisa y rápida por un equipo de
bomberos u otro tipo de agentes robóticos con actuadores especializados. Estos peŕımetros
formados por anomaĺıas se pueden observar en muchos tipos de ambientes f́ısicos como: fu-
gas de radiación en plantas nucleares; llamas en bosques susceptibles a incendios; campos
minados por explosivos terrestres; entre otros.
Hay muchos tipos de formas que pueden delimitar una anomaĺıa, de las cuales las técnicas
actuales funcionan exclusivamente sobre formas continuas y no convexas[28]. En la figura 2-4
se presentan tres tipos de peŕımetros que son complejos para ser alcanzados correctamente
por un robot, debido a su topoloǵıa en conjunto y otros factores como sensores ruidosos
o restricciones en tamaño hacen que estas formas no sean una tarea sencilla. Los tipos de
peŕımetros son: (a) peŕımetros no continuos que se toman como un solo peŕımetro en con-
junto, (b) peŕımetros con secciones muy delgadas, en las cuales se pueden atravesar estas
secciones como si el peŕımetro fuera continuo, (c) peŕımetros que recubren o encierran áreas,
en este caso un robot terrestres identifica la anomaĺıa como un conjunto sin espacios internos.
Figura 2-4: Tipos de peŕımetros: (a) no continuos (b) con áreas delgadas (c) con areas
internas. Tomado de [28].
Las anomaĺıas también se pueden caracterizar según la distribución de la magnitud de la
variable f́ısica, bajo esta clasificación hay dos categoŕıas de anomaĺıas[53, 28] según la distri-
bución de la magnitud de la variable f́ısica. La primera hace referencia a cuando la anomaĺıa
está conformada por uno o muchos gradientes, en la cual la magnitud de la variable f́ısica
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aumenta o decrece según el gradiente, ejemplos de este tipo de anomaĺıas se pueden ver
en variables f́ısicas como temperatura, presión o potencial eléctrico. La segunda categoŕıa
son las anomaĺıas libres de gradiente, en este caso la magnitud de la variable f́ısica dentro
de la anomaĺıa se mantiene constante o simplemente el sensor que la mide toma valores
binarios que determinan si hay presencia de la sustancia o no. Estas anomaĺıas se pueden
ver en campos minados, sustancias qúımicas o tóxicas. En consecuencia, la mayoŕıa de las
técnicas de detección de peŕımetros y seguimiento se dividen también en dos tipos, que son
las que tienen en cuenta el gradiente que forma la anomaĺıa y las que no[51]. Ambos tipos
de técnicas son importantes dependiendo del problema a resolver, por ejemplo, cuando una
falla es generada por fuego, entonces el objetivo es identificar el gradiente de temperatura.
En otros casos como los derrames de ĺıquidos radioactivos, el objetivo se centra en identificar
el peŕımetro de ĺıquido, dejando irrelevante calcular el gradiente.
El problema es la detección y seguimiento peŕımetros formados por anomaĺıas que tanto
para entornos terrestres como acuáticos y aéreos sigue siendo un reto para la comunidad
cient́ıfica, ya que sus aplicaciones en entornos cerrados como plantas nucleares o monitoreo
en zonas de alto riesgo para los seres humanos como campos minados han creado el centro
de atención de la investigación actual.
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2.2. Inteligencia Artificial Bayesiana
Los modelos probabiĺısticos han sido aplicados a toda clase de problemas que requieren un
mayor nivel de inteligencia artificial en el proceso de decisiones sobre mundos estocásticos
y con variables aleatorias [37]. En el año 2002 Sebastián Thrun realiza una recopilación de
técnicas probabiĺısticas aplicadas a la robótica [91], trabajos que posteriormente se extienden
con la introducción de modelos relacionados como las redes bayesianas. Recientemente en el
año 2007 se introducen modelos basados en redes bayesianas en el problema de detección y
seguimiento de peŕımetros[57] con un modelo llamado AEBN (Agent Encapsulated Bayesian
Network) que aplica un modelo de actualización de estado según evidencia suave.
Para un mundo estocástico cuyo comportamiento es intŕınsecamente no determińıstico donde
las acciones no son claramente predecibles ya que hay una variedad de elementos aleatorios,
entonces toman parte importante los modelos probabiĺısticos y de razonamiento basado en
incertidumbre, tal como lo hacemos los seres humanos sobre información incompleta y falta
de evidencias[56]. Numerosos modelos han sido propuestos por investigadores e ingenieros
para especificar un proceso de razonamiento basado en incertidumbre, tal como las funciones
de creencia de Dempster-Safer’s [36, 83] y otros controlados por el uso de sistemas basados
en reglas con factores de incertidumbre [17]. Finalmente, modelos probabiĺısticos han tam-
bién sido candidatos muy fuertes en el campo de inferencia bajo incertidumbre o creencias
a partir de evidencias.
El uso de modelos gráficos probabiĺısticos han tenido gran acogida por su integración de
representación de conocimiento, interrelacionar componentes modulares y mejorar el proce-
so de ingenieŕıa de conocimiento. Las redes bayesianas (en inglés Bayesian Networks BN)
[74] son un modelo gráfico basado en distribuciones de probabilidad conjuntas.
La Inteligencia Artificial Bayesiana es la incorporación de métodos de inferencia bayesia-
na, dónde la técnica mas importante en el área son las Redes Bayesianas y el Aprendizaje
Bayesiano [56]. Entonces, esta área trabaja con modelos a un alto nivel que busca inferir y
tomar decisiones a partir de creencias tal como lo hace un experto.
En esta sección se describen los conceptos mas importantes para la inteligencia artificial
bayesiana y al igual que en el modelo que se propone el el caṕıtulo 4 solamente se trabaja
con variables discretas.
2.2.1. Redes Bayesianas
Las redes bayesianas son un modelo gráfico que define un conjunto de grafos no ćıclicos
que representan variables aleatorias y su relación direccionada mediante flechas para indi-
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car dependencia[74]. La base de la técnica parte del teorema de Bayes (ecuación 2-1) y la
distribución de probabilidad local que usualmente es representada como una Tabla de Pro-
babilidad Condicional - TPC, en la cual se especifica la información cuantitativa sobre la
relación de dependencia.
P (X|Y ) = P (Y |X)P (X)
P (Y )
(2-1)
El teorema de Bayes que se presenta en la ecuación 2-1 busca obtener la probabilidad pos-
terior del evento X dado el evento Y . P(Y) es la probabilidad a priori de Y y representa la
creencia en el evento Y antes de obtener la evidencia. Similarmente P (X) es la probabilidad
a priori de X. P (Y |X) es la probabilidad de que ocurra el evento Y dado que el evento X
ha ocurrido.
En la última década se ha encontrado que las redes bayesianas aplican como una técni-
ca y robusta para el área de la robótica [97, 57], ya que permiten trabajar con información
incierta y generar inferencia en problemas sobre entornos estocásticos. En la figura 2-5 se
presenta el trabajo de Lazkano et al[57], donde el robot de marca Pioneer que se muestra
en la parte (a) utiliza ocho sensores de ultrasonido para determinar la acción a tomar y
alcanzar el objetivo de llegar a una ubicación espećıfica en un ambiente de laboratorio, este
robot tiene tres posibles acciones que son girar a la izquierda, girar a la derecha o moverse
en sentido frontal. En la parte (b) y (c) se ilustra el diseño de la distribución de sensores y
como están distribuidos en el robot.
Figura 2-5: Robot Pioneer y la ubicación de sus sensores de ultrasonido. Tomado de [57]
En la figura 2-6 se presenta el primer diseño de red bayesiana, donde cada sensor según su
ubicación entra a ser parte de la red como un nodo y se toma un nodo central sobre la acción
que toma el robot con el movimiento. Las relaciones iniciales entre nodos toman como base
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que los sensores adyacentes están relacionados y las mediciones de estos son dependientes
directamente del movimiento que realiza el robot.
Figura 2-6: Propuesta de red bayesiana
2.2.2. Redes de decisión bayesianas
Partiendo de como las redes bayesianas permiten representar incertidumbre y realizar infe-
rencia sobre variables aleatorias, entonces para apoyar la toma de decisiones se agregaron
caracteŕısticas de decisión y utilidad a la red. Las redes de decisión también son conocidas
como diagramas de influencia [49] e integran razonamiento probabiĺıstico con utilidades co-
mo apoyo en la toma de decisiones, para el cual se busca apoyar la utilidad esperada que se






E es la evidencia disponible.
A es una acción no determinista con los posibles estados de salida Oi.
U(OiA) es la distribución de probabilidad condicional sobre los posibles estados de
salida, dado que la evidencia E es observada y se toma la decisión A.
El objetivo de la función de utilidad es evaluar el valor esperado para cada acción que se
tome y finalmente escoger la acción de máxima utilidad esperada.
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Para introducir las caracteŕısticas de utilidad y decisiones en el modelo gráfico se definen
tres tipos de nodos que se representan de forma gráfica por medio de figuras geométricas
como se ilustra en la figura 2-7. Los tipos de nodos son variable aleatoria (ovalo), decisión
(cuadrado) y Utilidad (rombo).
Figura 2-7: Tipos de nodos
Nodo de variable aleatoria este tipo de nodo representa el mismo tipo de nodo de las redes
bayesianas, donde cada uno está asociado con la tabla de probabilidad condicional
(TPC), dando la probabilidad de la variable al tener un valor particular dado una
combinación de los valores de sus nodos padres. Donde sus nodos paredes puden ser
nodos de decisión u otros nodos de variable aleatoria.
Nodo de decisión representan la decisión que se va a tomar en un instante de tiempo. Los
valores de los nodos de decisión son las posibles acciones entre las cuales el decisor puede
elegir. Un nodo de decisión puede tener nodos de variable aleatoria como padres, pero
es un tipo especial de relación, ya que indican que al tomar la decisión la información de
la evidencia de sus nodos padres va a estar disponible. Es importante aclarar que todos
los nodos de decisión de la red también deben estar conectados, ya que las decisiones
se deben tomar de forma secuencial.
Nodo de utilidad Este tipo de nodo representa la función de utilidad de el agente decisor.
También es llamado nodo de valor. Los padres del nodo de utilidad son variables que
describen el estado de salida que afectará directamente la utilidad, los cuales pueden
ser nodos de variable aleatoria o de decisión. Cada nodo de utilidad debe tener asociada
una tabla de utilidad con una entrada para cada posible instancia de sus nodos padre.
Al unir todos los tipos de nodos se forma un diagrama de influencia que permite maximizar
la utilidad con base en la evidencia. En la figura 2-8 se presenta un ejemplo de una red
bayesiana muy simple, pero ilustrativa, ya que tiene todos los tipos de nodos mencionados y
cuenta con dos nodos de variable aleatoria como son el Hambre, que determina el estado en
que se encuentra la persona que toma la decisión y el otro es la Felicidad la cual está influen-
ciada por el estado del Hambre y la decisión que se tome en cuanto a Comer. El nodo que
cuantifica la utilidad y permite llegar a una decisión ideal es el de utilidad U1. Por tanto,
esta red va a inferir la decisión correcta para la acción de Comer con base en la evidencia
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que se tenga del nodo Hambre para llegar a aumentar la utilidad por medio del nodo de
Felicidad. Para mas detalle de los diagramas de influencia e Inteligencia Artificial Bayesiana
se recomienda el libro [56].
Figura 2-8: Ejemplo de red de decisión. Diagrama basado en el presentado en [52].
Para evaluar la red de decisión bayesiana y tomar las acciones que determinan la máxima
utilidad esperada se aplica el algoritmo de árbol de decisión. El arbol parte de un no-
do ráız que hace referencia al primer nodo de decisión de la red bayesiana; en su interior
está compuesto por los nodos centrales en los que están los nodos de variables aleatorias y
los nodos de decisión; y finalmente en las hojas se encuentran los nodos de utilidad. Con el
primer nodo del arbol referente al primer nodo de decisión de la red bayesiana, se inicia a
agregar los otros nodos de probabilidad y decisión con forme estos están relacionados con
las opciones del nodo padre, es decir, para cada alternativa del nodo principal se crea un
nodo hijo que puede ser un nodo de variable aleatoria o un nodo de decisión y se repite este
proceso de forma recursiva hasta llegar a los nodos de utilidad que representan las hojas del
árbol[68].
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2.3. Sistemas Multi-Agente
Los agentes de software son parte de la inteligencia artificial distribuida y están definidos
como entidades autónomas que trabajan en un entorno f́ısico o virtual con fin de alcanzar
objetivos individuales, pero al mismo tiempo, también trabajan de forma cooperativa para
lograr un objetivo común. Un agente posee sensores y actuadores que le permiten percibir
y afectar su entorno [95], tal como se puede observar en la figura 2-9, donde el agente es la
figura grande, la cual muestra las tres partes mas importantes de un agente que son percep-
ción, decisión y acción. Hay muchos sistemas de control que aplican sistemas de lazo cerrado
con entidades autónomas, pero lo que hace realmente inteligente a un agente es el mecańısmo
y la habilidad que tenga para tomar una decisión similar o mejor a como lo haŕıa un ser
humano.
Figura 2-9: Interacción de un agente con su entorno a partir de sensores y actuadores.
Tomada de [95].
Las caracteŕısticas de los agentes inteligentes de software se asemejan mucho a los robots
f́ısicos, ya que estos también cuentan con las tres partes de un agente, pero sus sensores y
actuadores están asociados a la medición y control de un entorno f́ısico, por tanto, al dotar
estos robots con inteligencia para hacerlos trabajar de forma racional, cooperativa y coor-
dinada para aśı llegar al concepto de agente robótico[45]. Un robot o sensor móvil puede
ser controlado por un agente inteligente que se relacione con el mundo f́ısico para que este
pueda razonar y deliberar sobre evidencias recolectadas a través del tiempo y posteriormente
controlar sus actuadores de forma autónoma.
Las caracteŕısticas principales que describen el comportamiento de un agente son las si-
guientes:
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Autonoḿıa Un agente debe trabajar y alcanzar sus intenciones sin necesidad de la interac-
ción directa con seres humanos, sino que por el contrario, debe tener la capacidad de
tomar decisiones racionales autónomas para lograrlo [14].
Proactividad Se refiere a tener un comportamiento orientado a un objetivo. Por lo tanto, si
a un agente, se le asigna una meta, entonces éste tomará la iniciativa y hará todo lo
posible para alcanzarla a través de un plan de acción.
Reactividad El agente debe proveer mecanismos para interactuar con el entorno o ambiente
donde está funcionando, pero debe estar situado en un espacio, tiempo y poder convivir
con los otros agentes del medio [87]
Sociabilidad Los agentes tienen la capacidad de interactuar unos con otros para trabajar
en forma conjunta y no solo cumplir los objetivos individuales, sino los del grupo de
agentes. Cada agente debe tener la capacidad de comunicarse, no solo intercambiando
mensajes o paquetes de bytes, sino que debe poder cooperar y coordinar actividades con
otros agentes para alcanzar sus metas individuales y del grupo al cual pertenecen. Por
tanto, es necesaria una comunicación a nivel de conocimiento, para poder transmitir
sus creencias, metas y planes a otros agentes [14].
Movilidad Los agentes tienen la habilidad de transportarse ellos mismos de un entorno a
otro, guardando su estado y empezar a operar de nuevo en su nuevo destino. Sobre
todo en ambientes de computación móvil, la migración es algo común cuando un agente
trata de maximizar el uso de algunos recursos como el consumo de enerǵıa o buscar
mejores sitios con mayor capacidad de procesamiento [67].
Estas caracteŕısticas principales son la fortaleza del paradigma de programación a agentes, ya
que al integrarlas en un sistema de múltiples entidades autónomas, estas se comportan como
un equipo en conjunto para lograr un objetivo común, pero respetando sus restricciones,
reglas y objetivos individuales.
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2.4. Razonamiento probabiĺıstico en
sistemas-multi-agente
El campo de investigación de razonamiento probabiĺıstico en sistemas multi-agente integra
las dos secciones anteriores (2.2 y 2.3), para las cuales se parte de los agentes y sus carac-
teŕısticas importantes como autonomı́a, comunicación, cooperatividad, etc. pero se quiere
llevar a un nivel de inteligencia mas alto para que estos agentes tomen decisiones basadas
en incertidumbre y tengan en cuenta que la información no es totalmente confiable en en-
tornos dinámicos y estocásticos. Esto parte del principio en que si el entorno es cambiante
en instantes cortos de tiempo, mientras el agente sensa y toma una decisión, posiblemente el
entorno ya haya cambiado nuevamente y para el siguiente instante la decisión ya sea errónea.
Entonces cuando se aplica un motor interno para el agente, este parte de que la información
no es totalmente correcta y le asigna un nivel de creencia según su experiencia en el entorno.
Este tipo de modelos integrados han tenido acogida en todo tipo de aplicaciones donde
se aplican sistemas multi-agente sobre entornos cambiantes, como en la economı́a[55] y en
la robótica [92]. De esta forma, cuando se quiere atacar un problema que es posible resolver
con múltiples entidades que razonen a partir de evidencias y cuentan con incertidumbre
tanto en las variables aleatorias de entrada como de salida, entonces un enfoque práctico
es aplicar modelos de integración de agentes y modelos gráficos probabiĺısticos. Para este
tipo de modelos los agentes no se comunican a través de mensajes planos, ni a través de
conocimiento, sino que la comunicación es sumamente práctica y los mensajes intercambia-
dos contienen lo necesario para razonar de forma independiente, es decir, se comparten los
valores de probabilidad de sus variables asociadas[96].
3 Trabajos relacionados
En este caṕıtulo se realiza una revisión en orden cronológico de las técnicas de segui-
miento y detección de peŕımetros que se encuentran en la literatura, donde a cada una
espećıficamente se le resaltan sus fortalezas, debilidades y caracteŕısticas especiales.
3.1. Enjambre robótico para detección de peŕımetros
Uno de los primeros trabajos en la detección y seguimiento de peŕımetros de anomaĺıas es
el trabajo de Bruemer et al. en el año 2002 [15], en el cual se propone un algoritmo bioin-
sipirado basado en inteligencia de enjambre (swarm intelligence)[10] con el fin de detectar
sustancias qúımicas libres de gradiente que son sensadas por medio de un enjambre robótico
(robotic swarm) conformado por robots de bajo costo con capacidades de comunicación a
través de generación y captura de sonidos.
La implementación se caracteriza por funcionar sobre un entorno f́ısico en el cual se des-
pliega un enjambre robótico conformado por doce robots diseñados sobre la plataforma de
desarrollo parallax, los cuales cuentan con capacidad de identificar obstáculos, movimiento
diferencial y un sistema de comunicación basado en sonidos con un parlante y un micrófono.
En las pruebas de laboratorio se despliegan los robots para identificar obstáculos como cajas
de cartón sobre un entorno plano y se observa como los robots a través del tiempo cubren
el entorno dejando libre el espacio de los obstáculos.
Fortalezas
En la implementación propuesta se destaca que los robots pueden detectar múltiples peŕıme-
tros dentro del entorno con el enjambre robótico trabajando de forma coordinada sobre un
entorno f́ısico. También se resalta que son robots de muy bajo costo, ya que no usan sensores
de variables f́ısicas, ni tampoco sistemas de localización o comunicación inalámbrica.
Debilidades
Aunque detectan múltiples peŕımetros, los robots no está dotados de ubicación, ni comunica-
ción para reportar la anomaĺıa detectada. El algoritmo de despliegue es lento y desordenado,
entonces ante una anomaĺıa los robots no pueden concentrarse en hacer seguimiento, sino que
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siguen con su labor de exploración en zonas que pueden ser redundantes, ya que no cuentan
con un historial de datos para saber que tanto ha sido recorrido un sector del entorno.
3.2. Navegación de gradientes con veh́ıculos autónomos
sub-acuáticos
También en el año 2002, los investigadores Bachmayer y Leonard[4] proponen una técnica
para navegar sobre gradientes con robots sub-acuaticos, los cuales pueden buscar el máximo
o mı́nimo del gradiente tal como lo hace un banco de peces para buscar comida dentro de
gradientes de temperatura en el mar. Este algoritmo es bioinspirado y se basa en la nave-
gación y coordinación de un banco de peces para recorrer gradientes en el mar y aśı buscar
comida.
Posteriormente este trabajo es mejorado por el mismo grupo de investigación para reali-
zar la tarea de seguimiento de curvas de nivel sobre gradientes[39, 40], donde los robots
trabajan en equipo de dos para determinar su movimiento a través de un algoritmo que usa
el potencial medido entre ambos robots. La implementación parte de pruebas simuladas con
Matlab para luego destacarse por tener una aplicación que sale del laboratorio para entrar
a monitorear bah́ıas costeras. Este proyecto es patrocinado por la Oficina Naval de Investi-
gación de la Bah́ıa de Monterrey. En la figura 3-1 se puede observar el veh́ıculo autónomo
sub-acuatico (glidder), el cual cuenta con localización mediante GPS y un sensor de tempe-
ratura en el agua. Estos veh́ıculos trabajan de forma coordinada como se ilustra en la figura
3-2. En este caso los robots sub-acuaticos detectan un gradiente de temperatura generado
dentro del mar y le hacen seguimiento.
Figura 3-1: Robot autónomo sub-acuatico. Tomado de [39].
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Figura 3-2: Algoritmo de seguimiento de gradientes con robots sub-acuaticos. Tomado de
[39].
Fortalezas
Las pruebas realizadas han partido de simulaciones y ensayo de laboratorio para evolucionar
a ambientes rústicos como lo es la Bah́ıa de Monterrey. Este tipo de veh́ıculos se mueven
dentro de un volumen y la anomaĺıa que detectan es en tres dimensiones.
El algoritmo aplica una técnica de planeación para recorrer el entorno y define ĺıderes vir-
tuales con el fin de seguir la ruta definida o seguir las curvas de nivel de las anomaĺıas. Estos
ĺıderes pueden cambiar según la posición o las medidas mientras se ejecuta un plan[71, 70].
Debilidades
Para que este tipo de robots funcionen se requieren áreas muy grandes, ya que este tipo
de veh́ıculos no cuenta con un control de velocidad angular lento. Por esta misma razón,
cuentan con la carencia de que las anomaĺıas también deben ser de gran tamaño para poder
hacer seguimiento.
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3.3. Detección y seguimiento cooperativo de bordes
En el 2003 Marthaler et al. propone un método matemático [61, 62] basado en la técnica
snake; esta técnica es original de reconocimiento digital de imágenes y fue aplicada a la
detección de peŕımetros libres de gradiente con uso de agentes robóticos móviles. El autor
define su técnica como una clase de algoritmo de búsqueda de bordes por un grupo de robots
autónomos móviles, para la cual se requiere comunicación entre los robots que puede ser local
o global dependiendo de la frecuencia de la interacción entre ellos. Inicialmente las pruebas
propuestas son simuladas para validar la aplicación de la técnica de visón computacional
snake como un enfoque factible en la detección y seguimiento de anomaĺıas.
Posteriormente, el mismo autor propone un nuevo algoritmo para hacer detección y se-
guimiento de sustancias libres de gradiente nombrado como UUV-Gas [53, 50], donde es-
pećıficamente se realizan pruebas para el seguimiento de peŕımetros con un solo veh́ıculo,
con el fin de evaluar el desempeño del algoritmo bang-bang (descirto en la sección 3.3.1).
El algoritmo Page’s cumulative sum (CUSUM) también integra el algoritmo Bang-Bang y
aplica técnicas de planificación y un filtro para cambiar el punto de detección y determinar
el borde a través de los datos de los sensores. En el art́ıculo de Abhijeet [51] en el 2009 se
presenta una implemetación de CUSUM con un robot de bajo costo y posteriormente Jin
y Bertozzi perfeccionan la técnica para proponer CUMSUM mejorado [12]. Para esta últi-
ma implementación la localización se realiza por medio de visión computacional con cuatro
cámaras CCD y el movimiento de los veh́ıculos es mediante dos ductos de aire que impulsan
el robot liviano como si fuera un robot de ruedas diferencial.
3.3.1. Algoritmo Bang-bang
El algoritmo de control de velocidad angular o bang-bang es uno de los métodos de control
de robots para el proceso de seguimiento de peŕımetros mas utilizados en redes de sensores
robóticos[28, 94, 21, 88, 12, 11, 51]. En el año 2004 Bertozzi et al.[53] propone el algoritmo
bang-bang para áreas formadas por anomaĺıas con o sin gradiente, el cual está definido para
ejecutarse sobre entornos que puedan ser representados bajo el espacio Euclideano en dos
dimensiones (R2). Este método se basa en la ecuación 3-1.
u(k) =

+θref cuando z(k) > B
0 cuando z(k) = B
−θref cuando z(k) < B
(3-1)
Donde θref es la dirección de giro que se cambia en cada iteración de control, k es el tiempo
y z determina si el robot se encuentra por dentro o fuera de la anomaĺıa denotada como
B. Por tanto, se tiene en cuenta la posición con respecto al peŕımetro que bordea la ano-
maĺıa, entonces si el robot se encuentra por dentro (z(k) < B), este inicia a desplazarse
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Figura 3-3: Robot i con dirección tipo Ackermann, en posición (x, y) y dirección en el
ángulo θ. Tomado de [28].
con velocidad angular en sentido en contra de las manecillas del reloj y cuando sale del
anomaĺıa(z(k) > B), cambia la velocidad angular en sentido de las manecillas del reloj. En
ángulo de dirección del veh́ıculo en cada iteración de control va cambiando como se describe
en la ecuación 3-2, donde θ(k) es el ángulo de dirección de movimiento del robot (como se
muestra en la figura 3-3) en el tiempo k. En la figura 3-4 se pueden observar los cambios
de dirección y como el algoritmo bordea el área anómala.
θ(k + 1) = θ(k) + u(k) (3-2)
Figura 3-4: Método libre de grandiente bang-bang. Tomado de [53].
La implementación del algoritmo bang-bang en [53] y [11] se realiza sobre robots móviles
sub-acuaticos mejorando los resultados en comparación con la técnica de snake [61] [62] en
cuanto a que: bang-bang soporta anomalias no solo con gradiente, sino también libre de gra-
diente; la convergencia no depende de condiciones iniciales como en snake; y ambas técnicas
son robustas en cuanto al ruido en los sensores.
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3.3.2. Algoritmo Bang-bang mejorado
En el año 2005 [50] Hsieh et al. realiza una implementación del algoritmo sobre robots f́ısicos
terrestres y posteriormente en el 2007 Bertozzi mejora el algoritmo bang-bang[12, 51], en el
cual el control de dirección actua mediante la ecuación 3-3.
u(t2) =
{
(∆t · ω − 2θref)/ 2 cuando z(k) > B
− (∆t · ω − 2θref)/ 2 cuando z(k) < B
(3-3)
Donde ∆t = t2− t1 representa la diferencia de tiempo entre cada iteración de control, θref es
un ángulo de referencia pre-establecido, en la figura 3-5 se puede observar cuando el robot
sale del peŕımetro, entonces a través de una trayectoria curva regresa de nuevo para cortar
el peŕımetro con un ángulo ∆θ y finalmente pasa de nuevo a la siguiente iteración usando el
ángulo de referencia θref . En el caṕıtulo 6 se puede observar la implementación y desempeño
de los algoritmos bang-bang y bang-bang mejorado.
Figura 3-5: Análisis geométrico entre dos puntos de cruce consecutivos para bang-bang
mejorado. Tomado de [12].
3.3.3. Fortalezas y debilidades
Las fortalezas y debilidades para detección y seguimiento cooperativo de bordes son las
siguientes.
Fortalezas
Las fortalezas de CUMSUM y CUSUM-mejorado son: el aprovechamiento del gradiente de
la anomaĺıa para la detección y seguimiento de esta; el filtro de Kalman aplicado a los datos
sensados mejora la detección al reducir el ruido de los sensores de variables f́ısicas; y el
modelo de agente presenta un esquema modular orientado a la toma de decisiones.
Debilidades
El algoritmo Bang-bang funciona correctamente para un solo robot y no tiene en cuenta
múltiples robots que requieren ser coordinados. En este trabajo los investigadores se enfocan
en el seguimiento y el problema de exploración se deja a un lado.
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3.4. Arquitectura de control jerárquica para detección y
seguimiento con sensores robóticos
Los investigadores Clark y Fierro proponen un modelo de coordinación descentralizado que
permite a un enjambre de robots localizar y hacer seguimiento de un peŕımetro dinámico
[27, 28]. En [27] se presenta un modelo de coordinación descentralizado que permite a un
enjambre de robots localizar y hacer seguimiento de un peŕımetro dinámico. Este modelo es
biológicamente inspirado para ser aplicado a los comportamientos de los robots.
Dentro del modelo se propone una arquitectura basada en comportamientos enfocados hacia
el control cooperativo tolerante a fallos, donde los el sistema robótico tiene como objetivos la
detección y seguimiento de peŕımetros. La arquitectura propuesta define dos tipos de agentes:
los agentes sensores que muestrean datos del entorno y lo comunican de forma inalámbri-
ca con sus robots vecinos; y los agentes grupales, los cuales se encargan de recibir toda la
información del entorno y los peŕımetros localizados. Para controlar los agentes/robots, se
usa un modelo basado en modos, los cuales están determinados por una máquina de estados
jerárquicos. Este esquema permite que los modos tengan sub-modos y que ciertos estados
sean reusados en diferentes modos, dependiendo de la necesidad.
En la figura 3-6 se presenta la arquitectura jerárquica conformada por cuatro controladores
dependiendo del estado de cada veh́ıculo robótico. En el promier controlador (izquierda, arri-
ba) se ilustra la integración de los otros tres controladores, que cambian según las condiciones
que establecen las flechas de conexión. Los estados de control principales que determinan el
comportamiento del robot son:
Controlador de cubrimiento aleatorio (Random Coverage Controller - RCC ) Cuyo obje-
tivo es cubrir la mayor cantidad de área como sea posible mientras se encuentra un
peŕımetro y se evaden colisiones. Este estado a su vez se divide en tres: (1) búsqueda
en espiral, (2) evasión de bordes o ĺımites del entorno y (3) evasión de colisiones con
otros robots u obstáculos.
Controlador de campo potencial (Potential Field Controller - PFC ) Una de las formas
mas conocidas para detectar peŕımetro es formar un poĺıgono regular por medio de la
red robótica y uniformemente bordear el objetivo. Sin embargo, para este trabajo se
usa un potencial atractivo, el cual permite a los robots rápidamente moverse hacia el
peŕımetro una vez detectado. El primer robot que detecta el peŕımetro env́ıa un broad-
cast con su posición a los otros robtos y si un robot está dentro de rango, entonces
controlador PFC es usado para que este se mueva hacia el peŕımetro. En otro caso, el
robot se mantiene en RCC hasta que encuentre algo. Los sub-estados en este caso son:
(1) atracción al potencial y (2) evasión de colisiones.
3.4 Arquitectura de control jerárquica para detección y seguimiento con sensores
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Figura 3-6: Arquitectura de control jerárquica. Tomado de [28].
Controlador de seguimiento (Tracking Controller -TC ) El seguimiento de la anomaĺıa es
un proceso que solamente requiere ajustar la velocidad angular del robot según los va-
lores muestreados. En cuanto a las colisiones, esta son evitadas por medio del cambio
en la velocidad lineal. El perimetro se detecta y se hace seguimiento mediante el algo-
ritmo blobfinder aplicado sobre una cámara orientada hacia el piso, donde se encuentra
el área que resalta y determina el peŕımetro.
El prototipo de estos veh́ıculos parte de una simulación en el software Gazebo[54] (ver figura
3-7b), para luego pasar a veh́ıculos f́ısicos, los cuales utilizan una cámara en dirección hacia
el suelo como sensor de la anomaĺıa y según el área de color en la imagen toman una u
otra dirección. Estos veh́ıculos utilizan localización por medio de GPS asistido en conjunto
con odometŕıa en las ruedas, comunicación Wifi y cuentan con controladores de alto y bajo
nivel. Para el alto nivel usan una computadora portátil con el sistema operativo Linux, que
controla una red de control de bajo nivel por medio de una interfaz CAN, a la que se le
conectan los sensores de distancia y motores. En la prueba de laboratorio se ubican unos
tapetes o superficies de color azul para que el robot pueda seguirlos con la cámara (ver figura
3-7a) y para simular un entorno dinámico manualmente se mueven los tapetes para que los
robots perciban el cambio.
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Figura 3-7: (a) Experimento con robots f́ısicos detectando áreas de color azul sobre el suelo.
(b) Simulación en Gazebo. Tomado de [28].
Fortalezas
Las fortalezas de este trabajo son: el algoritmo cubre el proceso completo de detección
(exploración, atracción y seguimiento); el modelo se valida mediante una simulación y un
prototipo f́ısico de robots terrestres. En la arquitectura es escalable y robusta, ya que se
capturan los estados necesarios para el proceso de detección y seguimiento, aśı como las
diferentes conexiones para cambiar de estado de control.
Debilidades
La cámara como sensor puede ofrecer precisión en el seguimiento, pero esta tiene un costo
mucho mas alto que un sensor de variable f́ısica y reduce la capacidad de medir variables
f́ısicas no visibles, tales como humedad, temperatura, acidez, etc.
Como se mencionó en la sección anterior, el método de seguimiento en zigzag llamado bang-
bang es un control que cuenta con deficiencias con gradientes, ya que es lento y poco preciso.
Aunque la arquitectura es robusta y define unos v́ınculos para el estado de control, las
pruebas realizadas fueron solamente en ambientes controlados de laboratorio. Aśı que al
aplicar el modelo sobre un entorno estocástico y con ruido en los sensores, el cambio de esta-
do no puede ser tan directo con las variables determińısticas, sino que se necesita un proceso
de procesamiento previo o tener en cuenta otro tipo de forma para cambiar de estado. En el
caṕıtulo se presenta una propuesta de mejora a esta debilidad.
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3.5. Estimación de contorno adaptativo con sensores
móviles
El algoritmo de estimación de contorno de anomaĺıas con sensores móviles[86] está optimi-
zado para ser de bajo consumo de enerǵıa en todo el proceso de estimación y cubre dos fases
del proceso de detección y seguimiento.
La primera es la fase de convergencia, en la que los robots ya saben que existe un peŕımetro
y comienzan en su búsqueda por medio de un esparcimiento que les permite tener una dis-
tribución sobre la anomaĺıa para alcanzar un rápido cubrimiento de esta. El primer enfoque
para este esparcimiento se basa en alejar los nodos lo mayor posible unos de otros [46], pero
habŕıa una falta de distribución con respecto a la anomaĺıa o los nodos se podŕıan separar
mucho del área de búsqueda. Entonces en [86] se propone un método de esparcimiento pero
alrededor de un centroide teniendo en cuenta la distribución angular. El centroide es defini-
do como un punto equidistante a todos los puntos del peŕımetro y actú como el centro de
la distribución angular. Por tanto, para una red de N sensores desplegados en un campo,
entonces este es dividio en (2π
N
) ángulos centrados al rededor del centroide. A cada sensor se
le asigna un ángulo θ′, llamado ángulo objetivo (target angle), el cual es la diferencia entre
el ángulo actual y el ángulo objetivo. En la figura 3-8 se ilustra una anomaĺıa con 5 sensores
(S1...S5) que son desplegados sobre un campo, el campo está dividido en 5 sectores y los
angulos son 0, 72, 144, 216 y 288 grados.
La segunda es la fase de cubrimiento la cual hace referencia al mismo proceso de segui-
Figura 3-8: Esparcimiento angular alrededor de un centroide en la fase de convergencia.
Tomado de [86]
miento de anomaĺıas que se ha mencionado en las secciones anteriores.
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Para este problema se definen los algoritmos de control distribuidos entre cada uno de los
sensores móviles, los cuales toman decisiones con base en: mediciones de los sensores locales,
historial de las medidas y colaboración entre sensores, distancia al contorno y forma del
contorno.
Es destacable que en este trabajo del 2008 se inicia a establecer métricas para evaluación de
desempeño en estimación de contornos de anomaĺıas, las cuales son minimizar la latencia y
maximizar la precisión.
Fortalezas
El algoritmo presenta novedades en cuanto al esparcimiento en los nodos para alcanzar la
anomaĺıa, esta fase aumenta la velocidad de detección del peŕımetro y reduce el tiempo de
cubrimiento de la anomaĺıa.
Debilidades
El algoritmo tiene una etapa de carencia en cuanto a la exploración, ya que parte de que
el peŕımetro se encuentra en un lugar espećıfico. Adicionalmente en el mismo art́ıculo se
describe que hay una carencia en el algoritmo cuando se desconoce la anomaĺıa previamente,
ya que en la fase de convergencia no se puede determinar cuando iniciar, ni que tanta es la
separación entre nodos.
El trabajo aún está en una etapa de propuesta y no se ha llegado a una implementación
sobre veh́ıculos f́ısicos, por lo que los resultados presentados son simulados.
3.6. Método de segumiento basado en topoloǵıa
El trabajo doctoral de Susca publicado en el año 2008 [89, 88, 18] introduce el concepto de
agentes mediante un modelamiento matemático basado en topoloǵıa. El algoritmo trata de
aproximar el borde con un poĺıgono y de esta forma, los nodos sensores van muestreando e
interpolando los lados del poĺıgono. Esta noción de nodos localizados uniformemente sobre
una medida es inspirado por la teoŕıa de cuerpos convexos.
Fortalezas
La fortaleza de este modelo se enmarcan en que el modelo matemático presenta mayor
velocidad en el proceso de seguimiento con respecto a las técnicas mencionadas previamente.
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Debilidades
Las debilidades del modelo son: no tiene en cuenta el gradiente; el peŕımetro es detectado
con una cámara y genera las mismas restricciones que se muestran en la sección 3.4.
3.7. Veh́ıculos aéreos no maniobrados para detección de
anomaĺıas
El monitoreo de entornos es ampliamente aplicado no solo por veh́ıculos terrestres, sino tam-
bién por robots aéreos autónomos o veh́ıculos aéreos no maniobrados, conocidos por su sigla
en inglés AUV[64, 13, 72]. En el trabajo de Casbeer et al.[24, 25] se utilizan robos aéreos para
el monitoreo de incendios en bosques. Cada veh́ıculo es equipado con una cámara infraroja
y el borde del área de fuego es detectado por medio del método de thresholding [44].
El veh́ıculo fúe diseñador para moverse a una altura de h metros con la cámara generando
un ángulo de vista de 30 grados en dirección hacia el plano xz con respecto al eje z. Para
mantener el ángulo en la misma dirección sin importar los cambios del vech́ıculo se utiliza
el sistema mecánico pan and tilt y se controla mediante el método grimbal[7, 77].
Fortalezas
Una ventaja importante de los veh́ıculos aéreos sobre los veh́ıculos terrestres es que no están
en contacto directo con la anomaĺıa, esto les da ventajas como cruzar la anomaĺıa a cierta
altura por encima, sin verse afectados por esta.
El despliegue y pruebas con los veh́ıculos aéreos se hace en un ambiente f́ısico real y en
el trabajo se demuestra la efectividad del algoritmo de planeación funcionando sobre entor-
nos rústicos. Aśı también los resultados demostraron que al aumentar el número de veh́ıculos,
también se tuvo en cuenta la cooperatividad para llegar a reducir el tiempo del monitoreo
de la misión.
Debilidades
Los resultados importantes en cuanto al seguimiento fueron simulados y no se evaluaron en
condiciones f́ısicas, ni tampoco se tuvo en cuenta el proceso de exploración del entorno sin
conocer la anomaĺıa.
Una parte importante en este tipo de métodos es el análisis de los datos y el reporte de
la anomaĺıa, los cuales no se incluyen en este trabajo.
4 Modelo propuesto
A partir de la revisión de literatura se pudieron identificar ciertas carencias o debilidades que
tienen los modelos de control distribuidos para redes de sensores robóticos. Una de las áreas
fuertes que se identificaron fue la aplicación de sistemas multi-agente para que los sensores
robóticos razonen de forma autónoma y trabajen de forma cooperativa. Sin embargo, esta
área siempre debe ir acompañada con otro tipo de técnica que permita dotar a estos agentes
de inteligencia de control. Este caṕıtulo se centra en la propuesta de un modelo basado en
agentes inteligentes para controlar una red de sensores robóticos que detecta y determina
la ubicación de anomaĺıas en un entorno f́ısico. El modelo inicia con un alto nivel donde se
define un sistema multi-agente siguiendo la metodoloǵıa MaSE[35], posteriormente se entra
espećıficamente en la definición del modelo de razonamiento basado en inteligencia artifi-
cial bayesiana y finalmente se describe una nueva propuesta de algoritmo de seguimiento de
peŕımetros.
Este modelo propuesto debe cumplir con las condiciones de: mantener la comunicación en-
tre todos los nodos durante todo el tiempo de ejecución; todos los sensores robóticos deben
poder medir la variables f́ısica de un punto donde están ubicados; cada robot cuenta con su
propio mecanismo de locomoción; y todos los robots trabajan en equipo y deben conocer la
posición y valor de variable f́ısica sensado de cada uno de sus compañeros.
4.1. Metodoloǵıa y definición del modelo multi-agente
La metodoloǵıa para sistemas multi-agente MaSE (Multi-Agent Systems Engineering)[35] se
caracteriza por cubrir el análisis y diseño del proceso de ingenieŕıa de software, partiendo de
la base de que los requisitos del sistema han sido capturados correctamente mediante otras
metodoloǵıas o conocimiento del experto que aplica MaSE. En la figura 4-1 se presentan los
modelos asociados a la metodoloǵıa y las etapas del proceso de software análisis y diseño,
en las cuales se encuentran las subetapas: captura de objetivos, aplicación de casos de uso,
definición de roles, creación de clases de agentes, construcción de conversaciones, ensamble
de agentes y clases, y diseño del sistema.
.
Para el trabajo actual se decidió trabajar con la metodoloǵıa MaSE debido a en que trabajos
previos en robótica cooperativa y detección de peŕımetros ha sido utilizada [63, 41, 16] y
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Figura 4-1: Modelos asociados a la metodoloǵıa MaSE. Tomado de [35]
espećıficamente en el trabajo de DeLoach et al. se muestra la aplicación de la metodoloǵıa
a la robótica cooperativa[34]. Adicionalmente, MaSE ofrece una herramienta de software
de modelamiento AgentTool[58] para apoyar la definición de ciertos diagramas y que puede
funcionar en conjunto con la herramienta de desarrollo de lenguaje unificado para los modelos
basados en UML para Agentes (AUML)[6]. Finalmente, para la implementación AgentTool
permite generar el código fuente de los agentes en el lenguaje JAVA sobre la plataforma
JADE[8] a partir de los modelos definidos.
4.1.1. Análisis
En la etapa de análisis se inicia con la captura de objetivos jerárquicos, a partir de estos
se realizan los casos de uso y finalmente se comienza a modelar interacción por medio de
diagramas de secuencia.
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Captura de objetivos
En la figura 4-2 se presenta el modelo de objetivos para detección y seguimiento de anomaĺıas
usando una red robótica inteligente. En este modelo el objetivo principal es la detección y
seguimiento, para el cual es necesario cumplir con:
Explorar el entorno por medio de recorrerlo con robots autónomos y detectar anomaĺıas
con sensado de variables f́ısicas.
Una vez que se detecta una anomaĺıa, es necesario prestar atención al punto donde se
realizó la detección y aśı, generar atracción sobre los robots que se encuentran cercanos
para identificar el peŕımetro de la anomaĺıa.
Una vez detectada la anomaĺıa y se ha detectado su peŕımetro, es necesario realizar
seguimiento del comportamiento dinámico de esta.
Es necesario reportar las anomaĺıas que ocurren dentro del entorno y guardar un regis-
tro de los datos sensados para poder reportar las anomaĺıas y analizar probabilidades
que pueden servir para generar inferir comportamientos de los robots.
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Modelo de roles
Un rol en el contexto de sistemas multi-agente define la especialidad o actividad en la que es
experto un agente, de esta forma rol debe cumplir con uno o muchos objetivos. En esta etapa
de la metodoloǵıa MaSE se busca asegurar que se identifiquen todos los roles necesarios para
alcanzar los objetivos, usualmente cada objetivo es asociado con un rol. Estos roles deben
ser asumidos por al menos un agente del sistema, aśı se asegura el cumplimiento de todos
los objetivos. En la figura 4-3 se presenta el modelo de roles, donde se asocia cada rol con su
respectivo objetivo y la relación entre ellos. El rol que ataca los objetivos y sub-objetivos de
exploración es el rol Explorador, el cual se encarga de recorrer el entorno, reportar los datos
sensados el Recolector de Información y detectar anomaĺıas para reportarlas al seguidor de
peŕımetros. El seguidor de peŕımetros transmite el estado de la anomaĺıa y el peŕımetro
detectado al agente Informador, el cual toma la información y la reenv́ıa a los interesados
(Ej. agentes humanos o agentes actuadores que extinguen la falla). Finalmente, el Recolector
de Información almacena todos los datos recolectados del entorno para que el estad́ıstico
pueda calcular las probabilidades asociadas al entorno y la falla.
Explorador
Objetivos:























Figura 4-3: Modelo de roles
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Modelo de tareas
Una vez definidos los roles es necesario asignar las tareas que cada uno debe llevar a cabo
para alcanzar los objetivos. En la figura 4-4 se presenta el modelo de roles con las tareas
asociadas. Las elipses del diagrama representan las tareas que debe llevar a cabo cada rol
asociado mediante una linea continua, mientras que las fechas entre tareas representan men-
sajes que definen los protocolos de comunicación entre roles y las ĺıneas discontinuas hacen
referencia a comunicación interna de un rol.
De las tareas presentadas la que mas tiene importancia por su criticidad en el proceso es
Explorador
Objetivos:


































Figura 4-4: Modelo de roles con tareas
la de seguimiento de gradiente, ya que es en esta donde se requiere un algoritmo de control
inteligente que determine el movimiento del robot a partir de los datos sensados de una
variable f́ısica y la ubicación del robot. En la figura 4-5 se presentan los pasos correspon-
dientes a la tarea de seguimiento de gradiente. Esta tarea es un proceso ćıclico, el cuál
inicia con muestreo del entorno a través de una variable f́ısica, obtener la ubicación del robot
por métodos de localización o sistemas geo-posicionamiento. Posteriormente se obtienen las
probabilidades de fallas del entorno y se consulta el historial de datos recolectados por el
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robot para aśı poder determinar el movimiento del robot por medio del control de velocidad

















Figura 4-5: Pasos correspondientes a la tarea de seguimiento de gradiente
4.1.2. Diseño
En la etapa de diseño se toman las tareas y roles analizados para definir las clases de agentes
que van a intervenir en el sistema. Con los agentes definidos se modelan los protocolos de
conversación entre ellos para finalmente diseñar la arquitectura de agentes y aśı llegar al
modelo de despliegue.
Modelo de agentes
El modelo de agentes o de clases de agentes permite asociar roles compatibles para crear
agentes que interactúan entre si. En la figura 4-6 se muestra el diagrama de los agentes invo-
lucrados en el sistema, los cuales son representados por cajas con el nombre del agente en la
parte superior y los roles asociados en la parte inferior. Las conversaciones entre los agentes
se denotan como flechas que conectan los agentes. Este modelo permite asociar múltiples
roles a un agente o un rol a múltiples agentes.
Los agentes definidos fueron tres: el agente robot móvil que se encarga de controlar un
robot f́ısico a través de asumir los roles y tareas referentes a la exploración y seguimiento




















Figura 4-6: Modelo de clases para agentes
de peŕımetro, como este robot basa su comportamiento en probabilidades y los datos alma-
cenados por los otros robots, entonces todos los datos sensados son enviados a un agente
administrador de datos, el cual recolecta toda la información sensada por los robots móviles
y calcula probabilidades requeridas por estos, tales como probabilidad de falla en el entorno
o probabilidades de tener un punto determinado con valores inusuales. El rol de informador
no se unió con otros roles y se definió un agente que cumple solamente con informar la
anomaĺıa a un medio externo, como puede ser un humano u otro agente actuador.
Razonamiento del agente: robot móvil
Un ambiente susceptible a fallas u anomaĺıas se caracteriza por ser estocástico, delimitado
por un área y los robots solo tienen una visión parcial limitada por el alcance de sus sen-
sores. Desde el año 2006 se empezaron a integrar las redes bayesianas como soporte de la
inteligencia artificial para determinar el comportamiento de robots móviles[57]. Por tanto,
se decidió aplicar un enfoque bayesiano para determinar el comportamiento de cada sensor
robótico en todo el proceso de detección y seguimiento de peŕımetros. En la sección 4.3 se
describe el modelo que aplica inteligencia artificial bayesiana para definir el motor interno
de inferencia para determinar el estado del robot.
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4.1.3. Despliegue
En el modelo de despliegue con entornos robóticos se busca que al menos un agente controle
las acciones de un robot, donde el agente puede estar en el mismo robot o en una estación de
computo remota que realiza los cálculos y le env́ıa las acciones que el robot debe ejecutar[43].
En la figura 4-7 se ilustran los agentes como componentes referentes a: un robot móvil que
debe controlar a cada robot y los componentes del sistema que se encargan almacenar los








Figura 4-7: Modelo de despliegue
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4.2. Modelo bayesiano para determinar comportamiento
del agente robótico
Los entornos f́ısicos susceptibles a catástrofes o anomaĺıas son ambientes altamente es-
tocásticos, en cuanto a su aleatoriedad tanto en la aparición de la anomaĺıa como en su
comportamiento una vez aparece. Por ejemplo, una anomaĺıa de incendio en un bosque pue-
de aparecer y extinguirse en el tiempo por factores como la temperatura del ambiente o
velocidad del viento. Estos factores a su vez también pueden aplicar transformaciones en la
anomaĺıa como cambiarla de forma o trasladarla. Bajo estas mismas condiciones los sensores
robóticos también manejan incertidumbre intŕınseca en cuanto a sus sensores por carencia
de exactitud en la medición de variables f́ısicas y de localización. Por tanto, para este tipo de
entornos estocásticos no solo es suficiente definir un modelo de comportamiento con valores
medidos, sino que adicionalmente se requiere tener en cuenta dicha incertidumbre para la
toma de decisiones de los agentes robóticos.
En este tipo de ambientes estocásticos los agentes robóticos inteligentes tienen una carac-
teŕıstica importante que se centra que el entorno para ellos es parcialmente observable,
es decir, cada robot no puede contar con una visión hoĺıstica del ambiente, sino que se li-
mita a la información que pueda capturar a partir del uso de sus sensores y la información
compartida por otros agentes robóticos. De esta forma, la cooperatividad juega una par-
te fundamental para que los robots trabajen en equipo y expandan el su conocimiento del
entorno con base en la experiencia o evidencia de sus compañeros de labor. Por tanto, es
necesario destacar que el razonamiento intŕınseco de un agente robótico es trabajar de forma
cooperativa con sus compañeros, pero en conjunto también debe cuidar sus objetivos inter-
nos que están relacionados con su auto-protección y maximización en el aprovechamiento de
sus recursos limitados como el uso de bateŕıa o el desgaste de sus piezas mecánicas.
Para definir un modelo se requiere tener en cuenta las caracteŕısticas mencionadas, obje-
tivos internos, la incertidumbre en las diferentes variables relacionadas. Una de las áreas
que investiga este tipo de casos es la Inteligencia Artificial Bayesiana (descrito en el
caṕıtulo 2.2), donde por medio de la definición de nodos que representan variables aleatorias
y relaciones causales entre estos se puede inferir con base en estad́ıstica bayesiana la causa
o el efecto de una variable hacia otra. Este efecto también se puede distribuir a través de
una red con base en la evidencia que alimenta el modelo. A los nodos aleatorios en los que
se definen probabilidades de variables importantes en la toma de decisiones se les puede
agregar una función de utilidad para llegar a tomar decisiones con base en el máximo valor
esperado dentro de la red. Las decisiones que se toman son realizadas y de nuevo la red
puede alterar sus probabilidades de forma dinámica para ir evolucionando en el tiempo. En
la siguiente sección se describe la metodoloǵıa para definir los nodos y relaciones implicados
con el problema de detección y seguimiento de anomaĺıas por sensores robóticos.
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4.3. Metodoloǵıa de ingenieŕıa de conocimiento
El problema estocástico de la detección y seguimiento de peŕımetros por sensores robóticos
requiere un análisis y estudio de como se comportan las variables f́ısicas y como se relacionan
entre si para poder llegar a la definición de una red de decisión bayesiana que le permita
al agente robótico razonar a partir de la evidencia. Por este motivo, se toma una de las
metodoloǵıas mas famosas en esta áreas que es la Ingenieŕıa de Conocimiento con Redes
Bayesianas (en inglés Knowledge Engineering with Bayesian Networks - KEBN) [56, 75].
En la metodoloǵıa KEBN de Boneh et al. [69] se definen 4 etapas principales para diseñar
y construir una red de decisión bayesiana. Las etapas son: estructura de la red bayesiana;
definición de parámetros de probabilidad; estructura de decisiones; y definición de funciones
de utilidad. La definición de la red bayesiana es solamente una etapa de las 5 definidas en la
metodoloǵıa KEBN (ver figura 4-8), ya que el ciclo de vida planteado en esta metodoloǵıa
es mas extenso y llega hasta el refinamiento luego de la aplicación industrial. El presente
trabajo de tesis se limita a la definición de la red bayesiana y su validación mediante un
prototipo que será descrito en el siguiente caṕıtulo. A continuación se presenta la aplicación
de la metodoloǵıa KEBN para definir la red bayesiana aplicada a detección y seguimiento
de peŕımetros por sensores robóticos.
Figura 4-8: Etapas del ciclo de vida de KEBN. Tomado de [56].
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4.3.1. Contextualización e identificación de variables
En esta etapa se parte de la contextualización para capturar los requisitos de la red e iniciar
con la identificación de un conjunto de elementos que deben converger en la red definida al
final. Para obtener estos requisitos se inicia con la descripción de variables asociadas con el
razonamiento, información conocida e información desconocida.
Iniciando con el contexto, se quiere razonar para determinar el comportamiento y uso de
recursos de un robot móvil perteneciente a una red de sensores robóticos, para el cual se
cuenta con la información del sensor robótico que está infiriendo y todos los otros robots de
la red. La información con la que se cuenta es la siguiente:
El valor actual de la magnitud de la variable f́ısica medida.
El historial de los valores sensados.
Nivel de bateŕıa.
Velocidad de movimiento.
Coordenadas de Posición y distancia Euclidiana con respecto al robot que razona.
El entorno es parcialmente observable y se desconoce la existencia de una anomaĺıa en el
entorno. Cuando se sabe, se desconoce su posición, peŕımetro y comportamiento dinámico
en el espacio a través del tiempo.
4.3.2. Identificación de nodos de la red
Una vez identificadas las variables del problema, se dispone a definir los nodos directamente
relacionados con estas. En la tabla 4-1 se presenta la descripción de cada uno de los nodos
identificados.
Los nodos se pueden caracterizar dependiendo del tipo de nodo[69]. Los tipos de nodos son:
Nodos de salida: son los que realmente le importan al usuario final o al agente de
software. Son conocidos como nodos objetivo, nodos consulta o nodos de salida.
Nodos de entrada: son los nodos que provienen de evidencias, observaciones o en-
tradas al sistema.
Nodos de contexto: son los que pueden ser determinados por medio de condiciones
de sensado y datos previos.
Nodos controlables: son aquellos sobre los cuales se puede intervenir.
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Tabla 4-1: Descripcción de nodos
Nodo Descripción
Anomaĺıa en entorno Identifica si hay una anomaĺıa en el entorno.
Anomaĺıa local Identifica si hay una anomaĺıa próxima al sensor robóti-
co.
Anomaĺıa local posterior Identifica si hay una anomaĺıa próxima al sensor robótico
luego de aplicar una acción.
Variable f́ısica Estado de la variable f́ısica que se estudia en el entorno.
Sensor local Valor del sensor del robot que muestrea el entorno.
Sensor otro robot Sensor de otro robot que también está muestreando el
entorno. [Un nodo por cada uno de los otros robots en
la red].
Nivel bateŕıa Nivel de bateŕıa del robot. El nivel de es importante
para que pueda maximizar su tiempo de funcionamiento
dentro del entorno.
Distancia a otro robot Con base en la posición actual y la posición de cada
robot de la red se puede extraer la distancia con robots
que se encuentren en la dirección de movimiento. [Un
nodo por cada uno de los otros robots en la red]
Historial de valores sensados Indicador de valores sensados recientemente por el ro-
bot.
Velocidad de robot Velocidad con la que se desplaza el robot móvil.
Posibilidad de choque Posibilidad de chocar con otro robot.
Posibilidad de choque posterior Posibilidad de chocar con otro robot luego de aplicar
una acción.
Estado Estado en el que se puede encontrar el robot (explora-
ción,detección o seguimiento)
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El siguiente paso es definir los nodos que representan las variables f́ısicas y su tipo de nodo,
para consecuentemente definir el tipo de dato y sus posibles valores. En la tabla 4-2 se puede
observar el resultado de la definición realizada para el problema de detección y seguimiento
de peŕımetros. Aunque las redes bayesianas pueden trabajar con valores continuos como
decimales, se recomienda por simplicidad trabajar con variables discretas o discretizar las
variables continuas por medio del algoritmo de Cooper[66].
Tabla 4-2: Tipo de dato de los nodos y valores posibles.
Nodo Tipo Nodo Tipo
Dato
Valores
Anomaĺıa en el entorno Contexto Lista Alto, Medio, Bajo
Anomaĺıa local Objetivo Lista Alto, Medio, Bajo
Anomaĺıa local posterior Objetivo Lista Alto, Medio, Bajo
Variable f́ısica Contexto Lista Peligro, Perimetro,
Ambiente
Sensor local Entrada Lista Peligro, Perimetro,
Ambiente
Sensor otro robot Entrada Lista Peligro, Perimetro,
Ambiente
Nivel bateŕıa Entrada Lista Alto, medio, bajo
Distancia frontal a otro robot Entrada Lista Lejos, normal, cer-
ca
Historial de valores sensados Contexto Lista Peligro, perimetro,
ambiente
Velocidad del robot Controlable Lista Alto, Medio, Bajo
Posibilidad de choque Entrada Lista Alta, media, baja
Posibilidad de choque posterior Entrada Lista Alta, media, baja
Estado Controlable Lista Exploración, detec-
ción, seguimiento
El nodo que representa la anomaĺıa del entorno tiene en cuenta la información de las variables
f́ısicas de cada uno de los sensores robóticos en el entorno, de esta forma se puede obtener
un indicador general de como está el entorno en cuanto a anomaĺıas según la opinión de
otros agentes. Ya de forma independiente, el agente robótico razonador debe estudiar la
creencia de estar cercano a una anomaĺıa para determinar si continúa explorando o si pasa
al proceso de seguimiento, en este caso el nodo de anomaĺıa cercana debe ser alimentado
por la información del sensor local que a su vez cuenta con una incertidumbre en la creencia
para dar la precisión de la variable f́ısica que se desea medir. De forma interna se tiene en
cuenta el recurso de uso de bateŕıa como variable para controlar la velocidad de movimiento
según el estado y tratando de maximizar el tiempo de funcionamiento. Para el caso de evitar
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colisiones con otros robots, este control se realiza directamente sobre la velocidad del robot,
en la cual se reduce cuando se puede localizar un robot a cierta distancia en dirección del
movimiento del robot.
4.3.3. Relaciones causales
Una de la partes mas importante de la definición de la estructura de una red bayesiana es
la definición de las relaciones entre nodos. En este proceso de identifican las variables que
pueden hacer cambiar a otras variables de estado. En la sección 4.3.5 se presenta la red
bayesiana con el resultado del análisis de la relaciones entre nodos.
4.3.4. Representación de tiempo
Cuando el problema involucra el aspecto de razonamiento a través del tiempo, es necesario
modelar de forma explicita el tiempo. Se definen dos tipos de nodos que representan el antes
y después para una variable. Por esta razón, se tienen dos nodos para anomaĺıa local y
para la posibilidad de choque, los cuales están especificados con la palabra posterior para
representar el “después” o estado consecuente a las acciones que se realizan.
4.3.5. Red Bayesiana Resultante
A patir de la metodoloǵıa se llegó a la definición de la red que se ilustra en la figura 4-9. Esta
red es dependiente del número de robots que hayan en la red. Como ejemplo en la red que
se presenta en la figura se ponen dos robots ilustrativos que agregan los nodos de SensorR1
y SensorR2 para representar los sensores del robot 1 y robot 2 respectivamente. De igual
forma están los nodos DistanciaFrontalR1 y DistanciaFrontalR2.
La red tiene dos nodos que representan las decisiones mas importantes que debe tomar un
agente robótico en la detección y seguimiento de peŕımetros. La decisión estado debe deter-
minar si el robot explora el entorno, si va hacia donde una anomaĺıa ha sido detectada o si
está en la anomaĺıa y debe hacer seguimiento. La decisión de velocidad determina si el veh́ıcu-
lo se desplaza rápido, normal o despacio, de la velocidad depende el consumo de bateŕıa y
la posibilidad de choque con otros veh́ıculos que se encuentren en la dirección de movimiento.
La utilidad está involucrada con la existencia de una anomaĺıa en el entorno y la anomaĺıa
local. Esto permite definir los pesos que determinan si un robot debe ir automáticamente
en búsqueda de la anomaĺıa cuando otros robots la han detectado o si simplemente debe
seguir buscando en la zona que se encuentra. Esta opción ofrece una gran ventaja al modelo
propuesto, ya que le da la capacidad a los sensores robóticos de trabajar en entornos donde
puede haber múltiples anomaĺıas y como se revisó en la literatura, este problema ha sido
trabajado solamente en pocos trabajos previos.
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Figura 4-9: Red de decisión bayesiana.
4.3.6. Comunicación en la red bayesiana multi-agente
Es importante destacar que la red bayesiana está orientada a un agente robótico pertene-
ciente a un equipo o red y que sus robots compañeros requieren compartir información, por
tanto, la comunicación como se define en [96] no se realiza a través de mensajes planos, ni
valores medios, sino a través de probabilidades, es decir, los agentes comunican su evidencia
e información recolectada a través de probabilidades, para que estas alimenten la red de
razonamiento bayesiano.
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4.4. Algoritmo mejorado para seguimiento de peŕımetros
con redes de sensores robóticos
El algoritmo propuesto para seguimiento de peŕımetros está orientado espećıficamente pa-
ra anomaĺıas de gradiente, donde se toma como base el algoritmo bang-bang y se integra
la técnica clásica de control Proporcional Integral Derivativo (PID)[79] sobre la dirección
del veh́ıculo autónomo con el fin de optimizar el movimiento al seguir la curva de nivel del
gradiente. El control PID es una técnica de control por retroalimentación cuyo objetivo es
aplicar una acción correctora de ajuste con base en los valores medidos en el tiempo. Es-
te mecanismo ha sido ampliamente aplicado en sistemas de control de nivel en tanques de
ĺıquidos, presión en tubos, y recientemente en control de dirección de veh́ıculos robóticos
autónomos [65, 93].
En este algoritmo se toma ventaja del resultado de la diferencia del valor sensado y un
valor de referencia vref para controlar la dirección del sensor robótico; este valor resultante
para cada iteración de control se denota como f (ecuación 4-1), que depende de la medición
de la variable f́ısica a través del sensor, que se denota como s(k) y el valor de referencia vref ,
el cual determina el valor constante de curva de nivel que se va a seguir.
f(k) = s(k)− vref (4-1)
Al igual que en el algoritmo bang-bang, en cada iteración de control se calcula el ángulo de
la dirección como lo describe la ecuación 3-2, pero en este caso, el cálculo de u se realiza con
base en la técnica clásica de control Proporcional Integral Derivativo para seguir la curva de
nivel del gradiente. En la ecuación 4-2 se define el modelo de PID para el cálculo del control
de dirección con base en la medición de la magnitud de la variable f́ısica.






Donde α es la constante de proporcionalidad que define que tanto se cambia la dirección con
respecto a f , β es la constante derivativa y γ es la constante integradora del error acumulado
en el tiempo. Para calcular la derivada de f(k) se tiene en cuenta la diferencia el valor de
f(k−1) y para la integral simplemente se suman todos los errores medidos en cada iteración
de control.
Este aporte en el proceso de seguimiento de gradientes es una técnica novedosa, que ofrece
una alta precisión en comparación con otras técnicas revisadas en la literatura. Este método
converge rápidamente por el control proporcional y derivativo, que tiene en cuenta la distan-
cia hacia el valor ideal de la curva de nivel y la taza de cambio con la que se está mejorando
para llegar a este, Este método también ofrece ventajas sobre sensores ruidosos y problemas
en la dirección cuando el ángulo de dirección no está alineado, ya que el factor integral tiene
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en cuenta el error acumulado en el tiempo y de esta forma se realiza un ajuste respectivo.
Por tanto, la velocidad de convergencia y que tanto se tiene en cuenta cada uno de los tipos
de control P, I y D, dependen directamente de la dirección máxima de giro de veh́ıculo y los
parámetros α, β, y γ.
En el caṕıtulo 6 se describe la implementación de esta técnica propuesta con conjunto con
el modelo bayesiano de control.
5 MobSim: una plataforma de
desarrollo, ejecución y pruebas
Para realizar implementación de algoritmos de control y pruebas con sensores móviles ac-
tualmente hay una gran variedad de simuladores para robótica en general como Stage[42],
UsarSim[22], Gazebo[54] o Webots[82], pero no existe una plataforma completa que cumpla
con los requisitos de simulación de anomaĺıas con peŕımetros dinámicos y fácil integración
con el hardware, ni tampoco soporte para integración con sistemas. En [27] se propone un
algoritmo de detección de peŕımetro y se realiza la simulación de peŕımetro estático con el
simulador Gazebo[54], pero no es posible aplicar el método para peŕımetro dinámico sobre
este simulador, debido a que los objetos y fallas dentro del mundo virtual son estáticos.
Entonces la necesidad surge a partir de que no se encuentra un simulador para desarrollo y
pruebas de técnicas de detección dinámica de peŕımetros para sensores inalámbricos móviles.
MobSim es una plataforma modular que reduce el acoplamiento entre módulos para fa-
cilitar su trabajo como simulador o interfaz de comunicación con robots f́ısicos. De esta
forma permite agilizar el desarrollo y pruebas de algoritmos aplicados a redes de senso-
res robóticos al ofrecer una plataforma intermedia y robusta que le ofrece al desarrollador
programar robots f́ısicos o simulados a la vez. Dentro de su estructura, MobSim requiere
herramientas de desarrollo como: el lenguaje de programación Java, la plataforma modular
OSGi, el framework de agentes JADE y la libreŕıa de gráficos vectoriales Apache-Batik. Es
destacable que sobre esta plataforma de desarrollo MobSim ya se han implementado varios
algoritmos para detección de peŕımetros y técnicas de control robótico, ya que este simula
condiciones ambientales parametrizables, donde por defecto la temperatura del ambiente son
25oC y la anomaĺıa se puede conformar por múltiples gradientes que van aumentando hasta
llegar a un máximo de 40oC. Bajo estas condiciones, la plataforma incluye robots móviles
con sistema de movimiento diferencial u omnidireccional, los cuales pueden medir la tempe-
ratura del ambiente y de los gradientes que hayan sido definidos previamente[81].
El objetivo de MobSim es agilizar el desarrollo y pruebas de algoritmos aplicados a redes
de robots móviles al ofrecer una plataforma robusta que permita controlar robots f́ısicos y
virtuales. Por tanto, el diseño de mobsim es modular y reduce el acoplamiento entre módulos
para facilitar su trabajo como simulador o traductor hacia los robots f́ısicos.
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El desarrollo del proyecto MobSim inició con el estudio de las carácteristicas necesarias
para desarrollar un simulador aplicado en redes de sensores robóticas. Se compararon varios
software de simulación para robots de uso general y se determinaron los requisitos funcio-
nales. En la fase de diseño se tuvo en cuenta las caracteŕısticas requeridas para aplicar un
modelo orientado a componentes para facilitar la escalabilidad y la interoperatibilidad entre
robots simulados y f́ısicos. Posteriormente, se definieron las herramientas necesarias para el
desarrollo (el lenguaje Java, La plataforma modular OSGi, el framework de agentes JADE y
la libreŕıa de gráficos vectoriales Apache-Batik), se implementó la plataforma de desarrollo
MobSim y se validó con algunos de los algoritmos para detección de peŕımetros.
5.1. Arquitectura
Desde el trabajo de [73] se ha demostrado que una plataforma robótica basada en compor-
tamientos ofrece modularidad y desacomplamiento tanto para la simulación, como para los
robots que entran al sistema. El modelo de diseño de MobSim[81] es basado en componentes
para facilitar el control de robots f́ısicos y virtuales, aśı como la integración con nuevo hard-
ware, por tanto, la arquitectura de MobSim es flexible, modular y expansible, lo cual permite
agregar con facilidad nuevos componentes a medida que se requieran. Está totalmente desa-
rrollado en Java con el framework modular Open Services Gateway initiative [1] - OSGi -e
integra un simulador basado en gráficos vectoriales. OSGi facilita el diseño basado en com-
ponentes y la arquitectura basada en servicios para exponer las funcionalidades de estos;
permite integración con nuevos módulos en tiempo de ejecución para crear una plataforma
extensible. Es importante destacar que OSGi se ha usado como un framework modular en
robótica desde hace varios años [38][59] y ha centrado su efectividad la extensibilidad con
nuevo hardware y evolución del software de control robótico.
La interacción con la plataforma principalmente se realiza mediante comandos que hacen
llamados a funciones abstractas, que dependiendo del ejecutor (simulador o robot f́ısico),
este responde a la solicitud y entrega una respuesta de forma śıncrona. Para enviar este
tipo de comandos se pueden hacer mediante los protocolos de comunicación telnet, http o la
consola de OSGi. Adicionalmente, para crear robots autonomos, MoSim cuenta con un API
que le permite al desarrollador crear robots autónomos y su comunicación se realiza a través
de OSGi.
En la figura 5-1 se ilustra el diagrama de componentes resultante de la fase de diseño de la
plataforma. Los componentes se pueden caracterizar en:
Componentes de interacción: este tipo de componentes definen las interfaces con
el mundo exterior, es decir, permiten abrir conexiones que le permitan a un cliente
externo acceder al servicio de ejecución de comandos de MobSim. Actualmente la
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Figura 5-1: Diagrama de componentes de MobSim
plataforma soporta componentes de interacción mediante: http, telnet y la consola de
osgi. El servicio publicado en OSGi para ejecutar comandos, el cual es la única interfaz
publicada por el componente de nucleo y este es el que consumen todos los componentes
de interacción.
Componente de nucleo: este es el componente principal al cual le llegan todas
las peticiones que se generan mediante los componentes de interacción. El nucleo se
encarga de recibir las peticiones y enviarlas hacia los ejecutores.
Componentes funcionales: en este componente se difinen los comandos que pueden
soportar los robots simulados o f́ısicos, tales como mover robot, sensar temperatura,
activar actuadores, entre otros. Este módulo permite incluir nuevas caracteŕısticas o
funcionalidades de los robots mediante la implementación y publicación de la inter-
faz IRobotFunction. La interacción con este módulo genera la independencia entre el
desarrollo de algoritmos para simulador o hardware, ya que este modulo gestiona las
peticiones y las env́ıa al ejecutor relacionado con este módulo.
Componente manipulador de gráficos: este componente se encarga de efectuar
ordenes enviadas por el componente funcional para robots virtuales con el fin de ma-
nipular los gráficos que se le presentan al usuario y que representan la interacción del
robot con el entorno. Actualmente MobSim soporta gráficos en dos timensiones basa-
dos en Scalable Vector Graphics -SVG-[78] y su implementación fúe realizada con la
libreŕıa Apache Batik[5].
Componente de interfaz gráfica de usuario: en este componente se le ofrece al
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usuario una interfaz gráfica para: visualizar la simulación de robots; controlar el inicio
o fin de componentes interactores; e inicializar los programas de usuario.
Componente de Programa/Script de Usuario: MoSim ofrece un API para que
el desarrollador pueda definir sus propios algoritmos de control para robots. Por tanto,
cada programa de usuario genera un nuevo módulo MobSim Program, el cual puede
ser inicializado desde la interfaz gráfica de usuario.
En la figura 5-2 se ilustran los componentes cocretos que pueden ser implementados por el
desarrollador, estos pueden ser algoritmos con programación imperativa, orientada a objetos
o bajo el paradigma agentes. Es realmente a nivel de controlador de robot donde se aplican
los agentes con el fin de dotar de razonamiento e inteligencia a la máquina.
Figura 5-2: Componentes que definen el comportamiento de robots autónomos y dan so-
porte para agentes con JADE
5.1.1. Integración con Sistemas MultiAgente
Debido a que la mayoŕıa de técnicas de detección de peŕımetro se realizan de forma distri-
buida y muchas de estas están basadas en agente de software que controlan los robots, el
simulador MobSim es compatible con la plataforma de agentes JADE (Java Agent Develop-
ment Environment)[8]. De esta forma, la programación multi-hilo se realiza de forma sencilla
al definir los agentes robóticos que interactuarán con el servicio que publica el simulador.
Sin embargo, este servicio es indiferente de si es un simulador o una red robótica real, ya
que está diseñado para que funcione basado en comandos y este servicio solamente funciona
como un proxy, entre la lógica de los algoritmos de control y los elementos controlados (que
puede ser un montaje f́ısico o simulado).
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5.2. Pruebas de la plataforma
Las pruebas iniciales de la plataforma MobSim fueron realizadas para controlar el robot de
movimiento diferencial que se presenta en la figura 5-3, el cual tiene como base la plataforma
del robot Pololu 3Pi[90] y se le adiciona un sensor de temperatura, comunicación inalámbrica
mediante un módulo XBee V2 para comunicación mediante el protocolo ZigBee y un sensor
de distancia por ultrasonido para localizar obstáculos.
Figura 5-3: Robot diferencial
En la figura 5-4 se puede ver la interfaz gráfica de usuario del Simulador de MobSim para
representar un entorno conformado por un gradiente, cuatro obstáculos rectangulares y un
robot diferencial.En este caso el algoritmo de control se desarrolla en Java y env́ıa comandos
mediante el protocolo TCP/IP, donde tanto el robot f́ısico como simulado responden de igual
manera.
5.3. Código abierto
La plataforma MobSim es de código abierto con licencia GPL (GNU Public Licence) y
está disponible online1. En el sitio web se encuentra el código fuente organizado en proyectos
de la plaforma OSGi stándar, las libreŕıas asociadas para gráficos y SMA. El entorno de
ejecución es Eclipse Indigo en su versión RCP2.
1La página web del proyecto MobSim es http://code.google.com/p/mobile-sensor-simulator/
2La página web oficial de Eclipse es http://www.eclipse.org/downloads
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Figura 5-4: Interfaz gráfica de usuario del Simulador de MobSim para un entorno con un
robot diferencial, tres obstáculos rectangulares y un gradiente.
6 Implementación y validación
El modelo multi-agente propuesto se valida mediante la implementación de un prototipo que
permite controlar sensores robóticos f́ısicos y simulados con la utilización de la plataforma
base de desarrollo y ejecución MobSim. Para evaluar el desempeño del modelo propuesto,
calcular la precisión en los algoritmos de control y realizar una comparación con otras técni-
cas se utilizó el simulador gráfico de MobSim.
El prototipo f́ısico del sensor robótico que va a ser simulado tiene forma circular con diáme-
tro de 20cm, cuenta con un mecanismo de movimiento omnidireccional conformado por tres
ruedas de tipo omnidireccional (ver figura 6-1), ubicadas de forma radial a 13cm del centro
de la circunferencia, distribuidas cada 120o y movidas mediante servos de giro continuo.
Figura 6-1: Rueda omnidireccional.
El sensor de magnitud de variable f́ısica está ubicado en la parte central. El movimiento
omnidireccional basado en tres ruedas le permite al sensor robótico trasladarse en cualquier
ángulo sin necesidad de cambiar su velocidad angular, aunque modelos mas complejos de
movimiento integran la velocidad lineal y angular para maximizar el uso de las ruedas o
mejorar trayectorias[3, 80]. El sistema de procesamiento de bajo nivel es realizado por un
microcontrolador Atmega328 sobre la plataforma de desarrollo Arduino1. Para la interacción
con otros robots y reporte de los datos sensados el robot cuenta con comunicación a través
del protocolo ZigBee mediante un módulo de emisión y recepcción por radio XBee V2. En la
figura 6-2 se presenta el prototipo de sensor robótico f́ısico que va a ser simulado en MobSim.
1La página oficial de Arduino es http://arduino.cc/
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Figura 6-2: Sensor robótico omnidireccional.
6.1. Implementación del modelo propuesto
En la implementación se parte de unos agentes desarrollados en la plataforma de desarrollo
y ejecución de sistemas multi-agente JADE, la cual funciona sobre la plataforma modular
OSGi para integrarse con el entorno de desarrollo y simulación de sensores móviles MobSIM.
Para dotar los agentes de la capacidad de razonar con base en Inteligencia artificial bayesiana
se ha modelado la red de decisión bayesiana en el paquete Hugin Expert 2 y se ha integrado
con los agentes en JADE por medio del paquete UnBBayes API3.
JADE falicita el desarrollo y ejecución de sistemas multi-agente que cumplen con la es-
pecificación FIPA[8, 9]. Para programar orientado a agentes se parte de la programación
orientada a objetos del lenguaje Java y se implementa cada agente como una clase que
contiene comportamientos y comunicación con otros agentes mediante mensajes ACL sobre
TCP/IP.
UnBBayes se ha utilizado por ser la mejor herramienta de código abierto disponible pa-
ra desarrollar aplicaciones con Inteligencia Artificial Bayesiana[84]. UnBBayes API es una
libreŕıa en Java que es dirigida por el investigador Marcelo Ladeira y ha sido utilizada en
trabajos que requieren razonamiento bajo incertidumbre [31, 23]. En la figura 6-3 se puede
ver la definición de la red bayesiana que ha sido implementada como parte del simulador
MobSim. Esta red se puede ver una simplificación de la red definida en la figura 4-9, ya
que en esta se integran dos redes baysianas de control y la mayoŕıa de libreŕıas de redes
2Página web oficial de Hugin Expert http://www.hugin.com/
3Página web oficial de UnBBayes http://sourceforge.net/projects/unbbayes/
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bayesianas no resuelven dos redes que tengan en cuenta utilidad en común.
Figura 6-3: Red bayesiana de control de comportamiento definida en UnBBayes.
El ambiente de pruebas simula un entorno en dos dimensiones (R2) donde hay un gradiente
de forma irregular conformada por múltiples gradientes y con posición desconocida para los
agentes robóticos. La temperatura del ambiente es de 25oC y los gradientes comienzan desde
27oC y su valor máximo es de 40oC. Los agentes robóticos siguen un proceso de control
iterativo, que se repite cada 100ms y es el siguiente: sensar la variable f́ısica, calcular las
probabilidades respectivas para determinar un valor de creencia sobre la posibilidad de una
anomĺıa, para posteriormente pasar al paso de comunicación, donde el robot comparte su
posición y los resultados de sus creencias con respecto a la anomaĺıa. Entonces cada agente
robótico alimenta su red bayesiana con la información de los otros agentes y su evidencia
propia, para de esta forma obtener la acción que mas le conviene en cada iteración de control.
Cada agente publica un servicio en las páginas amarillas llamado “receptorInformación”,
en el cual se registran todos los agentes robóticos que van a entrar a ser parte de la red de
sensores robóticos. Entonces, en el paso de comunicación el agente busca todos los agentes
robóticos que conforman la red y les env́ıa a todos la información definida.
En la ejecución los robots inician en la fase de exploración sobre el entorno donde exis-
te una anomĺıa conformada por gradientes, pero estos desconocen su posición. Los agentes
robóticos entran en fase de exploración, la cual se hace en forma de espiral logaritmica, hasta
que alguno detecte valores fuera de rango y lo comunique a los otros. En la figura 6-4 se
6.1 Implementación del modelo propuesto 61
puede observar el entorno con 4 robots, donde uno de ellos detecta la anomaĺıa y los otros
tres cambian su trayectoria en espiral para pasar a la fase de atracción por el punto mas
cercano al gradiente. El robot que detectó la anomaĺıa se encuentra ya en la fase de segui-
miento de curva de nivel del gradiente.
Figura 6-4: Modelo propuesto: fase de atracción.
Un instante mas tarde, todos los robots se encuentran en la fase de seguimiento del gradiente,
donde por medio del algoritmo de propuesto trazan la trayectoria sobre la curva de nivel
y la red bayesiana permite evitar colisiones por medio del control de velocidad. La red
bayesiana es alimentada con los datos de los sensores, el historial de los últimos datos del
robot, la información de los otros sensores robóticos y la distancia radial de los robots que
se encuentren en la dirección de movimiento.
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Figura 6-5: Modelo propuesto: fase de seguimiento.
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6.2. Implementación y comparación de un nuevo
algoritmo de seguimiento
En la sección 4.4 se presenta la propuesta de un nuevo algoritmo de seguimiento de curvas de
nivel sobre gradientes de anomaĺıas. Este algoritmo se presenta como una mejora destacable
en comparación con los otros algoritmos clásicos revisados en la literatura.
Sobre el mismo entorno de pruebas de la sección anterior se ha implementado el algorit-
mo propuesto y dos de los algoritmos mas importantes de la literatura, que son bang-bang,
bang-bang mejorado[28, 94, 21, 88, 12, 11, 51]. La descripcción de estos se hace en la sección
3.3.1 y 3.3.2 respectivamente.
Para evaluar el desempeño de los dos algoritmos bang-bang y el algoritmo propuesto, se
programan módulos de control distribuido, donde cada agente de software ejecuta un com-
portamiento ćıclico cada 100ms, que es encargado de controlar el movimiento del sensor
robótico. De esta forma, los agentes de software buscan seguir la curva de nivel de una
anomaĺıa de forma irregular conformada por múltiples gradientes en conjunto utilizando el
sensor de temperatura simulado.
El valor de la curva de nivel para seguir es de 30o y se corren los tres algoritmos de se-
guimiento sobre la misma anomaĺıa para evaluar el comportamiento de un sensor robótico,
partiendo de la misma ubicación y finalizando cuando terminan de recorrer todo el entorno.
En la figura 6-6 se presenta la trayectoria obtenida al correr (el algoritmo bang-bang sobre
el simulador de MobSIm. En esta figura se puede observar claramente el cambio de dirección
angular cuando pasa por encima y por debajo del valor de la curva de nivel. Esto forma una
trayectoria, redundante, lenta y de alto consumo de enerǵıa, ya que para avanzar en la curva
de nivel se requiere hacer un giro pronunciado en forma de semicirculo.
En la figura 6-7 se presenta la implementación del algoritmo bang-bang mejorado. En este
caso se pueden ver mejoras sobre el algoritmo bang-bang, ya que el ángulo de referencia que
se resta cuando el robot pasa por la curva de nivel hace que se reduzca la trayectoria en
semicirculo que debe seguir el veh́ıculo autónomo.
y (b) el algoritmo bang-bang mejorado. La trayectoria del algoritmo propuesto se puede
observar en la figura 4-2. Cada implementación de algoritmos de seguimiento fueron desa-
rrollados en el lenguaje de programación Java usando la libreŕıa de MobSim-API y cada
desarrollo se integra como un módulo sobre la plataforma OSGi[1].
En la siguiente sección se describen los resultados de la implementación y comparación de
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Figura 6-6: Algoritmo bang-bang sobre el simulador de MobSim.
Figura 6-7: Algoritmo Bang-bang mejorado sobre el simulador de MobSim.
los tres algoritmos de seguimiento de peŕımetros aplicando dos métricas.
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Figura 6-8: Algoritmo propuesto basado en control PID sobre el simulador de MobSim.
7 Resultados
El método de seguimiento de peŕımetros basado en PID depende directamente del modelo
bayesiando para determinar comportamiento, ya que si se encuentra fuera de rango en estado
de seguimiento, el sensor robótico puede terminar por moverse repetitivamente en forma de
ćırculos. Al probar el modelo multi-agente con diferentes peŕımetros y desde de diferentes
lugares iniciales para los sensores robóticos fúe relevante encontrar que el control de veloci-
dad no es suficiente para evitar colisiones, ya que se reducen los choques, pero hay varios
casos posibles en los que no solo se requiere reducir la velocidad para evitar la colisión, sino
llegar a cambiar de dirección de movimiento.
Para comparar los algoritmos de seguimietno se aplican dos métricas. La primera está re-
lacionada con el error acumulado (representado en ecuación 7-1), en donde se suma cada
diferencia del valor sensado con el valor de la curva de nivel en cada iteración de control
durante toda la trayectoria recorrida, que inicia en la medida el tiempo k = 1 hasta el mo-
mento en que se termina de recorrer el peŕımetro cuando el tiempo es igual a n. De esta
forma, esta métrica permite evaluar la precisión con que el robot puede seguir una curva de





La segunda métrica es referente al tiempo total que tarda el sensor robótico en recorrer todo
el peŕımetro. Por tanto, esta métrica esta directamente relacionada con la evaluación de la
velocidad y la eficiencia en el movimiento del sensor robótico para seguir el peŕımetro.
Como resultado de las pruebas realizadas, en la tabla 7-1 se presenta la comparación de
los algoritmos: bang-bang, bang-bang mejorado y el propuesto, donde para comparar estos
algoritmos se aplican las dos métricas referentes al tiempo en recorrer la anomaĺıa y el error
acumulado.
Análisis de resultados
En la implementación del algoritmo bang-bang que se muestra en la figura 6-6 se puede
observar la carencia de precisión en el proceso de seguimiento, aśı como la pérdida de tiempo
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Tabla 7-1: Tabla de comparación
Algoritmo Tiempo (seg) Error acumulado (oC)
Bang-Bang 128.5 4629.2
Bang-Bang mejorado 103.7 2674.1
Propuesto 85.6 370.0
recorriendo espacios que no están definidos por la trayectoria. Como mejora, en la figura 6-7
se ilustra el algoritmo bang-bang mejorado, el cual reduce la pronunicación de las curvas y por
esta razón recorre mas rápido la anomaĺıa. Debido a que ambas técnicas tienen referencia a un
ángulo de referencia constante, el cual hace que el sensor robótico genere velocidad angular
incluso cuando este se encuentra próximo a la curva de nivel. Adicionalmente, el algoritmo
bang-bang mejorado muestra ventajas en convergencia y cambia dinámicamente la curvatu-
ra en cada intersección con la curva de nivel y este método es útil cuando se trabaja con
anomaĺıas libres de gradiente, pero cuando se tiene una diferencia de magnitud de variable
f́ısica se puede tomar ventaja de este valor para cambiar dinámicamente la velocidad angular.
En contraste el algoritmo propuesto como se ilustra en la figura 6-8, demostró una rápida
adaptación a la curva de nivel con alta convergencia y precisión en el proceso de seguimiento.
En la tabla 7-1 se resumen los resultados de las métricas aplicadas a los algoritmos de
la literatura en comparación con el propuesto. Estos resultados sustentan con evidencia la
mejora del algoritmo propuesto, ya que se resalta que bang-bang mejorado converge con
mayor velocidad y se adapta mejor que bang-bang, al reducir el tiempo de recorrer la ano-
maĺıa en aproximadamente un 20 % y reducir el error acumulado en un 43 %. Al comparar
el algoritmo propuesto con los dos algoritmos bang-bang la diferencia se hace muy relevan-
te, ya que el tiempo se reduce en un 34 % con respecto a bang-bang y 17 % de mejora con
respecto a bang-bang mejorado. En cuanto la segunda métrica referente al error acumulado
la diferencia si es totalmente ventajosa, ya que se reduce el error acumulado 12 veces con
respecto a bang-bang y 7 veces con respecto bang-bang mejorado.
8 Conclusiones y trabajo futuro
A continuación se presentan las conclusiones del presente proyecto de tesis y posteriormente
el trabajo futuro.
8.1. Conclusiones
La metodoloǵıa MaSE define los artefactos necesarios para la completadefinición de un sis-
tema multi-agente. Sin embargo, el entorno de desarrollo que viene acompañado con esta
metodoloǵıa AgentTool cuenta con carencias de calidad y finalmente se termina usando otro
tipo de herramientas que cumplan con el estándar UML, aprovechando que la mayoŕıa de
artefactos que define MaSE son de UML para Agentes (AUML). La aplicación de esta meto-
doloǵıa fue aplicada exitosamente en el modelo propuesto en el ámbito de robótica distribuida
y permitió llegar a la etapa de implementación con los objetivos y agentes definidos. Estos
agentes de software fueron probados para controlar sensores robóticos virtuales en el simu-
lador MobSim y finalmente, los resultados mostraron evidencia de que el modelo propuesto
cumple con los requisitos planteados.
El modelo de inteligencia artificial bayesiana aplicado al motor de inferencia del agente
robótico para la toma de decisiones de comportamiento presentó ventajas sobre otros mode-
los. Esto se probó mediante la validación y comparación con los trabajos encontrados en la
literatura, que este es un modelo novedoso y que presenta ventajas sobre los otros modelos
en ambientes estocásticos, ya que razona a partir de evidencia y creencia sobre la anomaĺıa
del entorno.
El algoritmo propuesto integra nociones de la técnica de seguimiento bang-bang y la técnica
de control PID. Los resultados demostraron mejoras considerables de precisión en el proceso
de seguimiento al tener en cuenta el error acumulado de cada iteración de control y aumento
de la velocidad en recorrer una anomaĺıa por medio de reducción de tiempo en giros innece-
sarios.
Es importante destacar que la plataforma MobSim facilita el desarrollo y prueba de al-
goritmos para sensores robóticos, ya que simula un entorno f́ısico con anomaĺıas y permite
controlar los robots móviles que interactúan con dicho entorno. Gracias a la moduladoridad
de MobSim, para controlar robots f́ısicos no se requiere portar los algoritmos ya implementa-
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dos, sino crear un módulo de comunicación y la plataforma interactúa cada robot en paralelo.
Sin embargo, una carencia de MobSim es que al incrementar el número de robots el simu-
lador comienza a volverse lento y los gráficos no se pueden ver en tiempo real, aunque, al
exportar los gráficos resultantes, estos se pueden ver correctamente y aśı como la trayectoria
que siguió cada robot.
8.2. Trabajo futuro
En trabajo futuro se planea dar soporte en tres dimensiones al algoritmo propuesto y a la
plataforma MobSim, donde el seguimiento no se hace sobre una anomaĺıa que forma un área
sino un volumen y los sensores robóticos usan el laplaciano del gradiente para el proceso de
seguimiento de la anomaĺıa. Esta caracteŕıstica permitiŕıa extender los modelos terrestres
actuales que se simplifican en dos dimensiones a modelos con veh́ıculos aéreos y acuáticos.
Sobre el modelo bayesiano se quiere mejorar cambiando la inferencia con variables discreti-
zadas a variables continuas esto permitirá controlar variables como la velocidad en estados
numéricos y no como se hace actualmente que solo hay tres velocidades rápido, medio y
lento.
Bibliograf́ıa
[1] Alliance, O.S.G.: Osgi service platform, release 3. IOS Press, Inc., 2003
[2] Amundson, Isaac ; Koutsoukos, Xenofon D.: A Survey on Localization for Mobile
Wireless Sensor Networks. En: Networks (2009), p. 235–254
[3] Ashmore, M. ; Barnes, N.: Omni-drive robot motion on curved paths: The fastest
path between two points is not a straight-line. En: AI 2002: Advances in Artificial
Intelligence (2002), p. 225–236
[4] Bachmayer, Ralf ; Leonard, Naomi: Vehicle networks for gradient descent in a
sampled environment. En: Procedings of 41s IEEE Conference on Decision and Control,
2002. – ISBN 0780375165
[5] Batik, A. Apache Batik Project. 2002
[6] Bauer, B. ; Müller, J. ; Odell, J.: Agent UML: A formalism for specifying mul-
tiagent software systems. En: Agent-oriented software engineering Springer, 2001, p.
109–120
[7] Beard, R.W. ; Lee, DJ ; Quigley, M. ; Thakoor, S. ; Zornetzer, S.: A new
approach to observation of descent and landing of future Mars mission using bioinspired
technology innovations. En: AIAA Journal of Aerospace Computing, Information, and
Communication 2 (2005), Nr. 1, p. 65–91
[8] Bellifemine, F. ; Bergenti, F. ; Caire, G. ; Poggi, A.: JADE—a java agent
development framework. En: Multi-Agent Programming (2005), p. 125–147
[9] Bellifemine, F. ; Poggi, A. ; Rimassa, G.: JADE–A FIPA-compliant agent frame-
work. En: Proceedings of PAAM Vol. 99, 1999, p. 97–108
[10] Beni, Gerardo: The concept of cellular robotic system. En: Intelligent Control, 1988.
Proceedings., IEEE International Symposium on, IEEE, 1988. – ISBN 0818620129, p.
57–62
[11] Bertozzi, A ; Kemp, M: Determining environmental boundaries: Asynchronous com-
munication and physical scales. En: Proc. Block IslandWorkshop Cooperative Control,
2004
Bibliograf́ıa 71
[12] Bertozzi, Andrea L.: Environmental boundary tracking and estimation using multiple
autonomous vehicles. En: 2007 46th IEEE Conference on Decision and Control (2007),
p. 4918–4923. ISBN 978–1–4244–1497–0
[13] Bethke, B. ; Valenti, M. ; How, J.: Cooperative vision based estimation and tracking
using multiple UAVs. En: Advances in Cooperative Control and Optimization (2007),
p. 179–189
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