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Abstract—In this paper, we propose an algorithm for channel
estimation, acquisition and tracking, for orthogonal frequency
division multiplexing (OFDM) systems. The proposed algorithm
is suitable for vehicular communications that encounter very high
mobility. A preamble sequence is used to derive an initial estimate
of the channel using least squares (LS). The temporal variation
of the channel within one OFDM symbol is approximated by
two complex exponential basis expansion models (CE-BEM).
One of the Fourier-based BEMs is intended to capture the low
frequencies in the channel (slow variations corresponding to low
Doppler), while the other is destined to capture high frequencies
(fast variations corresponding to high Doppler). Kalman filtering
is employed to track the BEM coefficients iteratively on an OFDM
symbol-by-symbol basis. An interactive multiple model (IMM)
estimator is implemented to dynamically mix the estimates
obtained by the two Kalman filters, each of which matched to one
of the BEMs. Extensive numerical simulations are conducted to
signify the gain obtained by the proposed combining technique.
I. INTRODUCTION
O rthogonal frequency division multiplexing (OFDM) isfamous for its robustness against frequency-selective
wireless channels. Spectrally shaped channels are transformed
into a set of parallel flat-fading subchannels to enable high data
rate transmission. OFDM is widely used in new emerging stan-
dards for mobile communications, e.g., long-term evolution
(LTE) and WiMax. However, the design of OFDM systems
in the presence of high mobility is challenging. The relative
motion between the transmitter and receiver induces temporal
variations in the channel which destroys orthogonality among
the subcarriers. Thus, OFDM receivers require accurate chan-
nel information for reliable detection of the transmitted signals.
Accurate channel estimation in the presence of high mobil-
ity conditions has received a lot of attention [1], [2]. A pilot-
aided technique is developed in [1], where the received signal
samples containing pilot tones in the frequency domain are
used to estimate and track the channel impulse response (CIR)
coefficients via a recursive least-squares (RLS) algorithm. In
[2], the authors propose a pilot-aided technique that exploits
the channel correlations in time and frequency domains. Most
of the computations are performed offline to reduce the
complexity of the algorithm.
Another widely investigated trend is the use of parametric
channel models. The temporal variation of the channel coeffi-
cients within one OFDM symbol is approximated by a basis
expansion model (BEM). The time-varying channel taps are
represented as a weighted sum of time-varying basis func-
tions. Among the candidate basis functions are the complex
exponential (Fourier) functions [3], [4], polynomials [5], and
discrete Karhuen-Loeve functions that correspond to the most
significant eigenvectors of the channel correlation matrix [6].
In this paper, we propose an algorithm for channel estima-
tion, acquisition and tracking, in the presence of high mobility.
The algorithm uses a preamble sequence to derive an initial
estimate of the channel coefficients using least squares (LS).
Then, the temporal variation of the channel coefficients are
modelled by two complex exponential BEMs. One of the
Fourier-based BEMs is intended to capture the low frequencies
in the channel (slow variations corresponding to low Doppler),
while the other aims at capturing high frequencies (fast
variations corresponding to high Doppler). Kalman filtering
proposed in [7] is then used to track the BEM coefficients
under each individual BEM. An interactive multiple model
(IMM) estimator is implemented to dynamically combine the
estimates obtained by the two Kalman filters. It is shown
through numerical simulations that the proposed combining
technique outperforms the use of only one Kalman filter
matched to a BEM containing a concatenation of the basis
vectors available in both of the used BEMs.
Notation: We denote scalars by lower-case letters (e.g. x),
vectors by lower-case boldface letters (e.g. x) and matrices
by upper-case boldface letters (e.g. X). A hat over a variable
refers to its estimate (e.g. xˆ is an estimate of x). Superscripts T
and H denote transpose and hermitian transpose, respectively.
We reserve E for the statistical expectation operator. The N ×
N identity matrix is denoted by IN . The (k,m)th entry of the
matrix X is denoted by [X]k,m. A diagonal matrix with x on
its main diagonal is denoted by diag{x}. blkdiag{X,Y} is a
block diagonal matrix with X and Y on its main diagonal.
II. SYSTEM MODEL
In this section, we present a matrix-vector model for a
discrete-time baseband-equivalent OFDM system. We consider
a system with N subcarriers. Let Xn denote the frequency-
domain transmitted symbols of the nth OFDM symbol. The
corresponding time-domain samples, xn, are obtained through
an N-point inverse discrete Fourier transformation (IDFT) of
Xn. Thus, xn = FHXn. F denotes the N-point DFT matrix.
A cyclic prefix (CP) of length Ng is augmented to the time-
domain transmitted samples to avoid inter-symbol interference
(ISI) between consecutive OFDM symbols. Therefore, the
OFDM symbol duration is given by T = NsTs, where Ts
denotes the sampling interval of the system and Ns = N+Ng .
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After transmission over a multipath fading channel with L <
Ng taps, the received time-domain signal (after CP removal)
corresponding to the nth OFDM symbol is written following
the model presented in [2] as
yn = Hnxn +wn (1)
where Hn is the N ×N time-domain channel matrix with the
following structure
Hn=

h0,n(0) 0 . . . h1,n(0)
h1,n(1) h0,n(1) . . . h2,n(1)
...
. . . . . .
...
hL−1,n(L− 1) hL−2,n(L− 1) . . . 0
0 hL−1,n(L) . . . 0
... 0
. . .
...
0
... . . . 0
0 0 . . . h0,n(N − 1)

(2)
and hl,n(q) is the complex channel gain of the lth tap in
the nth OFDM symbol at time instant q, and wn is the
time-domain additive zero-mean complex Gaussian noise with
covariance matrix σ2wIN added to the nth received OFDM
symbol. Applying DFT to (1), we obtain the frequency domain
received symbols
Yn = GnXn +Wn (3)
where Gn = FHnFH is the frequency domain channel matrix
at the nth OFDM symbol, and Wn = Fwn is the frequency
domain noise vector added to the nth OFDM symbol.
If the channel is quasi-static, i.e., the channel coefficients
are constant within the same OFDM symbol, then the channel
matrix Hn becomes circulant. Hence, it can be diagonalized
through applying DFT and IDFT operations yielding a diago-
nal matrix Gn. Thus, the subcarriers keep their orthogonality
and no inter-carrier interference (ICI) is introduced. However,
in very high mobility conditions, the relative motion between
the transmitter and the receiver induces temporal variations
in the channel. Therefore, the matrix Hn can no longer be
considered circulant. This introduces off-diagonal elements to
the corresponding matrix Gn causing ICI. When the channel
is fast time varying, ICI becomes significant and severely
degrades the system performance. This stimulates the necessity
of estimating the channel coefficients at every sampling time
instant. Next, we introduce the BEM that helps us do that job.
III. BASIS EXPANSION MODEL
In this section, we introduce the approach of using a BEM
to model the temporal variation of the channel coefficients
within one OFDM symbol. The channel taps are considered
wide sense stationary (WSS) zero-mean complex Guassian
processes of variances {σ2hl}L−1l=0 . The N-dimensional vector
of the lth channel tap at the nth OFDM symbol is defined as
hl,n = [hl,n(0), hl,n(1), . . . , hl,n(N − 1)]T . (4)
Following Jakes’ power spectral model of maximum Doppler
frequency fd [8], the temporal correlation matrix for a time-lag
p, R(p)hl = E[hl,nh
H
l,n−p], is given by
[R
(p)
hl
]k,m = σ
2
hl
J0(2pifdTs(k −m+ pNs)). (5)
There exist N samples for each channel tap in every OFDM
symbol. This yields a total number of LN samples for the
whole channel per OFDM symbol. We use a BEM to reduce
the dimensions of the space of parameters required to be
estimated. The main goal of the BEM is to accurately model
the temporal variation of the channel coefficients within the
same OFDM symbol. This variation is approximated by a
linear combination of a few bases vectors, bd, as follows
hl,n = Bcl,n + νl,n (6)
where B = [b0,b1, . . . ,bNc−1] is the N × Nc basis matrix
containing Nc bases vectors, cl,n is the Nc × 1 vector of the
BEM coefficients corresponding to the lth channel tap at the
nth OFDM symbol and νl,n is the modelling error. Thus, the
optimal BEM coefficients [9] are given by
cl,n = (B
HB)−1BHhl,n. (7)
From (7), the correlation matrix of the BEM coefficients for
a time-lag p, R(p)cl = E[cl,ncHl,n−p] is given by
R(p)cl = (B
HB)−1BHR(p)hl B(B
HB)−1. (8)
In [5] and [7], (1) is derived in terms of the BEM neglecting
the modelling error yielding
yn = Sncn +wn (9)
where the LNc×1 vector cn and the N ×LNc matrix Sn are
given by
cn = [c
T
0,n, c
T
1,n, . . . , c
T
L−1,n]
T (10)
Sn =
1√
N
[V0,n,V1,n, . . . ,VL−1,n] (11)
Vl,n = [D0diag{Xn}fl, . . . ,DNc−1diag{Xn}fl] (12)
fl is the lth column of the DFT matrix F, and the N × N
matrix Dd is given by
Dd = diag{bd}FH . (13)
IV. KALMAN FILTERING MATCHED TO A BEM
In this section, we introduce the acquisition phase of the
proposed algorithm. Then, we briefly present the Kalman
filtering approach proposed by [7], where the Kalman filter
is matched to a given BEM.
A. Acquisition
A preamble sequence is transmitted in the beginning of each
frame to obtain an initial estimate of the BEM coefficients.
Consider K training OFDM symbols transmitted as a pream-
ble. Then, the received preamble signal is given by
y = Sc+w (14)
where
y = [yT0 , . . . ,y
T
K−1]
T (15)
S = blkdiag{S0, . . . ,SK−1} (16)
c = [cT0 , . . . , c
T
K−1]
T (17)
w = [wT0 , . . . ,w
T
K−1]
T . (18)
Thus, the initial LS estimate of the BEM coefficients is
cˆ = (SHS)−1SHy. (19)
B. Tracking
Simon et.al proposed a Kalman filter-based tracking for the
BEM coefficients in [7]. The dynamics of cl,n is modelled via
a first order auto-regressive (AR) model as follows
cl,n = Alcl,n−1 + ul,n (20)
where Al is the transition Nc×Nc matrix of BEM coefficients
of the lth channel tap across two consecutive OFDM symbols
and ul,n is the complex Gaussian noise vector of covariance
matrix Ul. The AR model parameters can be computed
through Yule-Walker equations as
Al = R
(1)
cl
(R(0)cl )
−1 (21)
Ul = R
(0)
cl
+AlR
(−1)
cl
. (22)
Using (20), the AR model for cn is given by
cn = Acn−1 + un (23)
where A = blkdiag{A0, . . . ,AL−1} and the LNc × 1 vector
un = [u
T
0,n, . . . ,u
T
L−1,n]
T is the complex Guassian noise
vector of covariance matrix U = blkdiag{U0, . . . ,UL−1}.
Using the state equation (23) and the measurement equation
(9), the Kalman filter equations [10] presented in [7] are
Time update equations (TUE):
cˆn|n−1 = Acˆn|n−1 (24)
Mn|n−1 = AMn−1|n−1AH +U. (25)
Measurement update equations (MUE):
cˆn|n = cˆn|n−1 +Kn
(
yn − Sncˆn|n−1
)
(26)
Mn|n = [ILNc −KnSn]Mn|n−1. (27)
where the filter gain Kn and the innovation covariance matrix
Qn are given respectively by
Kn = Mn|n−1SHn Q
−1
n (28)
Qn = σ
2
wIN + SnMn|n−1S
H
n . (29)
The Kalman filter is implemented in a decision-directed algo-
rithm, where the channel estimate at the (n − 1)th iteration
is used to construct the channel matrix Hn in (1) at the nth
iteration for equalization. Thus, we get the transmitted symbols
xn which we use to construct the matrix Sn.
V. INTERACTIVE MULTIPLE MODEL ESTIMATOR
In multiple model environments, the optimal state estimate
is a function of the elemental state estimates obtained by the
estimators tuned to all possible parameter histories. Thus, with
time, an exponentially increasing number of filters is required
to keep track of all possible model parameter histories. Many
suboptimal techniques are proposed to overcome this complex-
ity issue among which the IMM is the most cost efficient.
The structure of the IMM estimator is shown in Fig. 1.
At time m, the state estimate is computed under each pos-
sible current model using two filters, with each filter using
a different combination of the previous model-conditioned
state estimates (mixed initial condition). The model switching
process is assumed to be a Markov chain with the known
transition probability matrix
P =
[
p(11) p(12)
p(21) p(22)
]
where p(ij) denotes the transition probability from model i to
model j. One cycle of the algorithm consists of the following
steps mentioned in [11]:
1) Calculation of the mixing probabilities: The probabil-
ity that model i is in effect at time (n − 1) given that
model j is in effect at time n and given the measured
data up to step (n− 1) is
µ
(i|j)
n−1|n−1 =
1
c¯(j)
p(ij)µ
(i)
n−1, i, j = 1, 2 (30)
where µ(i)n−1 is the probability that model i is in effect
at time (n− 1) and the normalization constants are
c¯(j) =
2∑
i=1
p(ij)µ
(i)
n−1. (31)
2) Mixing: Starting with the state estimates of both filters
and their associated covariances at time (n − 1), one
computes the mixed initial condition cˆ(0j)n−1|n−1) and
M
(0j)
n−1|n−1 matched to filter j as
cˆ
(0j)
n−1|n−1 =
2∑
i=1
cˆ
(i)
n−1|n−1)µ
(i|j)
n−1|n−1 (32)
M
(0j)
n−1|n−1 =
2∑
i=1
µ
(i|j)
n−1|n−1
{
M
(i)
n−1|n−1+
[cˆ
(i)
n−1|n−1 − cˆ(0j)n−1|n−1][cˆ(i)n−1|n−1 − cˆ(0j)n−1|n−1]H
}
.
(33)
3) Mode matched filtering: The state estimate (32) and
its associated covariance (33) are used as input to the
filter matched to model j to yeild cˆ(j)n|n and M
(j)
n|n. The
likelihood function corresponding to both filters which is
the probability of the measurement yn given that model
j is in effect at time n and all the data history up to
Fig. 1: Structure of the IMM estimator
time (n− 1) are computed as
Λ(j)n =
1
|2piQ(j)n |
exp{ − 1
2
[yn − yˆ(j)n|n−1]H×
(Q(j)n )
−1[yn − yˆ(j)n|n−1]} (34)
where yˆ(j)n|n−1 is the predicted measurement at time n
given data history up to time (n− 1) and [yn− yˆ(j)n|n−1]
is the innovation at step n with covariance Q(j)n .
4) Mode probability update: Mode probability is updated
using the likelihood function as follows
µ(j)n =
1
c
Λ(j)n c¯
(j) (35)
where c¯(j) is given by (31) and c is a normalization
constant given by
c =
2∑
j=1
Λ(j)n c¯
(j). (36)
5) Estimate and covariance combination: Combination
of the model conditioned estimates and their associated
covariances is done according to the mixing equations
cˆn|n =
2∑
j=1
cˆ
(j)
n|nµ
(j)
n (37)
Mn|n=
2∑
j=1
µ(j)n {M(j)n|n+[cˆ(j)n|n−ˆcn|n][cˆ(j)n|n−ˆcn|n]H}. (38)
VI. SIMULATION RESULTS
In this section, the performance of the proposed algorithm
is evaluated in terms of the mean square error (MSE) in the
estimate of the most significant channel tap. We consider a
SISO-OFDM system employing quadrature phase shift keying
(QPSK) with N = 64, Ng = N/4, Ng = N/16 and
1/Ts = 20MHz. The transmitted frame consists of 200 OFDM
symbols. The first K = 2 OFDM symbols of each transmitted
frame are used as a preamble sequence utilized to derive the
initial channel estimate. Binary Phase shift keying (BPSK) is
the modulation technique employed for the preamble. Simu-
lation results are averaged over 103 Monte Carlo runs.
We consider a multipath channel with 4 taps (equispaced
with respect to delay) whose power delay profile is given by
(0,−1,−3,−9) dB. Therefore, the maximum delay spread
of the channel is given by 4Ts. The proposed combining
technique (IMM) utilizes two complex exponential BEMs
with Nc = 3 coefficients each. The first BEM intended for
capturing the slow variations in the channel coefficients, within
one OFDM symbol, uses a basis matrix
[BL]k,m = e
j 2piN k(m−Nc−12 ) (39)
while the second BEM intended for capturing the fast varia-
tions has a basis matrix
[BH ]k,m = e
j 2piN k(2m−(Nc−1)) (40)
where the indices k and m start at zero.
From the definition of the two bases matrices, BL and BH ,
we note that both are sub-matrices obtained from the N-point
DFT matrix F. The Nc = 3 bases vectors of BL correspond
to the DC vector and the first two discrete frequencies ± ( 2piN ),
while the bases vectors of the matrix BH correspond to the
DC vector and the second two discrete frequencies ± ( 4piN ).
We conjecture that the temporal variation of the channel is
better modelled by BL in low Doppler scenarios, while BH
performs better in high Doppler scenarios. Thus, the proposed
IMM-based combining technique is expected to perform well
in a wide span of possible communication scenarios. The
performance of the IMM is compared to algorithm [7] utilizing
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Fig. 2: MSE versus Eb/N0
a single Kalman filter matched to a basis matrix with Nc = 5
composed of all vectors in BL and BH . The IMM is initialized
with P = 12I2 and µ
(1)
0 , µ
(2)
0 =
1
2 to indicate no prior
knowledge of the channel.
For illustration purposes, the random multipath channel is
generated according to the BEMs. The channel follows BL
in the first half of the transmitted frame (first 100 OFDM
symbols), while it follows BH in the second half of the frame
(second 100 OFDM symbols). The MSE of the estimate of
the lth channel tap is defined as
MSEl =
‖ hl − hˆl ‖2
200N
(41)
where hl denotes the 200N × 1 vector of the lth channel tap.
The MSE in the estimate of the most significant tap is
plotted in Fig. 2 versus Eb/N0. It is shown that the proposed
IMM outperforms algorithm [7] with Nc = 5 (with bases
vectors corresponding to all frequencies available in BL and
BH ). This can be explained as follows: The number of
parameters to be estimated using the IMM is LNc = 12,
which is less than LNc = 20 in the case of algorithm [7]
with larger basis given the same N -dimensional measurement
set yn. Thus, the Cramer Rao bound is in favour of the IMM.
The dynamics of the proposed IMM is shown for one
transmitted frame in Fig. 3. The two mode probabilities
{µ(j)n }2j=1 are plotted versus the OFDM symbol index. Fig. 3
shows the capability of the IMM to lock to the true BEM.
The sharp transition in the middle of the frame illustrates the
enhanced sensitivity of the IMM to variations of the channel
dynamics within the same frame.
VII. CONCLUSION
In this paper, we propose an algorithm for channel esti-
mation, acquisition and tracking, using parametric channel
models. The temporal variation of the channel coefficients
within one OFDM symbol is modelled by two BEMs. Kalman
filtering is employed to track the coefficients of both BEMs.
Then, an IMM estimator is used to mix the estimates obtained
via each Kalman filter. The message behind the paper is
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Fig. 3: Mode probability versus OFDM symbol index
to show that we can achieve higher estimation accuracy
through dynamically mixing the estimates obtained via dif-
ferent BEMs. These BEMs are not limited to BL and BH .
The same approach generalizes to any two (or more) basis
matrices. Moreover, the algorithm adapts itself to dramatic
variations in the underlying environment even within the
same OFDM symbol. Numerical simulations signify the gain
obtained through using the proposed combining technique.
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