Abstract-Target tracking in a camera network is an important task for surveillance and scene understanding. The task is challenging due to disjoint views and illumination variation in different cameras. In this direction, many graph-based methods were proposed using appearance-based features. However, the appearance information fades with high illumination variation in the different camera FOVs. We, in this paper, use spatial and temporal information as the state of the target to learn a policy that predicts the next camera given the current state. The policy is trained using Q-learning and it does not assume any information about the topology of the camera network. We will show that the policy learns the camera network topology. We demonstrate the performance of the proposed method on the NLPR MCT dataset.
I. INTRODUCTION
Tracking in a network of cameras is an essential task for video analytics to enable scene understanding, surveillance and robotic perception. The multiple cameras are deployed for surveillance in buildings, airports, roads etc. The goal of tracking in a camera network is to localize a moving target in the camera network as it moves through the multiple cameras. Consider for example, cameras in an office building or a shopping mall. Tracking in a camera network is challenging because of illumination variation in the different camera images, a person can enter or exit a camera view from many directions and these often have non-overlapping views. The NLPR MCT dataset [3] records such real world scenarios in four different sub-datasets. This dataset has both indoor and outdoor cameras deployed in campus building, parking areas, footpath etc. The camera topology of one of the sub-dataset for the parking area is shown in figure 1. We will be using this dataset for training and testing of our proposed approach.
Multi-camera tracking has been explored extensively in the past for the tasks of re-identification and tracking. Example, Santhosh et. al. in [18] propose a tracking method to adapt the appearance model of the target to enable tracking in multiple cameras. [17] present a method for multi-camera multi-target tracking by extending tracks of a single camera single target to multiple cameras and multiple objects. However, we in this paper, formulate the multi-camera single target tracking problem using reinforcement learning. A reinforcement learning based approach will help in learning a policy that can predict the next camera given the target's current state. A reinforcement learning based approach is desired because this can learn a policy based on state space exploration and does not require any information about the topology of the camera network. This will also reduce the search space by generating one possible candidate for search. The proposed approach doesn't assume any information about the topology of the camera network. We only assume that all cameras of the camera network are static and uniquely identifiable.
Many existing approaches rely only on appearance based cues which becomes erroneous with illumination variation across different camera views. This requires an online update to the appearance model of the target [19] but we use spatial and temporal information to learn the policy that predicts next camera. The spatial information is the position of the target in current camera frame and the temporal information is the camera history predicted by the policy along with the time spent by the target in current and previous camera. We also use appearance cues but to verify the presence of target in the selected frame using person re-identification [23] .
Our specific contributions are 1 :
1) We formulate the problem of target tracking in a camera network as a reinforcement learning problem. The goal is to learn a policy to predict next camera where the target is likely to appear given it's current state. The policy is learned using Q-learning [20] . 2) We present initial results of our reinforcement learning based approach to multi-camera single target tracking.
We use spatial and temporal information of the target along with the appearance cues to enable target tracking in a camera network. 3) We demonstrate our Q-learning based approach on NLPR MCT [2] dataset which contains four subdatasets of both indoor and outdoor environment. We will show that the proposed method learns the camera network topology and it captures the time-gap required by the target to reach next camera. The rest of the paper is structured as follows. Section II describes state-of-the-art for tracking in a camera network. In Section III, we provide details of the proposed framework. Section IV describes the dataset, evaluation metric and experimental results. In Section V, we discuss limitations and outline future work and Section VI concludes the paper.
II. RELATED WORKS
In this section, we survey related works for multi-camera tracking which is looked from various viewpoints.
For inter-camera tracking, initial works such as [7, 22, 10] use 3D coordinates of the target object to track in the camera network with overlapping field of views. This often require camera calibration and network topology for tracking using 3D coordinates. Some [22] fuse the single camera tracks from SCT to generate the 3D location of the target from the calibrated cameras and then track the target by assuming spatial relationship between cameras. [22] also assume overlapping views and formulate a network flow problem for multi-camera tracking. With cameras having overlapping field of view, a homography matrix is estimated [10] to find the 3D position of the target to enable tracking using kalman filter or particle filter. But overlapping field of view has limited real world application.
Efforts were also applied toward tracking in nonoverlapping view. Works such as [5, 6, 11, 1] represent few initial works that work with non-overlapping field of views. Few works such as [11, 21, 6] assume that the tracks from individual camera are given and they extend these to multiple cameras using inter camera associations by building an affinity model of the appearances of individual tracks [11] , using social grouping model [21] , using data association across different cameras [13, 5, 6] . [1] makes a spatio-temporal mapping between cameras for 3D coordinates. Few other works, model travel time of the moving target [9] to learn space time relation between the cameras, [16, 17] use clique based methods, [17] also formulates within and across camera tracking in a unified framework.
A camera network offer many more challenges than the disjoint views. Effort was applied toward challenges such as color and illumination variation in multiple views, multiple entry and exit points. In order to track objects in disjoint views, appearance cues of the target are modeled in [18, 22, 6] . Appearance is captured by color [22] or texture [6] . To handle lightening variation among different cameras, brightness transfer functions [9] were used. Later, the appearance cues were integrated with spatio-temporal reasoning [7, 11] . Huang et. al [8] has integrated the color and the size of the object with velocities and arrival time using Bayesian inference to track vehicle in two camera views. Pasula et. al [15] extend the approach to more than two cameras by including hidden variables in the Bayesian framework. Matei et. al. [14] uses a multihypothesis framework instead of Bayesian. [4] formulate the tracking problem using conditional random fields (CRF). The formulation uses spatio-temporal and appearance features to enable tracking. [3] enables tracking using a global graph model in which a MAP association problem is formulated and solved using flow graphs. [12] performs SCT and ICT separately by using multiple features along with segmentation using change point detection. This approach is the state of the art on NLPR MCT dataset. The related works for tracking in a camera network extensively rely on the explicit modeling of the appearance cues or the environment. We, in this paper, formulate multi-camera tracking as a reinforcement learning problem to learn a policy for the camera network without explicit modeling of trajectories or appearance. We use spatial and temporal dynamics of the target to enable tracking even in occlusions. To our knowledge, we are first to look at reinforcement learning based approach for tracking in a network of cameras.
III. PROPOSED METHODOLOGY
In this section, we formulate the multi-camera single target tracking problem using reinforcement learning. We will also give details of the proposed architecture for target tracking.
A. Problem Formulation
Target tracking in a camera network requires to identify the next camera and the corresponding bounding box. Apart from identifying target's location in the camera network, there is also a need to capture the time from when the target disappears in current camera FOV to when it appears in a new camera FOV. We train a policy to predict the next camera given current state of the target and when the target is not in any camera then we train it to select an action corresponding to no-camera. This extra action enables the policy to show that the target is not in any camera view. We will show that the policy learns the camera topology and finds the target within few frames after appearing in the new camera. Now we will describe the state space, action space and training methodology and the intuition behind selection of the approach.
State: The state s t at time t captures the spatial and temporal information of the target. The spatial information include the position r t of the target in the current camera FOV and the temporal information include camera history c t , presence history ρ t and time elapsed τ t . The state vector is following, s t = (r t , c t , ρ t , τ t ).
The individual elements of the state space are following: 1) r t : it is used to capture the spatial location of the target in the current camera frame. The input image is divided into a 8 × 8 grid and all the cells are numbered in row-major order. The cell numbers corresponding to the target's bounding box are identified and one of these is used as r t as shown in figure 2. 2) c t : it represents the history of the cameras predicted by the learned policy in past N time steps, where N is the number of cameras. 3) ρ t : it captures the presence of the target in the camera history. If the i th entry in the camera history is c and the target was present in camera c at that time then i th entry of ρ t contains 1 otherwise a 0. It is the output of the presence block (next subsection). 4) τ t : it captures the time spent by the target in the currently selected camera and the previous camera. The time is discretized with a step size of 0.25 sec. This helps to capture the speed of the target in number of seconds. For example, τ t of (5, 10) means that the target has spent 1.25 seconds in current predicted camera and had spent 2.5 seconds in previous predicted camera. Actions: The action a t at time t is encoded by N + 1 dimension vector, where N is the number of cameras in the camera network. The action N + 1 is selected when policy selects no camera.
State evolution: After deciding an action a t at time t, the next state s t+1 is decided by following state evolution function:
The function appends the predicted camera a t and presence information (1/0) to c t and ρ t respectively. If the pair (c t , ρ t ) is same as the pair (c t−1 , ρ t−1 ) then time elapse τ t for current camera is incremented by one otherwise τ t (previous) will become τ t (current) and τ t (current) will be initialized to 1.
Reward: The reward function R(s) is defined for each state irrespective of the action a. At time t, it is following:
Assumptions: We assume that all the cameras of the camera network are uniquely identifiable and the camera network topology doesn't change during testing phase (the CCTV network infrastructure doesn't change frequently in the real world too).
Training procedure: We define state-action value function Q to estimate the values (reward) of actions. The estimates Fig. 3 : The proposed architecture using reinforcement learning. The architecture shows two blocks, block Q and block presence. Block Q learns a policy to select a new camera using current state and block presence verifies whether the target is present in the selected camera frame.
will then be used to make the action selection decision. The function Q(s, a) estimate the value of state action pair (s, a). The goal is to learn optimal state-action function Q * . Traditionally, the Q-functions are iteratively learned using Q-learning [20] as shown below:
where α is the learning rate and γ is the discount factor. Sufficient exploration is very important for Q-learning methods to explore complete state-space, we epsilon-greedy exploration strategy [20] with = 0.1.
Policy: The policy π selects an optimal action from the learned Q-functions. After learning, given the target state, it selects an optimal action from the learned Q-function as:
B. System Architecture
The system architecture is shown in figure 3 . The architecture consists of two blocks, first, block Q which learns a policy to predict the next camera where the target will appear given target's current state. Second, the presence block which will verify whether the target is present in the camera selected by the policy at current time frame. It takes as input the predicted camera and will return 1 if the target is present along with the bounding box otherwise it returns a 0. The presence block is implemented using person re-identification [23] . Details of this block is given in the results sections. The policy (block Q) takes as input the current state of the target (see previous subsection) and predicts the next camera where the target is likely to appear. The policy is learned using Q-learning [20] .
IV. EXPERIMENTS AND RESULTS
In this section, we present details of the dataset used, evaluation metric and the experimental results for the performance of the proposed architecture. A. Dataset and Evaluation Metric Dataset: We have used NLPR MCT data set [2] for training and testing of our proposed approach. The dataset consists of four sub-datasets each having 3 − 5 cameras with a resolution of 320 × 240. Details of the dataset are given in table I. The dataset captures both indoor and outdoor scenarios with significant illumination variation across different cameras. We have trained our approach separately on each sub-dataset to learn a different policy for each sub-dataset except for set-1 and set-2 because the layout and FOV of each camera in sset-1 and 2 is same. We have created the training set of a sub-dataset by randomly choosing half people from the sub-dataset. The rest half is used for testing. The policy is expected to learn the camera network topology. If the network topology does not change then there is no need to train the policy again irrespective of the number of people. The CCTV network topology also does not change frequently in real world.
Evaluation Metric: To evaluate the performance, we have used Multi-Camera Tracking Accuracy (MCTA), which gives a single scalar value for all tasks involved in multi-camera tracking. For example, F1-score for detection, number of camera fragments and merges in single camera tracking, and number of handovers in inter-camera tracking. The metric is defined as:
Where P is the precision, R is recall for person IDs. φ w and M w denote the number of fragmentation and merges in single camera tracking. φ h and M h denote the number of fragmentation and merges during inter-camera tracking. T w and T h are total number of detection with-in camera and across camera tracking. MCTA is detailed in [17] .
B. Experiments
We have designed experiments to test each block of the proposed approach separately and in combination. For all experiments, the initial location of the target is assumed to be known. The experiments are following:
Experiment-1: Evaluation of Inter-Camera Tracking: In this experiment, we evaluate only inter-camera tracking of our proposed method to capture the performance when the target is navigating from one camera FOV to another. It is not only required to predict the next camera where the target is likely TABLE III: Table showing average time taken (in number of frames) by all targets from camera ci (row) to camera Cj (column). The values (g, p) are ground truth (g) time and time taken by the policy (p). The values are averaged over all person in test set of sub-dataset 3.
to move but also to find the target within few frames after reaching the next camera. In this experiment, the single camera tracking is taken from ground-truth. When the target starts moving out of the current camera FOV, we use the learned policy to predict the next camera. The expected behavior of the policy is to find the next camera within few more frames of the time required by the target to move to the next camera FOV. For the experiment, the state is initialized with the initial position of the target (as mentioned in section III). Whenever the target moves out of the current camera FOV, the policy predicts a camera and the presence block polls the selected camera frame to find whether the target is present in the frame. The policy selects action N + 1 when no camera is predicted. The tracking performance is reported in terms of MCTA values and is shown in table II. The time-gap is recorded from the frame when the target disappears from current camera FOV to the frame where it is found present by the presence block. Table III -and-IV show the time taken in the ground truth and by the policy for different camera transitions in sub-dataset-3. In table III, the camera transition C 2 −C 1 show large error for average number of frames but corresponding camera transition in table IV show that only one person was missed and other are tracked well. The transition C 4 − C 3 is not captured for most of the person because the camera C 4 was not reached and this is because the policy did not explore this transition. The predicted camera topology is shown in figure 4 for subdataset 4 (5 cameras) and 3 (4 cameras). A black arrow in the figure show the right prediction by the policy, red arrow show a link is predicted but it does not exist and blue link show that the link is present in ground truth but is not predicted by the policy.
Experiment-2: Evaluation of Complete Pipeline: In this experiment, we evaluate all blocks of our proposed architecture for multi-camera single target tracking for sub-dataset 3 only. For this experiment, we do not utilize the ground truth information for target location. However, we assume that the bounding box detections are available. At start, the state is (P1,P2,P3,. . . ) when moving from camera i to camera j. The values (g, p) are ground truth (g) time and time taken by the policy (p). The values are shown for transition in different cameras of sub-dataset 3. initialized with the initial location of the target and then the learned policy is used to predict the next camera. The policy is used at all times (both single camera tracking and next camera tracking) for prediction of next camera. The predicted camera is then used by the presence block to check whether the target is present. If present, it will return the corresponding bounding box of the target location using person re-identification. We have used person re-identification [23] implementation for the presence block. In this, we trained a deep learning model to learn feature projections of person bounding boxes. We also created a labeled set containing ground truth features and IDs of each person. Given a query bounding box, the person ID is identified by finding the minimum cosine similarity with the IDs in the labeled set. If the person is found then presence block returns 1 along with the bounding box otherwise a 0. We store only first three bounding box in labeled set of people in train and test set (it is easy to get three bounding boxes of a person being tested). Accurate presence block is desirable but our implementation provides 76% rank-1 accuracy for person re-identification on sub-dataset-3 of NLPR MCT dataset. The complete pipeline is the combined decision of the learned policy and the presence block. The performance is reported in table II in terms of MCTA values. The performance degrades when we use re-identification because once an error is made the policy start tracking another person. This requires an online update to the created labeled set. Figure 5 shows the predictions made by the policy for target-1 from test set of sub-dataset 3. The figure shows the comparison of the next camera prediction of learned policy with the ground truth. Camera index X is the action when no camera is selected. It shows that the policy predicts next camera well in single camera but during inter-camera tracking it starts polling the next camera very early in time.
V. DISCUSSION
There are few limitations of the proposed reinforcement learning approach. First, exploration of state space. The timegap plots show that few camera connections are not learned and epsilon-greedy does not help in complete exploration of the state space and hence a better exploration strategy is required. Second, the amount of training data. The proposed approach will be able to explore larger state space if number of people in the train set are larger as it will allow the policy to explore larger variations due to different person trajectories but getting annotations is very costly. Third, there is a need of online update to the labeled set for re-identification because once the wrong person is identified, the policy starts tracking the different person. Our presence block had 76% accuracy and there are scopes for improvement.
VI. CONCLUSION
To our knowledge, we proposed first reinforcement learning based approach for multi-camera tracking. The reinforcement learning based approach is desired to learn a policy without using any explicit information about the camera network topology. We used spatial and temporal information of the target to learn a policy that predicts the next camera. We showed through various experiments that the proposed approach is effective to capture the time-gap required by a target to move from one camera FOV to another camera FOV. We also showed that the policy learns the camera network topology.
