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It has been recently established that the low-frequency spectrum of simple computer glass models
is populated by soft, quasilocalized nonphononic vibrational modes whose frequencies ω follow a
gapless, universal distribution D(ω) ∼ ω4. While this universal nonphononic spectrum has been
shown to be robust to varying the glass history and spatial dimension, it has so far only been
observed in simple computer glasses featuring radially-symmetric, pairwise interaction potentials.
Consequently, the relevance of the universality of nonphononic spectra seen in simple computer
glasses to realistic laboratory glasses remains unclear. Here we demonstrate the emergence of the
universal ω4 nonphononic spectrum in a broad variety of realistic computer glass models, ranging
from tetrahedral network glasses with three-body interactions, through molecular glasses and glassy
polymers, to bulk metallic glasses (BMGs). Taken together with previous observations, our results
indicate that the low-frequency nonphononic vibrational spectrum of any glassy solid quenched from
a melt features the universal ω4 law, independently of the nature of its microscopic interactions.
I. INTRODUCTION
It is common in condensed matter physics that dy-
namic and thermodynamic phenomena are controlled by
low-energy excitations [1, 2]. For example, in crystalline
solids, phonon-phonon interactions control wave attenu-
ation rates and heat transport [3]; dislocations (i.e. low-
energy topological defects) mediate plastic deformation
rates upon external mechanical loading [4]; the specific
heat grows as the third power of temperature due to the
∼ω2 Debye distribution of phonon frequencies. The same
principle is also seen to hold in glassy solids, in which soft
two-level systems, and their interactions with phonons,
are believed to control thermodynamic and transport
properties below 10K [5–7], and low-energy, quasilocal-
ized excitations — often referred to as shear transforma-
tion zones [8] — govern elasto-plastic responses [9]. Con-
sequently, the complete understanding of the statistical
mechanics of soft excitations in solids, and in particular
in glasses, is of key importance.
Indeed, much attention has been devoted in the past
few decades to understanding the low-frequency spectra
of glassy solids [10–28]. It is now well-accepted that soft,
quasilocalized modes dwell at vanishing frequencies ω→0
in simple computer glasses. These nonphononic exci-
tations were shown to universally feature a disordered
core of linear size of about 10 particle diameters [25]
(see examples in Fig. 1), decorated with algebraically-
decaying (mostly-affine) displacement fields of magnitude
∼ r−(d¯−1) at distance r away from the core, in d¯ spatial
dimensions. The frequencies associated with these ex-
citations were shown to follow a universal distribution
D(ω)∼ω4 [22], independent of spatial dimension [23] or
∗ contributed equally
FIG. 1. In this work we study five realistic glass forming models,
each representing a different class of disordered solids, as illustrated
by the cartoons. Visualizations of quasilocalized modes found in
the employed models of (a) an elastic-spheres glass, (b) a network
glass, (c) a molecular glass, (d) a polymer glass, and (e) a bulk
metallic glass. For visualization purposes, only the largest 1% of
components are shown.
preparation protocol [24, 25, 27]. While these numerical
observations are supported by various theoretical frame-
works [10, 11], their relevance for laboratory glasses has
not been well-established; to the best of our knowledge,
all computational investigations of the asymptotic func-
tional form of low-frequency nonphononic spectra to date
(with the exception of [29] put forward in parallel to this
work) employed simple computer glass models, in which
particles interact via radially-symmetric, pairwise poten-
tials.
In this work we create in silico ensembles of polymeric
glasses, tetrahedal network glasses, elastic sphere glasses,
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2molecular glasses and bulk metallic glasses (BMGs),
which are considerably more realistic representatives of
laboratory glasses compared to the simple computer-
glass models investigated previously, in order to test
whether the universal nonphononic spectrum observed in
simple computer glasses remains relevant to laboratory
glasses as well. Our main finding is that these realistic
glass-forming models also feature the universal D(ω)∼ω4
nonphononic vibrational density of states (vDOS), as
seen in simple computer glasses. We thus extend the
degree of universality of the ω4 law, and lend substan-
tial support to the assertion that any glass formed by
quenching a melt — and, in particular, laboratory glasses
— would feature the gapless ω4 nonphononic vDOS.
II. COMPUTER GLASS MODELS
We employ five computer glass models, each represent-
ing a different class of glassy solids. Here we briefly re-
view the employed models, keeping a complete descrip-
tion for Appendix A. Throughout this work we express
frequencies in terms of cs/a0, where cs is the shear wave
speed, and a0 is the typical interparticle distance, both
are precisely defined in Appendix A.
The employed models are as follows:
(1) An elastic-spheres glass model in which spherical
particles interact via the linear-elastic Hertz contact law
[30]. At low confining pressures, this model undergoes an
unjamming transition [31–33]. We refer to this model as
HRZ.
(2) The Stillinger-Weber network glass model [34],
which employs a three-body term in the potential en-
ergy that favors tetrahedral local structures. In some
range of its parameters, this model mimics the behavior
of amorphous silica [35]. We refer to this model as SW.
(3) A triatomic molecular glass model inspired by
glass-forming models of orthoterphenyl [36, 37], referred
to in what follows as OTP.
(4) A polymer-glass model of soft beads connected by
FENE nonlinear springs [38], referred to in what follows
as PG. Monomers between different polymers interact
with a Lennard-Jones-like potential [39].
(5) A binary bulk metallic glass (BMG) alloy composed
of Copper (Cu) and Zirconium (Zr) atoms according to
Cu46Zr54 [40, 41]. The interactions are calculated using
the Embedded-Atom Method (EAM), which gives rise to
a spherically-symmetric, many-body potential.
Detailed descriptions about how ensembles of glassy
samples were created for each computer glass model are
provided in Appendix A. Briefly described, we generate
uncorrelated equilibrium configurations at temperatures
much larger than Tg, and perform an energy minimiza-
tion on those configurations to obtain zero-temperature
glassy solids.
For each generated glassy sample, we perform a normal
mode analysis, which follows from a generalized eigen-
value problem: eigenvectors ψ and eigenfrequencies ω
satisfy the equation∑
j
Mij ·ψj = miω2ψi . (1)
Here mi denotes the mass of the i
th particle, the Hessian
matrix reads Mij≡ ∂2U∂xi∂xj , where U denotes the poten-
tial energy and xi is the d¯-dimensional coordinate vector
of the ith particle, and ψj is the d¯-dimensional Cartesian
displacement vector of the jth particle. Note that no sum-
mation over i is implied on the right-hand-side of Eq. (1).
To obtain the eigenvectors ψ and eigenfrequencies ω, we
solve the auxiliary eigenvalue problem∑
j
Mij√
mimj
· φj = ω2φi . (2)
where ψi=φi/
√
mi. Details about the calculation of M
for the SW and BMG systems are provided at length in
Appendices A 2 and A 5. The system and ensemble sizes
in our simulations were selected such that the lowest-
frequency modes appear below the first phononic band,
as explained in detail in [22, 42].
III. RESULTS
Our key result is displayed in Fig. 2a-d, where we show
the low-frequency regime of the vDOS of all simulated
computer glasses. All models feature the universal form
D(ω) ∼ ω4, despite the stark qualitative differences be-
tween the microscopic interaction laws that define each
model.
A quantitative comparison of the localization proper-
ties of quasilocalized modes between our various com-
puter models is made possible by studying those modes’
participation ratio
e ≡ (
∑
iψi ·ψi)2
N
∑
i(ψi ·ψi)2
, (3)
where ψi denotes the d¯-dimensional vector of a mode’s
Cartesian components pertaining to the ith particle. The
participation ratio is expected to scale as 1/N for local-
ized modes [43], and should be of order unity for extended
modes (e.g. phonons). The product Ne is thus expected
to reflect the core size of quasilocalized modes, expressed
in terms of the characteristic volume occupied by a single
particle.
In Fig. 2e-h we show the mean participation ratio e¯
of vibrational modes, scaled by system size N , binned
over and plotted against frequency for all employed com-
puter glasses. The first phonon band frequency 2pics/L
is indicated by the vertical dashed lines, and features Ne
of order of a few thousands, consistent with the system
sizes employed. Approaching zero frequency, we see that
Ne¯ plateaus at a typical value Ne0 on the order of a few
tens, as marked by the horizontal dashed lines. The es-
timated values of the plateaus, Ne0, are reported for all
3FIG. 2. Low-frequency vibrational modes’ spectra and localization properties, measured in realistic computer glass models. We show
D(ω) vs. frequency ω for a linear-elastic-spheres glass (HRZ, panel (a)), a network glass (SW, panel (b)), a molecular glass (OTP, panel(c)),
a polymer glass (PG, panel (d)), and a bulk metallic glass (BMG, panel(e)). The solid lines indicate D(ω)∼ω4. Panels (f)-(j) show the
average participation ratio e¯ (see definition in Eq. (3)), scaled by the number of particles N , binned over and plotted against frequency, for
the same models of panels (a)-(d) respectively. The vertical dashed lines mark the first phonon band frequency 2pics/L. The horizontal
lines represent estimations Ne0 of the low-frequency plateau, which capture the core size of soft quasilocalized modes, see values reported
in Fig. 3a and text for further discussions.
FIG. 3. Dimensionless characterizers of the nonphononic vDOS,
compared across different classes of glassy solids. (a) Low-
frequency plateau Ne0 of the frequency-binned participation ratio
e¯ scaled by N , which represents the core size of soft, quasilocal-
ized modes. (b) Dimensionless prefactors Ag≡Ag/(a0/cs)5 of the
universal D(ω)=Agω4 nonphononic vDOS.
investigated computer glass models in Fig. 3a. Remark-
ably, the variation of Ne0 across the different models is
very small, of less than a factor of two with respect to
each other.
Finally, we note that the prefactor Ag of the non-
phononic vDOS, namely D(ω) = Agω4, is an observ-
able with dimensions of an inverse frequency to the fifth
power. Ag was discussed at length in [24, 25], where
it was argued to encompass information both about
the number density of soft, quasilocalized modes, and
about their characteristic stiffness. In those references
it was shown that Ag can be very sensitive to glass his-
tory, particularly for glasses that were deeply supercooled
prior to their quench to the glass. Here we compare
Ag ≡Ag/(a0/cs)5 across our different computer glasses.
The results are displayed in Fig. 3b; we find that Ag is of
order unity in all models, with the exception of the SW
network glass model that features Ag≈0.2.
We note that the quantities Ne0 and Ag generally de-
pend on glass history [24, 25, 44]. However, these depen-
dencies are most pronounced for glasses quenched from
deeply supercooled liquids, and are generally weak for
glasses quenched from high temperature liquid states.
Since in this work we indeed compare glasses quenched
from high temperature liquid states, the history depen-
dence of Ne0 and Ag is expected to be weak, and there-
fore the comparison between them across different classes
of glass-forming models is meaningful. We conclude that
the energy landscapes of the computer glasses we inves-
tigate here share quantitative similarities that extend be-
yond the universal scaling of their nonphononic vDOS.
IV. SUMMARY AND OUTLOOK
In this work we have shown that the low-frequency
nonphononic spectra of realistic computer glass models
— including network glasses, polymer glasses, and molec-
ular glasses — feature the universal gapless ω4 law, as
seen previously in simple computer glass models [22–27].
We thus expand the degree of universality of the ω4 law
to include several qualitatively different classes of real-
istic glass forming models, and reinforce its relevance to
laboratory glasses. Finally, our results support the de-
scription of glasses’ vibrational properties via mesoscale,
coarse grained approaches that consider interacting oscil-
lators and anharmonicities [11, 12], in which the micro-
scopic details play no role in determining the scaling with
frequency of the nonphononic vDOS. We note that after
the completion of this work, we became aware of the re-
sults obtained by Bonfanti et al. [29], which support our
4conclusions.
Our results underline the timeliness of formulating a
first-principles theory that explains the observed univer-
sality of nonphononic spectra in glassy solids. Mean-field
approaches that are based on a microscopic description
[19–21] (rather than a coarse-grained one) predict that
the nonphononic vDOS of glassy solids should scale as
ω2, independent of spatial dimension. An important goal
for future studies will be to consolidate the predictions
of the mesoscopic [11, 12] and microscopic [19–21] theo-
retical approaches.
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Appendix A: Computer glass models
In this Appendix we provide detailed descriptions of
the computer models employed in our work, and the
protocol used to prepare our ensembles of glassy sam-
ples. For each model we specify its associated microscopic
units; however, we reiterate that in the main text we ex-
press frequencies in terms of cs/a0 where a0≡ (V/N)1/3
is a microscopic length, cs≡
√
G/ρ is the speed of shear
waves, G denotes the athermal shear modulus [45], ρ is
the mass density, V = L3 is the volume, and N is the
number of particles. For all models, the low-frequency
spectra is extracted via a partial diagonalization using
the ARPACK package [46].
1. Elastic spheres
We employ a simple-yet-realistic model of soft, linear-
elastic spheres interacting via the Hertzian interaction
law [30]
ϕHertz(r) =
2ε
5
(
r − σi+σj2
)5/2
Θ
(σi+σj
2 − r
)
, (A1)
where σi, σj denote the radii of the i
th and jth particles,
and Θ(x) is the Heaviside step function. We enclose N=
32000 particles of equal mass m in a box of volume V =
L3, and fix the number density at N/V = 0.9386. We
choose 50% of particles to have σi = 0.5 and the other
50% to have σi = 0.7. Length are expressed in terms of
the diameter of the smaller species, and energies in terms
of ε.
To make glassy samples of elastic spheres, we first equi-
librate the liquid phase at T = 0.004/kB (here the com-
puter Tg≈0.0017/kB), and follow the equilibration with
an instantaneous quench using a nonlinear conjugate gra-
dient algorithm [47] to form a glass. Following this pro-
tocol, we created and analyzed an ensemble of 1300 inde-
pendent glassy samples, whose pressure-to-bulk modulus
ratio is p/K≈0.173.
2. Stillinger-Weber network glass
Originally developed to model silicon [34], the
Stillinger-Weber (SW) potential has become widely used
to model the phase behavior of tetrahedral liquids, from
investigating liquid-liquid phase separation [48], to ice
nucleation [49]. This model and its dynamics and ther-
modynamics are widespread in the literature; here we
nevertheless spell out the potential energy USW defi-
nition, followed by expressions for its Hessian matrix
Mmn ≡ ∂2USW∂xm∂xn , which, to the best of our knowledge,
is not available in the current literature.
The SW model is a monocomponent system of N iden-
tical particles of mass m whose interaction potential con-
sists of both a short-ranged, two-body interaction
ϕ2(rij) = Aε
(
Bσ4
r4ij
− 1
)
exp
(
σ
rij − rc
)
, (A2)
and a three-body term
ϕ3(rij , rik, θjik) = λε (cos θjik − cos θ0)2×
exp
(
γσ
rij − rc
)
exp
(
γσ
rik − rc
)
, (A3)
that favors triplets of atoms to form an angle θ0'109o.
Here θjik is the angle formed by the i, j and i, k bonds,
rij ≡ |xij | is the pairwise distance between particles i
and j (with xij≡xj−xi), rc is a cutoff distance, A,B, λ
and γ are dimensionless parameters, and σ, ε are micro-
scopic length and energy scales, respectively. The total
potential energy of the system is computed as
USW =
∑
i
∑
j>i
ϕ2(rij) +
∑
i
∑
j 6=i
∑
k>j
ϕ3(rij , rik, θjik).
(A4)
We chose all microscopic parameters (A,B, γ, rc) to be
the same as in the SW parametrization of silicon [34], ex-
cept for λ — whose high values favor local tetragonal or-
der — which was set to 18.75. This value is found optimal
to achieve good glass forming ability [50]. Lengths are
expressed in terms of σ, and energies in terms of ε. Sim-
ulations are performed in the NV T ensemble using the
highly parallel LAMMPS package [51]. The temperature
5is controlled using the Nose´-Hoover thermostat, the num-
ber density is set to N/V =0.52σ−3 and the temperature
is fixed to T = 0.1ε/kB , which is far above our estimate
for the glass transition temperature Tg≈0.014ε/kB .
To prepare glassy states, we collect a set of uncorre-
lated equilibrium configurations and perform an instan-
taneous quench of each configuration by minimizing the
potential energy using a nonlinear conjugate gradient al-
gorithm [47]. With this protocol, we gathered 1300 in-
dependent glassy samples, each composed of N = 4096
particles.
Expressions for the Hessian matrix
For ease of notation in spelling out the expression for
the Hessian matrix Mmn ≡ ∂2USW∂xm∂xn , we denote pairs
of particles with Greek indices, e.g. rij ≡ rα, then the
potential energy can be spelled out as
USW =
∑
α
ϕ2(rα) +
∑
α,β
ϕ3(rα, rβ , θαβ), (A5)
where the sum over α, β runs over couples of pairs of
particles that form a triple by sharing a common particle
(e.g. i, j and i, k where j 6=k), and θαβ is the angle formed
between xα and xβ .
With these notations the Hessian matrix can be de-
composed into a two-body part
M2bodymn =
∑
α
Γmnα
(I − xˆαxˆα
rα
∂ϕ2
∂rα
+ xˆαxˆα
∂2ϕ2
∂r2α
)
,
(A6)
and a three-body part
M3bodymn =
∑
α,β
(
ΓmnβDβ,α + ΓmnαDα,β+
ΓnαΓmβXα,β + ΓnβΓmαXβ,α
)
, (A7)
where I is the identity tensor, Γmα≡(δjm−δim), Γmnα≡
(δjm−δim)(δjn−δin), and using the notation cαβ≡cos θαβ ,
Dβ,β and Xα,β read
Dα,β ≡ I − xˆαxˆα
rα
∂ϕ3
∂rα
+xˆαxˆα
∂2ϕ3
∂r2α
+
∂2cαβ
∂xα∂xα
∂ϕ3
∂cαβ
+
∂cαβ
∂xα
∂cαβ
∂xα
∂2ϕ3
∂c2αβ
+
(
xˆα
∂cαβ
∂xα
+
∂cαβ
∂xα
xˆα
)
∂2ϕ3
∂rα∂cαβ
,
(A8)
and
Xα,β ≡ xˆαxˆβ ∂
2ϕ3
∂rα∂rβ
+
∂cαβ
∂xα
xˆβ
∂2ϕ3
∂rβ∂cαβ
+
∂2cαβ
∂xα∂xβ
∂ϕ3
∂cαβ
+
∂cαβ
∂xα
∂cαβ
∂xβ
∂2ϕ3
∂c2αβ
+ xˆα
∂cαβ
∂xβ
∂2ϕ3
∂rα∂cαβ
,
(A9)
respectively. Furthermore
∂cαβ
∂xα
=
xˆβ − xˆαcαβ
rα
, (A10)
∂2cαβ
∂xα∂xα
=
1
r2α
((3xˆαxˆα − I) cαβ − (xˆαxˆβ + xˆβxˆα)) ,
(A11)
and
∂2cαβ
∂xα∂xβ
=
1
rαrβ
(I − xˆαxˆα − xˆβxˆβ + xˆαxˆβcαβ)
(A12)
The implementation of the Hessian was validated using
finite differences.
3. Molecular glass
The well-known model by Lewis-Wahnstro¨m [37] for
the fragile glass former ortho-terphenyl (OTP) describes
the OTP molecule as a rigid triangular molecule with site
interactions at each vertex of the triangle, where each of
these sites represents a whole phenyl ring that interacts
with sites of different molecules via a Lennard-Jones po-
tential. Inspired by this description, we consider a system
of Nm molecules comprised of N=3Nm particles in three
dimensions. We model the OTP molecule as a three-site
isosceles triangle with two sides of length σ, and an angle
between them of 75o. The intermolecular (site-site) inter-
actions are given by the same smoothed Lennard Jones
pairwise potential ϕLJ as employed in the polymer sys-
tem, see Eq. (A16). Lengths and energies are expressed
in terms of σ and ε, respectively.
FIG. 4. (a) Full density of states of the OTP model with N =
3000. (b) Zoom on the two peaks associated to the intra-molecular
vibrational modes.
In contrast to [37], in our model the three sites within
a single molecule interact via a stiff harmonic potential,
that reads:
ϕbonds =
1
2k(rij − l0)2, (A13)
6where rij is the distance between the i
th and jth atoms in
a molecule, l0 represents the rest length of the intramolec-
ular bonds, and k=5×103ε/σ2 denotes the stiffness of the
intramolecular bonds, chosen to be roughly two orders of
magnitude higher than typical intermolecular stiffnesses.
Glassy samples are prepared with the same method
as employed in the polymeric system. We equilibrate
our system in the NVT ensemble at a number density
N/V = 0.80σ−3 and a temperature T = 4.0ε/kB . Un-
correlated equilibrium configurations are prepared us-
ing conventional molecular dynamics and a Berendsen
thermostat [52], for which we set the time constant to
τ
T
= 1.0
√
mσ2/ε. After equilibration, an instantaneous
quench to zero temperature using a conjugate gradient al-
gorithm is performed. With this procedure we generate
5000 independent glassy samples of Nm=3000 molecules
that contains N=9000 atoms. In Fig. 4, we provide the
full density of states of the OTP system.
4. Polymer glass
Polymer melts are usually coarse-grained via simple
bead-spring models where the actual monomer chem-
istry is replaced by an effective bead. Probably the
most famous, the Kremer-Grest Model describes a poly-
meric chain via the finite extensible nonlinear elastic
(FENE) potential[53]. In this work, we adopt the
same modeling expect that we replace the original re-
pulsive Weeks-Chandler-Andersen potential [54] with a
smoothed inverse-power law pairwise potential
ϕIPL(rij) =
ε
[(
λ
rij
)10
+
3∑`
=0
c2`
( rij
λ
)2`]
, rij ≤ rIPLc
0 , rij ≥ rIPLc
,
(A14)
where λ is a microscopic length to be specified in what fol-
lows, and the coefficients c2` are determined by demand-
ing that ϕIPL vanishes continuously up to three deriva-
tives at the cutoff rIPLc , see e.g. [24].
The full modified FENE (mFENE) potential for near-
est bonded monomers reads
ϕmFENE(rij) = ϕIPL(rij)− 12κl20 ln
(
1− (rij/l0)2
)
. (A15)
Non-bonded intramolecular monomers only interact via
ϕIPL to account for volume exclusion. Intermolecular
monomers interactions are given by a smoothed Lennard
Jones pairwise potential (see e.g. [39]) of the form:
ϕLJ(rij)=
6ε
[(
σ
rij
)12− ( σrij )6+ 3∑
l=0
c2l
( rij
σ
)2l]
, rij<r
LJ
c ,
0, rij≥rLJc ,
(A16)
where rij is the distance between the i
th and jth particles,
ε is microscopic energy scale, σ is a microscopic length
scale, and the coefficients c2l are determined by requiring
that three derivatives of ϕLJ with respect to rij vanish
continuously at the cutoff rLJc =2σ in the same manner as
done for ϕIPL. In practice, we set λ=1.2σ, r
IPL
c =1.776σ,
l0 = 1.5σ, and κ = 30.0ε/σ
2.
To prepare the glassy samples, we first equilibrate
the system in the NVT ensemble at a number density
N/V = 0.80σ−3 and a temperature T = 4.0ε/kB , the
latter residing far above the glass transition tempera-
ture. To this aim we used molecular dynamics and we
employed the Berendsen thermostat [52], for which we
set the time constant to τ
T
= 1.0
√
mσ2/ε. After equi-
libration, the energy is minimized instantaneously using
a standard conjugate gradient algorithm. Following this
procedure, we generated 5000 independent glassy sam-
ples of Nc = 900 chains composed of 10 monomers for a
total of N=9000 particles.
5. CuZr bulk metallic glass (BMG)
BMGs are simulated through the Embedded Atom
Method (EAM) [40, 41, 55] in which the potential en-
ergy for atom i is given by
EBMGi = Fα
(∑
j 6=i
ρβ(rij)
)
+
1
2
∑
j 6=i
φαβ(rij) , (A17)
where the summations are over neighboring atoms j
within a cutoff, and α and β are the element types of
atoms i and j respectively. The values of the embedding
function Fα, the pair potential function φ and the effec-
tive charge density ρβ are derived from ab initio calcula-
tions as well as from experimental data, and are provided
in [55].
We prepared glassy samples with 8000 atoms out of
which 46% are Copper (Cu) and 54% Zirconium (Zr).
The number density is set to N/V = 0.058A˚−3 and
the atom masses are set to their experimental values
91.22 grams/mole for Zirconium and 63.54 grams/mole
for Copper. We equilibrate the liquid phase at 1500K
and instantaneously quench by a conjugate-gradient al-
gorithm. Our ensemble consists of 2086 samples with a
shear modulus mean of 21.0GPa. Simulations are per-
formed in the NV T ensemble using the highly parallel
LAMMPS package [51].
The Hessian matrix for this model was calculated by
moving each atom an infinitesimal distance ∆ in each
direction x, y and z and then measuring the change in
forces F on the atoms in the system. Following
M · x = −F , (A18)
with e.g. x= ∆xˆ, for a displacement in the x direction.
We read out M by normalizing the forces by the in-
finitesimal distance ∆.
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