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Bevezetés
Az utóbbi évtizedekben egy uj önálló diszciplína 
fejlődött ki: az ütemezés elmélete /scheduling theory/.
Ezt az automatizálás és a számítástechnika fejlődése 
eredményezte. Az automatizálás és a számítástechnika 
alkalmazása megkívánja erőforrások és igények tervszerű 
időbeni összerendelését, vagyis ütemezést. A rendszer­
tervezésnek ez nagyon gyakran egyik fő aspektusa. Másrészt 
az automatika és a számítógép eszközt is biztosit bonyo­
lult ás hatékony ütemezések kivitelezésére.
Az ütemezési problémák tárgyalása egyre gyakrabban 
önálló cikkek, sőt könyvek témája és ma már jelentős 
irodalma van. A gyakorlatban ütemezési feladat mindig 
rendszerek működésének részeként merül fel, ezért gyak­
ran egyéb témák részeként kerül tárgyalásra.
A különféle ütemezési problémák jellege és megoldási 
eszközei annyira különbözők, hogy olyan egységes modell 
és módszer, amely az ütemezési problémák teljes körét 
felölelné, nincsen. A legbehatóbban tanulmányozott üte­
mezési probláma-tipust a véges diszkrét determinisztikus 
igény-együttes /task-ок/ jellemzi. Az irodalma is ennek 
a tipusnak a legbővebb. Az ütemezési problémák némi 
rendszerezését ás irodalmi áttekintését az 1. fejezet­
ben fogjuk elvégezni.
A jelen tanulmányunk témája az ütemezési elmélet 
egy speciális része: szabályos job-folyam párok üteme­
zése. Az ütemezési feladat jellegzetessége, hogy meg- 
számlálhatóan végtelen /ciklikusan visszatérő/ igények 
jellemzik, amelyek nagysága állandó. A kiszolgáló ap­
parátus processzor, amelynek kihasználását kell maxi­
malizálni. A tárgyalt eset a lehető legegyszerűbb, 
azonban messze nem triviális.
Már ez a modell is sok valóságos rendszerben alkalmaz­
ható és megoldása olyan eredményeket ás módszereket szol­
gáltat, amelyek további kutatás révén bonyolultabb esetek 
megoldásához is hozzásegithetnek.
Az általunk tárgyalt ütemezési problémát röviden a 
következőképpen fogalmazhatjuk meg: Adva van a =
= (рд »PB2) Processzor-hármas. Ezt /a processzorok' Л -DJ. - DC/ (-.4 (p)
idejét/ kell úgy ütemezni, hogy egy Q = ) job-fo-
lyam párat kiszolgáljon. A job-folyam °u  " ,BiP
task párok sorozata, amelynél az A ^  task-ok /j=l,2,.../ 
a PA processzortól kivánnak хЛ nagyságú kiszolgálást, 
a B ^  task-ok pedig a PBi processzortól igényelnek V ^
nagyságú kiszolgálást. A B. . task-ok reprezentálhatnak
ВT ". idejű közöket is az egymás utáni A .. task-ok rendel-1 ÍJkezésre állása között. A B ^  task kiszolgálása nem kez­
dődhet meg, amig az A.. task kiszolgálása be nem fejező- 
dött, és az Ai task kiszolgálása nem kezdhető meg, 
amig a B ^  task kiszolgálása nincs befejezve. Vagyis a 
task-ok szigorúan az A^-^B^-^A^p-^Bj^ —* • • • sorrendben 
szolgálandók ki. E feltétel következtében a PBi procesz- 
szorokon kiszolgálási konfliktus nem lép fel, а Рд pro­
cesszoron azonban felléphet az igények ütközése. A konf­
liktusokat az ütemezéssel oldjuk fel. Az ütemezés opti­
malizálását a PA processzor kihasználásának maximálása 
jelenti. Egy X task kiszolgálása a megfelelő processzo­
ron történhet összefüggően, vagy megszakításokkal. Az 
összefüggő kiszolgálás egy járulékos feltétel lehet az 
optimalizálásnál. Sem az összefüggő, sem a megszakitá- 
sos ütemezés feladata nem triviális ás látni fogjuk, 
hogy az optimalizálás kérdését nem is sikerül teljes 
mértékben megoldanunk,
A job-folyam párok ütemezési problémájának jelleg­
zetessége, hogy az igény oldal megszámlálhatóan végte­
len, diszkrét ás determinisztikus.
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Tudomásunk szerint ezt a feladatot eddig nem vizsgál­
ták, legalábbis eredményeket nem publikáltak. Analóg 
feladatot sztochasztikus esetben Arató [A4] és Tomkó |jr6j 
tárgyaltak.
Egyszerűsége ellenére a szabályos job-folyam számos 
gyakorlati esetben megfelelő modell lehet az ütemezési 
problémák vizsgálatához. Bizonyos programok /job-ок/ 
a számitógápen rendszeres időközönként kérnek azonos 
időtartamú kiszolgálást a CPU-tól. A távállomás közelí­
tőleg azonos időközönként /gondolkodási ás gépelési idő/ 
meghatározott ténykedést /transaction/ igényel a központi 
számítógéptől. Számitógép-hálózat működtetésénél rendsze­
res időközönként vezérlő és ellenőrző információt kell 
generálni ás küldeni a csomópontokra, amelyek feldolgo­
zása azonos időt igényel. Egyéb rendszerekben is gyakori, 
hogy bizonyos folyamatok rendszeres időközönként azonos 
idejű ellenőrzést-beállitást kivánnak ás annak elmaradá­
sa a folyamat lefolyását késlelteti.
A szabályos job-folyam párok ütemezésének tárgyalá­
sában feltárt nehézségek sejteni engedik bizonyos más, 
kevésbé speciális modellek tárgyalásának a nehézségeit 
és azokat a nehézségeket, amelyek több job-folyam üteme­
zésénél merülhetnek fel. Az általunk alkalmazott módsze­
rek és azok továbbfejlesztései alkalmasak lehetnek egyéb 
feladatok vizsgálatára is. Az általunk feltárt törvény­
szerűségek orientálhatnak egyéb feladatokkal kapcsola­
tos kutatásokban is. A szabályos job-folyam párok 
ütemezéseinek /ütemterveinek/ vizsgálatára kifejlesz­
tett í)-redukciós és 4\-redukciós módszereink más jel­
legű, nem ütemezési feladatok, problémák vizsgálatá­
ra is alkalmasak lehetnek.
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Ezt a koincidencia ás közelítési feladatok ás az iitemezá 
si feladat kapcsolata támasztja alá. Ezzel később majd 
foglalkozunk. Mindkát redukciós eljárás a szabályos 
lánctörtfej tás euklideszi algoritmusának általánositá- 
sakánt tekinthető, amelyet részletesebben is kifejtünk 
majd.
A tanulmányunk öt fejezetre tagozódik. Az első feje 
zet a tárna környezetét és az ütemezési problémák irodal­
mát tekinti át. Lényegében bevezető jellegű. A második 
fejezet előkászitő jellegű, amelyben megfogalmazzuk az 
ütemezési problémákkal rokon koincidencia feladat fogal­
mát és áttekintjük azokat a megoldási módokat, amelyekre 
az ütemezési feladataink egy részét majd vissza fogjuk 
vezetni. A módszerek a szabályos lánctörtfejtésen alapul 
nak, ezért ennek technikáját és főbb összefüggéseit is 
felidézzük. Tesszük ezt még azért is, mert az ütemezési 
feladataink megoldásában ennek általánositásaira van 
szükségünk.
A harmadik, negyedik és ötödik fejezetekben foglal­
kozunk a szorosan vett témánkkal, a szabályos job-folyam 
párok ütemezésével. A harmadik fejezet a probléma defi­
níciója, a később szükséges fogalmak bevezetése mellett 
általában tárgyalja a szabályos job-folyam párok üteme­
zését ás ütemterveinek tulajdonságait. A fejezet fő 
eredménye a megengedhető ütemtervek terének lényeges 
szükitáse a dominancia elv alapján, hogy az optimális 
ütemezést minél szükebb osztályban kereshessük.
Az ütemtervek fontos rászosztálya az összefüggő 
ütemtervek, amelyeket a negyedik fejezetben tárgyalunk 
részletesen. A harmadik fejezet eredményei szerint 
elegendő egy igen szűk ütemterv osztályra szorítkoznunk, 
amelynek dominanciáját kimutatjuk. Az ütemtervek vizsgá­
lata ás hatékonyságuk meghatározása két alternativ mód­
szerrel lehetséges. Az egyik módszer bizonyos egyenlőt-
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lenságek legkisebb pozitiv egész megoldását /koinciden­
cia feladat megoldását/ jelenti. A másik módszer a sza­
bályos lánctörtfejtés általánositásának tekinthető 
í)-redukció. Ezt definiáljuk, részletesen elemezzük és 
segítségével kritériumokat adunk az összefüggő optimá­
lis ütemezési stratégia kiválasztására, algoritmust 
annak végrehajtására ás becsléseket az algoritmus szá­
mi tásigány áré. Elemezzük a lánctörtfejtás ás a $-reduk- 
ció analógiáját és különbségeit.
Az ötödik fejezetben a prioritásos /megszakitásos/ 
ütemezéseket vizsgáljuk. A prioritásos ütemezések dominan­
ciáját azonban nem tudjuk bizonyítani. Ettől függetlenül 
a prioritásos ütemezések a gyakorlatban fontosak ás gyak­
ran használják. Sztochasztikus esetben is ezeket vizs­
gálták / [A4-] , [Тб]/. A fejezetben módszert adunk az 
ütemtervek hatékonyságának meghatározására. A legtöbb 
esetre garantáltan véges algoritmust tudunk adni, bizo­
nyos esetekre azonban csak közelitő módszert adunk. 
Alapvető vizsgálati módszerünk a lánctörtfejtés egy másik 
általánositásán alapszik, amelyet ^-redukcióként defi­
niálunk. Megmutatjuk a Л -redukció és az előző fejezet­
ben használt Д -redukció kapcsolatát is.
1, Az ütemezési problémákról általában
Ebben a bevezető jellegű fejezetben témánk környe­
zetét és irodalmi hátterét tekintjük át. Először általá­
nos definíciót adunk az ütemezési problémára és az üte­
mezés fogalmára, majd áttekintjük az ütemezési problémák­
ban általában közös komponenseket, modellelemeket. Ezután 
az ütemezési problémák komplexitásával foglalkozunk, majd 
bemutatunk néhány olyan ütemezési problémakört, amely va­
lamilyen vonatkozásban hasonlit az általunk vizsgált üte­
mezési problémára, ha vizsgálati módszereit és eredményeit 
tekintve teljesen eltér is attól. A tekintett problémák 
két nagy problémakör részei, a job-shop ütemezésé, illet­
ve az idő-kritikus folyamatok ütemezéséé.
Végül a job-folyamok ütemezésével kapcsolatban uta­
lunk az általunk vizsgált modelltől eltérő ütemezési mo­
dellekre. Ezek közül néhány eredményt emlitünk meg, ame­
lyeket sztochasztikus esetben más kutatók kaptak.
Az 1.1. pont az ütemezési probléma felmerülésének 
körülményeivel, a kapcsolódó tématerületekkel és az üte­
mezési problémák osztályozásával foglalkozik. Az 1.2. pont­
ban az ütemezési problémák modell-komponenseit tekintjük 
át. Az 1.3« pont a komplexitás kérdésével foglalkozik.
Az 1.4» pontban job-shop tipusú problémákat, az 1.5» pont­
ban pedig idő-kritikus ütemezési problémákat tárgyalunk. 
Végül az 1.6. pontban a szabályos job-folyam párok üteme­
zési problémájának legszűkebb környezetét, a job-folyamok 
ütemezését általában vizsgáljuk meg.
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1.1. Az ütemezési probléma fogalma»
Az ütemezési probléma preciz definíciója csak 
konkrét feladatokkal kapcsolatban, matematikai model­
lek keretében adható meg. Erre majd a 3* Fejezetben a 
job-folyam párok ütemezési problémája esetében sor kerül. 
Általánosan az ütemezési probléma egy ütemezési feladat 
végrehajtási módjának meghatározását jelenti.
Ütemezési feladattal akkor állunk szemben, amikor 
meghatározott igényeket kell erőforrások segítségével 
kielégíteni. Az igények csak a kielégítéssel szűnnek meg 
/nem vesznek, "évülnek” el/ és az erőforrások nem fogynak 
el csak a kiszolgálás idejére kötődnek le. Az ütemezési 
probléma ilyen ütemezési feladat megoldása különféle fel­
tételek mellett. Az erőforrások és igények időbeni egymás­
hoz rendelése kielégítés céljából; az ütemezés.
Baker Ibi] szerint az ütemezés /scheduling/ ф 
erőforrások /resources/ kiosztása /allocation/ az időben 
meghatározott feladatok /tasks/ elvégzésére. Ez a definí­
ció érthetővé teszi az ütemezési elmélet fejlődésének ala­
kulását. Ezzel kapcsolatban két dolgot emelhetünk ki. Egy­
részt azt, hogy az ütemezés problémája egyidős a termelés 
és szolgáltatás szervezésének problémájával, másrészt azt, 
hogy az ütemezési problémák jelentősége az utóbbi évtizedek 
ben megnövekedett.
Az ipari, technológiai folyamatok szervezésében ^Ml] 
a termelés, szolgáltatás, szállítás, hírközlés, hadászat, 
stb. szférákban mindig alapvető kérdés erőforrások elosz­
tása, ütemezése.
Ф Számos fogalomnak nincs még egységes magyar neve, ezért 
első használatkor az angol megfelelőjét is közlöm.
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Ezeken a területeken azonban az operációkutatási, kombi­
natorikai /gráfelméleti/, kiszolgáláselméleti és egyéb 
matematikai /pl. sztochasztikus folyamatok/ módszerek ha­
gyományosak ([Al] , fűlj , [Cl] , [El]) . Ezért érthető, 
hogy az ütemezés elméletében a matematikai programozási, 
kombinatorikai, sztochasztikus folyamatok elméletebeli 
módszerek nagy szerepet játszanak és számos ütemezési 
probléma az emlitett kutatási területek keretében már 
megoldott.
Az automatizálás és számítástechnika fejlődésével 
és térhódításával azonban az ütemezési problémák jelentő­
sége az utóbbi évtizedekben nagy mértékben megnövekedett.
A legfontosabb okai ennek a következők.
Az automatizálás megkívánja az ütemezési problémák 
elemzését és megoldását, sőt az ütemezés algoritmizálá­
sát.
A számitógép maga egy kiszolgáló, erőforrás rendszer, 
amely maga is ütemezést kiván. Itt olyan ütemezési prob­
lémák is előtérbe kerültek, amelyek korábban figyelmen ki- 
vül maradtak, vagy nem is léteztek. A számítástechnika, a 
számitógép főként a véges determinisztikus problémák jelen­
tőségét növelte meg, ezen belül is kombinatorikus problémák 
jelentőségét.
A számitógép az automatika részeként, vagy segédesz­
közként a termelés, szolgáltatás, információfeldolgozás, 
a tudomány, a közigazgatás és az élet majdnem minden terü­
letén alkalmazásra kerül és megkívánja olyan folyamatok al­
goritmizálását is, amelyeket korábban ad hoc döntésekkel 
irányítottunk, igy ütemezési döntésekét is. A számitógép
mint eszköz jelentősen elősegíti az ütemezési elmélet fej­
lődését azáltal is, hogy megvalósithatóvá tesz olyan üteme­
zési algoritmusokat is, amelyek nélküle számitás- és dön­
tésigényük nagysága miatt megvalósíthatatlanok lennének.
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Ugyanakkor azonban a számitógépnek, mint igen ér­
tékes és termelékeny erőforrásnak az ütemezése előtér­
be helyezi az ütemezés gazdaságosságának, hatékonyságá­
nak jelentőségét. Kis hatékonyság javitás mellőzése je­
lentős veszteséget jelenthet. A hatékony ütemezés vi­
szont feltételezi az ütemezési probléma elemzését, exakt 
vizsgálatát és legkedvezőbb ütemezési stratégia meghatá­
rozását, vagy legalább a ténylegesen alkalmazott straté­
gia hatékonyságának becslését különböző feltételek között 
Az egyik oldalról tehát az automatizálás és számitás 
technika mint igény megkövetelték, a másik oldalról az 
automatika és számitógép, mint eszköz elősegitették az 
ütemezési elmélet fejlődését. Valójában az ütemezési el­
mélet /scheduling theory/ az utóbbi egy-két évtizedben 
kezd önállóan körvonalazódni elsősorban a számítástudo­
mány részeként. Számos tudományos konferencia és könyv 
önálló, vagy fontos résztémája az ütemezés ( j_El] , [l]J, 
IPll [02} [BlJ, [C3j stb.J . Az ütemezési algoritmusok
rendszerint a rugalmasabb software eszközökkel kerülnek 
realizálásra;igy érthető, hogy az ütemezési probléma 
elsősorban az operációs rendszerek elméletében 
[C5j, [нд], stb.) foglal el központi helyet. Ugyanakkor
ütemezési probléma igények "versengése” esetén merül fel, 
igy érthetően a multiprogramozási, a multiprocesszoros 
és időosztásos /time sharing/ rendszerekben és számítógép 
hálózatokban kerül előtérbe ([Ylj, [wil [À2], [ki], [M2^  stb.J 
Az áttekintő, összefoglaló jellegű könyvek közül 
kiemelhetjük Muth-Thompson ipari ütemezéssel foglalkozó 
könyvét [Ml] , Conway-Maxwell-Miller alapvető könyvét 
LC2] az ütemezési elméletben és elsősorban determinisz­
tikus ütemezési problémákkal kapcsolatban Baker könyvét 
tBl] és legújabban /1976/ egy Coffman szerkesztette mo­
nográfiát [C3j .
14
Az utóbbi könyvben hat fejezetben E.G.Coffman, Jr. ,
R.Sethi, J.L.Bruno, J.D.Ullman, R.L.Graham, W.H.
Kohler-K. Steiglitz, témakörük neves kutatói összefog­
lalják a véges determinisztikus ütemezési problémákban 
elért eredményeket és kutatási irányokat. Az ütemezési 
problémák jelentős témaként szerepelnek az operációs 
rendszerekkel kapcsolatosan Colin magyarul is megjelent 
könyvében [C4] , valamint Barron [В2] , Brinch-Hansen [В3_]
és Coffman-Denning [C5j könyveiben, az adatfeldolgozó, 
időosztásos számitógépekkel kapcsolatosan Yourdon TyiJ, 
és a számitógéphálózatokkal kapcsolatosan Abramson-Kuo 
szerkesztette könyvben [A2J . Ezeket azonban inkább pél­
daként tekinthetjük sok egyéb jelentős könyv és cikk mel­
lett.
Az ütemezési probléma mindig valamilyen rendszer 
működésének keretében, annak részeként merül fel. A rend­
szer elemei képezik a környezetet és szabják meg az üte­
mezés feltételeit és kritériumait. Az ütemezési problémá­
ban rendszerint már adottak olyan elemek, amelyek a rend­
szer tervezésekor még tervezési változók, azonban az üte­
mezési probléma sajátosságai befolyásolhatják az egész 
rendszer tervezését. Az ütemezési problémák célszerű meg- 
közelitési módja is ezért legtöbbször a rendszer jellegű 
megközelités. Ennek tipikus mozzanatai az azonositás és a 
célok kitűzése /definició/, az elemek, komponensek megha­
tározása és összefüggéseik elemzése /analizis/, a különfé­
le megoldási lehetőségek, alternatívák vizsgálata /szinté­
zis/ és végül a legjobb, vagy legcélszerűbb megoldás kivá­
lasztása /értékelés/ [_Bl] .
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Az ütemezésnek két tartalma és két fázisa van: 
elmélet és tevékenység. Az ütemezés mint elmélet az 
ütemezési probléma exakt tárgyalása és megoldása és 
tágabb értelemben:az ütemezési elmélet modellek, mód­
szerek, eredmények gyűjteménye. Ez az elmélet a prob­
lémák sokrétűsége miatt korántsem egységes. Az ütemezési 
elmélet képezi az ütemezésnek, mint tevékenységnek az 
elvi megalapozását. Az ütemezési elmélet a rendszer-ter­
vezés része, az ütemezési tevékenység a rendszer-műkö­
dés része. Az ütemezési probléma elméleti megoldása egy 
ütemezési stratégia, amely biztosítja azt, hogy a straté­
gia előirta szabály szerint végzett ütemezés a rendszer­
tervben kitűzött céloknak és feltételeknek megfelelően 
történik, minden megengedhető körülmények között. Az el­
méleti megoldás általában egy elvont modellen alapul, 
amelynek valóság-hűsége természetesen a stratégia valósá­
gos hatékonyságát döntően befolyásolhatja. Az ütemezési 
stratégia azonban a problémának elvi megoldása és a gyakon 
lati megoldást egy olyan ütemezési algoritmus jelenti, 
amely a stratégiának megfelelő ütemezést eredményez, ha 
azt konkrét esetekben végrehajtjuk. Az ütemezési algorit­
mus egy döntési eljárás, egy előirás arra, hogy az üteme­
zést miként hajtsuk végre. Vagyis mindig konstruktiv. Az 
ütemezési algoritmus mindig két fázisra bontható. Egy elő- 
készitő fázisban az ütemezés megkezdése előtt rendelkezés­
re álló /input/ adatok felhasználásával elvégzi azokat a 
döntéseket, amelyek az adott realizáció /input adatok/ 
mellett a második fázis "behangolását" jelenti. Ez a fá­
zis lehet teljesen lényegtelen, de lehet egy teljes ütem­
terv elkészítése is, amely már minden pillanatra előirja,
hogy melyik erőforrás melyik igény kiszolgálását végzi
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Az utóbbi esetben a második fázis tulajdonképpen már a 
kiszolgálás végrehajtása az ütemterv szerint és nem 
igényel semmi féle döntést. Determinisztikus véges esetben 
ez tipikus. Sztochasztikus esetben, vagy amikor az igények 
előre nem ismertek, akkor az ütemezési tevékenység második 
fázisa jelentős és a tényleges igényeknek megfelelően folya­
matosan dönt az erőforrások és igények egymáshoz rendelésé­
ről. Az előkészítő fázisban e döntések "eszközeit" készít­
jük elő. Az ismeretlen adatokra vonatkozóan különféle becs­
léseket használhatunk fel. A két fázis különbsége világos­
sá válik néhány tipikus ütemezési technika bemutatásával.
Tipikus ütemezési technika a lista szerinti ütemezés 
[C3l 1 determinisztikus esetben. Ennek lényege az igények 
sorba rendezése és egy szabad kapacitáshoz mindig a sorban 
legelső még ki nem elégített, de ütemezhető igényt rendel­
jük hozzá. Ilyenkor az ütemezési döntést csak akkor kell 
meghozni, amikor az ütemezés /egymáshoz rendelés/ ténylege­
sen végre is hajtható /a kiszolgálás elvégezhető/. Ezt gyak­
ran diszpécserezésnek /dispatching/ nevezik ГВ1]. Az
ütemezés kezdeményezése az erőforrás oldalról indul ki. A 
diszpécserezésnél a rendszer pillanatnyi állapotának egyéb 
jellemzői is figyelembe vehetők, ilyenkor a diszpécsrezés 
dinamikus. A lista szerinti ütemezés speciális esete a prio­
ritás szerinti /priority driven/ ütemezésnek, amelynél az 
igények, vagy azok csoportjai rendelkeznek egy mérőszámmal, 
amelyet prioritásnak nevezünk és minden szabad kapacitás­
hoz mindig a legmagasabb prioritású ütemezhető igényt ren­
deljük hozzá. Ha a prioritások pozitiv egészek, megfelel­
tethetők egy listabeli helyet kijelölő sorszámnak és a 
prioritás ekvivalens a listába állitással. A prioritása a 
kiszolgálás előtt álló igényeknek a kiszolgálás alatt lehet 
állandó, vagy változhat is.
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A statikus prioritást gyakran osztálynak nevezzük. Dina­
mikus prioritás megfelel olyan listának, amelyben a sor­
rend változhat, bár ez nem tipikus lista szerinti üteme­
zés. A prioritás szerinti ütemezésnél az ütemezést gyak­
ran az igény oldal kezdeményezi: amikor egy igény üteme­
zésre késszé válik ütemezésének lehetősége mindig vizs­
gálatra kerül. Megszakító /preemptive/ prioritás esetén 
egy igény akkor is ütemezendő, ha számára alacsonyabb 
prioritású igény kiszolgálásának felfüggesztésével biz­
tosítható erőforrás. A felfüggesztett igény kiszolgálása 
a megszakító igény kiszolgálása után ismét elkezdődik 
/preemptrepeat/, vagy folytatódik /preempt-resume/ a prob­
léma sajátosságának megfelelően. Prioritásos ütemezésnél 
az ütemezési döntés kezdeményezése történhet az erőforrás 
oldalról is, amikor egy igény kiszolgálása befejeződik és 
az erőforrás felszabadul. Ha kiszolgálás megszakítása nem 
megengedett akkor összefüggő /поп-preemptive/ ütemezésről 
beszélünk.
A megszakitásos ütemezés másik tipikus esete a meg­
szakító prioritáson kivül az időszeletelés /time-slicing/, 
amelynél rendszeres időközökben ütemezési döntést hozunk 
és valamilyen szabály szerint változtatunk az ütemezésen 
/hozzárendelésen/. Az ütemezési döntést vezérelheti prio­
ritás, vagy más szabály /pl. round-robin/. Egy processzo­
ros esetben a multiprogramozás megvalósításának ez egy ti­
pikus módja. A processzor idejét megosztja a különböző vá­
rakozó igények között /time sharing/ ezért időosztásos üte^  
mezősnek is nevezik.
Egy ütemezést a probléma jellegétől függően különfé­
leképpen szemléltethetünk. Bizonyos esetekben csupán a 
tényleges ütemezési folyamat utólagos ábrázolása lehetsé­
ges /nem determinisztikus eset/, vagy hipotetikus realizá­
ció ütemezését ábrázolhatjuk.
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Ilyenkor a teljesen ismert igények ás erőforrások egymás­
hoz rendelését az időben különféle diagramokon is ábrá­
zolhatjuk. Determinisztikus esetben az ütemezés a megol­
dás által egyértelműen meghatározott /-kivéve esetleges 
randomizációt, amikor sztochasztikus esetként kezelendő/ 
és még az ütemezési tevékenység előtt, mint ütemezési 
terv, vizsgálható ás ábrázolható. Ezt nevezzük ütemterv­
nek. Az ütemezést /ütemtervet/ különféle gráfok segítsé­
gével ábrázolhatjuk, amelyek csúcsai általában az igények, 
élei pedig kiszolgálási sorrendet jeleznek /irányított 
élek!/ ás különféle egyéb adatokkal kótázhatók. Amikor 
az erőforrások kizárólag processzorok, vagy elsősorban 
azok ütemezését kivánjuk ábrázolni, akkor a processzo­
roknak egy-egy párhuzamos időtengelyt feleltetünk meg, 
amelyeken foglaltsági szakaszaikat - általában a kiszol­
gált igény azonosítójával kótázva - megjelöljük. A meg­
jelölés leginkább egységnyi magasságú téglalap a foglalt­
sági intervallum felett, amelybe az azonosítókat Írjuk.
A processzor tétlen szakaszait megkülönböztetően jelöl­
jük /pl. sraffozással/. Az ilyen jellegű ábrázolást szo­
kás Gantt-/f éle/ diagramnak nevezni [Bl] , [Clo] . Az 1.1.
Ábra az általunk használt Gantt-diagram formát szemlélteti.
B1
T
----- 2--- T m ..~g—~ r W J \,,,,,, 1 У //////Ш 1 )
1---1--- 1--->-
0 1 2 3 4 5 6 7 8 9 lo 11 12 13
1. l.Ábra; Gantt-diagram
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Ezen minden processzornak egy vízszintes sáv felel meg, 
amelyen a világos mezok a benne jelzett job, vagy job- 
folyam első, második, stb. kiszolgálási időszakát jel­
képezik. A mező hossza méri az időintervallum hosszát.
A processzorok tétlen szakaszait vonalkázással jelezzük 
Az időskálát az időosztással együtt általában nem jelez 
zük, mivel az időegységnek és az abszolút időpontnak 
nincs jelentősége, csupán az események relativ ideje 
fontos. A sávok és processzorok megfeleltetése a későb­
biekben mindig azonos lesz, ezért jelzését mellőzzük.
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1,2« Az ütemezési probléma komponensei«
Az előző pontban említettük, hogy egy ütemezési 
probléma tipikus rendszer-megközelitésének első lépése 
a probléma definiálása, majd az elemek, komponensek és 
kapcsolataik meghatározása /analizis/. Ebben a pontban 
áttekintjük egy ütemezési probléma tipikus elemeit, ame­
lyek jellegzetessége döntő a probléma modellezésében.
Az ütemezési tevékenység pillanatában a rendszer két leg­
fontosabb oldala az erőforrás és az igény egyaránt megha­
tározottak, sőt meghatározott azok állapota is. Az erő­
forrás állapotán annak lekötöttségi mértékét, az igény 
állapotán annak kiszolgáltsági fokát értjük. Az erőfor­
rás oldal azonban rendszerint már az ütemezés előtt tel­
jesen meghatározott, legalábbis a készletek nagysága és 
minősége. Az igény oldal determinisztikus esetben az üte­
mezés előtt meghatározott, sztochasztikus esetben azon­
ban nem feltétlenül /az igények nem egyszerre realizálód­
nak, érkeznek, hanem az ütemezéstől független, vagy függő 
időpontokban/.
Egy ütemezési probléma általában nem egyszeri, tel­
jesen egyedi eseménnyel vagy folyamattal kapcsolatban me­
rül fel, hanem egy rendszer működésében ismétlődő folya­
mattal kapcsolatban. A probléma modellje nem egyetlen meg­
határozott esetet jelképez, hanem problémák egy osztályát, 
amelyben változók képviselik a valóságos lehetőségek vál­
tozatait. E változók egy-egy konkrét értékét nevezzük rea­
lizációnak, ez a modell inputja és ez egy meghatározott va­
lóságos helyzetet jelképez. A modellnek ezenkivül vannak pa­
raméterei, amelyek rendszerről-rendszerre változhatnak de 
egy rendszerben ismétlődő ütemezési feladatoknál azonosak.
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Az ütemezési problémáknak általában az alábbi négy 






Az erőforrás-rendszer általában processzorokat és 
egyéb erőforrásokat tartalmazhat. A processzor olyan erő­
forrás, amely nem osztható, csak egészként vehető igénybe, 
köthető le meghatározott időre. Ennek megfelelően két ál­
lapota van: a szabad és a foglalt /tétlen ill. aktiv/. A 
processzorok között kétféle különbség lehet. Minőségi 
/milyen tipusu igény kielégítésére való, milyen tevékeny­
séget végez/ és sebességbeli. Az utóbbi az egységnyi idő 
alatt kielégíthető igény nagyságát jelenti. Csak azonos 
tipusú processzoroknál van jelentősége, vagy akkor, ha az 
igények nem processzorteljesitményben vannak kifejezve 
[01] .
Egyéb erőforrás az olyan, amelynek kapacitása egyi­
dejűleg több igény között megosztható. Az egyéb erőforrás 
jellemzője a kapacitás, amelynek kiosztott része a lekö­
tött, a ki nem osztott része a szabad kapacitás egy adott 
pillanatban és ezt tekintjük az állapot jellemzőjének. 
Különös egyéb erőforrásnak tekinthető az osztott processzor. 
amely egyidejűleg több processzor-igényt ki tud elégíteni 
osztott teljesitménnyel /sebességgel/. Ekkor egy adott 
processzor-igény kielégítésének időtartama forditva ará­
nyos a juttatott processzor-kapacitás nagyságával, A procesz- 
szor-igény mindig idő jellegű, az egyéb erőforrás-igény pe­
dig volumen jellegű, amely rendszerint processzor-igénnyel 
együtt jelentkezik a kiszolgálás teljes tartamára. Az egyéb 
erőforrás kapacitás jellemzője lehet a rendezettség, amikor
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a kiosztásnál nemcsak a nagyság, hanem az erőforráskapa­
citás helye is érdekes lehet.
Egy számitógépnél tipikus processzor a központi 
egysége /GPU/ és tipikus egyéb erőforrás a központi me­
móriája. Egy igény /program/ számára a kiosztott memóriá­
nak nemcsak a nagysága, hanem a helye is lényeges lehet. 
Másik tipikus processzor egy adatátviteli csatorna és 
egyéb erőforrás a háttértár /pl.disk/. Az osztott procesz- 
szorhoz hasonló egy olyan processzor, amely az igények 
nagyságához képest igen rövid időközökben váltogatja a ki­
szolgált igényt és az egyes igények között igy osztja meg 
a kapacitását /time sharing/. Ha t egy igen kis időegység 
/time slice/ és az i igény ct^ tQ idejű kiszolgálása után a 
következő igények rendre tQ-al arányos idejű kiszolgálást 
kapnak, akkor az i igény részére a processzor otj/>1 <xj~c± 
közepes sebességű kiszolgálást nyújt és t — *-o esetén mű­
ködése egy osztott processzoréval válik ekvivalenssé, 
amely az i igény rendelkezésre Cj kapacitást bocsát. Ezen 
a közelitésen alapulnak a multiprogramozású számitógépek 
ciklikus kiszolgálási modelljei is [М2] . Egy multiprogra­
mozási rendszer vezérlésének része lehet t optimális meg­
választása is, azonban egy ütemezési probléma számára tQ 
adott paraméter.
Az erőforrások sajátossága lehet még a legkisebb 
igénybevehető kvantuma /processzornál idő, egyéb erőforrás­
nál volumen/. Számitógép ütemezési problémáiban érthető a 
kapcsolat az egyéb erőforrások allokációs kérdéseivel /me-
ímory allocation/ amely külön kisérő problémája lehet az 
ütemezési problémának. A memoria részekre /lapokra/ bontá­
sának módja [jD2] , a virtuális memoria kezelése [P2j, [В4], 
D>->] lényegében ütemezési problémákkal szorosan összefügg­
nek márcsak a döntési algoritmusok végrehajtási idejének 
/overhead/ összeadódása. miatt is.
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Közvetve az ütemezési probléma még a program-struktura, 
programviselkedés kérdésével [_Sl], [D4] , sőt a virtuális
rendszerek programozási és programoptimalizálási kérdései­
vel [В4], [A3] is összefügg. A modellekben, az elméleti meg­
oldásokban ezek független kérdések lehetnek, azonban egy 
tényleges számitógépnél a modellek feltételeinek teljesü­
lését kölcsönösen befolyásolják. Egy valóságos számitási 
rendszerben az ütemezési problémáknak is több szintje, 
sikja merülhet fel, amelyek többé-kevésbé önállóan kezel­
hetők és oldhatók meg, holott egymást befolyásolják. Kü­
lönösen jellemző a több szintű ütemezés multiprogramozá­
si /u.n. time sharing/ és multiprocesszáló rendszerekben 
és számitógép hálózatoknál [D5J, [YJj, (A2j, [КД] . A különfé­
le szinteken ugyanaz az erőforrás fajta lehet egyszer 
processzor, máskor egyéb erőforrás.
Tipikus ütemezési problémákban az erőforráskészlet 
egy P processzor, vagy m azonos processzor P= {P^,...,Pm} 
rendszere azonos, vagy c1,...,c sebességekkel, vagy kü- 
lönböző processzorok egy î>= {P-^,....,Pm} rendszere /shop/. 
Az utóbbiak különböző tevékenységeket végeznek és esetleg 
mindegyik helyett azonos processzorok egy-egy készlete áll 
rendelkezésre. Egyéb erőforrás nincs, vagy egy van tipikus 
esetben.
Az igény-rendszer tipikus esetben diszkrét "igény­
hordozók" halmaza. Az igényhordozókat task-oknak, máskor 
job-oknak nevezik. A task jellemzője, hogy meghatározott 
idejű processzorigénye és esetleg meghatározott nagyságú 
egyéb erőforrásigényei vannak. Az egyéb erőforrásokat csu­
pán a processzor-kiszolgálás idejére igényli. A task csu­
pán egyetlen processzortól igényel kiszolgálást, amelynek 
nagysága általában nem függ a kiszolgálás módjától vagy a 
többi task igényeitől.
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Az igények lehetnek determinisztikusak, vagy valószinüsé- 
gi változók, érkezhetnek egyszerre a rendszerbe, vagy egy­
más után a kiszolgálástól független, vagy függő előre is­
mert, vagy ismeretlen, véletlen pillanatokban. A task-ok 
száma lehet véges, vagy végtelen. Az utóbbi esetben ha­
táreset, amikor kis igényű task-ok végtelen sorozatát foly­
tonos sztochasztikus folyamattal közelitik, amint pl. ezt 
multiprogramozású számitógépek központi egységének terhe­
lésénél gyakran teszik /L.pl. a diffúziós közelítéseket 
[G2],[G3], |C2], [КЗ], [A4] /. A task-ok között rendszerint bi­
zonyos előidejüségi megszorítások, relációk állnak fenn.
Ezek gyakran a task-ok bizonyos összefüggő csoportjait ha­
tározzák meg, amelyeket job-oknak neveznek. A job-ok között 
rendszerint már nincs előidejüségi megszorítás. A task-ok 
közötti előidejüségi relációk olyan jellegűek, hogy egyik 
task kiszolgálásának /végrehajtásának/ meg kell előznie a 
másik task kiszolgálását. Ha két task között ilyen előirás 
nincs, azokat függetleneknek mondjuk. Néha a task-ok között 
olyan összefüggés van, hogy bizonyos task-sorozatokon belül 
a kiszolgálás nem késleltethető /pl. egy meleg-megmunkálás 
sorozat egy vasműben/. Egyik tipikus igény-rendszer a 
Q={Q^ , i=l, ...» n} véges task-készlet. A task-ok lehet­
nek függetlenek, vagy közöttük páronkénti Q. -<• Q. élőidé- 
jüségi relációk lehetnek előirva, amelyeket legegyszerűbben 
egy gráffal ábrázolhatunk. Speciális gráf a fa, vagy erdő 
/fák halmaza/. Másik tipikus igény-rendszer a 
Q= {Q^ , i=l,2,...,n} jo^-készlet, amelyben
= (Qí-f, j=l,..., y }  job a Q. . task-ok sorozata, amelyek 
növekvő j szerinti sorrendben hajtandók végre. Speciálisan
Q. . , j=l,2,..., V. mindegyike másfajta processzoron igé- 0  ^ hínyel kiszolgálást. Minden Q ' job task-jai ugyanazon У pro­
cesszor készlet /shop/ processzorain igényelnek kiszolgálást 
valamilyen sorrendben, amelyet körbenjárásnak /routing/ ne­
veznek; az u.n. job-shop problémához jutunk.
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Ha a Q. . task-ok váltakozva végtelen sokszor <J/v^= oo / igénylik ugyanazt a P processzor-készletet, a 
job-folyam általános esetével állunk szemben. Tipikus 
a = [C±y  j=l,2,...} , C±^= (А±_. <« B^) task-pár,
ahol A . . egy P. és B.. egy tipusú processzoron igé- 
nyel kiszolgálást. Az igények nagysága minden esetben 
lehet előre ismert determinisztikus /pl. azonos/, vagy 
valószinüségi változó.
A feltétel-rendszer azokat a kikötéseket tartal­
mazza, amelyeket az ütemezéskor nem lehet megsérteni.
Ezek kötődhetnek közvetlenül az erőforrás-rendszerhez 
/pl. kvantálhatóság/, az igényrendszerhez /pl. az élő­
idé jüségi relációk/, de lehetnek egyéb kikötések is, 
amelyek az ütemezési probléma önálló komponensének te­
kinthetők. A tipikus feltételek az igényekhez kapcso­
lódnak elsősorban. Az előidejüségi relációk lehetnek 
speciálisan értelmezve; a végrehajtásra esedékességi 
idők /due date/ vagy határidők /deadline/ lehetnek elő- 
irva; a kiszolgálás befejezéséig költségek merülhetnek 
fel. Veszteségek lehetnek előirva az esedékességi idő­
től való eltérés, a határidő túllépés esetére.
Elő lehet irva, hogy egy task kiszolgálása nem 
szakítható meg /поп-preemptive/, vagyis csak összefüggő 
ütemezés alkalmazható. Ez lehet az igény oldal sajátsá­
ga, vagy független előirás. Az igény oldal szabja meg, 
hogy megszakítás /preemption/ esetén a task kiszolgálá­
sát újra kell-e kezdeni /preempt-repeat/, vagy folytatha­
tó /preempt-resume/. Speciális feltétel-rendszert jelen­
tenek az u.n. időkritikus folyamatok, időkritikus üteme­
zés, amely elsősorban folyamatirányításnál léphet fel. 
Jellemzője az igények periodikus jelentkezése és megadott 
határidőn belüli kiszolgálás követelménye.
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A feltétel-rendszer szabja meg azt, hogy egy üteme­
zés /ütemterv/ mikor megengedhető /feasible, végrehajt­
ható/. Határidő esetén annak megsértése jelentheti az 
ütemterv megengedhetétlenségét, elfogadhatatlanságát és 
jelenthet előirt veszteséget csupán.
Az ütemezési probléma negyedik komponensét képezik 
a hatékonysági szempontok. Ezek a különféle problémákban 
tartalmukra és formájukra nézve igen különfélék lehetnek. 
Formájuk lehet egyetlen célfüggvény szélsőértékének elé­
rése, elsődleges és másodlagos szempontok kielégítése, 
több ellentmondó szempont közelitő kielégítése. Az utóbbi 
eset rendszerint megalkuvás eredménye olyan esetben, ami­
kor kiválasztott szempontok szerinti optimális megoldás 
nem létezik, vagy nem ismert, vagy végrehajthatatlan üte­
mezési algoritmust eredményez. A leggyakrabban használt 
célfüggvények, amelyeket értelemszerűen maximalizálni, 
vagy minimalizálni kell Гсз], [Bl], a következők:
oo ütemezési hossz /schedule length, makespan/ véges 
task-rendszer esetén az utolsó befejezésének pillanata; 
ez forditva arányos a processzorok kihasználtságával;
f átlagos feldolgozási idő /mean flow-time/, amely 
súlyozás nélkül az átlagos fordulási idő /turnaround time/; 
súlyozva a rendszerben tartózkodás költségeivel,arányos a 
rendszer ráfordításaival /inventory |_Bl] /;
S átlagos határidőcsúszás /lateness, az esedékességi 
idő és befejezési idő különbsége/, amely súlyozva lehet 
adott veszteségekkel;
Д átlagos késés /tardyness, a határidőtullépés, ha 
van/, amely súlyozva lehet adott veszteségekkel;
ДК a késve /határidő után/ befejezett task-ok száma. 
Gyakori ezeknek a kritériumoknak a kombinálása elsődleges 
és másodlagos célfüggvény-párrá [C3], [Bl] .
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Ekkor az elsődleges célfüggvény szerint optimális üteme­
zések halmazán belül kell a másodlagos célfüggvény sze­
rinti optimálisát meghatározni# Egy ütemezés egy célfügg­
vény szerint akkor optimális, ha a célfüggvény szélsőérté­
ket vesz fel. Optimális az az ütemezési stratégia, amely 
minden inputra optimális ütemezést eredményez.
Legyen 31 a megengedhető ütemezések tere és F/R/ a 
célfüggvény Re íl ütemezésekre értelmezve. A cél legyen 
F extremalizálása /minimalizálása, vagy maximalizálása/.
Az ütemezési probléma megoldása olyan íl ütemezés meg­
határozása, amelyre
F/R*/=ext F/R/ /ext=min.vagy max./Refí
Ekkor R* egy optimális ütemezés. Az optimális stratégia 
minden realizáció mellett /minden inputra/ egy ilyen R* 
ütemezést határoz meg. Legyen R*c r az optimális ütemezések 
részhalmaza. Ez lehet üres, állhat egy vagy több elemből. 
Az utóbbi esetben az optimális ütemezés nem egyértelmű. 
Ilyenkor van jelentősége másodlagos hatékonysági kritériu­
moknak. Sokszor optimális ütemezések biztosan léteznek, 
csak nem ismeretesek, más esetben optimális stratégia is 
létezik, azonban végrehajthatatlan nagy időigénye miatt. 
Más esetben az optimális ütemezés nem hatékonyabb annyi­
val egy egyszerű ütemezésnél, hogy a bonyolult optimális 
stratégiát "megérné" alkalmazni. Ezért is van jelentőségük 
nemcsak optimális, hanem egyszerű heurisztikus ütemezési 
algoritmusoknak is. Optimális stratégia alkalmazhatatlan- 
sága esetén a probléma megoldása helyett megelégszünk kö­
zelitő megoldással. Egy optimális megoldás is lehet köze­
litő egy valóságos ütemezésnél amiatt, hogy az alkalmazott 
modell közelitő, az alkalmazott feltételezések csak köze­
lítőleg teljesülnek.
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Egy közelitő megoldás lehet olyan, hogy az esetek döntő 
százalékában /különlegesektől eltekintve/ garantáltan op­
timális, minden esetben garantált •'hibával" optimális és 
olyan is, hogy az esetek döntő többségében /nagy valószi- 
nüséggel/ garantáltan "közel optimális".
Optimális és közel optimális ütemezések keresésé­
nek gyakran alkalmazott módja a dominancia elv alapján a 
megengedhető ütemezések Я terének jelentős szükitése egy 
domináns S'cíl halmazra, amelynek jellemzője, hogy bár­
mely Re.Я ütemezéshez van Я*-пек olyan R* eleme, hogy
F/R*/ < F/R/ ha ext=min.
Egy stratégia dominál egy másik stratégiát, ha mindig 
domináns ütemezést eredményez a másik stratégia szolgál­
tatta ütemezéssel szemben. Az R* ütemezés akkor dominál­
ja R-et, ha a fenti reláció a célfüggvényre teljesül. Egy 
ütemezési probléma közelitő megoldására szolgáló heuriszti­
kus stratégiát úgy igyekszünk választani, hogy az ha nem 
optimális is, több szempontból megfelelő legyen. Ilyen szem 
pontok például az egyszerűség /kevés időt igényel/, az ész- 
szerüség /ne kifejezetten pesszimális legyen optimális he­
lyett/ és a dominancia. Heurisztikus algoritmus megválasz­
tását motiválhatja még az is, hogy hasonló ütemezési prob­
lémákban mi az optimális, vagy mi a szokásos stratégia. 
Heurisztikus stratégiák alkalmazásánál általában igyekszünk 
meghatározni a generált ütemezések hatékonyságának viszo­
nyát az optimális ütemezéséhez, vagy legalábbis becsülni 
ezt a viszonyt. Ilyen vizsgálatoknál különös anomáliákra 
is fény derülhet. Példa erre véges determinisztikus eset­
ben történő ütemezés, amelynek anomáliáit Graham 1_G4] vizs­
gálta behatóan [C3] . Közelitő modellekre példa a diffúziós 
közelités multiprogramozott processzor kihasználásának vizs 
gálatában [A4] .
1.3« Ütemezési problémák komplexitása
Már viszonylag egyszerű determinisztikus ütemezési 
problémáknál találkozunk az optimális ütemezést szolgál­
tató ismert algoritmusok kivitelezésének nehézségével 
azok nagy időigénye miatt. Ez rendszerint olyan véges 
esetekben fordul elő, amikor az optimális ütemezés meg­
határozása minden konkrét realizációban a megengedhető, 
vagy a domináns ütemezések halmazának / Sí ill. Я* / elem- 
ről-elemre történő kiértékelésére van szükség. Ha R* szá­
mossága már a gyakorlatilag érdekes közepes paraméterér­
tékeknél /méret/ nagyon nagy és főleg azok növekedésével 
nagyon gyorsan /pl.exponenciálisan/ nő, akkor az optimá­
lis ütemezést meghatározó algoritmus időigénye gyorsan el­
viselhetetlenné válik még a legkorszerűbb számitógépeken 
is. Ezt az időigény növekedést jellemzi az algoritmus 
komplexitása. Egy probléma komplexitása alatt az ismert 
megoldó algoritmusok komplexitásának minimumát értjük.
A komplexitás problémája egyidős az algoritmusok és 
ütemezési problémák vizsgálatával. A kérdéssel az algorit­
musok, különösen a számítógépi algoritmusok elméletében 
intenziven foglalkoznak [ТД|, |M4} . A komplexitás heurisz­
tikus fogalmának preciz definíciója eléggé nehézkes. 
Legrendszeresebb definíciója és vizsgálata Cook [C6J és 
Karp [K4} cikkeiben található. Mi itt ehelyett informáli­
san kivánjuk a fogalmat tárgyalni az ütemezési problémák­
kal kapcsolatban.
Problémák komplexitásának fogalma algoritmusok 
komplexitásának fogalmán alapul. Egy П probléma komplexi­
tásán megoldó algoritmusának komplexitását értjük. A 
komplexitás fogalmával szorosan összekapcsolódik két foga­
lom: a polinomiális redukálhatóság és a probléma mérete.
- Зо
Egy П г probléma polinomiálisan redukálható dz 
problémára, ha van olyan polinomiálisan korlátos idő 
alatt végrehajtható algoritmus, amely а Па probléma 
megoldását szolgáltatja П г megoldásaiból. A komplexi­
tás! problémát felvető problémák polinomiálisan redukál­
hatok eldöntési problémára, amelyet a következőképpen 
definiálhatunk: П =/D, X /, ahol 3D egy input tér /domain/
és X egy tulajdonság. Egy A  algoritmus а П probléma 
megoldása, ha bármely I € 3D inputra meghatározza /véges 
idő, lépés alatt/, hogy rá a X tulajdonság igaz-e.
A D elemei a probléma realizációinak és eseteinek 
/instance/ felelnek meg. Az A algoritmus és megfelelően 
а П probléma komplexitásáról mindig a probléma esetei­
nek valamilyen jellemző n "mérete" függvényében beszélünk, 
amely az I input függvénye. A problémáknál ez a méret rend­
szerint természetes módon adódik, mint п/I/ függvény, és 
gyakran I valamely komponenseinek összege, vagy azok érté­
keit ábrázoló bitek száma /ütemezési problémáknál a task- 
ok száma is gyakori/. Az n jellemző méret specifikálása 
nélkül a probléma komplexitásának tulajdonsága nem adekvát 
fogalom. А П probléma A  megoldó algoritmusának minden 
le® inputra van egy véges t/I/ végrehajtási ideje. А П 
probléma komplexitása nem más, mint a t/I/ függési jelle­
ge п/I/ mérettől: Т/n/. Nem eldöntési problémára a komplexf 
tás fogalma hasonlóan értelmezhető, vagy visszavezethető 
eldöntés probléma komplexitására polinomiális redukcióval. 
Az utóbbi azért lehetséges, mert a komplexitást rendesen 
csak n nagy értékei mellett és csupán Т/n/ kategorizálásá­
val elegendő jellemezni. így elegendő Т/n/ viselkedését 
n — 9-x> mellett aszimptotikus viselkedésével jellemezni. 
Ekkor természetesen az n méretnek tetszőlegesen nagy véges 
értéknek is lehetségesnek kell lennie, vagyis п/I/ nem kor­
látos.
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Ellenkező esetben vagy t/I/ is korlátos, vagy п/I/ méret 
választása nem megfelelő. A komplexitás jellegzetes meg­
adása CKuln» alakú, amely azt jelenti, hogy van vé­
ges C úgy, hogy lim ö(*i*»/“i")  ^£
Tipikus komplexitások: 0 (n) , 0 (n ) , 0 (n log n), 0 (2 ; .
Speciálisan a komplexitás 0(1) , ha T(n) korlátos / n (t) 
biztosan nem jó méret, ha ugyanekkor t/I/ nem korlátos/.
Az 0 ( u ( n)) alakban megadott komplexitás rendszerint há­
rom vonatkozásban is csak becslés: /1/ az 0(u(n)) értelmezé­
se miatt, /2/ u(n) gyakran "felfelé kerekített" úgy, hogy 
lim T (n) / u(n>= 0 és /3/ az 0(u(n)) az ismert algoritmus/ok/vi-**»komplexitását /azok minimumát/ jelenti e tény emlitése nél­
kül. Emiatt 0(u(n)) komplexitás helyett 0 (u(n)) -korlátos 
komplexitás mindig precízebb kifejezés. A komplexitás ezen 
becslés jellegű kezelése teszi lehetővé annak meghatározá­
sát п/I/ és t/I/ meghatározott rendben pontos becslései alap­
ján.
Edmonds[E23 nyomán, aki gráfelméleti és egész progra­
mozási problémákkal kapcsolatban vezette be, egyéb prob­
lémákra is általánosan elfogadott megkülönböztető kritérium 
a komplexitás polinomíális volta. А П probléma komple­
xitása polinomiális. ha van véges к > 0 úgy, hogy lim
■k . Y\~>°üT(n)/ n ^ C oö . Könnyű igazolni, hogy, ha C\±
polinomiálisan redukálható П 2 problémára és Пг komplexi­
tása polinomiális, akkor Г\г komplexitása is az. Legyen a 
polinomiális problémák osztálya TP és nevezzük ezeket f-prob- 
lémáknak
Számos klasszikus, főként kombinatorikus feladattal 
kapcsolatban a problémák egy olyan osztályát találták, ame­
lyek komplexitásáról eddig nem eldöntött az, hogy polinomiá- 
lis-e. Ezek osztályát fíP jelöli, tagjai az UP-problémák.
Az №-problémáknak több ekvivalens definíciója van a J3 prob­
lémákkal parallel.
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Karp [K4] definíciója a P és IIP osztályokra lényegében 
a következő [G5'j : a P olyan eldöntési problémák halmaza, 
amelyek polinomiálisan korlátos időben /lépésben/ megold­
hatók determinisztikus Turing géppel, az HP olyan eldön­
tési problémák halmaza, amelyek polinomiálisan korlátos 
időben megoldhatók nem-determinisztikus Turing géppel.
Ullman [Ülj a Turing gép helyett determinisztikus ill. 
nem-determinisztikus számitógépet, majd azok segítségével 
a P és HP probléma osztályokat definiálja. Szemléletesen 
fogalmazva egy П eldöntési probléma JNP-probléma akkor és 
csak akkor, ha a keresési gráfja backtracking módszernél 
korlátos magasságú [K4] . A definícióból következik, hogy 
P £=. UP. A fordított reláció teljesülése eldöntetlen. E kér­
déssel kapcsolatos a problémák egy különleges osztálya, az 
HP-teljes ^KP-complete, HP-hard, /polinomial/ complete^ 
problémák osztálya, amelynek definíciója a következő: а Г7 
probléma UP-teljes, ha П 6 IIP és bármely П 1 & HP probléma 
polinomiálisan redukálható П -re. E problémaosztályt elő­
ször Cook [C6] definiálta és azóta beható vizsgálat tárgya. 
Cook bizonyította be, hogy a BooXe-kif e jezések kielégíthető­
ségének problémája UP-teljes. Karp CK4] cikkében 21 neveze­
tes problémát sorol fel, amelyek HP-teljességét bizonyltja 
Cook tételéből kiindulva. Ezek közül néhány népszerű megfo­
galmazásban: az utazó ügynök problémája, gráf szinezési 
probléma, hátizsák pakolási /knapsack/ probléma. Az HP-tel- 
jes problémákkal kapcsolatos eredmények bő áttekintése ta­
lálható Aho-Hopcroft-Ullman [A5] könyvében.
Definíció szerint az UP-teljes problémák osztálya 
részhalmaza az IIP osztálynak és azok polinomiálisan egymás­
ra redukálhatok. Ebből következik az, hogy ha bármelyik 
JNP-teljes problémáról kiderülne, hogy az P-probléma, az azt 
jelentené, hogy P=UP, hiszen akkor minden HP-probléma TP-prob- 
léma a polinomiális redukálhatóság folytán.
- 33
Ha viszont akármelyik TíP-problémáról sikerülne bizonyíta­
ni, hogy nem eleme P-nek /nem polinomiális komplexitású/, 
akkor egyetlen HP-probléma sem lehetne P-probléma és igy 
P^tJP bizonyítva lenne. A P= KP kérdés alapvető jelentő­
ségű, ezért komoly erőfeszítések történtek tisztázására.
Énnek ellenére máig eldöntetlen, bár a sikertelenség bár­
mely KP-teljes probléma megoldására polinomiálisan korlá­
tos időn belül végrehajtható algoritmus segítségével, igen 
valószinüsiti, hogy az HP-teljes problémák nem P-problémák. 
Edmonds után elfogadott terminológiával azt mondhatjuk, 
hogy az tíP-teljes problémák nagy valószinüséggel kezelhe- 
tetlenek /intractable/, szemben a P-problémákkal, amelye­
ket kezelhetőnek /tractable/ tekintenek. Jóllehet közepes 
n értékekre egy 0/nk/ polinomiális komplexitású algorit­
mus végrehajtása is reménytelenül nagy időt igényelhet, ha 
к nagy /к> 3/ és egy 0/2n/ exponenciális komplexitású 
/№-teljes/ algoritmus még megengedhető idő alatt végre­
hajtható, mégis Edmonds terminológiája általában indokolt. 
Tapasztalat szerint ugyanis, ha egy problémának van polino­
miálisan korlátos idejű megoldási algoritmusa, az rendsze- 
rint 0/n /-nál, k=3 mellett, nem nagyobb komplexitású.
О/n/, O/nlog n/, 0/n /, 0/n ‘ log n loglog n/ tipikus polino­
miális komplexitások. Karp [K4] bemutat KP-teljes problémák­
kal rokon 9 tipikus P-problémát is a feltételezett "határ­
vonal" érzékeltetésére az KP-teljes és P-problémák között.
Ez a határvonal az ütemezési problémákban is eléggé keresett 
/£. 1.1. Táblázat/. Az ЖР-problémáknak vannak olyan egyedei 
is, amelyeknél eldöntetlen, hogy KP-teljes-e. Karp három 
ilyen problémát emlit: a két gráf izomorfizmusa, а к egész 
prim volta és az A x > d diofantoszi egyenlőtlenség megoldha­
tósága eldöntési problémákat. Az ütemezési problémák köré­
ből 1.1. Táblázat négy ilyet tartalmaz. E problémák a kuta­
tott "határ" közelében vannak.
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A komplexitás kérdéseivel foglalkozó munkák közül 
az eddigieken felül megemlítjük még a Specker [S2j és 
Borodin-Munro ÍB5] könyveket és Karp egy másik cikkét 
[К5] , kifej ezetten ütemezési problémák komplexitási 
problémáival kapcsolatban pedig néhány további munkát £В8]. 
Bruno-Coffman-Se thi cikke £В6] a független task-ok üte­
mezési problémájának komplexitását vizsgálja átlagos fel- 
dolgozási idő minimalizálására nézve, Garey-Johnson [G5] 
egyéb erőforrások melletti ütemezési problémák komplexitá­
sát és Garey-Johnson-Sethi L&6] a job-shop tipusú ütemezési 
problémák komplexitását. Az eredményeket Ullman fU2] 
összefoglalja a Goffman [C3] könyv egyik fejezetében. Eze­
ken alapszik 1.1. Táblázatunk az IMP-teljes ütemezési prob­
lémák "határainak betájolására" 12 UP-teljes és 4 nyitott 
probléma input terének bemutatásával. A nyitott problémák 
felé ez a határ még bizonytalan, de a táblázat adatai mu­
tatják, hogy milyen szűk és mennyire speciális az ütemezé­
si problémák bizonyitottan polinomiálisan korlátos komplexi­
tású része.
A felsorolt problémákban a task-ok n száma a probléma 
jellemző mérete. Amely rovatban a fejléc jele ismétlődik, a 
megfelelő paraméter szabad paraméter, az input tér "koordi­
nátája".
Az alkalmazott jelölések a következők: 
m a processzorok száma
a task-ok processzor-igénye 
<• a task-ok között előirt előidejüségi relációk 
halmaza
s egyéb erőforrás-igény
nj a Q. task igénye В processzor iránt, minden
task-ra azonos processzorigény
0 és M összefüggő illetve megszakitásos ütemezést 
jelez
ob =max f^ az ütemezési hossz /f^ a task végző­
dése /
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fj=Sf^/n az átlagos elkészülési /fordulási/ idő 
f q = n  q±f ±/ C  q± a súlyozott átlagos elkészülési idő 
/ráfordítás/
>A1=GD^/n az átlagos késés /D^=o, ha Q határidő előtt 
kész/
Д р Щ  q-D^/ qj. a súlyozott átlagos késés
A processzorok a flow-shop és job-shop problémák kivételé­
vel azonosak.
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1.1. Táblázat, NP-teljes ütemezési problémák
m rl <‘ S Pelt. Gél Mes.ie^ yzés
m Со 0
и0 Où LUI] ,azonos procesz- 
szorigények
m 4 < 0 M (-0 CG 5]
m vi job-ok 0
M0 b LB7]
fix * 3 S.1
«0 cO [G5J, független task-ok
fix >3 -Л e. c H >ri ; riv" flow-shop 0 0 CO РЧ , [об]
fix > 2 % <♦ &1
*♦0 CO [G5] ^  erőforráskapaci­
tás 1.
fix ? 2 erdő s.ï
• 0 uO [G 5]
fix > 2 , Z «- a < 0 0 LC [Ul] »kétféle igénynagy­
ság
fix * 2 4 0 0
w0 [В6], [B7J , [G5]
fix г 2 A aC1 ■ i-‘ flow-shop 0 ü fq [G61
fix >. 2 job-shop 0 0 cC G^ «—1
fix * 1 4 0 0




3 < 0 M со nyitott
fix * 1 < 0 6 nyitott
1 0 0 0 4 l nyitott
A táblázatban megadott paraméterértékek csökkentése, a 
feltételek enyhítése általában már azt jelenti, hogy a prob­
léma polinomiális komplexitásúvá válik.
A kezelhetetlen, ШР-teljes problémák fontossága szük­
ségessé teszi, hogy polinomiálisan korlátos idejű megoldás 
helyett polinomiálisan korlátos idejű közelitő megoldásra tö- 
rekedjünk, vagyis olyan algoritmusok konstruálására, amelyek 
minél rövidebb idő alatt minél "jobb" közelitő megoldást ga­
rantáljanak.
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A közelitő megoldás és jóságának fogalma problémánként 
eltérően definiálható, azonban három tipikus kategória 
létezik :
/1/ az algoritmus minden inputra "garantáltan kö­
zel optimális" megoldást szolgáltat
/2/ az algoritmus "majdnem minden" inputra optimá­
lis megoldást szolgáltat
/3/ az algoritmus "majdnem minden" inputra "garan­
táltan közel optimális" megoldást szolgáltat.
Egy I inputra a "garantáltan közel optimális" megol­
dás azt jelenti, hogy a célfüggvény értéke az extremális- 
tól specifikált határokon belül tér csak el. A "majdnem 
minden" jelentheti meghatározott részét az input térnek, 
jelentheti szélsőséges inputok kivételét vagy valamilyen 
definiált mérték /pl. valószinüség/ szerint szokásos ér­
telmezést.
Ütemezési problémáknál a közelitő megoldás mindig 
egy elfogadható ütemezés, amelynek hatékonysága az optimá­
lis ütemezésétől "alig" vagy "ritkán" tér el. Számos álta­
lánosan használt módszer és algoritmus létezik MP-teljes 
problémák közelitő megoldására és ezek bővitése és javitása 
állandó törekvés. A komplexitás kérdésével foglalkozó köny­
vek közül a [Tl] , [A5] , az ütemezéssel foglalkozó közül a 
[Bl] ,[C3] e módszereket részletesen tárgyalják. A cikkek té­
mája ezzel kapcsolatban vagy egy probléma megoldására egy 
közelitő algoritmus ismertetése /és általában értékelése/, 
vagy az ilyen algoritmusok összehasonlitása, vagy egy algo- 
ritmus-tipus alkalmazása különböző ütemezési probléma köze­
litő megoldására. Néhány cikket megemlítünk. Charlton-Death 
[C7'J egy brauch-and-bound módszert tárgyal a legáltaláno­
sabb job-shop problémák megoldására /irodalom 1970-ig/.
A job-shop problémák megoldásában elért korábbi eredménye­
ket Sisson egy 1959-es cikke !_S3j foglalja össze részletes 
publikációjegyzékkel együtt.
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Az általános flow-shop problémák közelitő megoldási mód­
szereit Asheur LA61 cikke, a speciális 3-processzoros,
№-teljes, flow-shop probléma megoldási módszereit Giglio- 
Wagner [G8] cikke. Wisaer cikke LW2] példa arra, hogy spe­
ciális WP-teljes ütemezési problémát célszerű átalakítani 
olyan másik /hagyományos, itt az.utazó ügynök probléma/ 
ЖР-teljes problémává, amelynek megoldási módszereit már 
kifejlesztették. Greenberger [G9] vegyes egész programo­
zást, Manna [M5]diszkrét lineáris programozást alkalmaz 
ütemezési probléma közelitő megoldására. Végül Heller cikke 
[H2] példa numerikus kísérletekre és Giffler-Thompson cikke 
[G10] arra, hogy az optimális ütemezés keresése a domináns 
halmazon néha teljeskörü kiértékeléssel elvégezhető.
Sok gyakorlati esetben az extremális minden áron va­
ló közelítése nem optimális törekvés. Különösen igaz ez 
akkor, ha a célfüggvény mellett egyéb hatékonysági szempon­
tok is szerepet játszanak, amelyek szerint az optimális meg­
oldás nem is kedvező. Ilyen és más esetekben is optimális, 
vagy jó közelitő megoldás helyett egy heurisztikus megol­
dást, heurisztikus ütemezési stratégiát alkalmazunk. Egy 
heurisztikus algoritmus akkor ésszerű, ha gyors és nem ki­
fejezetten pesszimális megoldásokra vezet. Ilyen algoritmus 
használatát motiválhatja a jó intuíción kivül még az, hogy 
hasonló, vagy speciális problémákban milyen algoritmusokat 
használnak, ahol az algoritmus bizonyitottan jó, esetleg 
optimális is, és a módszer elterjedtsége, stb.. Ilyen ese­
tekben kézenfekvő a heurisztikus stratégia szolgáltatta 
ütemezések hatékonyságának becslése és a különféle anomáliák 
vizsgálata. Ilyen szempontból két cikket emelünk ki.
Graham [G4] vizsgálta a determinisztikus véges esetben a lis­
ta szerinti ütemezések anomáliáit több-processzoros ütemezésnél.
Gonzalez-Ibarra-SahnifGl] pedig különböző sebességű procesz- 
szorok esetében vizsgálta ezt a kérdést egy lista szerinti 
ütemezés mellett.
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A különféle problémákban hatékony ütemezési algoritmusok 
hatékonysági korlátáit legátfogóbban Graham a Goffman 
könyv i:C3'J ötödik fejezetében tárgyalja.
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1.4« Job-shop tipusu ütemezési problémák.
Az ütemezési problémák hagyományosan fontos típu­
sát alkotják a job-shop tipusúak, amelyek neve az erő­
forrás oldal jellegzetességét fejezi ki, amely egy mű­
helyt /job-shop/ modellez. Abban meghatározott művele­
tek végzésére képes gépek, munkahelyek vannak. Ezeket 
egy Î3 processzor-készlet modellezi. Az igény oldal ter­
mékeket, munkadarabokat modellez Q job-sorozattal, ame­
lyek megmunkálást igényelnek a műhely munkahelyeitől, A 
megmunkálási igényeket a job-ok task-jainak processzor­
igényével modellezzük. A task-ok képviselte megmunkálá­
sok sorrendje többé kevésbé kötött és ideje meghatározott. 
Az ütemezés meghatározott szempontok szerint leghatéko­
nyabban kell elvégezni bizonyos technológiai feltételek 
betartásával. A processzorok tipusai és száma, a task-ok 
száma és a végrehajtási sorrendre vonatkozó kötöttségek, 
az igényelt processzorok változékonysága, a technológiai 
feltételek és hatékonysági kritériumok mind lényegesen be­
folyásolják a probléma komplexitását és az már igen egy­
szerű esetekben NiP-teljes Gg 61, [СЗ], [В8]. Csupán a két-procesz- 
szoros változat speciális esetei és arra visszavezethető 
néhány eset kivétel [СЗ] , amelyek megoldása Johnson [Jl] 
korlátos komplexitású ütemezési algoritmusán alapszik az 
ütemezési hossz minimalizálására nézve.
Különben pedig a "job-shop probléma egy elbűvölő 
kihivás" [C2] , amely szemléletesen egyszerűen megfogal­
mazható, de reménytelenül nehezen megoldható probléma.
A job-shop tipusú ütemezési problémákkal kapcsola­
tos kutatások az HP-teljességük miatt elsősorban hatékony 
közelitő megoldásokat szolgáltató algoritmusok, bizonyos 
speciális esetekben hatékony algoritmusok kidolgozására, 
ezek értékelésére, összehasonlítására és javítására irányul 
nak.
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A job-shop tipusú problémákkal rokon disszertációnk 
témája, a job-folyam ütemezési probléma is, azonban nem 
tipikus, hiszen a task-ok száma végtelen. Azonban mégis 
a job-shop problémák képezik a job-folyam ütemezési prob­
léma környezetének egy részét. Az alábbiakban a job-shop 
tipusú problémákkal kapcsolatos néhány munkát említünk meg 
és érzékeltetjük a probléma teljes általánosságát.
A job-shop problémában a P processzor készlet mindig 
legalább két különböző tipusú processzort tartalmaz /egy 
tipusú processzorok esetén az egy-, vagy multiprocesszoros 
egyéb ütemezési problémák modelljét nyerjük/. Ha a tipusok 
száma ma 2, akkor {2*^  , k=l,..., m} , ahol
^ = { ^ kl * ' * * * "^ km i azonos tipusú processzorok halmazaк
ffiji 1 számossággal. Tipikus esetben mk=l és ilyenkor 
S5 =Pk egyetlen önálló tipusú processzor. Tipustól függet­
lenül egy processzort P-« /1 < t - 2U / szimbolizál.
A p ' elemei rendszerint azonos, egységnyi sebességűek.
A processzorok rendelkezésre állása sem időben sem valószi- 
nüségben nincs korlátozva általában, de néha az ellenkező­
je is lehetséges [C7] • Job-shop problémákban a processzoro­
kon kivül egyéb erőforrás nem szokott előfordulni a model­
lekben.
A Q job sorozat task-jai mindig legalább két külön­
böző tipusú processzort igényelnek. A rendszerből kihagy­
ható minden olyan processzor-tipus, amely iránt nincs igény. 
A task-ok a Q , i=l,2,..., n, job-ok különböző processzo­
rokon történő kiszolgálási igényeit képviselik, vagyis 
Q (jJ= ÍQ-ii» j=l,..., n.} , ahol n. általában véges. Minden 
Q . . task meghatározott t - ; í Û idejű kiszolgálást igényel1J
megadott k. . processzor tipuson / Ь  k. . m/.
A Q job о(£ érkezési ideje általában 0, de elő lehet 
Írva egy > 0 határidő kiszolgálásának beÉjezezésére [S3] •
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Határidők elő lehetnek Írva egyes Q^. task-okra is 
d. ->0 formában [C7] .
A job-ok és task-ok között különféle formában elő- 
idejüségi kötöttségek /technológiai előírások/ lehetnek 
megadva a következő formában: definiálva van egy tranzi­
tív kí élőidéjüségi reláció job, vagy task párokra és 
Q Q ^ 1 azt jelenti, hogy a Q job kiszolgálása csak 
Q ^  kiszolgálásának befejezése után előirt idő /legtöbb­
ször 0/ múlva kezdhető meg, Q. . < Q. pedig azt jelenti,
hogy Q.kiszolgálása a Q .. kiszolgálásának kezdete után
^ tJ <3előirt idő múlva kezdhető csak meg. Ha az utóbbi késlelte­
tés a. . akkor a. . = ti.- esetén a task-ok élőidéjüsége
azonos a job-ok élőidéjüségé-
nek definíciójával. Ilyen esetben a Q= {Q - -} task-halmaz
✓ «J .elemei között egy egységes előidejüségi reláció szerinti 
részben rendezés van megadva, amelyet irányított gráffal 
ábrázolhatunic. Elegendő a szomszédos csúcsok /task-ok/ 
közti éleket megadni. A Q job-ok esetleges újradefiniálá 
sával Q task-halmazon belül elérhető, hogy minden job
lineárisan rendezett legyen <  reláció szerint. Ha <• de 
finiciója a job-ok és task-ok között más, akkor a job-ok 
gráfjai lehetnek általánosabb irányított gráfok, azonban 
hurkot nem tartalmazhatnak.
Az <• előidejüségi előírásokat a task-ok ütemezé­
sénél feltétlenül figyelembe kell venni. Az ezt megsértő 
ütemezés nem megengedhető. A <. részben rendezés a job 
taskjainak végrehajtási sorrendjét nem feltétlenül határoz 
za meg teljesen. Ekkor az ütemezésnek ez a sorrend szabad 
paramétere. Az ütemezés eredményeként egy határozott sor­
rend alakul ki, amely egyben a Q job útját /routing/ ha­
tározza meg a ¥ processzor rendszeren [G10] . Az ut egy 
processzort többször is érinthet /n^> 2H m^ . esetén ez el­
kerülhetetlen/.
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Specialis лob-shop problémához jutunk akkor, ha P ^ =P ,
(i) ^£ m minden k-ra ill. i-re és minden Q job minden 
processzoron legfeljebb egyszer igényel kiszolgálást.
A kiszolgálási sorrend /routing/ különböző lehet. Ha a 
kiszolgálási sorrend is azonos /legalábbis =0 megen­
gedésével azzá tehető/, azaz k^^ = k^ , akkor a flow-shop 
problémához jutunk. Ez egy gyártó-szalag, gépsor modell­
jének tekinthető, amelynél a munkadarabok haladási irá­
nya a gépek között csak egyféle lehet.
Visszatérve az általános job-shop problémához,leg­
általánosabb esetben ahhoz, hogy egy Q. task P, procesz-J *szórón való kiszolgálását egy task P^ processzoron
való kiszolgálása kövesse,egy C..., ,£0 közbeeső idő.—✓ /• J * <3  ^ _átkapcsolási, felszerelési /changeover time l_G71 ,
set-up time/ szükséges, kiás modellben ez a késleltetés a
task-ok kezdőpontjai között van előirva £G10] .
Az előidejüségi korlátozások és a kiszolgálási 
intervallumok relativ helyzetére vonatkozó fenti korláto­
zások már a modellek kiszolgálási feltételeihez tartoznak.
A job-shop tipusú problémákban a task-ok kiszolgálása rend­
szerint összefüggő, vagyis a processzor, miután elkezdte, 
soha nem szakitja meg egy task kiszolgálását. Két speciá­
lis kiszolgálási feltételt emlitünk még meg. Bizonyos 
task-párok között elő lehet Írva, hogy azok csak egymással 
párhuzamosan szolgálhatok ki, tehát kiszolgálási intervallu­
maik egymásba esnek [07] . Egy sokkal gyakrabban realisztikus 
feltétel az, hogy egy Q ^  job kiszolgálása a task-ok között 
sem késleltethető, vagyis miután a job az első procesz-
szoron kiszolgálásra került, azonnal el kell kezdődnie ki­
szolgálásának a következő igényelt processzoron és igy to­
vább. Az ilyen modell Írja le egy "melegmegmunkálás" prob­
lémáját, amelynél ha egy termék megmunkálása megindul, az 
akadálytalanul kell lefollyon a teljes gépsoron megszakítás 
nélkül.
44
Hengerművek és más spontán állapotváltozásnak kitett 
munkadarabokat megmunkáló műhelyek munkájának ütemezé­
sére ez a modell alkalmas. E probléma tipus vizsgálata 
is hagyományos [S4] és intenziv. Utóbb Knapp [Кб] és 
Wismer [W2] is vizsgálták és a problémát az utazó ügy­
nök problémára vezetik vissza, amelyre a közelitő algo­
ritmusok választéka igen bő.
A job-shop tipusú problémákban, legalábbis véges 
esetben, az ój =max f/C../ ütemezési hossz minimalizá- 
lása a cél és a hatékonyságot az ütemezési hossz méri. 
Emellett azonban az 1.2. pontban emlitett egyéb haté­
konysági mértékeket is használják C.S3] . Bármely haté­
konysági mezőszám mellett a probléma általában kezelhe­
tetlen /L.1.3« pont/, legalábbis determinisztikus eset­
ben. A sztochasztikus esetben igények és egyéb
/pl. G . . f../ / változók valószinüségi változók, amelyekJ J V V ^eloszlására vonatkozóan állnak rendelkezésre előzetesen 
bizonyos ismeretek, vagy megfigyelés és mintavétel se­
gítségével gyűjtünk ismereteket. Sisson egy 1959-es át­
tekintésében CS3J a determinisztikus modellt, amelyet 
"mechanikainak" nevez általában irreálisnak tekinti a 
valóságos job-shop feladatok modellezésére. Azonban en­
nek megoldhatatlansága is magyarázza, hogy a sztochasz­
tikus modellnek sincs sikeres analitikus kezelési módsze­
re és megoldása. Ő egy harmadik "termodinamikai" modellt 
tart reálisabbnak amelynél a job-ok állapotát véletlen 
nek tekintve azok változását vizsgálják és a stacionárius 
állapotban a teljes job-shop rendszer működését jellemzik 
A vizsgálati modellekhez tartoznak még a különféle sorban 
állási modellek is. Ezekre a modellekre vonatkozó koráb­
bi eredményekre Sisson cikkében bő utalást találunk, va­
lamint az addigi eredmények áttekintését.
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A későbbi munkák közül megemlítjük Manne СМ5] 
cikkét /I960/, aki diszkrét lineáris programozási mód­
szert, Greenberg [G9l cikkét, aki kevert egész prob­
léma megfogalmazással a branch-and-bound módszert az 
általános job-shop illetve flow-shop probléma megoldá­
sára alkalmazta . Giffier és Thompson [G101 egy direkt 
módszert javasolnak az u.n. aktiv ütemezések domináns 
halmazának teljes meghatározásával, vagy abból mintavé­
tellel az optimális ütemezés, vagy nagy valószinüséggel 
optimális ütemezés kiválasztására. Számítási tapasztala­
taik kedvezőek. Charlton és Death [C7J cikke egészen ál­
talános job-shop modellre fogalmazza meg a branch-and- 
bound módszer alkalmazását, amelynél a nem megengedhe­
tő ütemezések kiszűrésére grafikus módszert javasol. 
Egyszerű példa illusztrálja a módszer bonyolultságát, hét 
speciális eseten azonban megmutatja, hogy a módszer hasz­
nálható és sokszor ismert módszerekkel válik azonossá. 
Bibliográfiája jó válogatás az 1970-ig megjelent vonat­
kozó munkák közül a különféle megoldási technikák tekin­
tetében. Campbell-Dudek-Smith egyszerű kézzel végrehajt­
ható heurisztikus stratégiát alkalmaznak a flow-shop prob 
léma közelitő megoldására, LC8l .
A flow-shop probléma kísérleti vizsgálatára példa 
Heller [H2] cikke és legfontosabb ütemezési technikák 
kísérleti összehasonlítására Ashour [A6j cikke. Végül meg 
emlitjük Giglio és Wagner LG8] cikkét, akik kizárólag a 
három-processzoros JlP-teljes flow-shop probléma megodásá- 
ra vizsgálnak módszereket, nevezetesen az egész lineáris, 
közönséges lineáris programozási módszer alkalmazását, vé 
letlen mintavételezést és heurisztikus módszert. A heurisz 
tikus módszer a két processzor esetén optimális Johnson- 
féle módszeren alapszik. A módszereket numerikus példá­
kon mutatják be.
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A nem polinomiálisan korlátos két-processzoros /átlagos 
feldolgozási idő célfüggvénnyel/ és a három-processzo­
ros flow-shop problémát vizsgálja egyébként Ignall és 
Schräge l'l2j cikke is branch-and-bound technikával.
Utoljára hagytuk azon néhány speciális eset ismer­
tetését, amelynek polinimiálisan korlátos komplexitású 
megoldása ismeretes. A megoldások mind a két-processzo­
ros flow-shop probléma megoldására Bellman [В9] és 
Johnson [Jl3 által felfedezett és Johnson módszer néven 
ismertté vált algoritmus alkalmazásán alapszanak. Ez a 
módszer felfedezése /1954/ óta sok heurisztikus straté­
giának is alapja. A módszer ismertetése minden könyvben 
megtalálható, ahol a flow-shop probléma tárgyalásra ke­
rül /£.pl. ГС2}, [BlJ, [C3J, [C5] , stb./. A módszeren több 
0/n log^n/ komplexitású algoritmus alapszik. Érdemes 
összefoglalni azt a néhány eredményt, amely e módszer al­
kalmazásával kapcsolatos.
A két-processzoros flow-shop problémában legyen 
P= ■[ Рд, Pgjkét különböző tipusú processzor és ,B^ ,
i=l,•.., n, véges sok task-pár, amelyek közül az A min- 
dig a P. processzoron, a B. task pedig a P-д processzoron** .4. Д -D ^igényel kiszolgálást k.< B. sorrendben Tj illetve(i) -L 1  ^ ^időtartamban. A Q 7 job-ok függetlenek, azaz. kiszolgálási
sorrendjük bármi lehet. A kiszolgálást összefüggően kell 
végezni úgy, hogy az ütemezési hossz minimális legyen.
Johnson bizonyltja [J1J , hogy dominánsak azok az 
ütemezések, amelyeknél a két processzoron azonos a kiszol­
gálás sorrendje ]BlJ , [сз1 . Elegendő tehát csupán az 
1,2,..., n indexek permutációinak megfelelő L listák sze­
rinti ütemezésekkel foglalkozni /permutation schedule/. 
Tetszőleges m > 2  processzornál ez nem igaz. Igazolható,hogy
dominánsak azok az ütemezések, amelyeknél a P-, és P0, va-(i) ^lamint a P n és P processzor-párokon azonos a Qw  job-ok.ш-x rn
ütemezési sorrendje.
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Ebből következik, hogy m=3 esetben még dominánsak a 
lista szerinti ütemezések [C2j , m > 3  esetre azon­
ban már ellenpélda adható [C5] . Bármely m mellett 
dominánsak azok az ütemtervek, amelyeknél a procesz- 
szorok soha nem tétlenek, ha van igény, amelyet kiszol­
gálhatnának. így a P-^  processzoron a Q^, task-ok szünet
nélkül ütemeződnek. Ebből két-processzoros esetre követ­
kezik, hogy a=max f/B^V ütemezési hossz akkor minimális, 
ha a P-g processzor tétlenségi ideje a [o,max f/A^/)
intervallumon minimális. Ez ugyanis azonos a P-n procesz-Вszór teljes со - 22 tétlenségi idejével a [°* <£)
szakaszon. Ezen a felismerésen alapszik a Johnson-féle 
szabály optimalitásának bizonyítása /Z.pl. [Blj /.
A Johnson szabály a következő: optimális /minimális 
hosszúságú/ ütemezést szolgáltat az L lista szerinti üte­
mezés, ha abban Çp megelőzi Q * job-ot valahányszor
/1.1/
ahol
min / Г  .(Ü,í *
(2)
r i> / m m (1)/Г.Ч , T < 2 )  /
rC2)= rB1 1 i—1,2, . 0 0  ,n0
Belátható, hogy az /1.1/ reláció tranzitív, ezért jól ren­
dezi azokat a job-okat, amelyek között /1.1/ helyett nem 
egyenlőség áll fenn. Ha /1.1/ helyett egyenlőség teljesül, 
akkor qP  és ^sorrendje a lista szerinti ütemezés to hosz- 
szát nem befolyásolja. Ilyen esetben több optimális sorrend 
létezik. Az összes ilyen sorrend egy nem üres részhalmazát
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2. Lépés: Ha k*=l, akkor Çr -t tegyük az L-^  lista
végére ;
На к ’=2, akkor Q1 -t tegyük az lista 
elejére ;
I=I-{i»}
3. Lépés : Ha 1=0, akkor L ^ U  L^, egyébként 1. Lépés;
Vége,
Az 1. Lépésben az igények halmazának minimuma nem 
feltétlenül egyértelműen határozza meg i* és k* indexe­
ket, Ilyenkor az alkalmasak közül a választás önkényes 
és ezáltal az L optimális listák halmazának bizonyos 
elemeit kaphatjuk meg .
Az algoritmust egyértelművé tehetjük pl. úgy, hogy az
1. Lépésben több i* esetén a legkisebbet тФ. , = тФ, ese­
tén k*=l értéket választunk.
J2, Algoritmus:
0, Lépés : V és W üres halmazok,
1. Lépés ; i=l,2,..., n mindegyikére
qP  kerüljön V halmazba, ha сФ < Г
(^kerüljön W halmazba, ha *
çp
i t * U)
kerüljön valamelyik halmazba, ha
2.Lépés:
L-j_ lista legyen a V halmaz nem-csökkenő 
rendezve‘
L2 lista legyen a V/ halmaz nem-növekvő 







Az 1. Lépésben a T r ^ = ' T ^  esetekben a besorolás, 
majd a 2. Lépésben a halmazok rendezése azonos paramé­
terértékek esetén önkényes és különböző, egyformán op­
timális listát eredményez. Az algoritmust egyértelművé 
teszi, ha f % T ^ e s e t é n  a V-be kerül és V rende-1 1 (j) /т)zésénél azonos lő* Trv, esetén a kisebb indexű mege­
lőzi a nagyobb indexüt.
Johnson [л] azt is bizonyitja, hogy m=3 procesz- 
szor esetén is alkalmazható néha az /1.1/ szabály op­
timális ütemezés meghatározására. Van optimális lista 
szerinti /permutációs/ ütemezés. Legyenek f*= {P-^ , ^ » P q}
a processzorok és Q^=/A.,B.,C./ a job-ok /i=l,..., n/.ex') A в 1 1 1 ,Ha = T i  választással a John sem sz^aly^
szerint /Рд , Pg/ processzor-párra és
választással a /Р-g» Pq/ processzor-párra azonos L opti­
mális lista kapható, akkor ez optimális a /P^,Pg,Pç/ 
processzor-hármasra is [Bl] . Azt is Johnson bizonyitja 
először, hogy ha a job-ok P^ és P^ processzor igénye
dominál a P-n igényekkel szemben, akkor az optimális lis- ^  ^ (l) Ata a Johnson szabály szerint határozható meg i • =.(,,•+•В (2.) 3 . C , , . ,+ . "C valasztassal. Ez biztosan igaz, ha
_ В _  A C
max T\ < max /min T\ , min / ,
i i i
vagyis bármely A^ task, vagy bármely CL task igénye leg­
alább akkora mint a B. task-ok maximális igénye. Ha ezek 
a feltételek nem teljesülnek, vagy m > 3  esetre, a Johnson 
szabály gyakran alkalmas heurisztikus stratégiák kidolgo­
zására [C2] .
A Johnson szabály alkalmazásához még Mitten [M6] és 
Jackson [J2] munkájára utalunk. Mitten a két-processzo- 
ros flow-shop problémában az A^ <- B^ előidejüségi relációt 
úgy általánosította, hogy B^ nem kezdődhet korábban A^ 
kezdete plusz a^>0 idő és nem végződhet korábban, mint
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5o
végződése plusz idő [.Bl] . Bizonyítható, hogy 
ha az L listát a Johnson szabály szerint szerkeszt­
jük
T i  ■+max [аг т Д  rfLrf+m ax [a4 - r f ,  ЬА-Т*J
paraméter választással, akkor e lista szerinti üteme­
zés optimális lesz /minimális hosszúságú/ a lista sze­
rinti /permutációs/ ütemezések között. Ez nem jelent 
azonban feltétlenül lehető legkisebb ütemezési hosszat, 
amely most nem biztos, hogy lista szerinti ütemezésnél 
adódik. Mitten eredménye alapján optimális listát szer­
keszthetünk m > 2  processzor esetén is, ha az első és 
utolsó processzorok dominánsak, а Р2 »**ч ^щ-l Procesz*"
szórók sosem képezhetnek szűk keresztmetszetet. Ekkor
t n - l  Z Ü
1 „j-i Jés ennek megfelelően
b i ^ r xjJ-2 J
a) Pl 7_ ez) m-l
r i =  r '1 ~ J^ï 1J
választással alkalmazzuk a Johnson szabályt [bi] .
Jackson Ú J  a Johnson szabályt olyan m=3 processzo- 
ros esetre is alkalmazta, amelynél a ,PB2 » * * * ’^ Bn J
minden job-ra külön processzor. Vagyis Cp=/A^,B^,Ch/, 
ahol A^ és Ch mind a P^ ill. a Pq processzoron kiván ki­
szolgálást és A^< B^<Ch azonban B^ lényegében nem igé­
nyel ütemezést. A Johnson szabály alkalmazhatóságának
feltétele az, hogy a P-о processzor sosem jelentsen szűk-0 fB* /keresztmetszetet, amit most P^-nek a j  =,\^B1 *^B2 * * "^Bn 
processzor-készlettel való helyettesítésével érünk el,
vagy úgy teljesülhet, ha a t  ; és X  -i igények dominan-В 1 1sak X. j_ igényekkel szemben. Ez igaz lehet például egy
számitógépnél, ha a job-ok struktúrája /input,compute, 
output/ és az input processzor jelenti a szűk kereszt­
metszetet.
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Q interpretálható úgy is, hogy a B^ task-ok csak Ti” ide­
jű eltolódást képviselnek az és C. task-ok végrehaj­
tása között és nem igényelnek processzort. Mitten £мб][gszerint Г°±< 0 is lehetséges, amelyet Johnson is ész­
revett [J3] .
Bár a job-shop probléma már m=2 processzorra UP-tel­
jes [G6],[C3l, Jackson [J2] megmutatta, hogy az m=2, n.=2 
speciális egyszerű job-shop probléma visszavezethető 
a Johnson szabály alkalmazására. Legyen c£4=-[q ^,Q^2}
task-pároknál egyszer a P , másszor a P-n az első, Q .A r í rtask igényelte processzor. Q^2 mindig a másik procesz- 
szort igényli, vagy hiányzik, vagyis k-Q^ k^2
Т ±1 > o, T i2 ^ 0.




0. Lépés : V és W üres halmazok}
1. Lépés: i=l,2,,.., n mindegyikére
kerüljön V-be, ha k^=A /к12=в/
kerüljön W-be, ha k^=B /к±2=А/
2.Lépés :
Legyen L-^  а V halmaz elemeinek a listája a Johnson 
szabály szerint ;
Legyen L2 a W halmaz elemeinek a listája a Johnson 
szabály szerinti forditott sorrendben.
A P^ processzoron L ^JL2, a P-g processzoron L 2 U L-^ 
sorrendben ütemezzük az A^ ill. В. task-okat az előide- 
jüségi előirást meg nem sértve.
Vége.
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Az igy szerkesztett ütemezés minimális hosszúságú 
ütemezés lesz |C2,C3l • Ez nem feltétlen egyértelmű, 
a Johnson szabály többértelműsége folytán.
Megjegyezzük még, hogy a Johnson szabály csupán 
az ütemezési hossz hatékonysági mérőszámra optimális 
az említett speciális esetekben és nem optimális, sőt 
igen rossz lehet más mérőszám szempontjából /pl. át­
lagos feldolgozási idő [C2'l/.
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1.5« Idő-kritikus ütemezési problémák
Az ütemezési problémáknál sok esetben egyes igények 
/task-ok, job-ок/ kiszolgálásának befejezésére esedékessé­
gi, vagy határidők vannak előirva. Határidő esetén annak 
túllépése vagy meghatározott veszteséggel jár, vagy az 
ütemezést elfogadhatatlanná teszi. Az első esetben a vesz­
teség minimalizálása, a másodikban elfogadható ütemezés 
konstruálása a cél.
Határidővel /due date/ összekapcsolt ütemezési fela­
datok vizsgálatával több szerző foglalkozik ÍGIÍ, |G12),
[P4 [Bl], |C3j . A z igények száma itt mindig véges. Az össze­
függő ütemezés problémája azonban már egy processzor ese­
tén ITP-teljes [B8j, [cjj, |K4] .
Bizonyos rendszereknél, például folyamatirányításnál 
és hibrid számításoknál jellemző probléma, hogy külső je­
lek /pl. megszakítások/ hatására meghatározott tevékenysé­
get kell meghatározott időn belül elvégeznie valamely pro­
cesszornak. A tevékenységeket igényeknek, a külső jeleket 
az igények érkezésének tekintve egy különleges ütemezési 
problémával állunk szemben. Az igények /task-ок/ időben is­
métlődve korlátlan számban érkeznek, függetlenül a kiszol­
gálásuk módjától legalábbis addig, amig az határidőre meg­
történik. Az igények több független job formájában jelent­
keznek és a feladat a processzor/ok/ megfelelő ütemezése 
úgy, hogy minden igényt folyamatosan határidőre kiszolgál­
junk. Általában megengedett a megszakitásos kiszolgálás, 
de a túl sok megszakítással sok "átkapcsolás" jár és előny­
telenül nagy járulékos terhelést /overhead time/ okozhat 
a processzornak. Mivel az igények jelentkezésének folyamata 
autonom, független a kiszolgálástól, ezért az igények szint 
je adott és egy ütemezési stratégia annál hatékonyabb, mi­
nél magasabb igény-szinteket képes elfogadhatóan ütemezni.
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Egy S stratégia számára egy igény-rendszer elfogadható 
és a stratégia szerinti ütemezés megvalósítható /feasible/, 
ha minden igény határidőre kiszolgálást nyer. Egy S stra­
tégia dominálja S* stratégiát, ha S minden igényrendszer­
re elfogadható ütemezést ad, ha S* azt ad. Optimális az 
az S stratégia, amely elfogadható ütemezést ad minden 
igény-rendszerre, amely az; adott erőforrással /processzor 
készlettel/ egyáltalán kiszolgálható.
Az ilyen jellegű ütemezési problémákat nevezzük idő­
kritikus ütemezési problémáknak. Valós-idejű /real time, 
hard-real time/ folyamatok ütemezése témájaként is tár­
gyalják. Az idő-kritikus ütemezés problémáját Eineberg 
és Seriin [E2] vetette fel hibrid /analóg-digitális/ számi­
tógéppel kapcsolatosan, majd Seriin [S5],[S6] és mások [M7J,64, [L2j vizsgálták a következő ciklikus job modell formá­
jában. Az igény egy Q= { ,  i=l,...,n} job-készlet, amely­
nek {q .., j =1,2,... } job-jai végtelen sokszor meguju- 
ló V^ nagyságú igényt képviselő task-ok sorozatai. A 
Qij , task-ok rendre a t^^ =tj_0+/j“l/ ^  pillanatok­
ban .jelennek meg /akkor készek az ütemezésre/ és azokat d^ 
időn belül ki kell szolgálni. Az igény-oldalt tehát a
Q= {(ti0, r., I.) , 1=1,2,...}
adatok jellemzik, ahol
0 < Г . é d. ^ T..í i  í
Egy ilyen adott érték-együttest egy Q konfigurációnak 
nevezünk [L lj . Egy S/Q/ ütemezés megengedhető, ha az a 
Or' job számára a [t. ., t. .+d.) intervallumban T. idejű 
kiszolgálást biztosit egybefüggően, vagy megszakítással.
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A ciklikus job-ok problémájának optimális megoldása egy 
P processzorra az u.n. relativ sürgősségi /relative 
urgency/ stratégia, amely szerint minden pillanatban a 
legközelebbi határidejű task-ot kell kiszolgálni,ha még 
aktiv /van ki nem szolgált "várakozó" igénye/. Több azo­
nos határidejű igények között a processzort egyenlő arány­
ban meg kell osztani /pl. időszeleteléssel/ [hl|» jC3] »
A relativ sürgősségi algoritmus azon feltétel mellett op­
timális, hogy a döntés és a processzor "átkapcsolási" ide­
je zérus, illetve elhanyagolható. Ez a feltételezés nem 
mindig reális. Egyszerűbb stratégiák ettől függetlenül is 
érdekesek. Minden stratégiával kapcsolatban kérdés annak 
kritériuma, hogy egy Q konfigurációt elfogadjon. Ha R (Q) 




amely független az ütemezéstől. Ezt a mennyiséget a Q kon­
figuráció terhelési tényezőjének /load factor j_S6j / ne­
vezzük. Nyilván ÏÏ(Q) > 1 esetén Q elfogadhatatlan bár­
mely S ütemezési algoritmus számára. Í(Q) £ 1 tehát
szükséges feltétel. De korántsem elegendő. d^=T^,i=l,...,n, 
mellett a relativ sürgősségi algoritmus számára a Íj (Q) 6 1 
szükséges és elegendő feltétel [Lf, (P3J . A d^< T^ esetre és 
egyéb ütemezési stratégiákra nem ismertek használható felté­
telek. Seriin [S6] és Liu-Layland [L£l egyéb stratégiákat 
is vizsgáltak és ezek közül a fix lista szerinti prioritásos 
ütemezések a legérdekesebbek. Ezeknél a job-ok egy
L listába vannak rendezve és valahányszor egy job aktivvá 
válik /igényli a processzort/, azonnal kiszolgálásra kerül, 
ha a processzor szabad, vagy a listában később álló job fog­
lalja le. Az utóbbi esetben a később álló job kiszolgálása 
felfüggesztődik.
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Az ilyen prioritásos stratégiákra vonatkozóan megad­
ható a terhelésnek egy felső határa, amely felett már 
megadható elfogadhatatlan konfiguráció; olyan amelyet 
egyetlen stratégia sem fogad el. Ez a határ a 
tfn=n/21/n-l / , amelynek aszimptotikus értéke In 2 ~ 0,69.
A prioritásos ütemezések közül optimális azon 
L lista szerinti, amelyben a job-ok monoton nem-csök­
kenő d. értékek szerint vannak rendezve [S6], (L2j . 
d.=T. esetén ez azt jelenti, hogy a prioritás annál maga-I ^sabb a Çr job-nál, minél nagyobb az 1/T. frekvenciája V^ 
igényétől függetlenül a többi frekvenciájához viszonyitva. 
Egy S stratégia mellett egy Q konfiguráció teljesen kihasz­
nálja /fully utilize/ a processzort, ha elfogadott, de bár­
melyik T- igény bármilyen kis növelése esetén már nem el­
fogadott. Tekintsük az SL prioritásos stratégiák mellett 
teljesen kihasználó konfigurációk terhelésének minimumát.
Ez éppen a ftn. Bármilyen Q konfigurációhoz, amelyre 
№ )  < ïr itvan olyan prioritásos S-^ , amely elfogadja, de 
olyan Q konfigurációhoz, amelyre Ï(q ) > ^ n » már nem biz­
tos..Ez nem jelenti azt, hogy tf(Q) > ín esetén nem lehet 
SL stratégia, amely elfogadja, de ennek már speciális fel­
tétele van T.-kre vonatkozóan. Ha például t^Q mind azonos 
és d^=T^, továbbá osztója a T^-nek, akkor 1 a kihaszná­
lási határ TÍn helyett. Egyébként a processzor kihasználtsá 
ga többféle módon növelhető. Egy kézenfekvő megoldás nem 
időkritikus háttér-job-okkal kihasználni a P processzor sza 
bad idejét. Másik lehetőség a következő vegyes stratégia: 
az n job közül n #< n számú legkisebb d^ értékű job-ot egy 
L* listába rendezzük nem-csökkenő d^ érték szerint és azo­
kat prioritás szerint ütemezzük. A megmaradó szabad időben 
a P processzorra a megmaradó n-n* job-ot relativ sürgősség 
szerint ütemezzük. Erre a stratégiára azonban nehéz megad­
ni az elfogadhatóság feltételét.
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Az ismert eredmények Í.L2J nem praktikusak.
Az egy-processzoros ciklikus job ütemezési problé­
ma természetes általánositása a több processzoros eset 
[ M7] « A több processzor azonban ilyen igény-rendszer­
nél nem előnyös az egy processzorral szemben, ha az egy 
processzor sebessége /teljesitménye/ nem kisebb, mint a 
több processzoré együtt [S6] , Azonban az idő-kritikus 
ütemezés is egy rendszer működésének részeként lép fel, 
amely az erőforrás-rendszert és ütemezés számára megha­
tározhatja m >1 számú processzor formában is, A ciklikus 
job-ok speciális esete a periodikus job-ok« amelyeknél 
d^= T^» Ez azt jelenti, hogy az igényt jelentkezésének 
pillanatában összefüggően ki kell szolgálni. Ilyen periodi 
kus job-ok ütemezésének kérdésével Soh [S7] foglalkozott 
disszertációjában. Heurisztikus stratégiák hatékonyságát 
becsülte és vizsgálta a különféle anomáliákat. Két kér­
dés merül fel: /1/ Milyen Q job-rendszert képes egyetlen 
processzor kiszolgálni és /2/ adott Q job-rendszerhez mi 
a minimális számú azonos processzor, amely azt ki tudja 
szolgálni. A kérdések általánosan nem megoldottak. 
Gonzalez-Soh [G13] egy különleges esetet megoldottak: 
tio tetszőlegesek és a frekvenciák rendre feleződnek, 
l/T^+ ^= 1/2QE, i=l,2,...,n-l. Ekkor egy processzoron a 
Q konfiguráció biztosan ütemezhető csökkenő frekvencia 
szerinti sorrendben, ha egyáltalán létezik elfogadható 
ütemezése. A processzorok számát egy Q konfiguráció üteme­
zésénél minimalizálja, vagyis optimális, az az algoritmus, 
amely a csökkenő frekvencia szerinti sorrendben a Çp*, . 
job-okat rendre a ••• Processzor°k közül az első
olyanhoz rendeli, amelyen az első job lh, - Ti, "szüneté­
nek" hossza eléri a igény hosszát. Ha ilyen már igény­
bevett processzor nincs, új processzort veszünk igénybe.
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A processzorok minimális száma, valamint azok átlagos 
kihasználtsága analitikusan nem ismert.
Az eddig emlitett idő-kritikus modellekben az 
igények mind determinisztikusak és job-onként állan­
dók. Ennyiben hasonlítanak a szabályos job-folyanokra. 
Nincs tudomásunk a probléma sztochasztikus változatá­
nak vizsgálatáról. Minden további nélkül véletlennek te­
kinteni a Q minden adatát, nincs értelme, hiszen ha a
d. határidő ismeretlen at., pillanatban, akkor illuzóri 1 u Jkus szigorú határidőről beszélni. Ha viszont a valószi- 
nüségi változók időben ismertek is, kezelhető eloszlások 
esetén abszolút biztosan csak m=n számú processzorral 
biztosíthatjuk minden d^ > határidő teljesítését is. 
Ezért a kérdés inkább úgy vethető fel, hogy különböző 
stratégiák mellett mi a valószinüsége annak, hogy egy 
Q realizáció ütemezése egy S stratégia szerint elfogadha 
tó. Ennek megalapozása olyan vizsgálatokat igényel, ame­
lyek a sztochasztikus folyamatok elméletében nem feltét­
lenül újak, hiszen más problémákkal kapcsolatban is szűk 
ségesek. Ilyenek a másodlagos folyamatokkal kapcsolatos 
koincidencia vizsgálatok [B1Ó] . Ezzel kapcsolatosan
Takács munkáira utalunk [T2j, [ТЗ] . Különösen intuitívnek 
tűnik párhuzamos /szimultán/ történés-folyamatok 
/happenings/ koincidenciájának vizsgálata, amelyet Rényi 
[RÍ] és Takács [t4], [Tb] végeztek és részecske számlál ók 
működésével kapcsolatban merült fel. A sztochasztikus 
folyamatok elméletében ismert eredmények vizsgálata az 
ütemezési feladatok szemszögéből Ígéretesnek tűnik. Ez­
zel azonban nem kivánunk foglalkozni.
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1.6« Job-folyamok ütemezési problémáiról általában.
A szabályos job-folyampár általunk vizsgált üteme­
zési problémáinak bevezetéseképpen e pontban áttekintjük 
azt, amit job-folyanok ütemezéséről tudunk.
A job-folyam elnevezést olyan Q^= (q ..,j=l,2,...} 
végtelen job-ra használjuk, amelynél a Q. . task-ok fel- 
váltva egy és egy Pg processzor-tipuson igényelnek ki 
szolgálást. Célszerűbb használni erre a
Qa)= {c. j =1,2,... } , C. =fk. ., В. У1 ij ’ d J * íj 4 íj *
jelölést, ahol az A . . task a P. , a B. . task a P-p tipusú/ -LJ Д & lj g -Dprocesszortól igényel 7Г. ., illetve Ti- • idejű kiszolgá-' (i_\  ^  ^ „lást. A Q ' job task-jai lineárisan rendezettek előidejü-
ség szempontjából, vagyis A. . < В . . és C. . < C. . i.J"*"4*E jelölés feltételezi, hogy minden job-folyam első
task-ja a P^ processzort igényli. Lévén azonban az üte­
mezések most végtelen tartamúnk egy Pg processzort igény­
lő első Qgg task figyelmen kivül hagyható, mert bármely 
hatékonysági mérőszámot vagy nem befolyásol, vagy a befo­
lyása kiszűrhető.
Az erőforrásnak két processzor-tipust kell tartal­
maznia, З5^ } .  Ütemezési probléma csak akkor merül
fel, ha legalább egyik tipusú processzorból kevesebb van, 
mint a job-folyamok száma. Teljes általános í^ K i > • • • >
Aűljj , {^Bl, * * * * Q-В  » i— ,
1~mA - n , lém-g^n, 2 s гпд+m-g < 2n esetről nincs mit monda­
nunk. Tudomásunk szerint a problémát még nem vizsgálták. 
Ugyanigy nincs mit mondani arról a még általánosabb job-fo- 
lyamról, amelynél a processzorok tipusa kettőnél több-féle 
és a job egy határozott sorrendben /routing/ végtelen sok­
szor igényli a processzor-tipusokat.
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Két speciális esetre kivárunk csupán utalni, amelyek­
re vonatkozóan eredményekre is hivatkozhatunk. Mindkét 
esetben egyetlen processzor. A Pg-tipusú procesz-
szoroknál két esetet vizsgálunk.
eset: {Pßl,... , PBn} , vagyis annyi PB-tipusú
processzor van ahány job—folyam.
PB eset: Î^LjPg} , egyetlen Pg processzor van.
A f»B esetre vonatkozóan bizonyos sztochasztikus ese­
tekben végeztek vizsgálatokat n=2 mellett, amelyekre visz- 
szatérünk. Determinisztikus esetben ennek speciális esete 
a szabályos job-folyampár ütemezési problémája, amely 
disszertációnk témája.
A PB eset a két-processzoros flow-shop probléma ál­
talánosításának tekinthető, amelyben az igények minden ki­
szolgálás után megújulnak. Ezt az esetet megvizsgálva azon­
nal látjuk azonban, hogy a probléma jellege teljesen eltér 
a véges két-processzoros flow-shop problémától a megoldás 
módszerét tekintve.
Elöszőris bármely végtelen igény-sorozat esetén az 
ütemezési hossz szükségképpen végtelen és tetszőlegesen 
távoli időpontokban is történik kiszolgálás. Ezért a véges 
esetben szokásos hatékonysági kritériumok legtöbbjének 
/ütemezési hossz, átlagos elkészülési idő, stb./ nincs ér­
telme. Eléggé természetes hatékonysági jellemző végtelen 
esetben az erőforrások közepes kihasználási foka, amint az 
ütemezés előrehalad. Egy P^ processzor kihasználtsága alatt 
egy ütemezéskor védtelen ese+.hpn я
/i-г/ -X . , i m  c-x (t)ux % “ tt-».oo x
határértéket értjük, ahol- X" (t) a ?x processzor aktivi­
tási ideje a [_o,t) intervallumon összesen.
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Olyan ütemezéseket, amelyeknél /1.2/ határérték nem 
létezne, kizárunk a megengedhető ütemezések közül. 
Több processzor kihasználtságát egy
Y  = X vx
súlyozott átlagos kihasználtsággal jellemezhetjük, ahol 
o(x i0 megadott konstansok. # érték lehet az üte­
mezés hatékonyságának mértéke és a cél ennek maximalizá­
lása. A esetben , a P^ esetben pedig
~ ^  $в) / (°(a  ^ a célszerű hatékonysági mé­
rőszám, ahol C^-£=0,1 speciális értékekkel a két procesz- 
szor kihasználtságát külön,és számtani közepüket szintén 
nyerjük.
Végtelen determinisztikus esetben a végtelen sok
Г ?  i igények megadása /i,j,x/ függvényében pl. analitiku- ■*" dsan lehetséges. Tekintsük azt a speciális esetet, amikor
X X 
T. , = T . , j —1,2,. •.
nem függ j-től. Vagyis az A.. task-ok minden j-re ugyanak
kora kiszolgálást igényelnek. Ugyanigy а Б.. task-ok. Ek-( i \ , jkor nevezzük a Qv 1 job-folyamot szabályos job-folyamnak.
T^ , T? a job-folyam paraméterei. Vezessük még be
a
n'Г ='т|+'Г®, i=l,2,...,n, A s r í ,  X=A,В, r = T  +r1 1 1  i=l 1
jelöléseket is.
В
Definiáljuk a Q= , i=l,,..,n } szabályos job-f о
lyam készlethez a Q ^ Q 1, i=l,...,n} job-sorozatot, amely­
nél Q^=Ci=(Ai,Bi) egy task-pár T ^ , T? igényekkel a 
Рд ill. РБ processzor iránt. A^< B^, egyébként Ch,
i=l,2,...,n, függetlenek.
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Ennek ütemezése a flow-shop probléma amelynek megoldását 
az 1.4. pont szerint a Johnson-szabály szolgáltatja.
Legyen L=(U] ,12], ..., fnl); az 1 , 2 , ,  n egé­
szek egy permutációja és egyben a Q^, vagy job-ok egy 
listája, amelyben az i-edik helyen az [i] indexű job he­
lyezkedik el. Definiálunk három féle ütemezést az L lis­
ta szerint.
Round-robin ütemezésnek nevezzük azt, amelynél az 
L lista szerinti sorrendben ciklikusan körbe járva a 
<P , ,... , cF1 job-folyamoknak mindig a következő
task-párját ütemezzük a és processzoron a lehető 
legkorábbi időpontra betartva az élőidéjüségi megkö - 
téseket.
Lista-szerinti ütemezésnél az L lista szerinti sor­
rendben mindig a legelső job-folyam következő task-párját 
ütemezzük, amelyet az előidejüségi megkötések lehetővé 
tesznek, valahányszor a P^ processzor szabad. Ha nincs 
ilyen job-folyam az adott pillanatban, akkor P^ tétlen 
lesz a következő f(B. .) pontig.
Prioritásos ütemezésnél valahányszor egy job-folyam 
egy task-ja ütemezésre kész, az igényelt processzorra üte^  
mezzük, ha a processzor szabad, vagy az L listában később 
álló job-folyam task-ját szolgálja ki. Az utóbbi esetben 
az alacsonyabb prioritású task kiszolgálása felfüggesztő­
dik és a megszakitó task befejezése után folytatódik.
Legyen L egy tetszőleges lista. Legyen RL(Q) a Q 
task-pár készlet L lista szerinti szoros ütemezése és le­
gyen ennek hossza . .íO = cOD i max f/B./.
B i
Az R (q ) ütemtervben a P^ processzor teljesen foglalt 
az
, = max f/к./ 
i 1pillanatig, innen kezdve viszont szabad /tétlen/.
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A Pg processzor nem lehet tétlen az interval­
lumban, hiszen ott В-task indulást В




A P^ processzor állásideje a £q ,6o ) 
összesen
uA = oo - Z? zr*
intervallumon
u = ЙО - 'ZrB á Vв
szakaszon kiszolgált B^ task-okat aToljuk a [ ° , * V  
P-g processzoron "jobbra" addig, amig minden közbülső tét- 
lenségi szakasz eltűnik és a Pg pontosan a £o, u^) sza­
kaszon lesz tétlen. Jelölje (.«) az igy nyert megenged­
hető /nem szoros/ ütemezést. A P^ processzor 
és a P^ processzor [o, u^) tétlenségi intervallumai biz­
tosan diszjunktak a fenti relációk miatt és mindkét procesz- 
szor aktiv egy fug,6o-u^) szakaszon, amelynek hossza
" - ua - v j 6*- ub = r B - ua =Konstruáljunk most az. R^(Q) ütemtervből egy R-g(Q)
ütemtervet a Q job-folyam készletre olymódon, hogy az 
Rl (Q) ütemtervet korlátlan sokszor "egymás mellé" helyezve 
olyan szorosra összetoljuk, hogy valamelyik processzoron a 
foglaltsági szakaszok összeérjenek, vagy egy -<£ kikötés a 
további összetolást ne engedje. A három lehetséges esetet 
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/с/ <1 < 1
1.2. Ábra. Az R(Q) ütemezés három esete.
Az R^q ) ütemtervben biztosan van egy task-pár,
amelynek task-jai csatlakozva ütemeződnek, mert ellenke­
ző esetben az [f/Aj/.s/B^] intervallumok mind po-
zitiv hosszúságúak lennének és ezek minimumával a P_.13processzor teljes ütemezését balra tolhatnánk. Ez azon­
ban ellentmond annak, hogy R[q ) ütemterv szoros volt. Az 
ábrákon [ij jelzi a C^j ^  task-ok intervallumait és <' ill 
>  jelek az R(.Q)-ban előbb ill, utóbb ütemezett task-ok 
intervallumait. így a processzoron a <  , £i] , >  jel
zésü szakaszok hossza megfelelően
»
65 -
X X-r/iJEH v f
* I = Щ  t
^ X .  y - - - - « 7-  л
W 1 r > = t e j  * ■
Az /а/ se /Ь/ ábrákon а Рд processzoron а < U H ]  
együttes szakasz megoszlása а ■< és [ij részekre, valamint 
a P-g processzoron az [i]\J> szakasz megoszlása az [i] ás 
>  részekre nem befolyásolja “6-^  kihasználtságokat, amig 
а /с/ eset feltétele be nem következik.
А /с/ ábrán а < 1, 75-g <■! tényt az okozza, hogy
■M.
r A Г В В ---
r t 4 > r <  f m
77® ss 77® _ 7- ®ct c r ri] es
* >A . 1
Г A Ä.A _»A e = Г  - Г  , vagyis
/я/ > T“®fi] > Г 'T'f-T >!S " [i]
/Ebből Cr.-» ^ Î72 következik, de forditva nem./, , MНа /я/ nem teljesül, vagyis
r £i] - T
В vagy 'f' ^  TTA[il C »
akkor а /с/ eset már nem következik be és a д ás 
közül az egyik 1 lesz. Az ÏÏ(q ) ütemterv minden esetben 
periodikus
-B
r w  '
p = max /T  ,
periodushosszal, amelyről belátjuk, hogy ekvivalens
/1.3/ p = max / trA , T B , ^  I i=l,2,...,n /
kifejezéssel. Legyen ugyanis
max '£'• = ^.я = 'Г'* .
1 ~ i — n 1 1
На V = ЪгÄ , akkor nincs mit bizonyitani. Legyen tehát
r w  <  r
* . Belátjuk, hogy akkor max /XtA , V х
Legyen t = f/A^-j/ = s/®[jj/ a ^[i] task-pár definició 
szerinti csatlakozási pontja.
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Az L liétában а Ch* task-pár vagy a C(. ^  előtt, vagy 
utána van és ennek megfelelően mindkét task-ja vagy a 
t pont előtt, vagy utána kerül kiszolgálásra. Ennek meg- 
felelően vagy T *  < t , vagy T ^ cO — t . Azonban 
U.£ < t ^  oo — и.д egyenlőtlenségsorból a'- cB ét ^ 
és ezt figyelembe véve, C3* 6 t á vagy ^ со -t í T B,
A Px processzor kihasználtságát minden esetben
formulából nyerjük, amely /1.3/ figyelembevételével
/1.4/ max/max
X = А,В
alakba irható. Ebből kiolvashatók az 1.2. Ábrán jobbol­
dalt jelzett egyenlőtlenségek. Az /1.4/ formula egy fon­
tos tényt jelez: "5^  kihasználtságok nem függnek az
L listától, vagyis a job-folyamok sorrendjétől.
Az R («) általában nem szoros ütemterv, azonban 
balratolásokkal szorossá tehető. Az 1.2. Ábra szerinti 
/а/ esetben a processzoron balra tolásokkal legfel­
jebb véges sok periódus után f/B^/ = s/A^ ,D + 17 
csatlakozás következik be minden esetben és utána már 
minden periódusban egy azonos fix mértékű balratolás is­
métlődik, igy kihasználtságok nem változnak meg.
А /Ь/ esetben a P processzoron csupán а «С szakaszokВcsúsztathatok balra a >  szakaszig, vagy egy
f/A. ./ = s/B../ csatlakozásig. ismét változatlan.
А /с/ esetben mindkét processzoron periódusonként a c  
szakaszok csúsztathatok balra és azonos marad. Köny-
nyü belátni, hogy ha az L lista szerint round-robin üte­
mezést végzünk, akkor éppen azt az tí^ L Qj szoros ütemter­
vet nyerjük, amelyet R^(q ) szorossá tevésével fentebb de­
finiáltunk.
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Ilymódon a round-robin ütemtervek TÍy- kihasználtsaga nem
függ az ütemezési sorrendtől. Sőt olyan kiegyensúlyozott 
összefüggő ütemezések kihasználtsága, amelyeknél va­
lamely t> о ponttól kezdve mindig teljes, bár különböző 
L listák szerinti ’'gazdaságos1' ütemezés történik, azonos 
kihasználtságokat eredményeznek, de mindenképpen igaz, 
hogy nem növekedhet semmilyen olyan kiegyensúlyo­
zott ütemezéssel amelynél az egyes job-folyamok ütemezésé­
nek relativ gyakorisága 1/n, legalábbis határértékben.
Ennek preciz megfogalmazását mellőzzük.
Teljesen eltérő ütemezési feltételeket jelent az, 
ha megengedjük az egyes job-folyamok ütemezési gyakorisá­
gainak eltérését. így pl. egyik job-folyam kétszer, a má­
sik egyszer sem kerül egy L listába és igy ütemezünk az 
L lista szerint. Az ilyen enyhitő feltételnek nem mindig 
van megvalésitási lehetősége, illetve triviálisan csak 
rosszabb hatékonyságú ütemezéseket generálna, ezért feles­
leges. Ennek precizebb megvitatása helyett csupán néhány 
szempontot emlitünk, amelyeket figyelembe kell venni,
(I) Egy job-folyam A. . task-ja akkor ütemezhető 
csak, ha már a task befejeződött.
(II) Ha az L listába a job-folyamot még egyszer beiktat
va úgy, hogy az (i) feltétel tétlen P^ nélkül is biztosi- 
tott, ha mindkét példány egy és ugyanaz, tehát nem füg­
getlenek, akkor > T® mellett egy /а/ tipusú R^(Q)
ütemterv Á Au = uA- u^ , = ‘Г®-,г"А'>0 tétlenségi szaka-« , UA- UB = rB-'z'A >°sza min / A.u , 'T.-'T. / >  0 idővel csökken. HaA тД. t-л. /t-jd / ^  rs űr7 « 10 csökkent tétA.u — / V. - Z. />0, akkor ez lesz a P. A 1 1 * Alenségi ideje periódusonként. Ha viszont A.u-/ 0,A 1 1
akkor a P^ tétlenségének eltűnése mellett a Pß processzoron
egy i u >o nagyságú tétlenségi idő fog fellép1 1 Ani.
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A &А /Ъ/ esetben egy tulajdonságó job-folyam
duplikálásával redukálhatjuk tétlenségi szakaszát, ha 
(I) is biztosítható. A /с/ esetben az (I) feltétel egyet­
len job-folyam ismétlésével sem biztosítható.
Az (I) teljesülésének feltétele egyébként /а/ és /Ь/ 
esetben ^ vagy T  ^
és ezenkívül egyéb feltételek. Ezek konkrét esetben azon­
nal eldönthetők. így esetleg a Z átlagos kihasználtság 
fokozható.
(ill) A hatékonysági mérőszám nemcsak az L lista eset­
leges (II) szerinti "bővitésével", hanem az L csökkentésé­
vel is növelhető bizonyos esetekben. Az /а/ esetben egy 
T-£ < T -^ tulajdonságú job-folyam elhagyásával 
Á AU csökkenthető, bár /Ь/, vagy /с/ esetbe változhat át.
Ez a módszer a /с/ eset javítására is alkalmas lehet, de 
csak a cpj elhagyása javíthatja bármelyikét. Lényegében
az R(Q ) round-robin ütemezések közül kell a maximális ha­
tékonyságút kiválasztani, ahol Q £ Q  részhalmazai az erede­
ti teljes job-folyam készletnek. Q/d  Q esetén azonban a 
Q - .Q*job-folyanok kiszolgálása teljesen elmrad és kérdés, 
hogy ezáltal az eredeti ütemezési feladatot oldottuk-e meg. 
Az L lista szerinti ütemezés ekvivalens lehet egy ilyen 
RÍQO ütemezéssel, hiszen a lista végén álló job-folyamok 
esetleg egyáltalán nem' kerülnek ütemezésre. Az ilyen üte­
mezések vizsgálata még nem történt meg tudomásunk szerint 
és a megoldás erősen függőnek látszik a megengedhető üte­
mezések terének megválasztásától. Tovább bonyolítja a hely­
zetet, ha a prioritásos ütemezéseket is megengedjük. n=2 
esetben könnyű példákat találni arra, hogy a round-robin 
ütemezésnél jobb a processzorok kihasználtsága, mint bár­
melyik prioritásos ütemezésnél. Ezzel szemben példát lehet 
adni arra is, hogy a prioritásos ütemezés a jobb hatékonysá­
gú.
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A következő kérdés általános megválaszolása nem triviális 
n=2 esetben sem: milyen feltételek mellett, melyik üteme­
zés optimális? Ezek a kérdések külön tanulmányozást igé­
nyelnek.
A determinisztikus eset után foglalkozzunk röviden 
à sztochasztikus job-folyam modellekkel. Alapjában ilyen­
nek tekinthetők a multiprogramozású számitógépek, s zárni - 
tógéphálózatok, time-sharing rendszerek és multiprocesz- 
száló rendszerek olyan modelljei, amelyekben az igények 
megújuló processzor-igények, köztük input-output igények­
kel, vagy gondolkodási idővel /pl. terminálok/. AB..űtask-okat gyakran megkerülik az A . . task-ok érkezési tör-űvényszerűségeinek közvetlen bekapcsolásával a modellbe, 
így különféle tömegkiszolgálási /sorbanállási/ modellek- 
hez jutnak lC5l |L3j, [A7j, [Gl4 [C9J, |>lï|, [Н8|, [K7Î, [Big, [Uÿ],
[J41 [A2], stb . A sorbanállási modellekkel azonban rend­
szerint nehezen használható eredményeket nyernek a 
processzor/ok/ kihasználtságára annak ellenére, hogy erős 
feltevésekkel /pl. exponenciális érkezésközi és kiszolgá­
lási idők/ élnek. Bizonyos feltételezésekkel a processzor 
kihasználtságának vizsgálata egyszerűsödik, ha a sorban­
állási modelleknél diffúziós közelitést alkalmaznak. Az 
ilyen jellegű munkák közül kiemeljük Gaver-Shedler 
fG2j, ÍG3j > Kobayashi [К2], [КЗ] és Arató [A4] eredményeit. 
Arató a diffúziós modell segítségével a számitógép közpon­
ti egységének /CPU/ kihasználását vizsgálta erős terhelés 
mellett és prioritásos ütemezés alkalmazása esetén. Kimu­
tatta, hogy két exponenciális struktúrájú job-folyam ese­
tén a CPU kihasználás akkor jobb, ha a rövidebb várható— Xigényű job-folyam kap prioritást. Pontosabban: mind
független és csak i-től és X-től függő exponenciális elosz-glásúak, akkor előnyösebb a kisebb várható értékű
job-folyamnak prioritást adni.
7o
, Ъ  . ВArató szerint bizonyítható, hogy E ( ) ^ < h('Tij ^  esetén
tetszőleges eloszlás mellett job-folyam prioritása op-
timális. Itt fontos lehet azonban, hogy E.('Ci) lényegesen 
kisebb legyen E Cr 2 ) várható értéknél, mert ellenkező eset­
ben az állitás hamis. Erre Tomkó [T6j mutat példát igen ér­
dekes cikkében, amelyben a CPU kihasználtságot vizsgálja 
különböző prioritási stratégiák mellett diffúziós közelítés 
nélkül.
Tomkó a esetben a következő modellt vizsgálja; a
çP  job-ok függetlenek független, de azonos F.(x)ill. G.(x)/\ Ê • 1 -Leloszlású, és ^ íj véletlen igényekkel. A P^ procesz-
szor kihasználtságát határozza meg különböző ütemezési stra­
tégiák mellett, amelyet $ = E (PÜ/( E (afO + E (£>)) definiál, 
ahol E C°0 es ECf>) a Pд processzoron váltakozó foglaltsá­
gi és tétlen szakaszok várható hossza. Tomkó [Т^З eredmé­
nyei közül megemlítjük a következőket:
(i) n=2 és G^(x), i=l,2,exponenciális eloszlás esetén 
E(oc') és E(ç>) meghatározható a prioritásos és FIFO /érkezési 
sorrendű = first come first served/ kiszolgálás mellett 
egyaránt, az eloszlások paraméterei segítségével.
(ii) Ha G^(x), i=l,2, szintén exponenciális /exponenciá­
lis struktúra/, akkor
H < > i>„ > t
ahol a kihasználtság akkor, ha a kisebb I/O igényű
job a prioritásos, 7f > a fordított esetben és 7fc a 
FIFO kiszolgálásnál. Ha Q nem teljesen exponenciális struk­
túrájú, akkor < Ó> is előfordulhat.
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2. Racionális közelítések és koincidencia feladatok.
A3« Fejezetben a szabályos job-folyam pár ütemezésénél 
kulcskérdéssé válik két job-folyam független ütemezései kö­
zötti meghatározott jellegű koincidenciaviszony felismerése. 
Ezért a következőkben megfogalmazzuk általánosan a koinci­
dencia feladatot, amely az ütemezésnél fellépő feladatok ál­
talánosításának tekinthető. Az általános koincidencia felada­
tok megoldására elért eredmények azután az ütemezés vizsgá­
latánál használhatók. Látni fogjuk, hogy a koincidencia fel­
adatok megoldása szoros kapcsolatban áll a racionális köze­
lítések problémájával, amely a lánctörtfejtésen és az eukli­
deszi algoritmuson alapszik. A lánctörtekkel kapcsolatos e- 
redményeket azért is áttekintjük ebben a fejezetben, mert az 
ütemezési problémákban felmerülő koincidencia feladatok meg­
oldására az euklideszi algoritmus általánosításának tekinthe­
tő módszereket alkalmazunk, melyek a lánctörtek elméletében 
ismeretekkel analóg összefüggéseket eredményeznek.
A 2ol. pontban a koincidencia feladatot /KIF/ fogalmazzuk 
meg és jelöléseket vezetünk be későbbi használatra. A 2.2. 
pontban definiáljuk a KIF fogalmát. A 2.3. pontban tisztáz­
zuk a KIF megoldásának exisztencia problémáját. A 2.4. pont 
a szabályos lánctörtfejtéssel kapcsolatos később hivatkozott 
fogalmakat és összefüggéseket tartalmazza. A 2.5. pont a ráció 
nális közelítés és a diofantikus approximáció problémájának : 
megoldására vonatkozó eredményeket idéz későbbi hivatkozás 
érdekében. Végül a 2.6. pont ezeket az eredményeket alkalmazza 
a KIF megoldására algoritmikusán megfogalmazva.
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2,1. Ütemezés és koincidencia feladat. Jelölések.
A szabályos job-folyam pár ütemezésekor tipikus lesz az 
ilyen feladat: párhuzamosan fut az X és az Y periodikus fo­
lyam/at/ és a fázisaik közötti bizonyos relációk teljesülé­
sekor dönteni kell a folyamok további sorsát illetően. Te­
hát bizonyos koincidencia-szituációk fellépését fel kell is­
merni, Az első koincidencia-szituációtól kezdve a folyamok 
további futása beavatkozás révén megváltozik. Három tipikus 
koincidencia-szituációt mutat a 2.1. Ábra:
/i/ Y folyam "lehagyja" az X folyamot, de b-nél kisebb /nem 
nagyobb/ mértékben
/ii/ Y folyam a-nál jobban /nem rosszabbul/ "beéri" az X fo­
lyamot
/iii/ Y folyam c-nél jobban /nem rosszabbul/ "megközelíti" az 
X folyamot
j . ------- *----------------------------- * --------------------------- »----------------------------- *-----------------------------*-
~y ti) (ü) (iii)
2.1. Ábra: Párhuzamos folyam-pár koincidenciái.
A "lehagyja", "beéri" és "megközelíti" jelentheti azt is, 
hogy "egybeesik vele". Az X és Ï folyamot tulajdonképpen csak 
a kx ill. z+ky pontok képviselik, ahol k-5;o egész. Hogy az ilyen 
koincidencia feladat a szabályos job-folyara pár ütemezésénél 3*B 
esetben /1. 1.6. pont/ tipikus, nyilvánvalóvá válik, ha a fela­
datot igy interpretáljuk: az X folyam a kx pontokban egy b tar­
tamú lefoglalását váltja ki valamilyen apparátusnak /processzor/,
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az Y folyam pedig ugyanannak az apparátusnak az a idejű le­
foglalását igényli minden z+ky pillanatban. Ha az Y folyam 
a-nál jobban beéri, vagy b-nél kevésbé hagyja le az X fo­
lyamot, akkor igényük az apparátus iránt ütközik és már az 
első ilyen koincidencia esetén dönteni kell az ütköző igé­
nyek sorsáról.
Az ütemezési feladatokban az ilyen koincidencia-szituá­
ciókkal kapcsolatban az első két kérdés:
(c4) fellép-e egyáltalán, és ha igen
melyik az első fellépésének a helye?
E kérdéspár megválaszolásának feladatát nevezzük koincidencia 
feladatnak /KIF/. Ennek megoldását követi az ütemezési döntés 
meghozatala, az ütemezési igény-konfliktus feloldása.
Az (i) - (iii) három jellegzetes tipusát képviseli a KIF- 
eknek, amelyek speciális esetei a következő pontban tárgyalt 
általános KIF-nek.
A továbbiakban szükségünk van néhány speciális jelre és je­
lölésre, amely a tárgyalást egyszerűsíti.
Vezessük be a
J és 1
jeleket a (és ["kezdő, illetve^ és J vég-zárójel pár közös jelzé­
sére. b îa esetén a 
Ja, bl
forma jelölhet egy bármely oldalról egymástól függetlenül nyilt, 
vagy zárt intervallumot /a=b esetén bármely oldalról nyilt inter­
vallum üres, vagy tilos/.
Vezessük be a
és ^
vagy i megkülönböztető index alkalmazásával a
ás !*■
szimbólumokat a < és -6 , illetve> és i reláció-jel párok közös 
jelölésére. Legyen
•<z 1 és 1 ^
a , ill. ^  alternativ értéke, vagyis pl.
= <  esetén = <  .
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Az szimbólum а -<.ц szimbólum értékének ellentettjét 
jelöli, vagyis pl.
^  . = <  esetén .> = >■ •
X X
Ezeket alternativ reláció.1 eleknek nevezhetjük. Az 
a -<■ b és b ^  a, 
az
а b, a*^ b és b-<*a
relációk ekvivalensek. E mesterkéltnek tűnő szimbólumok hasz­
nát rövidesen tapasztaljuk majd.
Egy X valós szám egész-, illetve törtrészére használjuk a 
szokásos
[X] illetve {x}
jelölést. Néha használjuk majd tetszőleges 
Л » (b » ^ valós számokra az
—  |Ь (mod $ )
általános kongruencia fogalmat, ami azt jelenti, hogy
IfHfb
Azt mondjuk, hogy osztója Qt-nak. ha
0 , azaz Oís О (mod "fi ) ,
Bevezetünk még négy speciális lépcsős függvényt. Legyen a 
valós argumentumra
f<. Cz)» fí lz)> f> Cz)* f* Cz )
rendre a z-nél kisebb, illetve nem-nagyobb maximális, illetve 
a z-nél nagyobb, illetve nem-kisebb minimális egész szám. Mind 
a négy függvény kifejezhető a [z} egészrész függvénnyel, mono­
ton nem-fogyó és balról, vagy jobbról folytonos egész értékű 
lépcsős függvény /2.2. Ábra/. Érvényesek az alábbi összefüggé­
sek.
Az f^C2) függvény balról folytonos /2.2/b Ábra szaggatott 
vonal/ és 
/2.1/a/ Z — 1  ^  f K  ( z ) =  -  П - z J  -  1  <  z
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Az f< (z) függvény jobbról folytonos /2.2/a Ábra folyto­
nos vonal/ és
/2.1/Ъ/ z - 1< fÄ ( z) = z.
Az f^z) függvény jobbról folytonos /2.2/a Ábra szaggatott 
vonal/ és
/2. l/с/ z < f > ( z ) = C z l + l < z + l .
Az fa (z) függvény balról folytonos /2.2/b Ábra folytonos 
vonal/ és
/2.1/d/ z < f, (z) = - Q-zJ<z + 1.
Igen fontos közös tulajdonsága ezeknek a függvényeknek,hogy 
az f(z)- z periodikus egységnyi periodushosszal és ezzel ekvi­
valensen
/2.2/ f (z + n)=f ( z) + n , n> 0 egész.
> »2.2. Ábra. Az f< , fs , f fs függvények.
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A«és > alternativ relációjelekkel jelölve felírhatok még 
a következő összefüggések is,
A /2.1/a-d/ ekvivalensek a
z-1 <■* f^.^z)<z , z + 1 f^ (z)->-z
relációkkal, továbbá következnek az alábbiak:
f e z )  = f^» (z) + 1, U  (z) =f|»Cz) -1
/2.3/ f > (z) = - 4>(~z)+ 1» f^(Z) = - f4»(-Z) -1
f ^  CZ) = - f^(-z) , f<  (z) = - f^C-z) •
Ezeket az összefüggéseket a /2.1/ és /2.2/-vei együtt kü­
lön utalás nélkül is gyakran használjuk majd.
Alkalmazzuk még az
UO = /В.А/
jelölést а В és A egész számok alkotta, vektor jelölésére és 
legyen definíció szerint
(jO = Oü* ekvivalens В = B* és A = A*
— cO* ekvivalens В ^ B* és A í A1
< hO ekvivalens oüétC* és B-2B*, A<A* legalább
egyike teljesül /részben rendezési reláció/.
Néha használjuk a programozási technikából kölcsönzött
X : = f?(x)
jelölést az
x  = Cf> (x#) , X4 = X
változó transzformáció párra, ahol x és x 4 változók /vektorok/, 
(p (x) egy kifejezés /vektor/ és x*=x az identitás /átjelölés/.
- 77
2 .2 . Á lta lános és s ta n d a rd iz á lt  KIF.
Az előző pontban f e lv e te t t  k o in c id en c ia  fe la d a to k  /K IF/ 
a lg e b ra i formában a következőképpen s p e c if ik á lh a to k . Legyen 
az X folyam periodushossza x»0, az Y folyamé y>0. In d u ljo n  
az Y folyam z -v e l "máskor", mint az X /z>0 ese tén  később, 
z<0 ese tén  e lő b b /. A három tip ik u s  KIF a következő p ro b lé ­
mát j e l e n t i .
(oi) Van-e olyan co = /B ,A / p o z it iv  egész számpár, hogy
( i )  By + z -  A X « j  Ъ
( i i )  “a < E ВУ + z -  Ax <  j  0 
tf-ii) - c -^ B By + z -  Ax < j  c ,
ahol a ,b ,c ^ O  ad o tt va lós számok?
((b) Ha van, melyik az e lső  ily e n  o J  =03* számpár?
Ez a három KIF egyaránt s p e c iá l is  e se te  az a lá b b i á l t a l á ­
nos KIF-nek /ÁKIF/s
(pi) Van-e olyan où =/B ,A/>cOq =  /Bq , Aq/  egész p á r , hogy
/2 .4 /  a < B By + z -  A x « jb ,
ahol a < b  ad o tt v a ló sak , Bq , Aq ad o tt egészek.
(ß) Ha van, melyik a minimálisobecxi* megoldás?
Az á lta lá n o s  KIF-et az a láb b i k ile n c  param éter je lle m z i:
( x ,  y , z , a , b , < j»  B0 * A 0 ) .
Vezessük be az UV/B,A/ egész számpárhoz megadott 
X>0, y > o , z va lósak  ese tén  a
Д  (j-xù) =  Д  (B,A)= By + z -  Ax
m ennyiséget, mint k é tv á lto zó s  egész argumentumú függvényt.
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Legyen
JL = {ÙJ 1 to ^ c00 J
a / 2 .4 / - e t  k ie lé g í tő  <D>oOo egész párok halmaza. Az ÁKIF ek 
v ivalens annak e ld ö n té sév e l, hogy
A(<X) J? ÿd 0  igaz-e, és ha igen
Amelyik az Q. minimális ai* eleme? A feladat egyértelmüsé 
gét biztosítja a következő lemma.
2 .1 . Lemma: Az x > o ,  y > o  következtében, bármely
Q. ¥= 0
halmaznak van egyértelm ű legkisebb  eleme, amelyre 
СО** < 03 > 6jO € !э? »
B izonyítás: Legyenek
В -m in { В I B ^B o , 3 AîA> Ao ,Z\(B,A )é J a , b X  } 
A^=min { А I A ^A o ,AÇB1 ,A jè  J a , b l  j  
A2=min (A ( A i  Ao , 3 B:Bí Bq , A  (B ,A )é J a ,b l] -  
B2*min{B j B i B Q, A(B,A1j e r a , b í _ } .
D efin íc ió  s z e r in t  B ^  B2 
Ha B^< B2 len n e , akkor 
Bx y+z-A2 x<B2y + z -  A2x « jb
B-^  y+z-A2 x ^  B^ y+z-A^x a ,
A
vagyis /B^,A2/fcQ . és ellentm ond B2 d e fin ic ió já n a k .
Ha A2< A  ^ le n n e , akkor
B y +z -A2x s B2 y + z-A2 x
Вх у +z-A2x >B]L у + z-A^ B a,
vagyis ellentm ondana A  ^ d e f in ic ió já n a k . Tehát
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B-L= B2 és A2= Ax
és Л  /B^, A^/ esetén bármely cJeSí. elemre, vagy B>B^,
Q • б • d. «
A*/ !
sát, ha létezik, az egyik komponense egyértelműen meghatározza.
vagy A>A^ és GO> с Л
E lemmából következik, hogy egy ÁKIF /В*, megoldá-
Ha A* ismert, akkor a B*-ot az
А X + a>^ z + у min В 
B B*Bо
relációból kaphatjuk -meg és
л*/А X  + a - z ч
B*= max(Bo, f B^l--- ------ )) =
A*z - a - А X .
= max(Bo, -f< B  (--- ------ )) =
. z  - a - ( A*- A } X  - А X  
= max(Bo, -f< B (--------- ----2-------)) =
A 0 ~ a -  ( A* ~  A0 ) *
= max^BQ, B_- f„о ^ B  
= Bo+ max (О, - f ^ B (
= Bq- min (0, f ^ B (
У
/А - а - ( А*-- А \х 
0 Л
вч у
1со1о<1 А*- А ' о.
У
,  А  -  а - ( А*- А )х ( о  4 о/
) ;  -
У ))
Itt A  =A/B , A / А В у  + z -  A x é s a  levezetést azért о ' o’ о er о
részleteztük, mert mutatja a /2,2/ és /2,3/ összefüggések prakti­
kus használatát.
Hasonlóan kifejezhetjük az A -ot a B segitségével a




Ezek alapján az alábbi fontos összefüggés-párat Írhatjuk fel:
, A  -a-/A -A /x \ , ,
в*= V  minA f*B (— — 7— ~ J /  "
/ Ъ-Л -/B*-B /у X , .
A*= Ao- min/0,f^j(----^ --- — J /  ^ 4 a/BÄ/'
/2.5/
Az általános koincidencia feladatokat két osztályba sorolhat­
juk: triviálisan megoldható KIF-ek és standardizálható KIP-ek.
A triviálisan megoldható KIP-ek legyenek azok, amelyeknél
/2.6/ b - a à. min /х,у/
teljesül. Nevezzük standardizálhatónak azokat a KIF-eket, amelyekre 
/2.6'/ b - a min /х,у/
teljesül. Nevezzük a /2.4/ alatti KIP-et standardizált KIP-nek 
/SKIP/, ha abban a paraméterekre az
/2.7/ x = 1, O^b = -a< — min/l,y/, ( zj *  ~ min/l,y/, £Oq= /0,0/
feltételek teljesülnek. Uj szimbolika alkalmazásával a SKIP igy 
fogalmazható:
/0(/ Van-e olyan nem-negativ egész /Q,P/ számpár, amelyre 
/2.8/ -CX^:B Q| +(2>- P «j
egyenlőtlenség teljesül;
/ ^ )/ Ha van, melyik a minimális /Q*,P*/ii/0,0/ megoldás? 
Definició szerint a /2.8/-ban
/2.9/ g > 0, cX-4 min/1,^/, j ^ - min/1, g/, óJ0= /0,0/ .
A SKIP-et teljesen jellemzi a /2.8/-ban szereplő alábbi 
öt paraméter:
/g» £.<*, /•
A 2.1. Lemmából következően a /2.5/ alapján felírhatjuk a 
SKIP legkisebb /Q ,P / = £0 megoldása összefüggését is:
Q*= - min /0,f <B ( — j /,
/2.10/ ^
P*= - min /0,f^j (rt-ji- Q* J')/.
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Megjegyezzük, hogy ez az összefüggés a /2.8/ alakú egyenlőtlenség 
minimális /Q ,P /^/0,0/ megoldására mindig igaz C*- 0 és |3> 
bármely értékére, /2.9/-től függetlenül.
Felépítünk most egy algoritmust, amely megoldja a triviálisan 
megoldható KIF-et és standardizálja a standardizálható KIF-et.
Vegyük sorra a /2.6/ feltétellel definiált triviálisan meg­
oldható KIF-ek különféle eseteit. Ezek: /i/ x=0, /ii/ b-a=x>0,
/iii/ b-a=y > 0, /iv/ b-a > x, /v/ b-a>y„
/i/ eset /x=Q/: Az X folyam degenerálódik egyetlen t=0 pontra, 
amely az J  a,bl intervallumot határozza meg. Ha van z+By, B^“Bo, 
amely I a.bl -be esik, az első ilyen határozza meg B*-ot. A* hatá- 
rozatlan, Ezért legyen A = A . Ha azonban nincs Ja,bX~be eső 
z+By, B ^ B o> akkor nincsen megoldás. Vagyis




teljesül, egyébként nincs megoldás.
/ii/ eset /b-a=x> 0/: ha ß és -éj nem mindketten értékűek, 
akkor az J~Ax+a, /A+l/x+a|_ » A=0,1,... intervallumsorozat az a-tól 
kezdve teljesen lefedi az időtengelyt, ezért biztosan van olyan, 
amelybe z+By beleesik és igy van megoldás. Legyen B,.^Bq a legki­
sebb egész, amelyre A x+a-^_, z+B#y, vagyisо в
/2.12/ B*= max/BQ,fB>
IA x+a-z \ 
\ ~ v  ' / = Bq- min/0,f^ В /.
Ekkor B*= В’ és А*= <ф^/В*/ а /2.5/ összefüggés szerint.
На = ^  = ■< , akkor az intervallumok nem fedik le az-D О
Ax+a, A=0,1,..•, pontokat és lehetséges, hogy minden z+By, B-bBQ, 
ilyen pontba esik. Ez pontosan akkor következik be,ha y/x és 
fa-z)/x egészek. Ilyenkor nincs megoldás. Különben a megoldás 
ugyanaz, mint fent, ha /z+B*y-a^/x nem egész és a megoldás 
B*= B*+ 1, A*= cj^/B*/, ha (z+B*y-aJ/x egész. Ezt a megoldást a
/2.11/ii/ В*. В Ч  1 - , A*= ф А/В*/
formulába vonhatjuk össze
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/iii/ eset /b-a=y>0/: Ha ß és ^  j nem mindketten <. érté­
kűek, akkor minden J~Ax+a, Ах+Ъ "]_ » A=0,1,.,., intervallum lefed 
pontosan egy z+By alakú pontot, ezért biztosan van megoldás.
Legyen A* a legkisebb A*^A egész, amelyre z+B y^'T A*x+b, vagyisO O u
( z+B y-b \ , Ъ-,Д X
/2.12*/ A*= max/Ao,fJ .^ ^ ^ ---) / = Aq- min/O.f^j^ — J^ /»
Ekkor a megoldás A*= A* és В**= ф^/А*/ а /2.5/ szerint.
На ^  в = ^  , akkor lehetséges, hogy az ^Ax+a, Ax+b/
intervallumok mind két-két z+By alakú pont közé esnek és nem
tartalmaznak ilyen pontot. Ekkor nincs megoldás. Ez pontosan
akkor következik be, ha az x/y és a (z-a)/у egészek. Ettől az
esettől eltekintve a megoldás ugyanaz, mint fent, ha A*x+b / z+
+/BQ+l/y, azaz |z+BQy-a)/x nem egész, egyébként A*= A*+ 1 és
B*= Cb-n/A*/, ha /z+В у-aJ/x egész. Ezt az ' в о
(z+B y-a -> ;— X—  I » B*= 4*b A^*^
formulába foglalhatjuk össze.
/iv/ eset /b-al>x/: Ekkor az j Ax+a, Ax+b A=0,1,..., 
intervallumsorozat teljesen befedi az időtengelyt a-tól kezdve, 
ezért B a minimális Br?BQ, amelyre AQX+a z+B y, amiből
(A x+a-z\ -a \--у  / = B0- m i n / 0 , f \ ~ f ~ J  /»
A*= ф/В*/.
/у/ eset /Ъ-а>у/: Ekkor minden jAx+a, Ax+b]__ , A=0,1,...,
intervallum tartalmaz legalább egy z+By alakú pontot, ha Ax+b>z.
Ezért A a minimális A^A , amelyre z+B y«rT A x+b, amelybőlO o u
„ I z+B I ь - А  л/2.11/v/ А = max/Ao,fJ >  ^--2— j / = Aq- mln/O.f ^  /,
B*= <фв/АЖ/.
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Ezzel triviálisan megoldható KIF-ek minden esetére megadtuk a 
megoldást, vagy kritériumot arra, hogy mikor nem létezik.
Alább eljárást adunk a standardizálható KIP-ek standardizálására. 
A /2.6/ feltétel kizárja, hogy x=0 legyen. Ezért a /2.4/ reláció 
végigosztható x-szel. Ezután az igy nyert egyenlőtlenségből vonjuk 
ki а (Ъ+а)/2*. mennyiséget. Ekkora
b-a .




2x C O > ^ o
egyenlőtlenséghez jutunk. Bevezetve az
rJ _ £ _ Z Л 2_z-a
^  ~ 2x » £  “ x » p “ 2x
jelöléseket, az egyenlőtlenség a
-<X b | + jb*- A o< 
alakot ölti, ahol
| >  0 és ■I min/1,^/
teljesül a /2.6*/ következtében. Csupán a és nem teljesitik 
a /2.9/ alatti követelményeket. Az А,В változók transzformációjá­
val azonban ez is elérhető. Legyen 4)*= /В*, A*/ l>/0,0/. HaO 0 0
/В,А/ Aùl eleget tesz a fenti egyenlőtlenségnek és íO СО * » 
akkor 60 *= СО - £0* eleget tesz a
-<X В* I + p  - A* «tj
egyenlőtlenségnek és 60 ’ >  /0,0/, ahol
/*/
Feladatul tűzzük ki olyan £  £ü keresését, amelyre
i(b| ^ min /1, £/ teljesül
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Legyen A q = BQ <§ + Ç# - Aq 
На Л  -2 0 , akkor legyen
Л а =.о
[ л Д  • ha - I m m  /1 ,^ 7
\ Л  о] + 1 , ha { А о^  > - min А , ^ /  •
Ebben az esetben
■| min A , ^ V - 1  ^  Л  0 - A a q ^ min A,  ^ 7 о 
Biztos, hogy A* — A + A a , ugyanis A* ^ A + A a - 1 eseten
В* f +f>‘ - A* à Bo? 4 • - a - A a + i = Л  - Л а + i =о о о о
{Ло) + 1 ^  1 >°( * ha {Л^ А I min А, ^ 7
{ Л 0} >  2 min /X»f/>(^ * ha >
vagyis nincs В*-?В^ megoldás-pár A*-hoz. Ezért az A*= Aq+ A  A
A 3€„és P = A - A* transzformációval P £  0. о
Ha A q - Л А о -к 0, akkor legyen
A -Aaо оГ  -, Г Л  -Л а 7
• М  ’ h a  1 - " Н  *  t
Ав
r А  - Л а -г í А  - А а 7, >  é12 *
Ebben az esetben
- min /1,^/< A 0 - A aq + A B q^  =^. min A , í /
Biztos, hogy B* ^  B + A b , ugyanis В* — В + Л ъ  - 1 esetén ’ . o . o  о о
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Vagyis nem lehet A >: Aq+ A A q megoldáspár ilyen В -hoz. Ezért a
В * = В + A B  és Q = В - В* transzformációval Q*-iO is teljesül, о о о
Bevezetve Д  ^  = B^^+^>*-A* jelölést, а /*/ transzformáció 
szerint = А  * = А  - А а + А в  £ , amelyre fentebb láttuk,
hogy I 2 min /1» •
Legyen most Л  < О. Legyen ekkor
Д в 0=
-[■f2] - 1 > h* (* - 2 min П ' Ь
- F21 • ha (j1 >  2 min
Ekkor
- - min /1,^'/ A /\0 + A b qÍ - - min /1,^ 7
Ismét könnyű belátni, hogy B* é- Bq+ ABq- 1 nem lehet A Bq fenti
definiciója mellett. Ezért a B*= B + A b és Q = В - B* transz- u о о о о
formációval Q -^0 teljesül.
I- A b £ >0» al oí
ÍAo *A B o^l - h a K + A B o f ] - |
Ha A  o+ , kkor legyen
Д а =о
[До + А в о | Ь  ha { А 0 + Л Ъ 0f i > 2 •
Ebben az esetben belátható, hogy
- min /1, ^  / -é A q + А В Д  - A A q A  min /1, £ /.
Vagyis ismét № !  = I A J H  —■ min /1,^/ biztositva van. Hogy
A*í A + Д А  - 1 nem lehet, azt könnyű belátni. Ez biztosit ja,
hogy a transzformációk folyamán a legkisebb /В , A / megoldást
nem zártuk ki és A* = A + ^ A  , P = A - A* transzformációvalо о о’ о
P - 0 biztositva van.
Transzformációra temészetesen nincs szütség, ha eleve
\ A q| Д  min /1,^/ teljesül, vagy közben bármely ^ A q vagy A b q
eleve 0 lenne. Ezt azonban az egyszerűség kedvéért nem vettük 
figyelembe. Ezzel a megállapodással együtt célszerű a triviális 
megoldás és standardizálás algoritmusát formálisan is megfogalmazni. 
/А ,B / = /-1,-1/ jelölje megállapodás szerint azt a tényt, hogy 
egy adott ÁKIF-nek nincsen ou* >  /Aq ,b / megoldása.
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К-Algoritmus: Bemenő adatok: x,y,z,a,b, o‘
Kimenő adatok: B*,A*, vagy , C*, B’,A^ ;
0,Lépés : A  : = B y  + z -  Ax; о oJ О / А  -а Л
В * : = Bq - min/0, f ^ B \* ; ) /;
1{Ъ~ Л о\A * := A - min/0, f ^  j |{ X ° Ь
1,Lépés /triviális megoldások/:
Ha X = 0, akkor
B*: = В», A*: = A , ha B 9 ^ j b-zУ
B*: = A := - 1 egyébként
és Vége 5
Ha b - a = X ,  akkor
B*: = A*:= - 1, ha -érB = -sS-j = <T és
B*: = B» + 1, А*: = ф А/В*/, ha ^ B  = *4 j = <  ®s
í z+B 
\ = 0, X J 9
0,
В : = В*, А : = Срд/В / egyébként 
és Vége;
Ha b - a = y, akkor
B*: = A*:= - 1, ha ^ в - ' j - <  *
A31:« A*+ 1, B*: = c(5B/A*/f ha «4 B = = <  és
л ( 1 Г z+B y-a ?
Ш Ч т ^ Ч - Н
= 0,
А*:= А*, В*:=фв/А*/ egyébként
és Vége;
Ha b - a >  X ,  akkor В*: = В’, А*: = с£^/В*/ és Vége; 







Ha Á. о< О, akkor 3oLépés;
А ‘:= Ao+f А 0] » ha 1Л о} ' 2 min/1»f /* 
А*:= Aq+ [Л ] + 1 egyébként;
На Л  - А 4 + А •< О, akkor о о о  '
Г А  -А4 +А "I 
Г А  -А4+А -|
0:= Во- L— —  J “ 1 egyébként;
I* ha
А  -А4+А о о
Б
|Ь := |Ь + В4 ^ - А^ és Vége; 
3.Lépés /standardizálás/:
tri о - il tr
i
о 1 : W )
В 4 : = В - о о
Г А 01-pr- egyébként ;
На Л  +О /В4- В /€ 3> 0, akkor о о Л ’
>  1 _ rcin/I.// 2£
V  V  EV /BÍ- V J  J • ha Í V  / B 'o- V j }  -
J,- A0+ [ A 0+ /в'- B„/í] + 1 egyébként;
•- f> + К I - Ac
Vége .
A К-Algoritmusba foglalt eljárás igazolja a következő 
tételt.
2.1.Tétel: Bármely általános koincidencia feladat vagy triviálisan 
megoldható, vagy standardizálható. A К-Algoritmus szolgáltatja a 





A 2.1.Tétel biztosítja, hogy a К-Algoritmus végrehajtása után 
már legfeljebb egy SKIP megoldására van szükség az eredeti koin­
cidencia feladat megoldásához. Az eredeti KIP megoldását a SKIP 
/Q*,P*/ megoldásából a
B* = Q* + B* , A* = P* + A * о о
összefüggés szolgáltatja.
Érdemes megemlíteni a koincidencia feladat két más interpre­
tációját azon felül, amelyet a 2.1. pontban adtunk. Formálisan 
igy fogalmazhatunk: a ^>0, ö( 0, ^  ^  ^  j és jb adott
értékei mellett keressük a
/2.13/ - 0 < ^ B B |  + jb-A 0{
egyenlőtlenség legkisebb /В,А/ /0,0/ nem-negativ megoldását,
ha létezik megoldása. Ez ekvivalens azzal, hogy az J А -a(, А +CX 
A=0,l,2,..., intervallumok tartalmaznak-e |?>+ В 
alakú pontot és ha igen, melyik az első intervallum-pont pár0 
Ez a geometriai interpretáció igy is átfogalmazható: a 
J ,.*> + B|-o( , f>+ B| +<*]_ intervallumok sorozata /B=0,1,.../
fed-e le A=0,l,2,... egész pontokat és ha igen, melyik az első 
intervallum-pont pár. Az intervallumok megfelelő pontjai és az 
egész pontok egyaránt számtani haladványt alkotnak különböző 
kezdőtaggal és differenciával.
A KIP másik interpretációja a diofantikus approximáció 
problémája, speciálisan a racionális közelités feladata.
A diofantikus approximáció a
z + By - Ах = 0
egyenlet /В,А/ egész megoldásainak problémájából ered, amely 
tetszőleges x,y,z valósak mellett nem mindig /általában nem/ 
létezik. Felmerül a kérdés, hogy létezik-e akármilyen kis £>0 
értékhez olyan /В,А/ egész pár, amelyre az egyenlet helyett a
/2.14/ Iz + By - Ax I «  £
egyenlőtlenség teljesüljön. A /2.14/ egyenlőtlenségnek és az
^ , В—0,1,2,...,
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egyenletnek a megoldása exisztenciálisan tisztázott kérdés /1. pl. 
1_P3] /. A /2.13/ koincidencia feladat felfogható a diofantikus 
approximáció általánositásának. Sőt a 2.1.Tételből következik, 
hogy bármely ÁKIF a К-Algoritmus segítségével megoldható, vagy 
visszavezethető egy diofantikus approximáció feladatára. Az 
approximáció elméletében viszonylag kevés az eredmény további 
feltétleknek is eleget tevő megoldások meghatározására vonatkozóanc 
Ismeretesek becslések a legkisebb megoldásra £ függvényében |_P3j , 
[K8J , |K9] ,[Szl] .
Ütemezési problémáink szempontjából azonban nem a közelité- 
si feladat bármely megoldására, vagy egy korlát alatti megoldásá­
ra, hanem az első pozitiv megoldásra van szükség. Ez pedig más 
jellegű feladat, mint általában az approximáció feladata. Az 
egyenlőtlenség első /Bq, A /- nál nem-kisebb megoldásának kere­
sése ennek általánositása.
Az első közelítés kérdésének megoldását speciális esetekben 
a lánctörtfejtés szolgáltatja. Ezt a 2.6. pontban mutatjuk meg. 
Más szükséges esetekben a lánctörtfejtés algoritmusának általá­
nosításai szolgáltatják majd a megoldást. Ezeket az ütemezési 
feladatok kapcsán fogjuk tárgyalni. Természetesen első közelítés 
keresésének csak akkor van értelme, ha egyáltalán létezik közeli­
tő megoldás. Ezért a következő pontban az exisztenciális kérdése­
ket tisztázzuk.
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2.3» A KIP megoldásának exisztenciája.
A KIF megoldásának exisztenciája a közelítési feladat 
megoldásának exisztenciáján alapszik, ezért a következő 
lemma ennek kérdését tisztázza.
2.2, Lemma; ^ > 0 «setén a 
/2.15/ I +B |- A| * 8
egyenlőtlenség mindig megoldható egész /B,A/-ra és végte­
len sok pozitiv és negativ megoldása van, ha £ >0 és ^ 
irracionális.
J =P/Q racionális /P,Q relativ prímek, Q > 0/ 
esetben a /2.15/ csak akkor oldható meg tetszőleges kis t>0 
mellett, ha £ = 0 mellett is megoldható. Ez utóbbi akkor 
teljesül, ha (b = K/Q alakú racionális szám. Egy megoldás 
esetén ekkor is végtelen sok pozitiv és negativ megoldás lé­
tezik.
Bizonyítás : Legyen 6>0 és ^ irracionális.
Definiáljuk az
u -
egész számot és a
<PСв ) = [и{в|‘Я  , В = o,l,...,U 
egész sorozatot. Ekkor
JL és oú (p(B) - U - 1, В = o,l, • •. ,U.
Az utóbbi miatt van két olyan B^ > B^ egész a fenti В értékek 
között, amelyekre
(p( вх ) = <^(b2 )
teljesül. Legyen
В = B1- B2 >o, A = LB^l - LB2^ - °  és 
B = B2- B 1<0, A = £B2|] - [Bi f > 0
egy pozitiv és egy negativ /В,А/ számpár. Bármelyik esetén
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|В| - A I - |(B1~ B2) I - ([B1?] - [B2|j) I = I - {B2|l I =
$ M B l | b  B i B 2 t ' i l  =  и ^ 1 >  +  {  4 B l l t t - ^ 2 ) - K B 2 ^ i | <  U l f f -
Ez azt jelenti, hogy a B|:-A számok halmaza mind pozitiv, 
mind negativ В mellett sűrű а 0 pontban. Legyen most /В*,A*/ 
egy olyan számpár, amelyre В* ^  -A* a 0 £ -sugaru környe­
zetébe esik és 1 -é i B*| ■£= ü. A 
A 4= B*£- A*
értéke lehet pozitiv, vagy negativ kivánság szerint, de A V  о 
A ^ irracionális volta miatt. Ezért 0 „
Legyen most tetszőleges valós számra
В ■ - В'
pozitiv vagy negativ / / B ^ V  választásának megfelelően/ egész 
pár. Ekkor
I ^  + b | - a | =j I = I 1^  Л  ^  •
Vagyis а В I -A alakú számok /В,А/ pozitiv, vagy negativ egész 
pár esetén is mindenütt sűrűk a számegyenesen. Ezzel bizonyítá­
sunk irracionális esetére kész.
Legyen most JT»p/Q, ahol Q>0 és P,Q relativ primek. Ekkor bár­
mely /B,A/-ra
Bf - A ■ SLr 4a
alakú, ahol К egész szám. Vagyis а В ^  -A számok Q nevezőjű 
tört alakjában irhatok. Ezek egymástól
é >0 Кtávolságra vannak a számegyenesen. Hafbnem ?r alakú, akkor
 ^ Кvan olyan &>0 sugarú környezete, hogy abba nem esik ^ alakú 
szám, igy mellett a /2.15/ nem oldható meg. Ha azonban
^ alakú, akkor a /2.15/ megoldható 8= 0 mellett is* Eh­
hez az kell, hogy bármely К egész BP-AQ alakba legyen előál­
lítható. Ha 1 előállítható B^P - A^ Q alakba,akkor K = / K B P -  
’-/KA^/Q a kívánt alakú előállítás. Legyen c>o a legkisebb 
pozitiv egész, amely BP-AQ alakba előállítható és legyen 
c=B,P-A,Q. Definiálja p és r egészeket a
92
P = pc + г, о - г < с 
feltétel. Ebből
r = P - p c = P -  р (В*Р - A'q ") = (l - pB*)P -(- pA*)Q 
a kívánt alakú előállítása r-nek. Ezért r *= о lehet csak, 
vagyis c osztója P-nek. Hasonlóan bizonyítható, hogy c 
osztója Q-nak is. Mivel P és Q relativ prímek, c«*l követ- 
kezik. Vagyis p  = — esetén /2.15/-nek valóban létezik 
megoldása. Legyen ez /В,А/. Legyen B^ekQ,
k=o,i 1, 't 2, . . . . Ekkor a
/В + Bk, A + Ak / , k = о, ± 1, ± 2,...
számpárok mind megoldásai /2.15/-nek, amelyek között vég­
telen sok pozitív és végtelen sok negativ van.
Ak=kP*
Q.e.d.
Meg.iegyzés : Később szükségünk lesz a lemma bizonyításához 
kapcsolódó következő tényre: £ =P/Q, Q>o,P,Q relativ
primek esetén {íP/q | » í«=o,l,..., sorozat periodikusan a 
k/Q, k*o,l,••.,Q-1, törteken fut végig meghatározott sor­
rendben. k/Q a (jptÍ) intervallum osztópontjai. A fentiek­
ből következik, hogy valamely /В,А/ párra BP-AQ=1, amiből
В — - А в i-, azaz ^B ^  valamint ^ j alakban min­
den k/Q, k=o,l,...,Q-l, előállítható. Ha azonban “k/Q,
oikíQ - 1, akkor t = + rQ, r=0,l,..., esetén
vagyis ugyanaz az érték. Tehát |£ -pH sorozat Q periódus- 
hosszal periodikus és egy perióduson belül a k/Q, o^k^Q-1, 
számok mindegyikét pontosan egyszer veszi fel.
A 2.2. Lemma alapján bizonyltunk egy tételt, amely szükséges 
és elegendő feltételeket szolgáltat egy KIP megoldásának lé­
tezésére. Ehhez természetesen elegendő bizonyítani;a KIP-et 
jellemző egyenlőtlenségnek van bármilyen nagy /В,А/ megoldá­
sa, vagy egyáltalán nincs megoldása.
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2.2. Tétel: Adott ^>0, C\ ± 0, |b valósak és j
mellett a
/2.13/ - 0< < B Bf + ^ “ A 4  o{
egyenlőtlenségnek akkor és csak akkor van megoldása, ha
/а/ ^ irracionális és >  0
/b/ ^ irracionális, cX =0 és (2>=k-|n|j- alakú k,n
egészekkel
/с/ £ «P/Q racionális P,Q>o relativ primekkel és a
/2.16/ -°< « j  <*
egyenlőtlenségnek van К egész megoldása.
А /Ъ/ eset kivételével /2.13/-nak végtelen sok megoldása 
és végtelen sok és tetszőlegesen nagy pozitiv megoldása is 
van.
A /2.l6/»nak pontosan akkor van megoldása, ha 
/2.17/ f«B(Q(°<+(b)) + U j  (Q(o<- (?>)) ^ 0.
Bizonyítás: Vizsgáljuk meg először azcK^o esetet.
/2.13/-nak csak akkor lehet megoldása, ha .^ = •<: ,= £,Jd о
különben értelmetlen /ellentmondásos/. Ekkor /2.13/ ekviva­
lens a
B| + (Ъ - A = 0
diofantikus egyenlettel. Alkalmazva a z = £zj +{z} felbon­
tást, ez az egyenlet ekvivalens a
Н ' Ы р З  - * - [Bf] -tfo
egyenlettel, vagyis a baloldalnak is egésznek kell lennie. 
Oí { z ^ l  miatt azonban ez az egész csak 0, vagy 1 lehet. 
Vagyis az egyenlet ekvivalens a
ÍBji » W  = 0 
Ш - 1 4 Bf}
alternativ egyenletekkel.
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Az első egyenlet csak egész és racionális ^ esetén 
állhat fenn. Ekkor azonban К = ßQ egész megoldása a /2.16/,
|3> - — = о egyenletnek. Vagyis /с/ teljesül. A második e-
gyenlet ekvivalens a (?> = [ß] + 1 "{B|} egyenlettel, ami 
azt jelenti, hogy a /b/ feltétel teljesül j*?-ra. Ha | =P/Q 
racionális, akkor ^BP/Q^ =k/Q, amiből (b =K/Q adódik és igy 
/2.16/ megoldható. Megfordítva, ha X  =0 mellett /Ъ/, vagy 
/с/ teljesül, akkor a /2.13/ átmegy a
В I + к - -[n^- А = 0, illetve BP - AQ + К = О
egyenletbe. Mindkettőnek van megoldása. Az elsőnek B=n és 
A=k+ £n megoldása, azonban В/ n nem lehet megoldás. Ugyan­
is abból {в = {n , В I - n £ = |_B| J - [n
egész és £  racionális következne, amit /Ъ/ esetben kizártunk. 
Vagyis az első egyenletnek egyetlen megoldása van. A második 
egyenlet megoldásának létezését a 2.2. Lemma bizonyításában 
mutattuk meg és /B,A/-val együtt а /В + kQ, A + kP/, k=*l,... 
is megoldások. Ebből a tétel állitása következik.
Legyen most Л>0. Tekintsük a
- Ck < B P + (Ь - А < <X
egyenlőtlenséget. Irracionális | esetén állításunk következik 
a 2.2. Lemma állításából. Legyen f=p/Q, Q>o, P relativ pri- 
mek. Ekkor a /2.13/ átmegy a
-Of«.B (BP - AQ)/Q +fb CK
egyenlőtlenségbe. Mivel a 2.2. Lemmánál bizonyítottuk, hogy 
a BP-AQs-K-nak mindig van megoldása, a /2.13/ megoldása valóban 
ekvivalens a /2.16/ megoldhatóságával. A /2.16/ egy К megoldá­
sából azonban a /2.13/ végtelen sok pozitiv és negativ megol­
dása következik /B+kQ,A+kP/ , k=o,± 1,... alakban.
Hátra van még a /2.16/ megoldhatósága és a /2.17/ ekviva­
lenciájának bizonyítása.
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Legyen К а /2.16/ megoldása. Ekkor /2.l6/-ból 
Q (Ç>" -* )~^ j К
ami csak akkor teljesülhet, ha
К f ^  B ( Q ( + és
К - fj.» C Q(P> -<*>) =-f ^  j ( Q
egyenlőtlenségek egyszerre igazak, amelyből /2.17/ következik.
Ha /2.17/ igaz, akkor legyen például
К = f ^  B ( Q (f> + C$>- f ^  B { Q(^~|bj) =fB> (q ((V°OJ .
Ekkor egyrészt
К <: B Q ^ r  * )
másrészt
K Q ( (b- *  )
vagyis
- Q ( ( b B - К
ami ekvivalens a /2.16/ egy megoldásával.
Q . e . d *
Érdemes azonnal megjegyezni, hogy a К-Algoritmus szerint 
két speciális esetben a KIF-nek nincs megoldása. Ez a két e- 
set :
/а/ 2c** 1, <éB=-éj=<, p> +
/ъ/ 2cX = ^  , ^ B~ ^ j= * 1 = f> + «
Az /а/ esetben P egész. Q = 1-gyel £
_L • л „ 1
- 2 < f>- P< 2 *
amiből P< (Ъ-Д<Р + ifami^)+i egész miatt valóban nem megoldás.
А /b/ esetben 2tt osztója 1-nek, tehát 2oi=
Tflis és a /2.16/ egyenlőtlenség <cK , ■2 « i
k i  л ' Q о0<p>+c4- — <2o(= —. Mivel (?>+£* = 2£o( , L egész^alakú^ p+o( = —
és /2.16/ ekvivalens 0 •< £ - K<1 egyenlőtlenséggel, ami valóban 
nem oldható meg К egészre.
A 2.20Tétel exisztenciális jellegű és nem ad kulcsot a meg­




néhány más formájú egyenlőtlenség megoldásának /közelítésének/ 
az exisztenciáját.
2«lo Korollárium: Tetszőleges x >0, y>0, a i 0 mellett a homogén /z=0/
/2 о 18/ I By - Ax|*^ a
szimmetrikus kétoldali.
/2.19/ 0 f By - Ax <  2a
baloldali és
/2.20/ - 2a ^  By - Ах £ 0
.jobboldali koincidencia feladatnak van megoldása, ha
a>0, vagy x és у racionálisan összefüggők,
és ilyenkor végtelen sok pozitiv és negativ megoldása van; és nincs 
megoldása egyébként /a=0, y/x irracionális eset/, kivéve а /В,А/ =
= /0,0/ tiviális megoldást.
Ez a három KIF tipus igen fontos az ütemezési problémáink szem­
pontjából, mert rendszerint ilyenek merülnek fel. Az egyszerűbb hi­
vatkozás érdekében nevezzük el ezeket kétoldali, illetve egyoldali 
/bal-, ill. jobboldali/ KIP-eknek és használjuk a KKIP, ill. EKIP 
/ВК1Р ill. JKIF/ rövidítéseket. Mindegyik KIP tipusnak két válto­
zata van aszerint, hogy < =  < vagy ^  = ^  . Az utóbbi eseteket ne­
vezzük el megengedő KIP-eknek és KIP helyett MKIP betükombinációval 
jelezzük. Ha nincs specifikálva /vagyis lehet megengedő, vagy nem/, 
akkor az /М/KIP jelölést használjuk. így pl. B/M/KIP legyen a /2.19/ 
elnevezése. BKIP legyen ugyanaz <• = < relációval és BMKIP = rí 
relációjellel.
A fenti bármelyik KIP megoldásán a nem triviális, nem-negativ 
legkisebb megoldást értjük, amely egyértelmű, kivéve az x=y=0 dege- 
nerált esetet, amikoris а /В,А/=/1,1/ lehet a megoldás. Ezt a kö­




A lánctörtek elméletének a számok racionális közelítésé­
re vonatkozó eredményeire a koincidencia feladat megoldásá­
hoz van szükségünk. A lánctörtek elméletével kapcsolatban 
elsősorban Perron ilyen tárgyú £P4] könyvére támaszkodunk. 
Szögletes zárójelben közöljük sokszor e könyvbeli tételt, 
amelyből állitásunk következik, vagy amelynek átfogalmazása 
az általunk bizonyított tétel. Egyszerű hivatkozás helyett 
a legtöbb tételt bizonyltjuk, mert azokra más formában van 
szükségünk. A különféle összefüggéseket azért foglaljuk ösz- 
sze, hogy az ütemezési probléma tényleges tárgyalásánál az 
euklideszi algoritmus általánositása alapján nyert összefüg­
gésekkel analógiát teremtsünk.
Általánosan lánctörtnek nevezzük a b  . a,, b, . a„. b„....---------  о 1 1’ 2’ 2’ ’
an* bn* *** v®geS vagy végtelen számosságú változóknak, mint 
elemeknek a
/V ъо
b + .П . .
alakú kifejezését. Az elemek száma szerint a lánctört véges
vagy végtelen. Az /L/ helyett használjuk a 
a, . a„ , a
b + о
1 I 2 I n I
!b^ + fbj + * * * + fb^ + * * *
jelölést is, ahol H H1 n a lánctört n-edik tagja.b a O-adik tag.
Ha a lánctört az n-edik taggal végződik, K=n+l-tagú lánctört­
ről beszélünk. Végtelen lánctörtnél legyen N=i». ay a V-edik 
résszámláig. by a V-edik résznevező.
av/+l 1+ I ъ + ’I v+1
lánctörteket az /L/ lánctört teljes hányadosainak nevezzük.
V - bv O ^ é N ,
98
maga az /L/ lánctört. A véges
al Iu)w = b + гт“  + v о I bx b~ ÖéV^N,
lánctörtek az /L/ közelitő tört.iel. Formálisan igaz a
‘v+l i




A_2= 0, A_1= 1, B_2= 1, B_1= 0
A-y — b ^ | A ^ _ ^ +  3 yA-^ _ 2  * ®  V —  b V ® v — 1 ^  a ®
kifejezéseket, bizonyíthatok az
cO у ~ B. Oi V< N,
Av V i “ Av - i Bv l í V < N»
azonosságok. A^, B^, - 2 < V < N  az /L/ lánctört közelitő szám­
lálói ill. közelitő nevezői.
Ha /L/ elemei számok, akkor minden u) . véges közelitő törtY _ оértéke kiszámítható, feltéve, hogy az utolsó tag nem — hatá­
rozatlan, amikoris СО у értékéről beszélni értelmetlen. Ha /L/
véges és az utolsó u) nem értelmetlen, akkor £ «СО az ° n 1 0 n
/L/ értéke. Ha /L/ végtelen és az COy, ^=0,1,... sorozat kon­
vergens, akkor ._ ч AVc = lim L0y= lim —O 0 V-^ -ùü V-*^ o ü V
az /L/ értéke. Ha В
lim I oo
létezik, akkor /L/ nem lényegesen divergens és = iX> érté­
ket definiáljuk.
Szabályos lánctörtnek nevezzük azt a speciális számelemü 
lánctörtet, amelynél a^ = 1, 1-<V<N, b^, 0 + V <  Nj egészek 
és bv# 1*V<N, pozitivaJc. A továbbiakban csak szabályos lánc­
törtekről lesz szó és lánctört alatt ezt értjük. A szabályos 
lánctörtek jelentősége abban rejlik, hogy minden valós szám
- 99
egyértelműen fejthető szabályos lánctörtbe az u.n. euklideszi 
algoritmus segítségével. Ez a következőképpen történik.
Ha egész bQ, akkor ^ 0=b0 a lánctörtfejtése.
Ha £_ nem egész, akkor legyen b .-ti o] és ro . .
Ekkor _ 1r Ha egész b^ , akkor =b + T~—í.0 0
lánctört-fejtése. Ha ^  nem egész, a Q-ra végzett
eljárást ismételjük. Az algoritmus akkor ér véget, ha vala­
mely n-re = bR egész. Ekkor lánctört-fejtése
f o - bo + f ^ + -  + f ÿ -
egész, akkor legyen l>n . [|n] , rn .{ ^  , |n+1- i-
;o’ fi’"'
Ha nem
Ilyenkor 1 h n4i ^  00 Ha a n,. • •
sorozat egyik tagja sem egész, akkor az algoritmus sosem ér 
véget és a J: q végtelen lánctörtfejtésének egyre nagyobb tag­
számú közelítését kapjuk.
A teljes hányadosok és b^ résznevezők között az a-
lábbi összefüggés van; az euklideszi algoritmus alapja:
1V “ bv + ; 9+1




szám lánctört-fejtésére az euklideszi algo­
ritmus formálisabb megfogalmazása.
E - Algoritmus:
Bemenő adat: ^ q valós szám, ф> feltétel
Kimenő adat : N tagszám, bQ, b^,..., bjj__^ résznevezők és jelzés, 
1.lépés: N=0; V=o; S',, = £ ;
2,lépés: H=N+1;
loo
Ha g y egész, akkor by = ^ y és Vége 1,
Ha g y nem egész, akkor gy = by + •l/g.Vf.I * Ъу egész, ^ г1> 1; 
3» Lépés; На <ф>, akkor 3- és Vége 2.
Ha nem <ф , akkor V: = "V + 1 és 2, Lépés, 
vége. 2»
А ф  bemenő feltétel olyan, hogy végtelen lánctört esetén 
is véges lépésen belül igazzá váljék és igy biztosítsa az E- 
Algoritmus befejeződését, fr jelzi az ilyen "kényszerbefeje­
zést'' a Vége 2, lépésben. Véges lánctörtfejtésnél a teljes 
tag-sorozattal végződik az algoritmus a Vége 1.lépéssel, ha 
közben ф  feltétel fel nem lépett. A Vége 3. lépésre sosem 
kerül sor.
Mivel g y > 1 mindig teljesül V^l esetben, véges lánc­
törtnél Ê = b 5: 2 lesz. b* = b - 1, b* = 1 definíció'  ^n n n n n+1
val irható
ahol b* > 1, n ’ ezért a
is szabályos lánctört. А Ьд ilyen felbontásával, vagy ennek 
mellőzésével véges szabályos lánctört tagszámát tetszőleges 
paritásunak választhatjuk.
A szabályos lánctört jelölésére használjuk az egyszerűbb
/2.21/ Lb0’ bi* * * •*bV'-l*bv» * * *J = b0+ ~ ! ~ : ÏV V  •;
b +V-l bv+ .
loi
jelölést. A közelitő lánctörtek
/2,22/ tAj^ = J_bo<b^,... ,b^  J , >/ = 0,1,..,
a teljes hányadosok
/2.23/ - L N  ,b^ +2* * * * 3 » OfV'CN.
A b , oiV^H, résznevezőket nem-teljes hányadosoknak 
is nevezik. bQ kezdőtag kivételével pozitiv egészek. Igazak 
még N > 1 mellett:
/2.24/ = [_ ^ y' V^+l* * * * *  ^- V<^V < N,






by< |v< bv +1 , ^ +r
Minden véges szabályos lánctört egy racionális, minden 
végtelen szabályos lánctört egy irracionális számot ábrázol 
értéke .ként, amely mindig létezik £2.6. Tétéig. Minden raci­
onális szám egyértelműen állitható elő véges szabályos lánc­
tört alakjában /mod 2 előirt tagszámmal is/ [_2.3 Tételj . Min­
den irracionális szám egyértelműen végtelen szabályos lánc­
törtbe fejthető |_2.6. Tételj • A lánctört-fejtést az euklide­
szi algoritmus szolgáltatja.
Ha racionális szám, akkor E , V^l, is mind racioná­
lisak es n=N-l mellett
/2.27/
n—1 n—1 f *çn
= b* + —;-
B n i-i
, n bn >1, vagy
, ß • n= b* .ál, Ç n+l n+1
Ekkor n*=n+l az n-el ellentett paritású.
Definiáljuk az általános lándtörtekkel analog módon
/2.28/ A-2= °* A-l= B-2= 1* B-l= °
A y byA^_^+ Ay_2 • b\i - ^VBy-l+ By-2 * Oír VkN,




/2.29/ -^V=i“ , OéV<H.B V
Az A^ , es cO^ számokat a /2.21/ lánctört V-edrendü
közelitő számláló.iának. nevező.iének, ill. törtjének hiv j ük. 
Bevezetjük még az
/2-30/ n - f v V l + V 2  • BV ” lvBv-l+ ? V-2 •















A* 1= v+l § -АД , B» «í +1 V * -V +1
Z T5 9yV+1 * * OiV< N-l,
Av bvAv 1+Av ?II>3 1ъо»ь1****»ь Л  1 = B V =• 1 V"2 0 A V<H ь,ву _ Л _ 2 ’ 0 - v " 1'-
!«■ ^ ь°,ь1... bv-i*iv> b > - • °í v ‘n-
[bV*bv-l»*,#»blfbo] "
B.
О -ь V < N,
V-l
j^ bv ,b » • • • fb^ j t lf V < ÏÏ,
AVBV-1 - AV-1BV= ^ 1)V“1 » °tV4N,
/А^.В^/, /A y *A^/» /Бу-1,в/  relativ primek, OiV< N,
AV (-1)^
B„ “ Ж.В* ’ 
v a" r+1 A.
0 i V < N-l,5 v M ° -
S „i-Sv ^ ; 4 tr  Г Т  - r . ’ blf-- •V +l V V v+l
Í SV+1 - § v H ^ +i| 4 S V | . 0SVCH-1,
ls v+i-sv|-|^ -Е^+1| v+2V+2 -V+i r B .Bv+2 R
(B|VI V +l bS_k!_\
, 0r< V<N-2,
1 B o * B l •
в; > b v »
в • < в , ,V V+l






racionális, akkor N - 1 = n véges, n b és n
A*n n B* = В n n fo “ В » Sn °*J -n
és mivel /2.37/ következtében An/Bn irreducibilis tört, 
/2.43/ éppen relativ prim hányados előállitása. Ha 
?=P/Q, Q>0, P,Q relativ prim a racionális szám, akkor
An*P, Bn*=Q. На I o irracionális, akkor is y== V V
0 £ V-^QO, annak racionális közelitései és Írhatjuk általá­
nosan, hogy
A V/2.44/ f n = lim <U)V = lim^ V-^N-1 V -*-N-1 V
/2.38/ és /2.42/ alapján
/2.45/
bvb;+i в в , лV v+l
ahol
В
0 <  |fc'v|^l, O-cjeJI-cl, <N-2
és N-l = n véges esetben,/2.46/
в _Bn-l n В
—  , ahol 0<|£v^ _1] < 1.
n-l
Vezessük be az OOv = Ay/By , OíiV-kN,
52. = I v < n}
elemekkel az
= b + о о
halmazt. Nevezzük ezt a főközelitések í^ almazának.
Speciálisan, ha £ =bQ egész, Q. = ^^2 }е§Уе1ешй» ha
, Г)* r'D Ь..Ъ +1 1. ±- akkor iu = 4 —  . ■ ■ ■ — f kételemű halmaz ésb. .. -u llK ■! -.b, J1 • .• b b b +1 1
N>2 esetén b(L =1^» “ b — ’**3’ SS elS° két eleme 1 nevez°3u» 
ha Ьх=1. 1
/2.38/ szerint az ccs^  = Ay/By közelítő törtek váltakozva 
kisebbek, illetve nagyobbak |Q-nál: páros V-re kisebbek, pá­
ratlan V-re nagyobbak. Bármely egymást követő két cO^, 
OiV<N-l, közrefogja ^ Q-t és a közrefogó intervallum
hossza /2.39/ szerint -O .1= 1/B ,B , , amely /2.42/ kö-■ V+l V' V v+1
vetkeztében monoton csökken.
1о4
A csökkenés V  — ^ V + 1 lépésnél /2.41/ szerint annál nagyobb, 
minél nagyobb Ь^.+ ^ nem-teljes hányados, azaz ^ ^ 2  "teljes há­
nyados.
A /2.38/ közelités hibája /2.26/ és /2.27/ alapján alulról 
is becsülhető és
/2.47/ |S*l- в в» _V v+i
>
Bv a v i +1> v W в r(BV +l+ B v)
0< V< W-l.
Az u)y, о fŸ<H, főközelitések a ^ =0 esetben a koinci­
dencia-feladatok megoldásában elsőrendű szerepet fognak ját­
szani. Szükségünk lesz azonban a lánctört-fejtésből származ­
tatott további közelitésekre is, amelyeket alább vezetünk be, 
1 esetén legyenek
/2.48/ 60
A , cA , n +A , - V,c «_ V-l V-2
V,c ВV,c
, 0< c , léi N 
oBv -l+B»)-2 v
a ^ o mellék-közelitései, Legyen
* ^
/ 2 . 49/  Q = u{cov i OC c<bv , l éV<Nj
a £ közelítéseinek halmaza. A /2.29/ jelölést és a /2.48/ о о ----_____________
definíciót kiterjeszthetjük úgy, hogy V=-2,-l, ill. c=o és 
by értékekre is értelmezve legyen.
Ekkor
/2.5о/
0cO-2 = 1 , U)^ о »






0± v-í N, 
О £ с £ b
Az szimbólum, értelemszerűen, bármelyikét jelölhetiу  , C
az A^ /В szimbólumnak, e hányados értékének, és a у, с V , c
/В A / egész számpárnak. Mint érték legyen új -, = -r = 00V I C  9 V j C  — -L U
ésAz cO , 0< c < h,, értékek mind az 60, =tO, 0 V , c V ’ t', о v-2
лЗ .értékek közé esnek és monoton közelednekv>,bv v V-2
felől cOу felé. Ezek mindnyájan a azonos oldalán he­
lyezkednek el és ùj c növekedésével monoton közelit € -hoz.Vt c А О
1о5
Könnyen igazolhatók a következő összefüggések:




/2.53/ A _BV—1 V
(-!) ( сг-с2)
, 0 - c1»c2 - by , Oi V<N,
v ’ 1 у 2
_ ( ~X) 0< с"^Ь о V < NГ  В’В ’ с - Dv , U _V V.c
Ez utóbbi következtében
/2.54/ /*ViC.BVfC/. /Aj,c.AV-l/> /B</,o*Vl/ relativ primek
(-l)V
es
/2.55/ СО , ,-CO^-1 ^V,c B. ,B ,* -^1 vV
, Oé cf b , ,
A /2.38/ és /2.52/ figyelembevételével ebből
I 6 0  v - 1  _ u j v , c i  “  I f o  _ c ° v - l !  +  | | o  - c ° v , c l
ezért minden o ^ V C N  mellett az
£0 v_i « J>c • °‘- cíbv
a Ç ellentétes oldalán helyezkednek el.
Szükségünk lesz még a könnyen igazolható
B'V-1 < BV,c < B V * eu c^b^ , 2 6. V C'N,
/2.56/ В _ < В = В , -1 о, c o ’ 0< c < b ,
Bo < B l,c< B l > 0<c<b^ , ha b^>l,
/2.57/ в, < в , lícíb^ , 1-é V < N,л/,C-l ^  V,C * V *
/2.58/ I5 v -2|> IS v .c I> Is v I , CU с<Ь^ , 0 6VCN,
/2.59/ i° y.c-llH^ y,c| , 1 í c - b v , 14v><Nf
/2.6о/ 1S v _i[ > 1 S J , 0-èv><N,
egyenlőtlenségekre
1о6
Legyen c = b 0 0 , ha b^'l , és jelölje
c.j , 0 < bv , léV2N, -
azt a legkisebb c indexet, amelyre még a
/2.61/ |§„|í
* • • •




Ä  ={60i|i=1»2»*** } ={W o,bolbl>1]l/\t°V,c|CV'c- bV* V =1’2’**#} *
Az 9 T < z £  halmaz tartalmazza baloldali közelítéseit, 
az CI Ç? halmaz tartalmazza £ jobboldali közelité-^ О
seit növekvő nevezők szerint rendezve. CO , ill. CO-, i=l,2f...
monoton közelednek felé balról ill. jobbról. Mindkét hal-tomáz 1 nevezőjű törttel ^ ezdődik; fí. a —  = ^ 0 főközelitő tört­
tel . S L pedig a törttel, amely az íO^  főközelitő tört,
ha l0 1=1, különben az 60.^  .^ /03.^  mellé: közelitő tört. A követ­
kező elem - ha van - nevezője 1-nél nagyobb mindegyik halmazban. 
Véges N-l=n esetén valamelyik halmaz tartalmazza a ^ q = C0n 
elemet, amely tekinthető egyformán bal- és jobboldali közeli- 
tésnek is. Légyénél? és az О  -nel kiegészített halmazok.
Я.t Æ + - ï ï 0 ^ Æ ,  Я. fí-o.? 0 f l í i £  -  í w n }  •
Az Я. halmaz olyan közelítéseket tartalmaz, amelyek távolsá­
ga ^ Q-tól monoton csökken és egyben növekvő nevezővel rendelkez­
nek. ' 2 c  22 és általában szükebb -nál. Csak akkor tartal-
mazzaCO , = o) elemet, ha bn o,b ^ o  1 > 1.
Definiáljuk még a
/2.62/ Л  = В £ - A vV V Ч о v -2i V/N
- 1о7 -
es
/2.63/ A  = В £ - A  , Oi c f b  , 0£V<N,V,c V,C CO V,c ’ w * ’
kifejezéseket. B ï 0 miatt Л  előjele egyezikл V »c V,c
>5 előjelével. E mennyiségekkel kapcsolatban соV } C Vj с
= /В , -А / vektort jelöl. Korábbi formulák következ­n e  * V,c ményei a
/2.64/
/2.65/
V> “ -R ». ízllV В * * 0 ±V<N,V+l
A V»c B* , 0< с *Ь^ , 0 ± \/< N,





• °‘ ° * V
l ^ v . o - l l ^ v . c i  • 1 ' c í b y  '
/2.66/ alól kivétel a
I ^ 1, J  = l^ol » ha fi = 2’
eset
2.5. Legjobb közelítések és közelitő megoldások.
A szám.^L közelítései segítségével megoldhatók azok 
a speciális koincidencia feladatok, amelyek /2.18/ - /2.2о/ 
alakba irhatok fel. A
/2.68/ В £ o - A = 0
egyenletnek akkor és csak akkor van nem triviális /В,А/ egész 
megoldása, ha racionális CHj • Akármilyen esetén bár­
mely /В,А/-га, В >0, vagy
/2.69/ B | o - A ^ 0 ,
vagy
/2.7о/ В |o - A£.0 .
A /2.69/ tulajdonságú /В,А/, B>0, számpárokat baloldali, a 
/2.7о/ tulajdonságúakat jobboldali közelitő megoldásoknak 
nevezzük az A/В bal, illetve jobboldali közelítésektől való 
megkülönböztetés céljából. Hamarosan látjuk, hogy a megkülön­
böztetés szükséges.
Az CO=A/B törtet, ahol
/2.71/ В > 0 , А,В relativ prímek
a ^ o legjobb egy - /bal-. ill. jóbb-/ oldali közelítésének 
nevezzük, ha bármely az A/В és ^ q közé eső /határokat is be­
leértve/ A/B-től különböző P/Q törtre
/2.72/ j QI >  В
következik. Az A/В törtet a /2.71/ feltétel mellett a | 0 leg­





fennáll, a /2 ,72/ következik.
Az <~0= /В,А/ egész párat a /2,71/ feltétel mellett a 
^ 0“hoz legjobb egy- /bal-, ill, .jobb-/ oldali közelitő 
megoldásnak nevezzük, ha bármely /Q,P/^ /В,А/, Q >0, szám­
párra a
/2.74/ sgn /Q | 0 - Р/
/ Q - P ^ 0, ill.
feltétel mellett a
/2.75/ i Q f  0 f 0 - Al
relációból a /2.72/ következik. Az со=/В,А/ a /2.71/ felté­
tel mellett a ^ o-hoz legjobb közelitó megoldás, ha bármely 
/Q,P/^ /В,А/ mellett /2.75/-ből /2.72/ következik.
A rövidebb Írásmód kedvéért a most definiált fogalmakra 
vezessük be a LEK,/LBK,LJK/, LK és LEKM,/LBKM,LJKM/, LKM 
jelöléseket. E definíciók lényege az, hogy egy cc akkor leg­
jobb közelítés vagy közelitő megoldás, ha bármely más nem 
rosszabb közelítés ill. közelitő megoldás nevezője ill. első 
komponense nagyobb. Hincsin £К9] a közelítés és közelitő 
megoldás fogalmára az I. ill. II. típusú közelítés elneve­
zést használja.
= sgn /В ^ ‘o - А/
«lo - P í  0 /
A fenti definíciókból következik, hogy ha 
hO =A/B LEK, ill. LK és j'Q.|£B, akkor biztosan
/2.76/




LE KM vagy LKM és ÍQ,|<B, akkor
/2.76/'
По
A LK és LKM meghatározásához alapvető a következő lemma:
2,3« Lemma: Legyen lù 6 5Í?. , és /Q,P/. egészek, amelyekreV» c
/2.77/ 0 < Q ^ Вv,c
»/«И*«,., . В Д ^ , . г
Ekkor 1 a c ± bV’ l i V < H  mellett
- A ,о V,c/2.78/ j Q P - Pl >  Ib 6 - A _ >  |b1 I -  I v . c - l j  о V.c-l1 1 V *c
Bizonyítás : A /2.78/ alatti második egyenlőtlenség azonos 
/2.67/-tel, csak az első relációt kell igazolni. Legyen
! •
/2.79/ P = MA , + NA , n ,V,c V »с-i ' Q = MB, + NBV,С V,с-1
egy egyenletrendszer M,N ismeretelenekre. Ennek determinánsa
a /2.36/ felhasználásával
А В . - А ПВ = ± 1 V,c y,c-l V,c-1 V,c
egésznek adódik; létezik egyértelmű megoldás, amely egész. 
A /2.79/ felhasználásával
/2.8о/ P AV,c/ + N/BV,c-1
egy azonosság kell hogy legyen.
Az M ä O, N í O  lehetetlen /2.79/ és Q > 0 miatt.
Az M>0, N > 0  kizárt, mert /2.79/-ből Q>By c ellentmondana 
/2.77/-nek.
Az N e 0 esetén P/Q = A /В. ismét ellentmondana /2.77/-nek.V,c v,c
Tehát N^O és M,N különböző előjelűek.
Ha M=0, akkor /2.79/-ből és Q>o-ból N.^l és /2.8o/-ból
| Q | 0 - P| . И 
amit állítottunk.
ВУ.С-1 - Ao y,c-l >  ВJvi,c-1 |o ■ A-V,c-ll •
Legyen most MN<0. Mivel
By,c^ 0 Ay,c BV-1 ^ o A^-l + Bv,c-l,f о ~ Ay,c-1 Î 
ezért /2.8o/-ból
Ill
/2.81/ Q | o - P = M/B. : - A / + /M+N//B „ ,о V —1 Я ,с-1 о " Av,c-l/e
M+N=0 nem lehet mert akkor /2.8l/-ből az relativ
prim volta következtében P/Q = i^By 1 ellen'tmonciana fel­
tevésünknek, /2.77/-nek.
Ha M> 0, N<0, akkor M>ÍHl nem lehet, mert
/2.79/-ből B.V,c Bw _ + В . -, felhasználásávalV—1 V,c-1
Q = ИВ.Л с  - - /« - Í»l/B„>0 +1 > Вl N I V l -  - v . c
adódna /2.77/-tel ellentétben. Ha viszont M<(N) , akkor 
/2.81/ jobb oldalán mindkét tag azonos előjelű, hiszen
■^v-1 és ellentétes előjelűek és M és Ш -N úgyszintén.
I
Ezért /2.8l/-ből
1 Q f  - P I = M|B £ - A. . I + I M + Njj B, -A,■4 co * I V-l^o V-l1 1 •' V,c-l\o V,c-1'
> |B*>,c-l о \  ,c—1 I ’
amint állitottuk.
Ha végül M<0, és N>0, akkor |M| > N lehetetlen, mert 
/2.79/-ből Q<0 adódna. Ha viszont |M|<N, akkor /2.81/ jobb­
oldalán ismét azonos előjelű tagok állnak és
jQ|o - p í - ! » l l Bv - l f 0  - N - l l  +  +  N / I B „ , 0 - 1 § 0  - AV,c-l)-
* íBV,c-l^o Av,c-l| * 
amint állítottuk /2.78/ alatt.
Q.e.d.
Ez a lemma általánositása a következő lemmának 
[2.17. Tétel] .
2.4» Lemma: Legyen Ca)^ £.jZ és /Q,P/ egészek, 
amelyekre
/2.82/ 0<Q-£Bv ,
P/Q / 6C V.
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Ekkor li V4 N mellett




o Í B  í - A I ha N=lV P/Q / b + l V € > 2  o j o  o l  о  S l
j В € - A ! ha N>lAp/Q = b + l A  £.,= 21 о  \  о  о '  о  h l- P h  = 
<|В í - A ! ha N>lAP/Q = b + lAl<^\<2. I о \ о ol о Sl
lQ fo - pl * ‘ Avl
reláció csupán N > 1  és £ ^ < 2  esetén állhat fenn V=0 és 
P/Q=bQ+l speciális értékek mellett.
Bizonyítás ; Az utolsó mondat csupán a /2.83’/ átfogalmazása, 
nem szorul külön bizonyításra.
c = b 1 ^ V <  N mellett a 2.3. Lemma szerintV 9
/2.82/ esetén P/Q/í mellett l
lQ §o P í - 1Вл),Ь^-1^о " AV,b^-J =l^v,bv-ll *
/2.66/ szerint azonban \Á.j b kiv®ve a v = 1» 2
esetet, amikor a /2.66’/ szerint = j/ij. A P/Q ^
értéknél nyilván |q | q - p | = | А у-11 = |BV-i§0 - Ay-1| .
Vagyis a /2.83/ első relációja bizonyítva van. Azonban /2.66/- 
ból 1-V-k. N mellett jЛ y _2|>jÁj, amely bizonyltja a /2.83/ 
második egyenlőtlenségét.
V=0 mellett /2.82/ ekvivalens a Q=l, Р/ bQ feltétellel.
Ha pfbQ - 1, vagy p--b0 + 2* akkor lQf0”pl = i<§o“PÍ - 1=í‘^ _1| >í AJ* 
Egyedül a P/Q = A 0+ eset van még hátra. Ha N=1, vagyis
é =bQ egész, akkor /2.83’/ jobboldala 0, tehát
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P/Q / bQ/l mellett /2.83’/ igaz0 / bQ esetén
- AÎ Q S -P| = b + l -  fc = 1 -  1/É, > l/£, = é - Ъ = I В f ' 4 50 1 O 3 ° 51 S 1 5 ° 0 1 ос о 0
akkor és csak akkor teljesül, ha ^ 1>2. 1 - 1/|х = 1/£г akkor, 
ha £  2 /^0=b0 + \  alakú/ és végül 1 - l / ^ < l / ^ t ha 2,
Ezzel /2.83’/ is teljesen bizonyítva van.
Q • e * d.
A lemma élesen mutatja a lánctört-fejtésének specialitását 
a £ = bQ egész és = bQ + — alakú számokra, vagyis amikor
^  o =  0 / mod ^ /.
A €  - b esetben minden közelitési probléma elesik. A £ = b +
П  J bo bo+1 2bo+1 l °esetben jC = \ —  , — —  , — —^ J a három közelítés, azonban az
első kettő nem lehet sem LK, sem LKM mert azonos nevezőjű egyfor­
mán közelitő két tört egyike sem legjobb.
A következő tétel azt a fontos tényt rögziti, hogy a legjobb 
egyoldali közelitő megoldások pontosan az összes közelítések 
nevezője és számlálója alkotta egész számpárok halmaza. Ez tehát 




2.3. Tétel: éppen a LEKM-ok halmaza,
С? a LBKM-ок, a LJKM-ok halmaza.о о
Bizonyítás : liécéb^, H  V 4 N  mellett a 2.3. Lemma sze­
rint а В -nél nem nagyobb Q-ra bármely P-nél v,c
lQ ?o “ Pl - !Bv,c-l§o “ AV,c-l! =l ^ V,c-lÍ »
ami alól egyetlen kivétel a P/Q= 60^ azaz a
/Q,P/ ** /MBy MA^ számpárok /М-/0 egész/. Ezekre
azonban
ЖВ , _ 2 - MA = MB _ C) . _»/-1 ^  о v-i v-l у—1
éppen ellentétes előjelű a
В , É - A., = В v ,V»c ^  о V,c V, с V,c
mennyiséggel, tehát /2.74/ nem teljesül. A /2,74/ definí­
ciós követelmény esetén tehát /2.78/ mindig teljesül. A 
/2.67/ folytán ekkor
1а|о - pl > | A Vi0|,
tehát 60 , H c é b  , , 1-t <  N valóban LEKM.V,c v глMeg kell még vizsgálnunk az со <= j l elemet. Mivel új =jо о *-
mindig baloldali közelítés és közelitő megoldás és а /ь +1У/1о
jobboldali, ezért a P/Q = (\> +1^/1 törttel szemben 
nem kell 60 pontosságát ellenőrizni. Ekkor viszont a
2.4. Lemma szerint ^fo”P* ^ ^ Bo^o_Aol fennáll, tehát tOЛ)" * r~) + 0LBKM. Vagyis valóban bt elemei LBKM-ok, ли elemei 
(—) 0 °LJKM-ok és igy .X elemei LEKM-ok. Bizonyítandó, hogy csak 
ezek.
]
Legyen A/В egy LBKM. Tegyük fel, hogy A/B^Í2q . 
Mivel /В,А/ BKM ezért /2.74/ szerint B ^ q - A^O. Egyen­





В £ - А >0 .
Véges N esetén В >  В nem lehet mert В € - A = 0 biz-ö n n J о n
tosan jobb közelitő megoldás kisebb nevezővel. B=1 nem
lehet mert СО =b /1 é. j r a legjobb 1 nevezőjű BKM. o o  l'o
Tegyük fel, hogy van olyan páratlan V^i,hogy B ^ ^ ^ B í  B^ .
Az иЛ , baloldali közelítésre a 2.4. Lemma szerint 1 В £ - Aj ZV—1 о °
*(BV “ Av _ i l  ellentmond /2.7б/-пак, igy A/В nem
lehet LBKM. Legyen tehát B^ 1 < В •£ В ^  valamely páros 
V5 2 mellett. A /2.42/, /2.56/ és /2.57/ alapján
B, . = В < В , -,<B. < В . ,V-2 V» о V, с-1 V, c V,bi
ezért van olyan la c -ab^ , hogy
— в  ^, о< с< ь^ , 2 a v ■< N,
в , < в  <  вV,c-1 V,c
А 2.3. Lemma szerint minden 0< B.aB„ , A/B/kJ és А/В/бО -, .V,C' V,C V-l
esetén, amelyek most mind teljesülnek, /2.78/ igaz, azaz
ÍBé - a I >  i в , ,a - A  1 I .> 5 o  ' I V,c-l^o v.c-1 '
Ez azt jelenti, hogy egy B-nél kisebb nevezőjű6^ , c-1jobb
baloldali közelitő megoldás A/B-nél, vagyis ellentmond annak,
hogy A/В egy LBKM legyen. U^yanigy bizonyítható B>1 esetén,
hogy egy A/В LJKM csak S T  eleme lehet. Csupán az /1,А/
alakú LJKM-ról kell bizonyítani, hogy nem lehet más, mint OJ-, , é
o~A4. 0, igy
A > lé i =b . Azonban £ =b esetén A=b , oJ о \ о о о ’
AsbQ+l számlálóval А/l ,
gyen. Ekkor azonban
l|o - A l> lfo - bo - L  * lEl,lf0 - Al,ll
ami ellentmond /2.76/-nak, igy А/l nem lehet LJKM.
f/ b esetén о оigy A>bo+l kellene le-
Q.e.d
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Ez a tetei azt jelenti, hogy bármely céuJL közelitő megol­
dással szemben a nem-nagyobb azonos oldali /Q,P/ közelitő meg 
oldások rosszabbul közelítenek és e rosszabbak közül a legjob 
ban közelit az ÍZ 0 Ez azt is jelenti, hogy az
^ c _ 1 ^  Я. LEKM-nál nem rosszabb azonos oldali KM-ok "ne­
vezője" mind nagyobb c  ^-nél és ezek között a minimál is 
"nevezőjű" éppen az £ Я .
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2,4, Tétel; На ^  q /mod —/ , akkor a LKM-ok az
= /Bv , A^/ , Íré V><N,
egész számpárok, valamint az
11*3
w  0 = /1 . b0 /
ha Ь > 1 |_2.18. Tétel! .
akkor és csak akkor,
Bizonyítás. A 2,4. Lemma /2.83/ relációja biztosítja, hogy 
valóban LKM. A /2.83*/ pontosan cOQ-ra adja meg a LKM 
feltételét. Igazolni kell még, hogy B>1 esetén A/В csak 
akkor lehet LKM, ha A/В é SZ
Az nyilvánvaló, hogy csak LEKM lehet LKM, ezért elegen­
dő A/B€:ÍZ elemekkel foglalkoznunk. Mivel
ВV,c >  ВV-l
a /2.56/ szerint és
K c í  b , b1 ->i »
| A v,c!> lAv.il . i é V < H ,
a /2.66/ szerint, ezért 40 . lí c£b . közelitő meg-v,c * V *
oldásnál mindig van kisebb nevezőjű és pontosabb közelitő
megoldás, az u) = cO ÍZ*, tehát cO nemv+l,o v/-l w ,elehet LKM.
Q.e.d.
Vezessük be az
Q . Ö  = í t0olbl> 1 } L’'(°V. 1 - ^ 4  i{(J* |i - 1,2...-J
Át.halmazt. Ez a LKM-ok rendezett halmaza növekvő nevezők és 
pontosság szerint rendezve. Ennek egyetlen 1 nevezőjű ele­
me az СО * , amelyre CO *=63 ha ъ > 1 ,  COf=Cj ha h = 1.1 l o l  l l l
:= 0 /mod ^/esetén az egyetlen LKM maga a /l,bQ/, illetve
/2,2b +1/ alakban, a £ =b és € =b + — eseteknek megfele- ’ о  ^ o  о  ^ o  о  2  °
lően.
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Tétel: я  elemei éppen a -hoz LEK-ek;
a 0 elemei a LBK-ek, Ç l-o elemei a LJK-ek. 
Bizonyítás : Hogy Sí. elemei LEK-ek, az következik
a 2,4. Lemmából. Ha ugyanis Q ^ B  relációból következik
• a k k o r Ü o - Q l > QÍB! o - Al 4  Bf o - Aí =1 f o -
Ezért minden LEKM egyben LEK is. Be kell látni, hogy nincs
más LEK. Tegyük fel, hogy £/B egy LEK, de A/В ^  ÇL . Ha A/B < i0.( 9
akkor ! B| >0 miatt az (J = —  jobb közelítés nem nagyobb nevező-o 1 ^vei, igy A/В nem LEK. Ha A/B > cO €= .bt.  ^ akkor nem min- 
den nem-nagyobb nevezőjű tört rosszabb közelítés, tehát A/B
nem LEK. Tehát A/B csak az icO .СО 1 intervallumba eshet. Ek-о 1,1
kor van olyan V i l  és i t c é b v indexpár, hogy A/B az oo
és uj V *c közé esik. Ekkor /2.51/ figyelembevételével
V ,c-l
Íb ‘ ^ V . c - l N ^ V . c  _C°V,c-lÍ =0 < ’ £
amelyet B.BV.c-l -gyei szorozva0 < I AB . - A -BI V,c-1 V,c-1
В В V,c V,c-1
В
ВV,Cegyenlőtlenség adódik. Itt a középső tag egész és legalább
1 ezért ebből B > B  adódik. Mivel СО közelebb vanV,c V,cC, -hoz, mint л1) , és A/B e kettő közé esik /és0° V»c-l ^
egyikkel sem egyenlő, hisz abból A/B ^ iiL. következne/, ezért 
6Ó , közelebb van £ , -hoz, mint A/B. Viszont nevezőjeV 9 С О U
kisebb, ezért A/B nem lehet LEK. Ez ellentmondás.
Q.e.d.
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2.6. Tétel: A LK-ek halmaza az ül .
j,Z
tések, és csak ezek.
/2.84/
Vagyis C*3c /ha b1>l/, 
bO w /lírV-íN/ és - / c ^ c <  by, lí:V<N/a legjobb közeli-
—  , ha b^ páros és В^/Ву_1 > ^  v
f> (-|) egyébként 
[2.18, 2.22 és 2.23. Tételek] .
Bizonyítás: Nyilván C^0 akkor és csak akkor LK, ha LKM, hiszen 
BQ=1. Továbbá minden LKM egyben LK is az egyoldali közelítések­
hez hasonlóan /1. 2.5. Tétel bizonyításában/. Másrészt LK csak 
LEK lehet, tehát SÜL eleme. Egy ú ) , 0<c*ib -.definíció szerint
V, C V"
akkor és csak akkor LK, ha nincs nála kisebb nevezőjű jobb köze­
lítés SÍZ -ban. A 2.3. Lemma szerint az cO -nél kisebb ne-cvezojü nem rosszabb közelítés csak az 6j . lehet. TehátV-lakkor és csak akkor lesz LK, ha
/ж/ l§ v-i| •
ami eppen c.^ -nek a /2.61/ alatti definíciójával azonos kö-
V ,cvetelmény, vagyis c c b esetén áll fenn. Az ilyen §( \ telemek pedig definíció szerint -ÜL halmazt alkotják. Bizonyí­
tandó még /2.84/. /2.52/ figyelembevételével a /*/ ekvivalens
- cf
В» В -V v,cegyenlőtlenséggel, amiből
< В* В _ V V-l
azaz
2c > bv + 1
7 f V • * 5 V l  + BV-2 ’
2oBV-l + BV-2 > f V V lmellett
2SV l  + BV-2á + 1 / В ^  + B)(_2 > /bv + 1 /Vi^vBy-i > 
tehát teljesül /»/. 2c < b v - 1 mellett
12o
+ Bv -2 - + Bv-2 ^  bvBv-l " ^  VBv/_i » 
tehát nem teljesül /«/. Ha b páros és.2c = bv , akkor
2cBv)-l + Bw>-2 = bVBv_i + Bv^ -2 = Bw’> ^ ч/ В,/-1 




2.6. A KIP megoldása
A legjobb közelitő megoldások /LKM/ ismeretében megad­
hatjuk a 2.1. Korolláriumban szereplő három fajta tipikus 
homogén KIF megoldását. A /2.18/ - /2.2о/ egyenlőtlensége­
ket X > O-val végigosztva,




Az egyenlőtlenségeket kielégitő /В,А/ egyész párok a 
jp -hez közelitő megoldások. A 2.1. Korollárium szerint 
ezek mindig végtelen sokan vannak, kivéve az o( =0, ^  
irracionális esetet, amikor csak а /В,А/ = /0,0/ triviális 
megoldás létezik.
A triviális megoldás, akár elfogadhatónak tekintjük, akár 
nem, érdektelen a továbbiakban, ezért kizárjuk az S2 hal­
mazból.
Ugyancsak érdektelen a további vizsgálataink szempontjá-, X * . *bol az olyan Où megoldás, ahol В = 0. Hogy /0,A / alakú meg­
oldás létezik-e, mindig triviálisan eldönthető, ezért a B=0VN
komponensü elemeket is kizárhatjuk Q  -ból. Vagyis 
í . - ( w  í®*1- /В,А/ kielégiti a KIF egyenlőtlenségét} .
Mind ex , mind £ szempontjából bizonyos eseteket célszerű 
külön kezelni, mint triviálisan megoldhatókat.
A £' = 0 /mod —/, vagyis £  =b egész és £ =b + ~ ese-2 -à О nJ 0 2
tekben egyszerűen megállapítható, hogy a /0,0/, /0,1/, /1,0/,... 
/l,b /, /l,bQ+l/, /2,2bQ*l/ sorozat első ki nem zárt eleme, amely 
kielégiti a KIF egyenlőtlenségét, melyik lesz. Ez adja «^meg­
oldást .
I B| - A í ^  o< K/M/KIF
0 í  B| - A ^  2 cX B/M/KIF
- 2 o < « B f - A ^ . O  J/M/KIF.
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Az 5Г2 I esetben szintén könnyű meghatározni az első 
megengedhető /В ,A / párat, amely az egyenlőtlenséget ki­
elégíti. Ez is a /0,0/, /0,1/, /1,0/, ... sorozat tagja 
lesz.
További speciálisként kell tekintenünk az c\ =0 esetet, 
amikor irracionális g mellett csak a /0,0/ triviális meg­
oldás létezik - ha elfogadható -, racionális £=P/Q,Q>0,* °P,Q relativ prim egészek, mellett pedig öü=/Q,P/ a KIF 
megoldása. Ekkor ugyanis mindhárom KIF-nél az egyenlőtlen­
ség a
/2.88/ Bg- A = 0
egyenlőséggé válik.
Ezekután csupán a
/2.89/ g > °. f ^  ° /m°d 2 /f 0 <e* < -|, В >■ 1
feltételek mellett kell keresnünk а /2.85/-/2.87/ egyenlőt­
lenségek jellemezte KIF-ek megoldását. Erre a problémára 
adja meg a választ a következő tétel.
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2.7, Tétel: A /2.89/ feltételek mellett а /2.85/-/2.87/ 
alatti koincidencia feladatok megoldása legjobb közelitó 
megoldás, mégpedig rendre a £ -hez tartozó




LKM, LBKM, ill. LJKM.
Л ЦA megoldás mindig létezik és Б , A komponensek rela­
tiv primek.
Bizonyítás ; Nyilvánvaló definíció szerint, hogy a /2.89/ 
feltétel mellett bármelyik KIF megoldása legjobb közelitó 
megoldás, hiszen СО/Ló*, 60£c0* esetén már nem te­
het eleget a KIF egyenlőtlenségének.
Ebből következik, hogy
| A J  í \ B ^ l  - a < J > | b * | -  a *(
amely éppen annak kritériuma, hogy со = /В ,A / legjobb kö-/4zelitő megoldás legyen £' -hez. Hogy StL -nak van LKM eleme
с Xaz következik abból, hogy irracionális £ esetén az jí-0 co.^
elemeinél B^ *_^ .<?0, | /i* | — > 0) ha i -> oO , racionális
esetén pedig az CÙ =/Q,P/ mindig eleme £~l0 -nek és erre
A =o. Ez utóbbi esetben СО akkor is megoldása a KIF-nek,
ha CÁ =0. Mivel minden közelítés relativ prim /В,А/ szám-
pár ezért az СО megoldás komponensei is relativ primek.
Q. e. d .
Az (X =0 esetre vonatkozó tények és a 2.7. Tétel lehető­
vé teszi, hogy algoritmusokat konstruáljunk a /2.88/ és a 
/2.85/ - /2.87/ homogén KIF-ek megoldására.
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Ezek az algoritmusok a következők lesznek:
R - Algoritmus az ct =0, ^ racionális esetben
K/M/KIFM-Algoritmus a K/M/KIF megoldására
B/M/KIFM-Algoritmus a B/M/KIF megoldására
J/M/KIPM_Algoritmus a J/M/KIF megoldására.
Akár kézi számításhoz, akár programozáshoz az algoritmu­
sok másképp is átrendezhetők, de az alábbi formális defini- 
ciók tartalmazzák azoknak a legjobb közelitő megoldásoknak 
a megkeresését, amelyek a megoldást adják. Ennek ellenére a 
szereplő változókat úgy definiáltuk, hogy lehetőleg minél 
kevesebb adat tárolására legyen szükség. Ez programozáskor 
lehet fontos.
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R-Algoritmus : Bemenő adat : ^ racionális szám
Kimenő adatok: Q>0, P relativ prim egészek /P/Q=ê/
1. Lépés: A2:=0, B2:=l, A^el, B^: =o, i:=2, 1 Uv?ио
2. Lépés: = b + r, b egész, Of r<l;
A .:= bA _ . +A. , B.:= ъв0 . + В. •X 3-1 1 1 3-1 1
3. Lépés: Ha r>0, akkor |0: = l/r, ds=3-i és 2.Lépés.
Ha r« 0, akkor Q:= B^ , P: = A. 1
Vé^e.
Igazolás : A racionális 8 =P/Q, Q>o, P,Q relativ prim,
az R-Algoritmus az euklideszi algoritmus és a /2.28/ definició
szerint az A^, egész párok sorozatát számitja rekurzive és
az utolsó A^, B^ számításával ér véget. /2.37/ szerint ezek is
relativ prímek és /2.43/ szerint § =A /В . így valóban Q«B ,Ci n n n’
P=A . n
Az R-Algoritmus B*=Q, A*=P kimenete lesz a /2.88/ egyenlőség 
megoldása.
Ha £ irracionális, az R-Algoritmus definiálatlan, mert el­
vileg sosem ér véget. A valóságban ^ mindig korlátozott pon­
tossággal van megadva, azaz eleve racionálisan közelítve,ezért 
az algoritmus egy R/Q alakú közelítést szolgáltat.
Nézzük most a K/M/KIF megoldására szolgáló algoritmust.
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K/M/KIEM - Algoritmus: Bemenő adatok: /mod 0
Kimenő adatok; m<íO, B>0, A egészek, Ki valós
1. Lépés: A_2:=0, B_2:=l, B ^ s-O, V:=-l, É :  = f » U: = 1«* i
2. Lépés; £ r= b + r, b egész, 0-r<l;
A . := bA. - + A . , -X x-3 -1 В . : = ЪВ. -, + В . -X x-3 -X
3. Lépés: Ha r = 0, akkor 4. Lépés :
На в . iü, akkor £ : = — , i:=3-i -X ’ л 0 r
4. Lépés: / %  - b/B + B* : = -^-2---
В .-X
i
На и ■<: В*, akkor m: = V- 2,
В : = B_± - bB,i-3 » A:~ A-i “ bAi-3 ’
A := £-l)V ~2/B» és Vége ;
B*:= / | 0- b/B._3 + B_. ;
На и B* » akkor m:= V- 1.
V := w' + 1;
és 2. Lépés
Д:= 1/B* és Vége ;
Egyébként m: = V ,
В:= В . , A:= A . , Д :  = 0-X ’ -X *
Vége.
Igazolás : Bizonyítani kell, hogy az algoritmus az dZ0 első 
olyan O^V<|\Jelemét választja ki, amelyre \ Kl,>| <• csf . 
Először formálisan tisztázzuk, hogy az algoritmus változói 
milyen értékeket vesznek fel.
H|CVI
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Az algoritmus a 2. Lépés ismétlésével rendre meghatározza 
az COc »j J к . „ v ., fó-közelitéseket a |
számhoz mindaddig, amig a 3. Lépésben r=o , vagy В 
be nem következik. Ugyanis a V=0,1,...érték mindenkor a 
lánctört-fejtésének fázisát mutatja és a 2. Lépésben a } 
r v = 1/| , vagy 0, A^, By mennyiségeket számitjuk ki.
Az i értéke váltakozva 2 és 1 ezért az A A  ^e<s ® 2’ ^ 1 
váltakozva kapják ill. B^ értékét.
A V-edik ciklus után a 3. Lépésből a 4. Lépésbe jutva
B_i- Bv » A_i= A v* Bi-3 Bv-i * Ai_3- Av-1 » b - b
lesznek az értékek. Ezért a B* változó első érteke
b'= B,.i+ / v  b<Bv-i^/f V■ b v-i+ w f v -  »* e;
a /2.31/ összefüggések következtében. B* második értéke
B’= fvBJ-l+ Bv- ЬЛ - Г
Az В és A első értéke pedig
B = B y- bvBv-l= BV—2 ’
. В . + В = в»V ✓-! V-2 V
A - A^ - b^ A^ _^  Av-2
A B»v  ^ , B ’^  , В és A ilyen számításával megtakarítjuk 
az §v-l’ \ - 2 ’ B^ 2 értékek megőrzését.
Az algoritmus tehát akkor jut a 4. Lépésbe, ha vagy r=0,
ami V=n /^racionális/ mellett következhet be, vagy By >U=^.Иkövetkeztében azonban 2 ■< U < OÖ ezért B_ = 1 <  U
mindig teljesül, tehát a 2. Lépés ismétlődik, kivéve, ha 
■\J = 0-ra r = 0. ^ / bQ egész miatt azonban n ,'i-l biztosan 
teljesül, ezért az utóbbi sem következhet be. Vagyis a 4. 
Lépésbe csak N > 1  mellett juthat az algoritmus. V = 1 eset­
ben а /2.3о/ definíció szerint B * =  B* = 1, amelyre B'<U 
m = V  - 2 = -1 biztosan nem következik be.
. , amely következtében U ^ B *
adódik, ezért
V = 1 esetben Bj, = B£ =
azaz m = V - 1 =0 csak akkor lehet, ha ^ > 2 ,  |^az Ъ ^ 2 .  
Ekkor definíció szerint valóban eleme az SíQ halmaznak, 






A 4. Lépés helyességének ellenőrzéséhez különböztessünk 
meg három esetet:
/а/ JAJ ^  °<
/Ь/ I Л  у I 4: Qf\ ^  I Л  у. 11 j 1 é. V <N-1 (=n )
/с/ 0  < C K  ^ | A n J  racionális, = 0/ .
A /2.64/ figyelembevételével ezek ekvivalensek az
/а/ U <:B’
/ь/ B^ ’ U^ BV+1 lèVkN-1 /=п/
/с/ V * ’ и / racionális, В*= : ко * n
esetekkel. A /2.85/ alatti K/M/KIE megoldása a 2.7. Tétel 
szerint Я .  első olyan ál у eleme, amelyre 1 А / И « ,  azaz 
U ^  teljesül, ha ilyen van, egyébként/csak racio­
nális esetben/ új • A /2.42/ relációk szerint B4,<B*<B n .n V I /  v+l
Oí V k  N - 2 , tehát U^rB^+1 biztosan teljesül, ha 
U < B V . Ezért az algoritmus megkeresi az első V  indexet, a- 
melyre U<By, vagy V =  n /racionális eset/. Ezután a 4. Lé­
pésben ellenőrzi, hogy U'é-B’ ^ teljesül-e. B^ - ^ U  miatt 
B^ 2 U még biztosan igaz, annak ellenőrzésére nincs szük­
ség. Ha By_i teljesül, akkor a megoldás ej ^ _2 /В = By_2 , 
A = A^ 2 , Л =  ^-l)V ”2/B.^ -1/. Ha iKB.’^nem teljesül »ellenő­
rizzük, hogy U«rB* teljesül-e. Ha igen a megoldás oj 
/B=BV 1§ A=Av__lt Л=(-1/ /B*/.Ha nem teljesül, akkor a meg­
oldás cO /В=В , k-k , Л  = 0/ , ugyanis ha 3. Lépésbenn n n n
By> U és nem V  =n következett be, akkor В * > В ^  miatt U-^-B^ 
automatikusan teljesül. Vagyis a K/M/KIPM-Algoritmus minden 
esetben a kivánt kimenetet szolgáltatja. A /2.85/ megoldása 
ebből В* = B, A* = A, amelyre és ez az m-edik fő-köze-
lités ^  számhoz.
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Megjegyezzük, hogy ha C racionális, akkor a K/M/KIFM-Algo- 
ritmus o( = 0 mellett is működik és Со =/Q,P/ helyes megoldást 
szolgáltatja, mert U = I/o( =oO о Az R-Algoritmus azonban erre az 
esetre egyszerűbb.
A B/M/KIF és J/M/KIF megoldására következő algoritmusok bo­
nyolultabbak a K/M/KIFM-Algoritmusnál, mivel az sí: és + elemeiо о
nemcsak fő-közelitések, hanem a mellék-közelitések azámitására is 
szükség van. A két algoritmus azonban érthető okból teljesen ana­
lóg, ezért szinte szóról-szóra megegyezik. Mindkettő igazolását 
egyszerre végezzük.
B/M/KIFM-Algoritmus: Bemenő adatok: ^ > 0, valósak;
Kimenő adatok: m?0, c>0, B*>0, A*, B~> 0, A~ egészek, valós
1. Lépés : A^2» = 0» A^^:= 1, B_^:= О, V  : =—1, = ^  , U:= >
i: = 2;
2. Lépés : = b + r, b egész, Oí r< 1;
A_i:= bA±_3+ A_±, В_±:= ЬВ±_3+ B_±, >Í:=V + 1;
3. Lépés : Ha r = 0, akkor 4.Lépés;
Ha B_^ U, akkor ^ 0:= l/rt i: = 3-i és 2.Lépés;
4. Lépés: B»: = / Ç  - b/B. ,+ В . ;
-----------c—  л  о  1 - 3  - í
esНа V páros, akkor c’:=f^ + b - f 0)
m: = V , В := В. A := A. B*:= В c’B. Ая:= A .- c*A.
’ 1 - 3  1 - 3  - 1  1 - 3  - 1  1 - 3
c : = b - с*, Д * : =  Í ^ Q~ c^/B’ ;
На "V páratlan, akkor
U ^  B* esetén: m:= v> - 1, B-:= В .- ЬВ. A~: = A bA.
* - 1  1 - 3 *  - 1  1 - 3
B*:= B._3, A*: = A._3, с :=[а*/А~], Д*: = 1/B’; .
B*^* U esetén: m: = V, B~:= B. A~: = A.
* 1 - 3  1 - 3 *
В : = b ., A := A c:= b, Á  := 0;-1 -í* * ’
Vége.
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Ez a baloldali KIF megoldó algoritmusa.
Az algoritmus igazolását együtt végezzük az alább következő 
J/M/KIFM-Algoritmus igazolásával.
J/M/KIFM-Algoritmus: Bemenő adatok: £>0. § ^ 0 /mod 1/, valósak
Kimenő adatok: m^O, c>0, В*>0, А*, В »0, A egészek, valós;
loLépés: A_2:=0. B_2:=l, A^rel, B_1:=0, >J:=-1, ^ q: = ^  , U:= ~  , i:=2
20Lépés : = b + r, b egész, 04r<l;
A .:= ЬА. _+ A В .:= ЬВ. _+ В ., V:= v'+ 1;-1 x-3 -1 -1 1-3 -1*
3.lépés : Ha r = 0, akkor 4olépés;
На В . *=. U, akkor-í * := 1/r, i:= 3-i és 2.Lépés;
4.Lépés : B’:= / ^  q- b/B^ 3+ B_^;
На -V páratlan, akkor c*:= + b - ^ Qj é
m: = V * В :=B. A := A. B*:=B . - c*B.
’ 1 - 3  1 - 3  - 1  í - 3*
A*: = A c’A^  c:= b - с’, A * :  = - { ^  0~ c//B * ;
Ha páros, akkor
U^-B’ esetén: m: = V - 1, В : = В ' . - ЪВ. , А : = А . - ЪА.’ -1 i-З -1 i-З
В*: = В±-3, А*: = А±_3, c :=[a*/A"J, /}*: = -1/В* ,
В'^-* U esetén: m:=v» В := В^ 3> А := А_^  3>
В*: = В А*: = А ., с:= Ъ, Л*: = О -1* -1 *
Vége.
Ez a jobboldali KIF megoldó algoritmusa.
Megjegyzés : Formálisan a B/M/KIFM- ésJ/M/KIFM-Algoritmus csupán 
a következőkben különbözik: a másodiknál £ 0 /mod 1/ kikötés,
0, a másodiknál A  ■£ 0 kimenő adat és a 4.Lépésben 
a V páros és V páratlan szerepcseréje, valamint zl formulák ellen­
kező előjele. Ezek az eltérések a 2.7.Tétel következtében érthetőek
az Sí” és (sí+ közelités-halmazok szimmetrikus szerepe alapján, о о
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Az algoritmusok igazolása: Először a 2.7. Tétel és a ko­
rábbi összefüggések alapján meghatározzuk, hogy a szóban- 
forgó algoritmusoknak pontosabban milyen feladatot kell 
végrehajtani ok. Utána az algoritmusok elemzésével kimu­
tatjuk, hogy pontosan ezt a feladatot hajtják végre.
A 2.7. Tétel szerint a B/M/KIFM-Algoritmusnak az jZ g 
a J/M/KIPM-Algoritmusnak az halmaz egy-egy elemét kell 
kiválasztania. Definició szerint mindkét halmaz elemei tO 
közelitések a ß = számhoz.
v,c
Az halmaz 6L3, i=l,2.elemei az ú
közelitések,és azracionális 
negatívak és monoton csökkennek, ha i nő.
C’ 0ÍC<b2(H-
esetén. A hibák nem-
-| ^  r  t  V,» 1 -c - D^ 4+l’Az 2  Q halmaz tói, i=l, ^ .elemei az '•^ yn+l c 
Ot |\Л <[N/2j közelitések,és az 4,'n racionális ^esetén.
А hibák nem-pozitivak és abszolút értékük monoton csökken 
ha i nő.
f
A 2.7. Tétel szerint a megoldás e halmazok eleme és definició 
szerint az első olyan elemnek kell lennie, amelyre 2 or .
Ilyen biztosan van, mert mind hí." , mind S l *  halmazban vég­
telen sok elem van, ha ^ irracionális és )A^| — > 0 , ha
i •-> öQ ,és eleme £0^, ha ^ racionális és arra = 0o
A /2.66/ és /2.67/ relációk szerint
iA  V-2 I >  |A V J  > 1Л V..I > |Л V -l1 > IA  vl
2écí:bv - 1 , l t V < N  ,
relációsor irható fel az , közelitések /л hibáira.
O -  v»cEnnek alapján az hí. ill. SZ elejét, egy általános szaka-o оszát és racionális esetben a végét az alábbi módon jellemez­
hetjük a hibák viszonyával,i
^ 0 ^ 2 , 3 . . > Д 2,Ь2-1> >4г>..3‘2„
* a t
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> /^ Л  ?fc-2 2|a,: > A  >2[Л*Ь2^-1 >
2h-









i> A  >
(> 2"
^ s m ' 1





> Д  =^  n
Mind^~, mindhalmazban annak а_|"|Л^  |, j/i^ _^ jjinterval- 
lumnak a megtalálása a feladat, amely tartalmazza a 2 0( 
mennyiséget, vagyis (A^ |<ér 2^^*|А^ J, illetve annak el­
döntése, hogy már ^  2o( . Ehhez a |A^| hibákat
rendre össze kellene hasonlítani 20( -val. Ehelyett cél- 
szerübb U = 1/2 tx és az 1/|/A| reciprok hibák összeha­
sonlítása,
A /2,64/ és /2.65/ szerint
I V  и  V J  -  i / b ; + i  - o í v ^ H -
V j  ' ' S V , 0< cí b^ , Oi V> <£. N.





1 halmaznál 60 megoldás esetei:
/а/ <^o:
/ь/ ^2[л,с: V I  V х 15 2 '^
/с/ COn: Bn ^ ' D / Д °










U 4: В’// £ 1-1/ = V ' l i - 1'
-с/, 15 cí' b.
О) n
B2j,X+l//|2^fl"C+1/^ ’ U ^  В2^ л+1//f 2(ч+1 w  » - ' " " “^t+l »
0i/V\<jN/2j
racionális/.B Un /
Az algoritmusok feladata az U=l/2c* helyének megkeresése az 
i=l,2,... monoton növekedő sorozat határolta in­
tervallumok között. Ahelyett azonban, hogy e határpontokat 
számítanánk és egyenként összehasonlítanánk U-val, először az 
U-t a felülről határoló B^ közelitő nevezővel határoljuk be.
Az algoritmusok a 2. Lépés ismétlésével a B A ^
változókban rendre meghatározzák a Bv, A^, N/=0,1,...
mennyiségeket mindaddig, amig r=0, azaz racionális esetben 
V =n , vagy в yj > U be nem következik. Ezeket a feltétele­
ket a 3. Lépésben ellenőrzik. Az algoritmusok a 4. Lépésben 
fejeződnek be egy СО* megoldás előállításával. Mielőtt en­
nek helyességét megvizsgáljuk, nézzük meg az egyes változók 
értékét a 4. Lépésbe ugrás pillanatában, ha ez a 2. Lépés V+l 
végrehajtása után következik be:
0=|v» b=b,» r=0* vaS7 r=l/\ , В . =B ., A . =A . , V +1 -1 V ’ -1 V *
В . _=B n 1-3 J-lA 4. Lépésben igy
, A^ =^A.^   ^; ha r/0, akkor By>U; B^ B i§az!
B’= /f„- W l + Bv-1+ Bv-2= B V
kerül először kiszámításra, majd CO*-nak megfelelő kime­
neti adatok előállítása.történik meg.
Előszöris 0 < Oíd/2 következtében 1< U < öö . A £ = b5° 0egész az első algoritmusban megengedett. Ekkor n=0 és az 
első ciklus után "У=о mellett a 4. Lépésbe jutunk. Ekkor 
V=o páros, B,=B*=B_i=BQ=l, c*=f^U/u) =0 és m=0, b"=0,
A-=l, B*=B =1, A*=A =b , c=b , A*=0 a helyes Cú*= cO * о * о о’ о* о
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megoldás jellemzői. A második algoritmusnál ^ Q= bQ egész 
eset kizárt, ezért "V=o mellett r=o nem következik be.
В =1 < U miatt /mod 1/ esetben tehát V=o mellett
egyik algoritmus sem jut a 4. Lépésbe.
V=l, r=o esetén n=l páratlan. Az első algoritmus и В£=В^=Ъ^ 
esetén, amikor Д  ^  2tf, a fentebbi /а/ esetnek megfele-О 9lően helyes C£ megoldást szolgáltatjaо
m = 0, B“= B_1=0, A %  A_1=l, B*= Bo= 1, A*= A ^ ,  c= bQ, Л*=1/Ъ1
adatokkal. ъ <* U esetén, amikor 2o{ ^  A  ^ismét a fen- 
tebbi /с/ esetnek megfelelő СО = 6^=6)^ helyes eredményt és
m = 1, В“= В =1, A“= A =b , B*=B-=b-, A*=A =b b +1, c=b , Л*=0
adatait szolgáltatja. A második algoritmus a c*=f^£b^/U), m=l,
A % V V  B*=B1-f^(b1/u)Bo.[b1-f< (b1/u)jBo+B.1=BltC,
A*=Ai,c’ c=b1-f^(b1/u), A * W | 1-b1+f< (b1/uj//B1=-f< (b1/u;/B1
adatokat szolgáltatja, vagyis az cú =63-, megoldást, amely-i, c
nek hibája /2.65/ szerint valóban
h a L U  %i ~ V f< (V u) f< é V u->
A  - A i,c- b1 - - b x -  b 1
és ezért
f«(b1/a}=B1| 4 1>c| .vagyis Ь1| Л 110|« b/ и  és ( A lfC|-é 2 4 , 
azonban в |A |-^* b /U - 1, vagyis j/d-, | +1/B 1/U = 2оС„j L l j C  -L -LjCI ±
De |АХ c| +1/B1= í Л 1 c ll , vagyis ) c_1| 2  c*, ami megfelel a
fentebbi /Ь/ eset szerinti helyes megoldásoknak. Ha itt b^^ * U, 
azaz 2 0 < I Л-, v ,1, akkor c’=0, c=b , £ -c=0 és A. =0,1»bl~1 * 1 Oilismét helyes eredményt ad 6) =ö a , = £G-,=CO megoldással.l,b^ 1 n
\J =1, r/0, B^>U esetén a 4»Lépésben az első algoritmus
U <  В <B* miatt m=0, B~=B_1=0, aV ä^ I ,  B*=Bq=1, A*=Ao=bQ,
c=bQ, Д*=1/В* adatokkal a helyes£o*= eredményt adja,
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mert A q=1/B^ < 1/B1 < 1/U = 2 o< teljesül. A második algorit­
mus c*=f^.(B*/U+b1-^ ^  értékkel ugyancsak helyes c
megoldást ad, hiszen




f _  Х________  f 4  i  _
B1
=  20(
V=2n, r=0 esetén n=2^ páros. Az első algoritmus a £ = ъ
egész miatt a B ’=B»^=B2^ ,  c’= f^(B2^/u), ' í
m=2(r ' B" = V l ’ A"=A2f.-l* В*=В2Г ^  t v /и] В2^.!=
/Ъ2|л "f<  СВ2^л/Uj/B2^.-l+B2p.-2 CB2^-1+B2 ^ л-2"В2 ^ ,с» А ~A2/U,c*Г'
ctV  -f<t B2AA/u), А*=/|0-ь2|1л+^ С в 2 Г /и)//в2/и= ^ ( в 2А1/и)/в'2Цл ^  ' ^о 2^
adatokat szolgáltatja. Valóban
2Д1 2/ü 2/Л
■4*= Л 2 ^ ,с=Г< CB2 f- /U) /E2/' ■* 1/U = 2C<' »^nban 
A ?^c-l‘/f^ t B2 ^ U)+1" % ’> 1/U * 2«  •
tehát a megoldás helyes. Ha BoAi =l//\_ . , . ^  ' U, azaz£_/*A i
. , *>1/и=20<, akkor c’=0, c=b0 ‘Vés igy6j*=C0o. , /i*=0
helyes megoldás adódik. -
Э€A második algoritmus U^-B esetén az (,<} =^02At 1 meS°ldást 
szolgáltatja ra=2jw-l, aV a2 ^ ,
B*== % - ! -  a*-a2M -i- Ч ^ - В ^ - г Н / л - х ’ ^ * " 1/в2Л
adatokkal, amely В2,4-1 ^  U miatt valóban helyes. Hiszenbármely c<b„ n mellett \ A n , | »> 2с* . Ez következik az a-24-I • 24—l,c'
lábbi relációsorból, amely a /2.42/ szerinti В < B ’ с вV * v»+l0 < V < N-2 » egyenlőtlenségsor következménye: bármely




Bv . & у+1в^












( К  \<в,<в!<в т<в*, т —г-т)<...v^ V v+1 v+iv v^-“bv/
— B és 1 / \ Л 0 ^ _ л o|=BA, ,//,2]к-1~ '• 2|Л-1,с1 2|k-l
j ’>■ 2<X о B’M =В2^ л ^  * U esetén azonban
0 ,-c/<B0. ,<ü, valóban2^л.-1 2 -1
1 Л 2 ( * - 1 , с '  ° " 2 K ~ 2 ( U * =  “  —  r ! f i - l , b  J
ä l A «  ,l=l/»,u + » ,  ezért a megoldás coK 60,,. Ií0.2 —± ' 2f* 2 АЛ
és a második algoritmusból valóban
n
m=2 В*=В, л *  *, A =A2/А» С_Ъ2^ Л , Z>*=0/Д’ в -B2Цл. -1 * A _A2|U-1’ " “"2/Л
helyes adatok származnak. V=2^v, r / 0 és B ^  >U
esetén az első algoritmus ugyanazt a helyes cJ*=6J megol-
r ’ вdást adj a,amit r=0 esetben. A második algoritmus B ^  > 2^  U
miatt eleve az Co*=(02^ _^ megoldást adja, aminek helyessége 
mint az r=ó esetben.ugyanúgy igaz 
\?=2|л+ 1, r = 0 esetben n = 2V+1 páratlan. Ekkor
f2(*+l = V * l ’ В2 Ы =\ + 1 Л * elSŐ “^ oritmus U < B 2 ^ +1
esetén, ami megfelel Zl0 2 (У relációnak, az со =OJ02АЛ
megoldást szolgáltatja. Ez helyes, mert c<b esetén I/2Û
9=ВД. //F’ -c/<B, , azaz Д  ’> 2CX az
2 Г  „  . . . . . . . . . . . . . . . . . . . . . . 2  /я .
■/»Cl
2^ \ 2
előző 3. Lépés b2/k - U relációja következtében. B2yu 
esetén Л _ *>. 2(У ,ezért a megoldás 6J =£0 = 6J0. n£7vA, П -^ЛЛ +J-
az első algoritmus valóban
+1 u
es
m=21^ +1, В =B2 ^ ,  А“=А В =B„.. A"=A?^+l* “ _л2.^ +1* C_b2/W+1* ^ “=° —  -n---.tmus I . A\chelyes adatokat szolgáltat. A második algori
C’=f^ í B2 4+l/U)’ m=^ +1* B"=B2/*■ A"=A2/.«
B*=B2 +l“f<.^B2 J*. +1/U) B2 /Л "/b2 ^  + l“f (B2 ^  +1/U^  /B2 .^ +B2^-1 B2 /U +1, <
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A A2j*+lfc» C b2/W+l~f<  (.B2/4+l/U^ ^  — f«(B2 /л+1/и)/В2 ^ +1
adatokat szolgáltat, amelyek az £0*=Cüo -, adatai. Ennek
helyessége az előzőkhöz hasonlóan igazolható.
Végül teljesen analóg láthatjuk be az algoritmusok he­
lyességét V=2 JIA-+1, r  ^6 , de Б 7> ti fisfitiipr
is.
Nem homogén KIF megoldásával itt nem foglalkozunk. Általános 
megoldási algoritmust nem tudunk adni, azonban a 4. és az 
5. Fejezetben az ütemezési problémák kapcsán olyan módsze­
reket fogunk adni, amelyek nem homogén KIF-ek megoldására 




3« Definíciók és általános tételek.
Ebben a fejezetben az 1. Fejezet 1.1. és 1.2. pont­
jaiban tárgyaltak szerint definiálunk egy ütemezési mo­
dellt, amelyet szabályos job-folyam pár ütemezési problé­
májának nevezünk el. Ez speciális esete az 1.6. pontban 
definiált job-folyamok ütemezési problémájának. Tudomásunk 
szerint ezzel a problémával eddig nem foglalkoztak, leg­
alábbis determinisztikus esetben nem. A szabályos job-fo­
lyam pár ütemezési problémája a legegyszerűbb speciális 
esete a job-folyamok ütemezési problémáinak. E problémák 
nehézsége azonban szükségessé teszi először a legegysze­
rűbb eset tisztázását. A legegyszerűbb eset jellegzetessé­
gei és a megoldáshoz vezető módszerek - ha közvetlenül nem 
is általánosithatók - segitséget adhatnak kettőnél több 
job-folyam ütemezésének vizsgálatához.
Az 1.6. pont szerinti osztályozásban a továbbiakban 
a JV, eset speciális esetét tekintjük két job-folyamra.
-DEbben az esetben a P^-processzorokon ütemezési konfliktus 
nem léphet fel, mert azokból elegendő áll rendelkezésre.
А Рд processzor iránt azonban egyszerre több igény is tá­
madhat és az ütemezési döntés feladata az ütköző igények 
időbeni elosztása.
Vizsgálatunk célkitűzése a különféle lehetséges üte­
mezések mellett a Рд processzor kihasználtságának meghatáro­
zása, illetve maximalizálása. A kihasználtságon az /1.2/ 
alatt definiált határértéket értjük, amely esetünkben mindig 
létezik. Bevezetve a jelölest az a,bj_
időszakaszon а Рд processzor aktivitási idejére, 
rA(t)= rA[0,t) egyszerüsitéssel egy ütemezés haté­
konyságát a




3.1. Szabályos job-folyam pár ás megengedhető ütemtervei.
párok egy megszámlálhatóan végtelen sorozata. Mindegyik
zott tipusú processzortól. Az A és В task-ok abban külön­
böznek, hogy az általuk igényelt processzorok tipusa kü-
Ilyen job-folyammal modellezhetők olyan számítógé­
pen feldolgozott programok /job-ок/, amelyek igen nagyszá­
mú task-párból állnak, vagy egymás után csatlakozó job-ok 
sorozatai /folyamai/. Ilyen modellel irhatok le olyan gé­
pek, amelyek rendszeres időközönként bizonyos ellenőrzést 
és karbantartást kivánnak /А-task/ , közben pedig megsza­
kítás nélkül végzik munkájukat /В-task/ . A számitógépen 
futó programnál az A-task-ok a központi egység /GPU/ irán­
ti igényt, a B-task-ok az input-output /I/O/ igényt repre­
zentálják. Tipikus alkalmazása lehet még a modellnek a 
dialógus terminálok kiszolgálásának vizsgálata, ahol az 
A. . task az i-edik terminál j-edik igénye a központtal szem- 
ben, B.. pedig a választ követő gondolkodási idő. De job-fo- 
lyammal modellezhető például egy ütemezési tevékenység is 
egy operációs rendszerben, ahol rendszeres időközönként dön­
tést kell hozni az igények és erőforrások egymáshoz rende­
léséről. Ez az А-task. A döntés egy meghatározott időre meg­
szabja a működést: B-task.
Jelölje az A-task-ok, Pß a B-task-ok által igényelt 
processzor-tipust és P  a rendelkezésre álló processzorok 
készletét /erőforrás/. Jelölje Q=(Q^, ±=1,2,...J az üteme­
zendő^ job-f olyamokat /igények/. Legyen és
task meghatározott idejű kiszolgálást igényel meghatáro
lönböző. A Qr~‘ task-pár sorozatot nevezzük job-folyannak.
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Szabályos .job-folyamnál a T\^ = * ~^ij = * j=l»2,...
igények mindegyik task-párnál azonosak. Ezek az igények elő­
re ismertek /determinisztikus eset/.
Legyen Q egy .iob-folyam pár és álljanak
rendelkezésre a Ÿ  = (Рд, PB1, PB2) Processzorok. A job-fo- 
lyamok szabályosak és igényeikre vezessük be az alábbi al­
ternativ jelöléseket:
r ij = r i= ^i » i=1»2» ű=l»2>'
Magára a job-folyam párra is alternativ jelöléseket fogunk 
használni :
C U{(,(a i ó >b i3) A(h*^2)Ä (Al*Bl',A2*B2)‘
Sok esetben az igények jelképezik a job-folyam-párt, ilyen­
kor használjuk a
Q = ( Г
jelöléseket. Ezt a négy igényt nevezzük a job-folyam pár 
paramétereinek. A paraméterek egy adott értékegyüttesét 
кonfigurációnak nevezzük. Ha bármelyik paraméter értéke 
megváltozik, uj konfiguráció jön létre.
Vezessük be még a következő jelöléseket is:
r i ■ T  1 + ■ 1 1 + 9 г€ 2 = + x \ . fj 2 + ^ 2;
•rA = z \  + rf = 4 i + g; = "C® + = ^  + ^ 2;
Modellünkben bármelyik paraméter bármilyen nem-negativ véges 
valós értéket felvehet. Az összes konfigurációk tere, ame­
lyet konfigurációtérnek nevezünk és ф-val fogunk jelölni, 
az négy-dimenziós euklideszi tér
Rí - { v * 0 - '9 i-°- 7 2 í 0 ’ "^ 2 -01
nem-negativ tizenhatoda.
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Valamely paraméter 0 értéke azt jelenti, hogy a 
job-folyam párban a megfelelő task-tipus igénye 0, de 
nem jelenti annak hiányát. Az ilyen konfigurációt el­
fajul tnak nevezzük. A 0 igényű task-tipust elfajult 
task-nak mondjuk. Ezzel modellezhetünk egy gyakorlati­
lag elhanyagolhatóan kicsiny igényű, de elengedhetetlen 
tevékenységet. Ha a job-folyam mindkét task-ja elfa­
jult, qP  degenerált job-folyam. Degenerált konfigu­
ráció az, amelyiknél legalább egyik job-folyam degene­
rált.
Speciálisan legyen a Q=0, nulla konfiguráció az. 
amelynél mindkét job-folyam degenerált. Az elfajult kon­
figurációk megengedése neheziti az ütemezési problémák 
tárgyalását, azonban később látjuk majd, hogy általános 
konfigurációk ütemezését sokszor ilyen konfigurációk üte­
mezésére vezethetjük vissza.
A Q job-folyam pár képezi az ütemezési problémánk 
igény oldalát. Az erőforrás oldal a P  =(P^,P^»^B2) 
processzor-hármas. Az ütemezés a processzorok hozzárende­
lése az igényekhez úgy, hogy egyidőben minden processzor 
legfeljebb egy igényt szolgáljon ki és minden igény csak 
a Q job-folyam pár sorozatban előtte álló igények kiszol­
gálása után szolgálható ki. Az ütemezési feltételektől 
függ, hogy a kiszolgálás megszakitható-e. Lehetséges min­
den olyan ütemezés, amely ezeknek a feltételeknek eleget 
tesz. Az ütemezéskor a 0 igényű task-ok ütemezésének pil­
lanata és sorrendje is pontosan meghatározott. Az esetle­
ges egyéb feltételeknek is eleget tevő ütemezéseket nevez­
zük megengedhetőnek. Ilyen feltételeket rövidesen definiál­
ni fogunk. Az 1.1. pontban elmondottakkal összhangban az 
ütemezés lehet egy döntési folyamat, vagy egy ütemterv, 
amely minden pillanatra megszabja, hogy melyik processzor 
melyik igényt szolgálja ki, illetve tétlen-e.
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Az ütemezési stratégia az ütemezési tevékenység, vagy 
ütemterv elkészités folyamatát egyértelműen meghatáro­
zó szabály « amely egy döntési előiráson, vagy algoritmu­
son keresztül valósul meg.
Jelölje egy Q е ф  konfigurációra 9^,(Q) a megen­
gedhető ütemtervek halmazát. Az %. = 
a megengedhető ütemtervek tere.
Egy ütemtervet általában a G an11-diagrammal szem­
léltethetünk /£.3»1* Ábra/, amelyen a processzoroknak egy- 
egy időtengellyel párhuzamos sáv felel meg. A processzorok 
sorrendje mindig PA ,PB1’PB2’ ezért ennek jelzését elhagy­
juk. Az időegység jelölése is nélkülözhető általában, hi­
szen az ütemezés szempontjából csupán az igények relativ 
értéke lényeges. A tétlen szakaszokat sraffozott sávok
V J  IsICQ) halmaz
3.1. Ábra: Job-folyam pár ütemtervének Gantt-diagramja.
jelölik. Speciálisan 0 igényt egyetlen vonal jelezhet. 
'’Csatlakozó” igényeknél az ilyen ábrázolás nem egyértel­
mű, ilyenkor a Gantt-diagramon egyéb jelzések is szüksé­
gesek lehetnek.
A /1=12/ job-folyam С ^  = (А^ ,B± .)/j=l,2,.../
task-párjának kiszolgálási igényét a job-folyam j-edik 
igény ciklusának nevezzük. Ennek hossza > 0 /degene-
rált esetben 'Cl = 0 /. Egy R=R (Q) ütemtervben legyen 
s(X) és f(X) az X task, vagy X=(A,B) task-pár kiszolgá­
lásának első ill. utolsó pillanata /start-finish/. Az 
jfs (С. Л ,f (С. Л]intervallumot a job-folyam j-edik kiszol- 
gálási ciklusának nevezzük. Ennek hossza
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Az ütemezés időben játszódik le és bármely fázisá­
ban definiálhatjuk az ütemezés ZZ állapotát. mint a 
kiszolgálás addigi menetét, amely megfelel az ütemterv 
egy LP.*) szakaszának. A ZZ matematikai megadása 
elfajult igények, valamint 0 tartamú kiszolgálások ese­
tén nem magától értetődő. Feltételezzük, hogy egy t pil­
lanatbeli JEj állapot egyértelműen meghatározza az 
összes t*-ct korábbi pillanatokbeli állapotot is. A 
ZZ állapot tulajdonképpen események sorozata, amelyek 
között az előidejüség nem feltétlenül jelent eltérő be­
következési időpontot. Egy t pillanatban több esemény be­
következhet, amelyek az állapotok egy í-c} £ rende­
zett halmazát definiálják. A alapot megelőzi a
ZZ2 állapotot, jelölésben £2 JEL. 2 » vagy
egy korábbi halmazhoz tartozik, vagy egy hal­
mazon belül sorrendben előbb következik. Definiáljuk a 
t (ZU) függvényt, mint az állapot hosszát, t ( T  * J
annak a halmaznak az indexe, amelyhez Z Z ’
állapot tartozik.
Az ütemezés { c } t halmazok, illetve ZZ
állapotok rendezett sorozata /halmaza/, amelyet a Q konfi 
guráció és S ütemezési stratégia határoz meg. Jelölje ezt 
Г . ,  . Ez ekvivalens az ^  ütemtervek terének
egy eP(q} ütemtervével. A stratégiák egy S osztályára 
definiálhatjuk azZJ^Q= q állapothalmazt. A ZZ
állapotok jellemzése előtt további fogalmakat vezetünk be 
majd néhány megállapodással szükitjük a megengedhető üte­
mezések terét.
а 5 Ц ра , Pßi» ^ 2) p p00633201*"*131,11133 állapotát jelle
mézzé
«  = ( ^ - ^ 1 - ^ 2 ) ,ahol
ha X processzor foglalt 
ha X processzor tétlen
vektor
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Jelölje u ^ 0 az oí állapot eddigi tartamát az üte­
mezés egy fázisában. Legyen
P - ( u; «  )
a S5 processzor-hármas jellemzése egy fázisban.
Legyen a
jb = ( p (l), fb&) , ahol -c±9 1=1,2,
vektor |?>^ komponensének értéke a job-folyam éppen
kiszolgálás alatt álló /megkezdett, de be nem fejezett/ 
igényciklusának még hátralévő igénye minden pillanatban. 
Ha nincs megkezdett ciklus, akkor = 0 . Legyen a
V = (v^, v ^ )  , ahol V ^  =0,1,2 ,
vektor komponense a job-folyam aktuális ciklu­
sából megkezdett task-ok száma. Ez csak akkor 0, ha nincs 
megkezdett task, egyébként jelzi a 0 igényű task-ok ki­
szolgálásának eseményét is. Ekkor a 
q e ( v; M
vektor egyértelműen jellemzi a Q job-folyam pár lokális 
állapotát az ütemezés egy fázisában. Legyen
 ^= ( p; q )
vektor az ütemezés szituációja egy fázisban. Minden JC 
állapothoz tartozik egy б'(ЛИ) szituáció, mint annak 
utolsó szituációja. Ugyanúgy, ahogyan a 2Z állapotok­
nak, a szituációknak is egy {«■Jt rendezett halmaza tar­
tozik az ütemezés minden t pillanatához és az ütemterv 
t pontjához. előidejüség értelmezése
értelmezésével analóg. t*=t(ZI) esetén t(6•(£))= f  a 
б-(г) szituáció /egy/ fellépési helye.
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Amig egy R ütemtervben nem lehet két azonos ^  álla­
pot, addig lehetséges akárhány azonos &  szituáció. 
Használjuk még a б Ц -t] és jelöléseket egy
G szituáció fellépési helyének feltüntetésére,ill. 
egy JEU állapot hosszának és utolsó szituációjának fel­
tüntetésére.
Nevezzük egy R ütemterv lényeges pontjainak azokat 
a t* pillanatokat, amelyekben a processzorok °( állapota 
változik /akár többször is/. Ezekben a pontokban u(t) = 0. 
Az u(t) szakaszonként lineáris jobbról folytonos függ­
vény. Az (^t ) mint t függvénye "jobbról folytonos" 
olyan értelemben, hogy a lényeges pontok között konstans 
a t* lényeges pontbeli utolsó {6 }t.-beli szituációban 
bekövetkező értékkel. Egy 6  [t*] szituációban a 
(bü)Ct<)= t  ^ , ha a 6* szituációban éppen egy A ^  task
kiszolgálása kezdődik és (t* + t) = t , ha a
[t*, t^+t)intervallumon megszakítás nélkül a C.. igényeik- 
lus kiszolgálása folyik# Ha a igényciklus kiszolgálá- 
sa szünetel, akkor konstans. f^(t) függvény te­
hát jobbról folytonos,definíció szerint. Ha degenerált,
akkor ^ t ) s O .  Ha egy task kiszolgálása egy processzoron 
a t pillanatban befejeződik, akkor arra a pillanatra a 
processzor már szabad és másik task ütemezhető.
Egy 0 igényű task ütemezésekor a processzor még ugyan­
arra a pillanatra felszabadul. Ezért lehetséges többek kö­
zött több esemény ugyanabban a pillanatban. A fentiek alap­
ján beszélhetünk 64t) függvényről, amely a lényeges pon­
tokban többértékü is lehet. Azonban é(t) folytonos a lé­
nyeges pontok között és jobbról folytonos a lényeges pon­
tokban olyan értelemben, hogy egyik értéke a jobboldali ha­
tárérték. Ugyanakkor er(t) az u(t) növekedése miatt sosem 
konstans a lényeges pontok között. A £> (t) tulajdonságaiból 
és a szituáció definiciójából következik, hogy ha akár egy
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, R'(Q) ütemtervek t-^ és t2R(Q) , akár különböző RCC)
pontjaiban 6'(t1) =6(t2) , akkor t^ és t2 pontok előtt 
azonos távolságban vannak az első megelőző lényeges t£ 
ill. t2 pontok és azokban az utolsó megelőző szituációk­
ra 6*(tJ) = 6 #(t£) , és t1 és t2 vagy lényeges pontok,
vagy köztük legalább egy lényeges pont van.
Definiáljunk most néhány jellegzetes szituációt.
Legyen 6* = 0  az a szituáció, amelynek minden
komponense 0. Legyen X ü  = 0 minden ütemterv előtti 
szituáció, amelyre tCC)= о és legyen definíció sze­
rint 6(S)= 0» ta H s O  . A sorozatnak mindig
az első szituációja. 6* lényeges pontokban t >0 mel­
lett is felléphet. Ha Q utolsó szituáció t* pontban, 
akkor van olyan &>0 pozitiv szám, hogy a (t#, t+ d) 
intervallumon 6*00 minden komponense 0, kivéve u(t) 
komponenset, amely lineárisan nő.
Azt mondjuk, hogy a t pontban a job-folyam támaszt-
ja a í 3“ job-folyamot, vagy a <P_:^  job-folyam támaszkodik
a (p) job-folyamra és ott a p^-szituáció lép fel /i=l,2/ ,
ha valamely A. ., A, . • task-párra f ( A . .) =s (A^  . . ,)=tÍJ -2e"-1 -LJ/ 9 J 'teljesül. A fb és ^b2- szituációkat együtt jb - szituációd­
nak nevezzük és azt mondjuk,hogy és Qr ^  támaszkodnak.
A t pontban az X és Y task-ok csatlakoznak, pontosabban az 
Y csatlakozik a X-hez, ha f(X)=s(Yj =t. Egy ^  -szituáció­
ban a job-folyam késlelteti a job-folyamot, ha a
t fellépési pontja előtti utolsó B^^-task-ra f(B3_i) <t, 
azaz korábban fejeződött be f(A^-nél.
Legyen R= R(Q)£& egy Q £ (J konfiguráció megengedhető 
ütemterve. Nevezzük az R ütemterv egy szakaszának az ütem­
terv bármely két 6 [ t ] 4  szituációja közötti sza­
kaszát és használjuk erre a
Л £ ; н e'j - A S b , s , t ' ,  «']
jelöléseket.
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A 6* [t j szituációt a Zi 2IR alsó határszituáció.iának 
nevezzük és nem számítjuk hozzá a szakaszhoz. A <o* [t*J 
szituációt a szakasz felsó határszituációjának nevezzük 
és hozzászámitjuk a szakaszhoz. A t,ill. t* a szakasz 
alsó, ill. felsó határpontja és О ft -t*<oö. t*-t a sza­
kasz hossza. Speciálisan ZiJZ.R|_0,0,t1, 6,<J= ,ZIR [t', 6*] 
az R állapota és A Z T R [t, ,00 , • ] è Д  J~|R\jt T £ ] az ütem­
terv egy utolsó szakasza. *J = A X RL0,0J » AZR [b»0,ao, '] =
=R (Q ) • Ha t=t# és 6* és £*a halmaznak ugyanaz az eleme, ak­
kor legyen definíció szerint
6* » "k » £ j = ^  »
az üres halmaz. Ha azonban a tfít halmaznak egynél 
több eleme van és а 6 * , különböző elemeket rep­
rezentálnak, akkor
A  A  ^  ^» 6* *j ^  j
függetlenül attól, hogy S és ^  értéke azonos-e, vagy 
nem /azonosak csak 0 értékkel lehetnek, ha legalább az 
egyik job-folyam degenerált/. Ha £ és 6*# értéke azonos, S', 
akkor
^ ^ - ‘R = A 2 _ R Lt, в ,t# ,5j , t*> t,
egy visszatérési szakasz, pontosabban a S' szituáció egy 
visszatérési szakasza. Ilyenkor 6* az R ütemterv egy visz- 
szatérő szituációja. A t*-t hossz a <£ visszatérési ideje. 
Ha t* a minimális t*'-t pont, ahol , de 6*
új előfordulása, akkor t#-t a 61 első visszatérésének ide­
je.
Nem feltétlenül ugyanannak az R ütemtervnek a
ç#J á8
két szakaszát kongruensnek mondjuk, ha t*-12 = t-J-t-^ ,
16} ito+t* 0 < t2 ” t2 és az alsó és felső- , v t * ^ l . 2T.
határpontokban a szakaszokhoz tartozó szituációk halmazai 
egyenlők
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A két szakasz részben kongruens, ha van olyan &  1 * szituá­
ció, amely mindkettőnél alsó határszituáció, vagy a sza­
kasz szituációja és az ezutáni szakaszaik már kongruensek.
A két szakasz kongruenciáját
z \ £ i  = A 2 Z 2 j  
részben kongruenciáját
л х  1 « n z : 2
jelöli. Az utóbbi esetben
A 2 [ t } ' ,  б"{] •
Mindkettő magában foglalja a
6 í  = g<2
egyenlőséget.
Vezessük be szakaszokra a csatolás műveletét.
A AlA2[t2,61 2 ^ 2 » csatolható а ^  p  ^ (1
szakaszhoz, ha t| és t^ végesek és = в г . Legyen ennek 
jelölése . _  л __ r , -,Ф A2->2 & A S  [t, ő1'] ,
amelynek eredménye egy ATI szakasz, ahol t=t-^, 6 = ß 
t'st-J+t^-t^ és ^  = ^ 2  . А  A 2 Ú  egy rendezett állapot­
halmaz a és A2A2 rendezett halmazok egyesítése
úgy, hogy minden állapota megelőzi Аг1>2 minden ál­
lapotát és és A2h'2 elemeinek egymás közötti relá­
ciója változatlan marad. A csatolás műveletével ütemterv 
szakaszokból új ütemtervet konstruálhatunk ugyanarra a 
Q konfigurációra.
Korábban láttuk, hogy ha két szituáció megegyezik, 
akkor azok egyenlő távolságra vannak egy-egy lényeges pont­
tól, amelyekben legalább az utolsó szituációk megegyeznek. 
Ebből következik, hogy bármely visszatérő szituáció léte­
zésekor létezik lényeges pontbeli visszatérő szituáció is. 
Egy R ütemterv első visszatérő szituációja mindig lényeges 
pontbeli szituáció.
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A hatékonyság szempontjából vizsgálva a lehetséges 
és megengedhető ütemezéseket, bizonyos osztályokat cél­
szerű eleve kirekeszteni, mivel olyanok, amelyek a gya­
korlatban érdektelenek és velük azonos, vagy nagyobb ha­
tékonyságú egyéb ütemezés mindig létezik. Ezzel a megoko- 
lással alább két megállapodás formájában bizonyos megszo­
rításokat teszünk a megengedhető ütemezésekre.
1. Megállapodás: Pozitiv igény csak pozitiv idejű kiszol­
gálásra és véges sok intervallumra ütemezhető.
Ezzel a megszorítással elejét vesszük annak, hogy 
egy ^ > 0  igényű task-ot végtelen sokszor megszakítva és 
0 pillanatokra ütemezzünk, ami gyakorlatilag kivihetetlen, 
elvileg pedig felesleges lehetőség lenne. E megállapodás­
ból következik, hogy ha egy 'C > 0 /hátralévő/ igényű task- 
ot a t pillanatra ütemezünk, akkor van olyan 6  > 0 , hogy 
a kiszolgáló processzor a |_t, t+£) intervallumban foglalt 
és megszakítás nélkül a szóbanforgó task-ot szolgálja ki.
A t+ 6 pillanatban a task igénye 0 - 'C-G < T' . A  megálla­
podásból az is következik, hogy megengedhető ütemtervben 
a lényeges pontok végesben nem torlódhatnak. E megállapo­
dás nem zárja ki a 0 igényű task-ok ütemezését. Azokra vo­
natkozóan az alábbi megszorítással élünk.
2. Megállapodás: A P^ processzoron egyazon degenerált job- 
folyam / 0  igényű/ task-jai nem ütemezhetők közvetlenül 
egymás után; közöttük a másik job-folyam A-task-jait kell 
ütemezni.
Ez is egy természetes megállapodás, amely elejét ve­
szi annak, hogy egy degenerált job-folyam az ütemezésből 
kiszorítsa a másik job-folyamot. A nulla konfigurációra ez 
azt jelenti, hogy a két degenerált job-folyam A-task-jai 
csak felváltva ütemezhetők.
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Az 1* és 2. Megállapodások eredményeként, a Q=0, 
nulla konfiguráció kivételével, egy R/Qjlé *31, ütem­
terv bármely t pontjában /az ütemezés t pillanatában/ 
a I á l l a p o t h a l m a z  és a { 6 } ^ szituációhalmaz 
egyaránt véges. A megállapodásokból az is következik,
hogy \6 L halmaznak nem lehet két azonos eleme, ki-
T (i)véve, ha Qw  job-folyam valamelyike degenerált. Bármely 
nem lényeges pontban a egyetlen 6*(t) szituáció.
A továbbiakban csak az 1. és 2. Megállapodásoknak is ele­
get tevő ütemezéseket és ütemterveket tekintjük megenged­
hetőnek. E két megállapodás lényegesen csökkenti az C&(Q ) 
számosságát, amely azonban még igy is nagy marad. A továb­
bi szükitésére «.c Q )-nak később kerül sor.
Egy S stratégiát tekinthetünk egy s {2-*) döntésfügg- 
vénynek is, amelynek eredményeként meghatározottá válik aI!JT* állapotot követő 22 állapot, vagy az állapotok egy 
{^[halmaza /sorozata/.A halmazt teljesen meghatá­
rozza annak 2L uto-lsó eleme, tehát Írhatjuk, hogy
)] =s(2Z*) az S stratégia egy jellemzése. A álla­
pot éppen a Л Щ У . б '  ,t"ÍJ szakasz szituációit határozza 
meg, ahol t*= t(z-*) , 6:» = , t’^ t Ç z O  , в" = $(<£>")•
A AIL szituációkban ill. 2L -< 2LL állapotokban az
S stratégia szerinti döntés s (ZL*) által meghatározott. 
Egy s - l  s} stratégia-osztály vonatkozásában egy
q állapotban az ütemezés meghatározott, ha van 
olyan S *  < £ 2  , 2 * é állapot, hogy az s ( X  0
döntés minden S é  esetén meghatározza az s <x; dön­
tést.
Ha egy állapotban a 2L = s(Z*) döntések
a különböző S G stratégiáknál különbözők lehetnek, ak­
kor a ZJ * állapotot kritikusnak nevezzük az ÿ osztály 
vonatkozásában. A megfelelő 6 * utolsó szituációkat
kritikus szituációknak,és kritikus állapotokban hozható dön 
téseket kritikus döntéseknek nevezzük.
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A kritikus szituációk fellépési helyei, a kritikus pontok» 
Ha az e(2j) döntés csak а €>Сг>2) utolsó szituációtól 
függ, használjuk az s(6 ] jelölést. Ha fel kivánjuk tün­
tetni a döntés helyét is, az S ( Г М )  , vagy s (&l ti) 
jelölést használjuk, ha csak a helyét jelöljük, sít] je­
lölést használhatunk.
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3.2. Megengedhető ütemtervek osztályozása.
Az alábbiakban néhány szempont szerint jellemez­
zük az R=R(Q)<= 'ÍUQ) megengedhető ütemterveket és az 
azokat generáló stratégiákat. Bizonyltunk néhány lemmát 
azok tulajdonságaira vonatkozóan.
Előszöris vezessük be az Ch , isi,2, jelölést a 
Q=0 nulla konfiguráció két ütemtervére, amelyekben a 
Cp^és degenerált job-folyamokat a t=0 pontban ütemez 
zük mégpedig a 2. Megállapodásnak megfelelően felváltva 
<P és év ciklusait. 0 ütemtervben az ütemezést a cP 
job-folyam első ciklusával kezdjük.
Azt mondjuk, hogy az S stratégia rendelkezik а К 
tulajdonsággal, ha bármely Q € &  konfigurációra alkalmaz­
va az ütemterv rendelkezik а К tulajdonsággal.
Vagyis egy stratégia tulajdonságait az általa generált 
ütemtervek közös tulajdonsága határozza meg. Egy S stra­
tégiát elvileg definiálhatunk azáltal is, hogy minden 
Q GÍL konfigurációra megadjuk az R®(Q) ütemtervet. Az 
S tulajdonságait ekkor ezek közös tulajdonságai jellem­
zik. Ha egy S stratégia által generált egyetlen í^(Q) 
ütemterv nem rendelkezik К tulajdonsággal, akkor S nem 
rendelkezik ezzel a tulajdonsággal. Ez nem zárja ki azt, 
hogy R$(Q *) ütemterv rendelkezzék ezzel a tulajdonsággal 
Az alábbiakban néhány fontos tulajdonságot definiálunk.
Az S stratégiát megszakitásosnak /preemptive/ ne­
vezzük, ha megengedi pozitív igény ütemezését több 
diszjunkt intervallumba, azaz kiszolgálásának megszakitá 
sát.
Az S stratégiát összefüggőnek /поп-preemptive/ ne­
vezzük, ha minden task kiszolgálása megszakítás nélkül 
befejeződik, ha egyszer elkezdődött. 0 idejű megszakítás 
sincs megengedve.
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Az S stratégia szoros. ha egy processzor soha 
nem tétlen, ha lenne legalább egy task, amely rá üte­
mezhető lenne. Ez azt jelenti, hogy a task kiszolgálás­
ra kész és ütemezése megengedett lenne.
Az S stratégia következetes, ha azonos szituációval 
végződő állapotokban, a döntés mindig azonos szituáció­
sorozatot eredményez, ha a döntés megengedett. Vagyis 
6 = 2) esetén a 2 -^ =s(X* ) és 272 = álla­
potok olyanok, hogy a 21 ^  és 27*^  és 272 és kö­
zé eső A 2 X és A Z o  szakaszok kongruensek. Ha
6 1 és 6 (^2 )" » akkor в 2=^2 ®s ,
t(2 2) =t2 , t(X') =t* , t(Z2)=t2 , 6 (2 )^ =£(2 T 2)= £ jelö­
lésekkel
A5rft«, 6.AZ2[t>z,6,tl,Sl] .
Ez alól kivétel csak akkor lehet, ha az azonos szituáció­
ban az azonos szakaszokat generáló döntés nem volna megen­
gedett a 2.Megállapodás szerint. Ilyenkor első esetben 
akármilyen más döntés hozható, de utána minden ilyen szi­
tuációban következetesen ugyanaz a döntés.
Ha egy szoros stratégia generálta R(Q) ütemterv a 
2.Megállapodás nélkül nem lenne szoros, akkor kvázi-szo- 
rosnak is mondhatjuk. Ugyanigy egy következetes stratégia 
generálta R(Q)ütemterv kvázi-következetes. ha a 2.Megálla­
podás nélkül nem lenne következetes. Ilyen esetek csak de- 
generált konfigurációnál fordulnak elő.
Egy ^  = -£sj- stratégia-osztályt következtésnek ne­
vezünk, ha bármely Qé_Q. konfiguráció mellett a kritikus
állapotokban azonos a kritikus döntések kész­
lete és az kizárólag a 6 ( s 4) utolsó /kritikus/ szituáció­
tól függ.
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Az R és R* / R, R^e.^/ megengedhető ütemterve­
ket akkor tekintjük azonosaknak, ha X R = X jr* » azaz 
állapotaik halmaza ugyanaz. Ehhez R , R* €. 34Q) , valamely 
Qé ^ L-ra, nem szükséges feltétel. R és R* azonosságát je­
lölje R=R*.
»tAz R* és R megengedhető ütemterveket lényegében 
azonosaknak nevezzük, ha van R*-nek egy Lt* , '“»J és
R"-nek egy XbR..[t",6 j állapota úgy, hogy attól kezdve 
a két ütemterv azonos. Vagyis [4* , 6\] = Л Х  ^ , бЛ ,
az utolsó szakaszok megegyeznek. Az R* ütemterv szituáció­
halmaza a t*+ t pontban azonos az R" ütemterv t"+t pontbe­
li szituációhalmazával minden t>o mellett:
(б I . Az ütemtervek azonossága és lényegé­
ben azonossága a szakaszok kongruenciájának és részben 
kongruenciájának kiterjesztése teljes ütemtervekre.
Egy R ütemtervet periodikusnak nevezünk, ha van olyan 
véges hosszúságú X  R állapota, hogy attól kezdve az álla­
potok б^Х) utolsó szituációi periodikusan visszatérnek.
A legelső ilyen állapotot az R előperiodusának nevez-
zük és annak legyen TR “ t(X R )  a hossza. A X R utáni 
szituációk közös minimális visszatérési idejét tekintjük 
az R periodushosszának, amelyet pR fog jelölni. Az ütemterv 
bármely TR utáni pR hosszúságú szakasza az R egy periódusa. 
Nyilván TR £ о és pR >0. A TR az R-nek mindig lényeges pont­
ja. A 2.Megállapodás következménye, hogy pR=0 kizárólag a 
Q=0 nulla konfiguráció ütemterveinél fordulhat elő. Könnyű 
látni, hogy ennek R~CL » i=l vagy 2, szükséges és elegen­
dő feltétele. A definícióból következik, hogy a periodikus 
ütemtervnél
{б’К+крд = l 6‘}t , t > T R » k=l,2,....
A TR és pR a periodikus R ütemterv jellemzői.
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Most néhány leminát bizonyltunk:
3.1. Lemma: Ha R ~ R1 , akkor a két ütemterv hatékony­
sága azonos:
~ 6 R = Ü R» , ha R « Rt
Bizonyítás : Legyen t »  max. ( tR > tR, ) és legyen
t*=tR, -tR+t. Ekkor t és kegyszerre tartanak oo -hez
és t-tp=t-tp* . Mivel R-nek а és R-nek a [tR* , t*)
( t ,t) = r Rl(tRM t*;
JRfH T U bR*
szakaszai azonosak, ott R v uR
teljesül. Azonban C^(tR , t)=ré(t)- r R (tR)és ha­
sonlóan R-re. ^ R ^ r )6 ^  és r R* ltR») á tR * 
korlátosak. Ezekből következően
is





t + tR 1
_R__R 
- t
'C-ot ('t *)R R * 4 R* > lim
t ^—'^’'Ю
R
^ R*í t O = í R*
Q • 0 • d. #
3.2. Lemma : Ha R ^ R 1 , akkor R és R* csak egyszerre lehet­
nek periodikusak, azonos periódusokkal.
Bizonyítás : Az állitás következik az R ~ R f lényegében 
azonosság és a periodicitás definíciójából.
Q.e.d.
3.3. Lemma : Ha az R=R(Qj ütemtervnek nincs visszatérő szi­
tuációja, akkor R következetes.
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Bizonyítás : Az állitás közvetlen következménye a 
következetes ütemterv definíciójának, hiszen nem 
lévén R-ben két azonos szituáció, a megfelelő álla­
potokban a döntések azonosságának kérdése fel sem 
merülhet.
Q. e, d.
3,4. Lemma: Periodikus R=R(Q) ütemterv minden periódusá­
ban bármelyik , i=l,2 , job-folyamnak egész /ц^  
számú igényciklusa kerül kiszolgálásra és minden 
periódusban ugyanannyi.
Bizonyítás : A előperiodus után bármely periódus
elején és a rákövetkező periódus elején azonos a szi­
tuáció és igy annak q=(v,(?>) komponense is. Ez azt 
jelenti, hogy a periódus mentén q^=(v^, vagy
végig azonos volt, amikoris Q job-folyam 
periódusa került kiszolgálásra, vagy változott. A 
(b^(t) függvény azonban а (o, Tv] értékkészlet tar­
tományban folytonosan változik, kivéve a ugrá­
sokat, vagyis ugyanazt az értéket csupán egy teljes 
ciklusnyi kiszolgálás után veheti fel újra. így a ki­
szolgált ciklusok száma egész. Ez i=l,2 mellett 
külön-külön igaz. Ha különböző periódusokban nem 
lenne azonos, akkor a periódusok nem lehetnének 
kongruens szakaszok.
Q.e.d.
A lemmában szereplő és  ^ egészeket a
periódus ciklusszámainak nevezzük. Ezek is a periodi­
kus ütemtervek jellemzői a és p^ jellemzők mellett.
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További jellemzőként definiáljuk a periodikus ütem­
terv Рд-foglaltságaként а Рд processzor aktivitási 
idejét egy periódusban. Jelölje ezt aR . Ez nyil­
ván minden periódusban azonos és
/3.2/ ®R = f* 1 '] 1 + ‘Л 2 ^ 2 *
Egy periódus Рд-kihasználtsága nyilván aR/pR
3. Megállapodás: Periodikus ütemtervnél aR = 0 
mellett legyen mindig a^ /pj^  = 0 , pR értékétől
függetlenül.
Ez a megállapodás praktikus célt szolgál csupán, 
hogy a pR ss 0 esetet ne kelljen kivételként kezelni.
3,5, Lemma : Periodikus R ütemterv hatékonyságát a
/3.3/ Pr
formula szolgáltatja.
Bizonyítás: A nulla konfiguráció ütemterveinél a /3.1/ 
definíció szerint ""jfR=0. A 3 , Megállapodás biztosít­
ja, hogy /3 .3/ szerint ugyanezt kapjuk pR = 0 eset­
ben is. Ha Q nem a nulla konfiguráció, akkor pR >0 
és a /3*3/ jobboldala értelmezve van. Legyen t »  TR 
és legyen a0 az R Рд-foglaltsági ideje a !_0,TR ) 
előperiodusban.
Nyilván aQ ■£: TR , korlátos. Legyen
n
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Ekkor t=TR+npR+p^ , ahol О é Pr <Pr korlá­
tos és ^ ( t j  = a 0 + naR + ^  » ail°l ° - aR - aR *
a Рд-foglaltság a [íR+n pR ,tj szakaszon, korlátos, 
t és n egyszerre tartanak végtelenhez, ezért
lim
t-»<X>
ao+naR+aR . fR 
n I S  V nfR+PR ' pR
Q.e.d.
3.6. Lemma : A nulla konfiguráció szoros ütemtervei csak 
az Oj és az C^, amelyek következetesek és periodi­
kusak pR = 0 periodushosszal.
Bizonyitás: A lemma azonnal következik a szoros ütem­
terv definíciójából.
Q .e .d.
3.7. Lemma : A Q=0 nulla konfiguráció következetes R ütem­
terve mindig periodikus elóperiodussal,
pR =max/ s (B-j^ ) , sCB^^j/ - 0  periodushosszal ésM^j/u^l 
ciklusszámmal.pR =0 akkor és csak akkor, ha R=(h/i=l,2/.
Bizonyitás: A 2.Megállapodás szerint a Q=0 nulla kon­
figurációnál az Aj_j és Agj task-ok а P^ processzorra 
csak felváltva ütemezhetők. így az első A ^  task meg­
választása meghatározza az A-task-ok ütemezésének sor­
rendjét. Egy B. . task sosem ütemezhető az A. . előtt
előtt. E feltételek mellett legyenés A i j + 1 a BijАц, b ij_* ^ 2 1* ^21 ütemezve és legyen B ^  az utolsó.
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Legyen s(X^) = í (x -q ) =tj^ az X-^ l "task ütemezé­
si pillanata. A t-^ pillanatban visszatér a 6"Q = 0 
szituáció és a kövé’lkezetesség miatt innen kezdve 
az ütemtervben az összes szituációnak ismétlődnie 
kell a 6 'loj =«■ szituációtól kezdve. Vagyis való­
ban TR=0 és p^ =max / s(B -^^ J, s / jellemzők­
kel R periodikus.
Q. e. d.
3.8. Lemma: Következetes R ütemterv akkor és csak akkor 
periodikus, ha van visszatérő szituációja.
Bizonyitás: Periodikus ütemterv TR utáni minden szituá­
ciója definició szerint visszatérő. Legyen R egy kö­
vetkezetes ütemterv. Ha Q=0, akkor a 3.7. Lemma szerint 
periodikus. Legyen tehát Q^O. Tegyük fel, hogy 6* az 
R visszatérő szituációja. Ha Cp^  vagy degenerált, 
akkor könnyű belátni, hogy következetes ütemtervnek 
van 6  [t-J = 6 ) [tg] , t^<t£, visszatérő szituációja is, 
ha pedig egyik job-folyam sem degenerált, akkor a visz- 
szatérő szituációra csak t-^ <  tg lehet két fellépési 
pontra. Ekkor t-^ és tg előtt az azonos távolságra lé­
vő első lényeges pontokban is azonos szituációk vannak. 
Ugyanakkor a következetesség miatt t-^ és tg után is 
azonos távolságra azonos W  ti szi tuáci óhalmazoknak 
kell lenniök. így az ott hozott döntések azonossága 
folytán a következő lényeges pontokig ismét azonos 
szituációszakaszok következnek. Ilymódon véges döntés 
után a t^ előtti lényeges pontból a tg előtti lényeges 
pontba érünk és közben a tg utáni szakaszon a szituáci­
ók teljesen azonosaknak bizonyulnak a t^ utáni szaka­
szon lévőkkel.
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Vagyis a A Z [  tlf G ,t2 ,e\ в Л 2 [ t2,Ç ,2t2-t1,6'J azonos­
ság /kongruencia/ teljesül. Teljes indukcióval a 
szakasz periodicitását igy bizonyitottuk. Ebből az ál- 
litás következik, hiszen akkor T^ véges előperiodus 
biztosan létezik.
Q .e .d.
3.9. Leírna : Következetes periodikus R ütemterv periódusának 
minden szituációja különböző, kivéve esetleg az olyan 
konfigurációt, amelyben van degenerált job-folyam.
Az utóbbinál 6*o kétszer felléphet.
Bizonyítás : Legyen R egy következetes periodikus ütem­
terv Pr ' 0 periodushosszal. Ha p^ =0, akkor a 3-7« 
Lemma szerint R=Ch /1=1,2/ . Ebben 6  kétszer lép fel 
minden periódusban. Legyen p^>0 . Tegyük fel, hogy
Ç szituáció egy perióduson belül visszatér. Ha a visz- 
szatérés ugyanabban a pontban történik, akkor valame­
lyik job-folyamnak degeneráltnak kell lennie és & 
csak ^ Q- 0 lehet. Legyen tehát t2 >t a ^  két fellé­
pési pontja egy perióduson belül. Vagyis 
T^ é. t-^ <. t2< t^+p^ . A 3«8. Lemma bizonyítása szerint
ekkor R periodikus p^ =t2~t^<' p^ periodushosszal is, 
ami ellentmond definíciójának.
Q .e .d.
3*10. Lemma: Bármely R é. ütemterv visszatérési szakaszán 
a job-folyamok egész számú igényciklusa kerül kiszolgá­
lásra.
Bizonyítás: A bizonyítás teljesen analóg a 3*4. Lemma 
bizonyításához, ahol tulajdonképpen azt használtuk ki, 
hogy minden periódus egy visszatérési szakasz.
Q *e »d
3.3. Dominancia tételek
Az előző pontban definiáltuk a megengedhető ütem­
tervek és stratégiák néhány lehetséges tulajdonságát és 
velük kapcsolatos néhány lemmát. Most ezeket felhasznál­
juk arra, hogy a megengedhető ütemtervek terét szükit- 
Sük úgy, hogy a szükitett osztályban mindig legyen opti­
mális ütemterv. Erre a dominancia elvet használjuk.
A Q<£& konfiguráció R*(Q) ütemterve dominálja az 
RCC) ütemtervét, R^Q) domináns R(Q)-val szemben, ha
k H. ( h  > « r (q ) •
Az S* stratégia dominálja az S stratégiát, ha bár­
mely Q<£ ф konfiguráció esetén R^(Q) dominálja EÍ^Q^-t,
Az ütemtervek egy osztálya domináns, ha
bármely R é 5t(Q) ütemtervhez van R*éfy (Q) ütemterv úgy, hogy 
R* dominálja R-et. Legyen91* (q)c  (Q)C Riel). Az ütemtervek
íR/(Q) osztálya domináns 3tll('Q)-val szemben, Ж.' ( Q ) dominálja 
ha bármely R"é^,’(Q) -ho z van R *<£ (Q ) úgy, hogy 
R* dominálja az R”-t. Ha azSj'(Q) osztályt а К tulajdonság 
határozza meg, akkor a fenti tulajdonságú 5^ [Q) osztályt 
К-dominánsnak mondjuk,
A konfiguráció R*(Qj ütemterve optimális, ha
R*(Q) é St(Q) és
Í r*(«) tfR(«) minden R 6  5 U q ) mellett.
Legyen ‘Q'CtyC R(Q) а К tulajdonságú ütemtervek osztálya.
Az R*(Q) ütemterv K-optimális. ha R*(q)<~R (Q) és
" ^ Rl, (q) minden R" €r^!'(Q) mellett.
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HaíR3(Q) osztály domináns és ütemtervre
7Í *ÍQ) > CQ) minden R #^  St*(Q) mellett,R* R»
akkor R*(Q) optimális. Ezt a tényt használja ki a domi­
nancia elv: optimális ütemtervet elegendő domináns osztá­
lyon belül keresni, К-optimális ütemtervet elegendő 
К-domináns osztályon belül keresni. A dominancia elv azt 
is jelenti, hogy optimális ütemezés keresésekor mindig 
kizárhatunk a vizsgálatból olyan ütemezéseket, amelyeknél 
nem rosszabb ütemterv minden konfigurációnál marad vizs­
gálatunk körében.
Vezessük be a job-folyam P^-igényének mértékeként 
a
/3.4/ ÿ (l)= /Z± í 1 / в 0, ha Ti = 0/
mennyiséget, ha Ti > 0. Legyen definició szerint ,ha
=0 ) Q.ZQ.Z degenerált. Nyilvánvalóan hiszen
r i= +riB -^riA *
Egy bármilyen lehetséges R(Q) ütemterv haté­
konyságára igaz a
/3'5/ é min/ l,fl^+TÍ®/
becslés, amely TfR és mennyiségek definíciója alapján
nyilvánvaló.
A /3*1/ definícióból következik, hogy bármely R ütem­
terv hatékonyságát annak nem korlátos szakasza határozza 
meg. Ha R és R # ütemtervek csak véges szakaszokon térnek el 
egymástól, akkor hatékonyságuk azonos a 3-1. Lemma szerint. 
Ezért egy R(Q) ütemterv bármely véges szakaszát megváltoz­
tathatjuk úgy, hogy érvényes/elfogadható/ ütemterv maradjon, 
ezzel hatékonysága nem változik meg.
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3.1. Tétel: Az R=R(Q) £  ütemterv dominálható valamely
R"=R"(Q) é  3?(.Q) következetes ütemtervvel, ha az alábbi fel­
tételek közül legalább egyik teljesül:
(a) a Q elfajult
(b) az R-nek egy [t *, 6 utolsó szakasza következetes
(c) az R-nek egy A2lR [t, 6  ,T, в] , T>t, visszatéré­
si szakaszán a P^-kihasználtság nem rosszabb az R hatékony­
ságánál , azaz
r A (t, T) /(T-t;>'íR .
Az R" ütemterv összefüggő, ha R az és periodikus, ha 
R az, vagy (a 'j vagy (c) feltétel teljesül.
Bizonyítás;
(a) Elfajult konfigurációkra az állitás az esetek egyszerű 
vizsgálatával belátható. Mindig létezik a tétel feltételei­
nek eleget tevő R"(Q) ütemterv.
Nem elfajult esetben a bizonyítás menete az, hogy elő­
ször a (c) esetet visszavezetjük a (b) esetre, ahol a követ­
kezetes Z 2 |V, <Г>] utolsó szakasz periodikus. Ezután a
(b) esetnél bizonyltjuk, hogy véges szakasz változtatásával 
R(Q]-ból egy következetes R"(q) konstruálható.
Elöszöris jegyezzük meg, hogy a t1, t és I pontokat 
lényeges pontoknak vehetjük. A cw esetben ugyanis kiX’p *, 6“ 
következetessége esetén következetes a t* utáni első lénye­
ges pont határolta utolsó szakasz is. A (c) esetben a t és 
T pontok eló'tt azonos távolságra vannak az azokat megelőző 
lényeges pontok, ahol az utolsó szituációk azonosak, sőt a 
Ш  szituáció függvény speciális jobbról folytonossága kö­
vetkeztében az 0(A(t) komponens konstans 0 , vagy 1 érték.
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Márpedig ö>(^(t) integrálja adja meg a P^-foglaltságot.
Ilymódon a ^ X R Ct, ő',T,6'J szakasz P^-kihasználása azo­
nos a közvetlen megelőző lényeges pontok határolta szakasz 
P^-kihasználásával és egyszerre nem-rosszabbak TÍR-nél.
(c) Eset: Az eset visszavezetését a (b) esetre úgy végez­
zük, hogy a
LT,6l=X[t,6l ®AX[t, б ,т,б]
szakaszból /állapotból/ konstruálunk egy olyan
Z* = X ' O * ,  6 ‘í] =Z*[t', £'] « A Z ' D ' ,  6Л Т ' ,
szakaszt, amelynél a
A Z <  = A l ' f t ' , 6',fT*, tf']
visszatérési szakasz következetes /nincs két egyforma szituá­
ciója/ és P^-kihasználása nem rosszabb a
AZ = AX[t, & ,t , 6 ]
szakasz P^-kihasználásánál. Ebben az esetben legyen
R»(Q) = X'Lt', e*l « S'l ,
ahol Át=T*-t* jelöléssel
AZ!<[t<,6,;]=Ab#[t»,PÍ<,t4 At,51#] ® A Z #Lt#+At,6:,,t42 ^ t,ff <]©...
és
/\Z,Lt#+/k-l/At,6 #,t»+kAt,erJ «AZ'Ct', , k=l,2 ,...
utolsó szakasz következetes és periodikus 
és hatékonysága nem kisebb б^-nél, hiszen megegyezik
a AI< szakasz P^-kihasználásával.
А X  szakaszból X *  megkonstruálása szükség sze­
rint ismételt lépésekben történik az alább leirtak szerint. 
Legyen
t0=t, T0=T , eQ.ff és
X 0- Z 0 rt0 ,6’0] e4£ 0 Ct0 ,6'0 .œ0 ,Sji2.[t,€rJ «AZtt. S.T.ff] .
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A 2 To szakaszból kiindulva szükség szerint konstruál­
juk a 2 1 -^, 2 Z 2 * * * * sorozatot, amelynek tag­
jára igaz a következő:
® » ^i»^i* ^ jl »
t^, ÜL lényeges pontok; ha i — l, akkor 
/ X Z ~  ^  ^ i » i» ±1
visszatérési szakasz P^-kihasználása nem rosszabb, mint a 
 ^ szakasz P^-kihasználása; AZL^ kevesebb lényeges 
pontot tartalmaz, mint д_»
A Z 0 ,JZ±i ... sorozat i - 1  tagjainak konstrukció­
jára az alább definiálandó Vizsgálat 1 eredménye szerint 
kerül sor a Redukció 1 eljárásban.
Vizsgálat 1: Ha a AJL A A  21 szakasz min­
den szituációja különböző, akkor legyen
te=t±, T»=T±, 6 *=f)± és
2 .íC t <,6'«] = z ± ít±,6j,
À Z *  Lt* »ff1 ,T* ,6 *] = A 2 L± C t± , 6“±, T1 9 G ±1 •
Ha AX^-nek nem minden szituációja különböző, akkor 
konstruáljuk 2EIi+1-et a Redukció 1 eljárással.
Redukció 1: Legyen О )( az első szituáció л г ± -ben, amely 
többször előfordul. 6^ ^  lehet a is, ekkor első előfor­
dulásának a t^ határpontot tekintjük, az utolsónak pedig a 
határpontot. Ilyenkor 6  ^ legalább még egyszer fellép Д2. 
belsejében is. Legyenek atf?^ szituáció fellépési pontjai
Ti] -ben 4+1,j, j=1>2...... Ekkor 4 -  4+1,1 *
ktí+l,n-Ti-
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А szakasz ~ 6 (t^jT^] è P^-kihasználtsága a
(t.,T.l részintervallumai P.-kihasználtságainak súlyozott 
átlaga súlyozva a részintervallumok hosszával. Egy (a,bj 
rászintervallum (a,bj P^-kihasználása 0, ha a=b. A 
(t! + i ^,t?+1 j + 1] , H j í n - 1 , belső részintervallumok 
és a ilU  (tí + 1 n »Tj_J intervallumpár PA-kihasz-
nálása közül legalább egy nem lehet kisebb a 
érteknél /a súlyozott átlagnál/. Válasszunk egy ilyen tu­
lajdonságú részintervallumot, vagy az intervallumpárat, 
ha az is ilyen tulajdonságú.
Ha a j + ]_J / 1  - j f n-1/ intervallumot
választottuk, akkor legyen
t —t *Ti+1” í+l, 1 » m _+■ I . -t- í #1+1~ Ч + 1 , 1 i+l,j+l i+l,j * * i + i é s
^i+l^i+l» ^i+l^^-i^i» 6^}® ^ ^ [ t ^  ^ i,t!+i,i, ó'J+J »
i + l ^ i + l *  6  i + l » T i + l *  ^ i + l ^ ^ ^ i ^ i + l j j  ’ ^ i + l ^ í + l . j + l *  *
H a  L ^ i í ^ i + i  i l  U  L ^ i + i  n , T i ^  i n t e r v a l l u m p á r a t  v á l a s z t o t ­
t u k ,  a k k o r  l e g y e n
'i+1=tV  Ti+l=ti+l,l+Ti“ti+l,n’ ^i+l= ^i es
i + l ^ i + l ’ ^ i + J  ^ i ^ i »  ^ i ^  »
AXi+ibi+i»  ^ i+i»Ti+l» ^ i+J ss^ <2-i^ti»^i»ti+l,l»^í+l^ ®
® ^ Zji ttí+1,n ,^i+1,TÍ, ^ J  *
Mindkét esetben legyen
^ i + l =^i+lLTi+l* ^  i+J "^i+l^i+l» ^ i + J  ® ^ ^ ‘i+lfti+l,^ i+l»Ti+l*
6 i+lj
Vége a Redukció 1-nek.
Mivel lényeges pontok végesben nem torlódhatnak, a AZL 
szakasz véges sok lényeges pontot tartalmazhat. A Redukció 1 
eljárásban a A 2 L ^ ^  szakasz lényeges pontjainak száma 
mindig kisebb a A 2 Z^  szakasz lényeges pontjainak számánál.
Ebből következik, hogy véges számú Redukció 1 után a 
Vizsgálat 1 a AJL^ szakaszt biztosan következetesnek ta­
lálja, mert a A 2 j± legfeljebb olyan szakasszá válhat, 
amelyben csak a határpontok lényeges pontok.
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Az ilyen szakaszban azonban nem lehet ismétlődő szituáció.
Ezzel a (c) esetet visszavezettük a ( b ) esetre.
(b) Eset: Ha t#=0, akkor a JL p^ Ct *, ö *1 szakasz a 
szituációhalmaz részhalmaza, amely csak akkor lehet többele- 
mü, ha abban 6 Q =0 is előfordul -6* * előtt. Ez azonban csak 
degenerált konfigurációnál volna lehetséges, amit kizártunk. 
t*=0 esetén tehát R" (Q) = 6* maga következetes ütem­
terv.
Legyen tehát t* '> 0 /és lényeges pont!/. Ha R(Q) ma­
ga következetes, akkor nincs mit bizonyitani. Ezt tehát zár­
juk ki. A bizonyítás továbói menete a következő. R(QJ ütem­
tervből először konstruálunk egy R (Q) ft , 5*1 [t ,<ál
ütemtervet, amelynek utolsó szakasza következetes, első sza­
kaszának pedig nincs az utolsóval közös szituációja. Az 
Rq (Q) tehát csak akkor nem következetes, ha a ZZojjt0 »6 ] 
szakasza nem következetes, azaz a = 0 ,vagy valamelyik
szituációja a szakaszon visszatér /legalábbis csak ekkor le­
het nem következetes/. Ebben az esetben véges számú lépésben 
rendre megkonstruáljuk egy Z~p » 2 1 2> ••• sorozat ZTj_-
tagjait mindaddig, amig következetessé nem vá­
lik.
Mivel a konstrukció redukálja 21  ^ lényeges pontjának 
számát, ez véges lépésben bekövetkezik. Ezt a Vizsgálat 2 
eljárásban ellenőrizzük és, ha nem következett be, megis­






AZ." fri. 6] = AZ 0 Üo » 6J .
Ha nem következetes, alkalmazzuk a Redukció 2
eljárást konstruálására.
Redukció 2: Legyen 0к +1^  (о, t^j a -6^=0, vagy -=27^
szakasz valamely szituációjának legnagyobb lényeges vissza­
térési pontja és legyen a ^i+i pontbeli utolsó visz-
szatérő szituáció. Legyen tJ?+ <^£ jo, íp+p) a ^i+l elsa
fellépési pontja. Hagyjuk el a ft^, 6*3 szakaszból a 
Д Х ± [t±+it 6» i+1, Ti+i» $ i+1] visszatérési szakaszt és
legyen
t. -, =tf -, +t. -T. -, í+l í+l- í í+l és
^  i+l^i+l»6 ^  “^"i^i+l* ^ i + 1^
Vége a Redukció 2-nek.
Û 2Z  fT 6* tiL1i+l* i+l,T:
Megkonstruáljuk Rq^Q ) ütemtervet. Feltevésünk sze­
rint R(Q)nem következetes, ezért 6^=0, vagy a 2L [t*, ó? iJ 
valamely szituációja visszatérő és ott az ütemezési dönté­
sek különböznek. Ekkor biztosan vannak lényeges pontokban fel­
lépő visszatérő szituációk is. Ezek száma azonban véges. Ha­
tározzuk meg minden ilyen szituációhoz a [t1, 6  0
utolsó szakaszon az első fellépési helyet, vagy ha ott nem 
lép fel, akkor a 2 T£t*, 6  szakaszon az utolsó fellépési 
helyet. Legyen e helyek maximuma T Q .  Ha a AZE[t#, £  periodi­
kus akkor TQ T^+ P^ , ahol az előperiodus hossza, p^ 
a periodushossz.
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Ettől függetlenül azonban TQ véges és definíció szerint 
lényeges pont. Legyen 6* a TQ pontbeli utolsó visszaté­
rő szituáció. Legyen t, 0 ^ t £ t *  a & első előfordulási 
helye. Hagyjuk ki R(Q)-ból a AZ[t, 6*, TQ,6 ] visszatéré­
si szakaszt és legyen
R0(Q) = X 0 [t,e]« A 2 L o [t,6]
a
és
A I 0 [t,?] = ^ Z [ T 0}5 ]
csatolásával nyert új ütemterv. Ennek klX^Lt,^] utolsó 
szakasza következetes /és periodikus, ha AX-Lt*,#*] az 
volt/ és a X 0 [t, 6 ] szakasz egyetlen szituációja, és 
6 * =0 sem tér vissza az utolsó szakaszon.
Legyen t =t és
n o=z;0 [to>e ] = z o Ct,ej
és alkalmazzuk a Vizsgálat 2-t i=0 mellett. Mindaddig,
amig a Vizsgálat 2 a Redukció 2 eljárást és i“et
eredményezi, ismételjük azt meg. Az ismétlések száma véges, 
mert JZ^ legalább eggyel kevesebb lényeges pontot tartalmaz, 
mint ®s végül a lényeges pontok a határpontokra redu­
kálódnak, kivéve, ha a Vizsgálat 2 már előbb nem találja a 
szakaszt következetesnek.
Ezzel befejeztük tételünk /konstrukciós/ bizonyítását. 
Még azt kell megjegyezni, hogy a konstrukció az R(Q) ütem­
terv szakaszainak csatolásával történt, amelynek folyamán 
összefüggő ütemterv szakaszaiból nem konstruálható megsza- 
kitásos ütemterv. Ezért R"(Q) összefüggő lesz, ha R(Q) az volt.
Q. e. d.
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A dominancia elv alkalmazásához bevezetünk egy 
fogalmat, a domináns döntés fogalmát, majd annak segít­
ségével két domináns ütemezési stratégia-osztályt defi­
niálunk.
Egy 2Z állapotban az б Ч-21,) döntés domináns az 
s(2 1 ) döntéssel szemben, ha az s*(2 Zj döntés megengedett 
és mellette a folyamatban lévő, vagy az éppen következő 
kiszolgálási ciklus egyike sem végződik későbben, mint 
s(2T) döntés esetén. Ha f*(Ch) és f fCh) , 
i=l,2 , jelöli az s 4 z ; , illetve s ( 2 1  ) melletti ciklus­
végződéseket, akkor f*(Ch) ^ » i=l»2. Ha f*(Ch)
és ffe) nem lennenek meghatározottak s 4 ) illetve 
s (21 ) által, akkor a lehetséges további meghatározó dön­
tések melletti minimális értéket kell számításba venni.
Ha f* ( Ck) < f (c^ ) , de f* (C^^) > f ) » akkor s(^J és
s * ( 2 1  ) egyike sem dominálja a másikat.
Egy 21 állapotban az s*(21) döntést gazdaságosnak 
nevezzük, ha nincs olyan más döntés, amely dominálná.
Egy 21 állapotban az в u ;  döntést természetesnek 
nevezzük, ha összefüggő és nincs más olyan összefüggő dön­
tés, amely dominálná. Nyilvánvalóan nem minden természetes 
döntés gazdaságos és nem minden gazdaságos döntés természe­
tes. A gazdaságos döntés lehet megszakitásos, vagy összefüg­
gő is, a gazdaságos döntések együttesen bármely egyéb dön­
téseket dominálnak. A természetes döntések együttesen domi­
nálnak bármely egyéb összefüggő döntést.
A dominancia, gazdaságosság és természetesség definí­
ciója olyan, hogy az csak a utolsó szituációtól függ
és nem függ a teljes Л T állapottól, feltéve hogy 2 . 1  men­
tén a döntések dominánsak. Fontos megjegyezni, hogy a domi­
náns döntés mindig megengedett, ami azt jelenti, hogy az 
1. és 2. Megállapodásokat és egyéb természetes feltételt
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/pl. egy processzor egyszerre csak egy task-ot szolgál­
hat ki, stb./ nem sért. így egy döntés tulajdonképpen 
kvázidomináns. ha pl. a 2. Megállapodás miatt késleltet 
degenerált job-folyam ütemezést.
Nevezzük gazdaságosnak azt az R*(Q) ütemtervet, 
amelyben minden 2 2  állapotban /azaz minden szituációban/ 
gazdaságos ütemezési döntés van. Nevezzük természetes­
nek azt az összefüggő ütemtervet. amelyben minden 2 Z álla­
potban /azaz minden szituációban/ természetes ütemezési 
döntés van.
3.2. Tétel: A természetes ütemtervek összefüggő-dominánsak, 
a gazdaságos ütemtervek pedig dominánsak.
Bizonyitás: Legyen R(Q^ egy tetszőleges megengedhető össze­
függő ütemterv. Ha R(Q)-nak bármelyik 21 állapotában az 
s(2 ?) döntés nem természetes, helyettesítsük azt egy s*(2 I) 
természetes döntéssel, amely azt dominálja. Ezzel f (C^ ) 
pontok legalább egyikét előbbre hozzuk. Az igy nyert új 
R(Q} dominálja a régit, hiszen az ütemezési ciklusok előbb­
re hozása útján bármely £ 0 ,t) intervallumon Рд igénybe­
vétele növekszik, ilymódon a /3 *1/ határérték nem csökken­
het. Ha R(Q)-nál t=0 ponttól indulva a döntéseket ténylege­
sen természetesekkel cseréljük fel, meg is konstruálhatjuk 
r(q) egy domináns R^Q) természetes ütemtervét. Teljesen 
analóg módon bizonyítható a gazdaságos ütemtervek dominan­
ciája bármely R(Q) megengedhető ütemtervvel szemben.
Q.e.d.
A gazdaságos és természetes ütemterveknek megfelelő­
en analóg módon definiáljuk a gazdaságos és természetes 
ütemezés és stratégia fogalmát.
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A természetes és gazdaságos ütemezések erősen szükitik 
a megengedhető ütemezések terét, amelyben az optimális 
ütemezést keresni kell. A következő lemma ezt bizonylt­
ja.
3.11. Lemma: Egy gazdaságos ütemterv
(a) mindig szoros /kváziszoros/
(b) abban egyetlen megszakított А-task sem szakíthat 
meg másik A-task-ot
(c) az ütemtervet teljesen meghatározzák azokban a
e’ftl szituációkban hozott ütemezési döntések, ame- 
J  (1) (2)lyekben (2> (t)=/ jv(tj,^v '(t)/ komponensei közül vagy 
mindkettő 0 / QjQ / 9 vagy az egyik 0 , a másikra pedig 
a -3 reláció teljesül / ^ „i/î ezek a
kritikus szituációk; a döntés ekvivalens annak eldön­
tésével, hogy az adott pillanatban melyik job-folyamot 
ütemezzük а Рд processzorra; jelölje e döntéseket 
s^ és S2 ; ezek a kritikus döntések.
Egy természetes ütemtervet teljesen meghatá­
roznak azokban a e'Lt J szituációkban hozott ütemezé­
si döntések, amelyekben jb(t) komponensei közül vagy 
mindkettő 0/ 6^/ , vagy az egyik 0 , a másikra pedig 
fo^(t)í és 0 < £>(i)(t)<^ 3 . relációk teljesülnek 
/ ff**/; ezek a kritikus szituációk; ekkor a döntés
a Ç szituációban annak eldöntésével ekvivalens, о
melyik job-folyamot ütemezzük először P^-ra /s é s  Sg 
döntések/, a 6 * kritikus szituációban pedig annak 
eldöntésével, hogy a job-folyamot ütemezzük-e
azonnal PA-ra /s, . döntés/, vagy hagyjuk a P. procesz-" /дЛszórt tétlenül a következő f/c^/ pontig, ahol a Qr' 
job-folyamot ütemezzük P^-ra /sQ döntés/; ezek a kri­
tikus döntések.
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A kritikus szituációk lényeges pontokban lép­
nek fel és ott - de csak ott - a job-folyamok kés­
leltetik egymást#
Bizonyitás: A gazdaságos ütemtervekre egyszerre bi­
zony i tjük az (a),(b) és (c) állításokat és £cj-vel 
együtt a természetes ütemtervekre vonatkozó állitást 
is úgy, hogy fokozatosan kizárunk nem domináns dönté­
seket.
Nyilvánvalóan nem lehet egy 2 Zlt, & ] állapot­
ban domináns olyan döntés, hogy a teljes P processzor­
hármas tétlen legyen valamely t*>t pillanatig. Ebből 
az is következik, hogy minden gazdaságos és természe­
tes ütemterv a t=0 pontban valamelyik А-task ütemezésé­
vel kezdődik.
Nem lehet domináns egy f (A^ ) pontban olyan dön­
tés, amely szerint a megfelelő B^-task nem azonnal üte- 
meződne, mert ez hátráltatná az f(Ch,) ciklusvégződést. 
Tehát gazdaságos és természetes ütemtervekben a B-task- 
ok az A-task-okhoz csatlakozóan ütemeződnek. Ugyancsak 
nem lehet domináns B^ task megszaitása. Ebből követke­
zik, hogy kritikus szituáció csak f (B^ ) pontokban lép­
het fel, amig ^>^(tj=0, i=l, vagy 2. Ilyenkor három 
eset lehetséges:
t*> egy B^_i-task is ugyanabban a pillanatban fejező­
dött be
egy B^^-task kiszolgálás alatt áll 
(6) egy A^ ^-task áll kiszolgálás alatt
Az (Ы) esetben 6 = 6 C 5= 0 és egy A^- és egy 
A^-task egyszerre kész az ütemezésre. Két domináns dön­
tés lehet: s-^ és Sg, hogy A-^ -, vagy A^-task-ot üteme- 
zünk-e először.
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Mind gazdaságos, mind természetes ütemtervben csak össze­
függő ütemezés lehet domináns, amint az alábbi illusztrá­
ció szemlélteti.
A (Ç) esetben, amikor p>^(t)=0, (t) ^
mindkét ütemtervnél domináns döntés azonnali ütemezése 
akkor, ha 1  i * . , igy a szituáció nem kritikus.
Ha azonban ^  (t ) , akkor két domináns összefüggő
ütemezési döntés lehetséges, tehát a szituáció a természe­
tes ütemezésnél kritikus /ff±/ . Ezt az alábbi illusztrá­
ció szemlélteti. Gazdaságos ütemezésnél az A^_^ ütemezése 
domináns és a szituáció nem kritikus. Ebből következik, hogy 
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gazdaságos döntések
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A 1$) esetben, amikor (b^(t)=0, л) ^3-i*
a természetes ütemtervben, ahol megszakítás nem megengedett, 
a szituáció nem kritikus: a folyamatban lévő A^^-task ki­
szolgálása folytatódik. A gazdaságos ütemtervben két domi­
náns döntés van: А^_^ folytatása befejezésig, vagy megsza­
kítása A^ kiszolgálására si döntés/. Hogy egyik
sem dominálja a másikat, azt a fenti illusztráció mutatja.
Az alábbi illusztrációk igazolják, hogy egy megszakító task 
megszakítása, vagy egy megszakított task általi megszakítás 
nem. lehet gazdaságos /domináns/. Mindig csak az előbb
kezdődött А-task megszakítása lehet gazdaságos a később kez­
dődött által. A megszakítás azonban soha nem domináns a nem 
megszakítással szemben, mert bár a megszakító task ciklusá­
nak befejezését előbbre hozza, a megszakított task ciklusá­
nak befejezését viszont késlelteti.
A kritikus szituációkban a processzor-hármas állapo­
ta mindig változik, tehát azok lényeges pontokban lépnek fel. 
A kritikus döntések eredményezte késleltetés következik ab­
ból, hogy mindegyik döntésnél valamelyik job-folyam egy cik­
lusa később fejeződhet csak be, mint a másik kritikus döntés­
nél. Minden kritikus döntés meghatározza az először üteme­
zendő A-task-ot, amelynek kiszolgálása nem szakítható meg. 
Annak befejezése után viszont bármely domináns döntés egyér­
telmű, ami azt jelenti, hogy egyéb döntésnél egyik ciklus­




A 3.11. Lemma alapján a gazdaságos és természetes 
ütemtervek .jellegzetességeit a következőképpen foglalhat­
juk össze:
A gazdaságos ütemtervek olyan kvázi szoros ütemter­
vek, amelyekben lehetnek megszakítások,de nincsenek feles­
leges kölcsönös megszakítások. Mindig létezik összefüggő 
gazdaságos ütemterv is, ami egyben természetes ütemterv.
A gazdaságos ütemtervet meghatározzák az alábbi kritikus 
szituációkban hozott /kritikus/ döntések:
6 0: píl)(t)=f)^ (t)=0
6 2>1i v 1 < ( ? h \ t ) < r 1, (b(2)(t)=0 .
A £) szituáció értéke csak 0 lehet, а о, és б-”» , о 1 , 1  2 , 1
tipusú szituációk értéke azonban nem feltétlenül ugyanaz
minden előforduláskor. A kritikus döntések s-^ és s2. A
0  szituációban egyik sem, a ^-szituációban az s-^ ,
а О 2 ^-szituációban az s  ^ döntés megszakítást jelent.
A természetes ütemtervek összefüggőek, de nem fel­
tétlenül szorosak. Mindig létezik szoros természetes ütem­
terv is, ami egyben gazdaságos ütemterv. A természetes ütem­
tervet meghatározzák az alábbi kritikus szituációkban hozott 
/kritikus/ döntések:
в  о : (*k\t) = (b(2;(t) =0(2) ,
6 :t ) =o, o< f /2 ■( t ) á -V 2, о pYt ) < y  Jw l,ó ' \ L ' * Г v ~ 2* i
О 2 ,'ó : 0 < 4 l)(t)^l1 , 0 < ^ C b ) - * / 2 , [b^(tj =0.
A 0 o szituáció értéke mindig 0, de a 0 és Q 
tipusu szituációk értéke többféle lehet többszöri elő­
forduláskor. A kritikus döntések a & Q szituációban
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s, ás s0, a 6 . л szituációban pedig s. ás s .1 à' i,o r ° 1 о
Pontos megjegyezni azt, hogy mind a gazdaságos, mind
a természetes ütemezésnél, ha egy kritikus szituációban
nem a lemma szerinti kritikus döntést hozzuk, az ütemterv
megszűnik gazdaságos, illetve természetes ütemterv lenni
és további szakaszára a lemma állitásai nem érvényesek,
A 3.2, Tétel ás 3.11. Lemma következménye az alábbi
3.3. Tétel: A szoros /megszakitásos/ ütemtervek osztálya 
domináns•
Bizonyítás: Mivel a gazdaságos ütemtervek osztálya domi­
náns és minden gazdaságos ütemterv szoros, a szoros 
ütemtervek tágabb osztálya szükségképpen domináns,
Q • e , d ,
Nyitott kérdés egyelőre, hogy az összefüggő szoros ütem­
tervek osztálya domináns-e az összefüggő ütemtervekkel 
szemben.
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3*4» Gazdaságos és természetes ütemtervek,
A gazdaságos és a természetes ütemtervek fontossá­
gát a 3*2. Tétel szerinti domináns tulajdonsága jelenti.
Ezek tulajdonságainak vizsgálata, a 3»11» Lemmán túl is, 
szükséges mert, bár szükebb osztályt alkotnak a megenged­
hető ütemtervek terében, mégis nem nyilvánvaló az optimá­
lis ütemtervek megkeresése.
A gazdaságos és a természetes ütemezés fogalma köny- 
nyen általánosítható lenne kettőnél több szabályos job- 
folyamra és nem szabályos job-folyamokra. A kritikus szi­
tuációk létezése még nem determinisztikus ütemezési stra­
tégiák és sztochasztikus job-folyamok esetén is egyszerű­
sítené az ütemezés problémáját.
A gazdaságos és a természetes ütemtervek tulajdonsá­
gai sok vonatkozásban hasonlók, vagy analógiát mutatnak, 
ezért a két osztályt egy bizonyos határig célszerű együtt 
tárgyalni. Az irás rövidítése érdekében célszerű bizonyos 
rövidítéseket bevezetni.
Nevezzük GT ütemtervnek azt az R=R(Q) ütemtervet, 
amely vagy gazdaságos, vagy természetes. Használjuk a 
G-ütemterv elnevezést is egy gazdaságos ütemtervre és a 
T-ütemterv elnevezést is egy természetes ütemtervre. Nevez­
zük G-kritikus szituációknak a G-ütemtervek О., О -, -, ,-4 ’  ^ О ±f±ö Q n típusú szituációit és T-kritikus szituációknak a 
T-ütemtervek ö _ , О , о о tipusú szituációit.
Ezeket együtt nevezzük GT-kritikus szituációknak. Egy GT ütem­
tervben annak tényleges típusától függetlenül nemcsak a saját 
kritikus szituációk, amelyek tipusa saját, hanem a másik nem 
saját kritikus szituációk is felismerhetők, jóllehet nem pon­
tosan a 3*11» Lemma szerinti jellemzői vannak.
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Hem kritikus szituációja egy GT ütemtervnek egy 
O 0 állapot, ha ott a 2. Megállapodás miatt az ütemezés 
egyértelműen meghatározott. E fontos tényt sokszor ki 
kell majd használnunk. Ettől eltekintve a 6'o-szituációk 
egyszerre saját kritikus szituációi mind a G- , mind a 
T-ütemterveknek.
A G-ütemtervekben minden óL xft] saját kritikus 
szituáció előtt At=min/ idővel
olyan szituáció található, amely egy T-ütemtervben Q -, .1 $ О
tipusú kritikus szituáció lenne. Most azonban a 
t*=t- At pontban a =0 feltétel nem okvetlen tel­
jesül, amint ezt alább illusztráljuk.
A T-ütemtervekben minden O. ít) kritikus szituá- /.\ i,o w
ció után AtiftW(t) idővel olyan szituáció lép fel, amely 
egy G-ütemtervben 6\  . , tipusú kritikus szituáció len-1 j J. /nine. Most azonban a t*=t+At pontban is lehetsé­
ges, amint ezt alábbi illusztrációnk mutatja.
A GT-kritikus szituáció elnevezést terjesszük ki a 
nem saját, de mégis felismerhető szituációkra, amelyek a 
másik tipusú ütemtervnél lennének kritikus szituációk.
A GT-kritikus szituációk, mint látjuk, párban lépnek fel,
amelyek & esetén egybeesnek, egyébként
s és 6 0 ,1 , 0 2 , 1
6 2 , 0 és e i,i
cJí3-
18o
alkotnak párokat és a 6*^  Q mindig megelőzi a & 3-i »o
tipusú GT-kritikus szituációt. t=t « b J  ést'=t(63.i(1) 
tén t#-t — min/ ^ amint ez a fenti illusztrá-ese
ciókon ellenőrizhető. A &. л és 6* . GT-kritikus1 , 0 3-i,lszituációpár egymásutáni lényeges pontban lép fel, amint 
erről szemlélet alapján könnyen meggyőződhetünk. /L. fenti 
és alábbi illusztrációkat/.
hozott /kritikus/ döntésekkel egyértelműen meghatározottak. 
Mégpedig minden nem-kritikus szituációban a /domináns/ dön­
tés egyértelműen meghatározott az utolsó kritikus döntés
által. így többek között a nem saját GT-kritikus szituációk 
ban is egyértelműen meghatározott a döntés az utolsó kriti­
kus döntés által. Nem GT-kritikus szituációkban viszont a 
döntések egy G- és egy T-ütemtervben is azonosak, ha kölcsö 
nősen "elfogadható" /domináns/ döntés van a nem saját kri­
tikus szituációkban is. Eaket a tényeket precízebben kife­
jezi a következő 3»12. Lemma.
Korábbi definíciónkkal összhangban nevezzük egy GT 
ütemterv saját kritikus szituációi határolta szakaszait az 
ütemterv határozott szakaszainak. Ha van utolsó kritikus 
szituációja, akkor az utána kezdődő szakaszát szintén hatá­
rozott szakasznak tekintjük.
181
/Utolsó határozott szakasz./ Egy G-ütemterv határozott 
szakaszát nevezzük G-szakasznak, egy T-ütemterv határo­
zott szakaszát T-szakasznak, ha a megkülönböztetés szük­
séges. A határozott szakaszok tulajdonságait foglalja 
össze a következő lemma. Előrebocsájtjuk, hogy egy hatá­
rozott szakasz hossza lehet 0 is, ilyenkor egyetlen pont­
beli szituációsorozat alkotja.
3.12. Lemma : Egy tetszőleges konfiguráció mellett
/I/ Q bármely GT ütemtervénél
/1/ határozott szakaszokon az ütemezés következe­
tes
/2/ a határozott szakaszt egyértelműen meghatároz­
za az alsó /kritikus/ határszituációjában hozott 
/kritikus/ döntés
/3/ minden pontbeli utolsó szituáció egyértelműen 
meghatározza a határozott szakasz további részét; 
az alsó határpontbeli a teljes szakaszt
/4/ egy határozott szakasz csak akkor tartalmazhat 
egyenlő szituációkat, ha utolsó határozott szakasz 
/speciálisan a teljes ütemterv/; ilyenkor az perio­
dikus
/5/ ha két határozott szakasznak van egyenlő szituá 
ciója, akkor egyik sem lehet az utolsó határozott 
szakasz
/II/ Q mind gazdaságos, mind természetes ütemterveinél 
/6/ azonos kritikus szituációkban azonos kritikus 
döntések kongruens határozott szakaszt generálnak
/7/ ha két határozott szakasznak van egyenlő szituá 
ciója, akkor azok részben kongruensek; egyenlő első 
szituáció esetén kongruensek
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/III/ Q bármilyen GT ütemterveinél
/8/ ha két határozott szakasznak van egyenlő 
szituációja, akkor az első ilyen pár lényeges 
pontokban van
/9/ ha két határozott szakasznak van egyenlő 
szituációja, akkor attól kezdve a két szakasz 
azonos mindaddig, amig valamelyik be nem feje­
ződik; ha bármelyik szakasz egy utolsó határo­
zott szakasz, akkor a másik is az,és lényegében 
azonos GT ütemtervek utolsó szakaszai#
Bizonyítás: Ha Q a nulla konfiguráció, akkor csak az 
Cm, i=l,2, a GT ütemtervek, amelyekre az állitások 
triviálisak, vagy érdektelenek. Tegyük fel tehát, hogy 
Q/0. Az /1/-/9/ állitások /tulajdonságok/ bizonyítása 
rendre a következő.
/1/ következik abból, hogy nem-kritikus szitációk- 
ban a domináns döntés egyértelműen meghatározott a szi­
tuáció által bármely GT ütemezésnél 
/2/ következik a 3«H. Lemmából
/3/ következik abból, hogy bármely pontban az utol­
só szituáció már a döntés eredménye, tehát azonossága a 
döntés azonosságát is jelenti
/4/ következik abból, hogy egy ütemterv lényeges pont­
jai nem torlódhatnak végesben, ha Q/0, és azonos szituá­
ciók vagy lényeges pontokban vannak, vagy legalább egy 
lényeges pont elválasztja azokat. Az /1/ tulajdonság foly 
tán azonban ha egy 6 szituáció egy határozott szakaszon 
egyszer visszatér, akkor végtelen sokszor vissza kell tér 
nie. Ezért a szakasz végtelen hosszú és igy csak utolsó 
szakasz lehet. A következetesség miatt ez a szakasz ekkor 
periodikus is, amint azt a 3.7. és 3.9. Lemmákhoz hason­
lóan egyszerűen beláthatjuk.
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/5/ következik a /3/ tulajdonságból és abból a 
tényből, hogy egy GT ütemtervnek csak egy utolsó 
határozott szakasza lehet
/6/ következik a /2/ tulajdonságból 
/7/ következik a /3/ tulajdonságból 
/8/ következik abból, hogy az alsó határszituációk 
lényeges pontok és egyenlő szituációpár előtti lénye­
ges pontokban mindig vannak egyenlő szituációk*
/9/ következik a /3/ tulajdonságból, valamint abból, 
hogy nem-GT-kritikus szituációban a gazdaságos és a ter­
mészetes döntés azonos és a szituáció által egyértelműen 
meghatározott. Emiatt ugyanis az egyenlő szituáció után 
addig a két szakasznak azonosnak kell lennie, amig vala­
melyikben egy kritikus döntés be nem következik. Ez azon­
ban csak a határozott szakasz végén történhet meg. Ha az 
egyik szakasz utolsó határozott szakasz, akkor abban 
GT-kritikus szituáció az egyenlő szituáció után nem lép­
het fel. Ugyanis akkor a szomszédos lényeges pontban a 
másik minőségű GT-kritikus szituáció is fellépne és vala­
melyik saját lenne, ahol a szakasznak be kéne fejeződnie. 
Ekkor azonban a másik határozott szakasz sem fejeződhet 
be végesben, hisz az csak közös GT kritikus pontban vol­
na lehetséges. így valóban mindketten utolsó határozott 
szakaszok, amelyek szükségképpen részben kongruensek.
Ekkor azonban a két GT ütemterv, amelynek utolsó szakaszaik, 
véges kezdeti szakaszokon kivül megegyezik. Ez ekvivalens 
a lényegében azonosság definíciójával.
Qu e.de
E lemma segítségével könnyű igazolni a következő tételt.
3.4. Tétel: Annak szükséges és elegendő feltétele, hogy egy 
GT ütemterv következetes legyen az, hogy a kritikus 
szituációkban következetes legyen.
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Elegendő, ha az azonos típusú kritikus szituációkban 
a döntések azonosak a 2.Megállapodás figyelembevéte­
lével.
*
Bizonyítás : Definíció szerint nyilvánvaló, hogy az 
ütemterv következetességéhez szükséges, hogy minden 
egyenlő kritikus szituációkban a kritikus döntések is 
azonosak legyenek a 2.Megállapodásnak megfelelő módo­
sítással. Ha egyenlő kritikus szituációkban ugyanazt 
a döntést hozzuk, akkor a szituációk után kezdődő hatá­
rozott szakaszok első szituációi biztosan egyenlők lesz­
nek. A 3.12. Lemma /7/ állítása szerint ekkor az ilyen 
határozott szakaszok kongruensek. A 3.12. Lemma /1/ állí­
tása szerint viszont a határozott szakaszokon belül az 
ütemezés mindig következetes. Ha az azonos típusú kri­
tikus szituációkban azonos kritikus döntést hozunk, ak­
kor ezzel az egyenlő szituációkban hozott döntések ele­
ve egyenlőek, azaz következetesek. Az ütemterv tehát 
mindkét esetben következetes.
Q.e.d t
Könnyű látni, hogy a 6 q szituációban valamelyik 
А-task összefüggő ütemezése a domináns döntés. Ez azt je­
lenti, hogy minden GT ütemterv összefüggő ütemezéssel kez­
dődik, vagyis a gazdaságos ütemtervek is összefüggőek lega­
lább az első kritikus szituációig, de ha az 6^, akkor még 
tovább. Hiszen minden ütemezés a ő> = 0 szituáció után 
kezdődik a t=0 pontban, igy a G-ütemtervek is. Ez azt jelen­
ti, hogy az összes GT ütemterv első határozott szakasza 
mindössze négyféle lehet: kettő-kettőféle a G-, illetve 
T-ütemterveknél az s(o)=s-^ és döntésnek megfelelően.
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Azonos sCo^ss-^ döntés mellett a 3*12. Lemma /9/ állitása 
szerint a G- és T-ütemtervek első határozott szakaszai 
megegyeznek az első T-kritikus pontig /ha ilyen van/ és 
csupán abban térnek el, hogy a G-szakasz tovább folytató­
dik a következő lényeges pontbeli G-kritikus szituációig 
/ha az nem £>Q, amikoris egybeesnek/. A T-szakasz kritikus 
szituációi a о , 6>. ás Ő* о tipusok lehetnek és ennek 
megfelelően az azonos döntéssel kezdődő G-szakasz kritikus 
szituációja Ő Q, О 2  i » ül* д_ feltéve, hogy lé­
tezik kritikus szituációjuk. Látni fogjuk, hogy az első 
határozott szakaszok nem feltétlenül végesek. Az alábbiak­
ban a GT ütemtervek első határozott szakaszainak tulajdonsá 
gait vizsgáljuk, amelyből fontos törvényszerűségeket tudunk 
majd levezetni a teljes ütemtervekre, elsősorban a természe 
tes ütemezésekre.
Egy Q ^ $ konfiguráció megengedhető ütemtervei­
nek halmazát 3R/Q) jelöli. Legyen (Q) a GT ütemter­
vek részhalmaza. Ezen belül legyen -H(G,(q ) és 3ŐT)(<h 
a gazdaságos, illetve természetes ütemtervek halmaza. Az 
utóbbi kettő nem diszjunkt, mert minden konfigurációnak van 
olyan ütemterve, amely egyszerre gazdaságos és természetes 
/összefüggő és szoros/. 9 l GTL  Я (0) és Ж . (т) halma­
zok mindegyike felbomlik azonban két-két diszjunkt részre, 
amelyeket az s(o)=s-^, illetve s(o)=S2 kritikus döntéssel 
kezdődő ütemtervek alkotnak. A felbontások legyenek ennek 
megfelelően
<&0т> = я « и А (2), 3jG> =t(G1W G2). ^ (T)= *.(T1W T2)-
A 3*12. Lemma következménye többek között az, hogy 
bármelyik GT ütemtervet egyértelműen jellemez az egymás 
utáni kritikus szituációban hozott kritikus döntések soro­
zata. Az a=l,2, az összes lehetséges ^s} megszám­
lálható döntéssorozattal ekvivalens, amely s(o)=s döntés- 
sei kezdődik és minden további döntés egyik lehetséges kri­
tikus döntés az előző kritikus döntés meghatározta T-kriti­
kus szituációban.
186
Hasonlóan ^(Ga) ( a=l,2, ekvivalens azon {sj döntéssoro­
zatokkal, amelyek s -val kezdődnek és minden további döntés 
egyik lehetséges kritikus döntés az előző döntés meghatároz­
ta G-kritikus szituációban.
Vizsgáljuk annak feltételét, hogy egy GT ütemterv egy 
t*>0 véges pontjában az első kritikus szituáció fellépjen. 
Lényegében elegendő az első T-kritikus szituáció helyét meg­
határozni. Megállapitásaink szerint ez csak az s (o) első kri­
tikus döntéstől függ. Legyen tehát T*, a=l,2, az )
halmazban az első T-kritikus szituáció helye és legyen 6**cl
maga a szituáció. Tjf ^  oO pontig az ütemezés összefüggőcl
és szoros /hiszen természetes és gazdaságos egyszerre/, ezért 
cl 2í $.(a)(Q) halmazban -'> 0 feltétel mellett
/3.6/ f(oa>3)= óra . f(P3_a,3)« V  3r3_a . 3=0.1,2,...
lesznek a ciklusvégződések a T* pont előtt. A kritikus szi-cl
tuáció is ciklusvégződésnél lép fel és arra is érvényes /3.6/, 
Mivel azok mindig párban lépnek fel és egyik a , a másik 
a ciklusvégződése, jelölheti k-^ és ^  a ciklusok sor­
számát, amelyek végződésénél a GT-kritikus szituációk fellép­
nek. Tudjuk, hogy a két GT-kritikus szituáció távolsága a 
6 i,o, <3 3 - 1 , 1  pár esetén
/ 3 . 7 /  ( Л  í j  á . m i n /  ± ,  -Э" j _ j /  , 1 = 1 , 2 .
A továbbiakban célszerű átmenetileg kizárni bizonyos 
konfigurációkat a vizsgálatból és a kizáró feltételeket ké­
sőbb fokozatosan feloldani.
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Tegyük fel egyelőre, hogy
/3.8/ 0 < , i-1,2 f
feltétel teljesül. Ekkor a 3*11* Lemmában a 0 felté­
teleként szereplő 0 <  f) ^ ( t  )< \ ± relációból automa­
tikusan következik a  ^ feltétel teljesülé­
se. Mivel jb^\/t)=0 mindig egy t=f(Ch) ciklusvégződéssel 
ekvivalens, ezért a GT-kritikus szituációk feltételei a 
ciklusvégződések relativ viszonyával is kifejezhetők és 
sematikusan az alábbi módon irhatok:
< v f(Ox)= f(C2 )
6 1,0 = f(c2)- 4 1 <  tiPx) < f(c2)
6 2,0 = h°i)- \ 2 <  f(°2) <  f (°l)
«1,1' Ф г)< f (.Сх) < f(c2)+
^2,Г f(cx) < í(c2) < £(сг)+
Az egyenlőtlenségekben mindig a középen álló ciklusvégző­
dés adja a kritikus szituáció helyét, a másik ciklusvégző­
dés pedig a GT-kritikus szituáció-párjának a helyét. A re­
lációkból látható, hogy a 6> . és б* _ . szituáció-I. > O  J “1 9 -Ltipusok feltétele ugyanaz, csupán a helyét reprezentáló 
ciklusvégződés cserélődik. Ez is igazolja a GT-kritikus 
szituációpárok létezését. A feïételek még az alábbi lemma 
szerint is felirhatók.
3.13. Lemma: А /3«£У feltétel mellett akkor lép fel GT-kri- 
tikus szituáció, ha valamely k ^  0, kg-^O, к^+к£>0
egészekre
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/3-9/ f(c2>k2)- 'll < f(°1>klJ <■ П=2,к2)+ 2
reláció kialakul. A GT-kritikus szituáció tipusa
f(Cl,kl)= f(C2,k2)
f(Cl>kl) ^ f(C2,k2)
f(°ijki; > f ( o 2ik2;
Ha a /3*8/ nem teljesül, akkor .=0 esetén a /3*9/
megfelelő' oldalán <  helyett ^  jel Írandó és ^  
esetén a /3*9/ megfelelő oldalán ^ ^  helyett ^
helyett pedig ^ jel Írandó.
Bizonyítás: ha /3*8/ nem teljesül, akkor az állítást
közvetlenül a 3»H» Lemma alapján láthatjuk be.
б о  • ha
о•крЧ
к> ás ^ 2 , 1 , ha
6  2 , 0 ás , ha
Q. e. d.
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Az x-y koordináta-rendszerben f (C-^ )-et az x, f (C2)-t 
az y tengelyen ábrázolva, az egyes GT-kritikus szituációk 
tartományait sematikusan a 3 »2. Ábra szerint szemléltet­
hetjük.
3.2. Ábra; GT-kritikus szituációk tartományai.
Ez az ábra a /3.8/ feltétel mellett szemléltet.
Ha azzal ellentétben valamelyik .=0, akkor az ábra 
y=x és y=x+ 'y}1, vagy У=х- ^  2 esyenesei egybeesnek, a 
/3 .9/ egyenlőtlenség megfelelő oldalán a <  jel helyett 
^  jelet kell alkalmazni és az egyenlőségnek a 6 * szituá-Q. С*- Оció felel meg. Ha viszont -v 2 < Yj ^, vagy v i < ^ 2 У "^"
szony áll fenn, akkor az y=x+ és У=х+^-^, vagy az 
y=x— ^ g és У=х- \ > 1 egyenesek helyzete megfordul és ismét 
az y=x egyeneshez közelebbi egyenes fogja határolni a 
"kritikus sávot". Ekkor /3.8/-ban is el kell végezni a meg­
felelő szerepcselét és a <  jel helyett ^  jelet kell Írni.
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Az ábrán feltüntetett szituációtipusok egyébként fix 
f(C^) mellett f(G2) függvényében, fix f(C2) mellett 
pedig f(C^) függvényében ábrázolják azt a ciklusvég­
ződést, amely a kritikus szituációt eredményezi.
А З.1З. Lemma egy átfogalmazása az alábbi
3.13.* Lemma: Bármely konfiguráció GT ütemtervei­
nél az f , f(C2; pontpárban GT-kritikus szi­
tuációpár lép fel, ha a
jelöléssel
/3 .1 0/ - min/ ^  i , min/^ 3_i,
teljesül, ahol





6 i,o és ha A ± . < oX
^3-1,0 és ^i.l ha A t > o
Bizonyítás : Kész
Q.e.d.
Ezen alapszik a következő lemma
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3.14« Lemma; Tetszőleges nem degenerált Qeft konfigurá­
ció összes R éSt<a)(Q) /a=l vagy 2/ GT ütemtervénél egy­
szerre . akkor és csak akkor létezik kritikus szituáció, 
ha az
/3.11/ 12a->in/7a-'ua'3-a/^ a Ba r a-Aar 3-a^3-a1a+min/7 3-a-^V




létezik СО =/B ,A / megoldása az
ci ci Q.
/3.13/ 60 a > /1,0/
feltétel mellett. Ebben az esetben a T-ütemtervek stelső kritikus szituációjának a helye
/3.14/ T* = min/ В* Г а , 7 a + A< Г 3_а/ ,
ahol = /B^ ,A^/ a /3.11/ legkisebb megoldása a /3.13/
feltétel mellett. egyben a G-ütemtervek első GT-kri-» Иtikus szituációja. A G-ütemtervek 6 első saját kritikus 
szituációja azok
/3.15/ <  = мах/ B« Г а , 7a+A< Г 3.а/ = T< + |Л< - ^ al
pontjában lép fel, ahol
/3.16/ Д* A B< ra - A« r3.a .
A 6" * és 6 _ szituációk tipusa és értéke aci 8
^  a értéktől függ a következők szerint:
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На а /3.11/-пек nincs а /3.13/ feltétel melletti
megoldása, akkor egyetlen R ütemtervet tartalmaz,0.0
amely összefüggő, szoros és következetes.
Bizonyítás : A ciklusvágződések /3.6/ alatti formuláit a 
3.13*. Lemma /3.1о/ egyenlőtlenségébe helyettesítve 
kapjuk a /3.11/ egyenlőtlenséget. A /3.14/ és /3.15/ 
értékek egyszerűen adódnak a kritikus szituációk definí­
ciójából és a /3.17/ is könnyen belátható. Az utolsó ál­
lítás következik a 3.12. Lemma /1/ és /2/ állításaiból.
Q.e.d.
Megjegyzés: A /3.11/ egyenlőtlenség legkisebb CO*^/1,0/
megoldása egy tipikus koincidencia feladat megoldását 
jelenti, amelynek kérdéseivel az előző fejezetben foglal­
koztunk.
A /3.6/ formulák érvényüket vesztik az első kritikus 
szituáció után, amikor valamelyik job-folyam biztosan 
késleltetést szenved. Ugyancsak érvénytelen a /3.6/ akkor, 
ha valamelyik job-folyam degenerált ás a 2. Megállapodás 
miatt is késleltetés léphet fel. Ezért a degenerált ese­
tet külön kell vizsgálni.
193
Vezessük be a 6* jelölést az ф ) elemeinekЭ,
első kritikus, vagy £b -tipusú szituációjára, amely 
a 6 0[o] kezdő szituáció és а pontban eset­
legesen fellépő nem-kritikus pontbeli a-szituáció 
után fellép. A fellépési pontját jelölje T*. Nevez- 
zük ezt a GT ütemterv jellegzetes szituációjának.
Vezessük be az RaQ jelölést arra az esetre, ami­
kor elemeinek nincs kritikus szituációja és az 
sf_o)=s^  döntés az ütemtervet egyértelműen meghatározza 
a 3.12. Lemma/l/és /2/ állitásai szerint. 
esetén a 3.14. Lemmával összhangban, /de V-^ 'C^ =0 esetén 
is/ R összefüggő, szoros és következetes ütemterv.QrO
Nevezzük az ütemtervek^ és CR, osztályait 
lényegében azonosaknak, ha bármely R é ^  ütemtervhez 
van pontosan egy R ütemterv úgy, hogy R^}Rá t azaz
lényegében azonosak egymással. Legyen e tény jelölése 
Másként fogalmazva 91^ Rrj akkor, h a é s  *R.p 
között egy-egyértelmü megfeleltetés létesíthető úgy, 
hogy a megfelelő elemek lényegében azonosak egymással.
A továbbiakban is a 3.14. Lemmához hasonlóan olyan 
tényeket fogunk igazolni nem degenerált konfigurációkra, 
amelyek degeneráltakra nem feltétlenül állnak fenn. Sok­
szor az elfajult eseteket is külön kell ellenőrizni. Ezt 
megkönnyíti, ha áttekintjük az elfajult konfigurációk 
GT ütemterveinek tulajdonságait.
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A Q = / ^ i ; T 2 » ^  2^ konfiguráció négy paramétere
közül legalább egy 0 értékű 2^-l=15-féleképpen lehetséges. 
Ezeket az eseteket a 3.3. Ábra szemlélteti ás a 3.1. 
Táblázatban tekintjük át.
E s e t
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3.1. Táblázat; Elfajult konfigurációk
jellemzői.
GT ütemterveinek
[l] 6^ kritikus szituáció biztosan létezik ás
g -- О /mod ^ 2./«i- •60 ha
Ç l.o egyébként
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M  #  és #  osztályban egyszerre van kritikus szituáció, 
ha а к =0 egyenletnek van nem-triviális meg­
oldása, azaz és ^  racionálisan összefüggnek. Ekkor
]^_= $2= 6*o és T^=T^=ki f  i=k2 XT2 » ahol к >0, k^>0 
relativ primek. Ellenkező esetben és elemeinek nincs 
kritikus szituációja és mindkét osztály egyetlen RaQ elem, 
amelyekre й ^ ^ о *
j > j  Kritikus szituáció biztosan létezik éspedig az első
S.ha ■Э = 1 0 /mod ^  2/
egyébként.
[4] Kritikus szituáció létezik 3$  elemeinél, ha a/3»lV~ 
nek van /3*13/ melletti megoldása. r P  é s R ^  elemeinek 
egyszerre létezik kritikus szituációja és 6^= 6V, , akkor 
ha a=l vagy 2 mellett a
A t  • B* t-a-A* Г 3-а= 7l
egyenletnek van СО* <  do* , dJ* > / 1,о/ megoldása.cl cl cl
Ekkor elemeinél a T =B 'C pontbana a a
lép fel. ^3-г
-szituáció
A 3.1. Táblázat első oszlopában a nem hivatkozott 
paraméterek értéke 0.
Az első négy sorban £72=0 , vagyis Q degenerált,
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3.3. Ábra: Elfajult konfigurációk GT ütemtervei.
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A továbbiakban részletesebben vizsgáljuk a GT-ütem 




/3.19/ 0 - В T~ -A. foa a à 3-a 3-al a+min/ b - a,d a/
egyenlőtlenségek legkisebb bO > /1,о/ feltétel melletti 
megoldásainak segítségével. A /3.18/ és /3.19/ két balol­
dali homogén koincidencia feladat /b/Vl/klí1/ , amelyekkel 
az előző fejezetben foglalkoztunk. A megoldás exisztenciá- 
ját a 2.1. Korollárium, a megoldást a 2.7. Tétel tisztáz­
za. Eszerint a 0 — Л  -^2ú< megoldása mindig létezik, ha 
CX >  0, vagy /C'a és ^~2-a raci°n^l;i-san összefüggők. Az 
0( > 0 esetben a megoldást a В/й/KIFM-Algoritmus, ű( =0 
esetben pedig az R-Algoritmus szolgáltatja /t.2.6. pont/.
A vizsgálatok áttekintésének megkönnyitésére bont­
suk a páráméterteret részekre az alábbi feltételek sze­
rint i=l és 2 mellett:
/а/ -0
/b/ 0 ^ ч .*-д-> ±
/о/ O i - 3 K < b
-tengelyen, az
esetén a
a 3*4. Ábra szemlélteti. Azon /ху/ , x,y=a,b,c, jelzi az
' aegyes tartományokat. Az ábrából látható, hogy лЛ=0 esetén 
a /b/ jelű tartományok eltűnnek. Az egyes tartományokban a 
<3.11/ egyenlőtlenség speciális formáját a 3*2.Táblázat sze­
rinti mátrixba foglaltuk.







3 3-а=0 О ^ Ъ - а - Л O Í V b - a
/а/ Л а=0 °-Д а< Ъ - а 0 í A a - ra
/ъ/ O ^ V l a 0< A ^ ? ° * Aaí C a
/с/ 0í^ 3 - a ^ a V ^ - a *  Л а* За 1 a - V a 4 A a - C a
3.2. Táblázat: A / 3«H / egyenlőtlenség speciális esetei
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3.15. Lemma: Ha a nem-degenerált Qé! konfigurációnál 
valamely a=l vagy 2 mellett a /3*18/ B/M/KIF legki­
sebb dü*>/l,o/ megoldására
/3.2°/
és ez nem megoldása
elemeinek
/3.1l/-nek, akkor
T*=B* * V ’r A* r 3_a
pontjában a nevezetes szituációja a
haб* = 6 3-aft3-al - ’ Рз-г
б1'Зга
о ,3-а » 3-а
egyébként,
> О
ahol ^ 3_a C't3_aj az ^  elemeinek t^_a= ^ _ a pontbeli 
szituációja;
az összes GT ütemtervnek egyszerre létezik, vagy nem 
létezik kritikus szituációja.
Ha létezik kritikus szituáció, akkor az első 
GT-kritikus szituáció minden ütemtervnél egyenlő és 
a /3.11/ és /3.18/ egyenlőtlenségek megoldásai között 
az aláboi összefüggések állnak fenn:
/3.21/
В 1=B*+A í , A *=A*+B ia a 3-a ’ a a 3-a
<z'_a
A ír K ~  A 3-a • ^ К + Ч - г Г Ъ - a
ahol
UJ * = /А* , Bi / .3-a 3-a ’ 3-a'
2oo
Ha nem létezik kritikus szituáció, akkor egyetlen
R. elem és Rn R0 . 10 lo 2o
Bizonyítási ^ a-min/^a, л^ 3 _а / > 0  és 7 a+miV ? 3_a, ?
következtében a /3.11/ minden /3.13/ feltétel melletti 
megoldása kielégiti а /3.18/-аг is. Ezért a /3.18/ egyen­
lőtlenség legkisebb ó<3*--/l,o/ megoldására dG* ,a a a
ha * a /3.1Î/ legkisebb áh * ^/l,o/ megoldása.Q ». Q»T* ^ T*a 0 következtében ~  pontig a /3.6/ bizto- i с a asan igaz. Ezért а /3»2о/ ekvivalens egy
/ 3. 22/ Ca = f (°3-a ) + 7 з-а
egyenlőséggel valamely C és Ch ciklusokra.а _3“a
Ha T azaz V a <  7 3-t akkor a /3 .11/ alak-a ' 7 ’ ' a t  a*ját a 3*2. Táblázat /хс/ oszlopában találjuk és annax leg­
kisebb /3.13/ melletti megoldása U)t=/.l,o/. Erre azonban
О к Л  = t < ?
ezért a / 3 « 2o / egyetlen 6ü*-^/l,o/ számpárra sem teljesül-a
hét. „
Ha ^  > T9 , azaz V ~ ^  , akkor a /3.22/ ekvi-9« 6 ^ /*"a a .
valens azzal, hogy a T^=f (C) pontban a (lK  -szituáció 
vagy egy T-kritikus szituáció lép fel. Azonban ugyanez a 
szituáció lép fel minden R 'a) ütemterv 13_a = 7  > a
pontjában is. A 3*12. Lemma /9/állitása szerint ekkor az 
$ía) elemei a T* ponttól az első GT-kritikus szituációig 
ugyanolyanok, mint £Hp_a^ elemei a t^_& ponttól az első GT- 
kritikus szituációig, ha ilyen szituáció létezik. Ez egy­
szerre igaz.
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A GT-kritikus szituációk azonosak és 1*-T*=TÍ -ti >-0a a 3-a 3-aaz összes GT ütemtervnél. Ha ilyen szituáció nem létezik, 
akkor az összes GT ütemterv lényegében azonos, márpedig
T* ill. t^_a-tó'l ill. elemei is azonosak.
Ebből következik, hogy s(o)=s , a=l,2, egyetlen R3, 8.0
ütemtervet határoz meg. R2o a feliekből nyilvánva­
ló. Ha létezik kritikus szituáció, akkor viszont és 
ff?' tartalmazzák az összes lehetséges {S]s /0^ _s kriti­
kus döntéssorozatok szerinti ütemterveket, amelyek a két 
halmaznál azonosak. Ez következik abból, hogy az első kri­
tikus szituációk mindkét halmazban azonosak és igy a 3«12. 
Lemma szerint a további határozott szakaszok záró kriti­
kus szituációikkal rendre meghatározottak ugyanazon kriti­
kus döntésekkel. Ezért valóban r f k  # .  A fi* = kö-
vetkeztében /3.17/-ből Л'- V  И -a* Ъ - а) ’ amiből
A'= A*-Л а‘Ча+Ъ-а а 3-а következik. Az OJ га
és а /В,А/-га vonatkozó összefüggések ebből már következnek.
Q. e. dc
1. Megjegyzés : A 3*15. Lemma feltétele nem teljesülhet, ha 
a /3*11/ és /3.18/ egyenlőtlenségek azonosak, vagy lega­
lábbis a jobboldalaik azok, A 3*2. Táblázat szerint igy 
az /xa/a esetek kizárhatók. Az /xc/^ esetekben viszont
az GJ*=/l,o/ mindig a /3*11/ megoldása, amelyre t a
A a -£"a < » ezért a 3*15. Lemma feltétele nem telje­
sülhet. A 3*15. Lemma feltétele azonban teljesül, ha 
/3«2o/-nak van megoldása az /xb/& esetekben, amikor
0 < V)13-a * d
A lemma szimmetriája miatt ez ekvivalens a
0 < Ч 1 ~  ^2 vasy 0 < ~ ^
feltétellel
2o2
2. Megjegyzés: A /3.2Д/ összefüggések következtében,
ha a 3«15. Lemma feltétele teljesül /xy/p esetben,
akkor a /3.11/ helyett megoldhatjuk а /3*13/o „ a . a
egyenlőtxenseget is, amelynél azonban az /ух/, _a








egyenlőtlenségek megoldása egyszerre létezik és köz­
tük a /3.21/ összefüggések érvényesek.
3. Megjegyzés: А / Ь с / esetben speciálisan a /3.11/^_
ígoldása 6 3 ! =/l,о/ , amit /3.21/-ben figyelembe-3“ame^  véve
, A*+l/
lesz a /3»13/a megoldása, ha a hOa eleget tesz a 
3.15» Lemma feltételeinek, tehát
* *В V  -А С  „ = V + V 0 .а а а 3“*а с а / 3 * о
А /Ьс/, = /со/ esetben azonban teljesül_з а а
^З-а < Ч  - %
reláció, 
csak
ezért а /3«2о/ egyenlet legkisebb megoldása
lehet, amiből
- 2оЗ
megoldás adódik. /3.2o/ megoldásának feltétele ebben
az esetben nyilvánvalóan a
Л  =  Y) / m o d  'd' /^ a  1 3-a 3-a
teljesülése.
4. Меклед-у zés : А /3.2о/ bekövetkezhet egyszerre a=l és
2 mellett is. Ilyenkor azonban a ß.12. Lemma /4/ állí­
tása alapján belátható, hogy mindegyike egyet­
len, kritikus szituációt nem tartalmazó, R periodikusao
ütemtervből áll. Ilyen tulajdonságú például a 
Q =/1; 5 ; 1;3/ Konfiguráció.
3 .I6. Lemma: Ha bármely nem-elfajult Qé: Ф  konfiguráció­
nál valamelyik i=l vagy 2 mellett
/3.23/ 0 ^ Vy-í* ч±
fennáll, akkor a /3.11/ egyenlőtlenség /3«13/ feltétel 
melletti megoldása a=l,2 mellett egyaránt létezik és 
a megfelelő /3.19/ B/M/KIF megoldása szolgáltatja /40 /.cl
Bizonyítás : Ha O í  ■< ^ з-а’ akkor a /3»11/ egyenlőtlen­
ségnek a kívánt megoldása 60*=/I,o/ mindig létezik, amint 
ez a 3*2. Táblázat /хс/ utolsó oszlopából látható. Ez egy- 
ben a /3*19/ megoldása is.
На ^ a > akkor /3.11/ alakját a 3.2. Táb­
lázat /су/ utolsó sorában találjuk, de а /сс/ esetben 
ismét 60*~/l,o/= СО". А / ca/ és /eb/ esetekben mégcl ф. 3. 3 3
0 '■/-, £ V_ is teljesül. Ekkor /3.11/ alakja
/3.11'/ í a ' ^3-a- ^  3-a Ï
- 2o4
és /3*19/ alakja
/3.19'/ o ^  Л a - A3 a
d? >0 következtében a 2.1. Korollárium szerint ennek i amindig létezik pozitiv megoldása. Belátjuk, hogy legki­
sebb 0 > > Л , о /  megoldására nem lehet
/*/ 0 ± A" < у - Л  .a /a 3-a
Ebből következik, hogy/3.11'/ és / 3 * 1 9 legkisebb megöl 
dása mindig létezik és azonos. Ehhez elegendő megmutat-II .ni, hogy bármely a /*/-nak eleget tevő 60 >Д,о/ megöl-Э.
dáshoz létezik oJ <  60", amely kielégíti /3.11У  egyena a
lőtlenséget és 60 ^/l,o/ .
Definiáljuk a
K=f,( ^ )3-a es A* =A"-Ka a
egészeket. A c“a-A^ 'C~2_a= ^ a definícióból /*/ miatt 
Aä r 3-a=Ba ^ ‘4  * > tf3-a iO, ezért




>0, vagyis А" ^  K>0.а
3-a
Így о A* jC. А".а а
Legyen СО*=/в» , A*/. Ekkor А *  = А » + К ^ .  
z í  f> ( z ) < z  + 1 felhasználásával K-nál,
&
7 а - Ъ - а  -  Kа+ Г 3 - <
relációt nyerjük. Itt vagy
Ч а - ^ З - а - ^ а  ^3-a !
2o5
amikoris bO < СО megoldása /3 .11^-nek, vagy
Л 3-a A  < y) + Ca La 3-a*
Ez utóbbi esetben
7 ^ 3 - a  ^  + к г з-а
relációból /♦/ felhasználásával
K -s а = У Ла + + 1д=а = 1 ,
^3-a ^3-a ^3-aT,£**3-a c 3-a 
vagyis K ^ 2  adódik. Legyen dü =/B", A"-K+l/<d6U "а а а a
d^ -ra kl = * - tT , ezért a fentiekbőlci a a ^—a
^  A  < уc u-a 3-a a 6 a
adódik, amiből ^ &= ^  a- a  ®s
bármely ^ „ érték mellett következik
miatt
'3-a
Í a -^З-а - ^ a  *  3-a7
II .Vagyis 60 < 60 megoldása /3*11V  -nek.a a
Q . e< d -
3.17. Lemma: Ha a nem-degenerált Q £ Q. konfigurációnál
valamelyik a=l vagy 2 mellett a /3*ll/-nek nincs megol­
dása, de a /3.13/ megoldása létezik és arra
/3.2// = 0,
ekkor R periodikus ao





és az 7  a+ kpa-
Ф
, Т-=а- 7а+ра




° ^ a á V 3-a- 0 á ?3- a - V a
Bizonyítás : A lemma feltétele csak akkor teljesülhet, ha 
/3.11/ és /3 .1 9/ nem ugyanaz, ezért a 3*2. Táblázat sze­
rinti /ay/ sor eleve kiesik a lehetőségek közül. A fel- 
tétel akkor sem teljesül, ha a/3.1l/-nek van megoldása.
A 3 .I6. Lemma következményeként a 3*2. Táblázat /су,/ so­
ra is kiesik. Kiesik továbbá a /bc/^  eset is, amikor 
bd*=/1,0/ a /3.11/ megoldása. Elegendő tehát a /bq/ és 
/bb/ esetekkel foglalkozni. Ekkor éppen a /3.27/ feltété-3
lek állnak fenn.
A lemma feltevése mellett a 3*14. Lemma szerint 
valóban egyetlen R összefüggő, szoros és következe- 
tes ütemterv. Ekkor /3*6/ érvényes és a /3.24/ azt jelen­
ti, hogy valamely C& és C^_a ciklusokra
fíca)=f(c3-a)-2a
teljesül, vagyis az
pontban egy A -task végződik és egy A^ . -task 
3 a
ezért ebben a pontban éppen egy 3 -szituációI 3
/З.27/ miatt az A-, -task biztosan ütemeződik, 





így a p a“Szituáció visszatérő és a 3*8. Lemma szerint 
R periodikus. A periodushossz a fi -szituáció első 
visszatérési ideje, vagyis /3.25/. A /3.26/ ebből már 
következik.
Q . e í d .
Megjegyzés: А/3.24/ és/3.25/ ekvivalens azzal, hogy a 
r  és tTo о racionálisan összefüggők. Racionálisan füg-cl ^ “"d.
getlen Г х és £~2 mellett ugyanis a /3*27/ miatt min­
dig van /3*19/-nek olyan 60 megoldása, amelyre A  >0,cl 3.
így 60 a megoldása /3.1lAnek is. Hiszen ekkor
a+min/ 123_a»'^a/ > 0 és a 2.2.Tétel a megoldást garan­
tálja.
A 3.14-3*17. Lemmák a GT ütemtervek tulajdonságai­
nak feltételeit tartalmazzák a /3.11/ , /3*18/ és /3*19/ 
egyenlőtlenségek megoldásai segítségével. A feltételek 
nem közvetlenül a Q konfiguráció paramétereire vonatkoz­
nak /közvetve természetesen igen/. A következő lemma rész­
ben pótolja ezt a hiányt. További közvetlen kapcsolatokat 
is kimutathatnánk, azonban nem lesz rá szükségünk.
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3.18. Lemma: Egy konfiguráció RéfîiP^  GT ütemtervé­
nek akkor és csak akkor nincs kritikus szituációja, ha
Л /  V =0, '9', $ 0> 0 és $ 1 1 racionálisan függetle- 
x  ^ 1  ^ nek
/ ü /  -1 = ^  2=0
/iii/ > о , i=l vagy 2
/ÍV/ ^ a>0 , V ±V 2>0 V-i , 'C'o racionálisan össze­
függők és
/3.2£/ 'ï'éj.a Ч’
anol *i 1—1 y. >0,^ >0 relativ primek,1
CM k 2
/3.28/ ^1
T  L 2q- ■k к
у  . / < ha “*2 -5 =03-a3-a ^ ^ ha V , >0— i3-a
>0 is teljesül, akkor
/3.30/ # t) = { r 1o, r 2o!( .
Bizonyítás : Az /i/~/iv/ feltételek szükségességét és ele' 
gendőségét egyszerre bizonyltjuk.
Az Y) =0, S  > 0 eret a 3*2. Táblázat /аа/
esetének felel meg, amikor a /3*11/ alakja A a=0 
egyenlet. A 3«14. Lemma szerint az R ütemtervnek pontú' 
san akkor van kritikus szituációja, ha . A =0-nak van*>; Ц, О»
óüa>/l,0/ megoldása, amely V-^ és racionális
2o9
^ 1 ' д  n >  оösszefüggőségével ekvivalens. n —О » V J u 2
esetben tehát /i/ szükséges és elegendő feltétel. 
Az ^ =0 л) 2 t/2~® езе^^еп a GT ütemterveket
egyértelműen meghatározza az s(oJ=sr kezdeti döntéscl
és a 2. Megállapodás. így soha nincs kritikus szituá­
ció. Ugyanez a helyzet a "CT. =0, ^ 3 - i > ^ ese't_
ben is. A f. =0, . =0, ^ o_ • >0 esetben azonban
_L Л. I
bármelyik sCo)=sa döntés mellett a GT ütemterv t= ^   ^
pontjában a 6* Q kritikus szituáció lép fel, amelyben 
a döntést a 2.Megállapodás sem határozza meg /L.a 3*1« 
Táblázatot és a 3*3» Ábrát/. Ezzel bebizonyítottuk, 
hogy а V  'C 2 = 0  degenerált esetekben az /ii/ és /iii/ 
feltételek szükségesek és elegendők, ahhoz, hogy egyet­
len GT ütemtervnek se legyen kritikus szituációja.
A továbbiakban még azt kell bizonyítanunk, hogy 
az > 0 , V  2 > 0 nem-degenerált esetekben a
/iv/ feltétel szükséges és elegendő «ta> elemeire vonat­
kozóan. A 3»14. Lemma szerint a szükséges és elegendő 
feltétel az, hogy a /3.11/ egyenlőtlenségnek ne legyencl
со >/i,0/  megoldása. Mivel az V >■ 0 következtében
cl L cl
a /3.19/ egyenlőtlenségnek mindig van megoldása, a 
3.17. Lemma szerint а /3.1J/-nak csak /3.27/mellett nem 
biztos, hogy van megolüasa, azaz a 3*2.Táblázat /Ьа/
és /bb/ eseteiben. Ekkor a /3.11L alakjacl rcl
/3.31/ 0 <  A a 3-a L
a
Tehát Ré ütemtervnek, akkor és csak akkor nincs kri­
tikus szituációja, ha /3.27/ teljesül és /3.31/-nek nincs 
> /l,o/ megoldása.
A /3.31/ -nek akkor és csak akkor nincs megoldása, 
ha egyetlen í > 0 egészhez sincs olyan к >  1 egész, 
hogy _  „ „
0 <  kX-a * e 3^ - a ?
azaz
21o




teljesülne. Vagyis bármely £ — 0 mellett minden 
к >1 egészre





r 3-a J . Akkor a z-1 < £z] z
reláció felhasználásával azonnal adódik, hogy k^^ 1
esetén minden 1 ±  к ■£ kp mellett
к - f t ,  /Г ^ 0 .3
bármilyen к g 0 esetén minden
к - ß r_ /Г > 1, és3-a а
к = + 1 / 1/ esetén
(Xk-^'Ch /С 1. Feltételünk tehát ekvivalens
azzal, hogy
mellett teljesül az
í?и * k _ P :3r.a3-a k L ПГ а - - -a
reláció. Ez azonban ekvivalens az
j L






3-a _= 1 -
T  Tа л a a
X a' ütemtervnek akkor és csakrelációval. így az R é  
akkor nincs kritikus szituációja, ha /3-27/ és 
minden £ -re /*/ teljesül.
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A 2.2. Tétel bizonyításában a 2.3» pontban
láttuk, hogy а к Z" - £ _ alakú számok mindé-a. a
és Cl racionálisan füg- 
3 p 'O-a
“ 1 zrszámok is mindenütt sürüek és igy az
nütt sürüek, ha V 
getlenek. Ez azt jelenti, hogy ekkor а к
= \ l — » ^=0,1,...
I Z a
számok a Lo,i) intervallumban mindenütt sürüek. 
/Sőt ismeretes Ü l i ) , [W3] , hogy az /x. / soro-
zat egyenletes eloszlású а |_0,1) bármely részin­
tervallumán./ Ezért irracionális 'Ti /Т esetén3-a a
a /*/ reláció nem teljesülhet minden В > 0 mel- 
lett, hiszen végtelen sokszor az /l- -==— , 1/ 
intervallumba is belép az Xg sorozat. Ebből követ­
kezik, hogy T'1 és racionális függősége szük­
séges feltétel.





, к > 0 к relativ
'5_ primek
esetén az x^ sorozat periodikusan végigfutja a
k/kQ , 0± к "í к -l osztópontjait a fo,lJ inter-
vallumnak, tehát ezeken egyenletes elsozlású.
Ezért /*/ csak akkor teljesülhet minden í ^  0 mellett,















Ezzel a /iv/ és /3-27/ feltételek együttes szükséges­
ségét és elegendőségét bizonyítottuk. A /3.27/ azon­
ban a /3.28/ mellett redundancia, hiszen k-^>0, k^>0 
miatt /3.29/-ből q £ min/T^, / és igy
^4- ^ 2 - min/ C p  Г 2 / , amiből i=1»2»
következik. Ezzel együtt a  ^ _ relációjel /3*12/
alatti definíciójából következik a -, _ jel /3*29/a
alatti formulája is.
Végül a <P és job-folyamok szimmetrikus
szerepéből a /3*28/ és /3.29/-ben, következik, hogy ha 
még azaz 'Y\^y)2^ > ® ^Ijesül» akkor és
Я?" ’^ egyaránt egyetlen ütemterv és / 3 *30/ igaz,
Q.e.d.
1, Megjegyzés; A 3»17. Lemma szerint a /iv/ esetekben, a 
3*3* Ábra szerint viszont a /ii/-/iii/ esetekben Rao
periodikus.
2. Megjegyzés ; A /iv/ feltétel szükségességéből következik, 
a=0 esetben az *1 j-a'* ® ®s ^ 9 valamin’fc
/3*28/ feltétel mellett is kell lennie Re^^-ban kriti­
kus szituációnak. Ez az eset a 3»2. Táblázat /a4  esete,
amelynél /3«ll/-nek racionálisan összefüggő , Ti _a „p-a
esetén a 2.2. Tétel szerint mindig van megoldása. Legyen 
például ^2=0 és ^ 2 >0. Ekkor a=2-re /iv/ teljesül, 
igy R^Q-nak nincs kritikus szituációja. Ezért a
hogy “4
0 < B2 ^ 2"A2 C 1 - 7
egyenlőtlenségnek /3*2. Táblázat /ba^ > mező/ nincs megol­
dása. Azonban к j^ 2“ k2^"l=0 teljesül.
A 0 - Bit7i“Ai ^ 2 < 4 2 egyenlőtlenségnek ekkor a megoldá­
sa csak Вд_=к2 » Ai=ki leilet. Ugyanis, ha lenne kisebb
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megoldása, akkor annak hibája legalább akkora lenne, 
mint a § = ^ / ^ 2  sz^m baloldali legjobb pozitiv hi-
bájú közelítése. Ennek hibája azonban a /2.65/formula 
szerint pontosan — nagyságú. Ezért /В, , A-./ helyébe
2 -Г2ezt a közelítést téve, a hiba -£—  =q lesz. Ha tehát 
/3- 28/teljesül, akkor az /ab/^ esetiben /3.11/-nek nem 
lehet A  > 0  tulajdonságú megoldása, mert a legkisebb 
pozitiv hibájú közelitő megoldásra is A  =q , márpedig
^ ’i = <
a
» igy V 2< q
Vagyis ^ =0,
72 -*í q. De /3-30/ szerint
a /3-28/ feltétel, ezért /1^ >
'Ч > 0 esetén /iv/ többi feltétele mellett
nak, > 0 és 'y[^_s=0 és /iv/ többi feltétele mellett
R6 «P_a£ nak a 6 az első visszatérő szituációja, hi- 
%  ^ iszén =o ill. ki о =0 a /3-11/ legkisebb megoldásá-ci
ra.
3. MegjeR-yzés: A 3-18. Lemma egyszerű lehetőséget nyújt 
kritikus szituáció nélküli GT ütemtervekkel rendelkező 
Q konfigurációk konstruálására. A degenerált esetektől 
eltekintve az alábbi módon kaphatunk ilyen konfigurációt.
• válasszunk tetszőleges k ^ , k ^  pozitiv relativ 
prim egész számpárat
. válasszunk egy q>0 valós számot 
. válasszuk meg ^  paramétert 0< у < q 
feltétellel
. válasszuk meg az paramétert a £ q-
feltétellel
. képezzük л) ^  és 'V ^  paramétereket a k^G»
2 ~  k2 q ’ ^i= 7 1 * ^  2 =  ^ 2 ~  7 2 formulákkal.
Az igy nyert Q=/^; v^; v^,/ konfigurációnál
az R é # )  ütemtervre teljesülnek a 3-18. Lemma /iv/ fel­
tételei, ezért azonos R-^  -lal, amelynek nincs kritikus
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szituációja, összefüggő, szoros, következetes és 
periodikus, amelyben a ^-szituáció visszatérő 
/3*17. Lemma/. \ =^0 esetén elemeinek $ Q kri­
tikus szituációja lesz. ^  és ^ 2 szerepe termé­
szetesen felcserélhető. Az alábbi 3.3« Táblázat né­
hány tipikus példát mutat a /iv/ feltételt kielégí­
tő, fenti módon konstruált konfigurációra. A 3*5. 
Áorán mutatjuk be ezek ütemterveinek kezdő szaka­
szait.
Mind a négy konfigurációnál 
k1=l, k2=2, q=3, 'T'1=3, t“2=6.
Sorszám Y) V Ц ÏÏ ‘ 1 1 (2 2 ff* ff* P f f *  S* p„ 1 1 ~1 2 2 ^2 M e g j e g y z é s
1. 1 2  2 4 fa - 6 fa - 6 Rlo~R2o
2. 1 2  1 5 VO11VD11 Hl o * H2o
3. 2 1 0  6 10
го1VO11 ОIIou
4. 3 0 0 6 - *0- - 6 0 - /iv/ nem telj
3.3.Táblázat : Kritikus szituáció nélküli konfigurációk
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3«5. Ábra: Kritikus szituáció nélküli ütemtervek.
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A 3 .1 3. - 3»18. Lemmák feltárják a GT ütemtervek 
számos sajátosságát, amelyek azonban igy nehezen 
tekinthetők át. Ezért célszerű a főbb eredményeket 
egy tételbe foglalni.
3.3.Tétel : Bármely Qél$ konfiguráció GT ütemterveire 
igazak az alábbi megállapitások.
/А/ Az $t\Q) halmaz elemeinek a 6*a jellegzetes,
a 6*1 első GT-kritikus szituációja, valamint az a „halmaz elemeinek о első saját kritikus szituáció­
ja minden elemre egyszerre létezik, vagy nem léte­
zik. Ha létezik, minden elemre azonos, ugyanazon 
pontoan lép fel és az s(o)=s„ első kritikus döntés-3.
sei meghatározott. Fellépési helyeikre a
0 í  t# <  T* ^  T*£T" 00 érvényes. Az első kriti-a a a akus pontig az azonos tipusú elemek kongruensek.
/В/ Az $£GT)(q) halmaz összes elemére egyszerre léte­
zik, vagy nem, a kritikus szituáció, és ^
ha
/1/ >£=0, és $ $ 2  racionálisan füg­
getlenek
/ii/ Z1 Z~2=°
/iii/ valamelyik i=l,2 mellett








é s megfelelő lényegében azonos elemei
l’ • * 3-i" o-issal. A tT értéke me
/1/ Тф=0 , isi,2
/ii/ Tî=^3-i » ha
/iii/ ТФ=ВФ V . =АФí í í í 3
r i=o
Az /ii/ és /iii/ esetekben a T? és ti. pon-
^ -L
tokban fellépő közös szituáció а б'^  jellegzetes 
szituáció, amelynek tipusa az alábbi:
f 6 ha .=o1 о 3-1л- Ф J /3.33/ . =>, Р з -i ha ^ 3 - i > 0 , oí h  -
1u . . ha о ^ 9^- . 3-1 ■H
sr-V
■V 3-
Ha még a /3.32/ mellett 0 - *2^ és
7 3_i /mod ^3_i/» akkor d°i=/1»L^ ri/ir3-J/ »
Ti-ri » = Рз-i*
/С/ Az з£а) egyetlen R ütemtervből áll, amely 
összefüggő, /kvázi/ szoros és /kvázi/ következetes, 
ha
/i/ oi =0, V és "9 , racionálisan
függetlenek
/ii/ r i= r 2=0
Q-/iii/ £^=0» ^ з _ 0 valamelyik isi,2 mellett
/iv/ V) >0, r nf 9>0, Г1, racionálisan ösz- 
L a 1  ^ 1  ^ szefüggők és
*2 ^ 3 - a q=^'l^k l= ^2^k2* aho1 ki» >0
relativ primek.
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/iv/ Ра=>Га=А; Г 3-а- 31101 «ä=/Bä'Aä/
а ^  =0 egyenlet legkisebb ЬО ^ /l,o/ megoldása.
Az R -ban nevezetes visszatérő szituáció
cLO
/iii/ a &^_^-szituáció az ^ 3 > к—0,1,...
pontokban
/iv/ a b -szituáció ( a az ^ a+ kpa , k=0,1,...pontokban
az а И & ) = { н 1о, r 2o} az /i/-/iii/ esetekben,
valamint a /iv/ esetben ’ip 1. 2> ® те11е11'
Bizonyítás : A bizonyítás lényegében a 3.14. - 3.18. Lemmák- 
ra történő hivatkozással történik.
/А/ Definíció szerint T*^T*, ezért a 6"Ф közös volta -liai a a aCetelemeire következik a 3*12. Lemma /2/ állításából.
A 6" * és f“" azonossága és azonos helye j£a) elemei-
cl cl
nél, következik a 3.14. Lemmából.
/В/ Az következik а б*Ф közös jellegzetes
szituáció létéből, amely az /ii/ esetben a 3.1. Táblá­
zatból olvasható ki, /iii/ esetben pedig a 3.15. Lemma 
állítása. A /3.32/ feltétel a 3*15. Lemma utáni 1.Meg­
jegyzéssel áll összhangban. A /3.33/ következik a 
3.15. Lemmából. Az /i/ esetben 6* ф jellegzetes szituáció 
nem létezik, azonban a t=0 pontbeli {6} } halmaz utol­
só eleme azonos, ezért T*=0 ponttól R-^ 0 és R^q megegyez­
nek.
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А /В/ alatti utolsó állítást a 3»15. Lemma utáni 
3. Megjegyzésben bizonyítottuk.
/С/ Az első állitás azonos a 3*18. Lemmával. A prio­
ritás következik a 3.17. Lemmából, illetve degene- 
rált esetben leolvasható a 3*3« Ábrákról. A vissza­
térő ^»-szituáció bizonyítása ugyanez. Az á 0T) kéte­
lemű volta az /i/-/iii/ esetekben a 3.1» Táblázatból, 




A gyamorlatban alkalmazott ütemezési stratégiák 
sokszor prioritásos jellegűek, amelyeknél "kritikus 
szituációkban" az igények prioritása határozza meg az 
ütemezési döntést /nem feltétlenül egyértelműen/.
Job-folyamok ütemezésénél sztochasztikus esetben 
szintén elsősorban pirioritásos stratégiákat vizsgáltak 
tüzetesebben /X. Arató [A4] és Tomkó £тб] munkákat/.
A prioritás ilyenkor osztály, nem dinamikus prioritás.
Ez a teljes ütemezés folyamán változatlan /I. 1.1. pont­
ban is/. A továbbiakban mi is elsősorban prioritásos 
ütemezéseket fogunk vizsgálni. Ez azonban nem szakad el 
eddigi vizsgálatainktól, mert a GT ütemtervek speicális 
egyedeit szolgáltatják az egyes konfigurációknál.
Kétféle prioritást vizsgálunk. Az egyiknél a 
prioritás csak annyi előnyt jelent, hogy üres Рд procesz- 
szorra a várakozó igények közül a magasabb prioritásút 
ütemezzük először megszakítás nélkül. A másik prioritás 
megszakító, ami azt jelenti, hogy amikor a magasabb prio­
ritású job-folyam igényli а Рд processzort, azt megkapja 
olyan áron is, hogy a másik job-folyam kiszolgálását fel­
függesztjük, ha folyamatban volt. Ilivel job-folyam párról 
van szó, mindössze két prioritási osztály van és mindegyik­
ben egy job-folyam. Vagyis összesen négyféle prioritásos 
ütemezése lehet bármely Q é Q, konfigurációnak.
A prioritásos ütemezés elvéből következik azonban, 
hogy az szoros, mindig ütemezni kell szabad processzorra, 
na van kiszolgálásra kész igény. Ez azt is jelenti, hogy 
minden szituációban domináns döntést kell alkalmazni.
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így a prioritásos ütemezés eredménye mindig GT ütemterv.
A GT ütemezésnél éppen a kritikus szituációk azok, ame­
lyekben két alternativ döntés közül csak a valamelyik 
job-folyam késleltetése árán lehet választani. A termé­
szetes ütemezésnél a Ö ■ tipusú kritikus szituációk- 
ban a szorosság egyértelművé teszi a megteendő kritikus 
döntést. A döntés egyértelműen s^. 6 szituációkban a
prioritás dönti el, melyik kritikus döntést hozzuk - min­
denesetre következetesen. A gazdaságos ütemezés eleve szo­
ros. Ott az abszolút prioritás /megszakító/ azt eredménye­
zi, hogy 6'o, 6*^  J> i=l,2, tipusú kritikus szituációk­
ban egyaránt és következetesen ugyanazt a job-folyamot
kell ütemezni: azt amelyiknek prioritása van. A prioritá­
sos ütemezések tehát következetesek is a 3*4. Tétel szerint.
Ezzel máris igazoltunk egy igen fontos tételt.




Definiáljuk most formálisan is a négy prioritásos 
ütemezést. Legyen
ao, stratégia összefüggő, szoros és következetes ütemezés(cÚ  ^ / ja Q4 job-folyam előnyével, a=l,2; S  ^ stratégia meg-a,u-a ,q\szakitásos, szoros és következetes ütemezés a Çr J job-fo- 
lyam prioritásával, a=l,2; S b, a=l,2, b=0,3-a, ezek kö­
zös jelölése; ^aD=RaD^)=Sa’D(Q) a konfiguráció üte­
mezésének és ütemtervének alternativ jelölései az S - stra-3.0
tégia alkalmazása esetén; X , az R b ütemterv valamely X
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jellemzőjének megkülönböztető jelölése /igy pl. ^  a 
hatékonyság, pab a periodushossz, stb./
Bármely konfigurációra igy a következő négy
prioritásos ütemtervet definiáltuk:
: összefüggő szoros és következetes ütemterv a 
Cp^  job-folyam előnyével 6" szituációkban;
R,-^  : összefüggő szoros és következetes ütemterv a 
job-folyam előnyével 6Q szituációban;
Rj^ , ímegszakitásos szoros és következetes ütemterv a
Or' job-folyam prioritásával 6" , 6* szituációkbanj° i,l
R ^  :megszakitásos szoros és következetes ütemterv a
~ W  job-folyam prioritásával 6 Q, p szituációkban.
E négy ütemterv alkotja a Q prioritásos ütemterveinek hal­
mazát. Ez sokszor két elemre csökken az alábbi korollárium 
szerint.
3.1. Korollárium: Ha az rf?) egyetlen RaQ ütemterv, akkor
R__ éppen a prioritásos ütemterv a job-folyam elő-3.0
nyével, vagy prioritásával. Ebben az esetben 
Ea,3-a(í)=“ao«) /а=1,2/.
Bizonyítás : Ez következik a 3*6. Tételből, mely szerint 
prioritásos ütemterv csak GT ütemterv lehet.
Q,e,d#
A 3*6. Tétel jelentősége az, hogy aszerint a priori­
tásos ütemtervek az halmaz elemei, ezért rendelkeznek 
a GT ütemtervek közös tulajdonságaival. Pontosabban az
R ütemterv egy ^ [N-beli T-ütemterv és az R  ^ ütemterv a0 wal a»b-aegy Jt *-beli G-ütemterv.
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Ezárt értelme van a prioritásos ütemtervek olyan jellem­
zőiről beszélni, amelyek a GT ütemtervek sajátjai: kriti­
kus szituáció, határozott szakasz, stb. Valójában már 
nincs kritikus szituáció és a teljes R ^ ütemterv megha­
tározott az э (o)= sQ első döntés által, de struktúrájának 
elemzésekor hasznos, mint GT ütemtervet felfogni ás annak 
strukturális elemeire hivatkozni. Egyébként hangsúlyoz­
zuk, hogy
az R_rt olyan T-ütemterv, amelynél a kritikus döntá- 
8.0
sek következetesen
6* szituációban: s„о a
6”^  0 szituációban: s^ , i=l,2 ;
az RQ -, о  olyan G-ütemterv, amelynél a kritikus dön-3,9 ^ “ 8.
tásek következetesen
mind a fi , mind a fi. , szituációkban: s_ •
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