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Contexto 
Esta línea de Investigación está dentro del pro-
yecto “Arquitecturas Multiprocesador Distribuidas. 
Modelos, Software de Base y Aplicaciones” acredi-
tado por el Ministerio de Educación y de proyectos 
específicos apoyados por organismos nacionales e 
internacionales. 
Asimismo los proyectos “Eficiencia energética 
en Sistemas Paralelos” y “Algoritmos Paralelos uti-
lizando GPGPUs. Análisis de rendimiento” finan-
ciados por la Facultad de Informática de la UNLP. 
En el tema hay cooperación con varias  Univer-
sidades de Argentina  y se está trabajando con Uni-
versidades de América Latina y Europa en proyectos 
financiados por CyTED, AECID y la OEI (Organi-
zación de Estados Iberoamericanos). 
Se participa en iniciativas como el Programa Ibe-
roTIC de intercambio de Profesores y Alumnos de 
Doctorado en el área de Informática. 
Por otra parte,  se tiene financiamiento de  Tele-
fónica de Argentina en Becas de grado y posgrado. 
Asimismo el III-LIDI forma parte del Sistema Na-
cional de Cómputo de Alto Desempeño (SNCAD) 
del MINCYT. 
 
Resumen 
Caracterizar las arquitecturas multiprocesador 
distribuidas enfocadas especialmente a cluster y 
cloud computing, con énfasis en las que utilizan pro-
cesadores de múltiples núcleos (multicores y GPUs), 
con el objetivo de modelizarlas, estudiar su escalabi-
lidad, analizar y predecir performance de aplicacio-
nes paralelas y desarrollar esquemas de tolerancia a 
fallas en las mismas. 
Profundizar el estudio de arquitecturas basadas 
en GPUs y su comparación con clusters de multico-
res, así como el empleo combinado de GPUs y mul-
ticores en computadoras de alta perfomance. 
Analizar la eficiencia energética en estas arqui-
tecturas paralelas, considerando el impacto de la ar-
quitectura, el sistema operativo, el modelo de pro-
gramación y el algoritmo específico. 
Analizar y desarrollar software de base para clus-
ters de multicores y GPUs, tratando de optimizar el 
rendimiento. 
En el año 2012 se han agregado dos líneas de in-
terés: 
 El estudio de clusters híbridos, que combinen 
multicores y GPUs. 
 La utilización de los registros de hardware de 
los procesadores para la toma de diferentes de-
cisiones en tiempo de ejecución. 
 
Es de hacer notar que este proyecto se coordina 
con otros dos proyectos en curso en el III-LIDI,  re-
lacionados con Algoritmos Distribuidos/Paralelos y 
Sistemas de Software Distribuido. 
 
Palabras claves: Sistemas Paralelos. Multicore. 
GPU. Cluster, Grid y Cloud Computing. Clusters 
homogéneos y heterogéneos. Perfomance y eficien-
cia energética. Tolerancia a fallas en Sistemas para-
lelos. Modelos de programación de arquitecturas pa-
ralelas. Planificación. Scheduling. Virtualización.  
 
Introducción 
La investigación en Sistemas Distribuidos y Pa-
ralelos es una de las líneas de mayor desarrollo en la 
Ciencia Informática actual [1][2][3]. En particular la 
utilización de arquitecturas multiprocesador configu-
radas en clusters, multiclusters, grids y clouds, so-
portadas por redes de diferentes características y to-
pologías se ha generalizado, tanto para el desarrollo 
de algoritmos paralelos, la ejecución de procesos 
que requieren cómputo intensivo y la atención de 
servicios WEB concurrentes [4][5][6][7]. 
El cambio tecnológico, fundamentalmente a par-
tir de los procesadores multicore, ha impuesto la ne-
cesidad de investigar en paradigmas “híbridos”, en 
los cuales coexisten esquemas de memoria compar-
tida con mensajes [8][9][10][11]. Asimismo la utili-
zación de procesadores gráficos (GPGPUs) como 
arquitecturas paralelas presenta una alternativa para 
alcanzar un alto speedup en determinadas aplicacio-
nes [12]. 
Es importante en este contexto re-analizar el 
concepto de eficiencia incluyendo tanto al aspecto 
computacional como el energético y considerar el 
impacto del consumo sobre arquitecturas con miles 
de procesadores que trabajan concurrentemente [16]. 
____________________________________
                                        PAGINA - 686 -
Esto conduce a un estudio de los lenguajes, para-
digmas y herramientas orientados a la optimización 
de sistemas paralelos. [13][14][15]. 
Asimismo, aparecen líneas de I/D tales como la 
integración de arquitecturas heterogéneas con dife-
rente perfomance según el tipo de aplicación, la pla-
nificación y scheduling dinámico basado en la carga 
de trabajo y en el consumo del sistema paralelo, el 
control en tiempo real de la frecuencia de reloj de 
los procesadores para optimizar consumo y el uso de 
los registros de hardware para la toma de decisiones 
en tiempo de ejecución [17][50]. 
Por otra parte, se profundiza el estudio y desarro-
llo de lenguajes, compiladores, estructuras de datos 
y soporte de comunicaciones adecuados a estas ar-
quitecturas, así como se enfatizan los problemas de 
detección y tolerancia a fallos tratando de minimizar 
el overhead de tiempo y aprovechando alguna re-
dundancia en la misma arquitectura 
[13][19][14][15][18]. 
La aparición de las arquitecturas tipo Cloud obli-
ga a poner especial atención a los problemas de pla-
nificación, virtualización y predicción de perfor-
mance (para la asignación dinámica de recursos). 
Naturalmente a mayor potencia del Cloud, también 
crecen las complejidades al analizar la comunicación 
y el acceso a memoria en arquitecturas que están dis-
tribuidas y a su vez conformadas por placas con un 
número variable de procesadores multicore y/o GPU 
[20][21][22][51].  
En el proyecto se ha abierto una línea específi-
camente dedicada a los problemas de configuración 
y administración eficiente de Cloud. 
 
Definiciones básicas 
 
Un procesador multicore  integra dos o más nú-
cleos computacionales dentro de un mismo “chip” 
[23][24]. La motivación de su desarrollo se basa en 
incrementar el rendimiento, reduciendo el consumo 
de energía en cada núcleo [52][53].  
Una GPU (Graphics Processing Unit) es una ar-
quitectura multicore dedicada a procesamiento grafi-
co, con un gran número de cores simples. En los úl-
timos años, estas arquitecturas, fueron utilizadas pa-
ra aprovechar su potencia de cómputo en aplicacio-
nes de propósito general logrando un alto rendimien-
to y dando lugar al concepto de GPGPU (General-
Purpose Computing on Graphics Processing Units) 
[12][48][49]. 
Un cluster es un sistema de procesamiento para-
lelo compuesto por un conjunto de computadoras 
interconectadas vía algún tipo de red, las cuales 
cooperan configurando un recurso que se ve como 
“único e integrado”, más allá de la distribución física 
de sus componentes. Cada “procesador” puede tener 
diferente hardware y sistema operativo, e incluso 
puede ser un “multiprocesador” [26]. 
La combinación de multicores y GPUs en un 
mismo cluster es un desafío actual, por las diferen-
cias de arquitectura y del soporte de software de ba-
se que se ha desarrollado para cada uno de ellos. Es-
to es lo que denomina un “cluster híbrido”. 
[44][45][46][47]. 
Un Grid es un tipo de sistema distribuido  que 
permite seleccionar, compartir e integrar recursos 
autónomos geográficamente distribuidos [28]. Un 
Grid es una configuración colaborativa que se puede 
adaptar dinámicamente según lo requerido por el 
usuario, la disponibilidad y potencia de cómputo de 
los recursos conectados. El Grid puede verse como 
un “entorno de procesamiento virtual”, donde el 
usuario tiene la visión de un sistema de procesa-
miento “único” y en realidad trabaja con recursos 
dispersos geográficamente [29]. Actualmente las ar-
quitecturas Grid son utilizadas mayoritariamente en 
entornos colaborativos, en general no orientados a 
HPC.  
Las arquitecturas tipo “Cloud” se presentan co-
mo una evolución natural del concepto de Clusters y 
Grids, integrando grandes conjuntos de recursos vir-
tuales (hardware, plataformas de desarrollo y/o ser-
vicios), fácilmente accesibles y utilizables por usua-
rios distribuidos, vía WEB. Estos recursos pueden 
ser dinámicamente reconfigurados para adaptarse a 
una carga variable, permitiendo optimizar su uso 
[21][30][31][32]. 
Desde el punto de vista de la investigación tecno-
lógica el mayor problema es el acceso directo a los 
recursos de hardware y el software de base de un 
Cloud (que en general son sistemas propietarios de 
grandes empresas/organizaciones). 
 
Aspectos de interés 
 
 A partir de la complejidad creciente del hardwa-
re, se hace más desafiante el desarrollo de capas 
de software eficiente, desde el middleware hasta 
los lenguajes de aplicación [33][34][35][40]. 
 El incremento en el número de procesadores dis-
ponibles en clusters, grids y clouds obliga a po-
ner énfasis en el desarrollo de los algoritmos de 
virtualización de modo de explotar la arquitectu-
ra con más de una aplicación concurrente [15]. 
 La heterogeneidad es inevitable en estos sistemas 
paralelos complejos. A su vez es un factor que 
condiciona la predicción de perfomance y con-
sumo [19]. Por otro lado la heterogeidad puede 
ser un factor “buscado” en el desarrollo de pro-
cesadores de mùltiples núcleos, con el objetivo 
de especializar algunos núcleos a funciones es-
pecíficas. [42] [43] 
 Los modelos de predicción de performance resul-
tan especialmente complejos. Es de interés el es-
tudio de esquemas sintéticos (“firmas”) propios 
de la aplicación para estimar tiempos y consumo, 
ejecutando un código mínimo frente al de la apli-
cación real [37]. 
 Los problemas clásicos de scheduling y mapeo 
de procesos a procesadores tienen nuevos objeti-
vos (en particular los relacionados con el consu-
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mo) y deben considerar la migración dinámica de 
datos y procesos en función de perfomance y 
consumo [36]. 
 El tema de la detección y tolerancia a fallos de 
hardware y software se vuelve un punto crítico al 
operar sobre arquitecturas con gran número de 
procesadores, los cuales pueden reconfigurarse 
dinámicamente [38][39] [41]. 
 
Líneas de Investigación y Desarrollo 
Temas de Estudio e Investigación 
 
 Arquitectura de procesadores multicore. Clus-
ters de multicores.  Software de base.  
 Arquitecturas de GPUs y Cluster de GPUs. 
Software de base. 
 Nuevas estructuras de Cluster que integran mul-
ticores y GPUs. Software de base y lenguajes de 
programación de aplicaciones. 
 Cloud computing. Software de base y aplicacio-
nes de Cloud en el área de HPC. 
 Green Computing. Consumo energético a nivel 
instrucción / algoritmo / aplicación y su utiliza-
ción como parámetro de perfomance. 
 Análisis comparativo de perfomance en cluster 
y cloud para problemas de HPC. 
 Métricas y Modelos de predicción de perfor-
mance para arquitecturas basadas en procesado-
res de múltiples núcleos. Utilización de la “fir-
ma” de aplicaciones regulares en predicción de 
comportamiento. 
 Utilización de los registros de hardware de los 
procesadores para mejorar rendimiento en tiem-
po de ejecución. 
 Técnicas de scheduling y virtualización en clus-
ters, grid y cloud. 
 Nuevas estructuras de datos, orientadas a proce-
samiento paralelo sobre clusters, grids y clouds. 
 Detección y Tolerancia a Fallos (de hardware y 
software)  en clusters, grids y clouds. 
 
Investigación experimental 
 
 Desarrollo y evaluación de aplicaciones sobre 
cluster de multicores y cluster de GPUs. 
 Pruebas de consumo en cluster de multicores y 
GPUs, analizando eficiencia computacional, es-
calabilidad y eficiencia energética. 
 Desarrollo de experiencias con clusters híbridos 
(multicores y GPUs). 
 Análisis, detección y corrección de fallos de 
hardware en arquitecturas de cluster de múlti-
ples procesadores. 
 Experiencias en Cloud Computing, utilizando 
equipamiento/servicios de proveedores y desa-
rrollando las capas de emulación sobre un clus-
ter de multicores clásico. 
 
Formación de Recursos Humanos 
En cooperación con Universidades iberoameri-
canas se ha implementado la Maestría  en Cómputo 
de Altas Prestaciones y se continúa dictando la Es-
pecialización en Cómputo de altas Prestaciones y 
Tecnología GRID. 
En esta línea de I/D existe cooperación a nivel 
nacional e internacional. Hay 8 Investigadores reali-
zando su Doctorado, 2 realizando la Maestría, 4 rea-
lizando la Especialización y 4 alumnos avanzados 
están trabajando en su Tesina de Grado de Licencia-
tura. En 2012 se aprobó 4 Trabajos Finales de Espe-
cialista y 2 Tesinas de Grado en temas del proyecto. 
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