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1 Zusammenfassung
Mit Hilfe von Laserstrahlung ko¨nnen quantenmechanische Systeme gezielt manipuliert wer-
den. Zum einen kann starke cw-Laserstrahlung benutzt werden, um das Spektrum des be-
strahlten Systems und dadurch auch seine Eigenschaften zu vera¨ndern. Zum anderen ko¨nnen
Laserpulse mit einer genau definierten Einhu¨llenden und mo¨glicherweise auch einem
”
Fre-
quenzchirp“ eingesetzt werden, um einen quantenmechanischen Populationstransfer von ei-
nem Anfangszustand in einen gewu¨nschten Zielzustand zu erreichen.
In der vorliegenden Arbeit werden diese beiden Mo¨glichkeiten quantenmechanischer Kon-
trolle anhand einfacher Modellsysteme theoretisch untersucht. Im ersten Teil, der sich aus
den Kapiteln 2 und 3 zusammensetzt, wird die Kontrolle durch einen streng periodischen
Antrieb behandelt, und zwar speziell fu¨r Teilchen, die sich in ra¨umlich periodischen Poten-
tialen bewegen. Der zweite Teil, bestehend aus den Kapiteln 4 und 5, widmet sich dem
gezielten Populationstransfer durch Laserpulse. Da in beiden Fa¨llen die Laserfelder aus der
Sicht des ungesto¨rten Systems sehr stark sein ko¨nnen, ist die u¨bliche Sto¨rungstheorie un-
zureichend. Aus diesem Grund baut diese Arbeit auf dem Floquet-Theorem auf, welches
die zeitliche Periodizita¨t des Laserfeldes konsequent ausnutzt: Fu¨r einen zeitlich periodi-
schen Hamilton-Operator garantiert das Floquet-Theorem die Existenz von Lo¨sungen der
zeitabha¨ngigen Schro¨dinger-Gleichung, die sich aus einer periodischen Funktion (
”
Floquet-
Funktion“) und einem Phasenfaktor zusammensetzen; die Phase wird durch die
”
Quasiener-
gie“ bestimmt. Diese Floquet-Zusta¨nde u¨bernehmen in periodisch zeitabha¨ngigen Systemen
die Rolle stationa¨rer Zusta¨nde.
1.1 Kontrolle durch cw-Laserstrahlung
In Kapitel 2 wird ein Tight-Binding-System untersucht, welches zwei Energieba¨nder besitzt
und periodisch angetrieben wird. Dieses System kann als ein stark vereinfachtes Modell fu¨r
ein Halbleiter- ¨Ubergitter angesehen werden, welches mit starker THz-Strahlung wechsel-
wirkt. Es zeigt sich, daß selbst, wenn die ungesto¨rten Ba¨nder durch die Interbandwechselwir-
kung stark miteinander gekoppelt werden,
”
Quasienergieba¨nder“ des angetriebenen Systems
existieren. Diese Quasienergieba¨nder spielen eine a¨hnliche Rolle wie die Energieba¨nder im
antriebsfreien Fall. Wenn insbesondere das Tight-Binding-Gitter durch ein Zufallspotenti-
al gesto¨rt wird, tritt Anderson-Lokalisierung auf, wobei der Quotient aus Unordnungssta¨rke
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und Quasienergiebandbreite den Grad der Lokalisierung bestimmt. Da nun die Quasiener-
giebandbreite von der Antriebssta¨rke abha¨ngt, kann der Grad der Anderson-Lokalisierung
durch die Antriebssta¨rke kontrolliert werden. Dieser Zusammenhang zeigt sich sehr deutlich
in Abbildung 2.5.
Wa¨hrend bei realen Halbleiter- ¨Ubergittern noch eine Reihe konkurrierender Effekte zu
beru¨cksichtigen sind, bilden ultrakalte Atome in modulierten optischen Gittern eine ver-
gleichsweise saubere Realisierung von zeitlich periodisch angetriebenen Teilchen in ra¨um-
lich periodischen Potentialen. Kapitel 3 behandelt solche ultrakalte Atome in eindimen-
sionalen Lichtgittern, wobei zwei verschiedene Fa¨lle diskutiert werden. Ist das optische
Gitter so tief, daß seine einzelnen Mulden viele quantenmechanische Energieniveaus tra-
gen, dann ist der Tunneleffekt zwischen den Mulden vernachla¨ssigbar und man findet in
den einzelnen Mulden semiklassische Dynamik. Insbesondere wird in den Abbildungen 3.4
und 3.6 gezeigt, daß der periodische Antrieb das ungesto¨rte Spektrum vo¨llig umordnet und
zur Ausbildung eines
”
neuen Grundzustandes“ fu¨hrt. Ist dagegen das optische Potential so
schwach, daß es nur ein einziges Band unterhalb der Potentialoberkante zula¨ßt, so wird es
durch ein Tight-Binding-System mit nur einem Band beschrieben. Da flache optische Gitter
fast ideale, dissipationsfreie Systeme sind, ergibt sich hier die Mo¨glichkeit, einen Kollaps
des Quasienergiebandes zu untersuchen, der bei bestimmten Antriebssta¨rken auftritt und zur
sogenannten dynamischen Lokalisierung fu¨hrt. Tatsa¨chlich ist es ku¨rzlich gelungen, diese
Voraussage experimentell zu besta¨tigen (M.G. Raizen, private Mitteilung, Juni 1998). Daher
scheint es mo¨glich, daß auch ein zweiter Vorschlag, der in diesem dritten Kapitel gemacht
wird, experimentell umgesetzt werden kann: Es wird gezeigt, daß bichromatische optische
Potentiale im Tight-Binding-Fall auf das Harper-Modell fu¨hren, welches sonst aus der Be-
schreibung zweidimensionaler Bloch-Elektronen in einem Magnetfeld bekannt ist und einen
Metall-Isolator- ¨Ubergang aufweist. Dieser ¨Ubergang la¨ßt sich in angetriebenen quasiperi-
odischen optischen Gittern kontrollieren; je nach Antriebssta¨rke befindet man sich in der
”
metallischen“ oder in der
”
isolierenden“ Phase.
Bei einer etwas genaueren Modellierung quasiperiodischer optischer Potentiale wird man zu
einem leicht modifizierten Harper-Modell gefu¨hrt. In Anhang A wird gezeigt, daß dieses
modifizierte Modell den gleichen Metall-Isolator- ¨Ubergang aufweist wie das urspru¨ngliche
Harper-Modell, zusa¨tzlich jedoch in seinem Parameterraum einen ausgedehnten Bereich von
kritischen Zusta¨nden besitzt (d.h. von Zusta¨nden, die weder ausgedehnt noch exponentiell
lokalisiert sind).
1.2 Kontrolle durch Laserpulse IX
1.2 Kontrolle durch Laserpulse
In der Atom- und Moleku¨lphysik, aber auch in der Physikalischen Chemie, ist man ha¨ufig
daran interessiert, ein Atom oder Moleku¨l durch Laserpulse schnell in einem gewu¨nsch-
ten Zustand zu pra¨parieren. Da die Einhu¨llende der Pulse im allgemeinen langsam im
Vergleich zur Laserperiode variiert, ist es naheliegend, adiabatische Prozesse auszunutzen.
In der Tat beruht eines der erfolgreichsten praktisch eingesetzten Verfahren, na¨mlich das
STIRAP-Verfahren — die Abku¨rzung bedeutet STImulated Raman Adiabatic Passage —
ausschließlich auf adiabatischem Folgen. Es ergibt sich daher die Aufgabe, adiabatische und
nicht-adiabatische Prozesse, die bei der Wechselwirkung mit starken Laserpulsen auftreten,
mo¨glichst allgemein zu beschreiben.
In Kapitel 4 werden Abweichungen vom adiabatischen Verhalten zuna¨chst unter einem all-
gemeinen Gesichtspunkt untersucht. Es wird gezeigt, daß sich nicht-adiabatische ¨Uber-
gangsamplituden aus einem universell beschreibbaren und einem sto¨rungstheoretisch leicht
zuga¨nglichen Anteil zusammensetzen. Durch die Interferenz beider Anteile la¨ßt sich etwa
die Dynamik des Landau-Zener- ¨Ubergangs im Detail erkla¨ren, wie es durch Abbildung 4.7
besonders gut verdeutlicht wird. Der universelle Anteil kann durch sogenannte superadia-
batische Transformation erhalten werden. Neben dem von M.V. Berry [10] untersuchten
Transformationsschema wird in diesem Kapitel ein iteratives Schema betrachtet, welches
auch zu einer
”
Renormierung“ der adiabatischen Eigenwerte fu¨hrt. Mit Hilfe dieser renor-
mierten Eigenwerte ko¨nnen Phasenfaktoren, welche bei nicht-adiabatischer Prozeßfu¨hrung
auftreten, systematisch berechnet werden, wie es exemplarisch in den Gleichungen (4.27)
und (4.28) bei der Berechnung der Stueckelberg-Phase im Falle des Landau-Zener- ¨Uber-
gangs vorgefu¨hrt wird. Eine erste konkrete Anwendung finden diese allgemeinen ¨Uberle-
gungen bei der Erkla¨rung des Zusammenbruchs der sogenannten Dykhne-Davis-Pechukas-
Formel bei STIRAP-Systemen, der ku¨rzlich unter Verwendung der Drehwellenna¨herung
(RWA;
”
Rotating Wave Approximation“) von T.A. Laine und S. Stenholm [79] gefunden
wurde.
Um jedoch die Reaktion von Atomen und Moleku¨len auf Laserpulse auch ohne Verwen-
dung der Drehwellenna¨herung beschreiben zu ko¨nnen, muß die adiabatische Beschreibung
mit dem Floquet-Bild kombiniert werden. Ein theoretischer Rahmen, mit dem sich die-
se Kombination erreichen la¨ßt, wird in Kapitel 5 vorgestellt. Hier wird die zeitabha¨ngige
Schro¨dinger-Gleichung durch Einfu¨hrung einer zweiten Zeitvariablen in einen erweiterten
Hilbert-Raum
”
geliftet“. Nachdem auf diese Weise eine explizite Trennung der schnellen
Laserfeld-Oszillationen von den langsamen Parametervariationen erreicht wurde, lassen sich
nun in diesem erweiterten Raum die im vorherigen Kapitel erkla¨rten Techniken der adiaba-
tischen Sto¨rungstheorie anwenden. Im letzten Schritt erha¨lt man die Lo¨sung der urspru¨ngli-
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chen Schro¨dinger-Gleichung, indem man aus dem erweiterten in den physikalischen Raum
zuru¨ckprojiziert. Dieser
”
Zwei-Zeiten-Formalismus“ la¨ßt sich in folgendem Diagramm zu-
sammenfassen:
Anfangswellenfunktion
Propagation durch die
                

Schro¨dinger-Gleichung
Endwellenfuntion
Lift






Projektion
Anfangs-2-Zeiten-
Wellenfunktion
Propagation durch die
 	                      

2-Zeiten-Schro¨dinger-Gleichung
End-2-Zeiten-
Wellenfunktion
Dieser auf den ersten Blick kompliziert aussehende Formalismus erweist sich als u¨beraus
schlagkra¨ftig. Er erkla¨rt Oszillationen, die wa¨hrend eines Laserpulses in den Besetzungen
der adiabatischen Floquet-Zusta¨nde auftreten, durch einen Interferenzeffekt, der in Abbil-
dung 5.2 verdeutlicht wird. Ferner erlaubt diese Technik die Konstruktion von superadia-
batischen Floquet-Basen, die eine wesentlich bessere Beurteilung der Pulsdynamik ermo¨gli-
chen als die u¨bliche adiabatische Basis, vgl. Abbildung 5.8. Das detaillierte Versta¨ndnis
der Pulsdynamik wiederum ist Voraussetzung fu¨r das Aufstellen von Pulsstrategien, die den
gewu¨nschten Populationstransfer mit mo¨glichst geringen Verlusten erlauben. Das Erstellen
solcher Strategien wird beispielhaft fu¨r einen angetrieben Morse-Oszillator verdeutlicht, der
die Streckschwingungen eines HF-Moleku¨ls in Gegenwart starker Laserfelder modelliert.
Es ko¨nnen sowohl
”
gechirpte“ Laserpulse als auch zweifarbige Laserfelder, wie sie beim
STIRAP-Prozeß auftreten, behandelt werden.
Zusammenfassend la¨ßt sich das Zusammenspiel der verschiedenen Techniken fu¨r die theore-
tische Untersuchung der Kontrolle quantenmechanischer Systeme durch Laserstrahlung wie
folgt darstellen:
Floquet-Theorem Adiabatentheorem

 

Floquet-Zusta¨nde
Quasienergien
Floquet-Funktionen
erweiterter Hilbert-Raum
Adiabatische Na¨herung
Instantane Eigenzusta¨nde und -energien
Paralleltransport
Transformierte Schro¨dinger-Gleichung
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quantitative Beschreibung von getriebenen Quantensystemen
Auf der einen Seite steht das Floquet-Theorem, welches die Grundlage fu¨r die Beschreibung
von Systemen mit streng periodischem Antrieb liefert und die Kontrollaspekte erfaßt, die
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allein auf den Eigenschaften des Quasienergiespektrums bzw. der Floquet-Zusta¨nde bei fe-
sten Systemparametern beruhen. Auf der anderen Seite steht das Adiabatentheorem, welches
das Floquet-Bild auch auf Situationen mit
”
langsam“ vera¨nderlichen Parametern, wie eben
Laserpulse, anzuwenden gestattet. Abweichungen vom adiabatischen Verhalten ko¨nnen sy-
stematisch berechnet werden. Das Zusammenfu¨hren dieser beiden Konzepte ermo¨glicht ein
quantitatives Versta¨ndnis des Verhaltens quantenmechanischer Systeme unter dem Einfluß
starker Laserstrahlung und, darauf aufbauend, die Entwicklung effizienter Kontrollstrategi-
en.
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2 Anderson localisation in an ac-driven two-band model
Random disorder in periodic potentials causes Anderson localisation of the electronic en-
ergy eigenstates [3, 71, 90, 113]. In one-dimensional disordered lattices, in particular, all
eigenstates are localised even for arbitrarily weak disorder. The localisation lengths are de-
termined by the ratio of disorder strength and energy band width [114]. For finite, weakly
disordered lattices the localisation lengths can exceed the size of the whole lattice, so that
localisation is negligible and the eigenstates can be regarded as effectively extended.
Semiconductor superlattices are important examples of effectively one-dimensional, finite
periodic structures. These artificially grown mesoscopic systems typically consist of about
100 lattice periods, often even less, and they inevitably contain a certain amount of disorder.
Usually one is interested in high-quality superlattice samples for studying, e.g., Bloch oscil-
lations, but it is well possible to fabricate also intentionally disordered superlattices [84], and
to investigate the effects of layer thickness fluctuations on electronic transport properties.
For a systematic experimental study of localisation effects in superlattices, it would be de-
sirable to manipulate the localisation lengths within an individual sample. One could then
explore the crossover effects that occur when the localisation lengths are comparable to the
sample size. However, since both the amount of disorder and the energy (mini-)bandwidths
are sample-specific properties, such a tunability of localisation lengths appears impossible.
The situation is quite different if the superlattice is exposed to a spatially homogeneous ac
electric field. Then the total Hamiltonian is periodically time-dependent, and Floquet states
and quasienergy bands take over the role that Bloch waves and energy bands had played in
the static case [52, 101, 122]. The widths of the quasienergy bands depend strongly on the ac
amplitude, and can even approach zero under certain conditions. In the presence of ac fields,
it is the ratio width that determines the degree of localisation [54–56]. Hence, in principle
it is possible to change the localisation lengths by suitably adjusting the amplitude of the ac
field.
In this chapter we extend the previous theoretical studies on ac-field-controlled Anderson
localisation [54–56] to include interband effects. To this end, we explore the dynamics of a
single electron in a two-band tight-binding model [32, 101] driven simultaneously by a static
and a resonant, oscillating field. Needless to say, this simple model can not give a one-to-one
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description of all processes in real superlattices. For example, an electron in a semiconduc-
tor never experiences only the external field, but also a field from induced polarisation [18].
However, it has been shown recently by Meier et al. [86–88] that consequences of the band
collapse found in the ideal single band tight-binding model [52], such as dynamic localisa-
tion [28, 63, 97, 107], survive even in the presence of Coulomb interactions, and should be
experimentally observable. We may therefore assume that the idealised tight-binding model
still captures a significant part of the physics of real superlattice samples. In any case, this
model provides a paradigmatically clear example for the influence of interband effects on
Anderson localisation in ac fields. Since successful experiments with semiconductor super-
lattices in strong terahertz fields have already been carried out [45, 62, 72, 73, 115], it might
be of interest to search for signatures of ac-field-controlled Anderson localisation in these
systems.
This chapter is organised as follows: Section 2.1 contains a brief description of the model, as
well as analytical and numerical results for its quasienergy band structure in the absence of
disorder. Since the numerical computation of quasienergy bands is a straightforward matter,
particular emphasis is put on a transparent explanation of the physics that leads to the emer-
gence of these bands. Section 2.2 then discusses the relation between quasienergy band width
and localisation in the randomly disordered model, and typical effects caused by interband
transitions. Some conclusions are drawn in the final section 2.3.
2.1 Quasienergy bands for the ideal two-band model
We consider the standard two-band tight-binding Hamiltonian for a lattice electron driven by
an electric field [32, 101]:
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&-
#/.1032 4657 18:94;5< 2
=ﬂ*>!,
&
'
&
?
.@0=AB2 4
C!
5< D8E9F4657 2

2 4657 18:94
G!
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and  > &JF models the interaction with an external electric field K  :
  &JFL	M
K
6N
.
0
2 4;5< D84O94;5< 2
ﬃ
The centres of the two unperturbed bands are separated by the energy distance - . The
interaction between them is given by  PﬀﬂﬁF ,
 ﬀﬂﬁLQM
K
<R
.
0
A12 4;5
!
8E9F465
#
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
2 4;5
#
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!
2H
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2.1 Quasienergy bands for the ideal two-band model 3
We have denoted the Wannier state at the 4 -th site in the  -th band (  ! 5 # ) by 2 4;5< D8 ; M is the
electronic charge,
N
the lattice constant, and R the interband matrix element. The electric
field consists of a static part of strength K 
 and an oscillating part with amplitude K  and
frequency  :
K
L
K

 
K
E

 ﬃ
If the ac amplitude K  vanishes, then the energy spectrum of the dc-driven two-band model
consists of two interspaced Wannier-Stark ladders, i.e., of two sequences of energy eigenval-
ues with constant spacing '
 QM
K

,N between adjacent members of each sequence [32].
On the other hand, if the amplitude K  of the ac field is so high that standard low-order
perturbation theory ceases to be applicable, it is no longer practical to analyse the dynamics in
terms of energy eigenstates and energy eigenvalues. Rather, one can resort to Floquet theory:
given a quantum system governed by a Hamiltonian    that is periodic in time, with period
	CQ#


, there should be a complete set  2   8 of solutions to the Schro¨dinger equation


2 
F
8
	  F
2 
F
8 of the particular form [98, 123]
2 ﬀ
F
8

2 ﬁﬂ
F
8ﬃ !
"
*
$#



&%
5
where the functions 2 ﬁ

8 inherit the
	
-periodicity of the Hamiltonian:
2 ﬁﬂ
F
8

2 ﬁ'
(	 
8
ﬃ
A wave function 2 )

8 is called Floquet state, with quasienergy
#
 . Inserting such a Floquet
state into the Schro¨dinger equation, one obtains
*
  F*

ﬂ,+
2 ﬁ'

8

#
 2 ﬁ'

8
ﬃ (2.2)
Hence, the periodic functions 2 ﬁ-  8 and the quasienergies
#
 can be computed by solving
the eigenvalue problem associated with the operator
*
 $*

ﬂ,+
in an extended Hilbert
space consisting of
	
-periodic functions [103]. The scalar product in that space,
99/.20.D8821

!
	43(5


d  96.20.18(5
is the usual scalar product combined with time-averaging. The conceptual advantage of the
Floquet states lies in the fact that an arbitrary solution 2  F 8 to the Schro¨dinger equation can
be expanded as
2 
F
8

.
87
62 ﬁﬂ
F
8ﬃ !
"
*

#




%
5 (2.3)
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with time-independent coefficients
7
 .
Exactly as a quasimomentum in a periodic lattice is defined up to an integer multiple of
the reciprocal lattice vector, a quasienergy is defined up to an integer multiple of 

 : if
2 ﬁ'
F
8 is a
	
-periodic solution to the eigenvalue equation (2.2) with quasienergy
#
 , and if
  is an arbitrary, positive or negative integer, then also 2 ﬁ) F ﬃ !       8 is a 	 -periodic
eigensolution, with quasienergy
#


 



. All of these replica are physically equivalent,
because
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F@M

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#

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
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ﬃ
Nevertheless, all solutions to (2.2) are required for the completeness relation in the extended
Hilbert space.
If one applies this Floquet theory to the lattice Hamiltonian (2.1), one accounts for the 	 -
periodicity induced by the ac field. It must be recognised, however, that also the dc field
induces time-periodic wave packet motion, namely, Bloch oscillations [125]. If the Bloch
frequency  Bloch
=M
K

@N 


is different from the ac frequency  , then the Floquet states,
which mark out one type of periodicity, might not provide the optimal basis. The problem
becomes obvious by changing the gauge: the Hamiltonian (2.1) is unitarily equivalent to

  L
.
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&-
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where
PL *
K

E *
K




	


is the gauge potential. Unless the Bloch frequency  Bloch
 M
K

1N 


and the ac frequency
 are rationally related, the phase factors ﬃ !   M ,N 


are quasiperiodic functions of
time. In order to account for this type of time-dependence, one should apply two-mode
Floquet theory to

 "F
. There is, however, an important case where
	
-periodicity is not
affected by the gauge transformation: if  Bloch is a multiple of  , then both (2.1) and (2.4)
are
	
-periodic, and the Floquet states can incorporate the effects of both the ac and the dc
field in an optimal way.
With this caveat in mind, we now turn to the eigenvalue problem (2.2) for the two-band
tight-binding Hamiltonian (2.1). We proceed in several steps. First we rewrite    as
  L	 
 
.
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 
0
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2.1 Quasienergy bands for the ideal two-band model 5
where
 
Q >
 
 
is the time-independent part. Field-induced transitions between the two Wannier states at the
4 -th site are described by
 
0
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L
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is the diagonal part of the interaction with the electric field. In order to compute the
quasienergy bands for the model (2.1), i.e., the spectrum of *   F *  ﬂ ,+ , we will first derive
the exact Floquet states for the operator
*
   *  P
*
 
,+
, and then treat  +
 perturbatively.
Solutions to the Schro¨dinger equations
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are given by
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Evidently, these are Floquet states with quasienergies
#
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The individual on-site Floquet states 2	 
0



8 are coupled by the hopping terms in  P
 . They
can hybridise and form quasienergy bands of finite width only if they are quasienergetically
degenerate with their nearest neighbours, — i.e., if there exists an integer  such that
M
K

DNP




ﬃ (2.5)
This condition for quasienergetic alignment simply means that the energy of  photons
matches the energy difference between adjacent rungs of the Wannier-Stark ladders. As
noted before, this is also the condition for the Floquet states to constitute an optimal basis.
In the following we will therefore assume that the ac frequency is tuned such that (2.5) is
satisfied.
We then form linear superpositions
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By construction, the
	
-periodic functions 2 ﬁ 
  8 ,
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are extended quasienergy eigenfunctions of the operator
*
   *   
 *
 
',+
, provided (2.5)
holds. Their quasienergy eigenvalues,
#


 >M
K

R   



, are degenerate with respect to
the wave vector  .
In general, this degeneracy will be removed as a consequence of the hopping between near-
est neighbours as described by  %
 . If both the hopping strengths and the unperturbed energy
band separation are small, i.e., if '  @     ! , ' @     ! , and - @     ! , we
can treat the effect of
 +

on the spectrum by low-order perturbation theory in the extended
Hilbert space [103]. Since  %
 has nonvanishing matrix elements only between Floquet eigen-
functions (2.6) that are characterised by the same wave vector,  is a good quantum number.
We have to distinguish two cases: if there is no integer   such that
#6M
K
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

5 (2.7)
then
#
and
#
 do not coincide (      ), and we can resort to nondegenerate perturbation
theory. Since
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the required matrix elements in the extended Hilbert space are
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Hence, we obtain the quasienergy-quasimomentum dispersion relations
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Within this first-order approximation, the two quasienergy bands are simple cosine bands
with identical widths, and they both collapse when the dimensionless ac amplitude
M
K
(N @




equals a zero  
 
of the ordinary Bessel function

 , exactly as in the case
of a single band [52, 56, 122].
The approximate spectrum (2.9) does not contain the original energy band separation - . If
- is not small compared to the photon energy   , but still ' &@     ! for   ! 5 # , one
can consider first the limiting case '  @     ' @      . Then the Hamiltonian (2.1)
still reduces to a system of uncoupled two-level systems   
0


F
that are labelled by the site
index 4 :
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2.1 Quasienergy bands for the ideal two-band model 7
where  and   are the usual Pauli matrices. The quasienergy spectra of all these systems
coincide, provided the resonance condition (2.5) is satisfied. If then ' @      and
'
@





 
, so that different sites communicate with each other, this 4 -degeneracy is again
removed, and quasienergy bands emerge. The centres of these bands tend to follow the
quasienergies of the associated two-level systems (2.10), and their widths tend to oscillate
proportional to  
 M
K
 N @




, as in the case -
@





!
.
Figure 2.1 depicts such a scenario for a finite lattice with   ? ! sites; the wave functions
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Figure 2.1: Quasienergy bands for the two-band model (2.1) with 41 sites, versus the scaled
ac amplitude M K N @    . The case considered here is a one-photon resonance, M K 
<NP ! .   .
(a): vanishing interband interaction, R 6N   . The energy band widths are '  @    )!Oﬃ  ,
'
@



  !Oﬃ #
; the energy band separation is - @     Dﬃ  . Both quasienergy bands
collapse at the zeros of


. (b): R 6N  *+! @



, but ' &@      (  ! 5 # ). (c):
quasienergy bands with ' &@    as in (a), and R ;N as in (b). Note that the band collapses
are hardly affected by the interband interaction.
are assumed to vanish at the chain ends. Plot 2.1 (a) shows the two quasienergy bands
without interaction R 6N  O , versus the scaled ac amplitude M K ,N @    . The parameters
chosen are 
 ! (that is, we have a one-photon resonance, M K 
:N% ! .   ), '  @    !Oﬃ  ,
'
@



  !Oﬃ #
, and - B      1ﬃ  . Plot 2.1 (b) shows the quasienergies for the two-level
systems (2.10). The value of the interband matrix element is R 6N  *>!	 B 


 [101], so
that the second resonance (2.7) is not met. Plot 2.1 (c) shows the quasienergy bands for the
full system, with '
&B




as in (a) and R 6N as in (b). The band collapses are hardly affected
by the interband interaction; they occur at the same ac amplitudes as in the case R 6N+ .
The quasienergy spectrum becomes more complicated if, besides the basic condition (2.5)
required for the emergence of quasienergy bands, also the second resonance condition (2.7)
is satisfied. Then the quasienergies
#

0



 of the two-level systems (2.10) show the strongest
dependency on the ac amplitude. A standard calculation [106] readily yields a strong-field
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approximation:
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which shows that the already familiar Bessel function    M K  N 
*



+ 
resulting from the
coupling of adjacent sites now has to compete with the Bessel function    #6M K ;R  *   + 
originating from the coupling of the two Wannier-Stark ladders.
The calculation of the approximate quasienergy band structure for the case ' &$@     !
(  ! 5 # ), - B     ! requires degenerate perturbation theory, since, by virtue of of (2.7),
the quasienergy eigenfunctions 2 ﬁ

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
belong to the same quasienergy.
Hence, besides the matrix elements (2.8) we also need
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Defining the dimensionless parameters
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we then obtain the approximate quasienergy bands for the case where both resonance condi-
tions (2.5) and (2.7) are satisfied:
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(2.11)
These are no longer simple cosine bands. Depending on the respective values of the integers
 and   , up to four different Bessel functions appear. The widths of the quasienergy bands
still depend strongly on the ac amplitude, but there are no perfect band collapses.
Figure 2.2 (a) depicts the numerically computed quasienergy bands for a finite lattice with 41
sites, for '
 @



( 1ﬃ
?
, '
B



( Bﬃ
 
, and - @   ( !Oﬃ # . We have chosen     and
R 6N  * 1ﬃ #
, which gives    * # . Figure 2.2 (b) shows the evaluation of (2.11) for these
parameters. Since - @    is not really small, the approximation fails at low ac amplitudes.
For high amplitudes, however, the agreement is quite good, thus indicating the correctness
of our line of reasoning.
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Figure 2.2: Quasienergy bands for a case of double resonance. (a): numerically computed
quasienergy bands for a finite lattice with 41 sites, for     and    * # ( R 6N  * Bﬃ # ).
The other parameters are -
@



  !Oﬃ #
, '
@



  Bﬃ
?
, and ' @ 


  Bﬃ
 
. (b): evalua-
tion of the approximate formula (2.11) for these parameters.
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It should be pointed out that for nonvanishing dc fields both resonance conditions (2.5) and
(2.7) can be satisfied simultaneously only if #,R ;N     is a ratio of two integers. Of
course, any given ratio
#,R ;N
could be approximated arbitrarily well by rational numbers,
but the resonances will be physically meaningful only if both  and   are small. However,
if there is no dc field at all, then both conditions are satisfied automatically, with       .
In that case the analytical formula (2.11) shows that the quasienergy bands do no longer
collapse perfectly when  equals a zero of



, as has recently been observed in numerical
studies by Rotvig et al. [101]. Whether or not an approximate collapse occurs depends on
the values of both  and  .
2.2 Amplitude-controlled Anderson localisation
We now introduce site-diagonal random disorder into the tight-binding model by adding to
  F
the Hamiltonian
 
random

.
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We assume that the random energies
 
0
are distributed uniformly in the interval
*
*
  max 5

  max
+
, so that their probability distribution      is given by

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 
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@ #
  max
 for 2
 
2
  max

otherwise
Figure 2.3 (a) shows an example for the effect of disorder on the quasienergy spectrum. The
parameters chosen are the same as in figure 2.1 (c); the disorder strength is
  max
@



Bﬃ   
.
The random disorder leads to localisation of the quasienergy band states. To investigate this
localisation we expand the numerically computed quasienergy states 2 ﬁ  F 8 in the basis of
the Wannier states,
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and compute the inverse participation ratios
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These quantities measure the spatial extension of the quasienergy states.   


approaches
unity when 2 ﬁﬂ
F
8 is localised entirely at a single site, and vanishes as  

when 2 ﬁﬂ
F
8 is
uniformly extended. The time-dependence of   


, 

 !
5
ﬃEﬃEﬃ
5
#
 , becomes weak when
the ac photon energy 

 is larger than the energy band widths '  and '  [56, 57]. It then
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Figure 2.3: (a): Quasienergy spectrum for a randomly disordered two-band model with pa-
rameters as in figure 2.1 (c). The disorder strength is   max B     1ﬃ    . (b): corresponding
averaged inverse participation ratio  , see (2.12). The vertical lines indicate dimension-
less amplitudes M K  N @ 



that correspond to zeros of the Bessel function   , where the
quasienergy bands of the ideal lattice collapse.
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suffices to represent the functions




 by their value at some arbitrary moment 7
 . For
numerical convenience we choose
7
  	  ?
, where the ac field vanishes. However, this
particular choice is without principal significance for the results that follow.
A measure for the degree of disorder-induced localisation now is the averaged inverse par-
ticipation ratio

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

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Figure 2.3 (b) shows  as function of the scaled ac amplitude M K  N @    for the situation
considered in figure 2.3 (a). Localisation is most strongly pronounced at the zeros of


,
where the widths of the quasienergy bands are minimum, and comparatively weak in be-
tween. This result is not trivial. The Hamiltonian
 /
for the ideal lattice describes Bloch
oscillations, Zener-tunnelling, and Rabi-oscillations between the unperturbed energy bands.
The quasienergy band states that reflect the dynamics in resonant ac fields incorporate these
phenomena. Nevertheless, in the presence of disorder they behave just like energy band
states in the static case: the degree of localisation is determined by the ratio of disorder
strength and band width. Since now the band widths depend on the ac amplitude, changing
the amplitude means changing the localisation lengths.
The situation studied in figures 2.3 (a),(b) is still comparatively simple, since the second
resonance condition (2.7) is not met, and the behaviour of the two bands is not too different
from the noninteracting case R 6N    . If (2.7) is satisfied, the dynamics is richer and, as
a consequence, the dependency of  on the ac amplitude more complicated. We display in
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Figure 2.4: Inverse participation ratio for the model with parameters as in figure 2.2 (a), and
additional disorder of strength
  max
@



Bﬃ B!
. The vertical lines indicate zeros of

.
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figure 2.4 the averaged inverse participation ratio for such a situation. The system parameters
are as in figure 2.2 (a), and there is additional disorder of strength   max @     Bﬃ B! (so
that   max

'
  Bﬃ O#  
,   max

'
  1ﬃ B! #   ). Since we now have a five-photon resonance
between the rungs of the Wannier-Stark ladders, vertical lines are drawn to indicate the zeros
of   . There still is pronounced localisation at some of the zeros, but the fluctuations of 
between the spikes are apparently unrelated to the other zeros. A glance at figure 2.2 (a)
shows the reason: the two quasienergy bands exhibit avoided crossings when #6M K :R @   
is approximately equal to a zero of


. Then the single-band dynamics is strongly modified,
and the band widths do not follow the simple
 
-pattern. The very connection between
quasienergy band width and degree of localisation, however, remains valid.
To further substantiate this statement, we also compute the band-resolved participation ratios

br 1

!

.
one band




"
 	
?
%
5 (2.13)
where the summation extends only over indices 
 pertaining to one of the two quasienergy
bands. The upper parts of figures 2.5 (a),(b),(c) show results of such calculations; the lower
parts depict the corresponding quasienergy bands for the ideal model (   max B      ). The
parameters are as in figure 2.4. In all three cases, the dashed curve belongs to the upper band
and the full curve to the lower one; vertical lines are drawn at zeros of   . The behaviour
of

br reflects even fine details visible in the quasienergy bands, such as slight shifts of the
collapse points away from the zeros of

, or the appearance of additional band narrowings
in only one of the bands.
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Figure 2.5: Band-resolved inverse participation ratios (2.13) for parameters as in figure 2.4;
compared to the the quasienergy bands of the ideal lattice (
  max
@



   ). The dashed
curves belong the the upper bands, the full curves to the lower. Note that the points of
collapse are slightly shifted from the zeros of
 
(vertical lines), and that additional band
narrowings occur.
2.3 Conclusions
The original energy bands of the two-band model are coupled by Rabi oscillations and Zener
tunnelling. An arbitrary wave packet, initially prepared in one of the bands, will soon acquire
components in the other. The introduction of quasienergy states corresponds to a transforma-
tion from these interacting bands to noninteracting quasienergy bands: a wave packet can be
characterised by its expansion coefficients with respect to the quasienergy states, and these
coefficients remain constant in time, see (2.3). Since the quasienergy states already incorpo-
rate both the ac and the dc field, they serve as a basis which allows us to describe the time
evolution in complete analogy to the field-free case.
It is remarkable that this analogy extends even further. When there is random lattice disorder,
the quasienergy band states localise in space. The dimensionless parameter that determines
the degree of localisation is the ratio of disorder strength and band width, exactly as in the
well known case of Anderson localisation of energy eigenstates in random lattices without
external fields. But now there is an important new feature: the quasienergy bands reflect
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both the spatial lattice periodicity and the temporal periodicity induced by the driving fields.
Varying the amplitude of the ac field means changing the properties of the spatio-temporal
lattice, and, hence, changing its quasienergy band structure. For disordered lattices, varying
the band widths means controlling the degree of localisation. In principle, therefore, there
exists a possibility to control Anderson localisation by spatially homogeneous ac fields.
Even though there is still a long way to go from our idealised model to an actual superlattice
sample, it is tempting to speculate about possible implications of the results outlined in this
chapter for current experiments that probe the dynamics of semiconductor superlattices un-
der the influence of strong terahertz radiation [45, 62, 72, 73, 115]. At parameters where the
quasienergy bands are sufficiently wide, the inevitable disorder in these mesoscopic systems
might play only a minor role, so that electronic transport should proceed via the effectively
extended states. In that case, phonon scattering would impede the flow of electrons. On the
other hand, there exist only localised states at field parameters where the quasienergy bands
(almost) collapse, so that phonon scattering now would be a mechanism that helps the elec-
trons to hop from one site to another. That could result in a conductivity that decreases with
temperature when the quasienergy bands are wide, but increases with temperature when they
are collapsed. The observation of a strongly amplitude-dependent conductivity-temperature
relation would, therefore, be an indication for Anderson localisation of quasienergy states. It
might also be attractive to perform experiments with intentionally disordered superlattices.
In any case, the further exploration of the concept of ac-field-controlled Anderson localisa-
tion presents a new challenge to both theorists and experimentalists.
3 Ultracold atoms in standing light waves
There are many situations where it would be of substantial interest to control, rather than
merely observe, the time evolution of a quantum system. One example has been given in
the last chapter, another one is laser chemistry, where the ultimate goal is to steer a chemical
reaction along a desired path by means of judiciously designed, strong laser pulses [85].
The experimental study of the question just how effective an active control by external fields
might be depends on the availability of test systems that can be subjected to time-dependent
forces under precisely defined and reproducible conditions — which is not an easy task with
molecules in strong laser fields. One test system that fulfils this criterion is the highly excited
hydrogen atom in a microwave field. During the last decade this system has given numerous
insights into the dependency of quantum dynamics on strength, frequency, and temporal
variation of the amplitude of an oscillating force, and the research is still continuing [75, 76].
A second test system, consisting of a dilute cloud of ultracold atoms in a modulated standing
light wave, has emerged only recently. This system is particular in so far as it has two entirely
different faces. When the optical potential is deep — some hundred atomic single-photon
recoil energies, say — and the temperature of the atom cloud is somewhat higher than the
recoil temperature — but still low enough for the atoms to be trapped in the potential wells
— then the dynamics in the individual wells are essentially independent, and one obtains
multiple realisations of driven, anharmonic oscillators. On the other hand, when the depth
of the potential is just a few recoil energies, and the atoms are at about recoil temperature,
then the spatial periodicity of the optical potential gives rise to effects that have previously
been linked exclusively with quantum dynamics in crystal lattices. The wide ranges within
which the relevant parameters can be adjusted makes ultracold atoms in modulated standing
light waves most attractive for the further exploration of the possibilities of active quantum
control.
In the present chapter we sketch, from a theoretician’s viewpoint, the above two aspects of
the dynamics of ultracold atoms in standing light waves. We first collect some basic material,
in order to familiarise with recent experimental achievements. In section 3.1 we will then
study the role of classical resonances for the dynamics in modulated, i.e., periodically driven,
deep optical lattices, whereas section 3.3 treats the effect of an oscillating force on atoms in
comparatively shallow optical potentials. In that section we also suggest to realise Harper’s
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model with ultracold atoms, and thus to study a metal-insulator transition with atomic matter
waves. The final section 3.4 then briefly summarises this chapter.
3.1 One-dimensional optical lattices: basic facts
The starting point for what follows is a two-level atom with ground state
  
and excited state
 
that experiences the electric field 	

ﬁﬀﬂ of a classical standing light wave
with wave number ﬃ and frequency  . We assume that the spatial variation of the light
field in the plane orthogonal to the  -direction can be neglected, which means that the waists
of the laser beams generating the standing wave have to be sufficiently wide, and consider
the atomic motion in this direction only. Within the dipole approximation, we then have the
Hamiltonian [40]
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where ' denotes the mass of the atom, # the  -component of its momentum,
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, the spacing between the two energy levels is
,
.
?/ , and
2
is the dipole matrix element
for the transition. We stipulate further that the detuning @A of the laser frequency  from the
transition frequency B/ be sufficiently large so that spontaneous transitions from the upper
level can be safely neglected [37, 68], but small compared to the transition frequency itself,
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Then a reasonable ansatz for the atomic wave function is given by
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Inserting (3.2) into the Schro¨dinger equation and employing the rotating wave approxima-
tion, i.e., neglecting the oscillating terms proportional to ]_^a`0b &Vc dﬀﬂ , one obtains the equa-
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If the atom is initially in its ground state, and provided that the detuning is large compared
to the excited-state kinetic energy and to the Rabi frequency h ,
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(A more refined discussion of this adiabatic elimination can be found in reference [41] Drop-
ping the overall energy shift, we thus obtain an effective Hamiltonian
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for a particle that moves in a one-dimensional cosine potential. From now on we will sup-
press the subscript

, so that
  Q
P
=
ﬀﬂ

will denote the ground-state amplitude, with the tacit
understanding that the excited-state amplitude remain negligible. A more detailed discussion
of the extended Harper model is given in the appendix A.
The depth of the potential wells is
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Hence,
 
/ is negative if the laser is detuned to the red side of the atomic transition ( @S ),
so that the locations of the potential minima coincide with the locations of maximum laser
intensity. In the opposite case of blue detuning, the atoms are attracted to the intensity
minima.
The lattice constant  of the optical potential is half the laser wavelength,
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Quantum mechanical effects caused by the spatial periodicity of the optical lattice, like the
formation of Bloch waves, become important once the atomic de Broglie wavelength & 
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The spatial periodicity can make itself felt if the kinetic energy associated with the motion in
the direction of the standing light wave is less than or at most comparable to the single-photon
recoil energy  . When investigating Bloch dynamics, the atoms have to be “ultracold” in
this sense.
The band structure pertaining to the optical potential is then determined by the stationary
eigenvalue equation
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but the well-known Mathieu equation [1]
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the optical potential, the band structure can be read off the stability chart of the Mathieu
equation.
Figure 3.1 shows the characteristic values as functions of  , as computed efficiently by the
method suggested in reference [83]. It is obvious from the Mathieu equation itself that the
parameter combination
ﬂ
!
&  has special significance: classically speaking, it separates
unbound motion with total energy exceeding the top of the barriers (
ﬂ

&  ) from motion
bound in the individual wells (
ﬂ"!
&  ). The upwards-sloped line in figure 3.1 indicates this
borderline between the almost free particle regime (thick bands) and the tight binding regime
(thin bands). We will encounter a similar crossover in section 3.2, albeit in a quite different
setting.
Figure 3.2 depicts the dispersion relations  	  for the lowest three bands in an opti-
cal potential with  !
m
M
&
 (corresponding to
 
/


!

M  ). In this case, the second
band ( 
 !
m
) lies already above the potential ridges, whereas the dispersion relation of
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Figure 3.1: Characteristic values
ﬂ
	


 (full lines) and  	    (dashed) for the Mathieu
equation (3.5), cf. reference [1]. The intervals between
ﬂ
	


 and  	    correspond to
energy bands of the optical potential, in multiples of the recoil energy   . The upwards-
sloped straight line separates the regime of almost free motion from the tight-binding regime.
the lowest band, the width  E/ of which is merely aM &
 
  
, is determined almost entirely
by nearest neighbour hopping. Hence, it can be well approximated by a cosine function,

/5 G	  /
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6g ﬁ . We will use this system in section 3.3 to illustrate the possibility
of realising Harper’s model with matter waves.
Ultracold atoms in standing light waves provide an almost ideal testing ground to study fun-
damental effects of solid state physics in their purest form [7, 92, 120]. The initial momentum
distribution of an atom cloud can be tailored as desired, during the experiment there is prac-
tically no dissipation or scattering from lattice defects, and the potential can be switched
off in the end, giving access to the momentum distribution of the final states. Moreover,
typical atom samples in optical lattices are so dilute that atom-atom interactions are negli-
gible, which means that one can actually probe single-particle wave functions, although the
measurements are performed on an ensemble. But there are even more attractive features.
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Figure 3.2: Dispersion relations  	  for the lowest three bands of an optical potential with

!
m
M
&

, i.e.,
 
/


!

M  .
Above all, ultracold atoms in standing light waves can be subjected to external forces in a
very well-controlled manner. If the standing wave is generated by directing a laser beam
against a mirror, one can modulate the position of the mirror periodically by means of a
piezoelectric crystal [40]. Denoting the amplitude and frequency of the mirror oscillation by
   and  , respectively, and neglecting retardation effects, the electric field is then given by
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are of interest. If one transforms the wave functions
  Q



P
=
ﬀﬂ

that correspond to  


eff 
=
ﬀﬂ
according to
  Q




=
ﬀﬂ

!
]5^a`
ﬀ
c
,
.
   ﬃ
7?ﬀﬂ

G
c
k
,
.
'
  
$
 ;
&
?ﬀﬂ ﬂ
  Q

$

P
=
ﬀﬂ
N= (3.8)
3.1 One-dimensional optical lattices: basic facts 23
then the dynamics of the new wave functions
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Hamiltonian operators of these types are usually encountered when studying laser-atom inter-
action within the dipole approximation [35]. The Hamiltonian  

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driven by a monochromatic force of frequency  and strength
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that is coupled to the particle in the “length gauge”;   $ eff P
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ﬀﬂ describes the same situation
in the “velocity gauge” (i.e., by minimum coupling). The term '     4  $   is exactly the
“ponderomotive energy” [31] of the particle, i.e., the mean kinetic energy associated with
its quiver motion due to the oscillating force. The original Hamiltonian  
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oscillating potential describes the dynamics in the Kramers-Henneberger frame [36].
It should be pointed out that there are other ways of exerting forces on the atoms than to
modulate the position of a mirror. If one splits the output of a laser into two beams, lets
them counterpropagate against each other, and introduces a small time-dependent frequency
difference @  ﬀﬂ between the two travelling light waves that now create the optical potential,
then the reference frame in which the potential is stationary moves with velocity @  Pﬀﬂ 	 
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instance, if the frequency difference is ramped up at a constant rate, one obtains a uniformly
accelerated potential
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frame. “Accelerated standing light waves” thus provide a means to investigate the effect of a
constant, spatially homogeneous force field on Bloch particles. This is the principle that has
been exploited recently to study Wannier-Stark ladders [92, 120] and Bloch oscillations [7]
of ultracold atoms in optical potentials.
Likewise, ultracold atoms in periodically modulated standing light waves mimic particles
in spatially periodic potentials under the influence of a periodically oscillating force and
can therefore be employed to investigate the effects of a strong external periodic drive
on the Bloch dynamics. Experiments with this goal are presently also being performed
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with electrons in semiconductor superlattices that are exposed to strong far-infrared laser
fields [45, 62, 72, 73, 115]. But whereas these experiments are plagued by dissipation, lattice
defects, and the Coulomb interaction among the electrons, ultracold atoms can be expected
to show the basic effects with paradigmatic clarity. Hence, it appears not unlikely that solid
state physics and atom optics will develop a common branch in the near future.
Before examining the dynamics of periodically driven ultracold atoms in optical potentials
in more detail, it will be useful to express the underlying Hamiltonian (3.7) in terms of
dimensionless quantities. We introduce again the spatial coordinate  !  ﬁ that occurs
already in the Mathieu equation (3.5), together with the time variable   ! ?ﬀ . Then, defining
 
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
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 

D
  Q



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=
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
and multiplying the Schro¨dinger equation by &   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 , where
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.
is the atomic single-photon recoil frequency, one arrives at the equation 1
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that contains only three parameters:
effective Planck constant 
,
.
eff
!
&



driving strength 

!
ﬃ   
well depth   !
&
 
/

,
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
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Note that  is related to the Mathieu parameter  by

!

&
,
.
$
eff
M
Large values of  , which imply that there are at least several tightly bound energy bands
for

!
 , correspond to small values of
,
.
eff, which characterise the regime of semiclassi-
cal dynamics. Moderate values of  , on the other hand, can be obtained with an effective
Planck constant of order unity, indicating the deep quantum regime. In that case the driving
frequency  is not too different from the recoil frequency   .
Since  is proportional to the intensity of the laser field and inversely proportional to the
detuning @  , one has to work with small detunings in order to achieve large  with read-
ily available intensities. However, the value of the detuning governs the time scale   sp for
spontaneous emission, i.e., the time scale during which the effective Hamiltonian (3.7) re-
tains its validity [41] — the larger @  , the longer   sp. To give the reader an impression
of the range of parameters that is presently accessible, we quote the relevant numbers
1The scaling employed here differs slightly from that in reference [40], since we use the coordinate 
	
(rather than 	   ) in order to stay close to the Mathieu equation (3.5).
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from two recent milestone experiments. In a set-up that led to the direct observation of
the quantum mechanical suppression of classical diffusive motion, Moore et al. [91] em-
ployed the 
 

$
=
!
&
 

#


$
=
!

 transition at

k	
nm in sodium, so that
0/
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
M 
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
 Hz. The authors worked with the detuning @ﬂ

&

!

M


m
 Hz and the
Rabi frequency h

&

!

M



m
	 Hz. The separations of time scales required to establish
the effective Hamiltonian, h I @  I 0/ , are thus guaranteed. Since the recoil frequency
of the sodium atoms amounts to    &  ! &


m


Hz for the chosen laser frequency and
since the driving frequency   &  was
m
M


m
 Hz, the remaining parameters are
,
.
eff
!
M 

k
and  !
ﬃ (or  ! M
m 
). This experiment clearly falls into the semiclassical regime; the
authors estimate that probabilities for spontaneous emission ranged between
m
 and & 
during the
m

2
s that the modulated standing wave was turned on [91]. In a different experi-
ment designed to observe Bloch oscillations of ultracold atoms, Ben Dahan et al. [7] worked
with the
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
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transition in cesium at 	 
!
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
&
nm, hence L/

&

!

M

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Hz.
The detuning was @ 

&

!


m


/ Hz; the Rabi frequencies h

&
 ranged from  to about


m
	 Hz, giving values of  up to
m
M

. The recoil frequency now is  

&

!
&
M 

m


Hz,
so that a driving frequency 

&
 of
m


Hz — 3 orders of magnitude lower than in the
former experiment! — would give
,
.
eff 

, pushing the dynamics into the deep quantum
regime. Since the spontaneous emission rate is at most  s
U
 for this situation [7], one could
follow the time evolution for about hundred cycles of the external drive under almost ideal
conditions.
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We now fix the potential strength  !
m
  (or
 
/
!

 
 ), which means that the undriven
lattice admits 13 energy bands below the maxima of the potential barriers. The driving
frequency is then chosen such that the band edge   6 !  of the sixth band is exactly
resonant, i.e.,
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which yields the parameters
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In this case the tunnelling between the individual wells, i.e., the band aspect of the problem,
will play only a minor role. Since
,
.
eff I m , a first glimpse of the dynamics can be obtained
by studying the purely classical Hamiltonian
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Figure 3.3: Poincare´ sections for the classical driven pendulum (3.14) with  ! G M   ,
taken at  
!



&
mod &  for

!
aM  (a), aM 
m
(b), M   (c), and M
m
 (d). The area of the
box in the upper right corners is & 
,
.
eff with ,
.
eff as given by (3.13), corresponding to the area
“occupied” by a Floquet state.
where the coordinate  D 
*
 is taken modulo  , and   is the canonically conjugate
momentum. Then (3.14) describes a periodically driven pendulum [39]. The figures 3.3 a–
d show Poincare´ sections for this system with

!
 (a), aM 
m
(b), M   (c), and M
m
 (d).
Whereas figure 3.3 a depicts simply the familiar phase space portrait of an unperturbed pen-
dulum, one sees the emergence of a
m

m
resonance zone [82] for

  : when the energy
of the particle is such that the period of unperturbed motion coincides with the period of the
external driving force, there is a stable (elliptic) periodic orbit with the same period as the
drive. This orbit is circumvented in phase space by a zone of predominantly regular resonant
motion, so that most of the trajectories starting close to the stable periodic orbit are confined
to invariant periodic vortex tubes surrounding the orbit. This zone is visible as the banana-
shaped region in figure 3.3 b. The second main effect of the periodic drive, the separatrix
splitting [82], leads to the appearance of a stochastic layer close to the separatrix curve of the
original pendulum. Both the stochastic layer and the regular resonance zone grow when

is
enhanced (figure 3.3 c), at the expense of that part of phase space that still supports motion
of the same type as prevailing in the unperturbed pendulum. At

!
M
m
this latter part has
become much smaller than the resonance zone, both being embedded in a stochastic sea.
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What is the effect of such a restructuring of the classical phase space on quantum mechanics?
The scale of classical phase space structures that can still be resolved by quantum mechanical
wave functions is determined by the magnitude of
,
.
eff, i.e., by the ratio of the atomic recoil
frequency and the driving frequency. In our case, the choice (3.13) corresponds to the area
&

,
.
eff that is indicated in the upper right corners of the Poincare´ sections: the newly emerging
classical resonance zone should influence several quantum states already for

 aM 

.
Since the Hamiltonian (3.7) is periodic in both space and time,
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 ), there is a distinguished set of solutions to the time-dependent
Schro¨dinger equation of the Floquet form
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Because of the spatial periodicity the quasimomentum  remains a good quantum num-
ber, and because of the temporal periodicity there are quasienergies
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 , where again 
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Imposing the periodic boundary condition ED 
*
 on the classical Hamiltonian (3.14) is
tantamount to considering only the band edges with 

6
!
 in the quantum case, which
is justified as long as the bands remain sufficiently thin. Figure 3.4 depicts the quasiener-
gies  	   that emerge from the unperturbed bands 
 !  to
m
k
. Because quasienergies are
defined modulo
,
.
 (just as the quasimomenta are defined modulo
,
.
 &


 ), this spectrum
appears a bit complicated on the first glance, but it actually shows the effect of the classical
resonance in great clarity. To see this, consider an arbitrary one-dimensional anharmonic os-
cillator  / with energy eigenvalues  	 and eigenstates
 



, so that  /
 



!

	
 



. Assume
that the anharmonicity is weak, i.e., that the level spacing varies sufficiently slowly so that
the formal derivative 

	 of the eigenvalues with respect to the quantum number 
 (defined
in analogy to equation (3.12)) is meaningful. Assume further that this system is driven by
an external force, so that the total Hamiltonian is
 
/
*


 ﬃ
?ﬀﬂ , and that the frequency
 is chosen such that 


!
,
.
 for a certain resonant level 	 (as we have 	 !  in (3.12)).
Expanding the energy eigenvalues up to second order around   , and employing the rotating
wave approximation, the ansatz
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for the wave functions then yields
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Figure 3.4: One Brillouin zone of quasienergies (ranging from G
,
.


&
to
*	,
.


& ) for ul-
tracold atoms in a modulated standing light wave with
,
.
eff
!
M 



and  ! M   . The
quasienergies shown are those for the band edge 

6
!
 , with 

!

=
MMM
=
m
k
. The arrow
indicates the quasienergy originating from the 
 !  –ground state of the undriven system.
When all the matrix elements
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are approximated by a constant
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that is in-
dependent of 
 , and neglecting the fact that 
   in (3.15), this is just the Fourier transform
of a Mathieu equation: setting
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Since the required  -periodic Mathieu functions    exist only if
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MM . Starting now from a particular,
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which, in turn, yield the wave functions
  Q


=
ﬀﬂ

!



	




	
U

 


ﬂVUW

	
U


XV\
]5^`
ﬀ
G
c
l


*



o
ﬀ
,
. ﬂ
D
  

P
=
ﬀﬂ

]_^a`
ﬀ
G
c 

ﬀ
,
. ﬂ M (3.17)
In order to be consistent, this approximation requires that the Fourier coefficients  
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negligibly small for 
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Note that the above analysis refers to the Hamiltonian (3.11), so that one has to subtract the
ponderomotive energy from the quasienergies (3.18) before comparing them to the numeri-
cally computed data.2
In order to apply this approximation to the situation considered in figure 3.4, we first have
to estimate the Mathieu parameter  . Approximating the dipole matrix elements of the
pendulum by those of a harmonic oscillator, one obtains



	
*nm 
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 G
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(3.19)
for the present parameters. Figure 3.5 then shows the approximate quasienergies (3.18), cor-
rected for the ponderomotive energy, for  ! 
=
MMM
=

. This spectrum appears upside down
as compared to the characteristic values in figure 3.1, since 
 



!
 , so that the effective
mass of the excitations described by (3.16) is negative. Obviously the approximation com-
pares reasonably well with the exact quasienergies in figure 3.4, in spite of the somewhat
crude assumptions in its derivation.
2The transformations (3.8) and (3.10) are not only unitary but also 	 -periodic, and thus preserve the
quasienergy spectrum.
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Figure 3.5: Evaluation of the approximation (3.18) for the situation considered in figure 3.4,
corrected for the ponderomotive energy shift. Note that the spectrum appears upside down
as compared to the characteristic values shown in figure 3.1, since the effective mass of the
excitations described by equation (3.16) is negative.
The key point to observe is that the reorganisation of the classical phase space corresponds
to a reorganisation of the quantum mechanical level structure. Whereas the undriven optical
lattice is described by the Mathieu equation (3.5) (with lowercase parameters), the dynamics
under the influence of a weak, resonant periodic force are governed by another Mathieu
equation (3.16) (with uppercase parameters). This reorganisation is expressed formally by
the appearance of a new quantum number: the “resonant” state with 
 ! 	 becomes a
“ground state” with  !  ; the unperturbed states with 
 ! 	 b
m
become states with

!
m
=
&
; and so on. The new quantum number, in turn, is reflected in the nodal structure
of the wave functions. As an example we display in figure 3.6 the metamorphosis of the
unperturbed state 
 ! 	 !

into the ground state  !  , at the edge   6 !  .
The appearance of the new quantum number can easily be understood from a semiclassical
point of view. The semiclassical construction of Floquet states [16] relies on the quantisation
of temporally periodic vortex tubes in the extended phase space spanned by position, mo-
mentum, and time. In our case there are two types of such vortex tubes: those surrounding
the stable periodic orbit that originates from the stable equilibrium of the undriven pendulum,
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Figure 3.6: Contour plots of the density of a Floquet state with    !  in a driven optical
lattice, showing the metamorphosis from an unperturbed state with 
 ! 	 !

to a driven
ground state with  !  . The frame of reference chosen for this calculation corresponds
to the Hamiltonian   $ eff , see (3.9). The driving amplitudes are 
!
aM  
m
(a), M    (b),
M 
m
(c), and M   (d).
and those surrounding the stable periodic orbit brought about by the
m

m
resonance. The
former are associated with the original quantum number 
 , the latter with the new quantum
number  . Intersections of both types of tubes with the plane   !



&
appear as closed
contours in figures 3.3 b–d. The phase space area associated with the  -type states (and,
hence, the total number of Floquet states accessible to the Mathieu approximation (3.16))
grows when the driving amplitude

(and hence  ) is increased, whereas the phase space
area associated with bound 
 -type states decreases, until at

 M
m
, when the magnitude of
the new Mathieu parameter  has become comparable to that of the old  (see (3.19)), the
old quantum number 
 becomes meaningless, as far as bound (“below barrier”-) states are
concerned. Mathematically, the crossover from 
 - to  -type Floquet states, as illustrated in
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Figure 3.7: Behaviour of the quasienergies for larger driving strengths

; the values of
,
.
eff
and  are the same as in figure 3.4. Note the gradual breakdown of the Mathieu approxima-
tion.
figure 3.6, is closely related to crossing the “
ﬂ
!
& 
”-line in figure 3.1 (though it is “

!
&
”
here).
But this qualitative reasoning, although it clearly captures a good deal of truth, has serious
drawbacks. On the one hand, it ignores the destruction of invariant vortex tubes and the
appearance of chaotic motion in the classical system, on the other, the assumptions made
to derive the second, approximate Mathieu equation (3.16) can not be justified for large

.
Whereas this equation can describe the actual level structure reasonably well up to

 aM
m
(cf. figures 3.4 and 3.5), even though for

!
M
m
a major fraction of phase space is already
occupied by chaotic motion (cf. figure 3.3 d), the character of the spectrum changes gradu-
ally when

is enhanced beyond M
m
, as shown in figure 3.7. The destruction of the classical
islands of regular motion is reflected by the appearance of more and more avoided crossings
in the quantum spectrum, until there is no discernible regularity left. It is precisely the ability
to control the two relevant parameters

— which determines the degree of classical noninte-
grability — and
,
.
eff — which determines the magnitude of those phase space structures that
can still be resolved in quantum mechanics — that makes ultracold atoms in deep, driven op-
tical lattices most promising for the further study of how the classical transition from regular
3.2 Driven deep optical lattices: semiclassical dynamics 33
0.00 0.01 0.02 0.03
β
10-10
10-7
10-4
10-1
δε
n
 
/ (h_
ω
)
Figure 3.8: Width of the quasienergy bands 
 !

to 

!
m
 in the presence of weak driving
forces. The values of
,
.
eff and  are the same as in figure 3.4.
to chaotic motion reflects itself in quantum mechanics [6, 91, 99, 100]. Many aspects of this
question are still only improperly understood. For example, the little regular 
 -type island
that is still visible in the Poincare´ section at

!
M
m
has an area that is clearly smaller than
m

&  &

,
.
eff, which means that the vortex tube associated with the original 

!
 -ground
state has already been destroyed — but the inspection of the quasienergy  	  / in figure 3.4
reveals no sign of this destruction. What, then, determines the perturbation strength at which
a particular quantum state is “visibly” affected by the chaotic motion in the corresponding
classical system?
The considerations so far have entirely neglected quantum tunnelling. Strictly speaking,
Floquet states that can be constructed semiclassically by vortex-tube quantisation in the in-
dividual wells correspond to Wannier states of the lattice, from which bands are formed by
well-to-well hopping. Defining the relevant tunnelling time scale
 
	 for the 
 -th band by
@

	
 
	

,
.
!
&
 , where @

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is the quasienergy bandwidth, one obtains
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. Figure 3.8 displays the bandwidths for small

, and 
 !
ﬁ=
MMM
=
m
 .
Obviously quantum tunnelling will not be important for the parameters considered here, if
the experiment lasts only some ten cycles
 
of the driving force [91]. Nevertheless, fig-
ure 3.8 reveals an important fact: the quasienergy bandwidths depend strongly on the driving
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amplitude; at certain values of

the quasienergy bands are by orders of magnitude thinner
than the original energy bands. This effect will play a major role in the following section.
3.3 Driven far-detuned lattices: dynamic localisation and the Harper
model
We now consider a quite different situation: the Mathieu parameter  is assumed to be of
order unity, so that there are only one or two tightly bound energy bands, and the driving fre-
quency is assumed to be small in comparison with the gap between the two lowest bands, so
that interband transitions can be neglected and the dynamics remain restricted to the lowest
band, provided the atoms are sufficiently cold. Such low-  , large-
,
.
eff lattices can be realised
with lasers detuned far from the atomic resonance, thus guaranteing large spontaneous emis-
sion times. Denoting the lowest-band Wannier state that is centred around the
 
-th site of the
optical lattice by
 
 

, taking into account only nearest-neighbour hopping matrix elements,
and omitting the ponderomotive energy shift, the single-band tight-binding approximation to
the Hamiltonian (3.11) reads
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where  J/ is the width of the unperturbed lowest energy band, and we have admitted a force
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containing both a static and an oscillating component. The energy eigenstates for the un-
driven lattice, i.e., the Bloch waves, take the form
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their dispersion relation is
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Because there is no coupling to other bands, it is not difficult to solve the time-dependent
Schro¨dinger equation with the Hamiltonian (3.20). Introducing the potential
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Since the Bloch waves (3.21) obey the equation   $ tb ﬀﬂ
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it follows immediately that a complete set of solutions to the Schro¨dinger equation with the
Hamiltonian (3.23) is provided by the wave functions
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In the frame of reference pertaining to the Hamiltonian (3.20), they correspond to the func-
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These simple transformations emphasise an important fact. If   vanishes, so that there is
only a constant force  / , then
 

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
tb Pﬀﬂ is periodic in time with the Bloch period   Bloch
!
&

,
.#


/ a . Hence the Hamiltonian (3.20) actually describes a two-frequency problem;
besides the directly apparent ac driving frequency  ! &  
 
there is also the hidden Bloch
frequency  Bloch
! 
/ 

,
.
. While the general case should therefore be handled with the tools
of the two-colour Floquet theory, the most important special case is quite simple. When the
Bloch frequency is an integral multiple of the ac frequency  , so that
 Bloch
!

= (3.25)
then both (3.20) and (3.23) are merely
 
-periodic, as is the transformation connecting them.
In this case the Floquet states of the Hamiltonian (3.20) coincide with the wave func-
tions (3.24), i.e., we have   Q 
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that are extended over all the lattice, and characterised by a quasimo-
mentum  . The ensuing quasienergy-quasimomentum dispersion relation is [122]
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where


  is an ordinary Bessel function, the order  of which is determined by (3.25) .
What is the meaning of this relation? If one considers a Gaussian wave packet
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and if the width of the packet is large compared to the lattice constant  , so that  / i
m
, then
a Gaussian approximation shows that the average group velocity of the packet is given by
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Just as the group velocity was determined by the derivative of the unperturbed dispersion
relation  / with respect to  in the undriven case, it is now determined by the derivative
of   . This new dispersion relation also determines the spreading of the wave packet: on
the average, i.e., neglecting
 
-periodic oscillations, the width of the packet develops in time
according to
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Hence, if the ratio   


,
.
  equals a zero of the Bessel function

 , any wave packet be-
comes dispersionless: it can, on the average, neither move nor spread. This phenomenon has
been termed “dynamic localisation” [28, 97]; some indications for its occurrence in terahertz-
driven semiconductor superlattices have been reported only recently [73]. But it has to be
reemphasised that a proper theory of dynamic localisation in semiconductor superlattices
requires a full treatment of the Coulomb interaction among the electrons [86–88], whereas
dynamic localisation of ultracold atoms in periodically driven optical lattices would be a
genuine single-particle effect.
But is it possible to realise the idealised Hamiltonian (3.20) with sufficient accuracy? To
answer this question, we return to the situation considered in figure 3.2, so that  !
m
M
&

,
  /
!
aM
&
 

, and the gap between the lowest two bands is & M    . We then choose the
driving frequency  !    & , or
,
.
eff
!

, which means that
,
.
 is almost twice as large as
the bandwidth  E/ , but still almost five times smaller than the band gap. For cesium atoms
in far-detuned optical lattices with 	  ! k

&
nm, as used in the recent Bloch-oscillation
experiments [7], this choice corresponds to   &  
m
kHz. We assume a purely sinusoidal
drive,  Pﬀﬂ !   
7?ﬀﬂ , so that  !  and dynamic localisation is expected to occur when
the parameter





,
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  approaches a zero 6/   of

/ , where the band (3.26) collapses. Since
/
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, and since
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the driving amplitude required for the first band collapse corresponds to



, which does
not appear to be unrealistically high. Figure 3.9 now shows quasienergies computed from the
full Hamiltonian (3.7) for  !
m
M
&

,
,
.
eff
!

and   _ ! M  , M
m
, MMM ,
m
M  . The arrows in the
left margin indicate the edges of the quasienergy band that originates from the unperturbed
3.3 Driven far-detuned lattices: dynamic localisation and the Harper model 37
0 1 2 3
K1d  / (h_ ω)
-0.5
0.0
0.5
 
ε 
/ (h_
ω
)
Figure 3.9: Quasienergies computed from the full Hamiltonian (3.7) for
 
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and
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. The values of 

ﬃ range from M  to
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M  , in steps of aM
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. Arrows in the left margin
indicate the edges of the quasienergy band that originates from the unperturbed ground-state
band; a further arrow indicates the approximate collapse of this band at   
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.
If the tight-binding approximation (3.20) had been exact, the collapse would have occurred
at
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.
ground-state energy band. This quasienergy band is clearly very well described by the tight-
binding approximation (3.26) with  !  ; in particular, it collapses for     
,
.
  
&
M
 
,
quite close to 6/   . It should be noted that this collapse is actually imperfect, i.e., not all band
states are exactly degenerate, not only because of residual interband effects, but also because
there actually are small next-to-nearest neighbour hopping elements. Hence, the true disper-
sion relation  /5 contains, besides the leading term (3.22), a small correction proportional
to ﬃ

&
 ﬁ , so that the quasienergy dispersion relation (3.26) acquires a correction propor-
tional to



&





,
.
 ﬂ

&
 ﬁ . But a mere glance at figure 3.9 is sufficient to show
that the simple Hamiltonian (3.20) catches the main features. Note that the tight-binding
approximation applies only to the ground-state band 
 !  ; quasienergies originating from
the bands 
 !
m
and 
 ! & merely form a more or less irregular “background” in figure 3.9.
The possibility to control the bandwidth in optical lattices by a periodic modulation has
some interesting consequences. If a wave packet moves in lattice driven by an oscillating
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force


ﬃ
7?ﬀﬂ , one can adjust   such that it stops almost completely, or even reverses
its direction. The future will show whether this effect can be fruitfully exploited. But even
more intriguing phenomena occur if we consider three-level atoms with states
  
,
 


, and
 
$

that are connected by dipole-allowed transitions
  

 
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
and
  

 
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
. If these
atoms are placed in the field of two standing light waves (with wave numbers    

and   $ 

)
that are superimposed along the  -axis, each of them being suitably detuned from one of
the transitions, then the generalisation of the steps that led to the effective Hamiltonian (3.3)
yields [25]
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where
 
is a relative phase. Let us now arrange this set-up such that the first light wave creates
a tight-binding system G	 E/      
 
 
* m
1
 
 
*
 
 
1
 
* m
 
 as before, and that the second
light wave is just a weak perturbation. If we then approximate the Wannier functions     
by harmonic-oscillator ground-state functions, we can estimate that the additional potential
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so that the single-band approximation to (3.30) becomes
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This is exactly the Harper model, which had originally been designed to describe Bloch
electrons in magnetic fields [48, 109, 111]. The most conspicuous feature of this model is
that it exhibits a metal-insulator transition: for irrational values of

, all eigenstates are
extended for  /

 J/
! m

&
, but localised for  /

  / 
m

& [111]. To realise the Harper
model along the lines we have just indicated, and thus to study a metal-insulator transition
with ultracold atoms in standing light waves, should be a most rewarding experiment.
Let us estimate the required magnitude of
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
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
/
. If we start again with
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, so that
we obtain a tight-binding Hamiltonian with  f/ 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as before, and if
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as the most irrational number, namely as the golden mean,
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& fixing the perturbation strength required for the metal-insulator transition
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 : under these conditions, the strength of the second potential should
be about
m
	 of that of the first. This is not really small, and one might wonder whether the
3.3 Driven far-detuned lattices: dynamic localisation and the Harper model 39
approximation (3.31) that takes into account only the on-site effects of the second potential
is really sufficient [25]. We therefore also change the hopping integral connecting      and
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 , where
@a
 

!



/ﬃ

ﬀ
&



 
*
m
&

*  
ﬂ M (3.32)
The parameter


is a dimensionless perturbation strength. We then compute the eigenstates
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numerically for a lattice with
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  sites, and calculate for each state
the standard deviation   	  of the site-occupation probabilities
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$ . The average value
,
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normalised by the standard deviation  / for a uniformly extended state, provides a measure
for the degree of localisation. Figure 3.10 shows
,


 / as function of  /

  / , for
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. The curves for
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almost coincide; a violent change of behaviour occurs
only for
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, which is by far larger than realistic. This result is quite important: the
modulation of the hopping integrals does not destroy the self-duality of the Harper model,
which is a crucial ingredient for the explanation of its metal-insulator transition [109, 111].
Hence this transition remains clearly visible even under conditions where the modulation of
the hopping integrals is not negligible. A detailed discussion of the extended Harper model
is given in the appendix A.
One can, of course, reduce the required strength
 
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/
by enhancing
 

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/
(and thereby reduc-
ing  J/ ). But enhancing
 

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/
means employing a more intense laser and thus reducing the
spontaneous emission times, which might not be desirable. There is, however, a possible way
out of this dilemma. As equations (3.28) and (3.29) have already shown, a tight-binding sys-
tem (3.20) with bandwidth  E/ that is driven by a dc force of strength  / and an ac force of
strength   becomes practically equivalent to an undriven system with renormalised band-
width  G
m


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



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,
.

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   / , provided the resonance condition (3.25) is satisfied [56].
This means that one can employ the effect visualised in figure 3.9 to decrease the band-
width by adding an oscillating force to the system, rather than by increasing the intensity
of the laser creating the lattice. For the resonantly driven Harper model, the metal-insulator
transition is expected to occur when
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provided
,
.
 is large compared to   / [25]. In general, the time-evolution operator  Pﬀ = 
for a periodically driven quantum system can be written as # Pﬀﬂ]5^a`; G c ﬀ

,
.
 with # Pﬀﬂ
!
#
Pﬀ
*  
 ; the eigenvalues of the time-independent operator  are the quasienergies. For the
driven tight-binding system (3.20), this operator  is just the undriven part of the Hamil-
tonian (3.20) with renormalised hopping integrals. But for the driven Harper model, the
renormalised, undriven Harper Hamiltonian appears only as the dominant term in a high-
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frequency expansion of  ; the leading corrections are of second order in   /  
,
.
  . There-
fore, (3.33) can be valid only when
,
.
 i   / . This places an experiment right between
Skylla and Charybdis: too small a driving frequency might not work as desired, since 
would not be close enough to Harper’s Hamiltonian, and too large a frequency will entail
undesired interband effects. To indicate that there is viable territory in between, we com-
pare in figure 3.11 the second moments '
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$ of wave functions (3.27)
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 , a change
of behaviour is expected for    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: a wave packet made up of localised
states only will stay localised, but otherwise spread indefinitely. Figure 3.11 a shows the
evolution of '
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, whereas fig-
ure 3.11 b shows '
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Pﬀﬂ for the corresponding undriven, renormalised systems. Figure 3.12
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Figure 3.11: Second moments '
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and 3.11 b speaks for itself, fully confirming the above line of reasoning: the metal-insulator
transition of the Harper model can be controlled by varying the amplitude of an additional
oscillating force.
This finding is certainly interesting for its own sake, but an experimental confirmation might
not be easy. Ideally, one would like to prepare a well localised, minimum-uncertainty atomic
wave packet, subject it to modulated standing light waves, and finally measure its width after
the interaction. Preferably such an experiment should be done with light atoms, such as
lithium [4]. However, even in the “metallic phase” an appreciable (and detectable) spreading
of the wave packet requires some time, during which the quantum evolution has to remain
coherent — which conflicts not only with spontaneous emission, but also with the inevitable
laser noise. But in view of the recent experimental progress [7, 120], and considering the
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speed at which quantum optics is developing, there seems room for some optimism.
3.4 Conclusions
Ultracold atoms in standing light waves are a rare example of a system that allows us to
vary the effective Planck constant,
,
.
eff, over about two orders of magnitude, thus bridging
the semiclassical and the deep quantum regime. In either regime, a periodic force has major
effects. If
,
.
eff I m , periodic forcing yields a test system for studying how the classical
transition from regular to chaotic motion manifests itself in quantum mechanics. Varying
,
.
eff then enables one to vary the scale at which the quantum system “sees” the classical
phase space. In the deep quantum regime, i.e., for
,
.
eff  m , one obtains the possibility to
investigate the dynamic localisation that accompanies a quasienergy band collapse, under
conditions that are perhaps more apt to the original proposal [28, 97] than they could be in a
semiconductor superlattice.
One of the most fascinating prospects for future research is the chance to obtain an approxi-
mate realisation of Harper’s model with ultracold atoms in bichromatic standing light waves.
This prospect implies nothing less than the possibility to explore a metal-insulator transition
with atomic de Broglie waves — and this transition can even be controlled by an oscillating
force, since the amplitude of that force determines the effective nearest neighbour hopping
elements. If the rather high coherence demands can be met, quantum optics could thus fur-
nish a major contribution to the experimental study of quasiperiodic systems.
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4 Perturbative and nonperturbative processes in adiabatic
population transfer
The adiabatic theorem of quantum mechanics [13, 17, 89] states that the wave function of a
system governed by a slowly changing Hamiltonian follows the instantaneous eigenstates.
With the advent of modern lasers capable of delivering pulses with controllable and re-
producible shapes, this concept has gained enormous practical importance for the coher-
ent manipulation of atoms or molecules. For instance, the STIRAP mechanism, which
allows one to accomplish highly efficient population transfer in effective three-level sys-
tems [19, 78, 105, 108], is based entirely on adiabatic following induced by two partially
overlapping laser pulses. It is then of interest to study not only how the system behaves in
the adiabatic limit, but also how this limit is approached, that is, how the system responds to
parameter variations that do not occur “infinitely slowly”.
For two-level systems with instantaneous energy eigenvalues that remain nondegenerate for
all times, a classic result due to Dykhne [29] and Davis and Pechukas [22] states that devia-
tions from the adiabatic limit are beyond any power of the adiabaticity parameter   , namely
exponentially small in    ; an extension of this treatment to  -level systems has been formu-
lated in reference [61]. However, it has recently been discovered by Laine and Stenholm [79]
and Vitanov and Stenholm [116] that this exponential dependence breaks down and gives
way to a power-law dependence in the case of typical STIRAP models, where the instanta-
neous eigenvalues become degenerate in both the distant past and distant future. It is now
a conceptually important question just how this breakdown of the Dykhne-Davis-Pechukas
exponential behaviour comes about, since it is not related to any nonsmoothness of the pa-
rameter variation. Is there a possibility to compute the deviations from the adiabatic limit in
a simple, yet accurate way, even for models that are not analytically solvable?
The answer to this question, which will be given in section 4.5, turns out to be affirmative,
and surprisingly simple, but to get to this answer in a systematic fashion requires quite some
work. We start in the following section by outlining an iterative scheme [9] that yields
superadiabatic bases, i.e., bases which in some sense take over the role which the usual
adiabatic basis plays in the limit    , so that they are particularly well suited for describing
the dynamics for finite   . In section 4.2 we apply this scheme to the Landau-Zener transition,
and show that it behaves quite similar to another superadiabatic scheme investigated in great
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detail by Berry [10]: Both schemes yield an optimal basis with respect to which the transition
amplitude acquires a universal, error-function-like form. In section 4.3 we then collect the
necessary prerequisites of STIRAP, and apply the superadiabatic techniques to a generic
three-level system.
The following, more technical section 4.4 then demonstrates that the total transition ampli-
tude, tracked in time in the customary adiabatic basis, can be uniquely decomposed into a
nonperturbative component — that is, a component beyond all powers of the adiabaticity pa-
rameter   —, which equals just Berry’s universal error function previously met in the optimal
superadiabatic basis, and a perturbative component with terms proportional to powers of   .
The fast oscillations that accompany, e.g., the Landau-Zener transition in the adiabatic basis
can hence be understood as resulting from the interference of these two parts.
In most cases considered so far, the perturbative component dies out when merely the final
transition amplitude is considered, leaving only the nonperturbative component correspond-
ing to the Dykhne-Davis-Pechukas result. This is what is different in the case of STIRAP:
As elaborated in section 4.5, the behaviour of the nonadiabatic coupling at infinite times ef-
fectuates the survival of the perturbative component. Evaluating this component to lowest
nonvanishing order in   and adding the nonperturbative contribution gives a total transition
probability that agrees very favourably with exact numerical data.
This chapter builds on the seminal papers by Davis and Pechukas [22] and by Berry [10],
but we have tried to explain all the required technical details, in order to make the key ideas
accessible.
4.1 Beyond the adiabatic basis
We consider a Hamiltonian  

that describes an  -level system depending slowly on
time  , i.e.,  

 
	




, where   is some long time scale.  

is assumed to be
analytic. Transforming to the dimensionless time variable 




, the Schro¨dinger equa-
tion can be written in the form

 





 ﬀﬂﬁ ﬃ




 

"! (4.1)
where the small adiabaticity parameter   is given by the ratio #
$


, scaled by a suitable
characteristic energy. For ease of notation, we will often suppress the argument  in the
following.
At each moment  there are instantaneous eigenstates ﬁ %
	
&
 and eigenvalues '

& :
 

ﬁ %
	
&


'

&
ﬁ %
	
&
 (4.2)
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with
 
%

&
ﬁ %
	



& 
These equations still leave the phases of the eigenstates ﬁ %

&
 unspecified at each instant  .
We fix these phases by requiring parallel transport [110]
 
%

&
ﬁ  ﬁ %

&


 (4.3)
for each state  . Taken together, the instantaneous eigenstates now form the columns of a
unitary matrix 

. Applying the unitary transformation defined by 
	
to the Schro¨dinger
equation, one obtains

	

 

 
    





ﬁ ﬃ



 

 

    ﬁ ﬃ
	 


"! (4.4)
with the transformed wave function
ﬁ ﬃ

 



	
ﬁ ﬃ
	

and the new Hamiltonian
 

 


	
 



 
 

	







By construction, the first term on the r.h.s. is a diagonal matrix with elements '

& , while the
diagonal elements of 
	

 


are zero, as a consequence of the parallel transport (4.3).
Note that the off-diagonal elements of  
	 
carry a prefactor   .
The usual adiabatic approximation [17, 89] now consists in neglecting the off-diagonal el-
ements of  
	 
altogether. Assuming that the system was prepared in the  -th eigenstate
of  
	
in the infinite past, and denoting the solution to the Schro¨dinger equation (4.1) that
evolves from this initial condition as ﬁ ﬃ

&

, one finds the familiar approximate “adiabatic”
wave functions
ﬁ ﬃ

&










ﬁ
&
 
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 ﬀ


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
&


ﬁ
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
   

 



d  ﬁ '
	
&



ﬁ
!ﬃ
! (4.5)
where ﬁ &  is the  -th unit vector.
Instead of adopting this adiabatic approximation, one can also iterate the whole scheme [9]:
the new Schro¨dinger equation (4.4) has the same form as the original equation (4.1), with
 

replaced by  
	 
, and 


ﬁ ﬃ

 appears instead of ﬁ ﬃ
	

. We fix the phases of the
orthonormal eigenstates ﬁ %

 
&
 of  
	 
again by parallel transport; these eigenstates yield a
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matrix 
	 
that defines a further unitary transformation. Proceeding in this manner, one
obtains after

 

 steps a Schro¨dinger equation

 
  
 
    ﬁ ﬃ
  


"!
where
ﬁ ﬃ
  



ﬀ	
  

	
ﬁ ﬃ
	

and
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By induction, the off-diagonal elements of  
	  
are of order  
 
. Hence it is tempting
to neglect these elements and to construct, in strict analogy to equation (4.5), improved
adiabatic approximations to the true solutions of equation (4.1):
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
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 (4.7)
It should be noted that the eigenvalues '
 
& pertaining to different steps are approximately
equal. In particular, they coincide in those time intervals where  
	
remains constant, as
follows from the parallel transport (4.3).
The above construction tries to exploit the idea of parallel transport as consistently as pos-
sible even beyond the adiabatic limit     . Hence, the approximation (4.7) follows the
true  -th evolving state, but cannot describe transitions to other states. Because such nona-
diabatic transitions do become important beyond the adiabatic limit, even if they are only
of order  ﬀﬂﬁ [22, 29], the procedure is bound to diverge for
 
 ﬃ
, and thus has an
asymptotic meaning. One has to expect that the off-diagonal elements of  
 
first become
rapidly smaller from step to step, but then start to blow up, since the decrease of  

is even-
tually overcompensated by the growth of the time-derivative that enters into 
ﬀ	


ﬀ
.
When terminating the procedure at that step
   ! 
where the off-diagonal elements are
smallest, one should obtain an optimal description of the “transition-free component” of the
total wave function. In other words, we are seeking an asymptotic representation of the
adiabatic part 1 of the solution to Schro¨dinger’s equation. When expanding the full wave
function with respect to the basis " ﬁ#

%$ 
&



 &
ﬁ



!
  
!
(' , the characteristic features of
nonadiabatic transitions will stand out most clearly.
There is a closely related concept that aims in the same direction, namely the series of su-
peradiabatic bases introduced by Berry in his study of histories of quantum transitions in
1Actually, “transition-free” is an almost literal translation of the greek root of “adiabatic”.
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two-level systems [10]. Applying Berry’s ideas to  -level systems, we write ﬁ ﬃ
	
&
 as a
formal power series in   ,
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
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
d ﬂﬁ '

&


ﬂﬁ
ﬃ  



 

ﬁ 



&




! (4.8)
where the vectors ﬁ 



&
 defined here are expressed as linear combinations of the instanta-
neous eigenstates (4.2):
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Stipulating again that the system occupies the  -th state for    ﬃ , the determination of
the coefficients




&  starts from the initial conditions

	
& 
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&
	  (4.9)
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Inserting the formal series (4.8) into the Schro¨dinger equation (4.1) and comparing coeffi-
cients of equal powers of   , we obtain the recursion relations




&

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where the quantities


 denote the coupling matrix elements





 
%


ﬁ  ﬁ %




Note that

& &


, by virtue of equation (4.3). Having computed the coefficients




&
 for
ﬀ
 
from the coefficients




 
&
 by means of equation (4.10), the diagonal elements




& & can be obtained by solving the first-order differential equation (4.11). As shown in
more detail in appendix B, the evaluation of this recursive scheme can be reduced to the
computation of the matrix elements of 


 
	
, combined with the integration required by
equation (4.11).
Since nonadiabatic transitions are of order  

   ﬀﬂﬁ

, that is, beyond any power of   , the
series (4.8) cannot describe these transitions and therefore must diverge [10], as does the
previous iterative scheme. However, by terminating the series at some finite order
 
one gets
the superadiabatic basis states [10]
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that can be employed to expand the wave function ﬁ ﬃ
	

 evolving from the initially occupied
 
-th eigenstate of  
	
. As shown by Berry for the two-level case 

, there is an optimal
order
      
that provides a distinguished, “natural” basis for the description of the dynamics
(see section 4.2).
The superadiabatic scheme based on the series (4.8) will be labelled by “  ” in the following;
the previous iterative scheme by “  ”. In the next section we will show with the help of a
typical example that both schemes are in a certain sense complementary, but lead to very
similar physical results.
4.2 The Landau-Zener transition
For a two-level system with a Hamiltonian  

given by a traceless real symmetric matrix,
the iterative scheme produces after
  

steps a Hamiltonian matrix of the form
 
  

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
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with diagonal elements given by
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and off-diagonal elements determined by the recursion relation
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Hence, '
  

'
 
is of order  
 
.
As an archetypal example [34], we consider in this section the Landau-Zener Hamiltonian
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In this case one finds
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 (4.17)
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Expanding the the wave function ﬁ ﬃ





  in the
 
-th order superadiabatic bases, either in
the bases (4.7) corresponding to the scheme  or in the bases (4.12) provided by  ,
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the coefficients
 
 
  denote the transition amplitudes with respect to these bases. These am-
plitudes can approximately be obtained from first-order time-dependent perturbation theory
in the nonadiabatic coupling [22]. For the iterative scheme, this yields
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To elucidate the flaw of this perturbative treatment, let us first compute the final transition
amplitude
 

 

ﬂ
ﬃ
 in the usual adiabatic basis
  

. In this case it is useful to introduce
the new variable [10]
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and to close the path of integration along the real axis by a semicircle in the lower half of the
complex  -plane:
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According to equation (4.15), a (complex) degeneracy of the two eigenvalues '
ﬀ
and  '
ﬀ
is generally accompanied by a pole of the nonadiabatic coupling

ﬀ
. For the Landau-Zener
system, the equations (4.17) and (4.18) show that there are degeneracies of  '

and poles
of


at 
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
 ; for the computation of
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. From the definition (4.20) one readily finds
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for  close to 
 
. Contour integration then gives
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It is well known that the prefactor    is wrong. The error is an artifact of first-order per-
turbation theory in the adiabatic basis; adding the contributions from all orders renormalises
the prefactor to unity [22]. We shall repeatedly come back to this “    -problem” [10]. The
corrected formula
 

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





ﬁ 
 
ﬁ
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 

, which shows that the transition amplitude is
simply determined by the value of  at the point of degeneracy, is often referred to as the
Dykhne-Davis-Pechukas formula (“DDP-formula”; see references [22, 29]).
We now turn to the transition histories
 
 
  pertaining to the iterative scheme  . The compu-
tation runs parallel to Berry’s calculation for the scheme  [10], but there is an interesting
difference, since for  the iterated energies '
ﬀ
with
 

 do not appear. We briefly sketch
the line of reasoning: Aiming at the amplitudes
 
 
 



 for finite  , we cannot close the path
of integration as before, and have to remain on the real axis. The approximation (4.21) is
valid only in the vicinity of the pole at 
 
. However, if we tentatively approximate '
 
by
'
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for all
 
, the recursion relation (4.15) becomes
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and thus produces, with increasing
 
, poles of successively higher order at 
 
. The “domain
of influence” of these higher-order poles eventually reaches the real axis for sufficiently
large
 
[10]. Hence, we can then evaluate the transition integral (4.19) with the approxima-
tion
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that results from plugging (4.21) into equation (4.15) with all '
 
replaced by '

, and we
have also added the contribution from the pole in the upper half-plane. Expanding to second
order in   ﬁ 
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Approximating '
 
by '

also in the exponential of the integrand (4.19), and changing
to the variable  , the factor 


ﬂ


 
 counteracts the oscillation of the first term in the
square brackets of (4.24), but enhances the oscillations of the second term, which is therefore
neglected. Setting [10]
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eliminates even the slow oscillations and thus defines the order of the optimal superadiabatic
basis. In this way, one finally arrives at
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This error-function transition history is universal in the sense that it does not depend on
the details of the Hamiltonian [10]. Unfortunately, the replacement of all '
 
by '

in
equation (4.15) causes the result (4.26) to be too large, since on the real axis we have '
ﬀ

'


 
. This is the reason why the incorrect prefactor    remains present here. As shown
by Berry [10] and Berry and Lim [11] for the scheme  , first-order perturbation theory in
the optimal basis
      
does indeed produce the correct transition amplitude when
   
goes to infinity. In the present case  this superadiabatic renormalisation is destroyed by
the approximation '
 

'

, and the recovery of the correct prefactor appears to be
difficult. However, as sketched in appendix C, already for
  

the prefactor is reduced
from        	 to 

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
.
Even though the iterative scheme appears to be more difficult to handle analytically than the
scheme  it has its merits, in particular when   is not small. Then  becomes problematic
because the bases (4.12) are not properly orthonormalised, whereas  remains sound. This
allows one to use the iterative scheme even when nonadiabatic effects become sizeable. In
the
 
-th  -basis (4.7) the “transition-free component” of the wave function acquires a total
phase
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 characterises the deviation from ideal parallel transport.
In the adiabatic basis one meets the familiar dynamical phase
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whereas for finite   the additional piece
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 does not vanish. The optimal superadiabatic
basis
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, on the other hand, is by its very construction just that basis which describes the
actual quantum evolution as closely as possible by parallel transport even for finite   , hence
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identity operation, as is the case for the Landau-Zener model, then we have
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so that there appears the correction
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to the dynamical phase of the transition-free component [27]. The argument employed here
is similar to the reasoning used by Berry [9] for computing quantum phase corrections for
cyclic evolution. In particular, for the Landau-Zener model itself we obtain
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with


 denoting the Bernoulli numbers. For
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 ﬃ this gives [1]
 















 
 





  
  


 





 

 


 
ﬃ 


 





 


 
 
 
! (4.29)
which is precisely the asymptotic series for the Stueckelberg phase that accompanies the
Landau-Zener transition [20]. This phase is unimportant for small   , when the evolution
is mostly adiabatic, but it has to be taken into account when the Landau-Zener transition
probability becomes large. It should also be observed that approximating the exponential
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 in the derivation of equation (4.26), so
that, strictly speaking, the error function should be equipped with a Stueckelberg-like phase
in the optimal superadiabatic basis, whereas there is no such phase for the transition ampli-
tude in the adiabatic basis. In the following we will neglect the Stueckelberg phase, since it
is quite small in the examples considered. However, the fact that the iterative scheme yields
this phase in an appealingly simple manner appears to be noteworthy.
Apart from their different performance for large   , the schemes  and  match well. In both
cases the optimal orders are given by equation (4.25), and both schemes provide, if properly
executed, a superadiabatic basis in which the transition amplitude takes the universal form
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As will be shown in section 4.4, this expression has a clear-cut meaning also in the adiabatic
basis.
To demonstrate the range of applicability of the above concepts, we display in figure 4.1
transition histories for  


, which is clearly not asymptotically small. According to equa-
tion (4.25), the optimal superadiabatic order then is
   
. We have plotted the probabilities
ﬁ
 
 
 
ﬁ

in the adiabatic basis
  
 (figure 4.1 a), and in the superadiabatic bases
   
(fig-
ure 4.1 b) and
  
 (figure 4.1 c). Full lines refer to the iterative scheme  , dashed lines
to  . For
  
 both schemes give the same amplitudes; the final value is approached
after significant overshooting. For
    ! 
both schemes yield a history that already
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Figure 4.1: Transition histories ﬁ
 
 
 




ﬁ

in the
 
-th order superadiabatic basis correspond-
ing to the iterative scheme  (full line) and to the series scheme  (dashed), for the Landau-
Zener Hamiltonian (4.16) with  


and
  
 (a),
    !  
(b), and
  
 (c). The
dotted line in figure 4.1 c has been obtained from  after normalising the basis (4.12).
resembles the ideal error function; the remaining wiggles can be traced to the neglected fast-
oscillating exponential [81]. For
  

, beyond the optimal order, the scheme  is more well
behaved than  , which then produces rather large values. This is partly due to the fact that
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the bases (4.12) are not normalised exactly, but even normalising the basis vectors (dotted
line) does not bring the two schemes into agreement.
Figure 4.2 shows the histories for  

  
and
  
 (a),
   
(b), and
      
 (c).
The overshooting for
  
 is now even more pronounced. For
 

 the two schemes
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Figure 4.2: As figure 4.1, with  

   for
  
 (a),
   
(b), and
    ! 
 (c). The
scales of the ordinates are linear.
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behave fairly similar up to the optimal order; the histories provided by  tend, in general, to
be smoother.
Figure 4.3 demonstrates that transition dynamics viewed in the optimal superadiabatic basis
looks profoundly different from the dynamics in the adiabatic basis: the upper line (exhibit-
ing unresolved fast oscillations at large  ) is the history ﬁ
 

 
ﬁ

for  


 
; the lower line
is ﬁ
 
 $ 
 
ﬁ

for the same process (
   

 ; computed within scheme  ). The physical signifi-
-5 5 15
τ
10-15
10-9
10-3
|c 1
2|2
Figure 4.3: Landau-Zener transition history for  

 
 
in the adiabatic basis (upper line),
and in the optimal superadiabatic basis (
 ! 


, computed within scheme  ). The black
area is caused by unresolved fast oscillations.
cance of the “optimal” transition amplitude will become obvious in section 4.4, where it will
reappear as part of the total amplitude in the adiabatic basis.
4.3 Application to three-level systems
A particularly important example for adiabatic population transfer is provided by the STI-
RAP mechanism (see, e.g., references [19, 78, 105, 108]; the acronym stands for “Stimu-
lated Raman Adiabatic Passage”): Taking a three-level   -system, the initially populated bare
level 1 is coupled to the intermediate bare level 2 by a pump laser with Rabi frequency  




,
while level 2 is coupled to the final bare level 3 by a Stokes laser with Rabi frequency  




.
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The laser frequencies are chosen such that levels 1 and 3 are on two-photon resonance,
whereas the intermediate level can be off-resonant by a detuning   . Within the rotating
wave approximation, the Hamiltonian then reads
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Usually the two laser pulses are applied in counterintuitive order, so that the Stokes pulse

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
, coupling initially unpopulated levels, precedes the pump pulse  
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
, but both pulses
have to overlap sufficiently [19].
The instantaneous (“dressed”) energies '
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so that '

 does not depend on the laser parameters. The working principle of the STIRAP
mechanism relies on the fact that the corresponding instantaneous eigenstate ﬁ %
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,
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
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is a linear combination of the bare levels 1 and 3 only, without admixture of the intermediate
level 2. For 


ﬃ
, when      vanishes, ﬁ %


 coincides with the initially populated
bare state ﬁ   ; for 
 
ﬃ
, when      becomes negligible, ﬁ %


 coincides with the bare
target state  ﬁ   . Hence, in the adiabatic limit the counterintuitive pulse sequence leads to
complete population transfer from the bare level 1 to 3, irrespective of the detuning   .
Going beyond the adiabatic limit, i.e., considering the actually relevant case of pulses that
change on a finite time scale, there must be nonadiabatic corrections to the ideal population
transfer [79, 116] resembling the ones encountered in the Landau-Zener transition. A math-
ematically most appealing way of studying the emergence of these corrections is to follow
the STIRAP dynamics in the superadiabatic bases. For  


, when the STIRAP Hamilto-
nian can be reduced exactly to an effective two-level system [19], this type of superadiabatic
analysis has been initiated by Elk [30], resulting in transition histories very similar to those
shown in figures 4.1 and 4.2. For  

 an exact reduction to a two-level system is not pos-
sible, so that we resort to the  -level scheme outlined in appendix B. Following Elk [30], we
investigate “ramp pulses” [79] and parametrise the time dependence of the Rabi frequencies
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and  varying from  ﬃ to

ﬃ
, so that   decreases monotonically from unity to zero, while

 increases from zero to one. We set  

 
 
and plot in figure 4.4 the histories ﬁ
 
 
ﬁ

and
ﬁ
 


ﬁ

of the transitions from the initially occupied state ﬁ %
	

 ; the detuning is  

 

. The
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Figure 4.4: Transition histories for the STIRAP Hamiltonian (4.31) with  

 

and
Rabi frequencies (4.32); the adiabaticity parameter is  

 
 
. These histories have been
calculated in the scheme  according to appendix B, with normalised basis functions. The
superadiabatic orders are
  
 (heavy full line) and
   
(dashed). The thin lines indicate
the ideal error functions.
superadiabatic orders considered here are
  
 (heavy full lines) and
   
(dashed); these
are the optimal superadiabatic orders for the two transitions. It can be seen that (i) also in this
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generic multilevel case the population losses reach their final values in an errorfunction-like
manner in the optimal bases (the ideal error-function histories are indicated by the thin lines),
and (ii) the order
   
of the optimal basis depends on the transition in the expected way: the
smaller the nonadiabatic population loss, the larger
   
.
Figure 4.5 shows histories of the total population loss ﬁ
 
 
ﬁ
 
ﬁ
 


ﬁ

, again for  


 
. The
-1 0 1 2
τ
0
10-4
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1|2  
+
 |c
23
|2 
Figure 4.5: Adiabaticity defect for STIRAP with  


 
, and detunings   ranging from


 to  

, in steps of    (bottom to top). The thin lines are fits to error functions. The scale
of the ordinate is linear.
detuning   is varied between  to    ; each history refers to its respective optimal basis.
Evidently, the larger   , the larger the population loss, so that  

 is the best choice for
minimising this adiabaticity defect [117]. We stress that the transition dynamics have been
reduced to their essentials in this figure, whereas the same dynamics appears much more
complicated in the usual adiabatic basis. In that basis there is strong “overshooting”, similar
to the one depicted in figures 4.1 a and 4.2 a, and the final transition probability is attained
much later, in an oscillatory manner.
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4.4 Summing the perturbation series in the adiabatic basis
With respect to the optimal superadiabatic bases (4.7) and (4.12), the transition amplitudes
acquire the simple error-function form (4.30). In this section we will discuss the transition
dynamics exclusively in the customary adiabatic basis

  


. We will focus on the two-
level case for simplicity, and omit the superscript




.
To begin with, we consider the first-order approximation (4.19) to the transition amplitude,
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Integrating
 
times by parts, which constitutes a standard technique for constructing asymp-
totic series [24], and assuming that


' and all its derivatives vanish for    ﬃ , we
find
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Provided that 






'
 is absolutely integrable, the integral goes to zero for     , as a
consequence of the Riemann-Lebesgue lemma [22], so that the remaining sum, which is
merely a power series in   , has to account for the main contribution to the exact transition
amplitude at finite  . This series, of course, does not contribute to the factor  
  ﬁ   ﬁ    
that appears in the final transition amplitude; this factor is contained in the integral.
The integral, on the other hand, coincides exactly with the expression (4.19) for the tran-
sition amplitude in the
 
-th order superadiabatic basis, when the latter is evaluated within
scheme  , making use of the approximation (4.23). Hence, it becomes the universal error
function for
      
. This observation suggests a fairly intuitive interpretation of the super-
adiabatic schemes: Performing the unitary transformations to the successive superadiabatic
bases amounts to removing from the total transition amplitude the terms proportional to pow-
ers of   , the sum of which we will denote as the perturbative contribution
 

ﬀ 

 
. The universal
error function that remains after this removal then has a well-defined meaning also in the
adiabatic basis: it provides the nonperturbative contribution
 

 ﬀ

 
.
This interpretation is based on first-order perturbation theory in the nonadiabatic coupling,
and therefore still faces the    -problem. However, it can actually be made water-tight
by adapting an argument due to Davis and Pechukas [22] that aims at summing the entire
perturbation series. For later use, we first slightly generalise the pole approximation (4.21)
to the nonadiabatic coupling of the Landau-Zener model, and consider instead
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! (4.36)
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from which the Landau-Zener case can be recovered by setting  

  2 ; 
 
now indicates
the pole of


' in the lower half of the complex  -plane that lies closest to the real axis.
Then, defining
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introducing the variable

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
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!
utilising the approximation (4.36), and keeping only the leading singularities, the integral
form of the Schro¨dinger equation for the two-level system becomes (see also references [22,
65])
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where the integrations for
 
 and
 
 have to pass above 
ﬁ


. For computing the transition
amplitude
 

, we first formally evaluate the amplitude
 
 for staying in the initially occupied
state with the help of the ansatz
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with  


; this ansatz features the typical “factorial by power”-terms characteristic of
asymptotic series. By means of successive integration by parts one obtains
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Equating this expression with the ansatz (4.38), comparing powers of  , and solving the
resulting recursion relation then yields




ﬃ














ﬃ




 




ﬃ 


 (4.39)
2The case 	
 is generic; it occurs when  has a simple zero at the degeneracy point ﬀ . See, e.g.,
appendix C in reference [10].
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So far, this calculation follows the argument that Davis and Pechukas have designed for
computing
 
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 [22]. Now comes the essential difference: Inserting the ansatz (4.38) into
equation (4.37), we sum the resulting series only up to
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,
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and integrate each term by parts until the exponent
   

appears in the denominator:
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Interchanging the order of summation over
 
and  , and exploiting the equation (4.39) that
embodies the knowledge about   
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, we arrive at
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Upon resubstituting  for  , the sum corresponds term by term to the sum obtained in the
first order-calculation (4.35), except for the factor   that now multiplies the  -th term, with
 

 denoting the empty product. The integral gives precisely the error function (4.26),
with the prefactor    replaced by    , and with the additional factor   $ . Since
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the previous formula (4.30) now generalises for    (that is, for large
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) to
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and the DDP-formula becomes
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in agreement with a result obtained first by Joye [65] with the help of a rigorous comparison-
equation technique and by Berry and Lim [11] from first-order perturbation theory in the
superadiabatic bases. In particular, in the Landau-Zener case one now finds the correct pref-
actor unity, so that the representation (4.40) is no longer plagued by the remnants of the

 
-problem.
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The value of these deliberations lies in the fact that they reveal just how to decompose the
adiabatic transition amplitude into a universal, nonperturbative part — the error function
 

 ﬀ

 
— and a power series in the adiabaticity parameter   , truncated at
      
, that gives
the perturbative contribution
 

ﬀ 

 
. The total transition probability, tracked in time, can be
written as a phase-coherent superposition of both parts:
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Since the first contribution is universal, and the second is usually well approximated by the
lowest nonvanishing order in   , the complicated transition dynamics can be understood as
resulting from the interference of two easily accessible parts.
To substantiate this claim, we return once more to the Landau-Zener transition. The lowest-
order perturbative part
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then becomes
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In figure 4.6 we compare ﬁ
 

ﬀ 

 
ﬁ

with the exact transition probabilities ﬁ
 
 
ﬁ

, for  

 

,
 

,
 
 
, and  

. Even for  

 

the perturbative part alone gives a good description
of the actual probability for   ; naturally, the agreement has to break down when the
nonperturbative part
 

ﬀ

  becomes significant. For the smaller values of   the performance
of the perturbation theory is impressive: for  

 

, the first-order approximation yields
	
 of the exact maximum transition probability; summing the perturbation series up to
      
 
gives       . For  

 

, the first-order contribution is
	

. Of course,
this trend reflects the fact that already the perturbative part alone is asymptotic to the exact
amplitude, as long as  remains finite [22].
Figure 4.7 demonstrates the striking accuracy with which the composition formula (4.43)
can describe the full dynamics even when it is evaluated approximately; the adiabaticity pa-
rameter here is  

 

. We have plotted the numerically computed, exact probability ﬁ
 
 
ﬁ

(full line), together with the perturbative part given by equation (4.45) (dashed) and the non-
perturbative part computed from the series scheme  (dashed-dotted; optimal superadiabatic
order
   
 
). The curve resulting from the addition of both parts has been plotted as a dotted
line — but it is practically indistinguishable from the exact data; the only visible difference is
close to the maximum at    . Even in the inset exact and approximate data (full and dotted
line) lie on top of each other. This figure nicely illustrates the essentials of nonadiabatic tran-
sitions: The final, exponentially small transition probability is already born when it is still
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Figure 4.6: Exact histories for the Landau-Zener transition in the adiabatic basis (full lines),
compared with the prediction (4.45) of first-order perturbation theory (dashed), for  

 

,
 

,
 
 
, and  

(top to bottom). The corresponding ratios of perturbative and exact peak
heights are  
 
	
,


	

,


	
 
, and  
	 
. For  

 

the graphs of the perturbative and the
exact history cannot be distinguished.
overwhelmed by a perturbative overshooting. Lowest-order perturbation theory describes
the exact amplitude well up to the point where the perturbative prediction crosses the graph
of the error function. The crossover from the perturbative to the nonperturbative dynamics
is accompanied by fast oscillations that stem from the interference of both components, so
that their amplitude is largest right in the vicinity of the crossing point. Since the perturba-
tive overshooting decreases merely as a power of   , whereas the final transition amplitude
decreases exponentially in     , the relative mismatch between the maximum overshooting
and the final value of ﬁ
 
 
ﬁ

grows substantially with decreasing   .
4.5 Adiabatic perturbation theory for STIRAP
In the previous section it has been assumed that the ratio


' and all its  -derivatives van-
ish for    ﬃ , so that, for example, the integrations by parts leading to equation (4.35)
did not pick up contributions from 


ﬃ
, and the final transition amplitude was given
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Figure 4.7: Exact history for the Landau-Zener transition with  

 
 (full line), together
with the prediction of perturbation theory (dashed) and the history in the optimal superadia-
batic basis (dashed-dotted). The phase-coherent superposition (4.43) of the two latter parts
is also plotted as a dotted line, but is practically indistinguishable from the exact data (except
for the vicinity of the peak). The inset shows the oscillations on a linear scale. Even here the
exact results are indistinguishable from the superposition.
entirely by the DDP-formula (4.42). The STIRAP mechanism, however, provides important
examples where this assumption fails [79, 116, 117]. For discussing the consequences of this
failure from the perturbative point of view, we restrict ourselves to the case  


, where the
three-level system (4.31) is exactly equivalent to a two-level system [19]. Sticking to the no-
tation employed in equation (4.13), and again omitting the superscripts as we will be working
in the adiabatic basis only, the effective two-level system has instantaneous energies [79]
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which varies from  to  

in STIRAP systems with counterintuitive pulse sequence, as in
the previous example (4.33).
Instead of considering “ramp pulses” [79] like those defined by equations (4.32) and (4.33),
which mimic the actual pulse shapes only during the phase where both pulses overlap, we
now treat models incorporating realistic pulses that vanish properly for    ﬃ , increase
smoothly and monotonically to maximum strength, then decrease and finally vanish for  

ﬃ
. As a consequence, the instantaneous energies  ' of the effective two-level system
become degenerate for    ﬃ . However, it has to be kept in mind that it is not ' but
rather the ratio


' that matters.
As a first example of how adiabatic perturbation theory works for such STIRAP config-
urations, we investigate an analytically solvable model introduced by Vitanov and Sten-
holm [116]. It is defined by
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with constants
 
and
 
that determine the relative strength and shape of the nonadiabatic cou-
pling, respectively. This describes a genuine STIRAP system, i.e., the mixing angle (4.46)
varies from  to  

, provided these parameters obey [116]
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However, the techniques discussed here are valid for an arbitrary system of the type (4.47),
so that we need not consider this restriction (4.48) in the following.
Since now the ratio


' does not vanish for    ﬃ , but rather approaches   
 
 
 

 

, there
is a perturbative contribution to the final transition amplitude that can easily be obtained by
adapting equation (4.44):
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Since, moreover,
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follows from the DDP-formula (4.42) by setting  

 

 
.
The exact analytical result [116], which can be calculated the by relating the model (4.47) to
the Rosen-Zener model [34], acquires for moderately large values of
 
the form 3
ﬁ
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in beautiful agreement with what follows by adding our approximations (4.49) and (4.50).
In figure 4.8 we compare the total transition probability ﬁ
 

ﬀ 

 

ﬂ
ﬃ


 

 ﬀ

 

ﬂ
ﬃ

ﬁ

, as given
by equations (4.49) and (4.50) and plotted as the dashed line, to the exact data (full line),
for
 


and
  
 
. The agreement is close to perfect. Thus, our analysis explains the
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Figure 4.8: Full line: Exact final transition probability for the STIRAP system (4.47) with
 


and
  
 
; dashed line: coherent superposition of the perturbative and the nonpertur-
bative component, as approximated by equations (4.49) and (4.50).
breakdown of the Dykhne-Davis-Pechukas exponential behaviour that is observed for large
values of     , without having to recourse to specific properties of the model.
3See equation (33) in reference [116]. The parameter   used by Vitanov and Stenholm corresponds to
ﬀ  in our notation; their

is our   . Their parameter  has the same meaning as ours.
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The actual strength of the perturbative approach, however, stems from the fact that it lends
itself, with equal accuracy and simplicity, also to models that can not be treated exactly, such
as the following STIRAP-like model considered by Laine and Stenholm [79]:
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Again, this describes an actual STIRAP process if the parameters
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and

are chosen such
that
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but our results for the system (4.51) are valid even without this restriction. Now the pertur-
bative part of the final transition amplitude becomes
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 does not, the leading term of the
perturbative amplitude is proportional to  
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The approximate calculation of the nonperturbative amplitude starts from the degeneracy of
the eigenvalues  '
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 at [79]
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Figure 4.9 confirms the accuracy of this reasoning for  


and
 



; the integrals 
 
and 

ﬂ
ﬃ
 have been computed numerically. In the adiabatic regime, i.e., for      ,
there is perfect agreement between the exact final transition probability (full line) and the
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Figure 4.9: Full line: Exact final transition probability for the STIRAP system (4.51) with
 


and
 



; dashed line: coherent superposition of the perturbative and the nonper-
turbative component, as approximated by equations (4.52) and (4.53). The inset shows the
exact probability (full line), the nonperturbative part ﬁ
 

 ﬀ

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alone (dotted), and the perturba-
tive part ﬁ
 

ﬀ

 
ﬁ

alone (thin line).
prediction derived by summing and squaring equations (4.52) and (4.53). The inset shows,
on the same scale, the exact data (full line) in comparison with the DDP exponential decay
alone (dotted) and the perturbative component alone (thin line). Evidently, the perturbative
component dominates for large     , while the nonperturbative DDP component alone does
not suffice to give a satisfactory description of the exact result for any   , at least not for the
values of
 
and

chosen here. It is only when the interference of both components is taken
into account that one gets a complete understanding of the dynamics.
Quite a particular example emerges if one chooses [118]
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which implies that the crucial ratio
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' has no poles at all,
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Hence, there is no nonperturbative contribution to the final transition amplitude, and one
finds to lowest order
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Moreover, equation (4.15) shows that the first superadiabatic transformation produces a di-
agonal Hamiltonian, so that even the exact solution to Schro¨dinger’s equation can easily be
found:
ﬁ
 
 

 
ﬃ

ﬁ


 
 






 

 






 



 
 


 
 





!
which confirms that the perturbative result (4.55) merges into the exact one for     .
Thus, the exact solution to the system (4.54), first stated in reference [118], follows from the
general framework in a remarkably transparent manner. From the viewpoint of laser-induced
population transfer, it is noteworthy that one can design


' such that the nonperturbative
losses are avoided altogether.
4.6 Conclusions
The superadiabatic schemes have a twofold interpretation: On the one hand, they provide
a basis with respect to which the transition amplitude acquires a simple and universal form,
namely Berry’s error function (4.41); on the other, they isolate from the total transition ampli-
tude that part which cannot be represented by terms proportional to powers of the adiabaticity
parameter   . This part has been denoted as the nonperturbative component. Figure 4.3 can
thus be read as showing either the same process in two different bases, or the evolution of
the total transition probability and of its nonperturbative component. Both schemes  and
 considered in this chapter behave quite similar up to the optimal order, and the scheme 
may be a bit more tractable in practice, but  is distinguished by the explicit appearance of
the eigenvalues of the iterated Hamiltonian. Since quantum evolution at finite   corresponds,
as closely as possible, to parallel transport in the optimal superadiabatic basis, phase correc-
tions that appear in the adiabatic basis can be directly related to these eigenvalues, as shown
explicitly in section 4.2 for the Stueckelberg phase emerging in the Landau-Zener transition.
The decomposition of the total transition amplitude into a “perturbative” and a “nonper-
turbative” component allows one, first of all, to get a simple physical picture for the large
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oscillations that characterise the transition amplitude in the adiabatic basis: These oscilla-
tions stem from the interference of both components, and are largest in amplitude just at the
point of crossover from the perturbative to the nonperturbative dynamics, see figure 4.7.
Whereas in “classic” systems covered by the Dykhne-Davis-Pechukas formula only the non-
perturbative component survives in the final transition amplitude, the description of the STI-
RAP process within the rotating wave approximation has led to models where this is no
longer true [79, 116]. In such cases even the final outcome is determined by the interference
of the perturbative and the nonperturbative part, but already low-order approximations to the
perturbative part, together with the DDP-approximation for the nonperturbative component,
suffice to give a very satisfactory description of the exact transition probability. It is this
combination of simplicity and accuracy that makes the present approach interesting also for
the analysis of more involved systems occurring in laser-controlled population transfer.
5 Floquet theory for short laser pulses
Laser pulses with well-controlled temporal characteristics of amplitude and frequency have
a high potential for selective manipulation of the internal state of atoms and molecules [85].
The theoretical analysis of such processes is quite demanding, since it requires the solution
of the time-dependent Schro¨dinger equation for systems with several variable or adjustable
parameters. Provided the pulse’s envelope and frequency do not vary too rapidly, adiabatic
techniques are of great value. However, an adiabatic analysis should be accompanied by the
description of nonadiabatic processes that occur inevitably when the pulses are short.
In this chapter we develop such an adiabatic description of laser-pulsed   -level systems,
based on the adiabatic response of Floquet states. We start in section 5.1 by formulating
the adiabatic principle for Floquet states, in a manner that is particularly useful when the
laser frequency is chirped. This yields the necessary prerequisites for section 5.2, where we
quantify the deviations from the ideal adiabatic behaviour by elaborating and testing adia-
batic perturbation theory for Floquet states, and the Landau-Zener description of multiphoton
transitions among Floquet states. An appealing way of investigating quantum evolution be-
yond the adiabatic limit, relying on the use of superadiabatic bases, is adapted to the Floquet
picture in section 5.3. After these theoretical developments, we compare in section 5.4 two
mechanisms for the selective excitation of molecular vibrational states: A sequential chirp
around successive single-photon resonances, and a multiphoton chirp. In section 5.5 we show
how STIRAP-like population transfer schemes fit into our framework. Finally, we discuss
our results in section 5.6.
5.1 Adiabatic response of Floquet states
We consider an   -level quantum system, described by a Hamiltonian matrix  with eigen-
states   ( 	
   ), which interacts with a classical radiation pulse. The total Hamil-
tonian then is of the form
ﬀﬂﬁ
ﬃ 
!#"$&% (')*+ (5.1)
where ﬁﬃ is the dipole matrix,  ! describes the envelope of the pulse’s electric field, and the
phase ') is a strictly monotonically increasing, smooth function of time. Its derivative,
d 'ﬀ!
d  ,- !. (5.2)
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is the instantaneous radiation frequency. We assume that the time interval during which
-
changes significantly is large compared to the instantaneous oscillation period   
-
, as
is the case for conventionally chirped laser pulses. Likewise, it is understood that during the
entire pulse the envelope   varies only slightly and smoothly on the time scale set by   .
We wish to understand, from an analytical point of view, the principles that determine the
response of the system   to the pulse. Given some initial state   	* , usually an eigenstate
of  , and assuming that the pulse is fired in the time interval between 
 and  , we have to
solve the time-dependent Schro¨dinger equation

 d
d    * !   * (5.3)
for    , and explain the distribution of the final wave function    * over the   -
eigenstates. The goal is to extract guidelines for robust, selective population transfer from
the initial state to a certain prescribed target state, to identify obstacles that might prohibit an
efficient transfer, and, if possible, to develop strategies for overcoming them.
Although this problem is too wide in scope to be solved in full generality, even in cases
where   comprises just two or three levels, it is certainly possible to pin down its most
decisive features. This is due to the fact that the Hamiltonian (5.1) becomes strictly periodic
in time if both  and
-
are kept fixed at any value that is met during the pulse. Each
  
-
 -periodic Hamiltonian obtained in this way has a complete set of Floquet states [106,
123], and the adiabatic theorem of quantum mechanics allows us to relate the solution of
the Schro¨dinger equation (5.3) to these states [14, 15, 121], at least if the parameters vary
sufficiently slowly. Utilising the adiabatic principle for developing optimal pulse strategies
then requires to find out what “sufficiently slowly” means in practice, and to control, or
deliberately exploit, deviations from the rigidly adiabatic evolution.
5.1.1 Instantaneous Floquet states
For carrying through this program in detail, we first switch from the time  to the phase '
as the independent variable. This is always possible, since 'ﬀ! is strictly monotonically
increasing. Writing   '  ,
-
 '  and    ' * instead of  !  ' * ,
-
  ' * and   ! ('* , the
Schro¨dinger equation becomes


-
('
d
d '   ('  () ﬁ
ﬃ
 ' #"*$ %  ' *   (' 
Next, we collect the pulse parameters in a formal vector 
,



-
 . Keeping  fixed,
instead of considering pulses   ' , each particular choice of  then yields an instantaneous
scaled Hamiltonian

 '
,
) ﬁ
ﬃ 
"*$ %  ' 


-
 (5.4)
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which satisfies

 ' 

 '  .
As a consequence of going from  to ' , the scaled Hamiltonian is always  -periodic,
whereas the instantaneous period of the original Hamiltonian (5.1) varies when the frequency
is chirped.
The Floquet theorem now provides [106, 123] for each fixed  a set of Floquet states
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with quasienergies


 and functions     ' * that inherit the  -periodicity of    ' ,
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

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We briefly recollect some properties of the Floquet states that will be indispensable in the
following [21]. Since each such state solves the time-dependent Schro¨dinger equation with
the fixed-parameter Hamiltonian    ' , i.e.,
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one immediately gets
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These are eigenvalue equations for quasienergies and Floquet functions at the respective
parameters  , posed in an extended Hilbert space consisting of  -periodic functions [103].
This Hilbert space is naturally equipped with the scalar product
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where
ﬀ


 denotes the usual scalar product in the space spanned by the eigenstates of   .
An important point to be noted here is the Brillouin-zone structure of the solutions to these
eigenvalue problems (5.7): If   ﬁ  ' * is an eigenfunction with quasienergy
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ﬁ , then also
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
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 "!
 is an eigenfunction, with quasienergy 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-
. The requirement that the
eigenfunctions are  -periodic restricts # to (positive or negative) integer numbers. How-
ever, all eigenfunctions that can be obtained by multiplying a given   ﬁ  ' * by a factor ﬂ  "!
belong to the same Floquet state, since obviously
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Hence, the index   that labels the solutions to the eigenvalue problem (5.7) has to be under-
stood as a double-index:
  !)# +   
  
 
# #
   
with  counting the
 
Floquet states to the  -periodic   -level Hamiltonian (5.4), and # ac-
counting for the 	
 

-
-multiplicity of the quasienergies that is introduced by factorising
a Floquet state (5.5) into a  -periodic eigenfunction to the problem (5.7) and an exponen-
tial. In other words, there is a whole class of eigensolutions to (5.7), labelled by  , that
corresponds to a single physical Floquet state; the individual members of this class are dis-
tinguished by the second quantum number # . Correspondingly, the quasienergy of a Floquet
state is determined only up to an integer multiple of 
-
.
This observation gives rise to two different notions of completeness, both of which will
become important in the following. On the one hand, the   linearly independent Floquet
states are complete, at each instant ' , in the
 
-dimensional Hilbert space spanned by the
eigenstates of   ,
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Hence, each solution    ' to the fixed-parameter Schro¨dinger equation (5.6) can be ex-
panded, with ' -independent coefficients  ﬁ , according to
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ﬁ

ﬁ



ﬁ
('*& 
	'

 

ﬁ


-
'   (5.9)
where we have used the index  as a shorthand for  )  , indicating that only one repre-
sentative from each class of eigensolutions to (5.7) is needed here. On the other hand, all
solutions to (5.7) are required for the completeness relation in the extended Hilbert space,
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where $

(' denotes the  -periodic $ -function.
5.1.2 The adiabatic principle
The fact that the expansion coefficients  ﬁ in equation (5.9) are ' – (i.e., time–) independent
underlies the usefulness of the Floquet states for the analysis of the dynamics induced by
a strictly time-periodic Hamiltonian. When expanding the same wave function (5.9) with
respect to the eigenstates of   , the expansion coefficients vary with time in a complicated
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manner. In contrast, once the Floquet states have been computed, and the initial wave func-
tion has been expanded in the Floquet basis, the wave function (5.9) is known for all times.
However, we are not primarily interested in the dynamics governed by a  -periodic Hamil-
tonian


 '  , but rather in the solutions to the Schro¨dinger equation (5.3) with the “slowly”
varying Hamiltonian !  

-
!


ﬂ !ﬂ  ! !
(')* , where the curve   '  in parameter space
specifies the laser pulse. To connect this pulse problem to the set of all Floquet eigenvalue
problems that emerge by “freezing”  (' at some instantaneous value, we introduce a fur-
ther phase variable  , formally independent of ' , and construct an “extended” Hamiltonian


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(' :

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 

which has the important properties that it is  -periodic in ' for each fixed  , and that chang-
ing  accounts for the parameter variation during the pulse.
Next, we introduce a wave function   '  * which equals the physical wave function    ' *
on the diagonal   ' [59, 60],
 ('  ' *    ('.
The Schro¨dinger equation with moving parameters,

d
d '    ' *

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then translates into
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Requiring the validity of this equation even for  ' , one obtains the evolution equation [14,
15]





  '  *  '     '  *. (5.11)
where we have introduced the operator
  '  
,

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'
 (5.12)
This evolution equation distinguishes the short time scale   
-
, associated with ' , from
the comparatively long time scale that characterises the change of the pulse parameters  ,
associated with  . We remark that also the so-called !



ﬀ
 method, which has been designed
for the numerical solution of the Schro¨dinger equation [94], makes similar use of two time
variables.
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We are now in a position to apply the adiabatic theorem of quantum mechanics [13, 17, 67,
89] to this equation (5.11). To this end, we first have to find the eigenstates and eigenvalues
of the operator  ('   for each fixed parameter combination  that lies on the curve    .
This means nothing but solving all the eigenvalue problems (5.7), i.e., determining the in-
stantaneous Floquet states. We require that these states be properly normalised with respect
to the scalar product (5.8). This requirement still leaves the phases of the instantaneous Flo-
quet states unspecified at each  . We fix these phases, up to an overall phase for each state,
by demanding



ﬂ  !

 



ﬂ  !

 

     (5.13)
This is where the change from the original time variable  to the phase ' becomes cru-
cial. When working with  , one encounters extended Hilbert spaces spanned by the sets

  ﬂ
   
, which means that a frequency chirp affects the basis vectors. In contrast, when
working with ' , there is just a single extended Hilbert space spanned by     ﬂ   !	 , and the
requirement (5.13) — paralleling directly the fixing of the instantaneous eigenstates’ phases
in the familiar formulations of the adiabatic theorem [13, 17, 67, 89] — corresponds to par-
allel transport [110] in this extended space. Moreover, we stipulate that different Floquet
eigenfunctions belonging to the same Floquet state (i.e., eigenfunctions labelled by the same
index  , but different # ), differ merely by the phase factor ﬂ   ! , thus excluding an addi-
tional constant phase. It is then clear that all members of a class of Floquet functions respect
equation (5.13), if one does.
For convenience, we now set ')   . The adiabatic theorem [13, 17, 67, 89], applied to
the evolution equation (5.11), then states that given an initial function
 ('    *
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this function will evolve with  according to
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in the adiabatic limit of “infinitely slow” parameter variation, so that the expansion coeffi-
cients 
  remain constant, provided the instantaneous quasienergies


 remain nondegen-
erate along the path    . Note that this application of the adiabatic theorem involves all
solutions to the eigenvalue equation (5.7), as expressed by the appearance of the double
index   .
In order to exploit this adiabatic principle for the solution of the original Schro¨dinger equa-
tion (5.3) that one is actually interested in, we first have to “lift” the initial state
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to the extended Hilbert space. This procedure is not unique: All functions
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correspond to    ' * , if only
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for  
 
 
. Therefore, it has to be guaranteed that the final wave function    ' *
that results from lifting the initial state, adiabatically transporting in the extended Hilbert
space, and back-projecting by setting   '  , does not depend on the particular choice of the
coefficients 
 ﬂ ﬁ   ! , provided they comply with (5.16). But this can easily be seen: Resolving
the double index   , the transported wave function (5.15) becomes
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After projection, this gives the unique adiabatic approximation
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to the Schro¨dinger wave function, using equation (5.16) and again writing  for !)  . The
simplicity of this consistency check rests once more on the use of the variable ' instead of  .
5.2 Adiabatic perturbation theory for Floquet states
The tool for understanding the deviations from strictly adiabatic motion that will necessarily
emerge when the pulse parameters do not vary “infinitely slowly” is time-dependent pertur-
bation theory in the adiabatic basis. We split the treatment into three parts, and consider
deviations that occur during the pulse, when there are no near-degeneracies of instantaneous
quasienergies, deviations that stem from the way the pulse is switched on and off and remain
visible at the end of the pulse, and Landau-Zener transitions of Floquet states at avoided
crossings of quasienergies.
5.2.1 Transition probabilities during the pulse
We assume that at the beginning of the pulse (when the pulse’s amplitude still vanishes, so
that the Floquet states coincide with the eigenstates of the unperturbed Hamiltonian   ) only
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a single eigenstate of   is populated,
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lift this wave function to the extended Hilbert space,
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and consider the exact wave function
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(5.17)
that evolves from this initial state under the influence of the pulse. Note that we have done
the lifting, without loss of generality, by going from  ﬁ    $ ﬁ   to 

ﬂ
ﬁ 
 !    $
ﬁ  
$&
 

(i.e., we have not spread the initial amplitude over more than one mode belonging to the
Floquet state 	
 ), but that, nonetheless, all indices   are needed in the expansion (5.17),
since we now rely on the completeness (5.10) in the extended Hilbert space.
The expansion coefficients then obey the infinite system of equations
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where we have used the symbol


 to indicate the derivative with respect to the evolution
variable  , and the double brackets indicate the scalar product (5.8). First-order perturbation
theory amounts to replacing 
    by the initial values 
 ﬂ ﬁ   !   $ ﬁ   $    , hence
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for     
  . This integral, with its fast-oscillating integrand, is difficult to evaluate as it
stands, but successive partial integrations yield a systematic expansion in powers of 
 [22,
24, 61]. The first such step results in
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(5.20)
Upon further partial integration, the remaining integral then produces terms proportional to



and another integral, and so on. However, since the expression (5.20) has been obtained
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within first-order perturbation theory from equation (5.18), only the      -term is consistent
here; computing higher-order terms requires higher-order perturbation theory right from the
outset.
Within the first-order approximation, we therefore keep only the    

 -term in equa-
tion (5.20). For calculating the amplitudes  ﬁ (' in the expansion
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and hence the occupation probabilities   ﬁ (' 

of the instantaneous Floquet states during the
pulse, subject to the initial condition  ﬁ   .$ ﬁ   , we have to return to the physical Hilbert
space by setting   ' , and to sum over all the modes that make up the  -th Floquet state.
Assuming that there is no contribution from    (which is the case, e.g., if the envelope
function    is continuously differentiable at   , see following subsection), we find
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(5.21)
for   
 . Hence, even when tracked in the adiabatic basis, the instantaneous occupa-
tion probabilities exhibit oscillations that result from the periodic driving. At this point the
Brillouin-zone structure of the eigenvalue problem (5.7), which remained invisible as long
as the parameters were kept fixed, manifests itself: It is the interference of different modes
belonging to the same Floquet state that is responsible for the oscillations of the transition
probabilities.
To see what this means in practice, we consider a pulsed two-level system with separation

between the unperturbed energy levels:



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
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
 (5.22)
where  and 	 denote the usual Pauli matrices; ﬃ 
  ﬁﬃ is the dipole operator. We set
')
-
 , i.e., we keep the frequency
-
fixed, and study the response to pulses of the form

!

"$&%

	

 
 (5.23)
for        
   . Figure 5.1 shows the quasienergies for

 


-
 
   as functions of the instantaneous field strength  . There is an avoided crossing at
ﬃ 
 


-
ﬁﬀ 
 ﬃﬂﬂ , where the two levels are ac-Stark-shifted into a three-photon resonance.
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Figure 5.1: Quasienergies for the two-level system (5.22) with fixed frequency
-
, and

 


-
     .
We stay clear of this resonance by choosing ﬃ     

-
  #

. The full line in the
upper panel of figure 5.2 then shows the transition probability  

! 

obtained by nu-
merically solving the Schro¨dinger equation for a pulse with a length of merely 20 cycles,
 
   

 
-ﬂ,
    ; the initial condition was  ﬁ    $ ﬁ   . As expected from equa-
tion (5.21), the probability oscillates with period     . The lower panel depicts the absolute
squares of the dominant expansion coefficients 

ﬂ

 
 !
! in the extended Hilbert space as ob-
tained from the      -term in equation (5.20); the dashed line in the upper panel — almost
indistinguishable from the full line — shows what results from their coherent summation
according to equation (5.21). Obviously, first-order adiabatic perturbation theory captures
the exact transition probabilities very well, even though the pulse is by no means long, that
is, the envelope  ! is not really slowly varying: it reaches its maximum amplitude already
after 10 cycles. It is also interesting to see that the only significant deviation of the perturba-
tive result from the exact one occurs in the middle of the pulse. This is due to the fact that
the first derivative of the envelope function vanishes here, so that the result of the first-order
calculation vanishes too (see equation (5.25) below); correcting this shortcoming requires a
higher-order calculation.
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Figure 5.2: Upper panel: Numerically computed exact transition probability  

! 

(full
line) for a two-level system (5.22) subjected to a pulse (5.23) with constant frequency
-
;
parameters are
 
 


-
     ,
ﬃ  
 


-
  #

, and     


-,
    . The
dashed line results from first-oder perturbation theory; see equation (5.21). Lower panel:
Dominant modes 

ﬂ

 
 !
! for the expansion (5.17) in the extended Hilbert space.
5.2.2 Nonsmoothness at the pulse ends
We now focus on deviations from adiabaticity that are caused by some nonsmoothness at the
beginning or end of the pulse. An example for this is provided already by the envelope (5.23):
when continued by  
,
 for    and     , it is once, but not twice, continuously
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differentiable at the pulse ends. Consequences of such a roughness have been studied by
Garrido and Sancho [33] and Sancho [104] in the context of merely parametrically time-
dependent quantum systems, without periodic forcing.
Let us assume that the first  



 derivatives of the envelope function    vanish at the pulse
ends, and that  ﬂ  !      and/or  ﬂ !  


   . Switching again to the variable ' , with
')!  and ') '  , and starting from the first-order approximation (5.19), the leading
contribution to the transition amplitude is obtained after integrating   times by parts:
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for    
   . Next, we use the identity
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At the pulse ends    and     we have  
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  , where   and

ﬁ denote the eigenstates and eigen-
values of   , respectively. The real numbers  ﬁ are geometrical Berry phases [8], resulting
from the parallel transport (5.13). Hence,
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for     one also gets a Berry phase factor ﬂ  ﬂ   ! . Since the sinusoidal driving described
by the quasienergy operator  connects only neighbouring modes, i.e., modes differing in #
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by 
 , the final transition probabilities   ﬁ  ' 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This formula has a transparent structure: Each of the two modes contributing to the final
transition probability picks up contributions originating from the nonsmoothness at both the
beginning and at the end of the pulse; the latter are accompanied by the dynamical and ge-
ometrical phases that result from evolving the wave function over the whole pulse. The
dynamical phases are determined by the quasienergies, reflecting adiabatic transport of Flo-
quet states during the pulse; the geometrical phases express the possible anholonomy of this
transport [8, 110].
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Figure 5.3: Comparison of the perturbative prediction (5.27) for the final transition proba-
bility  

  * 

in a pulsed two-level system (5.22) (dashed) with exact numerical data
(full line), for pulses no longer than merely 4 cycles     
-
. The frequency
-
is kept
constant; the pulse shape is given by equation (5.23). Parameters are    
-
  #  and
ﬃ 
#


-
    
 .
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Figure 5.3 shows a comparison of the perturbative result (5.27) with exact numerical data,
again for the two-level system (5.22) with the envelope function (5.23) and constant fre-
quency
-
, so that     . In this case the geometrical phases vanish. We now have chosen
ﬃ 
#


-
    
 and

#


-
 #  . The analytical approximation to  

  
 

starts
to agree very well with the exact data already for pulses which are merely two cycles long,
which again underlines the usefulness of adiabatic Floquet state perturbation theory even for
really short pulses.
Evidently, the total nonadiabatic loss of probability from the initially populated state   

that is caused by the nonsmoothness at the onset of the pulse is given by
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(5.28)
Thus, if the turn-on of the pulse is somewhat rough, a certain amount of probability is lost
for the intended adiabatic transfer right from the beginning. We will return to this expres-
sion (5.28) in the following section, where we analyse pulse dynamics with the help of su-
peradiabatic techniques.
5.2.3 Landau-Zener transitions among Floquet states
Near-degeneracies of instantaneous quasienergies during the pulse are of particular interest,
since they lead to comparatively simple and robust strategies for controlling the outcome of
the pulse by suitably adjusting its parameters.
We consider an avoided crossing between the quasienergy  
ﬂ
  
 !
originating from the energy
of the initially occupied state, and some other quasienergy   . More specifically, we assume
that the variation of the instantaneous quasienergies as seen by the system in the course of
time is of the Landau-Zener form [80, 124],
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so that an avoided quasienergy crossing of width $  is encountered at     ; we are free
to set   # . Within the first-order approximation (5.19), the amplitude of the anticrossing
state after the passage of the avoided crossing is then given by
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apart from an irrelevant phase factor. Now we can adopt standard arguments [10, 22]: Intro-
ducing the variable
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the complex degeneracy point  
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and the expression (5.29) can be brought into the universal form [10, 22]
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Closing the contour of integration by an infinitely large semi-circle in the lower half of the
complex   -plane immediately gives
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The prefactor  ﬂ ﬀ 
    appearing in the present first-order analysis is changed to unity
when the perturbation series is summed to all orders [10, 22, 27], so that the correct proba-
bility for a Landau-Zener transition among the anticrossing Floquet states becomes
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The remarkable point here is that we are treating Landau-Zener transitions in systems of
the type (5.1) that vary both parametrically and periodically in time, that is, we have what
is conventionally termed “multiphoton transitions” among Floquet states, but the use of the
evolution equation (5.11), which underlies the expression (5.29), has allowed us to reduce
this problem entirely to the usual analysis for Landau-Zener transitions among energy eigen-
states. To demonstrate the accuracy of our arguments, we resort once more to the forced
two-level system (5.22), keep the field strength fixed at ﬃ # 
-
 

 

, and consider a
linear frequency chirp
-
 
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 









-



-
 (5.31)
between times   and  , with

 


-
!  

and

 


-
  
 

     
. Thus, we are
chirping over a five-photon resonance. In figure 5.4 we depict the corresponding instanta-
neous quasienergies, shifted by




-
  for graphical convenience.
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Figure 5.4: Instantaneous quasienergies (full lines) for the driven two-level system (5.22)
with fixed amplitude ﬃ # 
-
! 

 

. The reference frequency
-
 is given by

 


-
    


, so that the avoided crossing corresponds to a five-photon resonance.
The width of the avoided crossing is $
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; the total diabatic quasienergy vari-
ation for
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
  is
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 
. The asymptotes confirm that the five-photon
transition induced by a linear frequency chirp is of the Landau-Zener type.
Choosing the initial frequency
-
 as the reference frequency, and assuming that  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 , the Landau-Zener formula (5.30) can be written in the form
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is the diabatic quasienergy variation between times 
 and  , so that    
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 in equation (5.30). From the data underlying figure 5.4 one determines
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On the other hand, we have solved the time-dependent Schro¨dinger equation for the chirped
two-level system by direct numerical integration in order to determine the Landau-Zener
transition probabilities without approximation; the resulting data shown in figure 5.5 give

%






# 
 

. The striking agreement with the theoretical expectation confirms that
the reduction of the original Floquet-type transition problem to the usual Landau-Zener pro-
blem, which relies crucially on the evolution equation (5.11) in the extended Hilbert space,
correctly captures the physics of chirp-induced multiphoton transitions.
5.3 Superadiabatic Floquet dynamics
To characterise the degree of adiabaticity when the laser pulses are short, we now replace
the evolution variable  in equation (5.11) by    , and stipulate that  varies between  and
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Figure 5.5: Landau-Zener transition probabilities for the two-level system (5.22) with fixed
amplitude ﬃ # 
-
!

 

and linear frequency chirp (5.31), corresponding to the avoided
quasienergy crossing displayed in figure 5.4. The data were obtained from numerical solu-
tions of the time-dependent Schro¨dinger equation for chirps with duration  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 .
The slope of the straight line is

%
 





# 
 

.

 during the pulse, so that approaching the adiabatic limit means taking the dimensionless
adiabaticity parameter  to zero. The evolution equation (5.11) then takes the form


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  ' 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   ('      ' 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  (5.32)
with  ('   * and   '    as shorthand notation for  ('    #* ,  ('    # . As a conse-
quence, the transition amplitudes considered in sections 5.2.1 and 5.2.2 become proportional
to powers of  , whereas the Landau-Zener transition probability studied in section 5.2.3 is of
the order    & 



%#"

  #* . The guiding idea behind superadiabatic approaches to quan-
tum dynamics [10, 23, 27, 66] is to provide a series of successive unitary transformations to
new frames of reference that are better adapted to the actual “fast” evolution than the adi-
abatic basis, such that in these new bases the contributions to the transition amplitude that
are merely proportional to powers of  are removed. A very transparent formulation of this
idea has been given by Berry [10] for parametrically time-dependent quantum systems. In
this section we generalise his approach to laser-driven systems (5.1), and show that super-
adiabatic transformations furnish a diagnostic tool for optimising laser pulses.
To this end, we try to represent the exact solution to equation (5.32) that emerges from the
initial condition


 '  * 


ﬂ  !

('*
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by the power series
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where the functions   ﬂ
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 '   are linear combinations of the instantaneous Floquet func-
tions:
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with initial conditions
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Inserting the ansatz (5.33) into the evolution equation (5.32) and comparing coefficients of
equal powers of  , we obtain the recursive relations
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which are direct analogs of the corresponding relations for systems with merely a simple
parametric time-dependence [27]. They allow us to determine the coefficients  ﬂ  !     re-
quired in equation (5.34), and hence the wave functions (5.33).
The desired sequence of superadiabatic bases

 
ﬂ !
ﬁ
 '
 (   # 
+ ) for monitor-
ing the solutions to the original Schro¨dinger equation (5.3) is obtained by truncating the
series (5.33) at    , and then returning to the physical Hilbert space by equating    ' :
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Because of equation (5.35), the zeroth superadiabatic basis (    ) coincides with the adia-
batic basis itself.
Right from the outset, it is clear that the ansatz (5.33) will, in general, be divergent: It is
merely a power series in  and thus cannot account for the Landau-Zener-type contributions
to the transition amplitude, since these are “beyond all orders in  ”. However, the series is
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asymptotic [10]. Truncating at an optimal   , and expanding the Schro¨dinger wave function
   ' * in that particular basis

 
ﬂ  !
ﬁ
('*

, means disentangling the power-series contri-
butions to the transition amplitude from the actually important Landau-Zener-type contribu-
tions, which then adopt a universal form [10]. In this way one isolates the essentials of the
transition dynamics.
To explore how this works for laser-pulsed systems, we return to the two-level Hamilto-
nian (5.22) with pulse envelope (5.23) and fixed frequency
-
. As in the situation studied in
figure 5.2, we set

 


-
     and consider a pulse with a length of merely   cycles, but
now the peak field strength is ﬃ     
-
  
 , so that the avoided quasienergy crossing
seen in figure 5.1 is passed twice in the course of the pulse. Figure 5.6 shows the projection
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Figure 5.6: Squared projection of the Schro¨dinger wave function   ! evolving from
the initial bare state  
  under the influence of a pulse (5.23) with constant frequency
-
onto the zeroth-order superadiabatic basis vector  

ﬂ   !

* (full line), and onto the second-
order superadiabatic basis vector   ﬂ

!

! (dashed). Parameters are     
-
     and
ﬃ 
#


-
  
 
 , so that the avoided crossing seen in figure 5.1 is passed twice during the
pulse; the pulse length is        .
of the numerically computed solution   * to the Schro¨dinger equation (with bare state
 
  as initial condition) onto the instantaneous adiabatic Floquet function    ﬂ   !

* and onto
the second-order superadiabatic basis vector   ﬂ

!

!* . A characteristic difference becomes
visible at the beginning of the pulse: When measured in the adiabatic basis, the transition
probability starts at zero and reaches about 
  after a few cycles. In contrast, with respect
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to the second-order superadiabatic basis the probability remains initially constant at the value
 

 




 
. This is almost exactly equal to the value  

    

 

 





  predicted by
equation (5.28) as the nonadiabatic population loss due to the nonsmoothness of the pulse
envelope at the beginning: Since the envelope is only once continuously differentiable, we
have     in equation (5.28), so that the transition amplitude is affected to the order    

 .
The second-order superadiabatic basis is constructed such that this defect is taken out of the
dynamics, so that the transition probability, viewed in this basis, initially stays constant at
the value given by equation (5.28). The change of amplitude in the superadiabatic basis is
caused mainly by the two passages through the avoided crossing at  ﬀ      and  ﬀ
       .
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Figure 5.7: As figure 5.6, but for a pulse with the smoother envelope (5.36). The solution
to the Schro¨dinger equation has been projected onto the adiabatic basis vector    ﬂ   !

*
(full line), onto the second-order superadiabatic basis vector   ﬂ

!

! (dashed), and onto the
fourth-order superadiabatic basis vector   ﬂ

!

* (dotted).
When changing the pulse envelope from (5.23) to

!

"$&%

	

 
   ﬂ   
. (5.36)
while keeping the parameters fixed, the initial nonadiabatic amplitude defect becomes pro-
portional to   . It is then the fourth-order superadiabatic basis that best describes the dynam-
ics during the initial stage of the pulse. This is illustrated in figure 5.7, which compares the
transition probability in the adiabatic basis to the probability viewed in the second-order and
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fourth-order superadiabatic bases. Note the change of the ordinate’s scale as compared to the
previous figure: The smoother the onset of the pulse, the less the initial nonadiabatic loss.
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Figure 5.8: Pulse dynamics for the driven two-level system (5.22) with parameters as in
figure 5.6, but for a pulse that is ten times longer,         . The transition probability
is viewed in the adiabatic basis (full line; the black areas stem from oscillations of the type
explained in figure 5.2), in the second-order superadiabatic basis (dashed), and in the tenth-
order superadiabatic basis (dotted).
A striking example for the reduction to the essentials of the dynamics that can be achieved by
superadiabatic transformations is displayed in figure 5.8, where we consider a "$&%

-pulse that
is 10 times longer than the one in figure 5.6; the other parameters remain unchanged. In the
adiabatic basis the final transition probability is reached after overshooting that final value
by many orders of magnitude at the avoided crossings, and with the already familiar oscilla-
tions that stem from the interference of different Floquet modes, as in figure 5.2. Viewed in
higher-order superadiabatic bases, the dynamics become more and more simple. For

 
one still finds oscillations of the transition probability, now caused by the interference of a
“perturbative” and a “nonperturbative” component [27], but the overshooting is already sub-
stantially diminished. For

 
 the transition dynamics reduces to a mere sketch: Starting
with the value      
 ﬂ



  determined by the initial roughness of the pulse envelope (for
comparison: equation (5.28) gives  

   

  

 

 



  ), the probability stays con-
stant, apart from the two steps resulting from the passages through the avoided crossing. As
can be deduced from Berry’s theory [10], these steps, which mark the actual Landau-Zener
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induced probability loss, are universally approximated by error-functions.
As a further example for the use of superadiabatic transformations we study a chirp around
the one-photon resonance of the two-level model (5.22). We choose the transition frequency
-
 




as reference frequency, take a "$&%

-envelope (5.23) with length     
   
(where   ) 
-
 ), and chirp the instantaneous frequency according to
-
 
-


-

"
	

 

 (5.37)
from above to below the resonance. Figure 5.9 shows the square of the wave function’s
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Figure 5.9: Dynamics of a chirp over the one-photon resonance of the two-level sys-
tem (5.22). The instantaneous frequency of the "$&%

-shaped pulse is varied according to
equation (5.37), with
-
 
 



and

-

-
  # ﬂ . The maximum field strength is
ﬃ 
#


-
   # ﬂ ; the pulse length is    



-

,

    . The Schro¨dinger
wave function   ! evolving from the initial bare state  
  has been projected onto the bare
state   (dotted), onto the instantaneous Floquet function    ﬂ  !

! (full line), and onto the
third-order superadiabatic basis vector   ﬂ  !

* (dashed).
projection onto the bare state   , onto the adiabatic Floquet function    ﬂ  !

!* , and onto
the third-order superadiabatic basis vector   ﬂ  !

* , for a pulse with ﬃ    

-
   # ﬂ
and

-

-
  # ﬂ . Despite the pulse’s shortness, the chirp effectuates an almost complete
population transfer from  
  to   . This is made possible by the fact that the quasienergy
emerging from the initial state  
  is adiabatically connected to the final state   , as shown
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Figure 5.10: Quasienergies for the two-level system (5.22) corresponding to the chirp studied
in figure 5.9. Note that the quasienergy emerging from the bare state  
  is continuously
connected to    , and vice versa.
in figure 5.10. Hence, a chirped laser pulse can induce a “transition without transition”:
The population can flow to the target state (almost) adiabatically. For the very short pulse
considered here, the actual dynamics is more involved: The full line in figure 5.9, indicating
the transition probability in the adiabatic basis, shows an overshooting of the occupation of



ﬂ  !

!* by about two orders of magnitude over the actual final nonadiabatic population
loss. This is caused by two Landau-Zener-like transitions that occur when the instantaneous
quasienergy levels approach each other slightly, comparable to the situation in figure 5.8.
Unlike the case studied there, the two transition amplitudes do not add constructively, but
destructively, as revealed by the transformation to the third-order superadiabatic basis. It is
only this transformation which shows the actual magnitude of Landau-Zener-induced losses,
and separates them from the loss due to the roughness of the pulse’s edges.
5.4 Sequential ladder climbing vs. multiphoton chirp
The ideas illustrated in the previous sections with the help of the model (5.22) can be ex-
ploited in order to develop strategies for efficient population transfer in multilevel systems.
As a typical example, we consider the forced Morse oscillator



 #

 
 
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with parameters characterising the vibrations of an   molecule: #  
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
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  

 , and  # ﬃﬂ   (all data in atomic units [119]). The undriven Morse
oscillator then has    bound states with energies
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where
-
.
 

 


#
is the frequency of small oscillations in the Morse potential. We restrict ourselves to the
dynamics in the space spanned by the bound states, thereby excluding continuum effects.
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Figure 5.11: Quasienergies  ﬂ ﬁ   ! for the   -Morse oscillator (5.38), for vanishing ampli-
tude  . The numbers correspond to the vibrational quantum number  ; the slope of the lines
is determined by # . For    the level crossings turn into anticrossings. In the case of
sequential ladder climbing studied in figure 5.13, the wave function moves on the upper en-
velope of these lines (from right to left), whereas a multiphoton chirp exploits an individual
anticrossing (with arbitrary chirp direction). The two heavy segments of the lines with   
and    indicate the five-photon resonance utilised in figure 5.16.
For   , the quasienergies  ﬂ ﬁ   ! are related to the energies
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Hence, plotting quasienergies vs. frequency yields a web of straight lines, as in figure 5.11.
For    the level crossings seen in this figure, indicating multiphoton resonances, turn
into anticrossings, thus providing several alternative routes for adiabatic transfer schemes.
For instance, if we start with the vibrational ground state    and seek to populate the fifth
excited state    , we may choose to move on the upper envelope of the levels in figure 5.11,
beginning with a frequency
-
 that is higher than the first transition frequency 





 	


,
increase the field amplitude, gradually lower the frequency and successively pass the single-
photon resonances
-
 

ﬁ





ﬁ



for   #    as adiabatically as possible, and
finally lower the amplitude back to zero at some frequency 
 



	


 
-
   





	


.
In this way, we successively climb the rungs of the vibrational ladder: On the individual line
segments of the upper envelope in figure 5.11, the adiabatic Floquet state is closely associated
with the respective Morse eigenstate.
While this scenario is well known in principle [2, 43], there is the pertinent question how
to design the field amplitude   in order to accomplish the intended population transfer
with as little loss as possible. A reasonable guideline for this purpose is varying the pulse
parameters such that the difference

 between the quasienergy of the transfer state and its
nearest neighbour stays roughly constant during the pulse. In figure 5.12 we encode this
difference in terms of shades of grey; black areas correspond to near-degeneracies that are
to be circumvented. Based on this plot, we choose the pulse as indicated by the heavy line,
corresponding to a cosine frequency chirp (5.37) and an envelope parametrised (somewhat
arbitrarily) as

!
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for  ﬂ   
 . We take an asymmetry parameter      and set  . # #
 a.u.,
-

-
.
#
 
 , and

-

-
   


, so that the frequency is chirped from
-
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-
  , cf. figure 5.11. The upper
panel of figure 5.13 then shows the population of the bare Morse eigenstates during such a
pulse with length      


-
 ; the climbing of the vibrational ladder from   to
   is quite apparent. However, the probability of a transition from the adiabatically moving
Floquet state to its nearest neighbour, depicted in the lower panel, shows that the naively
assumed mechanism — the adiabatic passage through five avoided crossings, corresponding
to five single-photon resonances — does not quite match the reality. There are seven, not
five, Landau-Zener-like overshootings, corresponding to fine details of the behaviour of


during the pulse (middle panel). The most interesting detail revealed by the lower panel is
that the overall population loss one is left with after the pulse, about 
 

, is born only on the
very final stage of the pulse. Steering the pulse’s path finally between the resonances
-







	


and
-
 
 





 (cf. figure 5.12) requires particular care, since here the
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Figure 5.12: Greyscale plot encoding the difference

 between the instantaneous
quasienergy used for successive ladder climbing from    to    and its nearest neighbour.
Black areas correspond to near-degeneracies that are to be circumvented. The heavy line is
the path traversed by the pulse (5.37), (5.40).
quasienergy distances to the next and next-to-nearest neighbours necessarily become quite
small. Reduction of the nonadiabatic loss thus requires optimisation of the pulse especially
at its very end.
For practical purposes, one of the most important issues is the dependence of the transfer
efficiency on the duration of the pulse. This is studied in figure 5.14, again for the sequential
transfer from    to   and pulses with the same path (5.37), (5.40) as before, for pulse
durations up to  ﬃ      . (For orientation: 
      correspond to 9.16 picoseconds.) As
seen in the inset, the total population loss
 


ﬁ

 
ﬁ
  * 

 (5.41)
i.e., the final population of all vibrational states other than the target state    , decreases
exponentially with    as long as     
      ; we find     


for           .
This exponential decrease is to be expected if the loss is dominated by a single Landau-
Zener-type transition. However, for substantially longer pulses the loss increases with    .
This increase can be traced to a number of high-order multiphoton resonances which give
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Figure 5.13: Upper panel: Population of the bare Morse eigenstates during the pulse in-
dicated in figure 5.12, with   	   


-

,
      . One clearly recognises the
climbing of the vibrational ladder from    to   . Middle panel: Difference


between the
quasienergy of the adiabatically moving Floquet state and its nearest (full line) or next-to-
nearest neighbour (dashed) during the pulse. Lower panel: Population of the instantaneous
Floquet state that is the nearest (full line) or next-to-nearest neighbour (dashed) of the adia-
batically moving state, as determined by quasienergy difference. Note that there are seven,
not five, Landau-Zener-like overshootings, as corresponding to the precise variation of

 .
Note further that the overall population loss is induced only at the end of the pulse.
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Figure 5.14: Total population loss (5.41) after sequential transfer from the vibrational ground
state   to the target state   , induced by chirped pulses (5.37), (5.40) with the path indicated
in figure 5.12. Apart from the variation of the pulse length   , all parameters are the same
as in figure 5.13. For          the oscillations are not fully resolved.
rise to tiny anticrossings with the quasienergy of the transfer state. As long as the pulse is
not too long, these anticrossings are traversed practically diabatically, and therefore do not
make themselves felt. For longer pulses, however, their Landau-Zener probabilities become
minutely less than unity, thus directing small portions of population into unwanted chan-
nels [58]. Hence, there is an optimal pulse length that minimises the population loss; in the
present example, it is about        .
As an alternative to the use of successive single-photon resonances, one may also chirp the
frequency around a five-photon resonance in order to achieve the transition from    to   
in a single step. This means exploiting the (anti-)crossing of the lines labelled by    and
   in figure 5.11, so that the total frequency chirp 

-
has to be much smaller than in the
previous case. However, there is a trade-off: the greyscale plot of the quasienergy difference
between the adiabatic state and its nearest neighbour displayed in figure 5.15 indicates that
in order to circumvent the devastating near-degeneracy we now need pulse amplitudes that
are about 4 times higher than the previous one. Choosing a simple "*$ %

-envelope (5.23) with
 
 #   a.u., and a cosine chirp (5.37) with central frequency
-
  




   



exactly on five-photon resonance,

-

-
  # #
  
 , and     

 
-
 , we obtain the
flow of population displayed in figure 5.16. In comparison with its counterpart in figure 5.13,
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Figure 5.15: Greyscale plot visualising the quasienergy difference

 between the adia-
batic state and its nearest neighbour (corresponding to the full line in the middle panel of
figure 5.16) for the five-photon resonance connecting the bare Morse eigenstates    and
   (cf. figure 5.11). The black area marks the near-degeneracy; the heavy line is the path
traversed by the pulse discussed in figure 5.16.
the bare state basis now provides hardly any information about the underlying mechanism,
since the strong-field Floquet states differ substantially from the unperturbed eigenstates. In
contrast, the projection to the adiabatic basis again reveals peaks corresponding to Landau-
Zener dynamics, resulting from the close approaches of neighbouring quasienergies shown in
the middle panel. Interestingly, there are two such peaks, instead of the naively expected one.
As opposed to the sequential mechanism considered before, a similar population transfer can
also be induced by chirping the frequency from red to blue over the multiphoton resonance
(that is, by changing the sign of 
-
), since one now has effectively two-level dynamics.
5.5 An application to the STIRAP process
The key principle behind population transfer by frequency chirping is to provide a quasi-
energy level continuously connecting the initial and the target state, as exemplified in fig-
ure 5.10. The same idea can also be realised in a different manner, namely, by exposing the
system  to two laser pulses with different, but fixed carrier frequencies
-
 and
-

. Instead
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Figure 5.16: Population transfer induced by the pulse indicated in figure 5.15, for    
  

 
-
 . Upper panel: Population of the bare Morse eigenstates. Middle panel: Differ-
ence

 between the quasienergy of the adiabatically moving Floquet state and its nearest
(full line) or next-to-nearest neighbour (dashed) during the pulse. Lower panel: Population
of the instantaneous Floquet state that is the nearest (full line) or next-to-nearest neighbour
(dashed) of the adiabatically moving state, as determined by quasienergy difference.
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of the Hamiltonian (5.1) one then has
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where   is a phase. If
-
 and
-

are not rationally related, so that  becomes quasiperiodic
when the amplitudes   and 

are kept fixed, one obtains instantaneous quasienergies in the
following way: Instead of the Schro¨dinger wave function   !* , consider a new function
 
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
* with  ! *   ! . Then the fixed-amplitude Schro¨dinger equation becomes
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is periodic in both   and 
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. Hence, the Floquet theorem now suggests solutions of the form
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  , this gives Schro¨dinger wave functions
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with two-colour quasienergies







and quasiperiodic functions    ** . These
states (5.42) now take over the role of the Floquet states [50]. Proceeding as in section 5.1,
one can then formulate an adiabatic principle that dictates their response to changes of the
amplitudes   and 

: As in the case of monochromatic driving, the wave functions evolve
on “quasienergy surfaces”

ﬂ
	 
 
	 ! in a Born-Oppenheimer-like fashion, with deviations from
the ideal adiabatic behaviour that can be calculated systematically by invoking a suitably ex-
tended Hilbert space. There is, however, a mathematical subtlety: The two-colour quasiener-
gies  are defined 	 
 

-
 and 	 
 
-

, so that even an
 
-level system   gives rise to
a dense point spectrum already for vanishing amplitudes. Physically speaking, the resulting
abundance of near-degeneracies counteracts adiabatic motion [58], so that substantially more
care is needed than in the single-frequency case [12].
A paradigmatic example for population transfer steered by two laser pulses is provided by the
STIRAP (“STImulated Raman Adiabatic Passage”) mechanism for a three-level  -system,
in which the initial bare state  
  is connected to the target state ﬂ  only via an intermediate
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state   [19, 44, 78, 105, 108]. Subjecting this system first to a Stokes laser pulse that couples
the initially unoccupied states   and ﬂ , and then to a pump laser pulse coupling the initial
state  
  with   , one gets almost complete population transfer from  
  to ﬂ , provided both
pulses have a sufficient overlap in time. Within the rotating wave approximation, this effect
finds a transparent explanation: There exists a dressed state (an approximate two-colour
Floquet state) that adiabatically connects  
  and ﬂ  , and firing first the Stokes pulse, then
the pump pulse amounts to adiabatically shifting the initial to the target state [79, 117, 118].
However, the use of the rotating wave approximation in conjunction with adiabatic analysis
might not be uncritical, since that approximation implicitly assumes high frequencies, so that
the pulses should consist of many optical cycles, which is not necessarily the case.
In this section, we show that the STIRAP principle can be extended to more complex situa-
tions even without invoking the rotating wave approximation. The proper way to avoid this
approximation is to work with two-colour Floquet states [44]; the efficiency of the popula-
tion transfer in a multilevel system can then be analysed with tools similar to those developed
in section 5.2.
We consider again the   -Morse oscillator (5.38) of the preceding section, and demonstrate
STIRAP-like population transfer from the initial vibrational ground state    to the sixth
excited state    by means of two three-photon resonances: The first pulse has the frequency
-

 
 



  	  ﬂ


 ; the frequency of the second is
-

 

 



 	  ﬂ


 ; they are
applied in the usual counterintuitive order. Both pulses have a "*$&%

-envelope, and the same
length   , with separation

 between the moments of maximum intensity. The maximum
strength of the first pulse is       #    a.u., that of the second is    

 #  

a.u.;
the pulse separation is chosen as

    #ﬃﬂ
 
.
Figure 5.17 shows the most relevant instantaneous quasienergies for this configuration. Be-
cause of the particular nature of the unperturbed Morse spectrum (5.39), and taking into
account the   
 

-

– 	



-

-structure of the quasienergy spectrum, initially and finally
all quasienergies adopt one of two values that are separated by 

-


# 
 
 . This multiple
degeneracy is removed when the field amplitudes take on non-zero values, and adiabatic
transfer from    to    is made possible because a representative of the quasienergy originat-
ing from

 , indicated by the heavy line, is continuously connected to
  
. Within the usual
rotating wave-approach to the STIRAP mechanism in a three-level system, the transfer state
is a “dark state”, implying that its quasienergy does not depend on the field amplitudes [79].
This changes when the counterrotating components of the fields are taken into account [44];
also in the present multilevel case the quasienergy of the transfer state exhibits a pronounced
amplitude-dependence.
The efficiency of this STIRAP process as function of the interaction time   ﬀ  
 

 ,
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Figure 5.17: Instantaneous two-colour quasienergies for the   -Morse oscillator driven by
two partially overlapping "$&%

-shaped laser pulses of the same length    , with frequencies
-


 



    ﬂ


 ,
-



 



 	  ﬂ


 , and maximum amplitudes       #    a.u.,
 
 

#  

a.u. The moments of maximum intensity are separated by

   # ﬂ
 
.
The quasienergy that permits adiabatic population transfer from the bare Morse eigenstate
  to 

 is drawn as the heavy line. The total interaction time is      
ﬀ

 . (The
tiny wiggles shown by some of the quasienergies are numerical artifacts.)
for fixed separation ratio

   , is depicted in figure 5.18; the total population loss is
reduced below 


for interaction times longer than about    


-
ﬁﬀ   picoseconds.
The population loss shows the familiar exponential decrease as long as    remains below
  picoseconds, but then vanishes about proportionally to  

 
. This breakdown of the expo-
nential behaviour should be contrasted with the breakdown of the Dykhne-Davis-Pechukas
formula [22] that has recently been discussed for STIRAP systems [117, 118]. The latter
stems from the initial and final degeneracy of the quasienergies and emerges even for per-
fectly smooth pulse envelopes [27], whereas the present   
  
-decay can be traced to the
roughness of our "$&%

-envelopes. This roughness results, in the language of section 5.3, in a
nonadiabatic population loss proportional to  



 

, with the dimensionless adiabaticity
parameter  being proportional to the inverse pulse length.
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Figure 5.18: Total population loss   
 
ﬁ 
 
         

(full line) for the STIRAP configu-
ration described in figure 5.17. For interaction times     less than 50 picoseconds the loss
is well described by an exponential decrease, whereas for longer pulses the loss decreases
approximately as  

  
, as indicated by the dashed lines.
5.6 Discussion
The set of the instantaneous Floquet states provides the adiabatic basis for laser-pulsed   -
level quantum systems (5.1). The investigation of the interaction with short laser pulses,
however, necessitates to leave the adiabatic limit and to estimate nonadiabatic transition
probabilities. This has been achieved in section 5.2 by applying perturbation theory to the
Floquet states, after going from the original time-dependent Schro¨dinger equation (5.3) to
the evolution equation (5.11) in the extended Hilbert space. From a technical viewpoint, this
equation exploits the separation of the “fast” time scale   
-
and the “slow” time scale
characterising the change of the pulse’s envelope or frequency [14, 15]. The use of the laser
phase ' in this equation (5.11), instead of the time  , is mandatory when the frequency
-
!
is not constant during the pulse: This is what then allows us to formulate the adiabatic prin-
ciple for Floquet states in close analogy to its counterpart for adiabatically moving energy
eigenstates.
When working in the extended Hilbert space, one can apply standard perturbational tech-
niques; the Fourier modes of a Floquet state are treated like individual states. Although the
process of lifting to the extended space is not unique, one always arrives at unique expres-
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sions for nonadiabatic transition probabilities, since the ambiguity is removed upon project-
ing back to the physical space. This back-projection also reveals a peculiarity of laser-pulsed
systems: The occupation probabilities of the instantaneous Floquet states exhibit oscillations
that result from the interference of several modes, as expressed by equation (5.21). It should
be emphasised that adiabatic Floquet state perturbation theory, set up in the way described
above, cures a shortcoming of the often employed rotating wave approximation. That ap-
proximation requires high laser frequencies, and thus presupposes that many laser cycles fall
into an interval during which the pulse parameters change significantly, which is at odds with
short pulse durations.
The adiabatic basis, adapted to hypothetical pulses with “infinitely slowly” changing param-
eters, is not satisfactory for monitoring the transition dynamics induced by short pulses. As
seen in figure 5.8, in the vicinity of a multiphoton resonance there is a temporary excursion
of population away from the adiabatic state; the temporary population loss can exceed the
actual final nonadiabatic loss by orders of magnitude. In contrast, the use of superadiabatic
Floquet bases eliminates such spurious excursions and allows one to keep track of the actual
losses. Again working in the extended Hilbert space, these superadiabatic bases have been
constructed in section 5.3 by transferring Berry’s ideas [10] to laser-pulsed systems (5.1).
Even if one is not interested in the fine details of quantum transition dynamics, but merely
wishes to design laser pulses that effectuate population transfer from an initial state to some
target state, the Floquet picture yields robust pulse strategies, and physical understanding,
by merely inspecting the instantaneous quasienergy spectra, without the need to invoke so-
phisticated optimisation routines. This has been demonstrated in section 5.4 by setting up
two chirped pulses for a Morse ladder system, obeying the rule to circumvent quasienergetic
near-degeneracies. The final example considered in section 5.5, a STIRAP-like multiphoton
process in a multilevel system, indicates how the investigation of adiabatic Floquet dynamics
has to proceed in the two-colour case, including the discussion of nonadiabatic losses.
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Appendix A Phase diagram for a modified Harper model
Harper’s model describes a quantum particle moving on a one-dimensional tight binding
lattice endowed with a potential that is incommensurate with the lattice period. Neighbouring
sites are coupled by constant hopping integrals   and the on-site energies are modulated
with amplitude  , so that the stationary Schro¨dinger equation for the energy eigenvalues 
adopts the form [109, 111] 1
 

		
ﬀﬂﬁ

ﬃ "!
$#%&	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
	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(A.1)
where
	
denotes the particle’s amplitude at the ! -th site. The total number of sites is assumed
to be infinite;  is an irrational and
#
an arbitrary real number.
This seemingly simple model is far from trivial; its properties are still the objective of rather
deep mathematical investigations [64, 95]. The most notable feature of the Harper model is
its self-duality [5, 111]: under the transformation
	+'-,.0/
.213
.547698:
<;=>
3@?BA

)
(A.2)
where C is a wave vector and D the spacing between individual sites, the eigenvalue equa-
tion (A.1) becomes
 
ﬀﬂﬁ

ﬃ" FE

C<D
G/
.



H/
.
I2/
.
&J'

/
.LK
Thus, in reciprocal space  adopts the role of   , and vice versa, but the form of the eigenvalue
equation remains unchanged. With the help of this property one can show that there is a
metal-insulator transition at 
'
 
: the eigenstates of (A.1) are extended for NM   and be-
come exponentially localised for PO   [5, 111]. At the transition point 
'
 
the eigenstates
are critical, i.e., neither extended in the usual sense nor exponentially localised [77, 93], and
the spectrum is a Cantor set with multifractal properties: the eigenvalues, when plotted versus
the incommensurability parameter  , give rise to the famous Hofstadter butterfly [51, 102].
In chapter 3 we proposed a realisation of Harper’s model with ultracold atoms in a bichro-
matic standing light wave. We found, however, that there is an additional term (cf.
1In this appendix we do not use the bracket notation of the previous chapters, not to overload the equations.
110 Appendix A Phase diagram for a modified Harper model
equation(3.32)), namely   ﬀﬁ

ﬃ  !

ﬂ
 #%
, that modifies the hopping integral, so
that the new hopping strength is
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
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(A.3)
For the realisation proposed in chapter 3 the new parameter   would be quite small compared
to the modulation strength  of the on-site energies for an atom-optical realisation of Harper’s
model, and depend on  2. This model could also represent Bloch electrons on a rectangular
lattice [46, 74], where   is the next-nearest-neighbour coupling. In this appendix, however,
we will study the modified Harper model without regard to a particular laboratory realisation,
and treat  and   as independent parameters. Without loss of generality we assume   ,  , and
  to be positive.
It is crucial to note that the modification (A.3) of the hopping integrals does not destroy
self-duality. If  ﬂ is properly replaced by

 
	 
in equation (A.1), the two additional terms
   ﬀﬂﬁ

 ﬃ"  !

ﬂ
 #%&	
appear on the left hand side. Under the duality transforma-
tion (A.2) these two terms become simply   ﬀﬂﬁ

ﬃ"  E

ﬂ

C<D
/
.

: the modulation
of the hopping integrals is the same for the amplitudes
	 
and their duals
/
.
, so that the
eigenvalue equation for the modified Harper model still has the same form in both physical
and reciprocal space.
A further essential tool for the analysis of the modified model is the relation between the
distribution of energy eigenvalues and the localisation range of the eigenstates that had
originally been put forward by Herbert and Jones [49] and was explored further by Thou-
less [112]. For a one-dimensional tight binding lattice with interactions between nearest
neighbours only, the inverse fall-off distance 
4
= of an eigenstate with energy 

is — if it
exists — given by
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in the limit of a large number


+ 
of sites, where
)
is the geometric mean of the hopping
integrals. Hence, we have
) '
 ﬂ for the original Harper model, whereas
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for the modified system.
2In the case of bichromatic standing light waves, : is by a factor of about ;=<?>A@!BDC EGFIHKJMLON smaller than P ,
where E is the depth of the optical potential created by the first (strong) wave, measured in multiples of the
single-photon recoil energy. If we take ERQTS as a typical value, we thus obtain :,JMPUTLWVYX[Z]\]^ .
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For computing the product (A.5) we have to distinguish two different cases. If  

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
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
we set
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. Approximating the irrational number  by a sequence    
of rationals (with   and  relatively prime), and utilising the identity [38]
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one readily derives
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If  


 

M

, a hopping strength (A.3) may vanish. In that case the chain of sites is cut
into disconnected pieces. Because of the irrationality of  , this perfect cut can occur for at
most one particular link of the infinite chain. However, even if we disregard this case there
remains the chance that infinitely many hopping integrals become almost zero; the spatial
frequency of such almost perfect cuts depends on the number-theoretical properties of  . If
we now set
 


 
 '
 ﬀﬂﬁ

, then the term  ﬀﬂﬁ 



appearing on the right hand side of
equation (A.6) has to be replaced by  ﬀﬂﬁ



[38]. However, the possibility that infinitely
many chain links may be arbitrarily weak causes a problem for the convergency of
#*)
. We
circumvent this problem with a view towards physical reality: since truly infinite coherence
lengths are impossible to achieve, the separating effect of very weak links is negligible as
long as the characteristic distance between them remains small compared to the particle’s
coherence length. With this caveat in mind, we find
) '
 

for    O  
K
(A.8)
In order to obtain the geometric mean 
)
for the duality-transformed system, we merely have
to replace   by  :

) '
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K
(A.9)
Now we can apply some standard arguments [111]. Since the sum appearing in equa-
tion (A.4) is the same for both the original and the transformed system, the inverse local-
isation length 
4
= of an eigenstate of the original system is related to the corresponding
inverse length  
4 
= pertaining to the transformed state in a simple way. Moreover, it is easy
to show that if a state is exponentially localised, so that 
4 
=
O , then its duality-transformed
counterpart must be an extended state,  
4 
=
'
 , and vice versa [111]. Hence, there can be
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only one localisation length for each system, i.e., 
4 
= 
 and  
4 
= 
  for all states  , and
we have
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
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It follows that the eigenstates of the modified Harper model must be exponentially localised
if 
)
O
)
, and extended if 
)
M
)
. The expressions (A.7), (A.8), and (A.9) thus lead to
the phase diagram depicted in figure A.1. All states are extended, i.e., we have a metallic
0 1 2
v /  t
0
1
2
 
2w
 / 
t
critical
extended localized
Figure A.1: Phase diagram for the modified Harper model which emerges when the constant
hopping integrals   are replaced by the site-dependent hopping integrals (A.3). The in-
verse fall-off length  of exponentially localised states is given by equation (A.11) below the
dashed line, and by equation (A.12) above.
phase, if both      M

and    M

. The system becomes an insulator with exponentially
localised states when      M

and    O

; the inverse localisation length is then given by
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(A.11)
If      O

and      ML   the system remains an insulator, but the inverse fall-off distance
becomes

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#
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
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(A.12)
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Note that  is continuous if one crosses the line     
' 
while fixing the other parameter

 
at a constant value greater than unity. But, as shown in figure A.2, the dependency of 
on

 
 
exhibits a kink at     
' 
, since  approaches that line from below with diverging
slope. In the remaining region of parameter space, where      O

and      O    ,
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2w / t
0.0
0.5
1.0
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λ
v/t = 2
Figure A.2: Dependency of the inverse localisation length  on the parameter      , for

 
'

. Note the kink at     
' 
, where the system crosses the dashed line drawn in
figure A.1.
we have the identity 
) ' )
: here the states are critical, which means that they cannot be
characterised by a single localisation length [77, 93].
In order to illustrate the differences between the three types of states, and to check the re-
sults (A.11) and (A.12), we solve the time-dependent Schro¨dinger equation
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for three parameter combinations
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isation regime, so that ﬃ
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we are in the regime of critical
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Figure A.3: Time evolution of the standard deviation ﬃ for site-occupation probabilities
of the modified Harper model with  
' 
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and
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 ; the initial condition is
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. for each run. For
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the wave function stays localised,
for
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we find anomalous diffusion, and for


K
)

K 

there is ballistic spreading with
ﬃ increasing proportional to


. In this latter case the ordinates of the data have been scaled
by a factor of

ﬂ

.
states, hence we encounter anomalous diffusion [42, 70, 95]. For


K
)

K 

taken from the
metallic regime we find the usual ballistic spreading, with ﬃ increasing strictly proportional
to


. In this latter case the ordinates of the numerical data displayed in figure A.3 have been
scaled by a factor of



.
Figure A.4 shows the corresponding site-occupation probabilities
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6
at the moment


.
' 
  


 

. For the parameters belonging to the metallic phase the wave function
has spread more or less homogeneously, for critical parameters the distribution over the
sites remotely resembles a Gaussian, and for insulator phase-parameters there is exponential
localisation, to a stunning degree of perfection. In this case we can estimate the inverse
localisation length  directly from the plot: assuming that all eigenstates of equation A.1 are
exponentially localised,
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, a stationary phase approximation applied to
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Figure A.4: Site-occupation probabilities for the modified Harper model at
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cf. figure A.3. Parameters

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 
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
are as in figure A.3 for the heavy lines; the thin line
corresponds to
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the time evolution operator gives
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for large


. . In this way we find   
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for the parameters
 
K
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
, compared to


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K

 
  as predicted by equation (A.11). The wave function depicted by the thin line
in figure A.4 belongs to
=
K 
) 
K


; here we find  

K


from the numerical data and


' 
K



	 from equation (A.12). The perfect agreement in these and other examples that
we have considered confirms our line of reasoning.
To summarise, we have investigated the phase diagram of a modified Harper model with
hopping integrals that are locked to the varying on-site energies. Since the modulation of the
hopping integrals does not destroy the self-duality of the original Harper model, a small mod-
ulation amplitude cannot affect the metal-insulator transition, so that this transition might
become visible in experiments. A particular feature of the modified model is an extended
region in its two-dimensional parameter space corresponding to critical states. It should
thus be an attractive candidate for the further study of spectral and dynamical properties of
quasiperiodic systems.
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Appendix B Numerical implementation of scheme  
The iterative scheme for constructing the superadiabatic bases (4.7) for  -level systems
hinges on the solution of the recursion relations (4.10) and (4.11) for the coefficients 	
 .
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Differentiating J times, one gets
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The further processing of this equation necessitates to compute the derivatives
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we are left with the derivatives
 K

ﬂ


 ! 



"
	

+
#
	.

ﬀ
K
;

? M

N
J
(
7 O
K
6

?
;
WV
M

N
J
$ (
7
(YX
O
K
6

?
6
 V
;

M

N
J
$ (
7
$ ( X
(
O
h



?




 
WV
R
7

 
"




"
	 
N
 K
6

?
6
WV
6

 P
+
#
	.

O
H
Combining these equations gives an algorithm that is well suited for determining the coeffi-
cients L	.
 recursively, starting from the initial conditions (4.9). It requires the instantaneous
eigenvalues
#
"
	 and eigenstates 


	q as input, and reduces the actual calculation, apart from
adding the various sums, to the computation of the matrix elements
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employing this algorithm for stepping from the set of coefficients  
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)
to the coefficients 8-	.
 , the task that remains after having solved equation (B.1) is the solu-
tion of the first-order differential equation (4.11) for the diagonal coefficients  	 	 . This task
is simplified by the fact that the knowledge of the higher derivatives  K -		 can be exploited
for the numerical integration.
Appendix C Prefactor renormalisation in the iterative scheme
In this appendix we sketch how the incorrect prefactor   obtained in the perturbative calcu-
lation of the final Landau-Zener transition amplitude (4.22) is changed towards unity by the
first step of the iterative scheme  . We start from the pole approximation to the nonadiabatic
coupling,
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We now have to evaluate the integral (4.19) for >
@?
and A
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)
, so that the argument
of the exponential is B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d >HG  '&(I >JG  , rather than     , , with  as given by equa-
tion (4.20). However, according to equation (4.14) the iterated eigenvalue  K&( differs from

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 merely by an amount of order , " , so that the difference   K&(1  
	(  , still vanishes
for ,NM O . Hence, we may for small , approximate
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 at least in the exponential,
and then change to the variable  . Closing the contour of integration in the lower complex
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-plane, the residue theorem gives
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Thus, the prefactor reduces from  e+ to  W^_'`  )   . We emphasise that the origin for this
reduction lies in the fact that the poles (C.1) are shifted by amounts of order , with respect
to
9
ﬁﬀ
. This feature is not captured when approximating all  gfh by  L	 , as done in the
derivation of equation (4.26).
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