Bayesian statistical inference applied to reservoir modelling and earthquake scaling by Li, Lun
Bayesian Statistical Inference Applied to 
Reservoir Modelling and Earthquake Scaling 
Lun Li 
Doctor of Philosophy 
University of Edinburgh 
DISI 
To my parents, Hongxian Li and Yuzhi Zhang, my wife Lin, my daughter Mingna, 
my sisters Jin and Wei. 
Abstract 
Predicting the response of a hydrocarbon reservoir to fluid or gas injection as a 
means of enhancing production is one of the current grand challenges to Earth 
Science. The reason the system is difficult to predict accurately is that the Earth 
system is complex, heterogeneous, and responds in a non-linear way to 
anthropogenic perturbations. This thesis is the first to apply the novel concept of a 
parsimonious Statistical Reservoir Model to the accurate prediction of the short-term 
response of a hydrocarbon reservoir to perturbations in effective stress at well sites 
from water injection and hydrocarbon production. The inversion for the Statistical 
Reservoir Model is done by combining multivariate linear regression, a Bayesian 
Information criterion (BIC) for model optimisation, and Bayesian statistical 
modelling, to establish which well pairs have statistically-significant correlations in 
monthly flow rate data. 
The statistical method is tested on real flow rate data from the Gullfaks oil field 
in the North Sea, and independently verified using the output of a physical reservoir 
simulation model with known characteristics. The results clearly show that long-
range correlations of flow rate at well sites are sensitive to both the present-day stress 
field and pre-existing fault structures. Significantly spatio-temporally correlated well 
pairs align with respect to the direction of maximum principal horizontal stress or at 
preferred angles of _300,  implying a response in the directions of incipient tensile or 
shear failure. This confirms that geo-mechanical effects exert a strong control on the 
reservoir response to fluid injection and withdrawal. A principal component analysis 
of the regression matrix reveals structures that can be interpreted as hydraulically 
reactive features, mapping in position and orientation on to the pattern of main faults 
in the field. These results demonstrate that the Statistical Reservoir Model contains 
relevant information on the hydraulic structure and geo-mechanical state of the 
reservoir. It can therefore be applied to improving reservoir description as well as 
improved short-term predictive power. The former will help with longer term 
prediction of reservoir response by conventional physical models, and the latter as an 
independent test of their short-term predictive power. 
The data show long-range correlations in flow rate over distances of up to 10 km 
with an optimal time lag of one month, so the correlations are therefore not solely 
caused by Darcian flow. The correlation function attenuates slowly with distance as 
a power-law of exponent a 0.5, and mean distance between correlated well pairs 
exhibit anomalous diffusion with .  H 0.33. These observations are also seen in 
earthquake triggering data, and are consistent with a geo-mechanical origin based on 
the poro-elastic mechanism operating in a near-critically-stressed crust. The model 
performs well both in 'history-matching' of past data, and in the prediction of flow 
rates not used to constrain the model, within the formal confidence limits established 
by the Bayesian inversion technique. 
Similar applications of BIC and Bayesian techniques are used to search for 
characteristic size effects in the earthquake frequency-size distribution. The results 
indicate that the distinct breaks of scaling can occur in the distribution of seismic 
moment and radiated energy, most likely due to the finite thickness of the 
seismogenic lithosphere. The results also show that both the optimal parametric 
model for large events and the b value for small events can vary significantly within 
the relatively short time span of current global earthquakes catalogues. It is 
important that this variability is accounted for in assessing the uncertainty in seismic-
hazard applications. 
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Chapter 1 
Introduction 
1.1 The Problem Statement 
One of the current grand challenges to Earth Science is to predict the response of a 
hydrocarbon reservoir to fluid or gas injection, primarily as a means of enhancing 
production. The reason the system is difficult to predict accurately is that the Earth 
system is complex, heterogeneous, and responds in a non-linear way to 
anthropogenic perturbations. 
Many of the now mature oilfields in the North Sea sector and worldwide are 
currently undergoing fluid or gas injection to maximise the oil recovery. The 
knowledge of the structural and geomechanical features of a reservoir's response to 
fluid or gas injection is particularly important in: the prediction and/or optimisation 
of the short-term productions from a field; maximisation of oil recovery and 
extension of the useful lifetime of a field; and in future the monitoring of carbon 
dioxide injection sites used to combat global warming. 
Most reservoir forecasts are made using physical models with many degrees of 
freedom. These physical models attempt to model, to a greater or less extent, all of 
the main physical process affecting the complex system. However, they are often 
limited by our understanding of the actual fluid flow processes in reservoir, or our 
ability to make mathematical approximations of them. For example, conventional 
reservoir simulators often fail to account for dynamic geo-mechanical effects and/or 
the time-dependent response induced by changes in stress caused by a drop in pore 
pressure in hydrocarbon reservoirs. These changes can be very complex, and lead to 
a lack of predictability in the practical use of simulators (e.g. early water 
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breakthrough etc.) that consider the reservoir to be static, apart from Darcian 
multiphase fluid flow (Maillot et al. 1999). In particular conventional simulators fail 
to explain long-range correlations in flow rate at well sites, most likely caused by the 
poroelastic effect (Maillot et al. 1999). In addition, most of physical models for 
reservoir forecasts are based on detailed modelling through integrating different 
types of data throughout the life of a reservoir. As a result, physical models can be 
costly in time and resources. 
Alternatively, statistical models are increasingly used in parallel with physical 
modelling to forecast the response of a hydrocarbon reservoir to perturbations in 
effective stress at well sites. These models have the advantage that they can detect 
and take advantage of apparent relationships solely from analysis of the flow rate 
data, are relatively simple to design and straightforward to calibrate and use, don't 
require any reservoir or well parameters, and thus they can potentially make more 
accurate predictions with a quantifiable uncertainty. 
This thesis describes the development of a statistical method for accurately 
predicting the response of a hydrocarbon reservoir to perturbations in effective stress 
at well sites from water or gas injection and hydrocarbon production data. 
The main hypothesis to be tested here is that individual producer wells in an 
oilfield under fluid or gas injection can have a strong sensitivity to individual injector 
wells and that the strongest sensitivities show directionality associated with the 
modem-day stress state, and have a long-range characteristic effect. In particular I 
will examine the extent to which well rate correlations are related to important faults, 
structural features, and stress state in the field. 
1.2 Background 
So far, only a very few attempts have been made to use statistical models to predict 
aspects of the response of hydrocarbon reservoirs to fluid injection and withdrawal, 
based on available injection and production rate data. These statistical models are 
commonly based on Spearman rank order statistics, where the rate time series for 
5 
well pairs is first converted into rank order, and then a correlation between well pairs 
is tested and established. While these models can establish if a correlation exists, 
they cannot be used directly to predict the future flow rate from a producer well of 
interest because they use phase-less ranks rather than the time series directly. 
Heffer et al. (1995) used the Spearman rank correlation technique to examine the 
directionality of the correlation with respect to the maximum horizontal stress field. 
The results showed a striking correlation between the orientation of the connected 
well pairs and the local stress field in all eight test cases, indicating that the statistical 
correlations reflect genuine aspects of the physical response of the reservoir to fluid 
injection and withdrawal (Heffer, 2002). 
The problems in these applications, however, are that most of the interpretations 
of the results have made the assumption that signals of communication through 
reservoir are all hydraulic in nature, without a signal due to the involvement of 
geomechanics coupled to hydraulics. 
In recent years, the Spearman rank correlation technique has been used to 
determine inter-well connectivities and was interpreted assuming Darcian flow. 
Refunjol and Lake (1997) applied the method to identify preferential flow trends in a 
reservoir by integrating tracer response. Similar works by Jansen and Kelkar (1996) 
and Soeriawinata and Kelkar (1999) studied various aspects of application of the 
Spearman rank correlation, for example relating injection wells and their adjacent 
production wells, to identify strong connectivities and potential barriers in the 
reservoir. Jansen and Kelkar (1997a, 1997b) presented a practical technique to 
incorporate the connectivity information between wells, obtained by the Spearman 
rank correlation, into the estimation of intermediate reservoir properties. Albertoni 
& Lake (2002) predicted inter-well connectivity by calculating the total production 
rate at a producer as a weighted linear regression of the injection rate at different 
injectors in the reservoir. 
One of the most direct responses of the Earth to geomechanical stresses is their 
influence on production rates at individual wells. The stress perturbations at well 
sites in a poroelastic material allow geomechanics to have a feedback influence on 
hydrocarbon production and injection rates through changes in the effective stress 
field (Segall 1989; Main et al. 1994; Maillot & Main 1999; Ngwenya et al. 2003; 
Zimmermann & Main 2004). The theory of geomechanics not only predicts a 
reservoir response in the near field, but also at long-range i.e., distances much greater 
than would be predicted by conventional drainage models (Heffer et al. 1995; 
Maillot et al. 1999, Heffer 2002), notably the evidence of surface subsidence (Segall 
1989). This long-range correlation is consistent with that seen independently in 
induced seismicity (Healey et al. 1968; Segall & Fitzgerald 1998; Grasso & Somette 
1998; Marsan et al. 1999, 2000, 2003; Zoback & Zinke 2002; Rutledge et al. 1998, 
2004). Changes in the far-field strain, and hence pressure, are most significant when 
the systems of faults and fractures and the stress field acting on them are in, or close 
to, a state of incipient failure or criticality. In this state the hydraulic properties of 
the reservoir are at their most sensitive to changes in effective stress (Main et al. 
1994; Ngwenya et al. 2003; Maillot & Main 1999; Zimmermann & Main 2004). 
One of the hallmarks of a critical point system is the presence of long-range 
correlations. For example natural earthquake sequences exhibit long-range 
triggering with a correlation length of 10-20 km, and a maximum triggering distance 
of 150 km (Huc & Main 2003; McKemon & Main 2005). Production rate data at 
well sites had also previously shown correlations at lag-time of less than a month 
over distance up to about 20 km, distances far too large to be due to Darcian flow 
between the relevant injector and producer wells (Heffer et al. 1995; Papasouliotis 
2000; Heffer 2002). The results strongly indicate a direct influence of geo-
mechanical stresses on production rates at individual wells. The mechanisms for the 
observed correlations in flow rates between pairs of wells and in the seismicity 
triggered by hydrocarbon production can be explained by Segall's (1989) conceptual 
model and the standard Coulomb failure criterion, combined with a stress —sensitive 
permeability (Main et al. 1994). 
The physical rationale for the existence of long-range correlations is one more 
independent piece of evidence that the Earth's crust is in a near-critical state, and can 
therefore be sensitive to what might otherwise be thought of as very small 
fluctuations (Grasso & Sornette 1998; Stein 1999). 
Therefore, the existence and a plausible mechanism have been established for 
long-range correlation in flow rates between pairs of wells. However, this result has 
not yet been applied to improve reservoir description or to optimise injection strategy 
in predictive mode. The novel concept of a 'Statistical Reservoir Model', developed 
here for the first time, is a complementary technique to traditional reservoir 
modelling. 
The motivation of this investigation comes from an exploratory model by 
Papasouliotis (2000), who approached the problem using a Bayesian technique. The 
Bayesian technique detects which of the apparent correlations (obtained from a 
simpler predictive error model) at well pairs are likely to be significant from a test 
case sample in the middle of the Kuparuk oilfield. The results showed 42 well pairs 
that had apparent high correlations to 12 test-case wells with the linear regression, 
but only 22 were confirmed to be statistically significant by the full Bayesian 
analysis. This indicated that key well pairs had predictive power for a small subset 
of wells in the field. 
In this thesis, I will extend of the method and apply it for the first time to a 
whole oilfield. The novelty here is in the use of a 'targeted' search to find the 
optimal model from a range of possibilities, and to establish the concept of a 
Statistical Reservoir Model. 
1.3 Research Objectives 
The main objective of this research is to develop a statistical methodology to analyse 
and quantify the correlation in flow rate between well pairs in oilfields in order to 
optimise hydrocarbon productivity and improved oil recovery, by providing more 
accurate forecasts of future production rates. The statistical method is tested on real 
flow rate data from the Gullfaks oil field in the North Sea, and independently verified 
using the output of a physical reservoir simulation model with known characteristics. 
In this thesis, the novel concept in the analysis of correlations of flow rates at 
well pairs in the form of a Statistical Reservoir Model is developed. To solve this 
conceptual problem, a predictive error filter is used to minimise the mean prediction 
error between the observed fluid flow rate at the producer of interest and that 
predicted by multivariate regression on a vector of elements comprising the flow 
rates at all producers and injectors at different lag times. The solution for all 
producers is the Statistical Reservoir Model. The inversion for the optimal Statistical 
Reservoir Model is done in two steps. First, a modified Bayesian Information 
Criterion is used to determine the well pairs whose flow rates are significantly 
correlated at different lag times.. This step removes well pairs that do not 
significantly contribute information according to the Ockham's razor - the principle 
of parsimony. Second, Bayesian Dynamic Linear Modelling is used to eliminate a 
lower number of pairs whose optimal regression slope is not significantly different 
from zero. Finally, conventional regression techniques are used to establish the 
model parameters and confidence limits 
In a technical breakthrough, the research solves the complete mathematical 
problem of forecasting time series for well rate data purely statistically, i.e. 
independently of current reservoir modelling practice based on physical fluid flow 
simulation. The concept behind the statistical reservoir model is simple. Given only 
a set of input flow rates at injectors and producers in the past, how can we predict the 
output flow rates at producers in the future? Figure 1.1 shows the concept of a 
statistical reservoir model. The input data is an array of well pressure (flow rate) 
signals, measured in the past up to the present, at well sites in the reservoirs. The 
output data is the pressure response at a given time in the future. The Statistical 
Reservoir Model acts like a 'transfer function' between input and output, in the form 
of a matrix or array of coefficients. The array is sparse because well pairs that do not 
significantly contribute information, a consequence of the noisy and patchy nature of 
much of the oilfield data, are deliberately screened out by our new technique. The 
information provided by the transfer function could in principle be used either on its 
own to predict the response directly (over timescales of a few months at least) to 
improve the physical modelling of reservoir response, or to optimise the placement 
of expensive additional wells. 
The Statistical Reservoir Model itself is illustrated in Figure 1.2. It is the 
product of individual elments of an array of real regression coefficients and a strong 
binary filter to retain only those correlations that are significant. The product (of 
individual elements - not conventional matrix multiplication) is a parsimonious 
array representing the response of the j'th producer to the i'th injector or producer 
and at different time lags k. 
Input (past record) 	 Output (future production) 
(t) 
S 
S 
(t) 
P1 0) 
P  M 
cy 
Statistical 
	 S 
Reservoir Model 
Figure 1.1: The Statistical Reservoir Model C1 as a transfer function. Future 
production rates P, at time t+l for the j'th producer are predicted by regression from 
past and present flow rates at the i'th injector 1, or producer P, at time lags. 
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Real Arrav(Nx"xL) 
wlJ 
Optimal 	 (x) 
Regression Model 
Binary Array(NXNxL) 
Significance 
laI Fui Multiple 
Regression 
(NXNxL) 
Rij  
Statistical 
Reservoir Model 
Feedback 
Figure 1.2: The Statistical Reservoir Model R 1 (the transfer function of Figure 1.1). 
The brackets around the multiplication sign implies i = wijn, rather than 
convention matrix multiplication. Rji is determined from elements of a real 
regression array and a significance matrix (of dimension i, j, t, where I are the 
predictor wells at times t, andj is a given producer) that filters out well pairs that do 
not significantly contribute information to leave a more parsimonious but more 
reliable predictive tool. 
The results of this research would be applied to optimising hydrocarbon 
productivity on the time scale of a few months for monthly production dataset. The 
technique is complementary to traditional reservoir modelling which is based on a 
detailed reservoir description and fluid flow simulation. In particular it could be 
used as a possible screening method for determining when geo-mechanical 
simulations are necessary (to account for long-range correlation) or normal drainage 
(Darcy flow) is sufficient. 
The method can in principle be applied to any spatially-sampled rate data, not 
just to the flow rate in oilfields. Here I examine long-range correlation in the poro-
mechanical response of the crust, by using direct flow rate data, similar to those seen 
in earthquake triggering data (Huc & Main 2003). The results show that the long-
range correlations associated with faulting do indeed exist. Hence the method now 
could be used directly to explore the predictability in space and time of event rates of 
populations. The predictive regression model can be determined in the same way as 
for the flow rate data. The regression model could be used, for example, to map 
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local fluctuations in the orientation of the stress field, or to quantify the 
spatiotemporal location of aftershocks and other triggered earthquakes. 
This thesis so far has produced 3 papers in press, 2 conference abstracts and 1 
patent application listed in Appendix B. A further paper applying similar statistical 
techniques to earthquake data is currently in preparation. 
1.4 Contributions of this Thesis 
The main contributions of this thesis are: 
• This thesis has solved the statistical problem of forecasting time series for 
oilfield well flow rate data purely statistically, i.e. independently of current 
reservoir modelling practice based on physical fluid flow simulation, through the 
development of the novel concept of a parsimonious Statistical Reservoir Model 
originally proposed in Papasouliotis (2000). 
• This thesis is the first to apply the novel concept of a parsimonious Statistical 
Reservoir Model to the accurate prediction of the short-term response of a 
hydrocarbon reservoir to perturbations in effective stress at well sites from water 
injection and hydrocarbon production. 
• This thesis demonstrates that the statistical method predicts reservoir response in 
term of geomechanical effects and calibrates the response of faults and fractures 
to stress perturbations at well sites. It can therefore be used both for improving 
reservoir description and making more accurate short-term forecasts of future 
rates. 
• This thesis found that the significant spatio-temporal correlations of fluid flow 
rate at well sites are related to important structural features (faults) and stress 
state in the field, have a power-law correlation function, and exhibit anomalous 
diffusion. All of these attributes are consistent with observations of natural or 
induced triggered seismicity. 
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. This thesis found that the existence of long-range correlations of flow rate at 
well sites is one more independent piece of evidence that the Earth's crust is in a 
near-critical state, and underlines the importance of geomechanics in modelling 
reservoir response to waterflood. 
• The results of this thesis were used to validate independent physical models. For 
example our collaborations found that the long-range correlations of flow rate at 
well sites can be modelled only in a critically-stressed reservoir in which faults 
and/or fractures are activated by the induced stresses. In sub-critical stress state 
correlations are restricted to short-ranges and appear to be dominated by 
hydraulic flow along highly conductive paths. 
• This thesis confirms distinct breaks of scaling can occur in different type of 
incremental frequency-size distribution in earthquake data using similar 
applications of BIC and Bayesian techniques. 
• This thesis provides increased confidence in the presence of breaks in scaling 
between small and large earthquakes, most likely due to the finite thickness of 
the seismogenic lithosphere. 
• This thesis confirms that the best fitting physical model and the b value can both 
vary significantly with the relatively short time span of current global 
earthquakes catalogues. Therefore, the statistical significance of the different 
physical models must be tested before being preferred for seismic-hazard 
applications. 
1.5 Thesis Plan 
The thesis is organised as follows. 
Chapter 1 introduces the thesis. It states the problem that the thesis is going to 
address, presents relevant literature that supports the need for this research, states the 
main hypothesis to be tested, and briefly describes the methods that were used in the 
thesis. 
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Chapter 2 is a literature review of prior research relevant to this study. It 
presents the background about the geo-mechanical influence on hydrocarbon 
production by fluid injection or withdrawal at well sites, including induced surface 
subsidence and micro-seismicity, long-range correlations in hydrocarbon production 
and natural seismicity, and the mechanisms for the explanation of those observed 
long-range correlations. This chapter identifies relevant methods that were used 
previously in the analysis of rate correlation. 
Chapter 3 defines and develops the novel concept of a parsimonious Statistical 
Reservoir Model to reservoir modelling. The statistical method involves the 
selecting a parsimonious optimal regression model using a modified BIC criterion 
and a 'targeted search', and the Bayesian inference via MCMC for confirming which 
well pairs have statistically-significant correlations in monthly flow rate data. 
Chapter 4 presents a test of the statistical method on real flow rate data from the 
Guilfaks oil field in the North Sea. The results show that the significantly spatio-
temporal correlations of flow rate at well sites are related to the known system of 
faults, fractures and stress state in the field. The predictive power is presented and 
discussed. 
Chapter 5 exhibits an independent verification for the new technique, using the 
output of a physical reservoir simulation model with known characteristics. 
Chapter 6 shows similar applications of the BIC and Bayesian technique to 
search for characteristic size effects in the earthquake frequency-size distribution. 
Chapter 7 firstly summaries the most important results obtained in the different 
subject areas covered in this thesis, then discusses the findings and limitations in this 
research, and finally provides a brief description of the main conclusions obtained in 
this thesis and suggests makes some suggestions for further research. 
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Chapter 2 
Literature Review 
This chapter presents a review of prior research relevant to this study. Firstly, 
Section 2.1 provides an overview of geo-mechanical influence on hydrocarbon 
production, the research field to which the thesis primarily contributes. Section 2.2 
reviews the existence of independent evidence of long-range correlations in 
hydrocarbon production and natural seismicity. Section 2.3 explores possible 
physical reasons for the observed long-range correlations. Section 2.4 reviews 
relevant methods used previously in reservoir management, justifying the selection 
of methodology employed in later chapters. Section 2.5 presents a review of the 
Bayesian technique already used to detect significantly correlations at pairs of wells 
from a test case sample in the middle of the oilfield. Finally, section 2.6 summarises 
the background and previous work, providing a context for the chapters to follow. 
2.1 Geo-mechanical Influence on Hydrocarbon Production 
One of the most important aspects of geo-mechanical stresses is their direct influence 
on oilfield production rates at individual wells through changes in the effective stress 
field induced by fluid injection or withdrawal (Segall 1989; Main et al. 1994; Maillot 
& Main 1999; Ngwenya et al. 2003, Zimmermann & Main 2004). Geomechanics 
not only predicts a reservoir response in the near field, but also at long range i.e., 
distances much greater than would be predicted by conventional drainage models 
based solely on the properties of single or multiphase flow (Heffer et al. 1995; 
Maillot et al. 1999; Heffer 2002). 
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Direct evidence for the relevance of far-field stress and strain changes induced 
by reservoir pressure changes and poroelasticity include surface subsidence and 
induced micro-seismicity, as observed in several case studies (Healey et al. 1968; 
Segall 1989, Segall & Fitzgerald 1998; Grasso & Sornette 1998; Marsan et al. 1999, 
2000, 2003; Zoback & Zinke 2002; Rutledge et al. 1998, 2004). Examples of 
induced surface subsidence and micro-earthquakes in hydrocarbon production 
include: (i) the Wilmington oil field in Long Beach, California (Segall 1989), where 
the subsidence between 1936 and 1966 reached 9m after 30 years of oil production, 
as shown in Figure 2.1; (ii) a shallow (<600m) oil field in Clinton County, Kentucky 
(Rutledge et al. 1998), where 110, 180 and 3237 induced micro-earthquakes with 
magnitudes ranged from —2.5 to 0.9 were detected with a time-lag of 2-3 weeks in 
three microseismicity monitoring tests separately, as shown in Figure 2.2; (iii) the 
Valhall and Ekofisk oil fields in the North Sea, where production-induced pore 
pressure and stress changes cause normal faulting (Zoback & Zinke 2002); and (iv) 
the Rocky Mountain Arsenal in Denver, Colorado (Evans 1966), where a direct 
correlation between injected fluid and induced seismicity was first demonstrated. 
These observations can be explained by the conceptual model (as shown in Figure 
2.3) of the poro-elastic effect (Segall 1989), which is based on the concept of an 
effective stress, as a triggering mechanism at long range. 
Segall (1989) studied the observations from a number of oilfields suggested that 
the extraction-induced earthquakes are caused by poroelastic stress associated with 
the fluid withdrawl. Poro-elastic stress is caused when a change in pore pressure, say 
- p, changes the local effective principal stress a,e = 	- p, i=1, 2, 3, by + Ap, 
where cr is the applied in-situ principal tectonic stress. Locally, this may bring the 
system towards failure by reducing the effective normal stress r = U, - p across a 
pre-existing or incipient fault, nearly 'unclamping' the two sides of the fault. 
Unclamping may lead to induced seismicity or failure (Segall 1989), or an increase 
in local permeability even if failure does not occur (Main et al. 1994). Poro- 
elasticity also causes long-range change in the global stress field that decays as 1/r2 
(where r is the distance from the point source). This long-range component can alter 
Iri 
both the normal and the differential stress in the far field (Segall 1989). In principle 
the poro-elastic models developed to explain these observations are also a cause of 
long range statistical correlations between well pairs (Maillot & Main 1999). 
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Figure 2.1: Measured surface deformation at Wilmington oil field in Long Beach, 
California. Top: Horizontal strain change. Bottom: Radial and vertical displacement 
(Segall 1989). 
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Figure 2.2: Map showing the curves of cumulative production and number of events 
detected in three tests, separately. In (b) and (c) the cumulative seismic moment is 
also shown. Similar changes in the curves of production and event rates observed in 
the three tests imply that the microseismicity was triggered by oil production. Note 
the 2 to 3 week-lag time between production and event rates in the three tests 
(Rutledge et al. 1998). 
Figure 2.3: Schematic cross section summarizing surface deformation and faulting 
associated with fluid extraction. Open arrows indicate horizontal strain at Earth's 
surface. The poroelastic stresses can cause earthquakes in various parts of the 
reservoir with focal mechanisms as illustrated by the shear arrows (Segall 1989). 
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Changes in the far-field strain, and hence pore pressure, may occur through 
compliant faults and fractures (Segall 1989; Maillot & Main 1999; Zoback & Zinke 
2002; Rutledge et al. 2004; Zimmermann & Main 2004), or matrix material with a 
stress-sensitive permeability (Main et al. 1994; Ngwenya et al. 2003). Laboratory 
experiments indicate that fluid-rock interactions under stress can be extremely rapid 
in reservoir analogues, for example, slight changes in the composition of the fluid 
can cause a marked effect on fluid-rock interactions under in-situ conditions of 
elevated temperature and pressure (Main et al. 1994). All of these mechanisms of 
pressure, strain and permeability changes can have a direct influence on production 
rates at long-range. Such changes are most significant when the systems of faults 
and fractures and the stress field acting on them are in, or close to, a state of incipient 
failure or criticality. In this state the hydraulic properties of the reservoir are at their 
most sensitive to changes in effective stress (Main et al. 1994; Ngwenya et al. 2003; 
Zimmermann & Main 2004). 
Complex patterns, strong susceptibility to disturbances and long-range 
correlations are characteristic of many physical systems at a critical point (Main 
1996). Some systems can self-organize to a point of criticality without tuning of any 
parameter: such systems are far from equilibrium, possess many degrees of freedom 
and are continuously being subjected to input of energy which is then dissipated 
through the system. Over the past decade there has been much published work that 
supports the application , of the concept of self-organized criticality to the 
development of fault and fracture systems in the Earth's brittle lithosphere (reviewed 
by Main 1996). Thus it is likely that a combination of poro-elasticity and pre-
existing sensitivity to effective stress change may be needed to explain long-range 
correlations that decay slower than 11r2 
2.2 Long-range Correlations in Hydrocarbon Production and 
Natural Seismicity 
Fick's law is the foundation of all theoretical and experimental studies on diffusion 
transport. In a one-dimensional case, Fick's first law states that the steady state 
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diffusion flux J is proportional to the concentration gradient in the terms of 
J = —D4 , where D is the diffusion coefficient, C is the concentration of the 
dx 
permeating species and x is the position coordinate along the flow direction 
(Middleton and Wilcock 1994). For the non-steady or continually changing state 
diffusion, i.e., when the concentration within the diffusion volume changes with 
dCd2 C 	dC 	d 2 C 
respect to time, Fick's second law takes - = D 	. If -# D 	, the 
dt 	d 2 x dt d 2 x 
diffusion is called non-Fickian diffusion or anomalous diffusion. The concept of 
Fickian and non-Fickian diffusion has been used to study the diffusion process in 
earthquake of populations by Marsan et al. (1999, 2000), Huc and Main (2003) and 
McKernon and Main (2005). The diffusion process of the mean distance R(t) 
between the main event and the temporally correlated after-events occurring after a 
delay t takes the form of a power law R(t)4H  (Marsan et al. 1999 2000; Huc and 
Main 2003; McKernon and Main 2005). When H=0.5, the diffusion process is called 
normal diffusion process, and when H>0.5 or H<0.5 the diffusion process is called 
anomalous diffusion process (see discussion by Huc & Main 2003 and applications 
to pollutant transport by Berkowitz & Scher 1998 for an explanation). 
One of the hallmarks of a critical point system is the presence of long-range 
correlations. For example natural earthquake sequences exhibit long-range 
triggering with a correlation length of 10-20 km, and a maximum triggering distance 
of 150 km (Huc & Main 2003). Huc and Main detected triggering effects in global 
seismicity by determining its correlation length, time dependence, and directionality. 
Figure 2.4 shows a pair correlation function for causally-related events for a 30 day 
time window (solid line) compared to synthetic data for a temporally random 
(Poisson) process (dots). The physical' interaction effects can be observed for the 
ranges of distance, it appears that no significant systematic long-range triggering is 
observed for distance large than - 150 km. To quantify the triggering effect with 
time, Huc and Main (2003)use a percolation model: p(r)= Ar-" e-IL to fit the 
histograms, with L being the correlation length, r the mean triggering distance, and 
A,a empirical parameters. They found that the mean triggering distance and 
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correlation length both increase with time and follow a power law t' with a very 
small exponent (H = 0.06), implying that stress diffusion is inhomogeneous, and is 
similar to "anomalous diffusion" (i.e., non-Fickian). This result is similar to the 
observations in the four different system (as shown in Figure 2.5) studied by Marsan 
et al. (2000, 2003), and in the International Seismological Centre catalogue by 
McKernon & Main (2005). 
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Figure 2.4: Examples of the spatial seismicity distribution effect. The solid lines are 
the observed number of pairs of events observed for a 30 day time window without 
distance correlation. The dots indicate the results obtained by applying the same 
analysis to 30 frequently reshuffled catalogues. The histogram is made for 1500 km 
total distance and 25 km width range. This example shows that no triggering effect, 
is detected for distances large than 150 km (Huc & Main 2003). 
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and surroundings (1984-1997); and (4) Creighton Mine (6 month activity). Dashed 
lines are the best power-law fits (The Word Wide are by two straight fit), with the 
resulting estimates of the H exponent (Marsan etal. 2000). 
Liquid flow in porous media is widely studied based on Darcy's law. Darcy's 
law is a simple linear transport law and can be expressed as Q = kA Ap/L , where k 
is permeability, Q the volumetric flow rate of liquid through a sample of porous 
material, L\p the hydrostatic pressure difference across the sample, A the cross 
section area and L the length of the sample (Middleton and Wilcock 1994). 
Interestingly oilfield well rate data had also previously shown correlations do exist at 
surprisingly large distances. Those are far too large to be due to Darcian flow 
between the relevant injector and producer wells (Heffer et al. 1995; Papasouliotis 
2000; Heffer 2002). Although only a few oilfields have been examined, there is 
substantial evidence of induced long-range correlation during production. Examples 
include eight oilfields, where the long-range nature of the strongest rate correlations 
was found, based on the Spearman Rank correlation technique (Heffer et al. 1995; 
Heffer 2002). More recently, a new Bayesian technique was developed to identify 
which apparent correlations are likely to be significant from a test case sample in the 
middle of an oilfield (Papasouliotis 2000). The results showed good correlations at 
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well pairs over length scales on the order of 10-20 km or so, strongly indicating a 
direct influence of geo-mechanical stresses on production rates at individual wells. 
The existence of long-range correlations is one more independent piece of 
evidence that the Earth's crust is in a near-critical state. Another characteristic 
property of critical systems is their sensitivity to what might otherwise be thought of 
as very small fluctuations. For example, as 0.1 MPa is sufficient to trigger 
earthquakes (Grasso & Somette 1998; Stein 1999). The evidence of the very low 
stress perturbations required to trigger micro-earthquakes in the far field includes the 
Groningen field, Netherland and the Lacq field, France, where pore pressure changes 
smaller than 0.01 MPa are sufficient to trigger seismic instabilities in the uppermost 
crust with magnitudes ranging from 2.5 to 4.2, separately, as shown in Table 2.1 
(Grasso & Sornette 1998). The triggered seismicity demonstrates that small 
perturbations in pore pressure can result in large mechanical responses in the 
uppermost crust. Thus it is perhaps not surprising that a correlated change in flow 
rate can also be observed at a distance several kilometres away. Further evidence at 
other six fields has been found that a vertical stress change of less than 0.21 MPa 
appears to induce earthquakes (Grasso & Sornette 1998). 
Other evidence for a critical sensitivity to small changes in effective stress 
includes micro-seismicity along pre-existing, critically-stressed natural fractures or 
zones of weakness (Shapiro et al. 1997, 1999), preferential fluid flow from critically-
stressed fractures in borehole data (Rothert et al. 2003a, 2003b), and micro-
seismicity related to important faults (Simiyu 1999). Added to these evidences for 
criticality, at which all scales contribute to collective behaviour, is the scale-free 
population dynamics of faults, fractures and natural seismicity (Main 1996). In 
summary spatial correlations between flow rates at pair of wells can be observed at 
long-range, and are most likely to have a common underlying cause in coupled 
poroelastic mechanics and fluid flow in a critically stressed crust. 
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Table 2.1: Table showing the mechanical constants used to estimate the poroelastic stress change that 
triggered seismicity in the Neighborhood of Hydrocarbon Extraction at nine fields (Grasso & Sornette 1998) 
Area or Field 	Reservoir Characteristic Subsidence Pressure. MPa Onset of Maximum Induced Stress Mass Reservoir Stress Change 
D, T, 	p. 	v Maximum, Initial, Change Production-eqs. Magnitude (Poroelastic), Chane, Are (Vertical Unloading) 
km km 	GPa m .. years M MPa 10 1 km MPa 
Strachan field 	3-5 0.1 	- 	 - - 50 -25 1971-1976 3.4 ~O.7a 0.18 25 0.007 
Alberta, Canada 
Fashing field 	3.4 0.03 	- 	 - - 35 -23 1958-1974 3.4 :50.7a <0.1 10 <0.01  
Texas, N 
Imogene field 	2.4 0.03 	- 	 - - 25 -13 1938-1973 3.9 15,04a <0.1 20 <0.005 
Texas 
Lacq field 	3-6 0.25 23 	0.25 .005 66 -30 1959-1969 4.2 - 2.0 150 0.01 
Aquitaine, France 
Grozny field 	4-5 0.67 	- 	 - - 69 -25 1964-1971 4.1 50.7a 1.5 70 0.02 
Tchetcheny. Caucasus 
Assen field 	3.0 0.1 	10 	0.25 - 30 -25 1972-1986 2.8 !~0.7' <0.1 50 0.002 
Netherlands 
Groningen field 	2.9 0.2 	10 	0.26 0.16 35 -30 1964- 1991 2.5 0•4b 9.0 900 0.01 
Netherland 
Ekofisk field 	3-5 0.2 	0.07 	0.30 3.50 48 -24 1973-1982 3.4 !90.4b 0.2 130 0.002 
offshore, Norway - 
Dan 	 1.8 0.15 	0.30 	- - 26 -18 1972-1985 4.0 :50.45b <0.1 24 0.004 
offshore, Danemark 
2.3 Physical Reasons for the Observed Long-range Correlations 
A large number of case studies have shown that both fluid withdrawal and injection 
appear to have induced seismicity in oil and gas reservoirs. One of the principal 
mechanisms involved in triggering seismicity is the conceptual model of the poro-
elastic effect (Segall 1989) which can cause earthquakes in various parts of the 
reservoir, as shown in Figures 2.1 and 2.2. The surface deformation and faulting 
shown in Figure 2.1 can be understood in a straightforward manner. The pore 
pressure decline can cause contraction of the reservoir rocks. The contraction is 
resisted by the surrounding rocks and stresses the neighboring crust. This results in 
subsidence and triggered seismicity far from the site of fluid extraction in the well. 
This conceptual model was supported by the remarkably good relationship 
between average reservoir pressure drop and subsidence found in the Lacq gas field, 
France (Sega!l et al. 1994). Further this assumption was confirmed by real reservoir 
stress measurements in the Ekofisk field, Norway, and the McAllen field, Texas 
(Sega!l et al. 1998). Zoback et al. (2002) studied the mechanism of production-
induced normal faulting in the Vaihall and Ekofisk oilfields, Norway, and they 
demonstrate that normal faulting within the two reservoirs is consistent with 
poroelastic stress changes with production, supporting Segall's model. The small 
stress changes for the induced seismicity imply that the crust is already primed to a 
near-critical state (Grasso & Sornette 1998); Segall (1989) suggested that 
poroelasticity is indispensable as a triggering mechanism at long range. 
To study the mechanism of induced seismicity by fluid injection, two fluid 
injection experiments recently were conducted at the German Continental Deep 
Drilling Site (KTB) in 1994 and 2000 (Shapiro et al., 1997, 1999 & 2000; Basch & 
Harjes 2003; Rothert et al. 2003a, 2003b). These revealed that microseismicity 
occurred at different depth intervals. Shapiro et al. (1997, 1999 & 2000) discussed 
another mechanism by which microseismicity might be induced in fluid injection by 
perturbations of pore pressure. They suggest that a diffusive process of pore pressure 
relaxation in rock by a fluid injection can trigger microseismicity along pre-existing, 
critically stressed natural fractures or zones of weakness. This hypothesis was 
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confirmed by Rothert et al. (2003a, 2003b) in the analysis of the two fluid-injection 
experiments at the KTB. 
The Coulomb stress changes are widely used to study the physical processes 
underlying earthquake triggering (Steacy et al. 2005a). For example, why can very 
small stress changes cause long-range measurable changes in failure rate? Most 
attempts to answer this have been based on calculations of the change in static 
'Coulomb stress'. More recently, the relation between the static Coulomb stress 
changes and earthquake triggering has been investigated by quantitatively comparing 
observed aftershock distribution with Coulomb stress maps (Steacy et al. 2005b). 
Their study involved computing stress maps and comparing them to the observed 
aftershock distribution. They showed that there is a clear correspondence between 
stress maps and spatial aftershock distributions when stress is resolved onto 3-D 
optimally oriented planes, consistent with the static (Coulomb) stress mechanism. 
The results suggest that producing Coulomb stress maps following large earthquakes 
may constrain the likely locations of aftershocks or further mainshocks. 
To fully understand earthquake triggering mechanisms, we should start from the 
Mohr-Coulomb failure criteria. The left plot of Figure 2.6 shows an element of a 
fault acted upon by stresses (where o is the maximum principal stress and a3 is 
the minimum principal stress) in a 2-D space. The normal and shear stress a,, and 
r on a particular orientation can be, obtained by using 
an = + ° + °' - cos 20 and r = _
U 3  sin 20 (Middleton and Wilcock 
2 	2 	 2 
1994). If we use ci,, and r as abscissa and ordinate, the two expressions of an  and 
r define a circle, called the Mohr-circle of stress, shown in the right plot of Figure 
2.6. Failure in a rock can be expressed by the Mohr-Coulomb failure criteria in the 
terms of r = + ,ua,,, where p is the coefficient of internal friction and t is the 
inherent shear strength or cohesion of the rock material (Middleton and Wilcock 
1994). The Mohr-Coulomb failure criteria can also be represented graphically in 
terms of a,, and r and by combining it with the Mohr circle construction. For a 
particular state of stress, failure will occur if the Mohr circle intersects the failure 
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curve (envelope) shown in the right plot of Figure 2.6, and will occur on a plane at an 
angle 0 to u l shown in the left plot of Figure 2.6 (for a more through description of 
how the Mohr circles work see the book by Middleton and Wilcock 1994). 
For a given condition of stress, either effective normal stress a,, decrease on a 
plot of shear stress r vs. normal stress ci,, or differential stress O  —o increase can 
cause failure to occur (Figure 2.7). An increase in differential stress produces a 
larger Mohr circle and a correspondingly larger shear stress available to induce 
failure. This can be accomplished by either decreasing the minimum principal stress 
or increasing the maximum principal stress, as shown in Figures 2.7a, b and c. These 
are the main triggering mechanisms for reservoir production-induced seismicity and 
thus many of the fundamentals of induced seismicity can be explained. Note that 
such seismicity induced by differential stress changes may require a particular stress 
field orientation. For a typical rock with a coefficient of friction 0.6 - 0.7, 0 is 
30° . 
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Figure 2.6: Illustration of the Mohr-Coulomb failure criteria by means of a Mohr 
diagram. On the left is shown an element of a fault acted upon by stresses in a 2-D 
space (Appendix E, Ramsay & Huber, 1987). On the right, a , 1 a31  a,, and r are 
the maximum, minimum compressive stresses, effective normal stress and shear 
stress, respectively. 
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Figure 2.7: Illustration of the different types of effective stress changes in reservoirs 
that cause fault failure. (a), (b) & (c) show fault failure caused by the changes in 
differential stress. (d) shows fault failure induced by fluid-injection. 
Increasing pore fluid pressure in rocks and faults due to fluid injection may 
reduce the effective strength of faults below the crital shear stress and hence can 
cause failure. This can be seen in the Mohr diagram (see Fig. 2.7d). To deal with 
the effects of pore pressure, normal stress c.r can be replaced by effective normal 
stress which is defined to be °e = u ,, - p . The position of the Mohr circle then 
depends on the injected fluid pressure p. An increase in pore pressure due to fluid 
injection that reduces ci shifts the Mohr circle to the left towards the fault failure 
envelope, causing failure and earthquakes by unclamping. This is the fundamental 
local mechanism for fluid-injection induced seismicity as proposed by Shapiro et al. 
(1997 & 1999). In the local stress field, the change in p is isotropic, so there is no 
change in the differential stress Au . Moreover in the far field, due to poroelasticity 
r can change significantly, as proposed in the extended theory of Segall (1989). 
This summaries the differences between local (specific) and global (generic) 
triggering mechanisms. 
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2.4 Correlation Techniques in Reservoir Management 
In probability theory and statistics, the correlation coefficient is a standard statistical 
measurement of the strength and direction of a linear relationship between two 
random variables. Several different correlation coefficients can be calculated, but the 
one most commonly used is the Spearman rank correlation coefficient. 
The Spearman rank correlation coefficient is a non-parametric measure of 
correlation that requires no making any assumptions about the frequency distribution 
of the variable, and which is commonly used to compare rankings in statistics 
studies, for example comparing ranked rate series at pairs of wells to determine inter-
well connectivities (Refunjol & Lake 1997; Jansen & Kelkar 1996, 1997a, 1997b; 
Soeriawinata & Kelkar 1999). The main advantage of the Spearman rank correlation 
coefficient over other correlation coefficients, for example the Pearson correlation 
coefficient, is that it does not require the assumption that the relationship between the 
variables is linear, nor does it require the variables to be measured on interval scales. 
Spearman rank correlation coefficient, like all other correlation coefficients, will take 
a value between —1 and +1. A positive correlation indicates the ranks of both 
variables increase together, while a negative correlation indicates the ranks of one 
variable increase as the ranks of the other variable decrease. A correlation close to 
zero means there is no relationship between the two variables. The significance of 
Spearman rank correlation coefficient can be tested using the t-test. 
For two random variables x, and y,, let R, be the rank of x, among the other 
x's, and Q, be the rank of y 1 among the other y's. The Spearman rank-order 
correlation coefficient is then defined to be the linear correlation coefficient of the 
rank (Press et al. 1992) as 
(R, —R(Q1 --) 
r = 	j=1 	 , 	 (2.1) 
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where Q and R are the mean of Q, and R, for i=1,. . .,N, separately. The 
significance of a non-zero value of r5 can be tested using approximately Student's 
distribution (t-test) with N-2 degrees of freedom as 
IN-2 
t=rI 	2 1— r5 
(2.2) 
Correlation techniques from well rate fluctuation at pairs of wells have 
previously been used in oilfield analysis to demonstrate a relationship with local 
stress state and therefore the involvement of geomechanics in reservoir flow (Heffer 
et al. 1995, 1999; Heffer 2002); in contrast other workers have determined inter-well 
connectivities with this technique assuming Darcian flow (Refunjol & Lake 1997; 
Jansen & Kelkar 1996, 1997a, 1997b; Soeriawinata & Kelkar 1999; Albertoni & 
Lake 2002). In their studies, monthly well rates at each well are treated as time 
series, and then the Spearman rank correlation coefficient is calculated between rate 
series at pair wells. The rate correlations are considered as indicators of inter-well 
communication and potential barriers through the reservoir. The information 
obtained from the correlation analysis can then be used to plan and manage 
waterfloods by suggesting changing in well patterns or in-fill drilling. 
The orientational trend found by Heffer et al. (1995) used the Spearman rank 
correlation method to examine the directionality of the correlation with respect to the 
maximum horizontal stress field, showing a strong alignment of the direction of the 
correlation in stacked data in all eight field cases tested. The technique was 
supported, by numerically coupled modelling of geo-mechanics and fluid flow and by 
the theoretical orientational distribution of correlations in components of the strain 
tensor (Heifer et al. 1999). A similar result was also found in Carthage Cotton 
Valley Gas field, where the induced micro-earthquakes caused by fluid injection are 
closely parallel to the maximum horizontal stress direction (Rutledge et al. 2004). 
The main advantage of the Spearman rank correlation method over traditional least-
squares regression is that it does not rely on assuming an underlying frequency 
distribution to the rate fluctuations and is a definitive indicator of a true correlation, 
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assessable at a chosen significance level. Its main disadvantage is that, in dealing 
with ranks rather than directly in rates, it cannot place accurate statistical bounds on 
the uncertainties in the parameters, and hence cannot be used directly to extract a 
quantitative statistical reservoir model for temporal prediction of the reservoir 
response to water flood. 
Therefore, it is desirable to develop new methods to establish accurate predictive 
correlations between flow rates at injectors and producer well pairs. This will 
provide new information that can be used either to confirm physically based 
reservoir model, or to suggest areas where they do not capture elements of the 
response of the reservoir. 
2.5 Exploratory Model 
More recently, Papasouliotis (2000) proposed an exploratory model to detect which 
of the apparent correlations are likely to be significant from a test case sample in the 
middle of the Kuparuk oilfield. He solved the problem in two distinct ways, using an 
exploratory regression analysis and Bayesian statistical modelling. 
The first method detected potentially good predictor wells according to a 
modified Bayesian information criterion and established a multiple regression model 
using a subjective application of forward selection regression. For a producer well of 
interest with the rate time series y,  at time t, 1=2, ..., T, the exploratory analysis used 
a predictive mean squared error criterion of the form 
T 	 2 
(Y 1- px1 - fl x_/J 	-i' y 1 ) 	 (2.3) 
where x, and x,_1 are the injection vectors at injectors at time t and t-1 respectively, 
Y, and  Yti  are the production vectors at producers at time t and t-1 respectively, 
and P1 
1 fl' /3 3 , and JP4 unknown vector parameters. 
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Using the subjective forward regression method and the modified Bayesian 
information criterion, wells with rate time series associated with the rate time series 
of a producer well of interest can be detected. However, the method cannot be used 
in automating the process of identifying good predictor wells due to the varying 
number of data points at predictors. Thus, it is desirable to develop a 'targeted 
search' for automating the process of identifying good predictor wells. 
The second method identified those well pairs that are statistically related to 
each other according to a Bayesian dynamic linear model of time series (West, M. & 
Harrison 1997; Leonard & Hsu 1999), namely a single-well model, which was 
analysed using the MCMC algorithm. The proposed single-well model can be 
expressed as 
Yt = xf /1+ O + 
0, = 	+ g, + lit' 
(2.4) 
= g_1 + h, + a,, 
= h,_1 + r, 
for t=1, 2, ..., N, with the error terms e,, li,  a, and r, mutually independent and 
normally distributed with mean 0 and variances Ve,  V, 7 and Va , respectively. This 
model is related to the quadratic growth model studied by West and Harrison (1997) 
with the additional regression terms xT II. 
A new Bayesian technique in Papasouliotis (2000) was developed to identify 
individual well pairs exhibiting predictive power from a test case sample for the 
twelve producer wells in the middle of the Kuparuk oilfield. The main advance by 
using the Bayesian technique is to identify which apparent correlations (obtained 
from equation (2.3)) are likely to be significant. For example, of 42 well pairs that 
had apparent high correlations with the linear regression, only 22 were confirmed to 
be statistically significant by the full Bayesian analysis (Papasouliotis 2000). The 
predictor wells having significantly different from zero slope coefficients are 
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encircled as shown in Figure 2.8. This implied that key well pairs had predictive 
power. 
In this thesis, I extend the exploratory work of Papasouliotis (2000), for the first 
time, to include a whole oilfield. In order to do this a new method is developed here 
for automating the process of identifying good predictor wells. The investigation 
will also seek to identify the underlying physical cause of the correlations, in order to 
use the statistical predictions in a well-defined geomechanical context, analogous to 
current practice in the insurance and banking sectors. 
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Figure 2.8: Map of the Kuparuk oilfield. Each oil well is numbered, and denoted I or 
P for injectiors or producers wells respectively. The straight line is the sector 
dividing boundary. The rectangle enclosed the chosen set of 12 producers. The 
circles denote significant predictor well for the subset of wells in the rectangular box, 
according to the exploratory model (Papasouliotis 2000). 
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2.6 Summary 
Independent evidence collected from the observed seismicity and faulting in oilfields 
during the last 30 years has clearly demonstrated that pressure drawdown in wells 
due to production, or increase due to injection, both have effects at long range. 
Oilfield well pressure data had also showed the long-range nature of correlations 
between pair wells. The long-range correlations are not solely caused by Darcian 
flow. The observed data indicate that such correlations can be related to important 
faults, structural features, and the stress state in a field. The poroelastic models 
developed to explain these observations are also the most likely cause of long-range 
correlations between well pairs. 
The physical rationale for the existence of long-range correlations provides 
independent evidence that the Earth's crust is in a near-critical state, and can 
therefore be sensitive to very small perturbations. For example, very low stress 
perturbations can trigger microearthquakes in the far field. 
So, the existence and a plausible mechanism have been established for long-
range correlation in flow rates between pairs of wells. However, this result has not 
yet been applied to improving the description of reservoir fractures and faults or to 
aid practical engineering decision about how to optimise injection strategy in 
predictive mode, for example. The new concept of a 'statistical reservoir model', 
developed here for the first time, is a complementary technique to traditional 
reservoir modelling. The existence of correlation lengths beyond the limit of Darcy 
flow could be used as a possible screening method to identify cases where full geo-
mechanical simulations based on the poroelastic effect were necessary. 
In summary, the establishment of a predictive statistical reservoir model is 
envisaged to provide the academic with new constraints on fluid-rock interactions 
due to anthropogenic stress perturbation, and the engineer with a practical tool to 
improve reservoir description and optimise economic recovery. 
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Chapter 3 
The Concept of a Statistical Reservoir 
Model 
In this chapter, we will develop the new concept of a Statistical Reservoir Model that 
acts like a 'transfer function' between input data and output data, in the form of a 
matrix or array of coefficients. Initially, I describe how this conceptual problem is 
solved in Section 3.2 using a predictive error filter that minimises the prediction 
mean error via a history match of past data. This method detects whose flow rates of 
injector and producer wells are well correlated with the flow rates of a given 
producer of interest. Then Bayesian methods are described in section 3.3 that 
identify those well pairs that are statistically related to each other. In section 3.4 I 
describe how conventional regression techniques are then used to establish the model 
parameters and confidence limits, and finally a summary is given in section 3.5. 
The method described in this chapter was first conceived by Papasouliotis 
(2000), who applied it to a subset of data in an exploratory analysis. In this thesis, 
we will extend of the method and apply for the first time to a whole oilfield. The 
novelty here is in the use of a 'targeted' search to find the optimal model from a 
range of possibilities. 
3.1 Flow Rate Data 
We will analyse time series in the form of monthly measurements of flow rate 
(volume in barrels or in m 3 per day, averaged over 1 month intervals) at individual 
wells in an oilfield taken over a period of time. These data are a large, 
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comprehensive, and so far relatively untapped resource for the scientific study of 
fluid-rock interactions. The flow rates are proportional to the well pressure and are 
treated as time series in the following statistical analysis. For injector wells, they are 
the flow rates of the water injected. Injection is required to maintain reservoir 
pressure for production. For producer wells, they are the total flow rates that can be 
calculated from the standard formula by the volume components of oil, gas and water: 
Total Flow Rate = Q0 * B 0 + max (O(Qg - 	* R 5 ))* Bg + Q * B, (3.1) 
where B 0=oil FVF (formation volume factor) m 3/Sm3 (reservoir/standard conditions), 
Bw = water FVF m 3/Sm3 , Bg= gas FVF m3/Sm3 , R= GOR (gas/oil ratios) Sm 3/Sm3 , 
Q°= oil production rate m3/day, Q= water production or injection rate 
M3  /day and 
Qg= gas production or injection rate m 3/day. The FVF is a scaling factor that can be 
determined in the laboratory (Danesh 1998) 
For each well, possibly there is some period of zero flow rates (data missing) in 
individual wells due to well maintenance, shut-in, insufficient data recording and/or 
other reasons. In addition, possibly a number of wells were operated as producers 
for some time prior to conversion to injectors (injection of water and/or gas). Our 
new method includes a phase of pre-processing to handle missing data. In the 
regression stage, the missing values are omitted. In the Bayesian analysis stage, 
however, the missing values are tackled in two ways. In statistics, the variables used 
to predict (or model) are called predictor variables (also known as independent 
variables). The variable to be predicted (or modeled) is called response variable 
(also known as dependent variable). For predictor variables, each missing value is 
replaced by a weighted average from neighbours. For response variable, a missing 
value is imputed from a Gaussian distribution conditioned on the observed values of 
predictor variables (Little & Rubinl987). 
3.2 A Predictive Error Filter 
In statistics the mean squared prediction error (MSPE) has been used frequently to 
address model accuracy by measuring the errors between model prediction values 
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and actual observation values, for example to determine best linear unbiased 
prediction in spatial statistics (Stein 1999). 
In order to detect injector and producer wells whose flow rates are highly 
correlated with the flow rates Yr  of a given producer of interest at time t, we use a 
predictor error filter that minimises the mean squared prediction error with respect to 
the model parameters: 
E(yr _/l X 1 k — /12y,..k) = 0, 
2 
(3.2) 
r=2 
where X,_k  is the vector of flow rates at selected injector wells at time t-k, where k 
(?O) is the lag time, and Yr-k  is the vector of flow rates at selected producer wells at 
time t-k, including possibly the given producer well at time t-k, and fl, and 6 2  are 
unknown vector parameters. In equation (3.2), the model would be a two-
dimensional matrix for a given value of k, but can be extended to include several lag 
times k, resulting instead in a three-dimensional array (Figure 1.1). 
The least squares solution of model (3.2) takes the form of a multiple linear 
regression as follow: 
Yr = Pxt_k+Pyr_k,t=2,...,n. 
	 (3.3) 
Hence the solution of the model (3.2) can be obtained from solving a multiple linear 
regression problem in (3.3). In this complex regression situation, there are a large 
number of wells whose flow rates may or may not be relevant for making predictions 
about the flow rates of a given producer well of interest. Therefore it is useful to be 
able to reduce the model to contain only the wells which provide important 
information about the given producer well of interest. In this sense the technique 
selects a parsimonious model that ignores correlations that add little information. 
There are many different methods for selecting the 'optimal' parsimonious 
regression model, but for each method, two key issues must always be taken into 
consideration. The first issue refers to choosing a model selection criterion, and the 
second issue is to choose a selection procedure (strategy). Here, a 'targeted' search 
was developed to establish the optimal regression model. Other aspects to be 
described in this chapter were first presented in Papasouliotis' thesis (2000). 
The selection of the best subset of predictors to be included in the model can be 
determined using several different approaches. Some of the standard objective 
methods for predictor selection are Akaike's Information Criterion (AIC) (Akaike 
1974) and Schwarz's Information Criterion (BIC) (Schwarz 1978). Empirically AIC 
is better for small data sets, while BIC is better for large data sets (Leonard & Hsu 
1999) such as the ones considered here. We choose a modified BIC (Papasouliotis 
2000) which maximises the Information criterion 
BIC = ),2], (3.4) 
where k is the number of estimated parameters, n is the number of observations, S 
denotes the standard residual sum of squares. Compared with the criterion proposed 
by Leonard & Hsu (1999), this criterion (3.4) gives a value per observation. When 
ln(n/2ir)<2, we have the AIC and when ln(n/27r)>2, i.e., n>46 we have the standard 
BIC. 
In order to establish the optimal regression model in an automated procedure, we 
add one predictor at a time, the next best to add being selected by the targeted search 
method. The targeted search method is an automatic parallel forward search of all 
possible models in the model space with one additional predictor variable, in order to 
compare different models by the modified BIC criterion and the coefficient of 
determination (R 2), stopping search when either of R 2=0.99 or the reduction of R 2 , 
that can happen due to the possible sample size reduction when introducing a new 
predictor to the model. Note that for each well, the number of observations is often 
quite different because of the different starting time for production, maintenance 
shutdown, insufficient data recording, and other reasons. Thus the 'targeted' search 
will search for the best predictor from predictors whose number of observations is 
large. 
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The targeted search begins with no variables in the model. For each of the 
predictor variables, the targeted search calculates values of BIC and R 2 that reflect 
the variable's contribution to the model if it is included. If either of R 2=O.99 or the 
reduction of R 2 , the targeted search stops. Otherwise, the targeted search adds the 
variable (whose number of observations is large) that has both the largest BIC and an 
increase in R 2 to the model. The targeted search then calculates values of BIC and R2 
again for potential additional variables still remaining outside the model, and the 
evaluation process is repeated. Thus, variables are added one by one to the model 
until either of R 2= 0.99 or the reduction of R 2 . Once a variable is in the model, it 
stays. The detailed 'targeted' search method is also described in UK patent 
application 0524134.4. 
3.3 Bayesian Dynamic Linear Model (DLM) 
The Bayesian method differs from classical statistics in the sense that it considers 
any unknown parameter as a random variable. In the Bayesian framework, we make 
probability statements about model parameters. Dynamic linear models (DLM: West 
and Harrison, 1997) are parametric models with time varying parameters that are 
widely used to modelling time series data and regression. In this section some 
fundamental aspects of the regression DLM will be introduced and a full Bayesian 
analysis will be addressed. The aim of this section is to establish a significance 
matrix, which is a binary matrix that represents those well pairs from which fluid 
rates are statistically significantly related to each other, based on the full Bayesian 
analysis of the regression Dynamic Linear Model (DLM). 
3.3.1 Bayesian dynamic linear model 
Due to chance correlations contaminating the predictive power in the linear 
regression model, we consider a Bayesian DLM developed by Papasouliotis (2000) 
to assess the likelihood of chance correlations. In the Bayesian framework, the 
general regression DLM is defined by 
ME 
= xfl+ 9, + 6, 	s, N(O, vs ), 	 (3.5) 
8, =8,_ 1 +b,+i7, 	,, -N(o,v), 	 (3.6) 
b, =b,_1 +h,+a,, 	a, 	N(O,V a ), 	 (3.7) 
= h,_1 + 
,, 	
ç, 	N(O, v), (3.8) 
for t=1, 2, ... n, where the notation z N(p, 0.2)  indicates a normally distributed 
error term with the given mean ,u and variance o 2  p denotes the vector of all 
unknown parameters (slope) of the regression model and XT the vector of flow rates 
at all good predictors. The terms 0,, b, and h, correspond to level, growth and 
change of growth of the underlying process at time t. We also assume that 001 
b0 and h0 are mutually independent and normally distributed with mean 0 and 
variances 1u, V, 7 , Pa Va  and 1u V respectively, with the specified 1U 17 and 
This general regression DLM is related with the Quadratic Growth DLM 
studied by West and Harrison (1997), with unknown constant variances over time. 
The posterior distribution for the unknown parameters can be obtained by a full 
Bayesian analysis via Markov Chain Monte Carlo (MCMC) method: Equation (3.5) 
is called the observation equation and equations (3.6)-(3.8) the evolution or system 
equations corresponding respectively to level, growth and change of the underlying 
process. The observation and evolution equation together comprise the DLM. The 
former is related the regression terms in (3.3), and. the latter expresses the possible 
stochastic evolution. 
In particular, if V =0, then all the h,=0, and results in a degenerated regression 
DLM, as 
yl = x 1 /i+ 0, + 	 N(0, vi ), 	 (3.9) 
0, = 01_1 +b, +i,, 	, -N(0,v), 	 (3.10) 
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b1 =b1 _ 1 +a,., 	 a, 	N(O,V a ). 	 (3.11) 
This simplified DLM is related to the Linear Growth Model of West and Harrison 
(1997). This DLM is highly relevant to applications for a system whose level is 
gradually changing, i.e., the system has growth. 
If in addition Va  =0 then the h1 and b1 are all zero, and results in a further 
simplified regression DLM, is then 
= 4'p+ 9, + 6,, 	 N(0, ye ), 	 (3.12) 
0, =O,_+, 	 ii, =N(0,V). 	 (3.13) 
This further degenerated DLM has a Markov chain structure with state vectors 
varying over time, known as the Two-Stage Markovian Model. This DLM is widely 
used when the data shows no consistent uptrend or downtrend, but is randomly 
varying around a constant level. On the extreme if V, 7 , Va  and V are all zero, then 
the 0,, h, and b, are all zero, and results in a simple static regression model. 
3.3.2 Prior to posterior inference 
In this subsection, we briefly describe a Bayesian inference framework developed by 
Papasouliotis (2000) for performing the full Bayesian analysis of the unknown 
parameters in the regression DLM. The DLM is applied only to these well pairs 
identified as being significant in the modified BIC analysis. Given the model 
formulation described in section 3.3.1, the likelihood of the parameter vector p. and 
the four variances Ve,  V, 1'a  and V is 
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p(y,,Ot,bt, lit IP, VV, ,Va ,Vj=  
=(2V6)2exp{_V;(y, _x fl_  oJ} 
( 	
)_n12 - X 2 , TV, 	(2,uV)
1/2  exp 
\-j / 2 
(22rVa )- n 
1 1 (2 Ir 
P a Va ) exp 
( 	)_n /2(2 
x 2itV 	uV) exp 
(9, 
1 
I v'9 2 9,_1 —b,)2 	'1 	0 2 ?7
V 'b b, 1 —h,)2 	
1 	
' —-1u 	a 2 o 
h)2 	1112 i -I 
V1 
C
h of 
(3.14) 
In the prior assessment, we assume that parameter vector fl is independent and 
has a normal distribution with mean 110 and covariance matrix C. We also assume 
that the four variances V6 , V , Va  and V are independent and the prior 
distribution of the four variances, w,2, / V, CO2 A2 / V0,  0)3 A3 / Va  and (04 24 / V 
have chi-squared distributions with co , , CO 2 , co and (04 degrees of freedom, 
respectively. 
Under the assumptions, using the standard notation, ir(') and ic(•I•) to denote 
prior and posterior densities, Bayes' theorem gives the joint posterior density of the 
0,., b and h r  , the vector of parameter fi and the four variances as 
(Ot,bt,ht,P,Ve,V0,Va,VçIyt) 0C p(yt,Ot,bt,hgIP,Ve,V0,Va,Vç)(P,Ve,V,,Va,Vç) 
I 
p(yt,Ot,bt,htlP,Ve,V,Va,Vç)iCI
-1/2 exp i (fl_fl o )TC 1 (P_Po )} 
1 	 1 
xV6 2 	exP_  _VC  1coi2iJVo 
2 
1 	 _!( 4 +2) 1 
XVa2 	exp_V1w323JV;2 	exP__V1w424). 
(3.15) 
The posterior distribution is generally unobtainable by analytical means when 
only its functional form is known. Hence, MCMC algorithms are often applied to 
generate realizations from the joint posterior distribution of the unknown parameters 
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when the Markov chain has a stationary distribution. Here, we will use the Gibbs 
sampler method to generate the posterior distribution of every unknown parameter 
from the full conditional distributions (Gilks et al. 1996). The full conditional 
densities of each of its parameters, required for the Gibbs sampling iterations, can be 
derived from the joint posterior density (3.15). For more detailes of the full 
conditional posterior densities of each parameter under the regression DLM see 
Appendix A. 
Once the posterior density of every slope is obtained, the significance matrix can 
be established by the following a rule of thumb: the posterior density of an individual 
slope coefficient in the vector /1 centered at zero most probably means a coefficient 
of zero. The rule of thumb is as arbitrary as considering a 5% level of significance to 
reject any null hypothesis is frequentist statistics (i.e, reject if p-value less than 0.05). 
Looking at the posterior density and deciding to reject a null hypothesis if the 
posterior probability is less than 0.05 is the exact parallel consideration in Bayesian 
statistics. In this case we regard the significance as zero. If a predictor is found to be 
good in the optimal regression model, as well as in the full Bayesian analysis of the 
regression DLM, then this indicates that this predictor is statistically significant. 
Therefore, for the significance matrix, the statement is made upon the matrix of the 
significance test N Y  =1 if the predictor is statistically significant. Otherwise, the 
statement N  =0. Thus the parsimonious Statistical Reservoir Model is determined 
in two steps: (1) a targeted search for the optimal model with highest BIC values, (2) 
using the DLM to eliminate parameters with zero significance. 
3.3.3 Gibbs sampler 
Markov chain Monte Carlo (MCMC) methods are algorithms for sampling from 
probability distribution to construct a Markov chain whose stationary distribution is 
the desired distribution. The Markov chain after a large number of steps is then used 
as a sample from the desired distribution. In the applications to Bayesian inference, 
MCMC methods are widely used to obtain marginal posterior and predictive 
distribution of relatively high dimension. The key to MCMC sampling is to 
EU 
construct a Markov chain whose stationary distribution is a specified posterior 
distribution and run the simulation long enough that the distribution of the current 
draws is close enough to the stationary distribution for whatever application is 
desired. 
There are two major MCMC methods: the Gibbs sampler (Geman & Geman 
1984; Gelfand & Smith 1990) and Metropolis-Hastings algorithm (Metropolis et al. 
1953; Hastings 1970). The Gibbs sampler is a special case of Metropolis-Hastings 
algorithm which generates a Markov chain by sampling from full conditional 
distributions directly. The Gibbs sampler method was first introduced by Geman and 
Geman (1984), who studied image-processing models. Gelfand et al. (1990) first 
applied the Gibbs sampling to the Bayesian inference for hierarchical Bayes linear 
models. In our application of MCMC to the regression DLM, we will use Gibbs 
sampling iterations that employ both past and future values of the underlying 
unobservable quantities O,, b1 and h. 
Let p(OIy)  be the posterior distribution, where 0 = (of, ..., 9k) denote the vector 
of all model parameters defined in section 3.3.2. In the Gibbs sampler algorithm, we 
update one parameter in each step from the corresponding conditional posterior 
according to the following procedure: 
Choose starting values 	..., 
Sample 9(1)  from p(e 1 o 0 ) , o 0 ) , •••, (0) , Y ) 
Sample ') from 
Sample 	from 
Repeat step 2 many times to form a Markov chain with a stationary 
distribution p(oly). 
A more detailed description of the Gibbs sampler method is given by Gelfand 
and Smith (1990), Gelfand et al. (1990), Casella and George (1992) and Smith and 
Roberts (1993). 
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One of main issues of using the Gibbs sampler method in practice is to decide 
when to stop the algorithm, i.e., when convergence has been established about the 
optimal solution. It is very hard to know when the Markov chain is sufficiently close 
to the desired distribution required for inference of the significance. One approach is 
to run many long chains, referred to as 'bum-in', with widely differing starting 
values (Gilks et al. 1996). There are many methods for convergence diagnostics and 
finding the burn-in in the literature. Ritter and Tanner (1992) proposed a method, 
based on importance sampling, to try to assess convergence, but the computation of 
the importance weight assigned to each vector at each iteration can be 
computationally-intensive. Gelman and Rubin (1992) propose a general approach to 
monitor convergence of the chains output from multiple chains with very different 
starting values, based on an estimate of a statistic referred to as a 'shrink factor'. A 
shrink factor close to 1 is evidence for convergence to a stationary distribution. 
Raflery and Lewis (1992) proposed a practical method to determine the total number 
of iterations and number of bum-in iterations from two-state Markov chain theory. 
In this study, we will use a single long chain (Geyer 1992; Raftery and Lewis 
1992b) to provide a high chance of reaching stationary distribution, including a burn-
in of 10,000 iterations and a further 10,000 iterations for averaging the full 
conditional densities to obtain the stationary distribution. The convergence will be 
confirmed by contrasting pairs of graphical displays. 
3.4 The Statistical Reservoir Model 
A Statistical Reservoir Model is the product of an array of real regression 
coefficients (obtained from section 3.2) and the significance matrix, i.e., a strong 
binary filter to retain only those correlations that are significant (obtained from 
section 3.3) shown in Figure 1.1. The product is a parsimonious array representing 
the response of thej'th producer to the i'th injector or producer and at different time 
lags k. We establish a Statistical Reservoir Model by following three basic steps: (1) 
establish the optimal regression model, which is a real matrix that presents injector 
and producer wells whose flow rates are highly correlated, with the flow rates of a 
given producer well of interest, using the modified BIC criterion and the proposed 
'targeted search' method; (2) determine its corresponding significance matrix, which 
is a binary matrix that represents those well pairs that are statistically related to each 
other, using the full Bayesian analysis of the regression DLM; (3) establish the 
Statistical Reservoir Model, that is the model parameters and confidence limits, 
using conventional regression techniques. The first two steps of the process are 
described above, and the final stage is given below. 
To establish the Statistical. Reservoir Model, the product of the optimal 
regression model and its significance matrix can be expressed as a form of the linear 
multiple regression model: 
YI = Xkfl+ e, 	 Et 	N(O, o.2) 
	
(3.16) 
where X,_k  is the vector of flow rates at q significant wells at time t-k, where k (>=O) 
is the lag time, at time 1=1,2, ..., n, /1 are unknown coefficient vector, and e are the 
independently normally-distributed error terms with zero mean and unknown 
variance or2 
The solution of estimators for fi and .2  is to determine the coefficient vector 
/1 minimising I s with respect to fl . This yields least squares or maximum 
likelihood estimator 11 and the maximum likelihood estimator 62,  which is given by 
= 1 T ft (3.17) 
n 	t=1 
Writing the model (3.16) in an alternative form we have 
(3.18) 
where y = (y1 , Y2' ..., y, 
)T 
, x = (x 1 , x 21  ..., x, 
)T  and the errors are stacked in 
the vector € = (e 1  , £2, 	. 
)T 
. Thus, the ordinary least squares estimators /1 
(Draper & Smith 1998) can be obtained 
= (XT x)-' XT Y. 	 (3.19) 
If cij denotes an element of C = (XTXJ' , then a 100 (1 - a/o confident 
interval for 8. is 
A +tn-q (a/2) 6 J, I -  (3.20) 
where tdf  (a/2) denotes the upper 100 (i - a)% point on a t distribution with df 
degree of freedom. 
3.5 Summary 
The method for establishing a Statistical Reservoir Model is developed based on a 
predictor error filter, an Information criterion, a full Bayesian analysis of the 
regression DLM and conventional regression techniques. 
The concept behind the statistical reservoir model is simple. Given only a set of 
input flow rates at injectors and producers in the past, how can we predict the output 
flow rates at producers in the future? We solve this conceptual problem using a 
predictive error filter that minimises the prediction error via a history match of past 
data. This method detects injector and producer wells whose flow rates are highly 
correlated with the flow rates of a given producer of interest, according to a modified 
information criterion combined with a 'targeted search' model selection strategy. 
Then Bayesian methods are used to identify those well pairs that are statistically 
related to each other. The Bayesian methods involve a full Bayesian analysis of the 
time series regression DLM using MCMC. And finally conventional regression 
techniques are used to establish the model parameters and confidence limits. The 
resulting parsimonious matrix of correlation coefficients represents the response of 
the j'th producer to the i'th injector or producer and at different time lags k. The 
matrix acts like a two-dimensional 'transfer function' that converts an input set of 
production and injection data for a given month into a predicted output the next. 
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The Statistical Reservoir Model opens up the possibility of a new methodology 
of operating oil and gas fields world-wide. Unlike other methods that depend on an 
image of oilfield structure, it utilises solely the rate of flow at injection and 
production wells. Since virtually all hydrocarbon fields collect such data, the method 
has almost universal potential for application. The method can be used to explain 
past performance of the reservoir (in history matching mode) or to predict the 
response of the reservoir to planned changes in injection strategy, with the possibility 
of changing these plans if the planned scenario results in a less than optimum 
recovery of oil and gas. 
The method will not be used to replace conventional deterministic reservoir 
modelling based on the imaged and inferred hydraulic properties of the subsurface. 
Rather it will be used as a complementary method to check where predictions from 
such a deterministic method are appropriate, or to highlight areas where the 
deterministic model needs to be modified. 
Chapter 4 
Applications of the Statistical Reservoir 
Model 
This chapter presents the procedure for establishing a Statistical Reservoir Model and 
a complete and detailed field test in the Gulifaks field. Firstly, some data 
characteristics observed in the Gullfaks field are discussed in Section 4.1. Secondly, 
the procedure for establishing an optimal regression model in the Gullfaks field is 
presented in Section 4.2. Thirdly, a detailed procedure for establishing a Statistical 
Reservoir Model is described in Section 4.3, including the studies of convergence of 
the proposed MCMC algorithm, sensitivity analysis of posterior density to the 
proposed prior distribution and how to determine an appropriate Dynamic Linear 
Model for fluid flow modelling. The diffusion process of the correlated wells in an 
oilfield is examined in Section 4.4, based on the established Gullfaks Statistical 
Reservoir Model. Then, the response of faults and fractures to injection and 
production using the Statistical Reservoir Model is calibrated in Section 4.5 as a first 
validation of the new method. The new method is validated independently in 
predictive mode in Section 4.6. In Section 4.7, the characteristics of the correlation 
coefficients in the Statistical Reservoir Model are discussed. Finally, the test results 
are summarised in Section 4.8. 
4.1 Reservoir Description and Data Characteristics 
The method to establish a Statistical Reservoir Model has been developed and tested 
in the Statoil Guilfaks field, Norway. The main Gullfaks field lies in block 34/10 in 
the northern part of the Norwegian North Sea, about 175 km northwest of Bergen. 
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The reservoir units are sandstones of early to middle Jurassic age, they occur at a 
sub-sea depth of around 2000m, and are several hundred meters thick (Anes et al. 
1991). Reservoir quality is very high, with a porosity range of 30 to 35% and 
permeability up to several Darcys. 
The field is structurally complex and can be broken into three fault systems: the 
Domino-style fault system in the west and the Horst complex in the east, separated 
by a complex accommodation zone (Fossen & Hesthammer 1998). In the west part 
the major faults strike north-south and slope 25-30 degrees downward to the east. 
However, in the eastern Horst the faults slope 60-65 degrees downwards to the west. 
The major Domino blocks are further divided into smaller faults both in the dominant 
north-south and in the east-west direction. Figure 4.1 shows a reservoir structure 
map at the field of the Statfjord formation described below and a cross section of the 
Gulifaks field (Hesjedal 1999). 
The Gullfaks field is composed of three major reservoirs: the Brent Group 
(Middle Jurassic), the Cook Formation (Lower Jurassic), and the Statfjord Formation 
(Lower Jurassic—Upper Triassic). The recoverable reserves at Guilfaks are estimated 
at 307.7 MSm 3 (standard cubic meters), of which the uppermost Brent formations 
contains around 80.5% of the reserves, with Cook and Statfjord reservoirs 
contributing roughly 15% (Yielding et al. 1999). The Gulifaks field was discovered 
in 1978 and production began in 1986. Production from the field reached a peak in 
1994 and is now in decline, and approximately 90% of the base reserves are 
produced. 
The field has been under waterflood for pressure maintenance since January 
1988. Gas and water alternating gas (WAG) injection have been employed in parts 
of the field to control vertical sweep [Improved Oil Recovery (IOR) News, 
http ://www.npd.no/engelsk!news/con jor.htm] . The heterogeneities in reservoir 
quality between adjacent layers in parts of the field have caused water override and 
inefficient vertical sweep (Hesjedal 1999). 
The field has been developed with three production platforms since 1986. The 
Gullfaks A platform started production in 1986, Gulifaks B and C platform started 
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production in 1988 and 1990 respectively. The platforms A and C have integrated 
production and water and gas injection facilities. A total of 106 platform wells, 27 
injectors and 79 producers in operation were in operation between December 1986 
and December 1997, i.e., the period for which data were made available by Statoil. 
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Figure 4. 1: Structural map at the Statfjord level and cross section of the Gulifaks 
Field (Hesjedal, 1999). (a): Major faults are marked as wide, black separations, and 
minor faults as thinner lines. Small black circles represent well locations. 
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The recorded production data are composed of monthly measurements of flow 
rate [volume in Sm 3 (standard cubic meters) per day, averaged over 1 month 
intervals] taken over a period of 133 months starting from December 1986. For 
injector wells, they are the flow rates of the water (and/or gas) injected. For producer 
wells, they are the flow rates of oil, gas and water, respectively. The total flow rates 
of production or injection at each well were obtained by the standard formula 
[equation (3.1)] based on the reservoir parameters (advice from the Statoil): in the 
Cook reservoir, B 0 = 1.31 , B = 0.0036 , B,, = 1.024 and R 5 = 119 ; for the Brent 
reservoirs, B 0 = 1.26 , B = 0.0036 B,, = 1.024 and R = 110. For this and all 
subsequent analyses the flow rates are treated as time series, and have been used as 
the basis to establish a Statistical Reservoir Model. 
In an initial examination of the raw flow rate data, it was observed that there 
were some periods of zero flow rate in individual wells (e.g., see Fig.4.2) due to well 
downtime for some reason. Within the period of study, there were a number of new 
injection and producing wells that came on stream. In addition, a number of wells 
were operated as producers for some time prior to conversion to injectors (injection 
of water and/or gas). Missing data are not a problem for the BIC analysis because 
the missing values can be omitted. However, such wells are possible sources of error 
or bias in examining the correlations using the Spearman rank technique since they 
could provide spurious correlations and therefore they are excluded, as stated by 
Heffer et al. (1995) and Albertoni & Lake (2002). This is also a problem for our 
post-BIC dynamic linear modeling step because Bayesian methods take care of 
everything. Accordingly, the method for the Bayesian analysis includes a phase of 
pre-processing to handle missing data using techniques described in more detail in 
the following section. 
Fig.4.2 illustrates how 'noisy' and 'patchy' the flow rate at wells can be 
compared to other applications of time series analysis. Injection data (lower two 
plots in Fig. 4.2) include many large and sudden systematic fluctuations, but 
fluctuations in production data (upper two plots in Fig. 4.2) seem to be less 
discontinuous. This illustrates the 'damping' effect of the hydraulic, mechanical and 
structural responses of a complex reservoir. 
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Figure 4.2: Plot showing changes of the well flow rate (Sm 3/day, averaged over I 
month) series vs. time (133 months). Top: for producers A-13 & A-28 (green line); 
Bottom: for injectors A-i I & A-25AT (blue line), in the Guilfaks field. 
4.2 An Optimal Regression Model 
Wells in operation for more than 24 months were selected for this field test. During 
the test, flow rates of each well were standardized to have sample mean 0 and 
standard deviation 1. The results of the field test are presented and discussed in this 
and all subsequent sections in this Chapter. 
In initial applications of the method, the modified BIC criterion equation (3.4) 
and the 'targeted' search method described in section 3.2 were applied to identify 
corresponding good predictor wells for the flow rate at every producer. While 
applying the modified BIC criterion for model selection, we add one predictor at a 
time, and then the model with the highest BIC value and increased R2 is selected. 
The search is stopped when R2 is equal or greater than 0.99. To examine the 
temporal evolution, the optimal regression models (W11 ) were established for periods 
of 0-67, 0-77, 0-85, 0-403, 0-115 and 0-133 months respectively for the Gullfaks 
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field. As an example, Figure 4.3 represents a map of the Guilfaks field, in which 
wells whose flow rates are highly correlated with the flow rates of producer well 22 
for a period of 133 months are shown. Well 22 is an oil producer with available data 
for a total of 81 months starting from December 1986. From Figure 4.3, we can see 
that only 18 predictors in the whole field were identified to highly correlation with 
producer well 22, resulting in a parsimonious model. Significant correlations 
between pairs of wells are observed at both short and long range across the field, 
supporting the hypothesis of long-range correlation. 
In establishing the optimal Gullfaks regression model, an optimal lag-time of 
one-month was found for the most significantly correlations at pairs of wells. For 
example, the effect of time lag between pairs of wells in the multiple regression and 
autocorrelation methods is shown in Figure 4.4. Figure 4.4(a) indicates that the 
multiple regression between producer well 6 and its significant correlation wells is 
maximized at the lag time of one-month. Figure 4.4(b) shows the maximum 
autocorrelation of producer well 6 occurs at the lag time of one-month, implying the 
best lag time is also one month. The one-month lag correlations have more 
significance than the zero-lag correlations, implying a causal relationship. Zero-lag 
correlations imply a common cause of the observations at the two well sites, or a 
component of causal correlation at time series of less than one month due to the 
averaging. Both zero and one month lags are much more significant than two-month 
lag, so both zero and one month lagged values are used in the analysis of the 
correlation functions. Naturally, only one-month lagged values were used for the 
analysis of predictability of the Statistical Reservoir Model. 
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Figure 4.3: Map of the Guilfaks field showing well location, type and number. Red 
circles denote producer wells and blue triangles injector wells. Wells that are 
correlated to producer well 22 (black circle) for a period of 133 months are indicated 
by a large green circle. 
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4.3 The Guilfaks Statistical Reservoir Models 
In order to filter out chance correlations contaminating the predictive power in the 
optimal regression models determined by BIC, the regression DLM described in 
Chapter 3 was applied to check the analysis of the identified correlations between 
pairs of wells. The main aim of the Bayesian DLM analysis is to determine the final 
significance matrix, and finally establishing the Statistical Reservoir Model. The 
significance matrix will be obtained from computing the posterior distributions of all 
parameters defined in Appendix A by the Gibbs sampling iterations and selecting 
only those well pairs that satisfy both the BIC criterion and a posterior density not 
centred on zero. 
As mentioned in section 4.1, the Bayesian inference procedure excludes 
observations with any missing variable values from the analysis. One strategy to 
tackle such missing values is simple imputation, in which each missing value is filled 
with a single value (Little & Rubin, 1987). For example, each missing value can be 
imputed from the variable mean. The missing values were tackled using two 
methods. For the response variable, a missing value is imputed from a Gaussian 
distribution conditioned on observed values of predictor variables as defined in 
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'equation (3.5). For predictor variable, each missing value is imputed from 
neighbours by averaging using weights inversely proportional to their distance from 
the missing value. 
Specification of a prior distribution is an important issue in Bayesian analysis. 
The prior specification is completed by specifying four sets of prior for the 
parameters w, and 2 (assumed in section 3.3.2): prior (1), w 1 = —2, 2 = 0 (i.e., 
uniform priors); prior (2), a, = 5, 2. = 0.5 ; prior (3) w 1 = 3, 2 = 0.1 and prior (4), 
cv. = 2, 2. = 0.4, for i=1, ..., 4. For the specified parameters, k = ka = k 4, = 2 is 
assumed. Finally, for the slope vector /1, the same prior was assumed with mean 0 
and diagonal covariance matrix with the variances all equal to 10. 
To assess the adequacy of the length of the computational 'bum-in' period 
required for the MCMC simulation, various choices of chain lengths were studied for 
every regression DLM for the four sets of priors, aiming to produce desired posterior 
densities. As an example, the results obtained from producer well 14 for the two-
stage Markovian model are presented in Figures 4.5, 4.6 and 4.7. These illustrate the 
results for various choices of chain lengths under the four prior choices, respectively. 
The curves in the three figures indicate that the posterior density of V6 and V 1 
produced starting from 10,000 bum-in and 10,000 density averages had converged 
for any of the prior choices. Therefore, a combination of 10,000+10,000 iterations 
(for both bum-in and averaging) proved to be adequate for obtaining the desired 
posterior distribution under the two-stage Markovian model for the Guilfaks field 
data. 
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Figure 4.5: Posterior densities of V and V for different numbers of iterations under 
the first prior choice, w. = —2 and 2, = 0, i = 
Figure 4.6: Posterior densities of V and V for different numbers of iterations under 
the second prior choice, w, = 5 and 2. = 0.5, i = 
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Figure 4.7: Posterior densities of V and V for different numbers of iterations under 
the third prior choice, w, = 3 and 2. = 0. 1, i = 1,...,4. 
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A sensitivity analysis of posterior distribution to our four choices of prior 
distribution was carried out in order to determine which of the regression DLMs 
described in section 3.3 is the best model to represent the underlying processes in the 
flow rate time series. In the studies, long single chains, including 10,000 iterations 
of burn-in period and a further 10,000 iterations for averaging the full conditional 
densities were used to obtain the results. 
Figure 4.8a-48d show the corresponding posterior densities of the variances V, 
V,7 , Va  and V to the four choices of prior computed by the Gibbs sampling 
iterations for the three different regression DLMs for well 22. Figure 4.8d shows the 
curves of posterior and prior density of V that relates to the quadratic growth DLM. 
It can be observed that the posterior density of V culminates in a spike at closed to 
zero for the third prior choice, and is equal to zero for the first prior choice, strongly 
indicating V is more sensitive to prior distributions. Hence V should equal zero. 
Figure 4.8c shows the posterior and prior density of Va  that relates to the linear 
growth DLM. Similar to those observed in Figure 4.8d, the posterior density of Va  
is also quite sensitive to these choices of prior, where one with respect to the first 
choice of prior culminates in a spike at zero, and one corresponding to the third 
choice of prior shifts to zero. Thus, it can be concluded that Va  should also equal 
zero. Since V. and Va  all are zero, we can conclude that the Quadratic Growth 
DLM and the Linear Growth DLM should be discarded. But, the posterior densities 
of V  and V, related to the two-stage Markovian model, as shown in Figure 4.8a 
and 4.8b respectively, were definitely not zero and were less sensitive to the four 
prior choices. This indicates posterior densities for the two-stage Markovian model 
are more stable with respect to the choices of priors and results in identical inference 
in practice. Further, it hence can be concluded that the two-stage Markovian model 
is the most suitable regression DLM for establishing the underlying process of the 
flow rate time series. 
Subsequently, the posterior densities of the slope coefficients of predictors for 
every optimal regression model established in section 4.2 under the two-stage 
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Markovian model were analysed, aiming to obtain the significance matrix and hence 
establish the Statistical Reservoir Model. A rule of thumb for the Bayesian inference 
is that a posterior density of slope coefficient centered at zero most probably implies 
a zero regression coefficient. 
Figure 4.9 represents the posterior densities of the slope coefficients of 18 
predictors identified in the optimal regression model for producer well 22, as shown 
in Figure 4.3. It can be observed that wells 71, 78 and 80 identified as a good 
predictor in the optimal regression model (shown in Figure 4.3) lost their 
significance because the posterior densities of their slope coefficients are centered at 
zero, and hence resulting in a zero entry in the significance matrix. The other 15 
predictors were confirmed to have statistically-significant correlations to producer 
well 22, with an entry of one in the significance matrix. 
Repeating the analysis described above for each producer, the complete 
significance matrix for each optimal regression model was determined. It was found 
that, for example, of 1103 well pairs that had high correlations with the optimal 
linear regression for the period of 133 months, only 802 were confirmed to be 
statistically significant by the full Bayesian analysis. Some 18.15% well pairs lost 
their high correlation status. This presents the predictive power of the Bayesian 
method. After examining the final significance matrix N1 , each producer has only a 
few wells, between about 5 to 25, that are significantly correlated to it, confirming 
the parsimonious nature of correlation matrix C1 . 
Finally, the corresponding Statistical Reservoir Models were established for 
each of the available cumulative times of analysis: 0-67, 0-77, 0-85, 0-103, 0-415 
and 0-433 months for the Guilfaks field through the regression techniques described 
in Chapter 3. 
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Figure 4.8a: The posterior and prior density of V. to the four prior choices for the 
two-stage Markovian model for well 22. The solid curves denote the posterior 
densities and the dotted curves the prior densities. 
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Figure 4.10 shows a second map of the Gulifaks field, of predictor wells for 
producer 22 whose slope coefficients are significantly different than zero, according 
to the Bayesian analysis, shown by big circles. Comparing Figure 4.10 with Figure 
4.3, it can be observed that three wells lost their good predictor status after the 
Bayesian analysis for this example. Long-range correlations are still observed up to 
distance of about 3.1 km, in line with the results of Heffer et al. (1995) and 
Papasouliotis (2000). Such long-range correlations are similar to the correlation 
length-scales in hydrocarbon production-induced seismicity (Healey et al. 1968; 
Segall 1989, Segall & Fitzgerald 1998; Grasso & Sornette 1998; Marsan et al. 1999, 
2003; Zoback & Zinke 2002; Rutledge et al. 1998, 2004) and in natural earthquake 
event correlations (Huc & Main 2003; McKernon & Main 2005). As discussed in 
section 2.3, all of these are likely to be due to mechanical feedbacks. Here the 
correlated pairs of wells are not uniformly distributed in the reservoir, and, in this 
case, take up (broadly) an approximately north-south alignment. This alignment is 
parallel to the orientation of the major faults in this field (as shown in Figure 4.1), 
similar to the alignment of hydrocarbon production-induced seismicity with faults 
(Simiyu 1999; Rutledge et al. 2004), both implying a significant mechanical 
response. The most likely explanation of these effects is that the Gulifaks field is in, 
or close to a state of criticality, such that the poro-elastic stress disturbances caused 
by fluctuations in flow rates induce far-field poro-elastic stress changes via large-
scale inelastic deformation involving shear, possibly along faults (Zhang et al. 2006; 
Main et al. 2006a, 2006b). It shall be seen that this relationship with faults is 
complementary to a relationship with stress state. 
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Figure 4.10: Map of the Gullfaks oilfield showing well location, type and number. 
Red circles denote producer wells and blue triangles injector wells. Wells that are 
only significantly correlated to producer well 22 for a period of 113 months are 
indicated by a large green circle, according to the regression DLM analysis. For 
those wells J, N22J=1; for others N22= 0 in the significant matrix of Figure 1.2. The 
orientation of significant correlated well pairs vanes with geographical position 
within the field, implying significant mechanical complexity in reservoir response. 
4.4 Diffusion Process of Correlated Wells 
The diffusion process of triggered earthquakes has shown an anomalous (i.e., non-
Fickian) stress diffusion in correlation length and long-range triggering (Huc & Main, 
2003; McKernon & Main 2005). A similar phenomenon has also been observed in 
mining-induced seismic systems and on other three very different systems (Marsan et 
RZ 
al. 1999 and 2000). All of the diffusion processes exhibit typical power-law 
behaviours, with mean distance R(t) = t" and H<0.5 (for Fickian diffusion H=0.5). 
In this section, the diffusion process observed in the oilfield correlated wells in the 
Gullfaks field is examined. 
The diffusion process of significantly correlated wells was determined using the 
two-point correlation function (Bonnet et al. 2001), which describes the spatial 
correlation of the fractures by the probability that two points belong to the same 
structure. Here this is defined by measuring the density of all correlated pairs of 
wells at distance r and time t away from each other as follows 
C(r,t)= 7/N d (r,t), 	 (4.1) 
where N is the total number of correlated pairs of wells at a period of duration T and 
Nd is the number of pairs of wells whose distance apart is less than r at time t. Only 
those correlations that are significant are included in the analysis. 
Figure 4.11 shows the evolution of the correlation function C(r, t) as a function 
of distance for six different durations for the Guilfaks oilfield data. It can be 
observed that (1) most of the correlated wells occur at distances between 1km and 
6km, (2) the peak in the number of correlated wells is around 2km, (3) the height of 
the peak and the mean both increase with time, and (4) no effect is detected for 
distances large than 10km in this example since there are no data available outside 
the field. These results are strongly conditioned by the prior distribution of well 
locations, but it is clear that a sub-diffusive 'wave' is also present. This diffusion 
process is illustrated in Figure 4.12 which shows the mean distance in the histogram 
of Figure 4.11 as a function of time. The best power law fit R(t)-4" has an exponent 
H=0.33 (see interpretation in section 2.1). The slow diffusion observed has a direct 
analogue in the triggering of natural seismicity (Marsan et al. 1999, 2000, 2003; Huc 
& Main 2003; McKemon & Main 2005), as shown in Figure 2.4. This result 
confirms that the long-range correlation is not caused by a solitary wave, which 
would have an exponent of 1 on Figure 4.11. 
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Figure 4.11: A plot showing the evolution of number of significant correlated well 
pairs at different distance (m) away for the Gulifaks oilfield data, at six different 
durations indicated by six colours respectively. It shows that (1) most of the 
correlated wells occur at distances between 1km and 6km, (2) the peak of number of 
correlated wells is reached at around 2km, (3) the height of the peak decrease and the 
curve becomes flatter with time, and (4) the effect is limited to 10km by the extent of 
drilling wells in the Guilfaks field. 
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Figure 4.13 shows the frequency of correlations in the histogram of Figure 4.11 
as a function of distance. The fall-off of correlations at the duration of 85 months 
indicates that the best fitting distribution is the power-law, as seen in earthquakes 
(reviewed in Section 2.1). A Darcian plot would look like an exponent curve. The 
long-range and power-law nature of the correlation is an indication of self-organized 
critical behaviour (Main 1996; Grasso & Sornette 1998; Turcotte 1999; Huc & Main 
2003). Figure 4.13 also shows the 'boundary effect' in the natural data, and it will be 
seen in the deterministic simulation data (see next chapter, section 5.2). The time lag 
(one-month) and scale lengths (-tens of km) involved confirm that the correlations 
are not solely caused by Darcian flow. The long-range correlations found in this 
field are consistent with a geomechanical origin based on the poro-elastic mechanism 
operating in a near-critically-stressed crust (Zhang et al. 2006), and are most likely to 
have an underlying cause in coupled poroelastic mechanics and fluid flow in a 
critically stressed crust. Thus it is not surprising that a correlated change in flow rate 
can also be observed at a distance of several kilometres away from a given injector or 
producer. 
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Figure 4.13: The number of correlated pair wells at a given distance normalised by 
available wells at that separation as a function of distance for the first 85 months 
production in the Gullfaks field. The normalised number of correlated pair wells is 
shown by circles, and the best power law fit by a straight line, with negative slope a 
0.5. 
72 
4.5 Calibrating the Response of Faults and Fractures to 
Production and Injection: Anisotropy and Principal Component 
Analysis 
In this section, the Statistical Reservoir Model is used to calibrate the response of 
faults and fractures to injection and production. 
4.5.1 Anisotropy 
First the orientation distribution of lines connecting the significant correlated well 
pairs from the Statistical Reservoir Model is examined for evidence of directionality 
or anisotropy (for 133 months period). The number of connecting lines with 
orientation 0 were counted in 50  bins relative to Shmax  (maximum horizontal 
principal stress) and plotted as a rose diagram in Figure 4.14. Significant 
correlations are found to peak sub-parallel with the maximum horizontal stress axis 
(Shmax is N110E +1- 16, from World Stress Map data; http://www-wsm.physik.uni-
karlsruhe.de), as shown in Fig.4.14. 
Figure 4.14: Polar plot of the probability distribution of significantly correlated well 
pairs observed in the Guilfaks oilfield. The peak is sub-parallel to the regional 
orientation of maximum horizontal principal stress axis (Shñiax is N1 10E +1- 16 
from World Stress Map data). 
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Examination of the orientation of the peak distribution of correlation coefficients 
(Nij in Fig. 1.2), within sub-regions that feed the three platforms, reveals overall the 
regional consistency in the orientations of peak distributions (Fig.4.15). The 
orientations are generally parallel to Shmax,  but they are peaks at angles of 30 0  to 
Shmax, consistent with incipient shear failure in the standard Coulomb friction model 
(section 2.3, in this thesis). 
The results of Figure 4.14 are consistent with those observed in other oilfields 
using the Spearman Rank technique (Heffer et al. 1995, 1999; Heffer 2002), 
confirming that correlation in well rates are associated with stress state in 
orientational distribution. However, the orientation and amplitude of the histogram 
of significantly correlated well pairs varies with geographical position within the 
field, implying significant mechanical complexity in reservoir response, and perhaps 
a greater role for incipient Coulomb shear than previously thought. 
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Figure 4.15: The sub-populations of well pairs areally divided according to the 
platform to which the well is connected. Each orientational peak is within _.300  of 
Shmax, although there is some variation across the field. 
4.5.2 Principal Component Analysis 
A special interpretation of the statistical correlations, based on the results obtained 
above, has been provided independently by an industry partner within the COFFERS 
project, Reservoir Dynamics Ltd., as shown in Figures 4.16 and 4.17, based on the 
principal component analysis, factor analysis and principal oscillation pattern 
analysis. These methods have been run on the output of the Statistical Reservoir 
Model in order to relate results back to previous studies on other fields, to provide 
comparisons, and also to assign levels of confidence to results. Here, I briefly review 
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the results from the principal component analysis of the Guilfaks statistical reservoir 
models described in Section 4.3. 
Principal component analysis is a method that can be used to reveal simpler 
patterns within a complex set of variables, for example to explore the spatio-temporal 
relationships within large geophysical data sets (Horel 1984). A principal 
component analysis decomposes an n by m matrix of correlations to a set of n 
eigenvalues and m orthogonal eigenvectors that explain the variance in the data. 
Usually, most of the variance is explained by the first few principal components. 
To calibrate the response of faults and fractures to injection and production, the 
matrix of correlation coefficients N ij (in Fig. 1.2) from the established Gulifaks 
Statistical Reservoir Model is decomposed into its principal components (or 
eigenvectors) for each of the available cumulative times of analysis: 0-67; 085; 0-
103; 0-115; 0-133 months. Each principal component had a value at each of the 
wells in the field. Interpolation between wells was performed using the strain 
interpretation technique of Heffer et al. (1999, 2006), and Heffer (2004). In their 
studies, it is assumed that the rate fluctuations are direct indicators of geomechanical 
deformation. In particular each value is assumed to be equivalent to a function of the 
strain tensor at the well concerned. The interpolated strain maps of the first principal 
component (first• presented in Main et al., 2006) indicate strong linear features 
associated with well pressure correlations in this field. The mapped first component 
for the early stages of field development (0-67 months), overlain on the map of faults 
at top Etive formation (Fig. 4.16), suggests association of 2 of those linearities with 2 
major N-S faults that bound a rotated fault block; supplementary NE-SW trending 
linearities are seen at later times (Main et al., 2006a, 2006b). Linearities are less 
clear on the interpolated strain map of the eigenvector corresponding to the second 
highest eigenvalue in the earlier months of development (0-67 months). However, a 
strong N-S linearity does develop by 103 months that persists until 115 months; this 
linearity follows the trace of the major N-S fault that provides the boundary between 
the 'domino' and 'horst' regions of the structure (Fig.4.17). After 133 months the 
emphasis of the second eigenvector has shifted further to the east. This is 
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presumably associated with later development of the Cook and Statfjord reservoirs to 
the east of the initial development of the Brent reservoir. 
The interpretation of these principal components is that they reveal hydraulically 
reactive features that align in position and orientation with the predominant faults in 
the area revealed by seismic data. The correlation of aspects of the Statistical 
Reservoir Model with structural properties and the stress orientation is important 
because the model was not conditioned a priori by this independent data. This 
represents therefore an independent validation of the method by an external 
collaboration. 
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Figure 4.16: The first principal component from the correlation matrix of the 
established Gulifaks statistical reservoir model for 0-67 and 0-133 months compared 
with faults top Etive, Guilfaks field, shown in (a) and (b) respectively (Main et al., 
2006). The interpolated strain maps of eigenvector I indicate developing linearities 
in this field. The faults of the Gulifaks field are shown as lines, and the principal 
component amplitude by shading, with light shading indicating a higher value. 
Figures provided by Kes Heifer of Reservoir Dynamics Ltd.. 
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Figure 4.17: The second principal component from the correlation matrix for 0-103 
and 0-133 months compared with faults top Etive, Gullfaks field, shown in (a) and (b) 
respectively (Main et al. 2006). The interpolated strain maps of eigenvector 2 also 
indicate developing linearities in this field. The faults of the Gullfaks field are shown 
as lines, and the principal component amplitude by shading, with light shading 
indicating a higher value. Figures provided by Kes Heifer of Reservoir Dynamics 
Ltd.. 
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4.6 Predictive Power of the Statistical Reservoir Model 
The good match of structural features extracted from the Statistical Reservoir Model 
in section 4.5 with the fault pattern is the first validation of the new method. In this 
section the new method is validated independently in predictive mode. 
In this experiment the past history was used to construct a predictive reservoir 
model. The model was then left unchanged, and used to predict the future response 
for the later part of the time series (which importantly was not used to construct the 
model). 
The producer 41 started to operation from December 1990, and a total of 85 
months data was made available by Statoil till December 1997. Here, the 67 months 
flow rates at each well from December 1990 were used to construct the predictive 
reservoir model for producer 41. The model was then left unchanged and used to 
predict 68th 69th and 70th  flow rates for producer 41. Fig.4. 18 shows flow rate (the 
only prediction made is the final 3 months - the rest is just the regression fit) at 
individual producer 41 (in blue) compared to the flow rate (in green) and the 95% 
upper and lower confidence limits (in red) predicted by the established Statistical 
Reservoir Model. Apart from a few outlier 'spikes', the prediction of flow rate 
(month by month) is successful within 95% confidence limits that are determined not 
by the future data, but from calibration on past data. 
To further test the predictive power of the method, the 115 months flow rates at 
each well from December 1986 were used to construct the predictive models for a 
group of 28 producers. Then the models were left unchanged and used to predict 
116, 117' and ll  8th flow rates for each producer in the group. Fig.4. 19 shows flow 
rates by summing rate history of a group of 28 producers in the Guilfaks field (in 
blue) compared to the flow rate (in green) predicted by the established Statistical 
Reservoir Model for the Gullfaks field. In this figure, the only prediction made is the 
final 3 months - the rest is just the regression fit. Some of outliers survive despite 
the aggregation, but the prediction of flow rate again performs very well, both in 
history matching and predictive mode. This indicates that the statistical reservoir 
model can in principle be used to predict the response of the reservoir to given 
Ii 
injection scenarios. In future tests will be necessary to validate the model in truly 
predictive mode using true 'future' data. 
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Figure 4.18: Flow rates at producer 41 in the Gulifaks field (in blue) compared to the 
flow rate (in green) and the 95% upper and lower confidence limits (in red) predicted 
by the Statistical Reservoir Model for the Guilfaks field, established over the period 
indicated as 'History Match'. Note that the only prediction made is the final 3 
months - the rest is just the regression fit in this figure. 
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Figure 4.19: Flow rates by summing a group of 28 producers in the Guilfaks field (in 
blue) compared to the flow rate (in green) predicted by the Statistical Reservoir 
Model for the Guilfaks field, established over the period indicated as 'History Match'. 
Note that the only prediction made is the final 3 months - the rest is just the 
regression fit in this figure. 
The aim of the water injection method used in oil production is usually to 
increase subsurface fluid pressure and thereby stimulate production and increase oil 
recovery from an existing reservoir. It has been observed from the established 
Guilfaks Statistical Reservoir Models that injectors are not only significantly 
positively correlated with producers, but also sometimes significantly negatively 
correlated. An interpretation is that positive slope implies preferential flow trends 
towards the producer, and negative slope implies an interference or obstruction of the 
flow towards the producer from other injectors. This opens up the possibilities of 
using the Statistical Reservoir Model to optimise oil production by running 'what if 
scenarios. This highlights how the technique may be used in reservoir management. 
In this exercise, the past history was used to construct a predictive reservoir 
model. The model was then left unchanged, and used to predict the future response 
for different scenarios of injection plans at injectors. 
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From the established Gulifaks Statistical Reservoir Model for the period of 115 
months, injector well 35 is significantly correlated with 28 producer wells. As an 
example, the production changes that might be expected at these producers are 
predicted as a function of changes of injection plan at the injector 35. For the two 
scenarios, the actual procedure is keeping rates at other wells constant, and either 
increasing or decreasing by a factor 0.5 the planned injection rates at injector 35, and 
then predicting response rates in the 28 producers for next three months. Figure 4.20 
shows that increasing the planned injection rate at injector 35 increases the overall 
production for the group, and vice versa. This example highlights one potential use 
of the Statistical Reservoir Model in optimising hydrocarbon recovery. 
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Figure 4.20: Comparison of overall flow rates for a group of 28 producers for three 
scenarios at injector 35: (0) No change; (1) increase by 50%; and (2) decrease by 
50%. The green, red and black lines represent the rates for the planned injection, 
increasing (scenario 1) and decreasing (for scenario 2) planned injection rate by 0.5 
times at injector 35. It shows, for the next three months, that increasing injection rate 
at injector 35 will increase the total production rate at the group as a whole, and a 
decrease will decrease the overall production rate. 
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4.7 Properties of the Correlation Coefficients 
The results of this chapter demonstrate that significantly correlations between flow 
rates at pairs of wells do exist at long-range in the Gullfaks field. The significant 
correlations have a spatial extent that is similar in range to those observed in 
hydrocarbon production-induced seismicity and in natural earthquakes. However, 
the relationship between the correlation coefficients and the geological 
characteristics of reservoir is still not fully clear. This section explores in more detail 
the characteristics of the correlation coefficients. 
4.7.1 Correlation coefficients verse distance between pairs of wells 
Fig.4.21 shows scatter plots of correlation coefficients (slopes) against inter—well 
distance between pairs of wells in the Gulifaks oilfield for four different periods. 
The diagram exhibits the following characteristics: 
Nearly half of correlation coefficients were positive and half were negative, and 
their distribution is approximately symmetric with respect to the axis with 
coefficient equals to zero. 
The values of the majority of correlation coefficients fall within —1 to +1. 
The correlation coefficients are independent of the relative position between 
wells, i.e., the values of correlation coefficients do not depend on the distance 
between inter-wells. 
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Figure 4.21: Scatter plots showing the correlation coefficients versus inter-well 
distance. The correlation coefficients between pairs of wells came from the 
corresponding statistical reservoir model for a period of 85, 103, 115 and 133 months, 
shown in order (a) to (d), respectively. 
4.7.2 Number of correlated wells versus average flow rate at a producer 
Fig. 4.22 shows the number of significantly correlated wells determined in the 
Statistical Reservoir Model against average flow rates at producers for the period of 
85, 103, 115 and 133 months, separately. It can be observed that: 
The distribution of the number of significant correlated wells against average 
flow rate at a producer has no obvious pattern or trend. 
The number of significantly correlated wells is independent of flow rate at a 
producer. 
A similar study has been carried out for examining the number of injector wells 
that are correlated with a producer against average flow rate at the producer well, for 
the period of 85, 103, 115 and 133 months, separately (Fig. 4.23). This figure shows 
that: 
The number of significantly correlated injector wells to a producer ranges from 1 
to 7. This indicates that only a few of the injectors are sufficient to maintain the 
reservoir pressure to a producer well. 
The number of significantly correlated injector wells to a producer is 
independent of average flow rate at the producer well. This implies that greater 
flow rate is achieved not by increasing the connectivity between well pairs 
(adding more significant injectors to the producer) but by tuning the flow rate at 
those injectors. 
Fig. 4.24 shows the number of significantly correlated producers to a given 
producer against average flow rate at the producer for the period of 85, 103, 115 and 
133 months, separately. This figure shows that: 
1. The number of significantly correlated producer wells to a producer ranges from 
4 to 18. This indicates that the number of significant correlated producer wells 
is more than the number of significantly correlated injector wells to a producer. 
This may indicate that there is more interference or intervention existing 
between producer and producer than between injector and producer. 
Figures 4.22 and 4.23 show that 
1. The number of significantly correlated producer wells to a producer is also 
independent of average flow rate at the producer well. 
M. 
(c) 
00 	 1500 1500 2000 2500 Sow 5000 0000 0500 5000 	 5050 
a 
I 
P 
0 
(d) 
a 
I 
P 
P 
00 	 1000 	 500 	 2000 
(a) 
0 
a 
IS 
10 	 - 
0 
Av.0090 Sow 000. (n.'Idoy) 05 prod000r 
(b) 
0 
a 
Is 
10 
z 
v50 '5, •000 0 
Averog. flow 00. (n,'IdOyj at prod000r 
Figure 4.22: Plots showing number of significant correlated wells to a producer well 
against flow rate at the producer well for the whole Gullfaks field at the period of 85, 
103, 115 and 133 months, separately. Labelled (a) to (d) as in Figure 4.21. 
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Figure 4.23: Plots of number of significant correlated injection wells to a producer 
well against flow rate at the producer well for the whole Gullfaks field at the period 
of 67, 85, 103, 115 and 133 months, separately. Labelled (a) to (d) as in Figure 4.22. 
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Figure 4.24: Plots showing number of significant correlated producer wells 
determined in the statistical reservoir model against flow rate at producer wells for 
the period of 85, 103, 115 and 133 months, separately. Labelled (a) to (d) as in 
Figure 4.22. 
4.8 Summary 
The complete and detailed procedure for establishing a Statistical Reservoir Model 
has been studied and tested in the Gulifaks field. Initially, some data characteristics 
observed at well flow rates in the Gulifaks field were studied. Then, the procedure 
for detecting injector and producer wells whose flow rates are highly correlated with 
the flow rates of a given producer of interest were repeated using the proposed 
modified BIC criterion and the 'targeted search' method, and hence the optimal 
regression models for different periods were established. Then, the detailed 
procedure of the proposed Bayesian method to establish the corresponding 
significance matrix, including the experiment of the convergence diagnostics of 
proposed MCMC algorithm and number of 'burn-in' iterations, the sensitivity 
analysis of posterior density to the proposed prior choices was executed. Further, the 
well pairs that are statistically significantly related to each other were determined by 
the proposed Bayesian method. Finally, conventional regression techniques were 
used to establish the statistical reservoir model, in the form of a parsimonious matrix 
or array of real or (mostly) zero coefficients at zero or one month lag. 
The resulting matrix was then interrogated to give structural information such as 
the orientation distribution of the connected well pairs, or information on the 
response of faults and fractures to injection and production from a principal 
component analysis, the latter carried out by an external collaborator (Kes Heffer). 
The models were used to examine the diffusion process of the correlated wells in the 
oilfield and are compared with the diffusion process of triggered earthquakes 
observed in natural seismisity. The models were also independently validated in 
prospective mode to predict future production. 
The results indicate: 
A significant number of long-range correlations with characteristics similar to 
those observed in natural seismicity. Such long-range correlations cannot be 
explained by conventional reservoir simulators based solely on Darcy flow, but 
are consistent with the geomechanical simulations of fluid injections in a 
critically-stressed crust of Zhang et al. (2006). 
. The spatio-temporal correlation of flow rates between injector and producer well 
sites has a power-law form with a 0.5. 
. The spatio-temporal correlation of flow rates between injector and producer well 
sites exhibits anomalous diffusion. 
The significantly-correlated well pairs align with the directions of incipient 
horizontal-displacement tensile and shear failure in the present-day stress field. 
The principal components of the correlation matrix agree with the macroscopic 
fault pattern in the main producing horizon. 
. The significantly correlations result from stress perturbation in a critical or near-
critical stress state. 
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Not only a very good 'history match' to past production data, but also to future 
data not used to condition the model. 
The results have provided further support for the following concepts: 
• 	The lithosphere is in a near-critical state. 
• Reservoir activities perturb geomechanical metastability / permeability. 
• Geomechanical perturbations are a first order control on rate changes. 
• It may be possible to improve field production in short-term through direct 
prediction and long-term (through better understanding of the reservoir). 
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Chapter 5 
Statistical Inversion of the Deterministic 
Simulation Model 
The main subject of this chapter is to verify the developed method for establishing a 
Statistical Reservoir Model using synthetic data produced by the output of a physical 
reservoir model with known characteristics. 
This Chapter begins with a description of the simulation data obtained from the 
deterministic model in section 5.1. In section 5.2 the method for establishing an 
optimal regression model is interrogated using the deterministic simulation data for 
the case when reservoir stress state is at critical state. Then the established optimal 
regression models to the simulation data are checked by residual analysis in section 
5.3. The interrogation of the procedure for establishing a Statistical Reservoir Model 
using the deterministic simulation data is presented in section 5.4. Then the 
anisotropy from the correlated pairs of wells in the deterministic simulation 
reservoirs is studied in section 5.5. In section 5.6, the analysis of the characteristics 
of the correlation coefficients at pairs of wells is presented. Finally, a summary of 
the study on the simulation data is given. 
5.1 Data Characteristics 
The current study is motivated by a recently completed project under the Industry 
Technology Facilitator Complex Reservoirs Programme. The aim of the independent 
test is to verify the feasibility of the developed method for determining the optimal 
Statistical Reservoir Model by interrogating the output data of the deterministic 
model in inverse mode. 
IN 
The deterministic simulation data was provided by VIPS Ltd. (http://vips.co.uk ), 
an industrial partner in the above project. The deterministic simulation model is a 2-
D finite element geomechanical model coupled with fluid flow of the field 
incorporating known heterogeneities including faults and fractures (Zhang et al. 
2006). The model had a size of about 21 km by 21 km with 25 producers and 24 
injectors in the central area of 8 km by 8 km. The distance between the wells is 1 km. 
There are three major faults in the N-S direction, and seven smaller faults in the W-E 
directions, as shown in Figure 5.1. In addition, there are eight fracture sets within the 
intact rock with directions of 0, 22.5, 45, 67.5, 90, 112.5, 135 and 157.5°, 
respectively. 
In the deterministic simulation model, it was assumed that the effective (bulk) 
permeability of the reservoir rock is uniform prior to production, with an initial value 
of 100 mD. In addition, it was also assumed that fault-grids possess an initial 
permeability of 1 mD so that the faults served initially as permeability barriers 
(Zhang et al. 2006). In building the simulation model, an empirical relationship 
between permeability change and normal strain change of the fracture set and faults 
has been used. Because the displacements along the outside boundary are very small 
during production/injection, Zhang et al. (2006) assumed a zero displacement 
boundary condition. 
To investigate the effects of stress state on well rate correlations, they have 
studied three scenario cases. Where the stress state of a reservoir rock is at or near a 
critical state (Cases 1 and 2), the reservoir rock is likely to fail or to be instable. This 
is because a small change in effective stress due to depletion and/or injection will 
violate the criterion of rock failure. The rock failure will produce plastic deformation. 
In the deterministic simulation model, a permeability enhancement mechanism is 
linked to such plastic deformation, i.e. permeability will increase where there is an 
increase in plasticity. Where the stress state of a reservoir is at sub-critical (Case 3), 
there is no plastic deformation. 
1. For case 1 at a critical stress state, the direction of the maximum horizontal 
principal stress SH  is in the N10° and the ratio of total stresses, Sh/SH, is 0.57, 
where Sh  is the minimum horizontal stress. 
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For case 2, also at a critical stress state, the maximum horizontal principal 
stress SH is in the N-S direction and the ratio of total stresses, Sh/SH, is 0.57, 
but the active faulting and permeability enhancement may be different from 
those in Case 1 due to the difference in stress orientation. 
For case 3, at a sub-critical stress state, the maximum horizontal principal 
stress SH is in the N-S direction and the total stress ratio of Sh/SH is 0.75. 
In the three cases, the same mechanical properties, boundary conditions and well 
configurations were used, but with the different direction of the maximum horizontal 
principal stress and the different Sh/SH ratio (Zhang et al. 2006). Because of these 
differences, the initial stress state prior to production in the three cases was different. 
In the Cases 1 and 2, the initial stress was close to the critical state, but the initial 
stress state was in a sub-critical state in the Case 3. 
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Figure 5.1: Map of the central area of the deterministic model, showing the positions 
and types of 49 wells and 10 faults. Each oil well is numbered, and represented by 
either circle or triangle for producers or injectors wells respectively. Faults are 
marked as black bold lines. 
In each case, the pressures at the 49 wells were simulated for 36 months in 
interval one month. In the simulation, for injectors, the pressure at each well varied 
randomly with a Gaussian distribution fluctuating about an average well pressure 
2.067 MPa higher than reservoir pressure; for producers, the pressure at each well 
was also observed to fluctuate in response to fluctuating injection rates, but with an 
average well pressure 2.067 MPa lower than the average. During the inversion, 
noise is added to make the inversion difficulty more realistic. For the three cases, a 
degree of White Gaussian Noise (mean = 0 and variance = 1% of the average of flow 
rate of well) was added to the flow rate of each well. 
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Figures 5.2 and 5.3 show the flow rate calculated from the relative velocity data 
for the producer 29 and injector 7, separately. From Fig 5.2, it can be seen that 
production data have perturbations to these stable characteristics taking the form of 
changes of level and amplitude of the cyclical variation. The injection data (in 
Figure 5.3) shows similarly characteristics, as shown in the production data (Figure 
5.2), but with different level and amplitude of the variation. 
Compared to the Guilfaks field data studied in section 4.1, the deterministic 
simulation data have no missing data, and they are less random and have less large 
and less sudden systematic fluctuations time in the series than the real data (Fig. 4.2). 
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Figure 5.2: Plot shows the flow rate (m 3/day) time series against time for producer 29 
for a period of 36 months for Case 1 when the stress state is near-critical. 
1300 
1200 
1100 
E 
o 1000 
900 
800 
700 
1 	5 	10 	15 	20 	25 	30 	35 
Time (in month) 
Figure 5.3: Plot shows the flow rate (m 3/day) time series against time for injector 7 
for a period of 36 months for Case 1 when the stress state is near-critical. 
5.2 Optimal Regression Model for the Simulation Data 
The aim of this section is to interrogate the developed method for selecting an 
optimal regression model studied in Chapter 3 using the simulation data for the three 
cases. 
As the test in the Gulifaks field data, the modified BIC criterion defined in the 
equation (3.4) and the 'targeted' search method were used to the simulation data in 
the three cases, aiming to establish corresponding optimal regression model for each 
producer. At each time, one predictor was added and the model with the highest BIC 
value and increased R2 was selected, and finally the optimal regression models for 
each producer in the three cases have been successfully established. 
Figures 5.4, 5.5 and 5.6 show the frequency histogram of the correlated wells to 
the producer 40 as a function of distance for the three cases, respectively. It can be 
observed that most of the correlated wells occurred at long-range in the Case 1 and 2 
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when the stress state is near-critical. For example, a total of 50% (Fig. 5.4) and 
52.7% (Fig. 5.5) of the correlated wells occurred at the distance between 3 to 6 km 
for the two critically stressed cases. Here we know that the long-range correlations 
are caused by non-linear geomechanical responses, input into the physical model, 
rather than by direct hydraulic links. The long-range correlations found in the Case 1 
and 2 when the stress state is near-critical are consistent with those observed in the 
Gulifaks field data (section 4.4). This indicates that the synthetic data at critical 
stress state are likely to have a common underlying cause with hydrocarbon 
production-induced well correlations and microearthquakes, and natural seismicity in 
a critically stressed crust. 
However, for the Case 3 when the stress state is in a sub-critical state, most 
correlated wells occurred at short-range, for example, a total of 60% correlated wells 
occurred at distances less than 3 km (Fig. 5.6). Compared with 50% and 52.5% 
separately in the Cases 1 and 2, only 40% of correlated wells occurred at distances 
between 3 and 6 km in Case 3. The short-range correlations are likely to be caused 
directly by hydraulic links rather than by non-linear geomechanical effects. 
The long range correlations of power-law form are also seen in the spatial fall-
off of correlations between the pairs of wells derived from the VIPS deterministic 
model when the stress state is near-critical using the same techniques of the 
developed statistical reservoir model. Figures 5.7 and 5.8 show the correlation 
functions normalised by the initial distribution of available wells as a function of 
distance for Cases 1 and 2 when the stress state is near-critical. The spatial fall-off of 
correlations for the two cases are best fitted by a power-law, as seen in the Gullfaks 
field data in Figure 4.13. In addition, the 'boundary effect' shown in the field data in 
Figure 4.13 is also seen in Figures 5.7 and 5.8. The agreement in character between 
the deterministic model-derived and field correlations provides strong support for the 
geomechanical interpretation of well-rate correlations; the agreement also implies 
that the rock systems within or surrounding the Gullfaks field are close to the critical 
stress state. 
In the sub-critical case 3 of the VIPS deterministic model the spatial variation of 
'correlations is more erratic as shown in Figure 5.9 and does not show either the long 
range correlations of power-law form as seen in Cases 1 and 2 when the stress state is 
near-critical or the boundary effect seen in the data. 
The differences in the well rate correlations found between a critically stressed 
reservoir and a sub-critically stressed reservoir confirm that reservoir stress state may 
play a key role in the hydraulic and geomechanical responses of a reservoir, and thus 
is also likely to strongly influence the correlations at pairs of wells in real data when 
the Earth is in a near-critical stress state. The result is consistent with the studies by 
Zhang et al. (2006) using the Spearman Rank Correlation method. The rest of the 
chapter is therefore focused on Cases 1 and 2. 
Figure 5.10 and 5.11 represent a map of the central area of the VIPS simulation 
model, with good predictor wells correlated with the producer well 40 for Cases 1 
and 2, respectively. In both cases, most of the significantly correlated wells occurred 
along the boundary of the production area where there is a high stress gradient and an 
associated localization of correlated strain. This 'boundary effect' is also seen in the 
natural data (see the left plot in Fig. 4.13). Other trends of significantly-correlated 
wells occur along the sealed faults, indicating highly correlated strains along the 
faults. The results strongly confirmed that long-range correlations are plausibly 
related to geo-mechanical causes, at least when the stress state is in critical state. 
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Figure 5.4: Histogram showing the number of correlated wells to the producer 40 at 
different distance away in the Case 1. 
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Figure 5.5: Histogram showing the number of correlated wells to the producer 40 at 
different distance away in the Case 2. 
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Figure 5.6: Histogram showing the number of correlated wells to the producer 40 at 
different distance away in the Case 3. 
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Figure 5.7: Log-log plot showing the number of correlated pair wells at a given 
distance normalised by available wells at that separation as a function of distance 
from the VIPS generic model - Case 1, when the stress state is near-critical. The 
normalised number of correlated pair wells is shown by circles, and the best power-
low fit by a straight line. The spatial fall-off of correlations of rates indicate the 
long-range nature of the correlations. Such a self-organised critical behaviour is also 
seen in the Guilfaks data in Figure 4.13. 
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Figure 5.8: Log-log plot showing the number of correlated pair wells at a given 
distance normalised by available wells at that separation as a function of distance 
from the VIPS generic model - Case 2, when the stress state is near-critical. The 
normalised number of correlated pair wells is shown by circles, and the best power -
low fit by a straight line. The spatial fall-off of correlations of rates in Case 2 also 
indicate the long-range nature of the correlations, as those observed in Figure 5.7 and 
seen in the Gulifaks data in Figure 4.13. 
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Figure 5.9: Log-log plot showing the number of correlated pair wells at a given 
distance normalised by available wells at that separation as a function of distance 
from the VIPS generic model - Case 3, when the stress state is sub-critical. The 
normalised number of correlated pair wells is shown by circles. In the sub-critical 
case 3 of the VIPS generic model the spatial variation of correlations is more erratic. 
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Figure 5.10: Map of the central area of the VIPS simulation model. Each well is 
numbered, and represented as circle or triangle for producer or injector. The bold 
black lines in the box represent the fault lines. The green circles denote good 
predictor wells correlated with the producer well 40 (red circle) in the Case I 
according to the developed method to select an optimal regression model. 
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Figure 5.11: Map of the central area of the VIPS simulation model. Each well is 
numbered, and represented as circle or triangle for producer or injector. The bold 
black lines in the box represent the fault line. The green circles denote good 
predictor wells correlated with the producer well 40 (red circle) in the Case 2 
according to the developed method to select an optimal regression model. 
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5.3 Regression Diagnostics 
Regression model building is often an iterative and interactive process. Regression 
diagnostics are used to check assumptions and suggest remedies for any violations. 
Here, this section intends to verify the developed method for establishing an optimal 
regression model using regression diagnostics. 
The residuals from a regression model are ej = Yi - 	, i = 1,2,..., n , where 
y 1  is an actual observation and j) 1 is the corresponding fitted value from the 
regression model. Analysis of the residuals is frequently helpful in checking the 
assumption that errors are approximately normally distributed with constant variance. 
In a regression model, it is occasionally found that some subset of the 
observations is unusually influential. If these influential points are outliers, or 
erroneous in any way, then they should be eliminated. On the other hand, there may 
be nothing wrong with these points, but at least it should be determined whether they 
produce results consistent with the rest of the data. One measure of influence is the 
Cook's distance (Cook & Weisberg 1982). The formula to calculate the Cook's 
distance, D, is 
D. 	
-j(i), 	 (5.1) 
P•MSE 
where 	is the predicted (fitted) value of the 
11h  observation, j(i)  is the predicted 
value of the j1h  observation using a new regression equation found by deleting the i 
U1 
case, P is the number of parameters in the model and MSE is the Mean Square Error. 
The simplest and most informative method for the regression diagnostics is to 
look at the model graphically. The diagnostic plots used here include: 
Model residuals against fitted values: to check the assumption of a variance 
that is constant and residuals that are normally distributed. There should be 
no discernable pattern on the plot. 
A Q-Q (Quantile-Quantile) plot of the residuals: to check the assumption 
that errors are normally distributed (Gaussian). If the residuals are normally 
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distributed, the points on the plot should fall along a straight line. 
The square root of absolute residuals against fitted values: to identify 
outliers and to visualise any possible systematic structure in the residuals. 
A Cook's distance plot: to measure of the relative influence of each 
observation on the regression coefficients. Any spike on the plot indicates 
an observation that has an unusually large influence on the regression 
analysis. 
For example, Figure 5.12 shows the diagnostics for assessing the adequacy of 
the optimal regression model established for producer well 40 in Case 1. From 
Figure 5.12 (a), it can be observed that there is no correlation or clustering of model 
residuals versus the fitted values. Three points at 2, 5 and 20 have been marked out 
as possible outliers. 
Figure 5.12 (b) illustrates that the data fall approximately along a straight line in 
this figure, thus it can be concluded that there is no severe departure from the 
normality assumption. However, the three points 2, 5 and 20 marked out in Figure 
5.12 (a) have also been indicated as possible outliers in this plot. 
The square root of absolute residuals against fitted values was also plotted in 
Figure 5.12 (c). The result shows that there is no any discernable pattern on the plot. 
This independent check is consistent with Figure 5.12 (a). 
The Cook's distance was shown in Figure 5.12 (d), in which the most prominent 
spike occurred at points 2, 5 and 12. This indicates that they are the influential 
points for the model. 
The diagnostic results (shown in Figure 5.12) overwhelmingly support the 
assumptions made in the method of selecting an optimal regression model, with only 
a very small minority of outliers, thus it may conclude that the established optimal 
regression model for well 40 is indeed significant. The result shows the adequacy of 
the regression model, and hence demonstrates the feasibility of the proposed 
approach to establishing an optimal regression model. 
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Figure 5.12: Diagnostics plots for the selected optimal regression model for 
producer well 40 in the Case 1, shown in order of (a) to (d) respectively. (a) The plot 
shows the residuals vs. the fitted values. (b) The plot is a Q-Q (quantile-quantile) 
plot of the distribution of the residuals vs. standard Gaussian distribution. (c) The 
plot illustrates the square root of the absolute value of the standardized residuals vs. 
fitted values. (d) The plot shows a Cook's distance to illustrate the influence of each 
data point on the fit of the optimal regression model. 
5.4 Interrogation of the Statistical Reservoir Model 
In this section, the application of the procedure for establishing a Statistical 
Reservoir Model for the deterministic simulation data in the cases 1 and 2 will be 
presented. The analysis of the deterministic simulation data follows exactly the same 
methodology as in the test in the Guilfaks field. 
(0 
Co = 
D D 
Co 
a) 
-D 
Co 
-o 
Co 
Lfl 
C/) 
P 
D 
N 
0 
0 
N 
0 
a, 
Cj 
So 
0 
LI) 
0 
0 
109 
This study was also performed under the same four choices of priors, as tested 
on the Gullfaks data sets, for the variance components in the three DLM models. 
The first choice was uniform priors, i.e., o —2 and 2, = 0, i = 1,...,4 ; the 
second, 	w, = 5 	and 	2, = 0.5, i = 1,...,4 ; 	the 	third, 	co i  = 3 	and 
2. =0.1, i = 1,...,4 ; and the fourth, co i =2,2, =0.4, for i=l,...,4. The specified 
parameters were set to k 1 = ka = k = 2. The slope vector /1 was assume to have 
the same prior with mean 0 and diagonal covariance matrix with the variances all 
equal to 10. All the results presented here were obtained by long single chains, 
comprising of averaging 10,000 densities after 10,000 iterations of bum-in. 
Firstly, the analysis was begun by identifying the underlying DLM model of 
well pressure in the Cases 1 and 2. For example, Figure 5.13 shows the posterior 
densities of the variance components V6 , V, 7 , V and V under the four various 
prior choices for the three DLM models, for producer well 40 in the Case 1, by the 
order of (a) to (d). The components V6 and V associate with the two-stage 
Markovian DLM, Va  and V,, associate with the quadratic growth and linear growth 
DLM separately. From (c) and (d), it can be observed that the posterior densities 
(solid red curves) culminate at a spike with values about 150 and 170 at zero to the 
first prior distribution, separately. This indicates that the Va  and V. are quite 
sensitive to the prior choice, hence the two corresponding DLM models are not 
suitable to model well pressures. From (a) and (b), however, it can be seen that the 
posterior densities are not sensitive to the prior choices. This indicates that the two-
stage Markovian DLM model is the most suitable dynamic model for modelling well 
pressures in this physical model, just as they were for the real data in the Gullfaks 
oilfield. 
Then, the Bayesian inference via MCMC simulation described in section 3.3.2 
and 3.3.3 was used to build the significance matrix to each of the selected optimal 
regression models. Finally, the traditional regression techniques studied in section 
3.4 were used to establish the Statistical Reservoir Model for the deterministic 
models at Cases 1 and 2. Figure 5.14 show the posterior density of the slope 
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coefficients of 18 predictor wells to producer well 40 in the Case 1, separately. It 
can be seen that most of predictors (blue curves) are significant since the maximum 
likelihood of their slopes do not centre at zero, except injector 10 and producer 35 
(red curve). In this case, 18 well pairs that had apparent high correlations with the 
optimal linear regression, only 16 wells were confirmed to be statistically significant 
by the full Bayesian analysis. This exhibits that those remaining key well pairs have 
predictive power. 
The inversion results demonstrate that the developed method is also feasible for 
a physical model with added noise. The procedure of establishing an optimal 
Statistical Reservoir Model can be used not only for real oilfield data, for example, 
those from the Guilfaks field, but also for the deterministic simulation data. The 
detailed similarity in the statistical properties is also an independent validation of the 
hypothesis that key elements of the physical model (a critical stress state and a stress-
sensitive permeability) can explain the real observed data. 
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Figure 5.13: Plots of the posterior densities of the variance components V, V17 1 V 
and V. , shown by the order of (a) to (d), separately, for the three DLMs under the 
four prior choices for well 40 in the Case 1. The solid curves denote the posterior 
densities and the dotted curves the proper prior densities. The V  and V are related 
to the two-stage Markovian DLM model. The Va  is related to the linear growth 
DLM model, and V is related to the quadratic growth DLM model. 
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Figure 5.14: Posterior densities of slope coefficients of predictor wells to producer 40 
in the Case 1 under the two-stage Markovian DLM model. The peak is the best 
estimate of the regression coefficient, and the width of the peak gives an indication 
of the confidence in the result. 
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5.5 Response of Faults and Fractures to Fluid Production and 
Injection: Anisotropy 
In section 4.5, it has been observed that correlations in well rates are preferentially 
aligned at 0° or 300 to the maximum horizontal stress in the Gulifaks oilfield. In this 
section, the data produced by the output of the VIPS deterministic model is analysed 
in the same way to see if the orientation of the correlations is related to the stress 
field and/or the fault pattern. 
Figure 5.15 shows a polar plot of the orientation distribution of significant 
correlations between pairs of wells for the deterministic simulation data for Case 1. 
The bin size in the polar plot is 5 0 and the orientation of maximum horizontal 
principal stress axis (Shmax) is N1OB in the Case 1 (Zhang et al. 2006). There are 
several orientation peaks of the distribution in this figure. The orientation of peaks 
at about N30E and N165E are sub-parallel to the orientation of plastic shear strain 
pattern (near 30 0 to Shmax, as in the real data of Fig. 4.14) as shown in Figure 5.16, 
with conjugated at about N120E and N75E, i.e., perpendicular to N30E and N165E. 
There are several reasons that can probably cause such conjugated orientation, for 
example, strong boundary effect or fault pattern effect. Thus, a further investigation 
should be carried out for future work. The orientation of peak distribution at NI OE 
is sub-parallel to the maximum horizontal principal stress axis, however, the peak is 
smaller than the other peaks. An interpretation is that the fault structure features may 
play an important role in coupled geomechanical- fluid flow in this model reservoir 
than the maximum horizontal principal stress since those wells locations are close to 
the faults. In the model, the changes of geo-mechanical strain field around faults are 
more sensitive and reactive to fluid flow in the reservoir, which in turn affects the 
conductivities of local faults and fractures. On the other hand, it may be possible that 
the effect of the maximum principle horizontal stress is underestimated compared to 
the real data due to the shorter history of the production in this model reservoir (three 
years compared to about 11 years in the Gullfaks field). Therefore, the orientation 
distribution in Figure 5.15, appropriate for early times, is dominated by the reactive 
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fault structure features, while the long-term characteristics in the field data responds 
more strongly to the local direction of the maximum principle horizontal stress. 
/ Shmax 
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270 	 1) 90 240 
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Figure 5.15: Polar plot of orientation distribution of significant correlations between 
pairs of wells for the determinstic simulation model for Case 1. 
• >= 0.6; 0.6> * >= 0.5; 0.5> 
Figure 5.16: Long-range rate correlations in Case 1, which are marked on the plastic 
shear strain pattern (Zhang et al. 2006). Long-range rate correlations are likely to 
occur near the plastic zones (the major faults and the created plastic shear bands). 
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5.6 Properties of the Correlation Coefficients 
This section describes a study of the characteristics of the correlation coefficients for 
the deterministic simulation data in cases 1 and 2, to be compared with a similar 
analysis for the real data in section 4.7. 
Figure 5.17 shows the distribution of correlation coefficients against the inter-
well distance for Cases 1 and 2. It can be observed that the values of most of 
correlation coefficients range from —0.5 to +0.5. The correlation coefficients at pairs 
of wells are independent of their inter-well distance when the reservoir is at a critical 
stress state, similar to the real data (Fig. 4.21). 
The two plots of Figure 5.18 illustrate the number of correlated pairs of wells as 
a function of flow rate at producer for Cases 1 and 2. The number of correlated pairs 
of wells is range approximately from 15 to 20, and is independent of flow rate at 
producer well for critical stress state. This is also consistent with those observed in 
the Guilfaks oilfield (Fig. 4.22). In contrast, a simple model with Darcy flow alone 
would have a much stronger distance dependence for these attributes. Again, this 
confirms the validity of the hypothesis of a near-critically stressed reservoir with a 
stress-sensitive permeability in the case of the Gullfaks data. 
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Figure 5.17: Scatter plot showing the distribution of the value of correlation 
coefficients against the inter-well distance at the Cases 1 and 2, shown in (a) and (b) 
respectively. 
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Figure 5.18: Scatter plot showing the distribution of the number of correlated pairs 
of wells against flow rate at producer for the Cases 1 and 2, shown in (a) and (b) 
separately. 
5.7 Summary 
In section 5.2, the spatial fall-off of correlations derived from Cases 1 and 2 shown in 
Figures 5.7 and 5.8 demonstrated that most of the correlated wells occur at long- 
range only when the stress state is near-critical. In the deterministic model we know 
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that the long-range correlations are caused by the assumed non-linear geomechanical 
responses, via the assumed stress sensitive permeability rather than by direct 
hydraulic links. The long-range nature found in Cases 1 and 2 when the stress state 
is near-critical is consistent with the observed in the Gullfaks field data demonstrated 
in section 4.4, in hydrocarbon production-induced seismicity discussed in section 2.1 
and in natural earthquake event correlations discussed in section 2.2. This indicates 
that the assumptions behind the deterministic simulation, including the near-critical 
stress state, are a plausible mechanism for hydrocarbon production-induced well 
correlations and may also apply to induced microearthquakes, and possibly also to 
natural seismicity. The agreement in character between the deterministic model-
derived and field correlations provides strong support for the geomechanical 
interpretation of well-rate correlations; the agreement also implies that the rock 
systems within or surrounding the Guilfaks field are close to the critical stress state. 
Section 5.2 (Figure 5.9) also shows that the spatial variation of correlations is more 
erratic when the stress state is in a sub-critical state. Figure 5.9 does not show either 
the long range correlations of power-law form as seen in Cases 1 and 2 when the 
stress state is near-critical or the boundary effect seen in the data. 
These results confirm that reservoir stress state is very likely to play a key role in 
the hydraulic and geomechanical responses of a real reservoir, here demonstrated by 
the correlations between pairs of wells. This result is in good agreement with the 
studies by Zhang et al. (2006) using the Spearman Rank Correlation method. 
The regression diagnostic results in section 5.3 overwhelmingly support the 
assumptions made in the method for selecting an optimal regression model, with only 
a very small minority of outliers. This implies that the established optimal regression 
models for the data in the cases 1 and 2 are indeed significant. Hence, the results 
demonstrated the feasibility of the developed method for selecting an optimal 
regression model in this 'ideal' deterministic test case, where the Earth model is 
known and a degree of noise is added. 
Section 5.4 showed that the full methodology for establishing a 'statistical 
reservoir model' can also be directly used on the deterministic simulation data when 
the reservoir is at a critical stress state, using the same parameters and prior choices 
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as used in the Gulifaks field. It demonstrated that the two-stage Markovian DLM 
model outperforms the other two DLM models to modelling the underlying process 
of well pressure when the model reservoir is at critical stress state, as observed in the 
real data from the Guilfaks field. This indicates that the deterministic simulation 
data are likely to have a common underlying process with the data in the Gullfaks 
field. 
In section 5.5, it was observed that the orientation distribution of lines 
connecting the significantly correlated well pairs in the reservoir at critical stress 
state mainly is sub-parallel or sub-perpendicular to the orientation of plastic shear 
strain pattern around the faults, rather than overwhelmingly towards to the maximum 
horizontal principal stress as observed in the Gulifaks oilfield in section 4.5. This 
indicates that the fault structure features play more important role in coupled 
geomechanical-fluid flow than the maximum horizontal principal stress in the 
simulated reservoir. The opposite is true for the real reservoir, but this may be due to 
difference in the time scales involved. 
In section 5.6, the distribution of correlation coefficients against inter-well 
distance for the deterministic simulation data when the reservoir is at critical stress 
state showed that the correlation coefficients are independent of inter-well distance, 
as observed in the Gullfaks oilfield presented in section 4.7. Section 5.6 also 
demonstrated that the number of correlated pairs of wells is independent of flow rate 
at producer well, as observed at the Gulifaks oilfield in section 4.7. 
In summary the deterministic model reproduces most of the major features of the 
real data. With some caveats to be checked in future work (e.g., examining the effect 
of model timescales) the geomechanical model of cases 1 and 2 are plausible 
hypotheses to carry forward to further investigation of other oil fields and other 
subsurface applications. 
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Chapter 6 
Characteristic Size Effects in Different 
Types of Earthquake Frequency—Size Data 
The main aim of this chapter is to examine characteristic size' effects in the 
incremental frequency-size distribution in oilfield-induced earthquakes and natural 
global shallow earthquakes using a Bayesian technique, based on the assumption of a 
Poisson distribution of errors. 
A brief introduction to the techniques used to examine characteristic size effects 
in earthquake frequency-size data is given in section 6. 1, followed by a discussion of 
the standard Gaussian distribution assumption for incremental frequency data and 
cumulative statistics in examining frequency data. 
Section 6.2 is a purely theoretical section, introducing first a generic Poisson 
model and then three special Poisson physical models, and constructing a theoretical 
framework for the statistical analysis. 
In section 6.3, three various data sets are analysed, including frequency-
magnitude data from earthquakes induced by hydrocarbon production, the USGS 
NEIC catalog of global earthquakes and the CMT catalog of global earthquakes. In a 
separate study the latest CMT catalog of global earthquakes, including the 2004 
Boxing-day tsunami earthquake is also examined, in order to see if this extreme 
event affected the overall global statistics significantly. 
The final section 6.4 of this chapter gives a brief summary and discussion. 
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6.1 Introduction 
The frequency-magnitude distribution F(m) is an integral component of probabilistic 
seismic hazard. It is commonly estimated by the Gutenberg-Richter (G-R) law, of 
the form 
log 10 F(m) = a — bm, 	 (6.1) 
where F(m) here is the incremental frequency of occurrence of earthquakes having 
magnitude in the range m ±,5m /2 within a time interval T, a and b are constants, 
and the negative slope b is usually referred to as the seismic 'b value'. The b-value 
is typically near 1 (Triep & Sykes 1997), but has been observed to vary to some 
extent both in space and time. The model parameters a and b are most commonly 
determined by the maximum-likelihood method (Aki 1965). . Typically, the data 
may be binned into equal intervals of magnitude of width Sm and the smallest bin 
interval is typically ,5m = 0.1. 
The moment-magnitude relation is 
log 10 M = cm + d, 	 (6.2) 
where c=1.5 and d=9.05 are constants for moment M in Nm (Kanamori 1978). It 
follows that Eq.(6. 1) is also a power-law distribution of seismic moment. In fact, the 
Gutenberg-Richter law is also a power law distribution of seismic energy or fault 
length and therefore consistent with a fractal scale-invariant distribution (Turcotte 
1992). One physical problem with the G-R law is that it predicts an infinite Moment 
release rate for b<1.5. 
It is more common in the literature to calculate and plot cumulative statistics to 
fit to Eq. (6.1). However, this method can introduce some biases, for example, 
overestimating the b value or producing spurious slope changes, due to the 
smoothing effect of cumulative-frequency data (Main 2000; Leonard et al. 2001; 
Koravos et al. 2003). One way to avoid such potential sources of bias is to examine 
raw frequency data based on the Poisson assumption (Leonard et al. 2001). 
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The Gutenberg-Richter frequency-magnitude law is commonly fitted primarily 
to the smaller and medium magnitude earthquakes in earthquake-hazard analysis. 
The largest earthquakes occur rarely, but, normally dominate the total release of 
seismic moment or energy (Main 1995, 2000). An alternative model for the large. 
earthquakes was the gamma distribution, first proposed by Shen & Mansinha (1983) 
and Main & Burton (1984). The gamma distribution preserves a power-law 
distribution of moment M at low magnitude, and an exponential tail at high 
magnitude, and a finite total moment release rate M . Therefore, the gamma 
distribution is more general and physically realistic than the Gutenberg-Richter law. 
With the Poisson assumption, this distribution requires three independent parameters, 
which are one more independent parameter than the Gutenberg-Richter law, so a 
penalty for the extra parameter is required by objective information criteria before it 
is preferred to the Gutenberg-Richter law as a purely statistical model. The gamma 
distribution predicts a more gradual curve in the frequency data distribution at high 
magnitude. In recent years, such gamma distributions have been widely investigated 
and applied to various data sets (Main & Burton 1984, 1986, 1989; Main 1995, 1996, 
2000; Kagan 1993, 1997, 1999; Leonard et al. 2001; Koravos et al. 2003). The 
advantage of this distribution in principle is that we can constrain the seismic hazard 
at high magnitude more accurately where it can be shown to be the best fit to the data. 
Here, the gamma distribution will also be applied to identify characteristic size 
effects in frequency data through the presence or absence of an exponential tail. 
In recent years, several authors found that the cumulative frequency-moment 
distribution for the large earthquakes show a systematic and sudden change in 
scaling properties, i.e., a break in scaling between small and large earthquakes due to 
the finite thickness of the seismogenic lithosphere (Main & Burton 1986; Pacheco et 
al. 1992; Scholz 1997; Triep & Sykes 1997; Main 2000; Leonard et al. 2001). This 
break of slope is referred to as the double power law (Main 2000; Leonard et al. 
2001). With the Poisson assumption, the double power law describes the sudden 
break of slope and requires four independent parameters. That is one and two more 
independent parameters than the gamma distribution and the Gutenberg-Richter law 
respectively. Therefore, a significant extra penalty is required before adopting this as 
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the best-fit model. The evidence for such a break in scaling has also been found 
using objective statistical information criterion that includes an appreciative penalty 
in various geophysical data sets, for example, in the scaling of fault width and length, 
and frequency-moment data (Main et al. 1999; Main 2000; Leonard et al. 2001). 
Main (2000) discussed in detail problems associated with identifying a break in 
scaling in the earthquake cumulative frequency-magnitude distribution. Main et al. 
(1999) and Leonard et al. (2001) proposed a new general method for estimating the 
location of a break of slope in the incremental frequency data, based on a modified 
Schwarz's Information Criterion (BIC). In this study, the double power law, together 
with the G-R law and the gamma distribution, is applied as competing hypotheses to 
identify characteristic size effects, where they exist, in raw frequency data. The 
maximum-likelihood technique developed by Leonard et al. (2001) is used to assess 
the possibility of bias in the model parameters in the curve fits to different 
earthquake frequency-size distributions. 
Several authors have used different techniques to identify breaks in scaling in the 
frequency moment and magnitude distribution for global as well as regional 
earthquakes data. Pacheco et al. (1992) used Akaike's information criterion to 
identify breaks of slope in the cumulative frequency-moment data. However, the use 
of cumulative frequency data may produce smoothing effects of cumulative statistics 
on regression coefficients. Main (2000) systematically investigated the break scaling 
hypothesis by a forward modelling method and showed that the breaks of slope in 
cumulative frequency data can be exaggerated due to several reasons. He 
highlighted the need for an objective criterion for testing the underlying incremental 
frequency distribution. Main et al. (1999) proposed an objective Bayesian 
information criterion to identify the double-slope distribution in fracture width and 
length data. Leonard et al. (2001) developed a Bayesian technique based on the 
Poisson assumption to test the hypothesis of the breaks of slope in frequency data in 
three data sets. The advantages of the method are that it employs Bayesian analysis 
of uncertainty estimation based on the more appropriate assumption of Poisson 
distribution of errors for frequency-size data, and determines the best fitting 
distribution by combining a maximum likelihood technique with a modified 
objective information criterion. 
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It is common to assume that a distribution of errors is Gaussian for frequency 
data for standard linear or non-linear regression in the seismic-hazard estimates. The 
Gaussian distribution for frequency data requires a constant variance that is 
independent of the mean. However, for frequency data, the variance should vary 
systematically with the mean with frequencies being more uncertain for the rare large 
events (Leonard et al. 2001). Accordingly Leonard et al. (2001) proposed the more 
appropriate Poisson distribution that assumes the variances for the frequencies are 
equal to the means. This method therefore minimizes bias in two important ways: (a) 
by combining a maximum likelihood regression technique with objective information 
criteria, and (b) using the Poisson model to estimate the uncertainty in the model 
parameters in the form of Bayesian intervals for associated errors. In this study, I 
follow the Poisson distribution assumption for the frequencies. 
In summary, three different physical models, namely (1) the single power law, (2) 
the double power law, and (3) the gamma distribution will be used to identify 
characteristic size effects in frequency data. In each case, the frequencies are binned 
from raw observations and assumed to possess a Poisson distribution. The null 
hypothesis is that a power law form exists for the frequency data. If the null 
hypothesis is rejected, I distinguish between the double power law and the gamma 
distribution. The best statistical model for each case from the competing models will 
be determined by the objective information criterion (Main et al. 1999; Leonard et al. 
2001), and the Bayesian technique of (Leonard et al. 2001) is used to estimate the 
model parameters. Finally, the method is applied to various data sets as study cases. 
I examine (1) the frequency-magnitude data of earthquakes induced by depletion 
near Lacq gas field, (2) the radiated energy and seismic moment catalog for global 
earthquakes from the USGS NEIC catalog, and (3) the latest seismic moment catalog 
for global earthquakes from the Harvard global centroid moment tensor catalog. 
6.2 Theory 
In this section, a Poisson model is considered for examining frequency data. Three 
special Poisson physical models are introduced, aiming to build the basis for 
identifying characteristic size effects in frequency data. 
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Poisson regression is commonly used in statistics to analyse count or frequency 
data. It can be used to model the number of occurrences of an event or the rate of 
occurrences of an event during a given time period, as a function of some 
independent variables. For example, incidence of diseases, rate of insurance claims, 
crime incidence, can be modelled using Poisson regression (McCullagh & Nelder 
1989; Kianifard & Gallo 1995; Cameron 1998; Leonard 1999; Singh et al. 2001; 
Dobson 2002; Famoye 2004). Poisson regression assumes that the data follows a 
Poisson distribution, in which the distribution is skewed, non-negative, and the 
variance varies with the mean. In particular, Poisson regression is a special case of 
the Generalized Linear Model (McCullagh & Nelder 1989; Leonard 1999; Dobson 
2002), because it also includes the special cases of traditional linear regression and 
logistic regression. 
6.2.1 Poisson Distribution 
Let y 1 be independent frequency data and possess a Poisson distribution, with mean 
,u1 and variance ,i1 both equal to 2, the probability function is given by 
f(y ; )=exp(_ j ), 	(y i = 0,1,2,...). 	(6.3) 
y 1 ! 
For low values of A i , the Poisson distribution is highly skewed, but for large 
values of A i  , the distribution looks more like a normal or Gaussian distribution. The 
Poisson distribution allows the frequency data to be zero, where f(0) = exp (- 2), 
that in practice is an empty bin. Hence, we can examine raw frequency data ahd 
avoid the potential source of bias from using cumulative frequency data outlined 
above, even in the presence of 'empty bins' that has often been inadequately dealt 
with in the past in earthquake statistics. 
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6.2.2 Poisson Regression Model 
As defined in 6.2.1, consider y j to be discrete frequency data possessing a Poisson 
distribution, with mean p 	i =1, ..., m. A generic Poisson regression model 
then takes a generalised linear model (McCullagh & Nelder 1989) with link log of 
the form 
lniii =x/J, 	 (6.4) 
where the x1 is a p x 1 vector of independent variables, /1 is a p x 1 vector of 
unknown parameters, and In denotes natural logarithms. The maximum likelihood 
method is commonly used to estimate the parameters of a Poisson regression model. 
However, a Bayesian technique is preferred over other approaches due to the main 
advantage of estimating parameter uncertainty. Here, the Bayesian technique 
proposed by Leonard et al. (200 1) is used. 
6.2.2.1 	Double-Slope Distribution 
Several authors have found evidence for a systematic and sudden change in the 
scaling properties in examining the cumulative frequency-moment distribution for 
large earthquakes (Pacheco et al. 1992; Scholz 1997; Triep and Sykes 1997; Main 
2000) and in fracture width and length data (Main et al. 1999; Leonard et al. 2001). 
This break of slope has been interpreted as being due to the finite thickness of the 
seismogenic lithosphere. The basis of the double-slope distribution used in seismic-
hazard applications has been reviewed by Main (2000). 
Consider a special case of the model of Eq. (6.4), the double-slope distribution 
(Leonard etal. 2001) takes the form 
lnp,
/ 
= fib +fi1 x1 	 X,15 X 
+ 	
- A )x* + fl2x, x1 ~! x) 
(6.5) 
=/30 +fi1 a+f32 b 
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with 
a. =x.I[x. <x]+x1[x. ~:x], 	 (6.6) 
b1 =(x, -x)I[x. ~!x], 	 (6.7) 
for the logarithms of the Poisson mean 	where x• denote scalar explanatory 
variables in increasing order, for i=l, 2, ..., m, and x is a change (break) point; 
I[Z] is the indicator function for the set Z, so that b1 is zero if x. <x 	and 
b. = x1 - x if x, ~: x * . The model in (6.5) is the form of a piecewise linear 
regression (Main et al. 1999; Leonard et al. 2001) with a discontinuous slope and a 
change point at x. 
The change point x * , if it exists, is determined by maximising a modified 
version of Schwarz's Information Criterion (BIC) proposed by Papasouliotis (2000) 
for the model (6.5) having p=4 parameters (excluding the variance as a parameter). 
This modified criterion BIC*  is: 
BIC* 
= ln)(flIyJ_.2-pmax[2,ln1:f-J] 
	
(6.8) 
with lnX being the likelihood function, j8 the maximum likelihood vector, p the 
number of unknown parameters and n the sample size. If 1n(
27J
- < 2, i.e., n<46, we 
 
prefer the AIC (Aikaike's information criterion) and if 1n(27r)--> 2 we have the 
 
standard BIC, that performs better than AIC in synthetic tests (Leonard & Hsu 1999). 
The change point x is obtained by maximizing BIC*,  as penalized in the same way 
as the intercept and two slope parameters in the model. To obtain a proper posterior 
density for x and slopes 8 1 and 82' the Bayesian approach proposed by Leonard 
et al. (2001) is adopted. 
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6.2.2.2 The Gamma Distribution 
The gamma distribution for the frequency-moment distribution was initially derived 
by Shen & Mansinha (1983) and Main & Burton (1984) using the principle of 
maximum-entropy. This distribution possesses a power-law distribution at low 
moment and an exponential tail at high moment. Main & Burton (1986) applied it to 
regional cumulative frequency-magnitude data in southern California.. Kagan (1993, 
1997 and 1999) used it to investigate the global and regional seismic frequency-
moment relations for shallow earthquakes. Leonard et al. (2001) have also applied it 
to the CMT catalog of global earthquakes. 
The density distribution for the general gamma distribution of seismic moment 
(Main & Burton 1984; Main 2000) has the form 
f(M)=aU'ex - M. 
M 0 ) 
(6.9) 
Using Eq. (6.2) it can be shown that the incremental frequency-magnitude 
distribution takes the form 
lnF(m) = fl + ,8, m  + ,fl2 exp(c'm), 	 (6.10) 
where 8 = ma , fl = — B ln(10), 82 = - 109 '/M 9 and c' = c ln(10), and B is a 
scaling exponent and M0 is the characteristic moment. For common logarithmic 
form, the equivalent values b = /3 / ln(1 o). 
In particular, for the case 11M 9 =0, we recover the Gutenberg-Richter law [Eq. 
(6.1)] in common logarithmic form as log 10 F(m) = a - bm , where b = —c /J. The 
gamma distribution is therefore more general than the G-R law. 
In summary, under the Poisson assumption for frequencies the three Poisson 
physical models have been built from the generic Poisson regression model 
expressed in Eq. (6.4). The null hypothesis is that a power law form exists for the 
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frequency data. If the null hypothesis is rejected, i.e., a characteristic size effect 
exists, the double power law and the gamma distribution are distinguished. Then, the 
best statistical fitting model is determined by the objective information criterion in 
Eq. (6.8). Finally, the model parameters and uncertainties are estimated by the 
Bayesian technique of Leonard etal. (2001). 
6.3 Results 
In this part, the characteristic size effects for different frequency data sets are 
examined using the three Poisson physical models described in section 6.2. The best 
fitting model for each case is presented and the associated errors are estimated in the 
form of Bayesian intervals determined from the assumption of a uniform prior 
distribution. 
6.3.1 Frequency-magnitude data in the Lacq gas field 
It has been recorded that hundreds of shallow, small to moderate earthquakes have 
occurred near the Lacq gas field in southwestern France since 1969 (Segall et al. 
1994). The recorded frequency-magnitude data for the period 24 October 1975 to 28 
December 1995 has been selected to investigate finite size effects and the 
characteristic scale in oilfield-induced seismicity by Grasso and Sornette (1998). 
Their results showed that an apparent characteristic size at magnitude m3 in the 
cumulative frequency-magnitude distribution had been inferred from fitting two 
independent straight lines. Such characteristic size (break) at magnitude m-'3 has 
also been observed in seismicity induced by ore mining, by depleting a hydrocarbon 
reservoir and by impounding an artificial lake, respectively, and was explained as 
finite size effects of earthquakes (Grasso & Sornette 1998). Here, we re-examine 
the data of Grasso and Sornette (1998) and test the hypothesis, but using the Poisson 
model addressed in section 6.2. 
The frequency data were collected in incremental logarithmic magnitude bin of 
width an = 0.1, as commonly used in seismic hazard analysis. As in Grasso and 
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Sornette (1998), I also select the magnitude larger than 1.7 as the magnitude of 
completeness for the analysis. 
The results of applying the method described in section 6.2 to this data set are 
presented in Figure 6.1. Figure 6.1a shows the BIC*  [Eq. (6.8)] values for the three 
different physical models, respectively. BIC*  is highest for the double-slope 
distribution. This indicates it to be objectively the best fitting model for a break 
(change point) at a characteristic magnitude m=3.099 (Figure 6.1b), implying a 
characteristic size effect for this reservoir at a scale of a few hundred meters. We can 
clearly reject the null hypothesis that the single power law is the most appropriate 
model for this data set. The results confirm the conclusion by Grasso and Sornette 
(1998) that a characteristic size at m-3 exists for seismicity induced by depleting this 
hydrocarbon reservoir corresponding to an object with a source dimension of a few 
hundred m, but here used the Poisson model and the Bayesian technique rather than 
an estimate based on linear regression of cumulative frequency data. 
The posterior density in Figure 6.1c shows the most likely location of the break 
of slope at m=3.099 and its 95% Bayesian intervals between 1.84, and 3.959. The 
posterior density and Bayesian intervals for the two slopes are shown in Figure 6.1d. 
The parameters for the best fitting model, with 95% Bayesian intervals quoted in 
brackets, are 
,60 =lna= 	6.943[6.420,7.466], 
/3 =—Bln(10)=-1.595[-1.835,-1.3551, 	 (6.11) 
fl2 =—B ln(1O)=-3.674[-4.992,-2.356]. 
According to Eq. (6.11), at m=3.099 the slope changes from 
=_1.595[-1.835,-1.355] 	for 	smaller 	magnitude 	to 
fl2 = —3.674[— 4.992,-2.356] for larger magnitude. Accordingly the equivalent b 
value for the frequency-magnitude distribution changes from b 1 =0.693 to b2 1.596, 
from small to large earthquakes. The results also show evidence (see Pacheco et al. 
1992) for a change in b value in frequency-magnitude distribution in oilfield-induced 
earthquakes. The advantage of the technique used here is that we assume the more 
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appropriate Poisson distribution of errors, use BIC*  to objectively test the hypotheses, 
and use Bayesian technique to assess the possibility of bias in the model parameters 
in the curve fits. 
132 
N- 
0 
N- 
0 
cfl 
N- 
0 
0 
N- 
0 
- 	• 	
• 
•• 
. • = 
(b) 
3.099 magnitude
.. 
- 	 S 	 • S 
I 	 I 	 I 	 I 	 I 
2.0 	2.5 	3.0 	3.5 	4.0 	 2.0 	2.5 	3.0 	3.5 	4.0 
	
changepoint - magnitude 	 magnitude 
- 
I') 
0 
a, 
0 
U, 
0 
q 
0 
0 
c'J 
to 
C 
C, 
0 
0 
GO 
0 
0. 
0 
0 
95% Bayesian Interval 
(1.84.3.959) 
(C) 
C., 
G0 0 
cNi 
a, 
0, 
o 0 
0. 
U, 
0 
0 
0 
(d) 
eta—JL 
2.0 	2.5 	3.0 	3.5 	4.0 	 -4 	-2 	0 	2 	4 
changepoint - magnitude 	 slopes 
Figure 6.1: Statistical analysis of frequency-magnitude distribution for the induced 
shallow earthquakes occurred between 1975 and 1995 near the Lacq gas field. (a) 
Plot of the modified information criterion BIC*,  as defined in equation (6.8), for the 
power law (horizontal dashed line), the double-slope distribution for different change 
points (solid curve) and the gamma distribution (horizontal solid line). For this case, 
the double-slope distribution has the highest BIC*,  and therefore is the simplest 
statistical model consistent with the data. (b) The best fitting lines against the 
incremental frequency-magnitude data are shown. The vertical dashed line indicates 
the location of the best fitting break of slope. Here log refers to the common 
logarithms, (c) Plot shows the posterior density distribution, conditional on the 
change point, for the double-slope distribution model. The vertical solid line 
indicates the posterior mean, and the two vertical solid lines mark the 95% Bayesian 
intervals. (d) The posterior densities of the two slopes fi1 and 82  are shown. The 
solid lines indicate the unconditional posterior densities of the two slopes for the 
range of change points, and the dashed lines show the conditional posterior densities 
corresponding to the change point with the highest posterior probability. 
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6.3.2 Frequency-radiated energy data 
Radiated Energy provides a physically different measure of earthquake size to 
seismic moment, because Energy is derived from high frequencies in the velocity 
power spectra, while moment is derived from the low-frequency asymptote of the 
displacement spectra (Choy & Boatwright 1995). Thus, the study of characteristic 
size effects in frequency-energy distribution of earthquakes is also of significant 
interest in the estimation of seismic hazard. 
The subset of the global radiated energy listed in the USGS NEIC (National 
earthquake Information Centre) catalog for the period 1 January 1986 to 29 June 
2004 for shallow earthquakes, with depths < 50 km, was selected to study the 
frequency-energy distribution. The data were collected in logarithmic energy bin of 
width 51n(E) =0.35  , corresponding to a linear incremental magnitude bin of 
width 8m 0.1. For consistency with a previous study by Wu [2000] who analysed 
the cumulative frequency-radiated energy data listed in the USGS NEIC catalog for 
the period of January 1987 to December 1994, here the radiated energy (E) larger 
than 1014  J was also selected as the threshold of completeness for the analysis. The 
data set contains 445 earthquakes. In Wu's (2000) estimate, a slope of 0.67 for his 
data using the single power law distribution. 
Figure 6.2 shows the statistical analyses for this data set. In Figure 6.2a, the 
double-slope model has the highest BIC*  value for a break at a characteristic radiated 
energy of E*=8.3x1014  J (Figure 6.2b) or an equivalent magnitude of m *=6.75 
(Shearer of Eq. 9.42, 1999). Again we can reject the null hypothesis that the single 
power law is the most appropriate. The double-slope model is the best fitting model 
to this data. This result is not in agreement with Wu's (2000) estimate based on the 
rank-ordering statistics that the single power-law is the preferred model. The 
contrary may be due to differences in time spans, as well as the technique used. The 
main advantage of the technique we use here is objective to test hypotheses using 
BIC* and to analyse the incremental frequency data. 
The best fitting distribution is shown in Figure 6.2b. The parameters for this 
model, with 95% Bayesian interval quoted in brackets, are 
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fl0 = ma = 14.563 [9.206, 19.920], 
,81 =—B=—O.316 [-0.476, —0.1561, 	 (6.12) 
/32 =—B=-0.726[-0.839, —0.612]. 
Hence the equivalent b value for this frequency-radiated energy distribution 
changes from b 1 =0.474 to b2=1.089, and the slope changes from 0.316 to 0.726, 
respectively from small to large earthquakes. The posterior density for different 
values of the change point for the double-slope model is shown in Figure 6.2c. It 
shows that the most likely change point is at a radiated energy E*=8.3x 1014 J, with 
95% Bayesian intervals between 3.2x10' and 4 • 7x 1016. Finally, Figure 6.2d shows 
the posterior density of the two slopes fl and 62. 
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Figure 6.2: Statistical analyses of frequency-radiated energy data from the global 
USGS NEIC catalog for the period 1 January 1986 to 29 June 2004 for shallow 
(depth < 50 km) earthquakes, as that the presentation in Figure 6.1. (a) The highest 
BIC* value indicates that the double-slope distribution (solid curve) outperforms the 
others. (b) Plot shows the best statistical model against the frequency-radiated energy. 
The vertical line indicates the location of break of slope for the best fitting. (c) The 
plot shows the posterior density for the double-slope model, conditional on the 
change point, and shows 95% Bayesian intervals indicated by the two vertical dashed 
lines. (d) The plot shows the posterior densities of the two slopes. The solid lines 
indicate the unconditional posterior densities of the two slopes for the range of 
change points, and the dashed lines show the conditional posterior densities 
corresponding to the change point with the highest posterior probability. 
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If a break of slope at a characteristic radiated energy of E*8.3 1014 J exists in 
frequency-radiated energy data, it should also exist in global data of frequency-
moment distribution if energy and moment are strictly proportional, with no 
systematic scatter. To confirm this assumption, we examine the frequency-moment 
data listed in the USGS NEIC catalog for the same time span as used in Figure 6.2. 
The moment M larger than 1017.8  Nm was selected as the threshold of completeness 
for the analysis. The data set contains 2483 earthquakes 
Figure 6.3 illustrates the statistical analyses of this frequency-moment data. The 
highest BIC*  value in Figure 6.3a clearly indicates that the double-slope distribution 
is the best statistical model for the frequency-moment data, as observed in the 
frequency-radiated energy data (Figure 6.2a). The most likely change point for the 
double-slope model is at a characteristic moment of M*101889  Nm, with 95% 
Bayesian intervals between 1018485  and 1019163.  The similarity in characteristic size 
effect between radiated energy and moment supports that radiated energy, as an 
independent parameter, can complement moment in assessing the potential hazard of 
earthquakes. The Bayesian intervals of the change point from the posterior density 
distribution can be estimated, as shown in Figure 6.3c. This is an equivalent to 
magnitude of m*=6.56. This value derived from the characteristic moment is closer 
to m*=6.75  obtained from the characteristic radiated energy above. 
Figure 6.3b shows the best statistical model against the data. The results for the 
double-slope distribution and its 95% Bayesian intervals are 
,80 = ma = 24.174 [21.307, 27.04], 
/i1 =_B=_0.448[-0.515, —0.380], 	 (6.13) 
fl2 =—B=-0.760[-0.829, —0.691]. 
Thus the slope changes from 0.448 to 0.76, respectively from small to large 
earthquakes. The posterior density for the two slopes is shown in Figure 6.3d. The 
equivalent b value would change from 0.672 to 1.14. 
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Figure 6.3: Statistical analyses of frequency-moment data for the same time span 
listed in the global USGS NEIC, as used radiated energy data in Figure 6.2. (a) In 
this case the highest BIC*  indicates that the double-slope distribution (solid curve) is 
also the best statistical model, as exhibited in frequency-radiated energy distribution 
shown in Figure 6.2a. (b) Plot shows the best statistical model against the frequency-
moment distribution. The vertical line indicates the location of break of slope for the 
best fitting. (c) Plot of the posterior density for the double-slope model, conditional 
on the change point, and also shows 95% Bayesian intervals indicated by the two 
vertical dashed lines. (d) Plot of shows the posterior densities of the two slopes. The 
solid lines indicate the unconditional posterior densities of the two slopes for the 
range of change points, and the dashed lines show the conditional posterior densities 
corresponding to the change point with the highest posterior probability. 
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The radiated seismic energy and seismic moment are among the most 
fundamental parameters for describing an earthquake. The ratio of the energy to 
moment, multiplied by rigidity, has been used to estimate apparent stress (Choy & 
Boatwright 1995). Choy & Boatwright (1995) published linear relationships 
between radiated energy and moment for global shallow earthquakes. The least 
squares regression of radiated energy on moment gave the relationship 
E = 1.6x10 5 M, for E and M in SI units, which yields a worldwide average 
apparent stress of about 0.47 MPa assuming an average rigidity for shallow 
earthquakes of 0.3 x 105  MPa. However, they found that the linear regression line is a-
poor predictor due to the scatter random data, which is more than an order of 
magnitude about the regression line. Here, we re-examine the relations between 
radiated energy and moment for the same data set used in Figure 6.2, but using the 
objective determination of which physical model is the simplest consistent with the 
data by BIC*. 
In this case, BIC*  for the competing models was calculated from the method of 
Main et al. (1999), based on the assumption of a normal distribution of errors due to 
we investigate the relations between the radiated seismic energy and seismic moment, 
rather than frequency-size data. Figure 6.4a shows BIC*  values of the competing 
models of a power-law relationship between log io (E) and logio (M) (dashed 
horizontal line), a double-slope model (solid curve), and a quadratic model (solid 
horizontal line). The power-law relationship has the highest value of BIC*,  clearly 
outperforms both alternatives. Thus it confirms that the radiated energy-seismic 
moment data show a similar G-R distribution [Eq. (6.1)] to earthquakes. This 
confirms Choy & Boatwright's (1995) conclusion, but this study uses the objective 
testing of alternative physical models based on a modified Bayesian Information 
Criterion (Main et al. 1999). Although the power-law is the best overall model, the 
double-slope distribution outperforms the quadratic model. The most likely break 
occurs at M*=101785  Nm. Figure 6.4b shows the resulting best fitting model 
compared to the data, having 
Log 1 0(E in J )=-5 .259(±0.374)+1 .024(±0.020)log io(M in Nm), 	(6.14) 
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with errors quoted at one standard deviation and coefficient of determination R 2 0.64. 
The resulting lower R 2 value indicates that the fit is poor due to the scatter in the data, 
as observed by Choy & Boatwright (1995). The energy-to-moment ratio for 
estimating apparent stress would then be E = 1.8 x 10 M from equation (6.14), i.e., 
with a constant of proportionality, slightly higher than E = 1.6x10 5 •M given by 
Choy & Boatwright (1995). The main reason for this slight discrepancy is likely to 
be differences in the time span [November 1986 to December 1991 for Choy & 
Boatwright's (1995); January 1986 to June 2004, here]. Therefore, we estimate a 
worldwide average apparent stress for the global earthquake population of about 0.54 
MPa, assuming an average rigidity for shallow, earthquakes of 0.3 x 10MPa. 
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Figure 6.4: Statistical analyses of moment-radiated energy data from the same data 
set as used in Figures 6.2 and 6.3. (a) In this case the single power-law (horizontal 
dashed line) is the best statistical model consistent with the data. The double-slope 
distribution (solid curve) performs better than the quadratic fit (horizontal solid line). 
BIC* was calculated using the method of Main et al. (1999), assuming a normal 
distribution of errors. (b) Plot of the best statistical model against the moment-
radiated energy distribution, with the equation log io(E in J) = - 
5.259(0.374)+1.024(±0.020)log io(Min Nm). 
6.3.3 Frequency-moment data 
To study the frequency-seismic moment distribution for worldwide shallow 
earthquakes, the subset of global seismic moment listed in the Harvard centroid 
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moment tensor (CMT) catalog (listed in USGS) for the period 1 January 1977 to 31 
January 2005, with depths are less than 70 km, was selected. The largest one in this 
40 years period is the great earthquake responsible for the 26 December 2004 trans-
oceanic tsunami, which had a moment of 4.Ox 1022 NM (M=9.0). The data were 
collected in logarithmic moment bins of width 8 mM = 0.35, corresponding to a 
linear incremental magnitude bin of width 6n 0.1. Kagan (1997, 1999) used a 
moment detection threshold ofM =10 4 for 1977-1981, and M  =10177 for 1982- 
1997. Thus earthquakes with seismic moment larger than 10 11 Nm were selected for 
the analysis. The data set consists of 17142 earthquakes. 
The statistical analyses of this data set using the Poisson model described in 
section 6.2 is illustrated in Figure 6.5. Figure 6.5a shows that the single power-law 
(horizontal dashed line) has the highest BIC*  and hence is the simplest statistical 
model, as the best fitting model shown in Figure 6.5b, implying an infinite 
correlation length. In this case the null hypothesis cannot be rejected that the single 
power law is the best fitting. The frequency-moment and frequency-magnitude 
distribution of global earthquakes data have recently been studied by several authors 
using the gamma distribution (Main & Burton 1984, 1986, 1989; Kagan 1997, 1999, 
2002a & 2002b; Utsu 1999; Main 1995, 1996 & 2000; Leonard et al. 2001]. Our 
results show that single power-law is now the best statistical model for the data, 
although the gamma distribution provides the better statistical model than the double-
slope model (see BIC*  value in Figure 5.5a). The main reason for the discrepancy is 
the presence or absence of the Sumatra-Andaman Island earthquake and its 
aftershocks due to the different time spans for the analyzed data [data set for 1977-
1999 for Kagan (1999); data set for 1 January 1977 to 31 January 2005, here]. Here, 
the data used includes these latest large earthquakes, in particular earthquakes with 
moment close or larger than 1022  Nm (shown in Figure 6.5b), that forces a straight 
line on the frequency-moment data. 
The parameters for the best fitting model, with errors quoted at one standard 
deviation, are 
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flo = Ina =34.01 [33.35, 34.67], 
fl1 = — B = —0.661[— 0.677, - 0.646]. 
(6.15) 
Eq. (6.15) indicates B is between 0.646 and 0.677, with a median of value of 
0.661. The equivalent b value would be in the range 0.969 to 1.016 for the G-R law, 
slightly higher than b=0.938±0.016 previously found from the global CMT catalog 
for shallow earthquakes (Leonard et al. 2001), due to the different time span and 
depth range (100 km for Leonard et al. 2001; and 70 km here). This result implies 
that b-value is to some extent sensitive to changes in the set of events. The B value is 
much closer to Kagan's results for the same Harvard CMT catalog: for the period of 
1 January 1977 to 30 June 1995, B=0.66±0.01 (Kagan 1997); and 1 January 1982 to 
1 July 1997, B=0.636±0.013 (Kagan 1999); but using the gamma distribution, based 
on a maximum likelihood technique. Slight differences could be due to the different 
time span, physical fitting model preferred and the technique used. Here, a Bayesian 
technique for uncertainty estimation based on the more appropriate assumption of 
Poisson distribution of errors for frequency-moment data was used, and the best 
fitting distribution was determined by combining a maximum likelihood technique 
with a modified objective information criterion. 
Finally, Figure 6.5c shows the most likely break of slope for a double-slope 
distribution is at a moment ofM*=102096Nm,  with 95% Bayesian intervals between 
1018.675 and 1022094  Nm, even though the double-slope distribution is not the best 
statistical model for the data set. 
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Figure 6.5: Statistical analyses of frequency-moment distribution from the Harvard 
CMT catalog (listed in USGS) for the period 1 January 1977 to 31 January 2005 for 
shallow (depth <=70 km) earthquakes, as that the presentation in Figure 6.1. (a) In 
this case the single power-law (horizontal dashed line) has the highest BIC*  and thus 
is the simplest statistical model. (b) The plot shows the best fitting model against the 
frequency-moment data. (c) The plot shows the posterior density of the change point 
for the double-slope model. The vertical solid line denotes the most likely change 
point value, and the two vertical dashed lines give 95% Bayesian intervals. 
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To further examine the spatio-temporal variation in characteristic size effects, I 
also re-examined the early global seismic moment listed in the same Harvard 
centroid moment tensor (CMT) catalog (i.e., excluding the 2004 Boxing-day tsunami 
event). I analysed the shallow earthquakes with depths <60 km for the period from 
1978 to 1993. The moment M=10'74 Nm as a detection threshold was selected. The 
data set consists of 6552 earthquakes. 
Figure 6.6 shows the statistical analysis for this data set using the method 
described in section 6.2. Figure 6.6a shows BIC*  for the three different physical 
models. The highest BIC*  indicates that the best fitting model is the gamma 
distribution, thus we can clearly reject the null hypothesis that the single power-law 
is the best fitting, despite the single power-law model outperforms the double-slope 
distribution. This result for global shallow earthquakes in the time span of 1978 to 
1993 confirm Utsu's (1999) conclusion, but a Bayesian technique used here. The 
results also support the assumption of gamma distribution is the appropriate 
statistical model inferred from the early CMT catalog by Leonard et al. (2001) and 
Kagan (1997 & 1999). 
In this case, the best fitting model compared to the data is shown in Figure 6.6b. 
The fitting curve shows a power-law distribution of moment at low moment, and an 
exponential tail at high moment. The parameters for this model are 
fib —ma 	=31.980±0.585, 
fi1 --B = —0.629±0.014, 	 (6.16) 
fi2 --11M 9 =(-7.536±3.320)x 10-21. 
Eq. (6.16) indicates M 0 =1.33x1021 Nm, B=0.629±0.014, that equivalent to 
b=0.944±0.021 for the G-R law. This B value is slightly lower than B=0.636±0.013 
(Kagan 1999) obtained from the period of between 1 January 1982 and 1 July 1997, 
and B=0.66±0.01 (Kagan 1997) from the period of between 1 January 1997 and 30 
June 1995. These differences are due to the different time spans and the technique 
used. The equivalent b value of b=0.944±0.021 is much closer to b=0.938±0.016 
inferred from the same CMT catalog using the same technique (Leonard et al. 2001), 
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despite the difference in time span and depth range. The results from Figure 6.5 & 
6.6 therefore indicate that b value and the best statistical 'model can vary significantly 
with the relatively short time span of current global earthquakes catalogues. This is 
significant since the principle of statistics is a fundamental principle of seismic 
hazard estimation. Here I have shown that this is violated, at least over time scales 
of a few decades for the digital era. 
Finally, Figure 6.6c shows the posterior density of the most likely break of slope 
for the double-slope distribution at a moment of M*=101932  Nm, with 95% Bayesian 
intervals between 1017.909  and 1021044 Nm, even though the double-slope model is not 
the best statistical model for the data. Comparing M*=101932  Nm with M*=102096 
Nm (shown in Figure 6.5c), it indicates that the break of slope at a moment for a 
double-slope model, if exists, can also vary significantly with the time span. 
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Figure 6.6: Statistical analyses of frequency-moment distribution from the same 
Harvard CMT catalog, but using the early period of 1978 to 1993 for shallow (depth 
<60 km) earthquakes. (a) In this case the gamma distribution (horizontal solid line) 
has the highest BIC*  and thus is the simplest statistical model consistent with the 
data. (b) Plot shows the best fitting model against the frequency-moment data. (c) 
Plot illustrates the posterior density of the change point for the double-slope model. 
The vertical solid line denotes the most likely change point value, and the two 
vertical dashed lines give 95% Bayesian intervals. 
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6.4 Summary 
Here, three Poisson physical models based on Poisson distribution assumption have 
been introduced to investigate the characteristic size effects, e.g., breaks in scaling, in 
oilfield induced earthquake and global shallow earthquake frequency-size 
distribution. The method has shown characteristic size effects existing in the 
frequency-magnitude, frequency-radiated energy and frequency-moment data. 
Section 6.2 introduced a generic Poisson model based on the Poisson distribution 
assumption. Further, three Poisson physical models were defined for identifying 
characteristic effects in earthquake frequency-size data. With the Poisson 
assumption, we examine raw frequency data and hence avoid the potential sources of 
bias that may exist in using cumulative frequency data. There are no prior 
assumptions made for the best fitting form of the frequency distribution. The null 
hypothesis is that a power law exists. The objective statistical criterion is able to 
reject the hull hypothesis and to identify breaks in scaling where these are most 
likely to exist in the data. 
Section 6.3 presented applications of the method described in section 6.2 to 
examine characteristic size effects in frequency data in various test cases. The 
results show that characteristic size effects do exist in the data, and the most likely 
characteristic scales and their Bayesian interval have been determined. 
The small and micro-earthquakes (magnitude between 2.3 and 5.5) induced by 
depleting a hydrocarbon reservoir near the Lacq gas field show a characteristic size 
effect at magnitudes m=3.099 (Fig. 6.1), similar to that observed for other types of 
induced seismicity, e.g., induced by ore mining or by impounding an artificial lake 
(Grasso & Sornette 1998). It is able to reject the null hypothesis of a power law 
distribution, and to show that the double-slope distribution is the most appropriate 
statistical model for the frequency-magnitude data. The equivalent b value for this 
frequency-magnitude distribution changes from b0.693 to b=1.596. 
Similar characteristic size effects were also found existing in the USGS NEIC 
catalog for the frequency-radiated energy data (Fig. 6.2) and the frequency-moment 
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data (Fig. 6.3), with a break in slope at a characteristic energy ofE*=8.3x 1014 J and a 
characteristic moment of M*__7.76x 1018 Nm, respectively. The above existence of 
breaks in scaling is one more independent piece of evidence that a break in scaling 
between small and large earthquakes due to the finite thickness of the seismogenic 
lithosphere (Main & Burton 1986; Pacheco et al. 1992; Scholz 1997; Triep & Sykes 
1997; Main 2000; Leonard et al. 2001). 
The radiated energy is derived from high frequencies in the velocity power 
spectra, while moment is derived from the low-frequency asymptote of the 
displacement spectra (Choy & Boatwright 1995), they hence measure different 
physical properties of an earthquake. This can be seen from the difference in b-
values derived from the frequency-radiated energy data (changes from b 1 0.474 to 
b2=1 .089) and the frequency-moment data (change from b 1 =0.672 to b2=1.14) for the 
same earthquakes listed in the USGS catalog (see section 6.3.2). 
In section 6.3.2, the highest value of BIC*  (Fig. 6.4a) indicated that we cannot 
reject the null hypothesis that the power law is the best fitting model for the radiated 
energy-seismic moment data. But, the best fitting model is very poor (R 2=0.64) due 
to the random scatter on the data from the measurement. I argue here, that in the 
absence of obvious linear relationship between radiated energy and moment, a 
solution to the problem of seismic-hazard estimation based on this relationship 
should not be adopted. 
Interestingly, for the latest CMI catalog of global earthquakes between 1977 
and 2005 (including the 2004 Boxing day tsunami earthquake), the single power-law 
was found to provide the best fitting model for the frequency-moment data, with the 
equivalent b value in the range of 0.969 to 1.016 for the G-R law (Fig. 6.5). One 
interpretation is that the data used here includes these latest large earthquakes, in 
particular earthquakes with moment close or larger than 1022  Nm (shown in Figure 
6.5b), that forces a straight line on the frequency-moment data. In contrast, however, 
for the early CMT catalog of global earthquakes between 1978 and 1993, the gamma 
distribution provides the best statistical model for the frequency-moment data (Fig. 
6.6), with equivalent b value of 0.944±0.021, implying a finite correlation length. 
The results indicate that the best statistical model and the b value can vary 
significantly with the relatively short (decadal) time. span of current global 
earthquakes catalogues. 
In summary, the Poisson model examines characteristic size effects in 
frequency-size distribution of earthquakes. The method has shown that a 
characteristic size effect does exist in incremental frequency data in the test cases, 
similar to the observed by many authors that have applied the predicted double-slope 
distribution in cumulative frequency data. This study provides the basis of the 
solutions to the frequency data for seismic-hazard applications. 
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Chapter 7 
Discussion and Conclusions 
In this chapter I will first summarise the most important results obtained in the 
different subject areas covered in this thesis, then discuss the findings and limitations 
in this research and finally briefly describe some of the main conclusions obtained in 
this thesis and makes some suggestions for further research. 
7.1 General Discussion 
It is a big challenge to assess the degree of predictability of future events in a 
complex Earth system, for example, forecasting earthquakes, predicting climate 
change, and predicting the response of a hydrocarbon reservoir to fluid or gas 
injection as a means of enhancing production. The reason all of these systems are 
difficult to predict accurately is that the Earth system is complex, heterogeneous, and 
responds in a non-linear way to anthropogenic perturbations. 
Earth Science forecasts are commonly made using physical models with many 
degrees of freedom. These models attempt to represent all of the main physical 
processes affecting the complex system. Physical models have the advantage that 
they explicitly account for physical processes in a more complete description of what 
is happening in the system and hence potentially have an accurate forecasting power, 
in particular under unusual circumstances. The disadvantages of physical models are 
that they are limited by our understanding of the actual physical processes, and our 
ability to make mathematical approximations of them. If they have many model 
parameters, the data may be insufficient to calibrate the model or to provide accurate 
forecasts. Physical models can be consuming to calibrate, and can require 
significantly more input data than statistical models. For example, conventional 
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reservoir simulators often fail to account for dynamic geo-mechanical effects and/or 
the time-dependent response induced by changes in stress caused by a drop in pore 
pressure in hydrocarbon reservoirs (Maillot et al. 1999). They are also very sensitive 
to the quality and quantity of observed data within the model system. For example, 
small errors in input data can lead to large errors in output. 
An alternative to physical models is statistical models. These models are 
equations that express a mathematical relationship between the response variable and 
the predictor variables. The main advantage of statistical models is that they are 
relatively simple to design and straightforward to calibrate and use, can detect and 
take advantage of apparent relationships, and thus they can potentially make more 
accurate predictions with acceptably accuracy, in particular for predicting conditions 
within a range of what has been experienced before. Statistical models have the 
disadvantage that they do not represent all known physical process that affect the 
system, and require long historical records to detect these relationships. Sometimes 
the two notions are combined, but statistical forecasting nevertheless is commonly 
used in parallel with physical modelling to forecast the Earth Science. 
Only a very few publications have so far attempted to use statistical models to 
predict aspects of the response of hydrocarbon reservoirs to fluid injection and 
withdrawal. These models are commonly based on Spearman rank order statistics, 
where the time series for different wells (injectors or producers) is first ranked 
(thereby destroying the phase information), and then a correlation model is tested to 
establish which well pairs are correlated (Refunjol & Lake 1997; Jansen & Kelkar 
1996, 1997a, 1997b; Soeriawinata & Kelkar 1999; Albertoni & Lake 2002). The 
main advantage of the Spearman rank correlation method over traditional least-
squares regression is that these models can establish if a correlation exists, but they 
cannot be used either to determine the strength of that correlation or directly to 
predict the future rate of flow of oil from a producer well of interest. The method, 
recently applied by Heffer et al. (1995) does show a striking correlation of the 
orientation of the connected well pairs with the local stress field, indicating that the 
statistical correlations reflect genuine aspects of the physical response of the 
reservoir to fluid injection and withdrawal by the operating companies (Heffer 2002). 
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This thesis, using the developed Statistical Reservoir Model and retaining the 
phase information, has solved the complete mathematical problem of forecasting 
time series for oilfield wellhead flow rate data purely statistically, i.e. independently 
of current reservoir modelling practice based on physical fluid flow simulation. The 
novel concept of a Statistical Reservoir Model could in principle be used either on its 
own to predict response directly (over timescales of a few months at least) to 
improve the physical modelling of reservoir response, or to optimise the placement 
of expensive additional wells. For example, I found that a strong agreement between 
the orientation of the correlated well pairs and the maximum horizontal stress for the 
Guilfaks oilfield in the North Sea. This implies that geomechanical effects exert a 
strong control on the reservoir response to fluid injection and withdrawal. A 
principal component analysis of the Statistical Reservoir Model shows a striking 
degree of correlation with the pattern of faults in the Guilfaks oilfield. This implies 
that the Statistical Reservoir Model contains relevant information on the hydraulic 
structure and geo-mechanical state of the reservoir, in addition to the direct 
predictive ability. That method can be applied to both improving reservoir 
description as well as improving short-term predictive power. The former will help 
with longer term prediction of reservoir response by conventional physical models. 
7.2 The Statistical Methods 
The main practical aim of my research is to optimise hydrocarbon productivity on the 
time scale of a few months, by providing more accurate forecasts of future 
production rates. Therefore, I developed advanced statistical methods, i.e., the novel 
concept of a Statistical Reservoir Model described in chapter 3, to establish accurate 
predictive correlations between flow rates (already collected by the industry) at 
injector and producer well pairs. The Statistical Reservoir Model has given an 
answer for the question: given only a set of input flow rates at injectors and 
producers in the past, how can we predict the output flow rates at producers in the 
future? The method is analogous to similar strategies used in the Earth Science, and 
insurance and banking industries to predict, for example, tomorrow's weather and 
trends in the stock market respectively. 
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I solve this conceptual problem using a predictive error filter that minimises the 
mean prediction error between the observed fluid flow rate at the producer of interest 
and that predicted by multivariate regression on a vector of elements comprising the 
flow rates at all producers and injectors at different lag times [defined in (3.2)]. The 
solution, i.e., a multivariate regression model, to the minimised mean prediction error 
for all producers is the Statistical Reservoir Model (see section 3.2; also detailed in 
UK patent application 0524134.4, field 26/11/2005). 
The inversion for the optimal Statistical Reservoir Model is done in two steps 
(Papasouliotis 2000; detailed in UK patent application 0524134.4, filed 26/11/2005). 
First, the well pairs whose flow rates are significantly correlated at different lag 
times are determined using a modified Bayesian Information Criterion defined in 
(3.4) (Papasouliotis 2000, modified from [Leonard & Hsu 1999]). This removes well 
pairs that do not significantly contribute information according to quantitative 
modern forms of Ockham's razor - the principle of parsimony (Jefferys and Berger 
1991, 1992). Ockham's razor can be roughly explained as "That which is 
accomplished with fewer (assumptions) is accomplished in vain with more". For 
example in the Gullfaks oilfield of 106 wells, I find only 5-25 wells are significantly 
correlated to each producer well (see section 4.3). 
The common approach in multivariate regression is to find the best (optimal) 
model in a range of possible models. For a typical oilfield with time series from N 
wells, the number of permutations between well pairs is 2', or 1015  for a field with 
50 wells. It is obvious that a more complicated model can fit the data better than a 
model with fewer parameters. However, this complicated model is more likely to 
cause over-fitting of the data. When using an over-fitted model to make the future 
prediction, it will likely produce poor results if noise is considerable in the data 
because the model depends on details of the data. Therefore, in model selection, it is 
necessary to penalise the complicated model by the principle of parsimony. For 
example, the widely used Akaike (AIC - Akaike 1973) and the Bayesian (BIC - 
Schwarz 1978) information criteria are based on the principle of parsimony. 
However, a big challenge when using the general BIC or AIC criterion to select 
model is that they cannot be directly used from the varying number of data points at 
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predictors, for example, flow rate time series at injector and producer wells, found 
here. To solve the problem, I use the modified BIC criterion proposed by 
Papasouliotis (2000). Therefore, an optimal 'targeted' search algorithm (described in 
section 3.2) controlled by a combination of the modified BIC and R 2 (multivariate 
coefficient of determination) in a realistic automated forward procedure is used. For 
further research, an alternative to the 'targeted' search method is the Bayesian model 
selection and MCMC methods (Chipman et al. 2001). The Bayesian model selection 
uses the rules of probability theory to select among different hypotheses. 
Another challenge is the choice of subset size (for the final optimal model), or 
the 'stopping rule'. For example, for the most widely used forward model selection 
procedure, the stopping rule is when an additional predictor will not increase R 2 
significantly (Draper & Smith 1998). The method is fast and effective, but, 
sometimes overfits the data. The 'BIC weights' provides a straightforward 
interpretation of the probabilities of each model being the best one in the BIC sense 
(Burnham & Anderson 2002, 2004). The 'BIC Weights' gives us greater insight into 
the relative merits of the competing models. I found a suitable threshold of R 2 as 
the 'stopping criterion' in the 'targeted search' by calculating 'BIC Weights'. 
Second, Bayesian Dynamic Linear Modelling (Papasouliotis, 2000) is used to 
eliminate a lower number of pairs whose optimal regression slope is not significantly 
different from zero [illustrated in (3.5) - (3.13)]. For example, of 1103 well pairs that 
had high correlations with the optimal linear regression for the period of 133 months 
in the Gulifaks oilfield, only 802 were confirmed to be statistically significant by the 
full Bayesian analysis. Some 18.15% well pairs lost their high correlation status 
(detailed in section 4.3). This presents the predictive power of the Bayesian method. 
The above two steps together define a binary significance matrix, where most 
elements are zero, resulting in a parsimonious model. It is obvious that the methods 
can in principle be extended to other multivariate time series that are spatially located, 
although the degree of predictability will depend on the response of the individual 
system. 
In this study, a single long chain method (Geyer 1992; Raftery and Lewis 1992b) 
is adopted to provide a stationary distribution in MCMC simulation. This may cause 
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uncertainties in convergence or in determining number of bum-in iterations. Gelman 
and Rubin (1992) propose a general approach to monitor convergence of the chains 
output from multiple chains with very different starting values, based on an estimate 
of a statistic referred to as a 'shrink factor'. Raftery and Lewis (1992) proposed a 
practical method to determine the total number of iterations and number of bum-in 
iterations from two-state Markov chain theory. Therefore, further study should be 
carried out for this issue. 
Uncertainties in the missing values affect the predictive power of the Bayesian 
method. A simplistic imputation method could change some of results. Therefore, 
better imputation methods need to be developed. 
To establish the significance matrix, a rule of thumb is used to remove the 
predictor variables that are not statistically related to each other. As a rule of thumb, 
posterior density of slope coefficient centered at 0 most probably means coefficient 0. 
The rule is as arbitrary as considering a 5% level of significance to reject any null 
hypothesis is frequentist statistics (i.e, reject if p-value less than 0.05). 
The Statistical Reservoir Model opens up the possibility of a new methodology 
of operating oil and gas fields world-wide. Unlike other methods that depend on an 
image of oilfield structure, it utilises solely the rate of flow at injection and 
production wells. Since virtually all hydrocarbon fields collect such data, the method 
has almost universal potential for application. The method can be used to explain 
past performance of the reservoir (in history matching mode) or to predict the 
response of the reservoir to planned changes in injection strategy, with the possibility 
of changing these plans if the planned scenario results in a less than optimum 
recovery of oil and gas. 
The method will not be used to replace conventional deterministic reservoir 
modelling based on the imaged and inferred hydraulic properties of the subsurface. 
Rather it will be used as a complementary method to check where predictions from 
such a deterministic method are appropriate, or to highlight areas where the 
deterministic model needs to be modified. 
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7.3 Applications to Gulifaks Field Data 
In Chapter 4, the statistical methods presented in Chapter 3 were applied to the 
Guilfaks field data. Examining the correlation matrix for flow rate at injectors and 
producers in the Gulifaks field in the North Sea, I find that only 5-25 wells were 
significantly correlated to each producer well in the Gullfaks oilfield of 106 wells 
(see section 4.3). This indicates that only a few wells are needed to establish a useful 
predictive model. Furthermore, of 1103 well pairs that had significant correlations 
with the optimal multivariate regression for the period of 133 months, only 802 were 
confirmed to be statistically significant by the full Bayesian analysis. Some 18.15% 
well pairs lost their significant correlation status (section 4.3). This presents the 
predictive power of the Bayesian method. 
In the Gulifaks field, I examine the spatio-temporal correlations result from 
stress perturbation at well sites, and observe long-range correlations in flow rate that 
cannot be caused by Darcy flow alone. Figure 4.10 shows that long-range 
correlations, in this specific case, are up to distances of about 3.1 km, in line with the 
results of Heffer et al. (1995) and Papasouliotis (2000). Therefore, we cannot reject 
the null hypothesis that long-range correlations exist in flow rate at well sites. Such 
long-range correlations are similar to the correlation length-scales in hydrocarbon 
production-induced seismicity (Healey et al. 1968; Segall 1989, Segall & Fitzgerald 
1998; Grasso & Somette 1998; Marsan et al. 1999, 2003; Zoback & Zinke 2002; 
Rutledge et al. 1998, 2004) and in natural earthquake event correlations (Huc & 
Main 2003; McKemon & Main 2005). All of these observations are likely to be due 
to mechanical feedbacks. 
Figure 4.10 shows that the spatio-temporal correlations at well sites take up 
(broadly) an approximately north-south alignment, which is parallel to the orientation 
of the major faults in this field (as shown in Figure 4.1). This is similar to the 
hydrocarbon production-induced earthquake observations which are in alignment 
with main faults (Simiyu 1999; Rutledge et al. 2004), both implying a significant 
mechanical response. It is most likely that the Guilfaks field is in, or close to a state 
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of criticality, such that the poro-elastic stress disturbances caused by stress 
perturbation induce far-field poro-elastic stress changes via large-scale inelastic 
deformation involving shear, possibly along faults (Zhang et al. 2006; Main et al. 
2006). 
The response of a reservoir to stress perturbations at injector and producer well 
sites is an important topic in reservoir management. Figure 4.15 shows polar plots of 
orientations for the significantly-correlated well pairs using the first 133 months data, 
which is split into three zones that feed the three platforms used to operate the field. 
All zones show the orientations are sub-parallel to the direction of maximum 
principal horizontal stress. This implies that geomechanical effects exert a strong 
control on the reservoir response to fluid injection and withdrawal. This match is 
consistent with those previously observed in other oilfields using the Spearman Rank 
Correlation technique (Heffer et al. 1995, 1999; Heffer 2002). The results also show 
some preferred orientations at around 30° to the direction of maximum principal 
horizontal stress, implying a response in the directions of incipient shear failure in 
the standard Coulomb friction model (discussed in section 2.3). 
Figure 4.13 (left plot) shows the frequency of correlations normalised for the 
initial distribution of all possible well spacings using the first 85 months of data. The 
results illustrate that the spatio-temporal correlation of flow rates between injector 
and producer wells is the form of a power-law, with an exponent a 0.5. This is 
consistent with the self-organized critical behaviour that is observed in the 
earthquake triggering data (Main 1996; Grasso & Sornette 1998; Turcotte 1999; Huc 
& Main 2003). This is also in good agreement with those observed in the 
independent physical models when the system is near-critical stress state (Zhang et al. 
2006). The results provide independent evidence for the correlations result from 
stress perturbation in a critical or near-critical system. From Figure 4.13 (left plot) I 
also find an obvious 'boundary effect' that appears both in the natural data and in the 
synthetics of Figures 5.7 and 5.8. 
I analyse the spatio-temporal correlation evolution of flow rates between injector 
and producer well sites, and find that the mean triggering distance increases with the 
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duration of the time windows as a power law with H 0.33 (Figure 4.12), 
indicating anomalous diffusion. This is also consistent with the earthquake data 
(Marsan et al. 1999, 2000 & 2003; Huc & Main 2003; McKernon & Main 2005). 
All of these above attributes are common to key observations in natural or induced 
triggered seismicity. 
The spatio-temporal correlation of flow rates between injector and producer well 
sites can also show how response of faults and fractures to stress perturbation at well 
sites (Figures 4.16 and 4.17). The first component pattern of the correlation matrix 
associated with 2 major N-S faults (Fig. 4.16), and the second component pattern 
followed the trace of the major N-S fault that provides the boundary between the 
'domino' and 'horst' regions of the structure (Fig.4. 17). The principal component 
patterns evolve with duration of production, but retain patterns associated with fault 
trends. This result confirms that the underlying fault structure plays a significant role 
in controlling reservoir response to pore pressure transients (Zhang et al. 2006). This 
implies that the Statistical Reservoir Model contains relevant information on the 
hydraulic structure and geo-mechanical state of the reservoir, in addition to the direct 
predictive ability. 
The Statistical Reservoir Model has been validated independently in predictive 
model as shown in Figures 4.18 and 4.19. For the individual producer, apart from a 
few outlier 'spikes', the prediction of flow rate (month by month) is successful 
within 95% confidence limits (Fig. 4.18). For a group of 28 producers, some of the 
outliers survive despite the aggregation, but the prediction of flow rate again 
performs very well, both in history matching and predictive mode (Fig. 4.19). The 
tests confirm the predictive power of the statistically significant correlations between 
well pairs obtained from the Statistical Reservoir Model. Future work will be 
necessary to validate the model in truly predictive mode using true 'future' data. 
7.4 Applications to Deterministic Simulation Data 
The output of a physical reservoir model with known characteristics allows 
verification of the developed statistical methods for establishing a Statistical 
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Reservoir Model. In the physical model we know that the long-range correlations 
are caused by the assumed non-linear geomechanical responses, via the assumed 
stress sensitive permeability in a near-critically stressed Earth, rather than by direct 
hydraulic links. Accordingly I also examined the correlations for flow rate at 
injectors and producers in this physical model. 
The frequency histogram of the spatio-temporal correlation of flo rates as a 
function of distance shows that most of the long-range correlations are observed only 
when the system is near-critical stress state (Fig. 5.4 and 5.5). This is consistent with 
those observed in the Gulifaks field data demonstrated in section 4.4. This also 
indicates that the assumptions behind the deterministic simulation, including the 
near-critical stress state, are a plausible mechanism for hydrocarbon production-
induced well correlations and may also apply to induced microearthquakes, and 
possibly also to natural seismicity. 
I further find that when the stress state is in a sub-critical state, most correlations 
occur at short-range (Fig. 5.6). Therefore, the short-range correlations are likely to 
be caused directly by hydraulic links rather than by amplified non-linear 
geomechanical effects. 
The above results confirm that reservoir stress state plays a key role in the 
hydraulic and geomechanical responses of a real reservoir to stress perturbation at 
well sites, consistent with those observed in the Gullfaks field data (discussed in 
section 7.4). This result also is in good agreement with the studies by Zhang et al. 
(2006) using the Spearman Rank Correlation method. 
For the system is in critical state, I observe that most of the significantly 
correlated wells occurred along the boundary of the production area where there is a 
high stress gradient and an associated localization of correlated strain (Fig. 5.7 and 
5.8). This 'boundary effect' is also seen in the natural data (left plot in Fig. 4.13). 
While other trends of significantly-correlated wells occur along the sealed faults, 
indicating highly correlated strains along the faults. The results strongly confirmed 
that long-range correlations are plausibly related to geo-mechanical causes, at least 
when the system is in critical state, which is one of the explanations for the 
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earthquake observations. 
Figure 5.12 shows a polar plot of the orientation of significant correlations 
between pairs of wells when the system is in critical stress state. This plot illustrates 
that the preferred orientation mainly is sub-parallel or sub-perpendicular to the 
orientation of plastic shear strain pattern around the faults, rather than 
overwhelmingly towards to the maximum horizontal principal stress as observed in 
the Guilfaks field (Fig. 4.15, discussed in section 7.3). This may indicate that the 
fault structure features play a more important role in coupled geomechanical-fluid 
flow than the maximum horizontal principal stress in the deterministic simulation 
reservoir. The reason is not clear, but this may be due to difference in the time scales 
involved (3 years compared to 11 years in the Gulifaks field), or simulated wells are 
set much closer to the faults than in reality and hence they are more sensitive to 
hydraulically-reactive faults and fractures. This should be investigated in future 
work. 
In summary, the deterministic model reproduces all of the major features of the 
real data. With some caveats to be checked in future work (e.g., examining the effect 
of model timescales) the geomechanical model of cases 1 and 2 are plausible 
hypotheses to carry forward to further investigation of other oil fields and other 
subsurface applications. 
7.5 Characteristic Size Effects in Frequency Data 
Using similar applications of BIC and Bayesian technique, characteristic size effects 
have been determined for the different types of frequency-size distribution in 
oilfield-induced earthquakes and global shallow earthquakes in Chapter 6 using three 
Poisson physical models, based on the Poisson distribution. Further, the best fitting 
model and the associated errors in the form of Bayesian intervals have been 
determined for different type of frequency data using a Bayesian technique of 
Leonard etal. (2001). 
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Several authors have used different techniques to identify breaks in scaling in 
the frequency moment and magnitude distribution for global as well as regional 
earthquakes data. Pacheco et al. (1992) used Akaike's information criterion to 
identify breaks of slope in the cumulative frequency-moment data. However, the use 
of cumulative frequency data may produce smoothing effects of cumulative statistics 
on regression coefficients. Main (2000) systematically investigated the break scaling 
hypothesis by a forward modelling method and addressed that the breaks of slope in 
cumulative frequency data can be exaggerated due to several reasons. He 
highlighted the need for an objective criterion for testing the underlying incremental 
frequency distribution. Main et al. (1999) proposed an objective Bayesian 
information criterion to identify the double-slope distribution in fracture width and 
length data. Leonard et al. (2001) developed a Bayesian technique based on the 
Poisson assumption to test the hypothesis of the breaks of slope in frequency data in 
three data sets. The advantages of the method are that it employs Bayesian analysis 
of uncertainty estimation based on the more appropriate assumption of Poisson 
distribution of errors for frequency-size data, and determines the best fitting 
distribution by combining a maximum likelihood technique with a modified 
objective information criterion. 
The first test dataset is the incremental frequency-magnitude of shallow, small to 
moderate earthquakes that occurred near the Lacq gas field for the period 24 October 
1975 to 28 December 1995. Grasso and Sornette (1998) have used this dataset to 
investigate finite size effects and the characteristic scale in oilfield-induced 
seismicity. I find that this dataset has a characteristic size effect at magnitudes 
m=3.099 (Fig. 6.1) implying characteristic size effects for this reservoir at a scale of 
a few hundred meters, similar to those observed in other types of induced seismicity 
by ore mining or by impounding an artificial lake (Grasso & Somette 1998). The 
null hypothesis for a power law distribution is rejected, and the double-slope 
distribution shows the most appropriate statistical model for this incremental 
frequency-magnitude data. The equivalent b value changes from b=0.693 to b=1.596. 
Similar characteristic size effects at a characteristic energy ofE*=8.3x 1014 J and 
a characteristic moment ofM*=7.76x10'SNm  were also observed in the incremental 
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frequency-radiated energy data (Fig. 6.2) and the incremental frequency-moment 
data (Fig. 6.3) in the USGS NEIC catalog for the period 1 January 1986 to 29 June 
2004, respectively. This existence of breaks in scaling is one more independent 
piece of evidence that a break in scaling between small and large earthquakes due to 
the finite thickness of the seismogenic lithosphere (Main & Burton 1986; Pacheco et 
al. 1992; Scholz 1997; Triep & Sykes 1997; Main 2000; Leonard et al. 2001). 
For the same sallow earthquakes in this dataset, the b-values changes from 
b 1 =0.474 to b2=1.089 for the incremental frequency-radiated energy data and from 
b 1 =0.672 to b2=1 .14 for the incremental frequency-moment, respectively (section 
6.3.2). The difference in b-values between radiated energy and moment reflects the 
different physical properties of an earthquake. The radiated energy is derived from 
high frequencies in the velocity power spectra, while moment is derived from the 
low-frequency asymptote of the displacement spectra (Choy & Boatwright 1995). 
Examining the radiated energy-seismic moment relationship, the null hypothesis 
that the power law is the best fitting model cannot be rejected (section 6.3.2). This 
result supports the statement by Choy & Boatwright (1995) that a linear relationship 
between radiated energy and moment using the least square regression, although the 
later did not demonstrate a power law outperforms others. However, I find that the 
best fitting is still poor (R 2=0.64) due to the scattered data from the measurement. I 
argue here, that in the absence of obvious linear relationship between radiated energy 
and moment, a solution to the problem of seismic-hazard estimation based on this 
relationship should not be adopted. 
The third test dataset is the latest CMT catalog of global earthquakes for the 
period of 1977 to 2005 (including the 2004 Boxing day tsunami earthquake). I find 
that the single power-law provides the best fitting for the incremental frequency-
moment data, with the equivalent b value in the range of 0.969 to 1.016 for the G-R 
law (Fig. 6.5), implying infinite correlation length. Characteristic size effects were 
not observed in the latest CMT catalog which includes the 2004 Boxing-day tsunami 
earthquake. One interpretation is that the data used here includes these latest large 
earthquakes, in particular earthquakes with moment close or larger than 1022  Nm 
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(shown in Figure 6.5b), that forces a straight line on the incremental frequency-
moment data. 
In contrast, however, for the early CMT catalog of global earthquakes between 
1978 and 1993, the gamma distribution provides the best statistical model for the 
incremental frequency-moment data (Fig. 6.6), with equivalent b value of 
0.944±0.021, implying a finite correlation length. The results support the assumption 
of gamma distribution is the appropriate statistical model inferred from the early 
CMT catalog by Leonard et al. (2001) and Kagan (1997 & 1999). The b-value is 
much closer to b=0.938±0.016 inferred from the same CMT catalog using the same 
technique (Leonard et al. 2001), but difference in time span and depth range. 
The results indicate that the physical models and the b value can vary 
significantly with the relatively short time span of current global earthquakes 
catalogues. Therefore, the statistical significance of the different physical models 
must be tested before establishing the spatial-temporal variation of b-value. The test 
can be done by the use of the objective BIC criterion. 
Characteristic size effects in different type of incremental frequency data have 
been identified, parameters for the earthquakes size distribution and their Bayesian 
interval have been determined by the Bayesian technique based on the Poisson 
distribution. The method has shown that the characteristic size effect does exist in 
incremental frequency data in the test cases, similar to those observed by many 
authors who have applied the predicted double-slope distribution in cumulative 
frequency data. This study provides the basis of the solutions to the frequency data 
for seismic-hazard applications. 
7.6 Principal Conclusions 
• The spatio-temporal correlations of flow rate in the oilfield data result from the 
stress perturbation at well sites, and are consistent with a critical point response 
to perturbation of the pore pressure. 
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The long-range correlations of flow rate at well sites are associated with the 
present-day stress field and with the pre-existing fault architecture, as observed 
in some previous studies based on simpler techniques. 
The long-range correlation of flow rate at well sites is consistent with the length-
scales observed in the earthquake triggering data. 
. The existence of long-range correlations of flow rate at well sites is one more 
independent piece of evidence that the Earth's crust is in a near-critical state, and 
underlines the importance of geomechanics in modelling reservoir response to 
waterflood. 
. The spatio-temporal correlations of flow rate at well sites have a power-law 
correlation function, and exhibit anomalous diffusion. 
Long-range correlations are found over an optimal time lag of one month that 
cannot be explained by Darcian flow, but that are consistent with a 
geomechanical origin based on the poro-elastic mechanism operating in a near-
critically-stressed crust. 
. The Statistical Reservoir Model is found not only a very good 'history match' to 
past production data, but also good prediction of future data not used to 
condition the model. This opens up the possibility of using the Statistical 
Reservoir Model to predict reservoir response to various planning scenarios, and 
hence optimise recovery. 
Long-range correlations in rate can be modelled only in a critically-stressed 
reservoir in which faults and/or fractures are activated by the induced stresses. 
In sub-critical stress state correlations are restricted to short-ranges and appear to 
be dominated by hydraulic flow along highly conductive paths. 
Detecting results for the different type of incremental frequency-size distribution 
in earthquake data indicate that the distinct breaks of scaling can occur. The 
results are in agreement with previous studies, providing increased confidence in 
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the presence of breaks in scaling between small and large earthquakes; most 
likely due to the finite thickness of the seismogenic lithosphere. 
• The best fitting physical model and the b value can both vary significantly with 
the relatively short time span of current global earthquakes catalogues. 
Therefore, the statistical significance of the different physical models must be 
tested before being preferred for seismic-hazard applications. 
7.7 Suggestions for Future Work 
In section 4.6, Figure 4.20 shows one of the main potential uses of the model to 
predict production response if changes in injection rate at one injector. Further 
investigation is needed to evaluate the extent to which shutting down injection or 
even producing wells may even enhance production. In addition, it is also important 
to explore the response of the regression model to different realistic scenarios, for 
example designing a maintenance schedule (planned series of shut-downs) in the 
summer which minimises the overall effect on production. 
Another one of the main potential uses of the model is to optimise or at least 
improve production in terms of increased oil rate or reduced water rate. The 
optimisation might be effected through straightforward inspection of the correlations 
of flow rate at pairs of wells. For example, those wells which have negative 
influences on others might be shut in or reduced in rate. A field trial in prospective 
mode testing a previously-published prediction from such a technique is the obvious 
best scientific practise. 
A desirable stage is to investigate a greater variety of reservoir types to test the 
Statistical Reservoir Model as a tool for enabling operational and asset management 
decisions, both in real time and on the scale of months or years. The expected 
examples include: (1) determining fluid flow paths and barriers; (2) identifying 
'super-permeability' zones in carbonate reservoirs; (3) optimising infihl well location; 
and (4) screening for geo-mechanical effects. Clearly, more work is required to 
validate the model and the uncertainties in different environments, such as open 
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boundaries, injection losses, data quality, new wells and new layers. However, the 
full potential of the model remains largely unexplored. 
It will be straightforward to extend application of the developed statistical 
methods into natural seismicity. For example, examining spatio-temporal 
correlations in earthquake statistics, to see if there is any predictive power. It should 
be expected to see the long-range correlation in the response that we see in the 
oilfield data. Therefore application of the statistical methods developed in this thesis 
to time-dependent earthquake hazard is timely and feasible. The results can be 
compared to models for predicting earthquake locations based on stress transfer 
(Stein 1999; McCloskey et al. 2005), or with recent statistical analysis methods 
based on the correlation function (Huc & Main, 2003). Other areas of interests 
include dynamic triggering and statistical modeling, statistical relations between the 
parameters of aftershocks in time, space and magnitude, spatio-temporal models for 
regional seismicity and detection of seismicity changes, and possible detection of 
crustal stress changes. 
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Appendix A: Full Conditional Distributions 
Conditionally upon the data, and all other unknown random variables and parameters 
in the model, we make the following statements: 
Al:' 00  is normally distributed with mean 0, where 
o =(1 + 1u')'(0, —b 1 ), 	 (1) 
and variance v (i + 	)'.7-7 
For t = 1,2, ..., N - i, Ot is normally distributed with mean 	, where 
0: = (v;' + 2V' )' {v;' (y - X p)+ v' (o,, + 	+ - 	)}' 	(2) 
and variance (v;' + 2 V 
ON  is normally distributed with mean 0 , where 
o = (v;' +v')'{v;'N _x;p)+ 1 (oN , + bN )}, 	 (3) 
and variance (V,-
1 +V,1)1. 
b 0 is normally distributed with mean b,)* , where 
= (1+p;')(b1 —h 1 ), 	 (4) 
and variance Va (1 + 
For t = 1, 2, ..., N- i, b is normally distributed with mean b , whefe 
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= (v' + 2V)' {v' (e, - 	)+ v;' (b11 + b, + h, - h,, )}, 	(5) 
and variance (v, ' + 2 V1 Y
I . 
bN  is normally distributed with mean b,, where 
= (ç' + v;' ) {v' (0 N - 0 1 + V; 1 (b N , + h N  )}' 	 (6) 
and variance (v,' +v;'r. 
h0 is normally distributed with mean h, where 
(7) 
and variance v(i + 
For t = 1, 2, ..., N- i, h 1 is normally distributed with mean h, where 
= (V;' + 2V)' {V;' (b, - b,-,)+ v (1_, + h1 )}, 	
1 (8) 
and variance (V; ' + 2V'r. 
hN  is normally distributed with mean h, where 
h, = (v;' +v 1 ){v; 1 (b N —b N _ I )+VhNI }, 	 (9) 
and variance (v;' +V). 
AlO: For the variance V , the quantity (CO, + N)V / V 6 has a chi-squared 
distribution with co 1 + N degree of freedom, where 
= wll+(Y_xrfi_oJ}/(l+N). 	 (10) VC* 
	
N 
t=1 
All: For the variance Vii , the quantity (W2 + N + i)v / V, has a chi-squared 
distribution with (02  + N +1 degree of freedom, where 
V; 	CO 2 A 2 +I (O t  -o,, —b,) 2  + ' o}/( 2 +N+1). 	 (11) 
Al2: For the variance Va,  the quantity (W3 + N + i)v / Va  has a chi-squared 
distribution with (03 + N +1 degree of freedom, where 
v; ={w 3 2 3 +(b, —b, 1 —h,)2 +'b:}/(c)3 +N+1). 	 (12) ,ua 
For the variance v. , the quantity (W4+ N + i)v; /V has a chi-squared 
distribution with (04 + N +1 degree of freedom, where 
=+ 	(, - h, 1 ) + fl 1h}/(W 4 + N + i). 	 (13) O 
The vector P is normally distributed with mean /i where 
N 	A 
= 	
iX,XT+C-1)-'(V,-1 
xxTp+ c' 	 (14) 
1=1 	 1=1 
N 	 -1 
and variance v; i x t xr+c 1 J 
(1) 	Quadratic Growth DLM 
I Me 
Since all of these full conditional distributions are available, implementation of the 
Gibbs sampler for sampling the O , b, h t , the vector of slopes ft and the four 
variances from A1-A14 is straightforward. 
Linear Growth DLM 
The corresponding full conditional posterior densities can be obtained from A1-A6, 
A1O-Al2 and A14, with h1 =0, for 1=1, 2, ..., N. 
Two-state Markovian DLM 
The corresponding full conditional posterior densities can be obtained from A1-A3, 
Al 0, All and Al4, with b=O,fort=1,2, ...,N. 
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Appendix B 
Publications Association with Thesis 
Referred Research Papers 
Main, I.G., Li, L., Heffer, K.J., Papasouliotis, 0. & Leonard, T. (2006), Long-range, 
critical-point dynamics in oilfield flow rate data, Geophysical Research Letters, 33, 
doi: 10. 1029/2006GL027357. 
Main, I., Li, L., Heffer, K., Koutsabeloulis, N. and Zhang, X. (2006), The Statistical 
Reservoir Model: Calibrating faults and fractures, and predicting reservoir response 
to water flood, Geological Society Special Publication on Complex Reservoirs, in 
press. 
Zhang, X., Koutsabeloulis, N., Heffer, K., Main, I. and Li, L. (2006), Analysis of 
geomechanics and production data for critically stressed reservoirs - generic 
characteristics and application to Guilfaks, Geological Society Special Publication 
on Complex Reservoirs, in press. 
Conference Abstracts 
Lun Li and Ian Main (2006), Characteristic size effects in different types of 
earthquake frequency - size data, Annual British Discussion Meeting incorporating 
the BGA Bullerwell Lecture, Geological Society of London, London, 9-10 March, 
2006. 
Main, I., Li, L., Heifer, K., Koutsabeloulis, N. and Zhang, X. (2006), Fluctuations in 
production and injection rate correlation revealing geomechanical influence on 
waterfloods, DEVEX-3rd European Production and Development Conference on 
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Patent Application 
Main, I.G., Leonard, T, Li, L., and Papasouliotis, 0., UK patent application 
0524134.4, filed 26/11/2005. 
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