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Abstract. In this paper we study affine reflection subgroups in
arbitrary Coxeter groups of finite rank. In particular, we study
the distribution of roots in the root subsystems associated with
affine reflection subgroups. We give a characterization of limit
roots arising from affine reflection subgroups. We also give a char-
acterization of when a Coxeter group may possess affine reflection
subgroups.
1. Introduction
A Coxeter system (W,R) consists of an abstract groupW and a gen-
erating set R consisting of involutions. The group W , called a Coxeter
group, is generated by elements of R subject only to braid-relations
on pairs of generators. Such a group can be realized, via the classical
Tits representation, as a reflection group acting on a real vector space
V with the term reflection taken only to be an involutory orthogonal
transformation with respect to a certain bilinear form on V such that
the −1-eigenspace of this orthogonal transformation is 1-dimensional
and not wholly contained in the radical of that bilinear form. We rep-
resent such a reflection by an element in the set T :=
⋃
w∈W wRw
−1,
and call it the set of reflections in W . A reflection subgroup of W is
a subgroup of W generated by a subset of T . It is known that a re-
flection subgroup of a Coxeter group is itself a Coxeter group. Among
all reflection subgroups, those generated by affine reflections (an affine
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reflection is a composite of a euclidean reflection with a translation in
the direction of a vector in the radical of the bilinear form) are known
as affine reflection subgroups. In this paper we study affine reflection
subgroups in Coxeter groups with finitely many generators.
One of the most important tools devised in the study of Coxeter
groups is the so called root system. A root system of a Coxeter groupW
is the collection of all roots which are representative non-zero vectors in
the −1-eigenspaces of the reflections in W . It is known that the group
W is finite if and only its root system is finite; and finite or not, the root
system is a discrete set in V . However, through an approach pioneered
in [19], it has been observed that the projections of roots onto suitably
chosen hyperplanes are always contained in certain compact sets. These
projections of roots are called normalized roots, and they may exhibit
intricate asymptotic behaviours as observed in [19] and [10]. The set
of accumulation points of normalized roots is denoted by E(W ), and
its elements are called the limit roots of the Coxeter group W . It was
observed in [19] that E(W ) is contained in the isotropic cone of V
(where the isotropic cone consists of all vectors which are orthogonal
to themselves with respect to the given bilinear form), and there is
a natural W -action on E(W ) which was later shown in [10] that this
action was minimally faithful. It was also established in [19] that the
limit roots arising from all infinite dihedral reflection subgroups ofW is
dense in E(W ). In [10] it has been proven that the convex hull of E(W )
is the topological closure of the projection of the so-called imaginary
cone onto the chosen hyperplane. The notion of an imaginary cone
was first introduced in the context of Kac-Moody algebra as the cone
generated by positive imaginary roots, and has been later adapted to
the setting of Coxeter groups as a (potentially not strict) subset of
the so-called dual of the Tits cone. The seminal results presented in
[19] and [10] suggest that normalized roots and limit roots may play
a non-trivial role in studying general infinite Coxeter groups and their
associated root systems.
In this paper, we study the limit roots arising from affine reflection
subgroups of a Coxeter groupW . We prove that whenW is infinite but
finitely generated, then a limit root η arises from an affine reflection
subgroup if and only if the support of η is connected (in the sense of
Coxeter diagrams) and η bilinear formed with finitely many positive
roots to be strictly positive (positive roots are those roots express-
ible as a positive linear combination of representative normal vectors
corresponding to the generators of the Coxeter group). We Then show
that the normalized sum of limit roots arising from affine reflection sub-
groups can still be a limit root. Further, we show that a limit roots with
disconnected supports that bilinear formed with finitely many positive
roots to be strictly positive, are normalized sums of limit roots arising
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from affine reflection subgroups. We also give a definitive characteri-
zation of when a Coxeter group possesses affine reflection subgroups,
and we prove that affine reflection subgroups are precisely infinite re-
flection subgroups of affine parabolic subgroups. We then study the
set of roots which when bilinear formed with an affine limit root to be
strictly positive. Furthermore, we prove that the containment of the
imaginary cone in the dual of the Tits cone is strict in the case of a
non-affine Coxeter group, with the imaginary cone not containing any
limit roots which bilinear formed with infinitely many positive roots to
be strictly positive (certainly including all the limit roots arising from
infinite non-affine dihedral reflection subgroups).
We stress that the same abstract Coxeter group W may be realized
in a number of different ways, that is, different Coxeter systems may
give rise to the same group W with distinct generating sets R’s, and
possibly more importantly, different sets of reflections T ’s. An example
may be the dihedral group of order 20 and the direct product of Z2
with the dihedral group of order 10, in which the same abstract group
can be realized differently as Coxeter group with incompatible sets of
reflections. Having this in mind, in this paper, in most cases, we take
the preference of referring to a Coxeter system (W,R) instead of just
referring to a Coxeter groupW ; and when we simply use the expression
“let W be a Coxeter group”, then the reader should interpret it as a
statement concerning not only the group W , but more importantly the
particular presentation afforded by a Coxeter system (W,R).
We would like to sincerely thank Professor R. B. Howlett, Professor
G. Lehrer and Professor M. Dyer for their valuable suggestions, some of
these suggestions have directly given rise to numerous results presented
in this paper, as well as correcting a number of errors contained in an
earlier version of this paper.
2. Background Materials
In this section we collect a number of background results concern-
ing Coxeter groups and their associated root systems. We stress that
the definition of root system in this section differs with the definition
contained in classical literature such as [24] (in particular, we remove
the requirement that a root basis is a basis for the space bearing the
classical Tits representation). However the results in this section are
straightforward adaptation of classical results in the setting with the
modified root systems. Before we formally begin, we set the following
notations which are used throughout this paper.
For a set A, define PLC(A), the positive linear combination of A, to
be the set given by
{
∑
a∈A
λaa | λa ≥ 0 for all a ∈ A and λa′ > 0 for some a′ ∈ A };
4 XIANG FU, LAWRENCE REEVES, AND LINXIAO XU
and we define cone(A), the positive cone spanned by A, to be the set
cone(A) = PLC(A) ∪ {0};
and we use the notation of conv(A) to denote the convex hull of A.
Definition 2.1. ([26]) Suppose that V is a vector space over R and
let ( , ) be a bilinear form on V and let Π be a subset of V . Then Π is
called a root basis if the following conditions are satisfied:
(C1) (a, a) = 1 for all a ∈ Π, and if a, b are distinct elements of Π then
either (a, b) = − cos(π/mab) for some integer mab = mba ≥ 2,
or else (a, b) ≤ −1 (in which case we define mab = mba =∞);
(C2) 0 /∈ PLC(Π).
If Π is a root basis, then we call the triple C = ( V, Π, ( , ) ) a Coxeter
datum. Throughout this paper we fix a particular Coxeter datum C .
(C1) implies that for each a ∈ Π, a /∈ PLC(Π \ {a}). Furthermore,
(C1) together with (C2) yield that {a, b} is linearly independent for all
distinct a, b ∈ Π. For each non-isotropic a ∈ V (that is (a, a) 6= 0),
define ρa ∈ GL(V ) by the rule: ρax = x − 2 (x,a)(a,a)a, for all x ∈ V .
Observe that ρa is an involution, and ρaa = −a.
Let GC be the subgroup of GL(V ) generated by { ρa | a ∈ Π }. Sup-
pose that (W,R) is a Coxeter system in the sense of [18] or [24] with
R = { ra | a ∈ Π } being a set of involutions generating W subject
only to the condition that (rarb)
mab = 1 for all a, b ∈ Π with mab 6=∞.
A standard argument yields that there exists a group homomorphism
φC : W → GC satisfying φC (ra) = ρa for all a ∈ Π. This homomor-
phism together with the GC -action on V give rise to a W -action on V :
for each w ∈ W and x ∈ V , define wx ∈ V by wx = φC (w)x. It can
be easily checked that this W -action preserves ( , ). Denote the length
function of W with respect to R by ℓ, and we have:
Proposition 2.2. ([22, Lecture 1]) Let GC ,W,R and ℓ be as the above,
and let w ∈ W and a ∈ Π. If ℓ(wra) ≥ ℓ(w) then wa ∈ PLC(Π). 
An immediate consequence of the above proposition is the following
important fact:
Corollary 2.3. [22, Lecture 1] Let GC ,W,R and φC be as the above,
and let S := { ρa | a ∈ Π }. Then the bijection R→ S given by ra 7→ ρa
for a ∈ Π extends to a group isomorphism φC : W → GC . 
In particular, the above corollary yields that (GC , S) is a Coxeter
system isomorphic to (W,R). We call (W,R) the abstract Coxeter
system associated to the Coxeter datum C , and we call W a Coxeter
group of rank #R (where # denotes cardinality).
Definition 2.4. The root system of W in V is the set
Φ = {wa | w ∈ W and a ∈ Π }.
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The set Φ+ = Φ ∩ PLC(Π) is called the set of positive roots, and the
set Φ− = −Φ+ is called the set of negative roots.
From Proposition 2.2 we may readily deduce that:
Proposition 2.5. ([22, Lecture 3]) (i) Let w ∈ W and a ∈ Π. Then
ℓ(wra) =
{
ℓ(w)− 1, if wa ∈ Φ−,
ℓ(w) + 1, if wa ∈ Φ+.
(ii) Φ = Φ+
⊎
Φ−, where
⊎
denotes disjoint union.
(iii) W is finite if and only if Φ is finite. 
Define T =
⋃
w∈W wRw
−1. We call T the set of reflections in W . If
x ∈ Φ then x = wa for some w ∈ W and a ∈ Π. Direct calculations
yield that ρx = (φC (w))ρa(φC (w))
−1 ∈ GC . Now let rx ∈ W be such
that φC (rx) = ρx. Then rx = wraw
−1 ∈ T and we call it the reflection
corresponding to x. It is readily checked that rx = r−x for all x ∈ Φ
and T = {rx | x ∈ Φ}. For each t ∈ T we let αt be the unique positive
root with the property that rαt = t. It is also easily checked that there
is a bijection ψ : T → Φ+ given by ψ(t) = αt.
Define functions N : W → P(Φ+) and N : W → P(T ) (where P
denotes power set) by setting N(w) = { x ∈ Φ+ | wx ∈ Φ− } and
N(w) = { t ∈ T | ℓ(wt) < ℓ(w) } for all w ∈ W . We call N the
reflection cocycle of W . Standard arguments as those in [24] yield that
for each w ∈ W ,
ℓ(w) = #N(w) (2.1)
and
N(w) = { rx | x ∈ N(w) }. (2.2)
In particular, N(ra) = {a} for a ∈ Π. Moreover, ℓ(wv−1)+ℓ(v) = ℓ(w),
for some w, v ∈ W if and only if N(v) ⊆ N(w).
A subgroup W ′ of W is a reflection subgroup of W if W ′ = 〈W ′∩T 〉
(W ′ is generated by the reflections contained in it). For any reflection
subgroup W ′ of W , let
R(W ′) = { t ∈ T | N(t) ∩W ′ = {t} }
and
Π(W ′) = { x ∈ Φ+ | rx ∈ R(W ′) }.
It was shown by Dyer ([7]) and Deodhar ([5]) that (W ′, R(W ′)) forms
a Coxeter system:
Theorem 2.6. (i) Suppose that W ′ is an arbitrary reflection sub-
group of W . Then (W ′, R(W ′)) forms a Coxeter system. Moreover,
W ′ ∩ T = ⋃w∈W ′ wR(W ′)w−1.
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(ii) Suppose that W ′ is a reflection subgroup of W , and suppose that
a, b ∈ Π(W ′) are distinct. Then
(a, b) ∈ {− cos(π/n) | n ∈ N and n ≥ 2 } ∪ (−∞,−1].
And conversely if ∆ is a subset of Φ+ satisfying the condition that
(a, b) ∈ {− cos(π/n) | n ∈ N and n ≥ 2 } ∪ (−∞,−1]
for all a, b ∈ ∆ with a 6= b, then ∆ = Π(W ′) for some reflection
subgroup W ′ of W . In fact, W ′ = 〈{ ra | a ∈ ∆ }〉.
Proof. (i) [7, Theorem 3.3].
(ii) [7, Theorem 4.4]. 
Let ( , )′ be the restriction of ( , ) on the subspace span(Π(W ′)) of
V . Then C ′ = ( span(Π(W ′)), Π(W ′), ( , )′ ) is a Coxeter datum with
(W ′, R(W ′)) being the associated abstract Coxeter system. Thus the
notion of a root system applies to C ′. We let Φ(W ′), Φ+(W ′) and
Φ−(W ′) be, respectively, the set of roots, positive roots and negative
roots for the datum C ′. Then Φ(W ′) = W ′Π(W ′) and Theorem 2.6 (i)
yields that Φ(W ′) = {x ∈ Φ | rx ∈ W ′}. Furthermore, we have
Φ+(W ′) = Φ(W ′) ∩ PLC(Π(W ′)) and Φ−(W ′) = −Φ+(W ′). We call
R(W ′) the set of canonical generators of W ′, and we call Π(W ′) the
set of canonical roots of Φ(W ′). In this paper a reflection subgroup W ′
is called a dihedral reflection subgroup if #R(W ′) = 2.
A subset Φ′ of Φ is called a root subsystem if ryx ∈ Φ′ whenever x, y
are both in Φ′. It is easily seen that there is a bijective correspondence
between the set of reflection subgroups W ′ of W and the set of root
subsystems Φ′ of Φ: W ′ uniquely determines the root subsystem Φ(W ′),
and Φ′ uniquely determines the reflection subgroup 〈{ rx | x ∈ Φ′ }〉.
A standard parabolic subgroup WM of W is defined as follows, for
M ⊆ Π, let RM := {ra | a ∈ M}, and WM := 〈RM〉. It can be easily
deduced that (WM , RM) is a Coxeter system with an associated Cox-
eter datum CM := (span(M),M, ( , )M), where ( , )M is the restriction
of ( , ) to the subspace span(M). Observed that Φ(WM ) = Φ∩span(M).
We may also use the notation WRM in place of WM . A parabolic sub-
group of W is any conjugate of a standard parabolic subgroup of W .
The notion of a length function also applies to the Coxeter system
(W ′, R(W ′)), and we let ℓ(W ′,R(W ′)) : W ′ → N be the length function for
(W ′, R(W ′)). If w ∈ W ′ and a ∈ Π(W ′) then applying Proposition 2.5
to the Coxeter datum C ′ = ( span(Π(W ′)),Π(W ′), ( , )′) yields
ℓ(W ′, R(W ′))(wra) =
{
ℓ(W ′, R(W ′))(w)− 1, if wa ∈ Φ−(W ′),
ℓ(W ′, R(W ′))(w) + 1, if wa ∈ Φ+(W ′),
where ( , )′ is the restriction of ( , ) to span(Π(W ′)).
Similarly the notion of a reflection cocycle also applies to the Coxeter
system (W ′, R(W ′)). Let N (W ′, R(W ′)) : W ′ → P(W ′ ∩ T ) denote the
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reflection cocycle for (W ′, R(W ′)). Then for each w ∈ W ′,
N (W ′, R(W ′))(w) = { t ∈ W ′ ∩ T | ℓ(W ′, R(W ′))(wt) < ℓ(W ′, R(W ′))(w) }.
And we define N(W ′, R(W ′))(w) = { x ∈ Φ+(W ′) | wx ∈ Φ−(W ′) }, for
each w ∈ W ′. It is shown in [6] that N (W ′, R(W ′))(w) = N(w) ∩ W ′
for arbitrary reflection subgroup W ′ of W . Furthermore, it is readily
seen that the bijection ψ restricts to a bijection ψ′ : T ∩W ′ → Φ+(W ′)
given by ψ′(t) = αt. For w ∈ W ′, applying (2.1) to the Coxeter datum
C ′ = ( span(Π(W ′)), Π(W ′), ( , )′ ) yields that
ℓ(W ′, R(W ′))(w) = #N(W ′, R(W ′))(w). (2.3)
Furthermore, ℓ(W ′, R(W ′))(wv
−1) + ℓ(W ′, R(W ′))(v) = ℓ(W ′, R(W ′))(w), for
some w, v ∈ W ′, precisely when N(W ′, R(W ′))(v) ⊆ N(W ′, R(W ′))(w).
3. Some basic results
Proposition 3.1. ([22], Lecture 3) In an arbitrary Coxeter group, each
finite subgroup is contained in some finite parabolic subgroup. 
Lemma 3.2. Let (W,R) be a Coxeter system in which W is an ir-
reducible affine Coxeter group (in the sense of [24]), with associated
Coxeter datum C = (V,Π, ( , )) and corresponding root system Φ, and
let Rad denote the radical of the bilinear form ( , ). Then each element
of Φ is congruent modulo Rad to an element of the root subsystem
corresponding to some (fixed) finite standard parabolic subgroup of W .
Proof. First, recall that Rad = { v ∈ V | (v, u) = 0, for all u ∈ V }.
Since W is irreducible affine, [24, Theorem 2.7] yields that the bi-
linear form ( , ) is positive semidefinite on V , and [24, Proposition 2.6]
yields that Rad = Q, where Q := {v ∈ V | (v, v) = 0} is the isotropic
cone of ( , ) in V , and moreover dimRad = 1. It then follows read-
ily that there exists a well-defined bilinear form ( , )V/Rad on V/Rad
such that (x + Rad, y + Rad)V/Rad = (x, y) for all x, y ∈ V . The fact
that Rad = Q implies that V/Rad is positive definite with respect to
( , )V/Rad.
If x ∈ V \ Rad then rx is a reflection on V preserving Rad, thus rx
induces a reflection r′x ∈ GL(V/Rad) defined by
r′x(y + Rad) = (y + Rad)− 2
(y + Rad, x+ Rad)V/Rad
(x+ Rad, x+ Rad)V/Rad
(x+ Rad),
for all y + Rad ∈ V/Rad.
Set W ′ = 〈r′x | x ∈ Φ〉. Then W ′ is a reflection group on V/Rad.
Since ( , )V/Rad is positive definite, [24, Corollary 6.2] and [24, Theorem
6.4] yield that W ′ is a finite Coxeter group. Let Φ′ be the root system
of W ′ in V/Rad. It is readily checked that Φ′ = { x + Rad | x ∈ Φ }.
Let π : Φ → Φ′ be the natural map given by π(x) = x+ Rad. Choose
a root basis Π′ for Φ′, and for each a′ ∈ Π′, choose a representative
xa′ ∈ Φ such that π(xa′) = a′.
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Set A = { xa′ | a′ ∈ Π′ }. Then span(A) is a positive definite subspace
of V (of codimension 1). Let W ′′ ⊂ W be the reflection subgroup
generated by reflections from the set { rx | x ∈ A }. In particular, W ′′
is a reflection group acting on the positive definite space span(A). Thus
[24, Corollary 6.2] and [24, Theorem 6.4] yield thatW ′′ is finite. Let Φ′′
be the root subsystem of Φ corresponding to W ′′. It is readily checked
that each element of Φ is congruent modulo Rad to an element of Φ′′.
Furthermore, for any fixed w ∈ W , since wΦ = Φ and w preserves Rad,
it follows that each element of Φ is congruent modulo Rad to an element
of wΦ′′. Now since W ′′ is finite, Proposition 3.1 implies that W ′′ is
contained in a conjugate of a finite standard parabolic subgroup. Thus
there exist some w ∈ W and M ⊆ Π such that wW ′′w−1 ⊆ WM with
WM being finite. Consequently wΦ
′′ ⊆ Φ(WM). Thus each element of
Φ is congruent modulo Rad to some element in wΦ′′, and, in particular,
each element of Φ is congruent modulo Rad to some element in Φ(WM ),
with WM being finite. 
The above lemma immediately enables us to give the following char-
acterization of reflections in an affine Coxeter group.
Corollary 3.3. Let (W,R) be a Coxeter system in which W is an
affine Coxeter group, and let C = (V,Π, ( , )) be the associated Coxeter
datum. Then a reflection in W is either a Euclidean reflection or the
composite of a Euclidean reflection with a translation in the direction
of a non-zero vector in the radical of ( , ). 
From this point on, we let W be the abstract Coxeter group associ-
ated to the Coxeter datum C = ( V, Π, ( , ) ), and let Φ and T be the
corresponding root system and the set of reflections respectively.
Lemma 3.4. ([26, Lemma 6.1.1]) Let W be an irreducible Coxeter
group of finite rank, and let Rad denote the radical associated with the
bilinear form ( , ). Then W is non-affine implies that
Rad∩ cone(Π) = {0}.

The following is a well-known result:
Proposition 3.5. ([19, Lemma 4.9]) Suppose that W is a Coxeter
group of finite rank. Then W is infinite if and only if W contains an
infinite dihedral reflection subgroup. 
Definition 3.6. (i) Let W ′ be a reflection subgroup of W , and let
x, y ∈ Φ(W ′). Then we say that x dominates y with respect to W ′ if
{w ∈ W ′ | wx ∈ Φ−(W ′) } ⊆ {w ∈ W ′ | wy ∈ Φ−(W ′) }.
If x dominates y with respect to W ′ then we write x domW ′ y, and we
simply write x dom y in case of x domW y.
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(ii) LetW ′ be a reflection subgroup ofW and let x ∈ Φ+(W ′). Define
DW ′(x) = { y ∈ Φ+(W ′) | y 6= x and x domW ′ y }. If DW ′(x) = ∅
then we call x elementary with respect to W ′. For each non-negative
integer n, define DW ′,n = { x ∈ Φ+(W ′) | #DW ′(x) = n }. In the case
that W ′ = W , we write D(x) and Dn in place of DW ′(x) and DW ′,n
respectively. If D(x) = ∅ then we call x elementary.
It is clear from the above definition that
Φ+ =
⊎
n∈N
Dn. (3.1)
It was shown in [3] by Brink and Howlett that when a Coxeter group
W is finitely generated then the set of elementary roots is finite. This
finiteness property then enabled Brink and Howlett to establish that all
finitely generated Coxeter groups are automatic. Brink later gave an
complete construction of D1 for all such Coxeter groups in [4]. Subse-
quently in [13], it was shown that in a finitely generated Coxeter group
W the sets Dn are finite for all n ∈ N, and furthermore, each Dn is
non-empty for all infinite Coxeter groups.
Remark 3.7. In a finitely generated Coxeter group W , the decompo-
sition of Φ+ in 3.1 implies that if x ∈ Φ+, then x can only dominate
finitely many positive roots.
It is readily checked that dominance with respect to any reflection
subgroup W ′ of a Coxeter group W is a partial ordering on Φ(W ′).
The following lemma summarizes some basic properties of dominance:
Lemma 3.8. ([13, Lemma 2.2]) (i) Let x, y ∈ Φ be arbitrary. Then
there is dominance between x and y if and only if (x, y) ≥ 1.
(ii) Dominance isW -invariant, that is, if x dom y then wx domwy for
all w ∈ W .
(iii) Let x, y ∈ Φ be such that x dom y. Then −y dom−x.

The following is a technical result taken from [14].
Proposition 3.9. Suppose that x, y ∈ Φ are distinct with x domW y.
Then there exists some w ∈ W such that wx ∈ Φ+, wy ∈ Φ− and
(w(x− y), z) ≤ 0 for all z ∈ Φ+. 
From the above we may deduce a number of inequalities.
Lemma 3.10. Suppose that a, b, c ∈ Φ such that a dom b dom c. Then
(a, c) ≥ (b, c).
Proof. There is nothing to prove if either a = b or b = c. Thus we
may assume that the dominance relations are strict. Since a strictly
dominates b, Proposition 3.9 then yields that there exists some w ∈ W
with wa ∈ Φ+, wb ∈ Φ−, and (w(a − b), z) ≤ 0 for all z ∈ Φ+. Since
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b dom c and wb ∈ Φ−, it follows that wc ∈ Φ−, and consequently
(w(a− b), wc) ≥ 0; that is (a− b, c) ≥ 0. 
Lemma 3.11. Suppose that a, b, c ∈ Φ such that a dom b dom c. Then
(a, b) ≤ (a, c).
Proof. Note that Lemma 3.8 yields that −c dom−b dom−a, and then
Lemma 3.10 yields that (−c,−a) ≥ (−b,−a), which is equivalent to
(a, b) ≤ (a, c). 
We close this section with the following easy but useful result.
Lemma 3.12. Suppose that a, b ∈ Φ+ with (a, b) ≤ −1, and suppose
that x ∈ Φ with x dom a. Then (x, b) ≤ −1.
Proof. Since (a, b) ≤ −1, it follows that a dom−b. Thus we have
x dom a dom−b, and hence (x, b) ≤ −1. 
4. Limit roots
Throughout this section we fix a Coxeter datum C = (V,Π, ( , )) and
its associated Coxeter system (W,R), and furthermore, we assume that
#Π = #R < ∞. Let Φ be the corresponding root system. It is well
known that Φ is an infinite set if and only if W is an infinite group. It
is also well known that Φ is a discrete set (with respect to the standard
topology on Rn), since W acts discretely on V . Nevertheless, following
the approach of studying the so-called normalized roots introduced in
[19], we may study the distribution of elements in Φ if we consider
such elements as representatives of directions whose corresponding re-
flections generate W . If we choose a suitable hyperplane V ′ ⊆ V not
passing through the origin and not parallel to any element in Φ, and
let Π̂ be the set of intersection points of the lines Rx, x ∈ Π and this
hyperplane. Then the property Φ = Φ+ ⊎ Φ− ensures that the set Φ̂
(normalized roots) consisting of the intersection points of the lines Rx,
(x ∈ Φ) with this hyperplane, are contained in the simplex spanned by
the elements of Π̂. With Π being a finite set, this simplex is compact,
and we may study the asymptotic behaviours exhibited by sequences
of elements of Φ̂.
We collect a few basic definitions and results from [19]:
Definition 4.1. ([19], [10]) An affine hyperplane V1 of codimension 1
in V is called transverse to Φ+ if for each a ∈ Π the ray R>0a intersects
V1 in exactly one point, and this unique intersection is denoted by âV1 .
Given a hyperplane V1 transverse to Φ
+, let V0 be the hyperplane that
is parallel to V1 and contains the origin.
Remark 4.2. It follows from Proposition 2.5 (ii) and the requirement
that 0 /∈ PLC(Π) that it is always possible to find a hyperplane con-
taining the origin that separates Φ+ and Φ− (see ([19, 5.2]) for more
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details). By suitably translating this hyperplane it is always possible
to find a hyperplane transverse to Φ+.
Let V1 be a transverse hyperplane and let V0 be as in the preceding
definition. Let V +0 be the open half space induced by V0 that contains
V1. Observe that V
+
0 contains PLC(Π). Since Φ
+ ⊂ PLC(Π) ⊂ V +0 ,
and V1 is parallel to the boundary of V
+
0 , it follows that
#(V1 ∩ R>0β) = 1
for each β ∈ Φ+. This leads to an alternative definition of transverse
hyperplanes:
Lemma 4.3. ([19]) An affine hyperplane V1 is transverse if and only
if #(V1 ∩ R>0β) = 1 for each β ∈ Φ+. 
Definition 4.4. Let V1 be a transverse hyperplane in V , and let V0 be
obtained from V1 as in Definition 4.1.
(1) For each v ∈ V \ V0, the unique intersection point of Rv and
the transverse hyperplane V1 is denoted v̂. The normalization
map is πV1 : V \ V0 → V1, πV1(v) = v̂. Set Φ̂ = πV1(Φ), and the
elements x̂ ∈ Φ̂ are called normalized roots.
(2) Let | · |1 : V → R be the unique linear map satisfying the re-
quirement that |v|1 = 0 for all v ∈ V0, and |v|1 = 1 for all
v ∈ V1.
Observe that πV1(−x) = πV1(x) for all x ∈ V , and ŷ = y|y|1 for all
y ∈ V \ V0.
Also observe that Φ̂ ⊆ conv(Π̂), (recall that conv(X) denotes the
convex hull of a set X), and Π̂ = { x̂ | x ∈ Φ }. Since Π is a finite set (in
which case the associated Coxeter group W is finitely generated), then
we see that Φ̂ is contained in the compact set conv(Π̂). Consequently, if
Π is finite, then the accumulation points of Φ̂ are contained in conv(Π̂).
Definition 4.5. Keep all the notations of the previous definition.
(1) The set of limit roots E(W ) (with respect to V1) is the set of
accumulation points of Φ̂.
(2) The isotropic cone Q (associated to the bilinear form ( , )) is
the set
Q = { v ∈ V | (v, v) = 0 }.
Furthermore, define the normalized isotropic cone Q̂ (with re-
spect to V1) by Q̂ = Q ∩ V1.
Example 4.6. Suppose that Π forms a basis for the space V . For each
v ∈ V , there is a unique expression of the form v = ∑a∈Π vaa, va ∈ R.
Then the hyperplane V1 := { v ∈ V |
∑
a∈Π va = 1 } is a transverse
hyperplane, and V0 := { v ∈ V |
∑
a∈Π va = 0 } is the corresponding
hyperplane obtained from translating V1 to contain the origin. Observe
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that under these conditions the corresponding | · |1 has the property
that |v|1 =
∑
a∈Π va for all v ∈ V .
Remark 4.7. For the rest of this section and the whole of the next
section, we shall adopt the set up as in the preceding example, that is,
we shall assume that Π forms a basis for V , and we shall take
V1 = { v ∈ V |
∑
a∈Π
va = 1 },
where for each v ∈ V , there is a unique expression of the form
v =
∑
a∈Π
vaa, where va ∈ R.
Theorem 4.8. ([19, Theorem 2.7]) Let V1 be a transverse hyperplane,
and let Q̂ be the corresponding normalized isotropic cone. Then
(1) E(W ) 6= ∅ if and only if the Coxeter group W is infinite.
(2) E(W ) ⊆ Q̂.

Proposition 4.9. Let C = (V,Π, B) be a Coxeter datum in which
#Π is finite, and suppose that the corresponding Coxeter group W is
infinite. Then the set of limit roots E(W ) is compact.
Proof. It follows from Theorem 4.8 that
E(W ) ⊆ Q̂ ∩ conv(Π̂).
Since E(W ), by definition, is topologically closed, and since conv(Π̂) is
bounded whenever #Π is finite, it follows that E(W ) is compact. 
Following the convention set in [19], we define
D =
⋂
w∈W
w(V \ V0) ∩ V1 = V1 \
⋃
w∈W
wV0,
and we define the · action of W on D as follows: for any w ∈ W and
x ∈ D,
w · x = ŵx.
Observe that the property that WD =
⋃
w∈W wD ⊆ V \ V0 guarantees
that this · action of W on D is well-defined. Furthermore, we observe
that each w ∈ W acts continuously on D. The next result is taken
from [19] which summarizes a number of key facts:
Proposition 4.10. ([19, Proposition 3.1]) Let V1 be a transverse hy-
perplane, and let Φ̂ and E(W ) be the corresponding normalized roots
and limit roots.
(i) Φ̂ and E(W ) are contained in D.
(ii) Φ̂ and E(W ) are stable under the · action of W ; moreover
Φ̂ =W · Π.
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(iii) The topological closure Φ̂⊎E(W ) is stable under the · action of
W .

Furthermore, it has been observed in [19] that the · action has the
following nice geometric description:
Proposition 4.11. ([19, Proposition 3.5]) Keep previous notations.
(i) Let α ∈ Φ, and x ∈ D∩Q. Denote by L(α̂, x) the line containing
α̂ and x. Then
(a) if (α, x) = 0, then L(α̂, x) intersects Q only at x, and
rα · x = x;
(b) if (α, x) 6= 0, then L(α̂, x) intersects Q in two distinct
points, namely, x and rα · x.
(ii) Let α1 and α2 be two distinct roots in Φ, x ∈ L(α̂1, α̂2)∩Q, and
w ∈ W . Then w · x ∈ L(w · α1, w · α2) ∩Q.

Given a transverse hyperplane V1, the limit roots coming from a
given rank 2 reflection subgroup can be observed inside E(Φ). Take
two distinct positive roots a and b, denote by W ′ = 〈ra, rb〉 the dihe-
dral reflection subgroup of W generated by the reflections ra and rb
corresponding to the two positive roots. Let Π(W ′) = {a′, b′} be the
set of canonical roots for the dihedral reflection subgroup W ′. Then
Theorem 2.6 yields that (a′, b′) ∈ (∞,−1]∪{− cos(π/n) | n ∈ N≥2}. It
is clear that 0 /∈ PLC({a′, b′}), since a′, b′ ∈ PLC(Π) and 0 /∈ PLC(Π)
by the definition of Π. If we let V ′ = Ra′⊕Rb′, and Π′ = {a′, b′}, a two
dimensional subspace of V . Furthermore, if we let ( , )′ be the restric-
tion of ( , ) on V ′. Then C ′ = (V ′,Π′, ( , )′) is also a Coxeter datum
with associated root system Φ′ = W ′Π′. Observe that the hyperplane
V1 is also transverse with respect to Φ
′. Let we denote E(W ′) be the
set of limit roots of W ′ in the root system Φ′ with respect to V1. Then
the following was observed in 2.3 of [19]:
Proposition 4.12. Given the set up in the preceding paragraph,
(i) E(W ′) = Q ∩ L(â′, b̂′) = E(W ) ∩ L(â′, b̂′);
(ii) the cardinality of E(W ′) is 0, 1, or 2, respectively, precisely
when |(a′, b′)| < 1, |(a′, b′)| = 1, or |(a′, b′)| > 1;
Proof. See the discussions in Section 2.3 of [19]. 
It turned out by considering the cardinality of E(W ) we may easily
ascertain whether W is affine or not.
Proposition 4.13. ([19, Corollary 2.16]) Suppose that W is an irre-
ducible Coxeter group. Then E(W ) is a singleton set if and only if W
is an affine Coxeter group. 
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Utilizing the above observation, we may deduce the following char-
acterization of affine Coxeter groups.
Proposition 4.14. Let W be an irreducible Coxeter group of finite
rank. Then W is affine if and only if every infinite dihedral reflection
subgroup of W is affine.
Proof. Suppose that W is irreducibly affine and is of rank n. Then it
follows readily that the signature of the bilinear form ( , ) is (n−1, 0), it
follows that Q̂ consists of a single point (see also [19, Corollary 2.16]). If
W ′ is any infinite dihedral reflection subgroup of W , then E(W ′) ⊆ Q̂,
and consequently, W ′ has a unique accumulation point, and thus W ′
is affine.
For the converse, we prove that the contra-positive is true. Suppose
that W is an infinite irreducible Coxeter group of finite rank, and sup-
pose that W is non-affine. It is enough to show that there exists an
infinite dihedral reflection subgroup of W that is not affine.
Let W ′ be an arbitrary infinite dihedral reflection subgroup of W . If
W ′ is non-affine then we are done, and so we may assume that W ′ is
affine.
Let Π(W ′) = {α, β} be the set of canonical roots of the root subsys-
tem of W ′. Then Theorem 2.6 yields that α, β ∈ Φ+, and (α, β) = −1.
Let η := α̂ + β ∈ PLC(Π). Then E(W ′) = {η}. Note that Lemma 3.4
yields that there exists some a ∈ Π such that (a, η) 6= 0. Otherwise
(a, η) = 0 for all a ∈ Π, forcing η ∈ Rad, contradicting Lemma 3.4.
Let W ′′ := 〈ra, rα, rβ〉. Observe that W ′′ must be rank-3. Indeed,
we first note that ra · η 6= η, and ra · η ∈ E(W ′′). Hence W ′′ is
non-affine by [19, Corollary 2.16]. If W ′′ is dihedral, then the line on
which Φ̂(W ′′) lies (which is the same line that Φ̂(W ′) lies) intersects
Q̂ in more than 1 place, contradicting the fact that W ′ is affine. Let
Π(W ′′) = {a, b, c} be the set of canonical roots of the root subsystem
of W ′′. Then (a, b) ≤ 0, (b, c) ≤ 0, and (c, a) ≤ 0, with at least 2 of
these values being strictly negative, and in particular, at least one of
(a, b) and (c, a) is strictly negative (since there is an η ∈ E(W ′) with
ra · η 6= η). We shall construct two roots in Φ(W ′′) with their bilinear
form value being strictly less than −1, and consequently, the dihedral
reflection subgroup generated by the corresponding reflections will be
infinite and non-affine.
Consider the Coxeter diagram of W ′′:
Without loss of generality, we may assume that mab ≤ mac.
First consider the case thatmab = 2. Ifmac = 3 then the requirement
that W ′′ is infinite and non-affine implies that mbc ≥ 7 (thus excluding
the A3, B3, H3 and G˜2 cases). Now set λ := −2(b, c) >
√
3, and set
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x := rcrbc = λb+ (λ
2 − 1)c. Consequently,
(a, x) = λ(a, c) = −1
2
(λ2 − 1) < −1,
and whence the dihedral reflection subgroup 〈ra, rx〉 is infinite and non-
affine. If mac = 4 then the requirement that W
′′ is infinite and non-
affine implies that mbc ≥ 5 (thus excluding the C˜3 case). Now set
λ := −2(b, c) ≥ 2 cos π
5
=
√
5 + 1
2
,
and set x := rcb = b+ λc. Consequently,
(a, x) = λ(a, c) ≤ −
√
2
2
(
√
5 + 1)
2
< −1,
and whence the dihedral reflection subgroup 〈ra, rx〉 is infinite and non-
affine. If mac ∈ {5, 6}, then requirement that W ′′ is infinite and non-
affine implies that mbc ≥ 4 (thus excluding the H3 and G˜2 cases). Now
set λ := −2(a, c) ≥
√
5+1
2
, and set x := rca = a+ λc. Consequently,
(b, x) = λ(b, c) ≤ −
√
2
2
(
√
5 + 1)
2
< −1,
and whence the dihedral reflection subgroup 〈rb, rx〉. If mac ≥ 7, then
the requirement that W ′′ is infinite implies that mbc ≥ 3. Now set
λ := −2(a, c) > √3, and set x := rcrac = λa+(λ2−1)c. Consequently,
(b, x) = (λ2 − 1)(b, c) ≤ −(λ
2 − 1)
2
< −1,
and whence the dihedral reflection subgroup 〈rb, rx〉 is infinite and non-
affine.
Next, consider the case mab ≥ 3. If mbc = 2, then by relabeling the
vertices, we get into the situations previously considered. Thus we may
assume that mbc ≥ 3. Furthermore, interchanging the labels of a and
c if necessary, we may also assume that 3 ≤ mab ≤ mbc. First, assume
that mab = 3. If mbc = 3, then the requirement that W
′′ is infinite and
non-affine implies that mac ≥ 4 (thus excluding the A3 case). Then we
have (b, c) = −1
2
, (a, c) ≤ −
√
2
2
. Set x := rbc = c+ b. Note that then
(a, x) = (a, c) + (a, b) ≤ −
√
2
2
− 1
2
< −1,
and consequently, the dihedral reflection subgroup 〈ra, rx〉 is infinite
and non-affine. If mbc ∈ {4, 5, 6}, then the requirement that W ′′ is
infinite and non-affine implies that mac ≥ 3. Consequently,
(b, c) ≤ −
√
2
2
, and (a, c) ≤ −1
2
.
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Set x := rbc = c+ λb, where λ = −2(b, c) ≥
√
2. Then
(a, x) = (a, c) + λ(a, b) ≤ −1
2
−
√
2 · 1
2
< −1,
and consequently the dihedral reflection subgroup 〈ra, rx〉 is infinite
and non-affine. If mbc ≥ 7, set λ = −2(b, c) >
√
3. Set
x := rbrcb = rb(b+ λc) = −b+ λ(c+ λb) = (λ2 − 1)b+ λc.
Then (a, x) = (λ2 − 1)(a, b) + λ(a, c) ≤ (λ2 − 1)(a, b) = −λ2−1
2
< −1,
and consequently the dihedral reflection subgroup 〈ra, rx〉 is infinite
and non-affine.
Next, we consider the case that mab = mbc = 4. Then the require-
ment that W ′′ is infinite non-affine forces that mac ≥ 3. Now we have
(a, b) = (b, c) = −
√
2
2
, (a, c) ≤ −1
2
. Setting x := rbc = c+
√
2b, we have
(a, x) = (a, c+
√
2b) = (a, c) +
√
2(a, b) ≤ −1
2
−√2 ·
√
2
2
= −3
2
< −1.
Finally, consider the case mab ≥ 4 and mbc ≥ 5. Then (a, b) ≤ −
√
2
2
.
Set λ = −2(b, c), then λ ≥ 2 cos pi
5
=
√
5+1
2
. Furthermore, we set
x := rbc = c+ λb, and then
(a, x) = (a, c)+λ(a, b) ≤ λ(a, b) ≤ −
√
5 + 1
2
·
√
2
2
= −
√
10 +
√
2
4
< −1.

5. Connection with limit roots
Throughout this section each Coxeter groupW is understood to have
an associated Coxeter datum C = (V,Π, ( , )) with Π being a finite set,
and let Φ be the corresponding root system. As stated in Remark 4.7,
we shall further assume that Π forms a basis for V , and we let V1 be
the transverse hyperplane as in Remark 4.7.
Given that now Π is a basis for V , every element x ∈ V has a unique
expression of the form x =
∑
a∈Π λ
x
aa, with λ
x
a ∈ R for all a ∈ Π, and
we use the notation supp(x) to denote the support of x ∈ V , that is,
supp(x) := { a ∈ Π | λxa 6= 0 }.
Definition 5.1. Let (W,R) be a Coxeter system with C = (V,Π, ( , ))
being an associated Coxeter datum. The Coxeter diagram Γ associated
with (W,R) and C is a graph whose vertex set is Π; and an edge is
drawn to join two of vertices a, b ∈ Π (with a 6= b) whenever mab ≥ 3,
and such an edge is labelled with mab (then (a, b) = cos(π/mab) < 0).
For a pair of vertices a and b not joined by an edge, it is understood
that mab = 2 (corresponding to (a, b) = 0).
We say that a set M ⊆ Π is connected if the portion of the Coxeter
graph corresponding to M is connected.
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Suppose that W ′ is an irreducible affine reflection subgroup of W ,
and let Π(W ′) = { a1, a2, . . . , as }. Let η be the unique limit root in
E(W ′). Since by Lemma 3.2, the limit root η is in the radical of the
bilinear form ( , ) restricted to the subspace Ra1⊕ · · ·⊕Ras, it follows
that (η, x) = 0 for all x ∈ Φ(W ′) ⊂ Ra1 ⊕ · · · ⊕ Ras. However, it is
possible that (η, x) > 0 for a root x ∈ Φ+ \ Φ(W ′), in this section,
amongst other things, we shall prove that (η, x) > 0 for only finitely
many positive roots x. Note that Propositions 3.5, 4.13 and 4.14 to-
gether imply that if W ′ is an irreducible affine reflection subgroup of
W then W ′ has an affine dihedral reflection subgroup W ′′ ⊆ W ′ with
E(W ′′) = E(W ′). Hence many discussions on general affine reflection
subgroups can be simplified to discussions on affine dihedral reflection
subgroups.
Before we give a characterization of those limit roots in E arising
from affine reflection subgroups, let us first look at some limit roots
that possibly do not arise from affine reflection subgroups. The first
candidate for such possibly non-affine limit roots might come from
infinite non-affine dihedral reflection subgroups.
Let a, b ∈ Φ+ be chosen such that (a, b) = − cosh θ < −1, and
let W ′ = 〈ra, rb〉 be the dihedral reflection subgroup generated by the
reflections corresponding to a and b. Note first that W ′ is infinite and
non-affine. Proposition 4.12 then yields that E(W ′) consists of two
distinct limit roots. Direct calculations then show that the isotropic
cone Q intersects the subspace Ra⊕ Rb consists of two lines
R((cosh θ + sinh θ)a + b)
and
R((cosh θ − sinh θ)a + b) = R(a+ (cosh θ + sinh θ)b),
and if we let η1 and η2 be as following, then E(W
′) = {η1, η2}:
η1 :=
(cosh θ + sinh θ)|a|1
(cosh θ + sinh θ)|a|1 + |b|1 â+
|b|1
(cosh θ + sinh θ)|a|1 + |b|1 b̂,
and
η2 :=
(cosh θ − sinh θ)|a|1
(cosh θ − sinh θ)|a|1 + |b|1 â +
|b|1
(cosh θ − sinh θ)|a|1 + |b|1 b̂.
For each i ∈ N, we adopt the following notation
ci :=
sinh(iθ)
sinh θ
. (5.1)
Then
(rarb)
ia = c2i+1a+ c2ib,
and
(rbra)
ib = c2ia + c2i+1b.
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Observe that
lim
i→∞
c2i+1
c2i
= lim
i→∞
sinh(2iθ) cosh θ + cosh(2iθ) sinh θ
sinh(2iθ)
= lim
i→∞
(cosh θ + coth(2iθ) sinh θ)
= cosh θ + sinh θ. (5.2)
Consequently, we see that
η1 = lim
i→∞
̂(rarb)ia ∈ R((cosh θ + sinh θ)a + b)
and
η2 = lim
i→∞
̂(rbra)ib ∈ R((cosh θ − sinh θ)a + b).
And it follows readily that
(η1, a) =
sinh θ
(cosh θ + sinh θ)|a|1 + |b|1 > 0;
and
(η2, b) =
sinh θ(cosh θ − sinh θ)
(cosh θ − sinh θ)|a|1 + |b|1 > 0.
Note that (rarb)
i · η1 = η1 and (rbra)i · η2 = η2 for all i ∈ N. Conse-
quently, for all i ∈ N
(η1, (rarb)
ia) > 0 and (η2, (rbra)
ib) > 0. (5.3)
However, the above discussion does not rule out the possibility that
an affine dihedral reflection subgroup and an infinite non-affine dihe-
dral reflection subgroup sharing the same limit root, a situation as
illustrated in the following diagram.
η1
η2
In this diagram the dotted circle represents the normalized isotropic
cone, and the normalized root subsystems of two infinite dihedral re-
flection subgroups, one affine and the other non-affine, are contained
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in the two straight lines, with the black dots schematically represent-
ing normalized roots, and the two red dots representing possible limit
roots.
It turned out that this situation will not arise. We shall show that
for an η ∈ E(W ), then η ∈ E(W ′) for some affine reflection subgroup
W ′ implies that (η, x) > 0 for only finitely many x ∈ Φ+. We also show
that such an affine limit root η has a connected support. To achieve
this goal, we collect a number of preparatory results first.
The following fundamental and well-known result for infinite Coxeter
groups of finite rank states that for pairs of roots, the bilinear form
takes only finitely many values in the unit radius interval about zero.
Lemma 5.2. [1, Proposition 4.5.5] Suppose that (W,R) is a Coxeter
system in which R is a finite generating set. Then the set { (α, β) |
α, β ∈ Φ, |(α, β)| < 1 } is finite. In particular, there exists a fixed
ǫ > 0 such that |(α, β)| > ǫ whenever α, β ∈ Φ satisfy (α, β) 6= 0. 
Definition 5.3. Suppose that W is an infinite Coxeter group. For
each η ∈ E(W ), define Pos(η) ⊆ Φ+ by
Pos(η) = {x ∈ Φ+ | (η, x) > 0}
Definition 5.4. A limit root η ∈ E(W ) is called an affine limit root
if there exists an irreducible affine reflection subgroup W ′ ≤ W with
E(W ′) = {η}, and define
Eaff := { η ∈ E(W ′) | W ′ is an affine reflection subgroup of W },
the set of all affine limit roots in W .
Remark 5.5. Note that by Propositions 4.13 and 4.14, η ∈ E(W ) is
affine if and only if there exists an irreducible affine dihedral reflection
subgroup W ′ ≤W with E(W ′) = {η}.
Theorem 5.6. Let (W,R) be a Coxeter system in which W an infinite
Coxeter group and R is a finite generating set. Let E(W ) be the set of
limit roots of W . If η ∈ E(W ) is an affine limit root, then Pos(η) is
finite.
Proof. Let D ≤ W be an affine dihedral subgroup with E(D) = {η}
and let a, b ∈ Φ+ be such that Π(D) = {a, b}. Then (a, b) = −1 and
(η, a) = (η, b) = 0. Letting ak = k(a + b) + a and bk = k(a + b) + b
(for k ≥ 0) we have that âk → η and b̂k → η and the root subsystem
of D satisfies Φ+(D) = { ak, bk | k ≥ 0}. Note also that ak dom a and
bk dom b for all k ≥ 0.
Let x ∈ Pos(η). Since âk → η and b̂k → η, for sufficiently large k we
have (x, ak) > 0 and (x, bk) > 0. Fixing such a k, we have
0 < (x, ak) + (x, bk) = (x, (2k + 1)(a+ b)) = (2k + 1)(x, a + b)
Therefore (x, a + b) > 0. Observe that (x, a) > −1, since otherwise
by Lemma 3.8, x dom−a dom−ak for all k ∈ N, which implies that
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(x, ak) ≤ −1 for all k ∈ N, but this means that (x, η) ≤ 0, contradicting
x ∈ Pos(η). Similarly, (x, b) ≥ −1.
We now observe that there exists ǫ > 0 such that (x, a + b) > ǫ for
all x ∈ Pos(η). To see this let F denote the finite set
F = { (α, β) | α, β ∈ Φ, |(α, β)| < 1 }
and define ǫ′ = min{r + s | r, s ∈ F, r + s > 0} and ǫ′′ = 1 + minF .
Setting ǫ = min(ǫ′, ǫ′′) we have
(x, a + b) = (x, a) + (x, b) ≥ ǫ > 0
Therefore, since
(x, ak) = k(x, a+ b) + (x, a),
and
(x, bk) = k(x, a+ b) + (x, b),
there is a fixed M ∈ N such that
∀x ∈ Pos(η) and ∀k ≥M we have (x, ak) ≥ 1 and (x, bk) ≥ 1 (5.4)
Now, for a contradiction, suppose that Pos(η) is infinite. With M as
above, for fix some k ≥ M then (5.4) implies that there are dominance
between the infinitely many x ∈ Pos(η) and ak, bk. Since a given root
can dominate only finitely many positive roots (see Remark 3.7), it fol-
lows that there are infinitely many x ∈ Pos(η) satisfying x dom ak and
x dom bk, but then we would have x dom a and x dom b, contradicting
Lemma 3.12.

It turns out that the converse of Theorem 5.6 is not true in gen-
eral. The following is an example of this general fact. We gratefully
acknowledge the comments made by Professor M. Dyer on an earlier
version of this paper, and in particular, we thank him for directing our
attention to this example, which first appeared in [19, Example 5.8].
Example 5.7. Suppose that (W,R) is a rank 5 Coxeter system with a
corresponding Coxeter datum C = (V,Π, ()) such that V = span(Π),
where Π := {a, b, c, d, e}, and ( , ) satisfies the requirement that the
only non-zero values between a pair of simple roots are the following
(a, b) = (d, e) = −1, and (b, c) = (c, d) = −1
2
.
Then direct calculation shows that for each n ∈ N,
(rarbrerd)
nc = c+ n2b+ n2d+ (n2 + n)a+ (n2 + n)e.
Thus
η := lim
n→∞
̂(rarbrerd)nc =
a+ b+ d+ e
4
.
Further, note that Pos(η) = ∅, but η is not a limit arising from an
affine reflection subgroup of W . Instead, this particular η can be seen
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as the normalized sum of the limits from two mutually orthogonal affine
reflection subgroups.
In fact, it can be checked that every point on the line segment in
the interval between the two affine limit roots a+b
2
and d+e
2
can be a
limit root. For more details on this interesting behaviour, please see
[9, Example 7.12].
Even though the converse of Theorem 5.6 is not true, we can still
obtain a characterization of limit roots arising from affine reflection
subgroups of a finitely generated Coxeter group. This characterization
rests on the number of connected components of the support of that
limit root. To prepare us for such a characterization, we still need a
few observations, and recall a number of definitions and facts.
First, recall that
K := {v ∈ PLC(Π) | (v, a) ≤ 0, for all a ∈ Φ+}
= {v ∈ PLC(Π) | (v, a) ≤ 0, for all a ∈ Π},
and
Z :=
⋃
w∈W
wK ,
where Z is the imaginary cone. The concept of the imaginary cone
was first introduced in [25] in the context of Kac-Moody Lie algebras
as the pointed cone spanned by the positive imaginary roots and later
generalized to Coxeter groups. A definitive reference on the imaginary
cones of Coxeter group can be found in [9]. We will show, amongst
other things, that in a finitely generated Coxeter group W , the only
limit roots in Z are precisely those limit roots arising from an affine
reflection subgroup of W .
It has been shown in [10, Lemma 2.4] that if (W,R) is an irreducible
Coxeter system in which W is a non-affine infinite Coxeter group then
Int(K ) 6= ∅.
If x ∈ Int(K ) then it is clear from the definition of K that (x, a) < 0
for all a ∈ Π, and in particular, (x, x) < 0.
The following seminal results were taken from [10] and [19]:
Theorem 5.8. Let (W,R) be an irreducible Coxeter system in which
W is an infinite Coxeter group and R is a finite generating set, and let
E(W ) be the set of limit roots of W . Then
(i) |wx|1 > 0 for all w ∈ W , and x ∈ E;
(ii) If x ∈ E, then E = W · x, that is, the dot-action of W on E is
minimal.
Proof. (i) [19, Proposition 3.2];
(ii) [10, Theorem 3.1].

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It can be readily observed that the irreducibility requirement in part
(i) of above theorem can be removed, and in fact, we have:
Theorem 5.9. Let (W,R) be Coxeter system in which W is an infinite
Coxeter group and R is a finite generating set, and let E(W ) be the set
of limit roots of W . Then |wx|1 > 0 for all w ∈ W , and x ∈ E. 
Lemma 5.10. Suppose that (W,R) is a Coxeter system in which W
is an infinite Coxeter group and R is a finite generating set, and let
E(W ) be the set of limit roots for W . Suppose that η ∈ E(W ) such
that #Pos(η) <∞. Then there exists some w ∈ W with wη ∈ K .
Proof. We proceed with an induction on #Pos(η).
If #Pos(η) = 0 then η ∈ K and we are done by choosing w = 1. If
#Pos(η) 6= 0 then there exists some a ∈ Π such that a ∈ Pos(η). Note
that ra · η ∈ E(W ), and
Pos(ra · η) = ra(Pos(η) \ {a}),
since ra(Φ
+ \ {a}) = Φ+ \ {a}. Then the inductive hypothesis implies
that there exists some w′ ∈ W such that w′(ra · η) ∈ K , which by
Theorem 5.9, means that w′(λraη) = λw′raη ∈ K for some λ > 0.
Setting w := w′ra yields that λwη ∈ K . Finally, since K is a cone, it
follows readily that wη ∈ K . 
Lemma 5.11. Let x ∈ K ∩ Q, and x 6= 0. Let M := supp(x) ⊆ Π.
Then the restriction of the bilinear form ( , ) on the subspace spanned
by M has a non-zero radical Rad(M), and x ∈ Rad(M).
Proof. Write x =
∑
a∈M λ
x
aa where λ
x
a ∈ R for all a ∈ M . Since
0 6= x ∈ K ⊆ PLC(Π), it follows that λxa > 0 for all a ∈ M . Further,
x ∈ Q implies that
0 = (x, x) =
∑
a∈M
λxa(x, a). (5.5)
Since x ∈ K , it follows that (x, a) ≤ 0 for all a ∈ Π, and hence (5.5)
yields that (x, a) = 0 for all a ∈ M . Consequently, the restriction of
the bilinear form ( , ) on the subspace spanned by M has a non-zero
radical, Rad(M), and moreover, x ∈ Rad(M). 
It turns out that the converse of Lemma 5.11 is also true.
Lemma 5.12. Let M ⊆ Π be such that the restriction of the bilin-
ear form ( , ) on the subspace spanned by M has a non-zero radical
Rad(M), and suppose that moreover, Rad(M) ∩ PLC(M) 6= ∅. Then
Rad(M) ∩ PLC(M) ⊆ K ∩Q.
Proof. Let x ∈ Rad(M) ∩ PLC(M) be arbitrary. Then (x, a) = 0 for
all a ∈M , and moreover, (x, a′) ≤ 0 for all a′ ∈ Π\M by the definition
of Π and the fact that x ∈ PLC(M). Therefore x ∈ K . Next, to
establish that x ∈ Q, it is enough to observe that x = ∑a∈M λxaa
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where λxa ∈ R, and then it follows readily from the fact x ∈ Rad(M)
that (x, x) =
∑
a∈M λ
x
a(x, a) = 0. 
Proposition 5.13. Suppose that η ∈ E(W ) such that Pos(η) is a finite
set. Then there exists M ⊆ Π such that the restriction of the bilinear
form ( , ) on the subspace spanned by M has a non-zero radical Rad(M)
satisfying the condition that Rad(M) ∩ PLC(Π) 6= ∅, and there exists
some w ∈ W such that
w · η ∈ Rad(M).
Proof. By Lemma 5.10, there exists some w ∈ W such that w · η ∈ K .
Note that then 0 6= w · η ∈ K ∩ Q. Consequently, it follows from
Lemma 5.11 that there exists some M ⊆ Π such that the restriction
of the bilinear form ( , ) to the subspace spanned by M has a non-zero
radical Rad(M), with Rad(M)∩PLC(Π) 6= ∅, and w ·η ∈ Rad(M). 
Lemma 5.14. Suppose that (W,R) is a Coxeter system in which W is
an infinite Coxeter group and R is a finite generating set. Suppose that
M is a connected subset of Π satisfying the requirement that the restric-
tion of the bilinear form ( , ) on the subspace spanned byM has a radical
Rad(M) such that Rad(M) ∩ PLC(M) 6= ∅. Then dim(Rad(M)) = 1.
Proof. Since Π is a finite set, M is clearly finite. Then by Lemma 3.4,
the fact that Rad(M) ∩ PLC(M) 6= ∅ yields that
WM := 〈ra | r ∈M〉 ⊆W
is an irreducible affine Coxeter group. Then [24, Proposition 2.4] yields
that Rad(M) is one dimensional. 
Lemma 5.14 has the following easily seen consequence.
Corollary 5.15. Suppose that M ⊆ Π satisfying the requirement that
the restriction of the bilinear form ( , ) on the subspace spanned by M
has a radical Rad(M) such that Rad(M) ∩ PLC(M) 6= ∅. Then the
dimension of Rad(M) is equal to the number of connected components
of M .
Proof. Suppose that M = M1 ∪ · · · ∪Mm, where M1, . . . ,Mm form a
complete list of connected components of M . The definition of a root
basis then yields that (a, b) = 0 whenever a and b are from different
Mi’s. Thus it is clear that the Rad(M) = Rad(M1)⊕ · · · ⊕ Rad(Mm),
where Rad(Mi) is the radical of the bilinear form ( , ) restricted to the
subspace spanned by Mi for i = 1, . . . , m. Whence the desired result
follows. 
Proposition 5.16. Suppose that (W,R) is a Coxeter system, and let
E(W ) be the set of limit roots of W . Suppose that η ∈ E(W ) is a limit
root arising from an irreducible affine reflection subgroup W ′. Then
supp(η) is connected subset of Π.
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Proof. Note that Proposition 4.13 and Proposition 4.14 yield that we
may choose an affine dihedral reflection subgroup W ′′ ⊂ W such that
{η} = E(W ′′). Set Π(W ′′) = {a, b}. Then a, b ∈ Φ+ and (a, b) = −1.
Then supp(η) = supp(a) ∪ supp(b). Since a and b are roots, it can be
easily checked that supp(a) and supp(b) are both connected. Observe
then that the fact (a, b) = −1 implies that supp(a) ∪ supp(b) is also
connected. For otherwise,
a =
∑
α∈supp(a)
λaαα, where all the λ
a
α > 0,
and
b =
∑
β∈supp(b)
λbββ, where all the λ
b
β > 0,
and if supp(a)∪ supp(b) is not connected, then note that (α, β) = 0 for
all α ∈ supp(a) and for all β ∈ supp(b). But then
(a, b) =
∑
α∈supp(a)
∑
β∈supp(b)
λaαλ
b
β(α, β) = 0,
contradicting that a, b are the canonical roots for the dihedral reflection
subgroup W ′′. 
Theorem 5.17. Suppose that (W,R) is a Coxeter system in which W
is an infinite Coxeter group and R is a finite generating set, and let
E(W ) be the set of limit roots of W . Suppose that η ∈ E(W ) such
that #Pos(η) < ∞ and supp(η) is connected. Then there exists an
irreducible affine reflection subgroup W ′ of W satisfying E(W ′) = {η}.
Proof. Since supp(η) is connected, it is easily verified that supp(w · η)
is also connected for each w ∈ W . Then the fact that #Pos(η) < ∞
and Lemma 5.10 imply that there exists w ∈ W such that
0 6= w · η ∈ K ∩Q.
Let M := supp(w · η). Then Lemma 5.11 yields that the restriction of
the bilinear form ( , ) on the subspace spanned by M has a non-zero
radical Rad(M) with w · η ∈ Rad(M). Then Rad(M) ∩ PLC(M) 6= ∅.
Since M is connected, it follows from Lemma 3.4 that
WM := 〈ra | a ∈M〉
is an irreducible affine reflection subgroup, and {w · η} = E(WM).
Then it follows that w−1WMw, being a conjugate of an irreducible
affine reflection subgroup of W , is itself an irreducible affine reflection
subgroup of W , and {η} = E(w−1WMw).

Combining Theorem 5.6, Proposition 5.16 and Theorem 5.17 we im-
mediately have the following characterization of affine limit roots in an
infinite Coxeter group of finite rank.
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Theorem 5.18. Let (W,R) be a Coxeter system in which W is an
infinite Coxeter group and R is a finite generating set, and let E(W )
be the set of limit roots of W . Let η ∈ E(W ). Then η ∈ E(W ′) for
some affine reflection subgroup W ′ of W if and only if Pos(η) is a finite
set and supp(η) is connected. 
The next result is likely to be known to the experts of this field, but
to the best of our knowledge, it has not appeared in the literature.
Theorem 5.19. Suppose that (W,R) is a Coxeter system in which W
is an infinite Coxeter group and R is a finite generating set. Then
W contains an affine reflection subgroup if and only if W contains
an affine standard parabolic subgroup. In particular, affine reflection
subgroups in W are precisely the infinite subgroups of affine parabolic
subgroups of W .
Proof. Suppose that W has an affine standard parabolic subgroup.
Then there is nothing to prove, for a standard parabolic subgroup of
W is, a priori, a reflection subgroup of W .
Conversely, suppose that W has an affine reflection subgroup W ′.
Without loss of generality, we may assume that W ′ is irreducible, and
we let E(W ′) = {η}. Then Theorem 5.6 and Proposition 5.16 yield
that #Pos(η) < ∞ and M := supp(η) is connected. It then follows
from Proposition 5.13 that the restriction of the bilinear form ( , ) on
the subspace spanned by M has a non-zero radical Rad(M), and there
exists some w ∈ W such that w ·η ∈ Rad(M)∩PLC(M). In particular,
w · η 6= 0. That is, M is connected and
Rad(M) ∩ cone(M) 6= {0},
which by Lemma 3.4 meant that
WM := 〈ra | a ∈M〉,
the standard parabolic subgroup generated by the reflections corre-
sponding to elements of M is an irreducible affine reflection subgroup
of W . In this case, we can readily see that
W ′ ⊆ w−1WMw.

Proposition 5.20. Suppose that (W,R) is a Coxeter system in which
R is a finite generating set. Let E(W ) be the set of limit roots of W .
Suppose that η ∈ E(W ) such that #Pos(η) < ∞ and supp(η) is not
connected. Then η is the normalized sum of limit roots arising from
affine reflection subgroups of W .
Proof. Since supp(η) is not connected, it follows from Theorem 5.18
that η /∈ Eaff . Since #Pos(η) < ∞, it follows from Lemma 5.10 that
there exists w ∈ W such that
0 6= w · η ∈ K ∩Q.
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Let M := supp(w · η). Note that M is not connected. Otherwise,
w · η ∈ Eaff , and then η ∈ Eaff , which is absurd. Let M1, . . . ,Mm be
a complete list of connected components of M . Then Proposition 5.13
and Corollary 5.15 yield that
w · η ∈ Rad(M) = Rad(M1)⊕ · · · ⊕ Rad(Mm).
It is readily checked Rad(Mi) ∩ PLC(Mi) 6= {0}, for all i = 1, . . . , m.
Thus Lemma 3.4 gives that WM1 , . . . ,WMm are all irreducible affine
standard parabolic subgroups of W . Let ηi be the unique limit root of
the irreducible affine reflection subgroup WMi , for each i = 1, . . . , m.
Then finally, [24, Proposition 2.6] implies that ηi ∈ Rad(Mi) for each
i = 1, . . . , m. 
In the special case that W ′ is a standard parabolic subgroup and
also an affine subgroup of an infinite Coxeter group W , we have the
following:
Lemma 5.21. Suppose that (W,R) is a Coxeter system in which W
an infinite Coxeter group and R is a finite generating set, and suppose
that M ⊆ Π is a connected subset such that WM = 〈ra|a ∈ M〉 is an
affine subgroup. Let E(WM) = {η}. Then Pos(η) = ∅.
Proof. Let V ′ be the subspace spanned by M , and let ( , )′ be the re-
striction of ( , ) on V ′. Then as in the proof of Lemma 3.2 the isotropic
cone and the radical of ( , )′ coincide, and is one dimensional. Fur-
thermore, η is in this radical. Now let x ∈ Φ+ be arbitrary. Then
x =
∑
a∈M λ
x
aa+
∑
b∈Π\M λ
x
b b, where all the λ
x
a ≥ 0 and λxb ≥ 0. Thus
(η, x) =
∑
a∈M
λxa(η, a) +
∑
b∈Π\M
λxb (η, b).
Since η ∈ PLC(M) and (b, a) ≤ 0 for all b ∈ Π \M and all a ∈ M , it
follows from the above that (η, x) ≤ 0 
The converse of this lemma is also true:
Lemma 5.22. Let (W,R) be a Coxeter system in which W is an infi-
nite Coxeter group and R is a finite generating set. Further, let E(W )
be the set of limit roots for W . If η ∈ E(W ) satisfies the requirements
that Pos(η) = ∅ and supp(η) is connected, then {η} = E(W ′), where
W ′ is an irreducible standard parabolic affine subgroup.
Proof. It follows from Theorem 5.17 that {η} = E(W ′), where W ′
is an affine reflection subgroup. If W ′ is not a standard parabolic
subgroup, then Theorem 5.19 yields that W ′ ⊆ wW ′′w−1, where W ′′ is
a standard parabolic affine subgroup and w 6= 1. Let E(W ′′) = {η′′},
then η = w · η′′ 6= η′′.
Write w = w′ra with l(w) = l(w′) + 1. Without loss of generality,
we can assume that ra · η′′ 6= η′′, which is equivalent to (a, η′′) 6= 0.
Since η′′ ∈ E(W ′′), andW ′′ is an affine standard parabolic subgroup, it
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follows from Lemma 5.21 that (a, η′′) < 0. Moreover, l(w′ra) = l(w′)+1
yields that w′a ∈ Φ+. Hence we have:
(w′a, η) = (w′a, wη′′) = (a, raη′′) = −(a, η′′) > 0,
whence w′a ∈ Pos(η), contradicting Pos(η) = ∅. 
Combining the two lemmas we have:
Theorem 5.23. Let (W,R) be a Coxeter system in which W is an
infinite Coxeter group and R is a finite generating set. Further, let
E(W ) be the set of limit roots for W . If η ∈ E(W ), then the con-
ditions that Pos(η) = ∅ and supp(η) is connected is equivalent to the
condition that η is the limit root of an irreducible standard parabolic
affine subgroup. 
In the case that η is the limit root arising from an affine reflection
subgroup of W , we can describe Pos(η) in more details:
Theorem 5.24. Let (W,R) be a Coxeter system in which W is an
infinite Coxeter group and R is a finite generating set. Further, let
E(W ) be the set of limit roots for W . Suppose that {η} = E(W ′)
where W ′ is an affine reflection subgroup of W . Let w ∈ W be of
minimal length such that W ′ ⊆ wW ′′w−1, where W ′′ is an irreducible
standard parabolic affine subgroup of W . Then Pos(η) = N(w−1).
Proof. It follows from Theorem 5.19 that the element w in the theorem
exists.
If l(w) = 1, there exists a simple root a such that η = ra · η′′, where
{η′′} = E(W ′′). By the minimality of l(w) we have η 6= η′′, hence
(a, η′′) 6= 0. It then follows from Lemma 5.21 that (a, η) = −(a, η′′) > 0,
and hence a ∈ Pos(η).
On the other hand, in the proof of Lemma 5.10 we have observed
the following fact: if #Pos(η) 6= 0, then there exists some a ∈ Π such
that a ∈ Pos(η), and moreover:
Pos(ra · η) = ra(Pos(η)\{a}).
Since Pos(η′′) = ∅, we can easily deduce that Pos(η) = {a} = N(ra).
Now we proceed an induction on l(w). Suppose l(w) = n > 1, and
η′′ := wη. Set w = ra1w
′ = ra1ra2 · · · ran , such that l(w) = l(w′) + 1,
and a1, . . . , an ∈ Π. Then (w′)−1a1 ∈ Φ+. Set η′ = ra1 ·η. By induction
hypothesis,
Pos(η′) = N((w′)−1) = {a2, ra2a3, . . . , ra2 · · · ran−1an}.
Now we have:
(a1, η) = −(a1, η′) = −(a1, w′η′′) = −((w′)−1a1, η′′) > 0
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So a1 ∈ Pos(η). Hence N((w′)−1) = Pos(η′) = ra1(Pos(η)\{a1}). And
finally,
Pos(η) = ra1N((w
′)−1) ∪ {a1}
= {a1, ra1a2, ra1ra2a3, . . . , ra1ra2 · · · ran−1an}
= N(w−1),
which is the desired result. 
Definition 5.25. Let (W,R) be a Coxeter system in which W is an
infinite Coxeter system and R is a finite generating set. Let E(W ) be
the set of limit roots of W . Define
E2nonaff := { η ∈ E(W ′) | W ′ is a non-affine dihedral reflection
subgroup of W },
the set of all non-affine dihedral limit roots of W ; and
Eafftype := {η ∈ E(W ) | #Pos(η) <∞ and supp(η) is disconnected},
the set of limit roots that are non-trivial linear combinations of affine
limit roots.
The following characterization of the imaginary cone of a finitely
generated Coxeter group was given in [14]:
Proposition 5.26. Suppose that (W,R) is a Coxeter system in which
R is a finite set, and let Z be the imaginary cone of W . Then
Z = {v ∈ U∗ | (v, a) ≤ 0 for all but finitely many a ∈ Φ+},
where U∗ is the dual of the Tits cone, and
U∗ =
⋂
w∈W
w(PLC(Π) ∪ {0}).
Proof. [14, Lemma 4.4 and Proposition 4.22]. 
Combining Theorem 5.18 and Proposition 5.26 we immediately ar-
rive at the following conclusion:
Corollary 5.27. Suppose that (W,R) is a Coxeter system in which R
is a finite set, and let Z be the imaginary cone of W . Then
E(W ) ∩Z = Eaff ∪ Eafftype
furthermore, if W is not an affine Coxeter group, then
E2nonaff ⊆ U∗ \Z 6= ∅.

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