Overview and Analysis
You have performed a classification of 10 blood sera by using 173 test sera. The job ID for the classification is: 28362121. The antigen set contained 57 antigens. The results for the classification can be found in Chp. 2. In addition, a subset selection using Mutual Information was performed. A detailed analysis of the antigens with respect to the mutual Information is give in Chp. 3. The classification obtained with the minimal subsets are presented in Chp. 4. An concluding summary over all classification results is presented in Chp. 5. A list of all 57 antigens can be found in App. A. The training data matrix is shown in Fig. 1 , the test data matrix in Fig. 2 . A balloonplot showing the distribution of antigens is given in Fig. 3 . The mean antigen reactivity for all grades is shown in Fig. 4 , the reactivity for healthy and normal sera is shown in Fig. 5 . Please note that if only one grade is given these two figures correspond to each other.
If you have any question, do not hesistate to write an eMail to 1  2  3  4  7  8  10  11  12  13  14  16  17  18  19  20  21  22  23  25  27  28  31  32  34  35  36  46 
NBA and NBB
The Naive Bayesian Approaches compute the conditional probability of an antigen pattern to belong to a meningioma or a normal serum. The different WHO grades are unified to a single meningioma class. NBA considers only antigen occurences, i.e. the ones, whereas NBB considers all entries. The result is visualized in the following way. Each serum gets a seperate column in the image. The respective data point is labelled with the true outcome. The vertical blue line differs test sera from training sera. The green line represents the threshold. Everything above the threshold is classified as meningioma, everything below the threshold as normal serum.
NBC and NBD
The Naive Bayesian Approach C performs not only a binary prediction but predicts the WHO grade. Therefore, four conditional probabilties are computed. The graphical output shows for each serum these four conditional probabilities. Each colum includes four points, a red point representing the conditional probability to belong to a normal serum, a blue, green, and purple point representing the conditional probability to belong to the WHO grade I, II, or III. The highest conditional probability determins the prediction. For NBD, the three meningioma classes are unified to a single meningioma class.
2 Classification using all antigens 2.1 NBA
The result of your classification using NBA was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . The graphical output is shown in Fig. 6 
NBB
The result of your classification using NBB was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . The graphical output is shown in Fig. 7 
NBC
The graphical output of your classification is shown in Fig. 8 
NBD
The result of your classification was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . The graphical output is shown in Fig. 9 2.5 LDA
The result of your classification was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 0 . The most discriminating directions are shown in Fig. 10 2.6 DLDA The result of your classification was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . 
SVM
The result of your classification was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . 
Summary

Mutual Information and Subset Selection
The mutual information is a well-known measure in information theory, introduced by Shannon. The mutual information of an antigen s represents a measure of the information content that s provides for the classification task. More precisely, the mutual information I(X, Y ) between two discrete random variable X and Y is given by H(X) − H(X|Y ). H(X) is the so-called Shannon entropy defined by
where each x i denotes one of k possible states of the random variable X. The conditional entropy
where each y i denotes one of l possible states of the random variable Y and p(x i |y i ) denotes the conditional probability of x i given y i . Thus, the mutual information I(X, Y ) can be considered as the reduction in uncertainty about X due to the knowledge of Y .In our case X and Y are binary random variables. The two possible states of the random variable X are "normal" (X = 0) or "meningioma" (X = 1). If we are computing the mutual information of antigen s, the discrete random variable Y can take the states "s not detected'" (Y = 0) or "s detected" (Y = 1). The higher the value of the mutual information of antigen s, the more valuable s is for the classification task. The mutual information for the antigen set (containing 57 antigens) used to perform the classification is shown in Fig. 11 MI for all genes in training set KIAA1344  NKTR  SOX2  ANK2  TBC1D4  USP37  C6orf153  MGEA11  NIN  NSEP1  SC65  c13orf24  NIT2  ARHGAP18  IGFBP5  MGEA5s  TNKS  FLJ10747  MAP4K4  PAFAH1B1  TPM3  HNRPA1  BRAP  MOCS1  PC326  MGEA6  SLC6A3DAT1  KIAA0555  SASH1  ZBTB5KIAA0354   KIAA0999  DLD  INA  SFRS11  TRA1  CTGF  CCDC2  MGEA14  NCOA7  APLP1  FALZ  SMARCA4  HSPCB  TNKS2  RBPSUH  PRC1  CDH12  SART1  MLLT4  RTN4  MGEA5  SNRK  PARP1ADPRT  SWAP70  TBC1D2 c6ORF60 C9orf112
Figure 11: Mutual Information for all antigens Order of antigens: KIAA1344; NKTR; SOX2; ANK2; TBC1D4; USP37; C6orf153; MGEA11; NIN; NSEP1; SC65; c13orf24; NIT2; ARHGAP18; IGFBP5; MGEA5s; TNKS; FLJ10747; MAP4K4; PAFAH1B1; TPM3; HN-RPA1; BRAP; MOCS1; PC326; MGEA6; SLC6A3DAT1; KIAA0555; SASH1; ZBTB5KIAA0354; KIAA0999; DLD; INA; SFRS11; TRA1; CTGF; CCDC2; MGEA14; NCOA7; APLP1; FALZ; SMARCA4; HSPCB; TNKS2; RBPSUH; PRC1; CDH12; SART1; MLLT4; RTN4; MGEA5; SNRK; PARP1ADPRT; SWAP70; TBC1D2; c6ORF60; C9orf112
NBA
For the Naive Bayesian Approach A (considering antigen occurrences only), the error rate, 1-specificity and 1-sensitivity in relation to the number of antigens are shown in Fig. 12 . The minimal error, obtained by using 34 antigens was 0.0867052023121387%. 
NBB
For the Naive Bayesian Approach B (considering the whole antigen pattern), the error rate, 1-specificity and 1-sensitivity in relation to the number of antigens are shown in Fig. 13 . The minimal error of 0.0867052023121387% was reached by using 30 antigens.
NBC
For the Naive Bayesian Approach C (predicting the WHO grade), the error rate is shown for different subset sizes in Fig. 14 . The minimal error, obtained by using 35 antigens was 0.300578034682081%.
NBD
For the Naive Bayesian Approach D, the error rate, 1-specificity and 1-sensitivity are shown in Fig. 15 . The minimal error, obtained by using 30 antigens was 0.0809248554913295%. The error rate for Linear Discriminant Analysis as well as 1-specificity and 1-sensitivity in relation to the number of antigens is shown in Fig. 16 . For LDA, a subset size of 26 antigens was selected, resulting in an error rate of 0.104046242774566%.
DLDA
The error rate for Diagonal Linear Discriminant Analysis as well as 1-specificity and 1-sensitivity in relation to the number of antigens is shown in Fig. 17 . The error, obtained with a subset of 31 was 0.109826589595376%.
SVM
The error rate, 1-specificity, and 1-sensitivity for different subset sizes using Support Vector Machines is shown in Fig. 18 . For Support Vector machines, a subset size of 52 antigens was optimal. The error rate was 0.0867052023121387%
Summary
The classification results for the different methods using the minimal subsets can be found in Chp. 4. The result of your classification using NBA and 34 antigens was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . The graphical output is shown in Fig. 19 
NBB
The result of your classification using NBB and 36 antigens was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . The graphical output is shown in Fig. 20 
NBC
The graphical output of your classification using 35 antigens is shown in Fig. 21 
NBD
The result of your classification with a subset of 30 antigens was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . The graphical output is shown in Fig. 22 4.5 LDA
The result of your classification using 26 antigens was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . The most discriminating directions are shown in Fig. 23 4.6 DLDA
The result of your classification using 31 antigens was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 .
SVM
The result of your classification with 52 antigens was 0 ; 0 ; 0 ; 0 ; 0 ; 1 ; 1 ; 1 ; 1 ; 1 . KIAA1344  NKTR  SOX2  ANK2  TBC1D4  USP37  C6orf153  MGEA11  NIN  NSEP1  SC65  c13orf24  NIT2  ARHGAP18  IGFBP5  MGEA5s  TNKS  FLJ10747  MAP4K4  PAFAH1B1  TPM3  HNRPA1  BRAP  MOCS1  PC326  MGEA6  SLC6A3DAT1  KIAA0555  SASH1  ZBTB5KIAA0354  KIAA0999  DLD  INA  SFRS11  TRA1  CTGF  CCDC2  MGEA14  NCOA7  APLP1  FALZ  SMARCA4  HSPCB  TNKS2  RBPSUH  PRC1 
