This study investigates whether the estimation of the systematic risk component or the beta of shares on the Johannesburg Stock Exchange (JSE) can be improved using transfer function or MARIMA modeling. Two propositions are tested. Transfer function modeling will result in estimates of systematic risk which are different from those obtained using conventional OLS regression methods. Transfer function models will provide forecasting results which are better than those provided by betas estimated in the conventional way. Proposition I cannot be tested using conventional inferential tests as the standard errors of estimate of the betas estimated from MARIMA modeling cannot, in general, be measured. It is found however that 16.9% of the MARIMA beta estimates fall outside the 95% confidence intervals of the respective OLS regression beta estimates. Similar results are obtained when the OLS regression betas are compared to the University of Cape Town (UCT) Financial Risk Service and BFA-NET beta estimates. Proposition 2 can in general not be supported as the MARIMA and OLS regression forecasts are found not to be statistically significantly different. Cross correlations between index and share returns are in many cases found not to be statistically significant. In such cases one is probably better off using OLS regression. Resulting beta estimates should be used with caution.
Introduction
The Capital Asset Pricing Model (CAPM), developed by Sharpe (1964) , Lintner (1965) and others, and the market model (Markowitz, 1959; Sharpe, 1963) , are widely used products of Capital Market Theory. These models essentially relate returns to the systematic risk taken to achieve such returns. Non-systematic risk can be effectively eliminated at virtually no cost through diversification (for example Fama, 1965; Statman, 1987) , i.e. investors do not get paid for bearing risk that can be diversified away.
The estimation of the systematic risk component of shares have been the focus of many researchers in the field of financial economics. It is traditionally estimated from the market model (Bodie, Kane & Marcus, 1996: 279) which postulates a simple linear relationship between the return on the share and the return on the market. The beta coefficient of a share, which is the measure used to express systematic risk, is simply the slope coefficient of this linear relationship. The beta of a share is therefore obtained by means of an Ordinary Least Squares (OLS) regression of the total returns of the share against the total market index returns. In the CAPM framework, excess returns (deviations from the risk free rate) would typically be used in the regressions.
Efficient beta estimates are useful for portfolio design, asset pricing decisions, cost of capital calculations, and efficient testing of financial models such as the CAPM (for example Firer, 1993) . Due to the importance of the beta coefficient to the investment community, much empirical research has focussed on the problems associated with estimating beta (Bowie & Bradfield, 1993) . This study investigates whether the estimation of the systematic risk component of shares on the JSE can be improved using transfer function modeling as described in Box, Jenkins & Reinsel ( 1994) and Makridakis, Wheelright & McGee (1983) . Box-Jenkins transfer function or Multivariate Autoregressive Integrated Moving Average (MARIMA) models use the same dependent and independent variables that are used in the OLS regression estimation of beta.
Transfer function models have the advantage that they account for leads and lags between the share price returns and the market index returns in a systematic way, unlike conventional OLS regression which only account for share price return and market index return movements which occur simultaneously. It is well known for example that the prices of all classes of shares lead the business cycle whereas the non-residential building sector lags the business cycle (Van der Walt & Pretorius, 1994 ) . Conventional OLS regression estimates of beta do not account for such a phenomenon.
Earlier attempts at incorporating both leads and lags of the relevant return series in the estimation of beta, can be found in Dimson (1979) , Cohen, Hawawini, Maier, Schwartz & Whitcomb (1983) , and Bradfield & Barr (1989) . These papers address risk estimation in thinly traded markets.
In this article, two propositions are tested: 1. Transfer function modeling will result in estimates of systematic risk which are different from those obtained using conventional OLS regression methods. 2. Transfer function models will provide forecasting results which are better than those provided by betas estimated in the conventional way.
Procedure for estimating beta
This section describes how beta is estimated using both an OLS regression and a transfer function modeling approach. For a more comprehensive account see Box et al. (1994) and Makridakis et al. ( 1983) .
Data preparation
Data preparation is required before transfer function modeling and OLS regression can commence. Firstly, a meaningful share and index sample is required from which returns can be calculated. The resulting time series then needs to be made stationary via differencing before the Box-Jenkins methodology is applied. Finally, the input and output series are prewhitened to simplify the MARIMA modeling procedure, and to make the results easier to interpret.
Sample selection
Weekly closing prices of the industrial index and all the shares listed on the industrial board of the JSE were obtained from BFA-NET, the financial database system of the University of Pretoria's Bureau for Financial Analysis, for the period l January 1988 to 31 December 1995. The industrial index was used as a proxy for the market. All shares which did not trade for the full eight-year period were eliminated from the data set. This left 250 shares from which a random sample of 60 shares were taken and on which transfer function modeling and OLS regression were performed. Eight years worth of four-weekly share and index returns were calculated over individual four-week periods by dividing the price difference of the fourth and first week closing prices by the closing price of the first week. This resulted in 13 equispaced return data points for each share and the index per annum.
Sixty months of data have traditionally been considered a reasonable compromise between stability of the underlying betas and a sufficient number of data points for efficient estimation (Dimson & Marsh, 1983; Bowie & Bradfield, 1993) . The eight years worth of data were therefore partitioned such that the first five years of data could be used for model or beta estimation. The remaining three years worth of data was used for model validation, as it is standard practice in the field of system identification to perform model estimation on two thirds of the data set and model validation on the other third (Ljung, 1995) .
Share returns were not corrected for dividends as this was deemed not to have a significant impact on the findings of this work (Brummer, 1997) .
Differencing
Many empirical time series, such as the share and index returns discussed here, behave as though they do not have a fixed mean. Models for such non-stationary series can however be obtained by supposing some suitable difference of the process to be stationary. For the time series under discussion it was found that first differencing suffices, that is the estimated auto and cross correlations of the differenced series, damp out quickly. First differencing of the index returns (X,) and share returns (Y,) respectively, are shown below: (2) B., operating on X, has the effect of shifting the data back n periods.
After the differencing performed in equation (] ), the means of Xi and Yi were subtracted from the differenced index and share return series, as the focus of this article is on estimating the slope coefficient or beta in the market model and not the constant alpha. The resulting zero mean series were used in the steps that follow.
Prewhitening
It is always desirable for building models from time series data to be able to have some control over the input of the process. When dealing with physical processes, this is quite a feasible objective. In business and economics the input can usually not be controlled, but the input series can be prewhitened to simplify the identification process. Prewhitening of a suitably differenced input process Xi can be performed by obtaining an ARMA (Autoregressive Moving Average) model which transforms the correlated input series to an uncorrelated white noise series e,., as follows:
Usually the same transformation is applied to the output s~-ries Yi such that the cross correlation function between the prewhitened input and correspondingly transformed output i1, directly proportional to the impulse response function of the system being modeled. In this article however, the Granger & Newbold methodology (1977: 232, 237) was applied, where in addition to prewhitening the input series, the output series was prewhitened by its own ARMA model:
Care should be applied when interpreting parameters of MARIMA models as they reflect both the relationships between the variables concerned, as well as the influence of all other variables which are modeled through the MARIMA process (Nicholson, 1991) . The Granger-Newbold methodology overcomes this problem as it makes the cross correlogram easier to interpret by eliminating spurious regression and by taking care of possible feedback in the system.
The autocorrelation and partial autocorrelation functions (ACFs and PACFs) are typically calculated and plotted to determine whether the particular time series has been prewhitened to a sufficient degree (usually to 95% confidence). The Box-Jenkins MARIMA models are then developed from the residual series with e,., as input and ey., as output.
Box-Jenkins methodology
The general format of Box-Jenkins MARIMA models 1s given by:
The polynomials ro* and 8* and are given by:
is known as the transfer function model. N, is the noise model and b is the number of sampling intervals that elapse before the output starts responding to a change in the input. It is assumed that the pairs of observations (X,, Y,) are sampled at equispaced intervals of time and th~t X. is the 'input' and Y, the 'output' of some dynamic system. For the purposes of this article, the dynamic relationship between share returns (outputs) and market index returns (inputs) were described. The MARIMA model as shown in equation (5) has the advantage that it accounts for leads aqd lags between the share price returns and the market index returns in a systematic way. It does this by recognizing th&t index return values can be dynamically distributed over past and future time periods. This information is then captured in a transfer function model. Conventional OLS regression only accounts for share price return and market index return IPOVements which occur simultaneously. Now that the share and index returqs have been calculated, the return series have been made stationary by differencing, and the differenced series have been prewhitened, MARIMA models can be estimated. The MARIMA modeling process consists of an identification stage in which the model order and time delay is estimated, a model fitting stage in which the transfer function parameters are determined, and a validation stage where the ability of the transfer function to forecast returns, is tested. These stages will be described in more detail in what follows.
Model identification
Before fitting a transfer function model to the data, it is useful to have an indication of the size of tl\e delay b, and the order of the numerator and denominator polynomials. In the model identification stage it is also necessary to determine if share returns lead the index returns. In such "case the share returns need to be shifted relative to the index returns before MARIMA modeling can commence. The size of this shift must therefore be determined.
The order of a linear system can b~ estimated in many different ways (Ljung, 1987: 413) . For example, the estimation data set could be used to examine the !lpectral analysis estimate of the transfer function, to test the rank of the sample covariance matrix, and to examine the information matrix.
In the forecasting literature it is common to use the cross correlogram between the input (e,.,) and output (ey.,) series to estimate model order, as well as the size of the delay parameter b in equation (5). In addition, the cross correlogram be-3 tween the residual series e,., and ey., is also useful for determining whether a particular share return series actually leads the index return series, and what the size of the shift of the share return series relative to the index return series needs to be.
An estimate of the order of the model can be obtained from the number of significant (at the 95% confidence level) cross correlations, as they are approximately equal to the sum of the orders of the numerator and denominator polynomials, ro* (B) and 8* (B). The standard error for cross correlations of lag k were calculated in this work using Bartlett's formulation (Makridakis et al. , 1983: 495) : std. error of
'xy(k)= Jn~k
The MATLAB® System Identification Toolbox (Ljung, 1995) was used as a basis for obtaining the MARIMA models. In MATLAB notation the model order and the size of the delay are specified as:
with nk being the number of sampling periods that make up the delay (b in equation 5), nb and nf being the model orders of the numerator and denominator polynomials ro(B) and 8(B) respectively, and nc and nd being the model orders of the numerator and denominator noise polynomials, 8(B) and ~(B) respectively. This notation · corresponds to that used in equation (7).
The impulse response weights, which are calculated from the cross correlation coefficients, are used to obtain a preliminary estimate of the noise series. The orders of the noise polynomials (nc and nd) can then be estimated from the corresponding ACF and PACF derived from this noise series.
The best model structure is a trade-off between flexibility and parsimony. A flexible model can be obtained by using many parameters such that many different possible systems can be described whereas a parsimonious model will use only as many parameters as is necessary. The motto is to try simple things first.
Model fitting
Model parameters were calculated from the estimation range of the data set ( 1 January 1988 to 31 De~·ember 1992), and were developed from the residual series with e,., as input and ey., as output:
en (8) ey,1 = 6(8) ex,t-h+ cj,n(8) 
To estimate the model parameters, a robustified quadratic prediction error criterion was minimized using an iterative Gauss-Newton algorithm (Ljung, 1995: 4-11 ) . Standard errors were calculated for each model parameter and only models with statistically significant parameters were used for further evaluation. In addition to the loss function, Akaike's final prediction error (FPE) criterion (Ljung, 1987: 420) was calculated to facilitate comparison between different models.
Before validating a model as described in the next section, preliminary tests were performed using the estimation data set to determine whether the model should be discarded or not. Firstly, the model output, as generated by the actual input series, was visually compared to the actual output. This gives a good indication of the quality of the fit. Subsequently, the autocorrelation of residuals, and the cross correlation of the residuals and the input series, were computed and tested for statistical significance. If the model is a good one, the residuals should be a white noise series, that is there should be no statistically significant autocorrelations except for lag 0. Also the input and residual series should be independent, that is there should be no statistically significant cross correlation between these two series. If significant cross correlations do exist, it implies that there is information in the output which originates from the input but which is not explained by the model. Finally, the residuals were plotted and inspected for outliers.
Model validation
Models will in general perform well when evaluated on the data set to which it was adjusted. The real test for a model is whether it is capable of also describing different data sets from the same process. Model validation was therefore done using the validation range of the data set (I January 1993 to 31 December 1995 ). When determining if the model is good enough, the following questions arise (Ljung, 1987: 424) : -Does the model agree sufficiently well with the observed data? -Is the model good enough for my purpose? -Does the model describe the true system? These questions are addressed by subjecting the model to as much information about the true system as is possible. This could include prior knowledge, experimental data, and experience of using the model.
Before model validation was done, the same data manipulan was performed on the validation data as was applied to estimation data, that is differencing, prewhitening (using ARMA models found in the estimation stage), and shiftof shares whose returns lead the index returns. The first validation step was to visually compare the model tput to the actual output. The quality of the fit was typically orse than that obtained using the estimation data. Subseently, the autocorrelation of residuals and cross correlation the residuals as well as the input series were computed and ted for statistical significance as described earlier.
In addition to these tests, Theil's U-statistic (Makridakis et , 1983: 50) was calculated from the following equation to aluate the forecasting ability of the MARIMA models relae to a na"ive approach.
here Yi is the forecast and V: the observation (differenced are return) values.
S. Afr.J.Bus.Manage.1998 29(1) Finally Pearson's correlation coefficient (Makridakis et al., 1983: 37) , which is a measure of the correlation between the actual validation output (Y, ) and the validation output as estimated by the model ct ), was calculated as follows (9) The measures described above, together with more subjective measures such as experience in model building, were used to determine how useful the models are.
Calculating the MAR/MA beta
The resulting MARIMA beta is essentially the steady-state gain of the estimated transfer function model (Leskinen & Tersvirta, 1976) . Care must however be taken that the correct transfer function be used when beta is calculated. The transfer function to be used can be obtained by substituting equations (3) and (4) into equation (7) as follows:
To make comparisons with the OLS regression results meaningful, the MARIMA beta estimate was taken as the steady-state gain of the transfer function
such that: ro 0 -ro• 1 -ro 1 -...
The beta coefficient is normally estimated by means of an Ordinary Least Squares (OLS) regression of the share returns against the market index returns. (See Makridakis et al., 1983 or Levin & Rubin, 1991 , for a discussion on OLS regression.) The dependent and independent variables used in the OLS regression estimation of beta were the same as used for MARIMA modeling. OLS regression was therefore carried out using the first differenced series x;
(without the delay b taken into account) and v: . In addition, the estimation range of the data set ( 1 January 1988 to 31 December 1992) was used.
The regression was performed in MATLAB for each of the 60 randomly selected share returns, that is a polynomial of degree one was fitted to the data in a least squares sense. The following parameters were calculated: the slope (beta), 95% confidence intervals for beta (estimated using the appropriate t-test), the residuals, and statistics describing the quality of the fit -the coefficient of determination R 2 and the F-statistic for overall significance of the fit.
A model validation exercise was carried out on the OLS models. The autocorrelations of the residuals were inspected, the raw Theil's CT-statistic, and Pearson's correlation coefficient, were calculated. Finally, a significance test was performed to establish whether the correlation coefficients calculated for the MARIMA and OLS models, respectively, were significantly different (Kanji, 1993: 35) . When performing the Z-test for two sample correlation coefficients (r;), the hypothesis is made that the two population correlation coefficients are equal, i.e.:
This hypothesis is tested by calculating:
and Z is assumed to be normally distributed.
This section describes the results of OLS regression and MARIMA beta estimation, based on the estimation range of the data set ( I January 1988 to 31 December 1992). In addition, validation results for the OLS regression and MARIMA estimates are given, and the two propositions stated in the introductory section are tested. Model validation is done using the validation range of the data set ( 1 January 1993 to 31 December 1995). Finally, the betas obtained in this work are compared to those that are available commercially.
Estimation of OLS betas
The results from the estimation of OLS betas are given in Table I . This table shows, in order of appearance, the name of the share, its beta estimate, the lower and upper bounds of the 95% confidence interval for beta, the coefficient of determination R 2 , the F-statistic, and the accompanying p value of the regression.
From inspecting the F-statistic it is clear that only 31 of the 60 shares returns yielded fits that are significant at the 0.05 level (F>4.00). It is therefore not surprising that there are relatively wide 95% confidence intervals on most of the OLS betas. As one would expect, the shares of well-traded companies, such as MALBAK (no. 30) and CG Smith (no. 11 ), have significant F-statistics, and relatively large R 2 values. The JSE is notorious for thin trading which results in estimation problems when the OLS methodology is used (Bowie & Bradfield, 1993) . Bad fits (small R 2 and F-statistics) are therefore to be expected for thinly traded shares such as REN-BEL (no. 49).
Estimation using MARIMA models
The results obtained from estimating MARIMA models are given in Table 2 . This table shows, in order of appearance, the name of the share, the order of the ARMA model used to prewhiten the output Y{ (na=O and nc= I corresponds to a ARMA (O, l) model), the number of months that Y! was shifted relative to Xf , the order of the numerator and denominator polynomials of the transfer function (nb and nf respectively), the noise model numerator and denominator order (nc and nd respectively), the delay in four-week periods (nk), and finally the MARIMA beta (as calculated from equation 12). The industrial index return series (X{) was prewhitened with a ARMA (0, 1) model. Some general comments can be made regarding the data shown in Table 2 . Detailed comments on each fit are given in Table 3 .
-The return series of most shares can be prewhitened adequately using an ARMA (0, 1) model. An exception is for example LOHNRO where an ARMA (2,0) model is required. -The return series of most shares do not have significant negative cross correlations with the index returns -they do not lead the index returns and therefore required no shifting. The ones that do, were shifted relative to the index, and the number of four-week periods that they were shifted are shown in the shift column. For example. HORTORSs returns (no. 23) were shifted eight weeks or two data points. The return series of shares such as MAC-MED, NORBAKE, NATRAWL and RENBEL required large shifts (7, 15, 8 and 13 data points respectively) in order to obtain fits. This could be due to thin trading, as there is no apparent reason for the return series of these four shares to lead the index returns by such large time periods. -The return series of some shares lagged the index returns, that is, the only significant cross correbtions were found at lag k where k 
Validation results
The validation results for the OLS regression and MARIMA models are given in Table 3 . Table 3 shows, in order of appearance. the name of the share, the MARIMA beta estimates, the mean squared error (mse), Theil's U-statistic (equation 8), and the correlation estimates (r in equation 9) for the MARIMA models. This is followed by the OLS beta estimates, the mse, Theil's U-statistic, and the correlation estimates for the OLS regression models. The Z values shown are calculated according to equation (14) and are used to test the hypothesis that the correlation estimates for OLS regression and MARIMA modeling are the same. The column with heading H shows a 'O' if the null hypothesis cannot be rejected and 'I' if it can. Finally comments are given regarding each fit. These results can be used to test proposition 2, that transfer function models will provide forecasting results which are better than those provided by betas estimated in the conventional (OLS regression) way.
One can start testing this proposition by looking at the means of the mean squared error (mse), Theil's U-statistic, and the correlation coefficient r as shown in Table 3 at the bottom of the respective columns. From these means it would appear that the MARIMA models forecast returns slightly better than OLS regression models. For example the MARIMA mse mean is 0.0371 as opposed to the OLS regression mse mean of 0.0378. Similarly, on average the MARIMA models fare slightly better on the Theil's U-statistic. However, both the MARIMA (U> I and Theil's U= 1.0369) and the OLS regression (U> I and Theil's U= 1.0840) models on average fare worse than the nai·ve model. The mean absolute value of the correlation coefficient r is lower and therefore worse in the MARIMA modeling case than it is for OLS regression (0.2815 compared to 0.2936).
Th~ question arises whether the differences in the means given flbove are statistically significant. To answer this question a hypothesis test for the difference in means of the two samples can be performed (Jones, 1996: 2-209) . Hypothesis tests were performed for the two mse, Theil's U, and r samples. It was found that none of these means are statistically significantly different at the 0.05 significance level.
The hypothesis tests on the correlation coefficients show that the null hypothesis ( equation 13) is found not to be true in seven out of the 60 cases. In all of these cases the correlation coefficients have different signs.
There are some important validation results which are not captured in Table 3 . The first validation step is to visually compare the model output to the actual output. Subsequently, the autocorrelation of residuals and cross correlation of the S. Afr.J.Bus.Manage.1998 29(1) residuals and the input series are computed and tested for statistical significance. In general the residuals generated by the OLS regression models are not white, that is, there are significant residual autocorrelations. The MARIMA models were chosen such that the residuals generated from the estimation and validation data had no significant autocorrelations or cross correlations with the input series. In this sense the MARIMA models are statistically better than the OLS regression models.
Beta comparisons
The data shown in Table 4 can be used to indicate whether transfer function modeling will result in estimates of systematic risk which are different from those obtained using conventional OLS regression methods. This table shows, in order of appearance, the name of the share, the OLS regression beta estimate, the lower and upper bounds of the 95% confidence interval for the OLS regression beta, the MARIMA beta estimate, the UCT Financial Risk Service beta estimate for selected shares only, and the BFA-NET beta estimate, all for the period I January 1988 to 31 December 1992. The last three columns show whether the MARIMA, UCT, and BFA betas respectively fall outside of the 95% confidence intervals of the OLS regression betas. A 'n' is indicated if they do not and a 'y' if they do. The percentages of y's and n's are given at the bottom of the respective columns.
The standard errors of estimate of the betas estimated from MARIMA modelling cannot, in general, be measured because of the complex way in which they are calculated, namely the ratio of polynomials. Thus, statistically testing the first proposition, which states that transfer function modeling will result in estimates of systematic risk which are different from those obtained using conventional OLS regression methods, cannot be achieved using conventional inferential tests. Albeit weak, some evidence of the differences between the betas can be gleaned by examining whether or not the MARIMA beta estimates fall within the 95% confidence limits of the OLS regression beta estimates, the standard errors of estimate being readily assessed in this case. It can be seen from Table 4 that for ten out of 59 shares the MARIMA beta fall outside of the 95% confidence interval of the OLS beta.
Finally, the betas obtained in this work are compared to those that are available commercially. Significant adjustments are made for thin trading in the UCT beta estimation process which would account for some of the vast differences between the UCT betas and some of the OLS beta estimates ih Table 4 . Some of these adjustments are summarised in a review paper on systematic risk estimation on the JSE by Bowie & Bradfield (1993) . It can be seen from Table 4 that for four out of the 23 shares (17.4%) for which UCT betas are available, the UCT beta fall outside of the 95% confidence interval of the OLS beta. This is similar to the proportion of MARIMA betas ( 16.9%) which fall outside this interval.
The BFA-NET beta estimates were calculated using OLS regression on undifferenced index (X) and share ( Y) returns. Returns were not adjusted for dividends and the industrial in· dex was used as market proxy. These betas differ from the OLS regression betas obtained in this study mainly due to the non-linear way in which these input and output variables enter the equation from which beta is calculated (Makridakis ... ........................................................................................................................................... n n n n n n n n n n n n n n n y n n n n n n n n n n y n y n n n n n n n y n n n n quently, conventional inferential tests were again not possible.
The standard errors of estimate for the University of Cape Town Financial Risk Service and the BFA-NET beta estimates were not available for this study, and conse-
Summary and conclusions
This study investigated whether the estimation of the systematic risk component of shares on the JSE can be improved using transfer function modeling or Multivariate Autoregressive Integrated Moving Average (MARIMA) models. In particular, two propositions were tested.
I. Transfer function modeling will result in estimates of systematic risk which are different from those obtained using conventional OLS regression methods. 2. Transfer function models will provide forecasting results which are better than those provided by betas estimated in the conventional way. The first proposition could not be tested using conventional inferential tests as the standard errors of estimate of the betas estimated from MARIMA modelling cannot, in general, be measured because of the complex way in which they are calculated, namely the ratio of polynomials. It was found however that 16.9% of the MARIMA beta estimates fell outside the 95% confidence intervals of the respective OLS regression beta estimates. Similar results were obtained when the OLS regression betas were compared to the UCT Financial Risk Service and BFA-NET betas.
It was found that proposition 2 can in general not be supported as it only holds in certain individual cases. This proposition was tested by studying the means of the mean squared error (mse), Theil's CT-statistic, and the correlation coefficients of all MARIMA and OLS regression forecasts. It was found that these means were not statistically significantly different at the 0.05 significance level. A factor in favour of the MARIMA modeling process is that the models it produced generated uncorrelated residuals (white noise) when forecasting, as opposed to the OLS regression models which generated correlated residuals. In this sense the MARIMA models are statistically better than the OLS regression models.
The results of this study show that the cross correlations between the differenced and prewhitened index and share returns are in general not statistically significant or only barely so. Table I also shows that there are 29 shares for which the OLS regression models are not statistically significant -p(F)>0.05. In such cases it is difficult to justify fitting MARIMA, or any other models to the data. If a model has to be obtained however, one is probably better off using OLS regression as it is easier to use and understand, and as the results are similar to those obtained by MARIMA modeling.
For shares with insignificant index correlations and OLS models, one can argue from a statistical point of view that beta equal to zero should be used in the share return forecasts. Such share return forecasts would then not depend on the index returns. One should rather look at the intended use of beta and the consequences of setting it equal to zero. If beta is to be used in the CAPM framework, setting beta equal to zero would not make much sense as this would imply that the expected share return is equal to the risk free rate. If one has no confidence in the estimated beta, it would perhaps be better to set beta equal to one rather than zero, as the beta of all shares tend"to one over time (Bodie et al., 1996: 282) . The CAPM estimates would then also make more sense as the expected share return would then be equated to the expected market return and not the risk free rate. S. Afr.J.Bus.Manage.1998 29(1) This does not mean however that the MARIMA modeling technology does not have a role to play in beta estimation. The OLS regression process can benefit significantly from the use of some of the MARIMA model identification tools such as the cross correlogram. It can point out the size of leads or lags, as well as where the most significant cross correlations are. The share and index return series can then be shifted relative to each other, using the information provided by the cross correlogram. Normal OLS regression can then be performed on the shifted data series. One can even go as far as prewhitening the input and output series before performing OLS regression, but this would make the procedure more complex. There are also cases where a more complex methodology such as MARIMA modeling is required, for example when there are many significant cross correlations between the share and index returns. 
