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CHAPTER 1 
PRELIMINARIES 
1.1 INTRODUCTION 
Special functions play an important role in the formalism of mathematical 
physics and have become a powerful tool to investigate the various aspects of phys-
ical problems. These ftmctions commonly arise in the areas of heat conduction, 
communication system, electo-optics, electro-magnetic theory, quantum mechanics 
among others. 
Presently, the theory of special functions has now become a well established 
topic providing a vmifying formalism to deal with the immense aggregate of spe-
cial functions and the relevant differential equations, generating functions, integral 
representations, recurrence formulae, composition and addition theorems. 
A vast mathematical literatiure has been devoted to the theory of these fxmctions 
as constructed in the work of Euler, Gauss, Legendre, Hermite, Riemann, Cheby-
shev, Hardy, Watson, Ramanujan and other classical authors, for example Erdelyi, 
Magnus, Oberhettinger and Tricomi ([44],[45]) McBride [66], Rainville [80], Srivas-
tava and Manocha [84], Szego [90], Titchmarsh [91], and Watson ([92], [93]). Brief 
hysterical synopses can be found in Aksenov [2], Chihara [16], Klein [59], Lavrent'ev 
and Shabat [64], Miller [67], Whittaker and Watson [95]. 
On studying special functions one often find use of operational techniques. Op-
erational techniques include integral and differential operators. Operational tech-
niques provide a synthetic and computationally powerful view on the theory of one 
variable and multivariable polynomials. 
In this chapter, we consider the basic concepts of the operational techniques, 
some useful operational identities and generalized special functions which will be 
used in the subsequent chapter of this dissertation. Further, then the concept of 
generating relation is also given. 
1.2 USE OF OPERATIONAL TECHNIQUES IN THE STUDY 
OF SPECIAL FUNCTIONS 
"Special functions" are solutions of a wide class of mathematically and phys-
ically relevant functional equations. In addition to the elementary transcedental 
functions such as e^ and sinx, an important role is played in mathematical physics 
by the special functions. The special functions of mathematical physics appear most 
often in solving partial differential equations by the method of seperation of variables 
and in finding eigenfunctions of differential operators in certain curvilinear system 
of coordinates. 
The special functions are the classes of functions listed in (l)-(4) (other terms 
such as higher transcendental functions, are sometimes used): 
(1) The garmna function and related functions; 
(2) Presenel's integral, the error function, the logarithmic integral and other func-
tions that can be expressed indefinite integrals of elementary functions; 
(3) ElUptic functions; 
(4) Solutions of Unear ordinary differential equations of the second order derived 
by seperating certain partial differential equations, e.g. Laplace's equation in 
various curviUnear coordinates. 
Here we discuss class (4); for the other see ([44], [45]). Class (4) is further 
divided into the following three types, according to the character of the singular 
points of the differential equation of which the functions are solution 
(a) Special Functions Of Hypergeometric Type : are solution of 
differential equations with three singular points on the Riemann sphere. Examples 
are the hypergeometric function and the Legendre function. Any function of this 
type reduces to a hypergeometric function through a simple transformation. 
(b) Special Funct ions Of Confluent T y p e : are solution of differ-
ential equations that are derived from hypergeometric differential equations by the 
confluence of two regular singular points tend to the other one so that the resulting 
singularity is an irregular singular point of class (1). 
(c) Spec ia l Funct ions Of Ell ipsoidal T y p e : are solution of differential 
equation with four or five regular singular points, some of which may be confluent to 
become irregular singiilar points, Examples are Lame functions mathieu functions 
and spherical wave functions. In contrast to type (a) and (b), functions of type (c) 
are difficult to characterize by means of difference differential equations and have 
not been fully explored. Sometimes the term special function in its narrow sense is 
not applied to them. 
In more recent times the group theory had become the current mathematical 
language to deal with problems in quantum optics, a field far fi:om nucleus and 
elementary particle physics. Most of the techniques of quantum mechanics can be 
exploited within proper Umits to formulate classical problems. 
Operational techniques are widely used in quantum optics and classical optics. 
Most of the attention was focussed on rigorous time ordering methods and on the 
preservation of the unitary of the evolution operators. We have seen that most of 
the ideas developed within the framework of the quantum mechanical formalism can 
be exploited to treat classical evolution problems which can be solved by exploiting 
the wealth of methods developed in quantum mechanics. 
The operational techniques play a very important role in mathematics. These 
techniques have been known in the beginning of the nineteenth century. Increasing 
interest has grown during the last few years around operational techniques and 
special functions, within the context of problems concerning quantum optics [36], 
[96] and combinatories [8]. It had also been shown that operational techniques are 
an ideally suited tool to investigate a wealth of problems concerning the theory of 
generalized special functions (see [20]). 
Most of the identities are relevant to operational identities associated with or-
dinary and generalized forms of Hermite and Laguerre polynomials. Some of these 
identities discovered since long time back when these are not widespread known as 
they should be and have been the subject of recent investigations and rediscoveries. 
The operational techniques are based upon single, double and multiple integral 
transforms and upon certain operatOTs involving derivatives. We illustrate these 
techniques by deriving linear, biUnear and bilateral generating function relationships 
for various classes of generalized hypergeometric polynomials. 
Techniques of integral and differential operators are widely used in the subjects 
like physics, statistics and engineering and are now available in various research 
papers. In an attempt to show the apphcations of these operators, we shall give 
some results in the dissertation. 
The interplay between differential relations, operational rules, integral opera-
tors, combinatorial identities and generalized special functions is particularly useful 
in the applications. Recently Dattoli [19] and Dattoh etd. ([30], [32]) have used 
operational identities in various problems involving generalized special functions. 
Dattoli and his coworker also derived a wide class of differential identities by ex-
ploiting methods involving generaUzed forms of classical polynomials ([39], [72]). 
One of the nvunerous consequences of operational technique to special functions 
is to obtain generating relations. There are several papers on operational techniques, 
see for example to DattoH [20] and his coworkers ([23],[24],[26],[28],[29],[30],[33],[35],[37],[38] 
Chatterjea [15] and Gould and Hopper [52]. 
1.3 SOME USEFUL OPERATIONAL IDENTITIES 
Integral Operators 
Let f(t) be a real or complex valued function of real variable t, defined on 
interval a <t <b which belong to a certain specified class of function and let F(s, t) 
he a definite function of s and t, where s is a complex quantity whose domain is 
prescribed, then the integral equation 
<l>[m;s] = f F{s,t)f{t)dt (1.3.1) 
where the class of functions to which f{t) belongs and the domain of s are so 
prescribed that the integral on the right exist. 
F{s,t) is called the Kernel of the transform <l>[f{t)]s], the image of f{t) in the 
said transform and / ( t ) the original of ^[f{t);s]. 
We consider 
fit) = f^ e{s,t)<t>[f{t)-s\ds (1.3.2) 
where (1.3.2) defines the inverse transfom for equation (1.3.1). 
By giving different values to the function F{s, t) different integral transforms 
are defined by various authors like Laplace, Mellin, Hankel, Hilbert, Meyer, Varma, 
Maima and Gupta et. cetra. 
If the Kernel is exponential function exp(—si) defined by, 
4,{s) = / e-"' f{t)dt (1.3.3) 
JO 
then the transform equation (1.3.3) is known as Laplace transform. 
<t>{s) = Lim-s] 
or 
4>is) = m 
Equation (1.3.3) can be obtained by appealing its Euler's integral, 
j°° e-'^dt = ^ , min{Re(A),Re(5)}>0. (1.3.4) 
On the other hand, assuming f{t) to be continuous for each t>Q and to satisfy, 
fit) = Oie'^), t -^ GO. 
for some a, computation of the inverse Laplace transform, 
^^^^'^'^^ = 2^iL,^ e '^F(s)rfs = fit), a>a. (1.3.5) 
is usually based upon Hankel's contour integral in the equivalent form, 
1 /•'^+»' 
r{z) 27rz / e' S-' ds, a > 0, Re(z) > 0. (1.3.6) 
Applications of the integral equations (1.3.4) and (1.3.6) to the case of the general-
ized hypergeometric pF, function readily yield the operational relations, 
Cl 
" 1 , • • • 5 « p ; 
Zt 
i^i,---,/?, ; 
r(A) 
: A ~ P + 1 ^ 9 
A,ai, 
A,--
• • • , Ckp 
,i5. 
1 
S 
> 
Re(A) > 0, p > g. (1.3.7) 
£-^^ 6 prq 
a i , - - - , a . p ' 
/5i,---,/3„ ; r(A) 
p-f^q+1 
« ! , • • • . « p 
zt 
K0w--,l3q ; 
Re(A)>0, p < g + l. (1.3.8) 
The following special case of the operational relationship equation (1.3.7) is, 
C{t'^-\Fi{a-c;zt]-s] = r(c) 5"^ ( l - ^ ) ~ " , 
min{Re(s), Re(2), Re(c)} > 0. (1.3.9) 
which upon a single change of variables, becomes 
£ {i-^ ^' aFi[a; c; zt]; s] = T{c) {s - O''^ [1 -
or 
X 
5 - e . 
min{Re(5 - 0 , Re(a:), Re(c)} > 0. (1.3.10) 
>c-M(«-er 1- X fc-l 
s-^j •-( r(c) 
min{Re(s - 0 , Re(a;), Re(c)} > 0. (1.3.11) 
6 
In terms of the associated Laguerre polynomial L^\x) (1.4.28) yields the opera-
tional relationship that is, 
^ \ (s-0"+'*-^^ J r ( a + n + l ) ^ "^ ^ ^'^'^' 
Re(a), Re(s - e) > 0. (1.3.12) 
while equation (1.3.7) reduces to when p — q = 1, a^ = —n and jSi = a + 1 is, 
£{t-LSM:4= " ; M n ^ . F , 
Differential Operators 
x' 
- n , A;a-1-1; -
s 
(1.3.13) 
Study of special functions by means of differential operators have recieved much 
attention in recent years. Infact, a xmified theory on generating functions for some 
special function can be built up from differential operators. These operators give rise 
to some new generating function as well as many interesting theorems on bilateral 
as well as bihnear generating fimctions. 
Differential operators are simply the derivatives. We usually denote the differ-
ential operators by Dg and 6^ that is ~ and z-^ respectively. And, while applying 
these operators, we shall assume the other parameters to be constants. 
In order to present our simplest illustration of the use of a differential operator 
let us consider the generating function that is, 
£ Pr,{x)e = {l-2xt + t')-^ (1.3.14) 
n=0 
Set t = z^ in equation (1.3.14) and multiply both sides of the resulting equation by 
z. We thus obtain, 
1 °° 
z{l - 2xz^ + z^)-2 = Y^ P„(x) ^2"+i. (1.3.15) 
n=0 
Operating upon the equation by Dz and then putting z^ = t we have, 
^ *' T = f:{2n + l)P„(x)i". (1.3.16) ( l - 2 x t + <2)5 ^Q" 
The generating function equation (1.3.16) may be used to derive a generating 
function for a set related to the Legendre polynomials. 
Operational Identities 
We deal with the formaUsm of the exponential operators, which are the most 
commonly used operators to treat evolution problems. 
Weyl Group and Weyl Identity 
eM(s+ )^]/(x) = e^e^f{x + X), 
= e^ e^e^^ fix). (1.3.17) 
The equation (1.3.17) can be exploited to derive the so called Weyl identity, setting 
d B = X-, 
ax 
A = Xx. (1.3.18) 
We find. 
[A,B] = -A2 (1.3.19) 
where A^  is a c-number. According to equation (1.3.17) we can conclude that the 
following disentangling holds, 
^A+B ^ g - l ^A ^B ( ^ 3 20) 
for A and B non commuting operators such that, 
[A,B] = k, [k,A] = [k,B] = 0 (1.3.21) 
Equation (1.3.20) is called the Weyl identity and one of the possible realizations of 
the Weyl group is provided by the operators equation (1.3.19). 
Crofton Identity 
Consider the Hausdroff identity that is, 
gM^e-M = B-\-^[A,B] + ^[A,[A,B]]+ (1.3.22) 
LI 
where A and B are non commuting operators. 
By using the above identity we obtain the Crofton identity [18] that is, 
e^ap«-/(rr) = / ( j + mA ^_ J e^3J^ (1.3.23) 
It is worth stressing that equation (1.3.24) holds for any operators A, B namely, 
e^""/(S) = /(fi + mA'"-^)e^'" (1.3.24) 
for[i,B] = l 
1.4 HYPERGEOMETRIC FUNCTIONS AND THIER SPE-
CIAL CASES 
The hypergeometric function 2Fi[a,j8;7;a;] is defined by, 
.F,[a,/3;7;x] = f : i % i ^ J , |.| < 1. (1.4.1) 
n = 0 \l)n "•• 
where a, /9,7 are complex numbers and 7 is not a negative integer. 
The Pochhamer symbol («)„ where a denotes any number, real or complex and 
n any integer positive, negative or 0, is defined by, 
9 
if n = 0 
and 
('*^" " \ a ( a + l ) - - - ( a + n - l ) if n > 1 
(-)-"= ( { ^ f--<0-
(1.4.2) 
(1.4.3) 
In paxticulax, (1)„ = n\. Hence the symbol (Q;)„ is also referred to as the 
factorial function. 
In terms of Gamma function we have, 
Tja + n) 
when for Re(z) > 0 the function r{z) is defined in terms of the integral, 
/ •OO 
r{z) = / e-'f-'^dt 
Jo 
Furthermore the binomial coefficient may be expressed as, 
(1.4.4) 
a\ _ a{a-l)---{a-n + l) _ (-1)^ ( - a )„ 
n - • ' n\ n 
where 
( -a)n = < 
\ ^ ^ 0<k<n 
0 k>n 
(1.4.5) 
2Fi[a, /?; 7; x] is a solution, regular at a; = 0 of the hypergeometric differential equa-
tion 
,, .(Pu r / ^ .^ 1 du 
x{l-x)— + [j-{a + p + l)x] -j^~ctfin = 0 (1.4.6) 
where a, /? and 7 are independent of x. This is a homogenous linear differential 
equation of the second order and has atmost three singularities 0, 00 and 1 which 
10 
axe all regulax [85]. 
Confluent Hypergeometric Function 
Since, the Gauss function 2-^ 1 [a, I3\ 7; x] is a solution of the differential equation 
(1.4.6) replacing a; by | in equation (1.4.6) we have 
7 - 1 + —5— ^ -^-au = 0 (1.4.7) 
ax 
Obviously 2-^ 1 [a,/?;7; |1 is a solution (1.4.6) as /? —> 00, 
lim 2i^ i = iFi[o^;r,^] (1.4.8) 
is a solution of differential equation, 
(Pu , . du 
X-—T + (7 - a:) art = 0. 
dx^ ax 
The function, 
(1.4.9) 
•^ ''"--' = SSS (1.4.10) 
is called the confluent hypergeometric function or Kummer [62]. 
Generalized Hypergeometric Function 
A natural generalization of the hypergeometric function 2F1 is the generalized 
hypergeomtric function is called pFq which defined as, 
p prg 
ai,•••,ap ; 
^ y^ (ai)n • • • {ap)n z^ ^ ^ [{a)]n z^ (1.4.11) 
where as usual, 
(Ot)n 
^dj + n) P 
r(^.) and [(a)]„ = J](ai)n 
11 
here p and q axe positive integers or 0. The numerator parameters oi, • • •, Cp and 
the denominator parameter bi,---,bq take on complex values, provided that bj ^ 
0 , - 1 , - 2 , • • •; j = l,2,-'-q. 
An application of the elementary ratio test to the power series in the right in 
equation (1.4.11) shows at once that. 
(i) l{p< q; the series converges for all finite z that is |2| < oo 
(ii) lip = q + 1; the series converges for |2;| < 1 and diverges for |z| > 1 
(iii) U p > q + 1] the series diverges for z 7^  O.If the series terminates, there is no 
question of convergence and the conclusion (ii) and (iii) do not apply. 
(iv) Ii p = q+ 1; the series in equation (1.4.11) is absolutely convergent on the 
circle l^ l = 1 if Re( E 6,- - E ai) > 0 
i= i t=i 
Also ior p = q + 1, the series is conditionally convergent for \z\ = 1, z ^ 1 if 
-l<Re( ibj-E fli) < 0 and divergent for \z\ = 1 if Re( E 6j - E ^i) < - 1 
Now we can also define F("+i) which is a generalized hypergeometric function 
of (n + 1) variables that is. 
^ p 
a: 6; di; ^2; •••; d„; d; 
c: —; Gi] 62! • • • ; Gn'i —; 
n 
g iaUs.+.-^s. (6).+.,f--fs„ {d)r SS^"^'^'" ^"'-^"^ "^ (14 12) 
5i,s2,-.5.=0 {c)r+s^+...+s„ Yl i{ek)s, (Sfc)O r\ 
k=l 
where \z\, \zk\ < 1, A; € (1,2, • • •, n), (a)„ = ^-fe^ and by analytic continuation of 
the quantities Cei,...,e„ are 0 or a negative integer. 
Some Special Cases Of Hypergeometric Functions 
The most important special function are hypergeometric function. Indeed, all 
the other special function and many elementary functions are just special cases of 
the hypergeometric functions. 
12 
In this section, we show the intimate relationship which exist between the hy-
pergeometric functions and other special functions (We consider only those special 
functions which will be need in our work), 
°° (a) z^ (I) ( 1 -^ ) - ° = E ^ " ^ = 2Fi[a,b;b;z] = iFo[a-__-z], \z\ < 1. (1.4.13) 
(II) e' = Y,-i = iFi[a;a;z] = oFo[_;_;^]. (1.4.14) 
where e^  is the well known exponential function. 
I l l Bessel Functions 
Bessel functions Jnix) are defined by means of generating relation, 
Also a function defined by, 
where n is a positive integer or 0, and 
Ux) = {-ir J-nix), 
Jn{-X) = J - n ( - x ) = ( - l )** Jn{x). (1.4.17) 
where n is a negative, is called Bessel function of order n for all finite x. 
We note. 
n + - ; 2n + 1; 2ix 
13 
(1.4.18) 
IV Legendre Polynomials 
The Legendre polynomial, P„(a;) are defined by the generating relation, 
il-2xt + ty/^ = £ Pn{x)e. 
n=0 
for |t| < 1 and \x\ < 1. 
Also Legendre polynomial defined by, 
(1.4.19) 
f^^ (-1)' (I) . {2 r^ - 2 f c 
Jfc=0 A;! (n - 2fc)! 
(1.4.20) 
We note that. 
Pn{x) = 2F1 - n , n + l; 1; l - x 
V Hermite Polynomials 
The Hermite polynomials, Hn{x) are defined by means of the generating rela-
tion. 
t" 
exp{2xt -t") = Y. Hn{x) - (1.4.21) 
n=0 
Hermite polynomial Hn{x) can also be defined by, 
^ ^ (-1)^ n! (2x)"-^^ 
"^  ^  ~ i i fc!(n-2fc)! (1.4.22) 
We note. 
H^nix) = ( -1)" ^ iF , 
n! 
- n ; - ; x 
and 
•f^2n+i(3;) = (-ir ^Sti^,,, 
~n] - ; x^ (1.4.23) 
14 
VI Laguerre Polynomials 
The Laguerre polynomials, Ln{x) of order n axe defined by means of the gener-
ating relation, 
(T^-K?^)"!^"*^''"- (1.4.24) 
Also, Ln{x) in the series form is given as, 
•^ (fc!)2 (n - k)\ (1.4.25) ifc=0 
We note, 
Ln{x) = iFi[-n; 1; x]. (1.4.26) 
Associated Laguerre Polynomials 
The associated Laguerre polynomials, L'^{x) are defined by means of the gen-
erating relation, 
1 
exp (l_i)«:+l - ^ [ ( 1 - i ) 
—xt 
n=0 
(1.4.27) 
Also, L^{x) can also be defined by, 
fc ^ V {-lYin + k)\x^ 
""^ ' t^ (n-r)!(fc + r)!r! (1.4.28) 
where n is a non negative integer. These polynomials are also called the Generalized 
Laguerre polynomials. 
We note. 
j^L, , r (n + A;-I-1) „ , (1.4.29) 
15 
VII Jacobi Polynomials 
Jacobi polynomials, PJi°''^^{x) are defined as, 
p{c.,P)M = V r(n + a + l ) r ( n + /?+l) / 3 : - l \ " (x + l\ 
" j^or(a + fc + l)r(n + /3-fc + l)(n-A:)!fc! V 2 / V 2 / 
n-fc 
Also we note that, 
and, 
VIII 
P^ ".^ )(rc) = (-1)^ pjf''^)(-x). 
p(^.^)(:,) = (l±^,F^\-n, n + a + ^ + 1 ; a + 1; i ^ ' 
MU^) = '^'+^/2 exp ( -^^ 0 (^ ^ - A: + ( i ) ; 2/x + 1; ^) 
(1.4.30) 
= ;2M+l/2 exp ( 0 ^ (M + fc + (^) ; 2/z + 1; - z ) (1.4.31) 
WUz) = '^^ ^ /^^  e x p ( ^ ) ^ ( ; . - f c + ( i ) ; 2^ + 1; z 
= W,,.,{z) (1.4.32) 
where MkM and Wk,^{z) are the Whittaker's function of the first and second kind 
respectively. 
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1.5 HYPERGEOMETRIC FUNCTIONS OF MORE THAN 
ONE VARIABLE 
Appell's Functions 
We have seen how the hypergeometric series can be generalized by simply in-
creasing the number of parameters. In addition to increasing the number of pa-
rameters, hypergeometric functions may be generalized along the line of increasing 
the number of variables. In 1880, Appell [5] introduced foiu: double hypergeometric 
series, which are given below. 
Fi[a,6,6;c;x,y] = \^ j ^ — - , 
m,n=0 \C)m+n m- TL. 
max{|3;|, \y\} < 1. (1.5.1) 
FAa,b,b,c,c,.,y]=Z (,)^ (^)^ ^_ ^ 
m,n=0 
\xl \y\ < 1. (1.5.2) 
F\n n'h h'. r- . „1 V^ ^^^^ ("')" (^)- (^')" ^" ^^ 
bz[a,a,b,b\c;x,y\ = 2^ 
max{\xl \y\} < 1. (1.5.3) 
F4[a,6;c,c';x,y] = f 1 % : L 1 ^ ^ ^ , 
ml^o (c)m(c')„ m! n! 
y H + y M < i . (1.5.4) 
Here as usual the denominator parameters c and d are neither 0 nor a negative 
integer. 
Kampe de Feriet Function 
Just as the Gauss series 2^1 was generalized to pFq by increasing the numbers of 
the numerator and denominator parameters. In 1921, Appell's four double hyperge-
ometric functions ([6]; p.296(l)) Fi, F2, F3, F4 and its confluent forms were unified 
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and generalized by Kampe de Feriet ([7]; p. 150(29)). We recall the definition of 
general double hypergeometric function of Kampe de Feriet in the slightly modified 
notation of Srivastava and Panda ([85]; p.423(26)) 
rpA:B;D 
(CA) : (6B) ; (do) ; 
x,y 
(ejs) -.(PG) ; ( M ; 
f^ [{aA)Wn [{bB)]m [{dp^ x"^ t /" 
m^=0 {ieE)Un [{9G)]m [{h„)]n m\ n\ ' 
where for convergence 
(i) A + B<E + G + 1, A + D<E + H + lioT \x\ < oo, \y\ < oo. 
(ii) A + B = E + G + 1, A + D = E + H + l&nd 
\x\Tx^ + \y\T^ < 1 if .4 > -E 
< 
, max{|x|, |y|} < 1 ' if A < £; 
Also, we note that 
^1:0;0 - -'^l -^O:!;! — ^2 
(1.5.5) 
« = i^ r,2:0;0 _ r . (1.5.6) 
On the same line Kampe de Feriet function of several variable [48] is defined as, 
(a) :(6') ; . . . ; (M")) 
Xi,' 
= E 
L(c) :(d') ; . . . ;(rf(")) ; 
[(a)]^,.^...^^ [(y)]^, [(b("))]^„ < ' a:^ 
. ^ = 0 [(c)]m:+...+m„ [{d')]m, M''^)]rr^ ^ 1 ! m „ ! 
(1.5.7) 
mi-.-TTln 
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Lauricella's Function Of n Variables 
Lauricella [63] further generalized the four Appell functions Fi • • • F4 to func-
tions of n variables and defined his functions as follows (see ([84]; p.60)), 
F^\a,61,• • •,&n; ci ,• • • ,c„; xi,---,Xn] 
m„ mi! ron 
ki| + --- + K | < l . (1.5.8) 
r'Tln 
m^,'^„=0 (c i )mi--- (Cn)m„ " ^ l ' " ^ n ' ' 
.(") 
^B i^U • • • , an , 61, • • • ,6n; C; Xi, • • • ,Xn] 
g (ai)m. • • • {an)mn {hU ' " " {bn)m. X^ X^ •m„ 
mi,-..,m„=0 (Cl)mi+...+m„ m i ! Wn! ' 
m a x { l x i | - - - K l } < l . (1.5.9) 
?(n) Fd [a,b; ci ,--- ,Cn; a;i,---,a;„] 
y (a)mi+-+mn (fe)mi+-+m„ g ^ ' ^T" 
mu-,mn=0 (Cl)m: • • • (C„)m„ m i ! m „ ! ' 
\ / N + --- + \ / W < 1 - (1.5.10) 
•fir^[o,6i,---,6„; c; a;i ,--- ,x„] 
g (a)mi+-+m„ (bl)m, ' ' ' (6n)nv. 3 :^ ' gg;^ 
mi,-.,m„=0 (c)mi+-+m„ m i ! m „ ! ' 
max{|xi|---|x„|} < 1. (1.5.11) 
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Clearly, we have 
F f = F2 ; Ff = F, ; F^ f^  = F, ; F^?) = F, (1.5.12) 
and 
Fi^ > = 4^) = F^^ ^ = FiJ^ = 2F1 (1.5.13) 
Lauricella ([63]; p. 114) introduced 14-complete hypergeometric functions of three 
variables and of second order, denoted by the symbols. 
Fi,F2,F3,-- • ,Fi4 
of which Fi,F2,F5 and Fg corresponds to the three variable Lauricella function 
Pf, F'i\ F^^ and F§^ defined by equation (1.5.8) to (1.5.11). with n = 3. The re-
maining ten functions F3, F4, Fe, F7, Fg, Fg, Fio • • • Fu of Lauricella's set apparently 
fell into oblivion. 
Confluent Forms Of Lauricella Functions 
Two important confluent hypergeometric function of n variables are the function 
02 3Jid ^2 defined by, 
92 loi,---,On;c;xi,---,x„J = 2_, —T~\ • (1-5.14) 
,,.,m„=0 (c)mi+...+m„ ^ 1 ^ n m i , 
and. 
tAr^[a;ci,-..,c„;xi,...,a;„] = f J ^ W z t ! - < 1 . . . < : : . (1.5.15) 
,,...,m„=0 (Cl V i • • • (Cn)m„ ^ 1 m „ m i , 
Clearly, we have 
where 02 and ^2 are Humbert's confluent form hypergeometric function of two vari-
ables. 
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The General Triple Hypergeometric Series F^^^[x,y,z] 
In 1967, triple hypergeometric function F^^^ of Srivastava ([83]; p.428) is the 
unification and generalization of Lauricella's fourteen hypergeometric functions of 
three variables and additional functions was introduced by Srivastava in the form of 
a general triple hypergeometric series F^^^x,y,z] defined as; 
ir(3) 
(ax) :•. (6B) ; {do) ; (e^) : {gc) ; (/IH) ; (II) ; 
(TTIM) •.••{I^N) \ipp) \{(1Q) •{I'R) ; (SS) \itT) ; 
3 ^ , 2 / , ^ 
f^ [MUi+k [{hB)Ui \{dD)Uk [{eE)]kM \{gG)]i [{h„)]^ [{lL)]k x' y^ z' 
ifir=Q [imM)]i+i+k [inN)Uj [{pp)]j+k [{qQ)Ui [{rR)]i [{ss)]j [{tT)]k z\ j \ k\' 
(1.5.16) 
as usual (a^i) abbreviates the array of A-parameters ai • • • a^ with similar interpre-
tation for (fefi), (du) et.cetera. and 
[{aA)]m = n K)n« = n ^ ^ (1.5.17) 
For the convergence of the series equation (1.5.14), (see ([84]; p.70)). 
Pathan 's Function 
In 1979, a general quadruple hypergeometric series F^^ ^ was considered by 
Pathan ([71]; p.72(1.2)) and ([72]; p.51(l)) in the form 
p 
(ax) :: (6B) ; (do) ; (e^) ; (QG) • {hn) ; (kK) ; (m^) ; (TIN) 
K ' ) " ( 6 B ' ) \{d'D') -Ae'E') ;{9G') ••{h'H') i (^ ^^0 ;(rnV) A^'N') ; 
[{aA)]q+r+s+j [(6B)]g+r+» [((/£))]r+5+i [{eE)]s+j+q [i9G)]j+q+r 
q,r,sj=0 [i<^'A')]q+r+s+j [(6B')]9+r+s [(do')]r+s+j [{^'E')]s+j+q [{9G')]j+q+r 
[if^H)]q [{kK)]r [(mM)]s [ (n;^)] , X^ / z' U^ 
• [{h'„.)]q [{k'^.)]r [{m'^>)]s [(n^OL- 9! r\ s\ jl 
x,y,z,u 
(1.5.18) 
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It being understood that |a;|, |y| \z\ and |u| are sufficiently small to ensure the con-
vergence of the concerned quadruple series. 
1.6 GENERATING RELATION 
The name 'generating relation' was introduced by Laplace in 1812. Since then 
the theory of generating relation has been developed into various directions and 
found various branches of science and technology. A generating relation may be 
used to define a set of functions to determine a differential recurrence relation or a 
pure recurrence relation to evaluate certain integrals et.cetra. 
Generating relation play an important role in investigation of various useful 
properties of the sequences which they generate. They are used in wide variety of 
problems of operational research. 
Generating relation can be obtained for a fairly wide variety of sequence of spe-
cial functions (and polynomials) and to their various generalization. 
Linear Generating Relation 
Consider a two variable function F{x, t) which possesses a formal (not neces-
sarily convergent for tj^O) power series expansion in t such that 
oo 
F{x,t) = E / n ( ^ ) ^ " (1-6.1) 
n=0 
where each member of the coefficient set {/n(a;)}^o ^^  independent of t. Then the 
expansion (1.6.1) of F{x,t) is said to have generated the set {/TI(3:)} and F{x,t) 
is called a hnear generating relation (or simply a generating relation) for the set 
iUx)}. 
This definition may be extended slightly to include a generating relation of the 
type: 
oo 
Gix,t) = J2^n9n{x)e (1.6.2) 
n=0 
where the sequence {c„}^o n^ ^Y contains the parameters of the set gn{x) but is 
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independent of x and t. 
A set of functions may have more than one generating relation. However if 
OO 
G{x,t) = YJ hn{x) t^ then G{x,t) is unique generator for the set {hn{x)) as the 
n=0 
coeflficient set. 
We now extend our definition of a generating relation to include functions 
which possess Laurent series expansions. Thus if the set {fn{'^)} is defined for 
n = 0, ± 1 , ±2, • • • the definition (1.6.2) may be extended in terms of the Laurent 
series expansion 
OO 
F*(x,t) = Y. rnfn{x)e (1.6.3) 
n=—OO 
where the sequence {r„}^o ^^  independent of x and t. 
Bilinear And Bilateral Generating Relation 
If a three variable function F{x,y,t) possesses a formal power series expansion 
in t such that, 
F{x, y, 0 = f; r„ U{x) /„(y) r (1.6.4) 
n=0 
where the sequence {r„} is independent of x, y and t then F{x, y, t) is called a 
bilinear generating relation for the set {fn{x)}. 
Now suppose that a three variable function H{x,y,t) has a formal power series 
expansion in t such that, 
OO 
Hix,y,t) = Y.hn fn{x) gn{y) f" (1.6.5) 
n=0 
where the sequence {/i„} is independent of x, y and t and the sets of functions 
{/n(a^)}^o ^^^ {9n{x:)}^=o are different. Then H{x,y,t) is called a bilateral gener-
ating relation for the set {fn{x)} or {gnix)}. 
The above definition of a bilateral generating function used earlier by Rainville 
[80] and McBride [66] may be extended to include bilateral generating relation of 
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the type, 
H{X, 2/, t) = E r-n fa(n) {x) 9fi(n) {v) *" (1-6.6) 
n=0 
where the sequence {r„} is independent of x, y and t, the sets of function {/n(a:)}^o 
and {gn{x)}^=o are different and o(n) and P{n) are functions of n which are not 
necessarily equal. 
Multivariable, Multiple, Multilinear And Multilateral Gen-
erating Relation 
Let G{xi,X2,--' jXr'jt) is a function of r + 1 variables which has a formal ex-
pansion in powers of t such that, 
oo 
G{xi,---,Xr;t) = ^Cngn{Xl,X2---Xr)t''. (1.6.7) 
n=0 
where the seqquence {c„} is independent of the variables xi,X2- • -Xr and t. Then 
we shall say that G{xi, ••• ,Xr;t) is a multivariable generating relation for the set 
{9n{xi, • • • ,a;r)}^o corresponding to the non zero coefficients c^. 
A natural extension of the multivariable generating relation equation (1.6.7) is 
a miiltiple generating relation which may be defined formally by, 
^{X\,X2, ••• ,Xr; t i , t2, • • • , tr) 
oo 
E c(ni, • • •, rv) r^n,,n,,..,nr)ixu " • •, x,) t^l' ^^ • • • C (1.6.8) 
where the multiple sequence {c(ni,n2, • • • ,nr)} is independent of the variable 
xi, a;2, • • •, Xr and ti,t2,---, U. 
Further extension of the generating relation equations (1.6.7) and (1.6.8) in 
terms of Laurent series expansion are, 
oo 
G*{Xi,X2,---,Xr]t)= Y, Cr,gn{Xi,X2r--Xr)t''. (1.6.9) 
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and 
f ; c (n i , . . - ,n , ) r („„„ , , . ,n . ) (x i , - - - ,x . ) t r t r •••C^ (1-6-10) 
respectively. 
It is not difficult to extend the definition of bilinear and bilateral generating function 
to include multivariable generating relation as, 
F{xi,x2,---,Xr; yi,y2,---,yr; t) 
00 
= '^rr^fa(n){X\r--,Xr)9p(n){yU---yr)t''- (1.6.11) 
n=0 
and, 
H{xi,x2,---,Xr; yi,y2,---,ys; t) 
oo 
= J2hnfa{n){^l,---,Xr)9p(n){yX,---ys)t''. (1.6.12) 
n=0 
respectively. 
A multivariable generating function G{xi,X2, • • • x^; t) given by equation (1.6.7) 
is said to be multilinear generating relation if 
9n{Xl,X2,---,Xr) = fai(n){xi) fa2{n)(x2) ' • • far.(n){Xr) (1.6.13) 
where Qi{n), a2{n) • • • ar{n) are function n which are not necessarily equal. More 
generally, if the functions occuring on the right hand side of equation (1.6.13) are 
all different, the multivariable generating relation equation (1.6.7) will be called a 
multilateral generating relation. 
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CHAPTER 2 
GENERATING RELATIONS INVOLVING 
HYPERGEOMETRIC FUNCTIONS USING INTEGRAL 
OPERATORS 
2.1 INTRODUCTION 
Generating relations play an important role in the investigation of various useful 
properties of the special functions which they generate. Hypergeometric function 
play an important role in the problems of physics and applied mathematics. 
In this Chapter the results of Exton ([49]; p.147(3)) and Pathan and Yasmeen 
([75]; p.241(1.2)) are used with a view to obtain generating relations involving single 
and multivariable hypergeometric functions which are partly bilateral and partly 
unilateral. Furthermore, we obtain some generating relations involving double and 
triple hypergeometric series by making use of another result of Exton ([50]; p.7(4.9)). 
In Section 2.2, we establish a theorem on Laplace transform. Further, by invok-
ing this theorem we derive generating relations involving hypergeomteric functions 
and polynomials of Jacobi, Bessel and Schultz-Piszachich which are partly bilateral 
and partly unilateral. In Section 2.3, we introduce an operator fi and obtain some 
generating relations involving multiple series of hypergeometric functions by making 
use of Exton [49] and Pathan and Yasmeen [75]. In Section 2.4, some generating 
relations involving double and triple hypergeometric series are obtained. A generat-
ing function for the product of a pair of Laguerre polynomials of the same order but 
with different degrees and arguments given by Exton plays a key role in obtaining 
these generating relations by using integral operators. In Section 2.5, we discuss the 
special cases of generating relations which are derived in the Section 2.1, 2.2 and 2.3. 
2.2 GENERATING RELATIONS INVOLVING HYPERGE-
OMETRIC FUNCTIONS 
The exponential function which is a special case of the generalized hypergeo-
metric function pFg for p = g = 0, appears in many different situations; for instance 
in conformal mapping theory [97], in automorphic function theory [97], in the the-
ory of representations of Lie algebras, in Physics and in the theory of differential 
equations [57]. The leading example of partly bilateral and partly luiilateral gener-
ating functions terms of exponential function is doubtless the result of Exton ([49]; 
p.l47(3)), 
exp(s + t-y^)= f f: s^t^Fl^ix), (2.2.1) 
^ ^ ^ M=-oo N=0 
where, 
^^ (^ ^ = WN\ - {M + N)V ^^ -^ -^ ^ 
and Ljv(x) are the classical Laguerre polynomials (1.4.28). 
Pathan and Yasmeen [75] modified Exton's result (2.2.1) by defining 
M* = max{0, — M} and, 
N 
0 if 0 < iV < M* i.e. M + A^  < 0 < TV 
(2.2.3) 
No factorial of negative integers occur in this definition so all the terms have the 
meaning. Thus we may rewrite equation (2.2.1) in the form. 
M +N 
We note that the right hand side of equation (2.2.4) is termed as partly unilateral 
and partly bilateral because one of the series firom -co to oo is bilateral and the 
second one is unilateral but the double series is neither bilateral nor unilateral. 
The result (2.2.4) has attracted a great deal of interest by several authors for 
example Pathan and Yasmeen ([75], [76], [77]), Goyal and Gupta [53], Srivastava 
et.al. ([86], [87]), Gupta et.al. [55], Kamarujjuma et.al. [58], Pathan and Subuhi 
[74]. 
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We now consider the theorem on Laplace TVansform that is, 
T h e o r e m 2 . 2 . 5 . If Re(p) > 0, R e ( p - s - t + yt/s) > 0 and L[f{u);p] = <f>{p) 
then 
M* = max{0, - M } , N>M. 
provided that |/(w)| and it*^ "*"^  L^ [yu) f{u)\ exist and series involved in (2.2.5) 
are absolutely convergent. 
P r o o f . Since <^ (p) = L[f{u);p\ then on using ([46]; p.l29(5)] we have 
Therefore for a = — s — t + ^ , we get, 
Now using the result (2.2.4) we obtain the theorem (2.2.5). 
We now apply theorem (2.2.5) to obtain the generating relations which are 
partly unilateral and partly bilateral. Let 
f{u) = w"+''-2 (1 - xuT 
Now consider the polynomial Pjl^^^ Q j of degree n. ([61]; p.ll8) defined, 
P!r'(j] = (-l)".->'p"+'-^ (e'p-"-"«) 
^ ( n \ ( - l ) ° - * ( n + ^ - l ) . . ( n + /. + < : -2) 
The generating function for the polynomial PJi''\x) is given by, 
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2^-^exp[(^)(^(l-4ta:)-l)] ^ ^ ^ 
{y/{l-Atx) + iy'^^{l-4tx) .fro " ^'' 
(2.2.7) 
and we note that the polynomial Pi'^^{x) has the following integral representation 
([61]; p.l25(5.2.10)), 
^i'^^(-) = f ? ; ; ^ du. (2.2.8) i-iy r(n + n- 1) 
Using this integral representation with u replaced by pu and x replaxied by | , 
expanding (1 — xu)^ and using the results ([46]; p.l74(29)) and theorem (2.2.5) we 
obtain (after making suitable adjustment in parameter and taking p = 1), 
(-»-*.!)-"""-i">( X {1-s-t + yt/s)^ 
= E EE SvRMTiv^ ^^^-1(1-.)^ oo oo 
M=-oo A =^Af * fc=0 
2F1 -N, 2-N-n-fi-k; 2-M-2N-n-fi-k; 
i-y 
(2.2.9) 
Re(l - s - t + ^ ) > 0, Re(/i) > 1, y > 0. 
Now using the relation between hyper geometric function 2^ *1 and Jacobi poly-
nomial Pi'^'^^x) ([80]; p.255(9)) that is, 
(1 + m + c)2„ 
^" (^) = „ ln-L.n- t • .^ 5 ~ 2F1 - n , c - n ; - m - c - 2n; - — . 
n! (1+ m + c}„ L 2 J L x + l. 
then equation (2.2.9) can alternatively be written as, 
(M+~/V)! 
p(A') 00 00 
" v(i-«-*+i/V3)j A.?<.;vS*£ 
(l-S-t + ypj^ '^ X* S^ <^ pi(M,n+^+;:-2) ^^  _ ^^^ 
Re(//) > 1, ?/ > 0. (2.2.10) 
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2.3 GENERATING RELATIONS INVOLVING MULTIVARI-
ABLE HYPERGEOMETRIC FUNCTIONS 
On £iccount of many properties of generating relations which are partly bilateral 
and partly unilateral an increasing number of such problems are now capable of being 
elegentaly represented by their use. 
Work on Exton's result (2.2.1) inspired us to use integral operators to obtain 
more generating functions. 
If we define the integral operator Q by, 
then rewriting the results ([84]; p.36(6)), ([47]; p.l92(50) with y = I) and ([47]; 
p. 193(51) with y = 1) 'm terms of this operator we have the results, 
O UZ.X r(A) r(/x - A) 
"A,/i-A | e } = —^ li'itA, fx,z\, 
R e ( ^ ) > l , Re(A)>0. (2.3.1) 
Re(A) > 0, Re(/i) > 0. (2.3.2) 
and 
(2.3.3) 
Starting from result (2.3.1) with z replaced by {s + t - yt/s) we have, 
n,„_. {exp (»+* - ^) x} = mik^ ,f, [,, ,,,^, y^ 
S J 
Now using the results (2.2.4), (2.3.1) and (2.3.2) we establish the following 
result. 
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iFi A; n;s + t 
s 
oo oo (\\ „M J.N 
.2F2[-N,M + N + X; M+l,M + N + fi; y], 
Re(A) > 0, Re(/i) > 0. (2.3.4) 
Further setting s = t = | , one has 
00 oo 
1= E E ^ ^ / y In'ln'' ^H-N, M + AT + A; M + 1, M + TV + /.; y], 
Af=-oo 7V=M* (/X)M+N M ! TV! 
Re(A) > 0, Re(/x) > 0. 
which for A = /i can be written as, 
(2.3.5) 
oo oo 
1= E E ^^lhn-^F,[-N;M + l;y]. 
A/=-oo Af=M* MINI 
(2.3.6) 
Again taking in equation (2.3.1) ior z — s + t — y + ^ we have, 
n.-.{exp(...-.-f).}.imM.,. 
Re(/i) > Re(A) > 0 
Now using the result (2.2.4) and (2.3.3) we are led to, 
A; fi; s + t-y 
s 
(2.3.7) 
li^i 
. yt 
A; /x; s + t - y 
s. 
oo oo /\>i „M J.N 
Mi^ooNh:iAt^)M+NM\N\ 
.2F2[M + N+1,M + N + X; M+l,M + N + fx; -y], 
Re(A) > 0, Re(//) > 0. (2.3.8) 
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which for A = ^, yields, 
0 0 CO M J.N / 7/^\ OO OO i  ^/V 
exp(s + < - T / - ^ ) = Y. E ^jTrT7?iFi[M + N + l ; M + l ; - y ] . (2.3.9) 
For s = t — \'va. equation (2.3.8) reduces to, 
OO CO 
Af=-ooN=M* KH-JM+N iy^- i"-
. 2F2[M + N + 1,M + N + X; M+l,M + N + fi; -y], 
Re(A), Re(/i) > 0. (2.3.10) 
With a view to obtaining multivariable generaUzation of such partly bilateral 
and partly unilateral generating relations we present interesting extension and ap-
phcations of the theorem of section 2.2. 
The method of derivation of the generating relations involves the following re-
sult. 
A result of Pathan ([72]; p.52(5)), 
"'° t=i 
riA-k + 1/2) <5^ +/^  ^  , ti 
pin+l) 
rrin 
A + fi ]A- fi -,1711 - ki ; 
A-k + 1/2 ; ;2mi ; 
-kn •,fi-k +1/2 ; 
(2.3.11) 
2m„ 
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where A = ^ + X+Y:rnuS = z + p+\'£xi, Re(A + /x) > 0, Re(2^ + p-EXi± 
t = i 1=1 t = i 
p ± 5Z Xi) and Fj""*"^ ^ is a generalized hypergeometric function of (n + 1) variables 
(1.412). 
The result of Pathan and Yasmeen ([77]; p.5(3.1)), 
LZMLZ{X2) LZixs) = (1 + Q;I)^I (1 + a2)m2 (1 + as) ms 
m i ! 7712! 777,3! 
00 00 y- y- {-mi)M {-m2)N ^ 3^20/^ 
1F4 
—mi + M, - a 2 — N, -rriz, -N ; 
. 1 + a i + M, 1 + ma - // , 1 + ttg, M + 1 ; 
12 (2.3.12) 
Expressing Laguerre polynomials L^^x) in terms of confluent hypergeometric func-
tion iFi using (2.2.2) and further using the relation between iFi and Whittaker's 
function of the first kind Mfc,^(1.4.31) that is, 
MkA^) = z '^+V2exp(- l ) ,Fi fJ'-k + -] 2/y, + l; z 
We see that the Laguerre polynomial L^^^x) is related to the Whittaker function 
Mk,fM{x) by the equation, 
' " ' ( ^ ' = ^ ^ ^'' ^ " " " " " ' ^ « . « ) / ^ ) - . -n (-•) (2.3 13) 
Now replacing xi.xa and X3 by xiu,X2U and 3:3^ respectively in equation (2.3.12) 
and multiplying both the sides by, 
n 
n L%{xiu) exp[-{z + p/2)u]Wk,^{jm). 
1 = 4 
Using equation (2.3.13) to replace each of the Laguerre polynomial in equation 
(2.3.12) and taking the integral form 0 to 00 we arrive at, 
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n ^oo -{T,Qi+n)/2 -{z+p/2-J2{xi)/2)u « 
i = l 
_ ^ . w(a,+i)/2 V V V (-rni)M(-m2)iv(-mi + M ) , ( - Q 2 - A^), 
i^4^'' M^L^ftu^ h, (1 + « I ) M ( 1 + " 2 ) N ( 1 + a i + M)3(l + m2 - A^s 
/•oo yi 
/ " (l + a a M M + l ) , M! AT! s\ Jo 
n 
•W J^fc, t^iP^) n ^ ( ( a i + l ) / 2 ) + m i , a i / 2 ( X i U ) d u . 
t=4 
Now using the result (2.3.11) we get after some simplifications, 
(2.3.14) 
p ( n + i ) 
p 
r I + /i ; I - /x ; - m i ; -mz 
2-k ; ;a i + l -,^ 2 + 1 
TTin •,fi-k + l ; 
cin + 1 ;. 
I I . . . I n Z 
Z+p^ ' Z+p' Z+p 
OO OO OO i-mi)M{-m2)N{-'mi + M)s(-a2 - N)s{-m3)s{-N)s 
M^ooN'^' 5=0 (1 + C^I)M(1 + "2)7^(1 + CCI + M)s{l + ma - NUl + a3).(M + 1), 
( i + ^ ) M + A ^ + . ( i ~ ^ ) M + N 4 - S (xi/(^ + p ) )^ (a;2/(^ + p))^ {-xix,/x2{z + p)y 
(2 - fc)M+iv+3 M! N\ s[ 
p(n-2) 
P 
l + H + M + N + s •,l-fi + M + N + s ; - m 4 
2-k + M + N + s ; 
-mg ;••• ; - m „ ; ^ - / i ; + | ; 
as + 1 ; • • • ; an + 1 ; ; 
; 0:4 + 1 ; 
14 . . . I n Z 
Z+p z+p^ Z+p 
R e ( 3 / 2 ± / / ) > 0 , Reiz + p)>0, \z\, \xi\ < 1, i=l,2,---n. (2.3.15) 
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Ji aa , _ _ x„ 
z+p' z+p' ' ' z + p and -f- by z+p To make the above resiilt more proper we replace 
xi,X2r--^n and z respecpectively and | + /x and 2 - fc by a and b respectively to 
get, 
p{n+i) 
a ; 3 — a ; —mi - m 2 ; - m „ ; a + 6 - 3 ; 
^ 1 ) ^ 2 ) • • • ^ r i ) ^ 
b ;. ;a i + l ;Q;2 + 1 ;••• ia^ + l ;. 
OO CX3 OO ( -mi)M(-m2)^( -mi + M),{-a2 - N)s{-m3)s{-N)s 
M S O O N S * S (1 + « i ) w ( l + "2)^^(1 + « i + M ) , ( l + m2 - A^).(l + a3)s{M + 1), 
(a)M4-Af+5 (3 - a)M-\-N+s f f ^ [-3:iX3/x2]^ 
M! iV! s! (&) M+N+s 
p{n-2) 
^ P 
a + M + N + s •,3-a + M + N + s ; -7724 ; - m s ; 
b + M + N + s ; ;a;4 + l ;a5 + l ; 
; —m„ ; a + 6 — 3 ; 
3^4) -^5) • • • -^'rii ^ 
••• ; " n + i ;. 
Re(a )>0 , \z\, \xi\ < 1 i = l,2, •••n (2.3.16) 
2.4 GENERATING RELATIONS INVOLVING DOUBLE AND 
TRIPLE HYPERGEOMETRIC SERIES 
A generating function given by Exton ([50]; p.7(4.9)), 
£ ^ ' r t + Trrf+n""^"^-(^^)^"°^(^^) = ^^^"""^ o F i L ; a + l ; -.^^1.2] (2.4.1) 
m,n=0 ^." + ^ M l " + ^)n 
for the product of pair of Laguerre polynomials of the same order but with different 
degrees plays a keyrole in obtaining these generating relations. 
Now we will obtain the main generating relation. 
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The method of derivation of the generating relation involves the following result. 
A result of Pathan ([70]; p.372), 
too 
J \j 
(2m, + 1)„, (2m2 + 1)„, r(A + 3/2 ± //,) p^+^2 
nx\ 712! 
j r ( 3 ) 
r (A-A; + 2)(z + p)^+''+3/2 
A+ 3/2 + // ::A + 3 / 2 - / / ; ; : 
A-fc + 2 •.-._ ; ; ; 
- n i ; - n2 •,/x-A; + l /2 ; 
2mi + l ;2m2 + l ; ; 
X y z 
z+p ' z+p ' z+p 
Re(A + - ± /x) > 0, Re(z + p) > 0 
An integral given in Prudnikov et.al. ([70]; p.256(5)), 
(2.4.2) 
r oc-x -px rx/ / N . c-'^r(a + 1/2 ± 0-) ^ 
Jo 1 (Q: — 0 + 1) 
1 , c - 2 p 
a + -±(T; a+l-p; ~^— 
37r 1 
Re(2p + c ) > 0 ; | a r g c | < y ; R e a > | R e a | - - . (2.4.3) 
The following decomposition of 2F1 into even and odd parts ([79]; p.441(42)), 
2Fi[a,0;r,z] =.4F3 a a + 1 /3 0+1 7 7 + 1 1 
2' 2 ' 2 ' 2 2' 2 ' 2 ; z 
1 
\Fz ^ + 1 ^±1 ^ + 1 ^±1. 7 , , 7 + 1 3 2 2 ^ ' 2 ' 2 ^ ' 2 ' 2"^  ' ~T~' 2' "^  (2.4.4) 
Now in generating function (2.4.1) If we replace zi by Ziu and Z2 by 22W and multiply 
both the sides by u^e-<^+P/2)u Wp^„{pu) and integrate with respect to u between the 
limits 0 to 00 by using the result (2.4.2) and (2.4.3) we arrive at, 
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g ( a ^ H 0 m + n ^ n i ^ ^ ( 3 ) 
fn.,n=0 m\ n! 
A:: B; _i _: 
Cv. _; _; _ : 
m ; —n ; C — B; 
a + 1 ; a + 1 ; 
2+1 ' 2+1 ' 2+1 
lr=0 ( a + l j r r ! j (C)2r 
Re(>l) > 0, Re(B) > 0, Re{z + 1) > 0; Re{z + 1 - x{z2 - zi)) > 0 (2.4.5) 
The above result on using the decomposition formula (2.4.4) yields, 
y^ (" + l-)m+n3 '^" {~^T p(i) 
m,n=0 m! n' 
^:: 5; _; _ 
C:: 
- m ; - n ; C - B; 
a + 1] a + 1 ; 
2l 22 2 
2 + 1 ' 2 + 1 ' 2+1 
= (^  +1)^ Ftr;l 
A A±l B B+1. 
2 ' 2 ' 2 ' 2 ' 
£ £+ll 2 ' 2 a+1 ; 1. 2 ' 
-X^ZlZ2,{x{z2- Zl) -zf 
AR 
+ ^ix{z2 - zi)z) F,':^;! i4:0:0 
r i i 4- 1 d ± i S 1 1 B + 1 . 
2 ~ -^ 1 2 ' 2 ' •"•' 2 ' 
2 4.1 e n 
2 ~ - i^ 2 ' 
-) 
-X^Z1Z2,{X{Z2 - Zi) - Z)^ 
0 + 1; | ; 
Re(>l) > 0, Re(5) > 0, Re(2 + 1) > 0; Reiz + 1 - x{z2 - z^)) > 0. (2.4.6) 
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2.5 SPECIAL CASES 
In this section we consider some special cases of the generating relation (2.2.10), 
(2.3.16) and (2.4.6). 
C a s e I . We consider certain special cases of equation (2.2.10) 
(a) Taking s = t = ^ in equation (2.2.10) we get, 
(M + N)\ 
p0v/,n+M+fc-2)(^_2^^_ Re(/x)>l , y > 0 (2.5.1) 
oo oo 
M=-oo N=M* k=0 
(b) Since PQ{X) = 1 so for n = 0 and /z = 2 in equation (2.2.10) reduce to 
/ 'ld\ ~1 OO OO (l^s-t+y^) = Yl E s"" t''Pjf"^'^ {1 - 2y) (2.5.2) 
^ ^ ^ M=-oo N=M* 
Re( l - s - i + ^ ) > 0, y > 0 which is a special case of ([75]; p.242(2.2)) (for 
a = c = 1 and x = y). 
(a-s-t+f) 
a 
oo oo {(^)m+n S t 
t^oont;;* a-+- (m + n)! ^ 
p(m,c-l) a — 2x 
a 
Re (a - 5 - i + f ) > 0, Re(c) > 0, Re(a) > 0 and x > 0 
Further taking s = i = | in equation (2.5.2) we obtain 
oo 00 M+N 
1= E E (I) PT'\i-'^y) y>o (2.5.3) 
which we find as a special case of ([75]; p.242(2.3)) (for a = c = 1 and x = y). 
^ ^ {m^n)\ " L a 
Re(a) > 0, Re(c) > 0 and x > 0 
»n=—oo n=m* 
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(c) Taking s = t=^, fj. = 2 and replacing i by - | x in equation (2.2.10) we get, 
( -1)" ( ^ ) ( W 2 ) ^ ^ ' ^ ( ^ + l ) M + N - f . 
, 1 \ oo oo n 
j(M,n+k) Pr-^'-^^Cl - 2y), y > 0. (2.5.4) 
An important consequence of equation (2.5.4) concerns, 
- I N Sn{x) 
and 
P(2) f Zi") = p^L (2.5.5) 
" V2a;; i-x)^ ^ ' 
Pi'^ {-{•) = ( -1)" yn(x) (2.5.6) 
where S'„(x) are the polynomials introduced by Schultz-Piszax:huh{82] and their series 
representation is given by Werner and Pietzch ([94]; p.167(9)) and yn{x) are the 
familiar Bessel polynomials ([60]; p.101(3)) by use of relation (2.5.5), equation (2.5.4) 
becomes 
5„(x) = E E E ^^ 
M+N 
I 1 f n 4- 1 I w . . , . . T " - " 7 - « I it 1 
oo oo n 
p(M,n^k)^^ - 2y), y > 0. 
which after replacing x by 1/x and using the relation (2.5.6) yields, 
oo n I t ]in+^)M+N+k ( f ) ( l ) 
yni-)= E E E ^ ^ ^ ^ ^ TTT-Tnl P^-^'^^ (1-2,), y>0. 
M=-oo iV= W* fc=0 l-*^ ^ + J V ;! 
Case II 
We consider certain special cases of equation (2.3.16) 
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(a) Taking a = 6 and -z -^ 0 in (2.3.16) and also repla<;ing 3 - a by a we get 
• f l " n « i - " ^ 1 ' - " ^ 2 , • • • , - " ^ n ; a i + 1, 0:2 + 1, • • • " n + 1; 3:1, 3:2, • • • , ^n] 
^ ^ ^ (-mi)M(-mo)jv(-mi + M)s{-a2 - N)s(-m3)g(-A^)5 
M ^ o o w ^ - i ' o (1 + « I ) M ( 1 + "2)yv(l + a i + M)s(l + mj - N)s( l + 0=3)5 
{a)M+N+s 3 : f ^ [-3:1X3/3:2]^ 
(M + l)s M! AT! s! 
F J " ^^[a + M + iV + S , -m4 , -m5 , - - - , - ' ^n ; a4 + l - - - a„ + l; Xi,X5,-•-^-n] (2.5.7) 
where F4 is a Lauricella function of n variables (1.5.8). 
Further for n = 3 equation (2.5.7) reduces to 
F!^\a,-mi,-m2,-m3; ai + l,a2 + l.aa + 1; xi,X2,X3] 
00 00 
= E E {-Tni)M{-m2)N{a)M+NXi' x^ 
M ^AT 
Mf^ooivt];^* (1 + « I ) M ( 1 + a2)A^ M\ m 
-mi + Af, - a 2 - A^ , -ma, - AA, a + M + N ; 
, 1 + tti + M, 1 + m2 - A^ , 1 + as, M + I ; 
(b) Taking n = 3 or equivalently 0:4 = X5 = • • • ^n = 0 in equation (2.3.16) gives 
5-^4 1 2 (2.5.8) 
f^ a:: 3 - a; _ ; _; _; - m i ; - m 2 ; - m a •,a + b-3] 
b-- ; _; _; _; a i + l ;Q;2 + 1 ;a3 + l ; ; 
Xi,X2,X3,Z 
y y y J-T^i)M{-m2)N{a)M+N{^ - a)M+N{a 4- M + N)r{a + 6 - 3 ) ^ x f x^ 
M=-oo Af=M* r=0 
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e-f's 
- m s , - N , - m i + M,a + M + N + r,3-a + M + N, - 02 - A'" ; 
l + as, 1 + ai + M, 1 + Tn2-N, 1 + M, b + M + N + r ; 
where F^^^ is the hypergeometric function of four variables (1.5.18) 
Case III 
We consider some special cases of equation (2.4.6). 
(a) Take z —> 0 in equation (2.4.6) 
X2 
(2.5.9) 
1^ :ZJZ\ -^1:1;! 
jn,n=0 TO! n! 
A, B ; -TO ; -n 
C ;a + 1 ;a + 1 ; 
Zl,Z2 
4:0:0 
_ ri4:U:l 
- ^2:1:1 
A A±l B B+1. 
2 ' 2 ' 2 ' 2 • 
C C±l • a + 1-
2 ) 2 ) "• I -••) 
- x ^ ^ i ^ a , 3 ^ ^ ( 2 : 2 - 2 1 ) ' + 
ABx{z2 - zi) 
C 
4:0:0 04:0:11 
^2:1:1 
A 4. 1 6+1 R _|. 1 B+1. 
2 ' •"•' 2 ' 2 """ ' 2 ' 
- + 1 2 ^ ^ 
C+1 
' 2 ; a + 1; 3-2 ' 
-x'^ZiZ2,x'^{z2 - ZiY (2.5.10) 
Further taking C = B in equation (2.5.10) we get, 
2^ T—r-^——F2[A, -TO, - n ; a + 1, a + 1; Z1Z2] 
Tn,fi=0 
= Fi 2 ' 2 
+AX(Z2 - Zi) F4 
TO! n! 
• ' ^ • ^ " ' " • ' - , 1 ! 2 2 / \ 2 
• a + 1; - ; -a;^Zi22,a^ ( 2 2 - 2 1 ) 
(2.5.11) 
where F2 (1.5.2) and F4 (1.5.4) are Appell double hypergeometric series. 
Using the two variable analogue of generahzed Laguerre polynomial ([9]; p.358(ll)) 
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^K'^U^,?/) = % ^ F 2 [ a , - m , - n , 6 , c ; x , y l 
ml ni 
the generating relation (2.5.11) can alternatively be written as, 
m%=0 {a+l)m{a+l)n 
= FA 
A A+1 , 1 2 2/ \2 
. - 2 1 — 2 — ; « + i ; 2 ' ~ ^ ^1^2,3; (22 -2^1) 
+AX(Z2 - 2l) F4 A , A + 1 , , 3 2 2/ \2 
,-^ + 1 , -2—; a + 1; - ; -x ' z iZ2 ,x ' (22-z i ) (2.5.12) 
(b) Taking zi = 22 = y in equation (2.4.6) we obtain, 
E°° (o^  + l)m+n 3^ "* ( ~ ^ ) " F(3) ^ 1 »,! 
m,n=0 m! n! 
A :: B; _; _ : —m ; —n ; C — B; 
C:: _; _; _ : a + 1; a + 1 ; ; 
_J!_ _!!_ _5_ 
z + 1 ' z + 1 ' z+1 
= (2+1)^ < ^2:1:1 
A A+1 B B + 1 . 
2 ' 2 ' 2 ' 2 ' 
e £dbi 
2 ' 2 ; a + 1; 
2 2 2 
AS2 
^2:1:1 
r 4 I 1 A+1 s , -1 B + i . 
2 ' J-) 2 ' 2 ' ' 2 ' 
e + i e+1 • a + 1- 2-
2 2 2 
—X y ' ^ jZ 
(2.5.13) 
For C = B the generating relation (2.5.13) reduces to 
^ (a + 1)^.^„ x"- (-x)» ^ 
2 ^ -7—; ^2 
m,Ti=0 
= (^+1)^{ 
-A,F, 
ml n\ 
[A A + 1 
A, —m, —n, a + 1, a + 1; 
1 
y y 
Z+V 2 + l J 
2 ' - 2 - ' " + ^ ' ^ ' - ^ ' ^ ' ' " ' 
(2.5.14) 
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where as for z = 0 in equation (2.5.13) yields 
~ ( a + l ) m - f n X ' " ( - 3 : ) " 2:l-,l 
771,n^O 
— 4-f3 
r A 4+1 B B+\ 
2> 2 ' 2 ' 2 
L 2 ' 2 ' ~ 
A, B : —m ; —n 
C : a + 1 ; a + l ; 
2 2 
—xy 
y,y 
(2.5.15) 
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CHAPTER 3 
GENERALIZATION OF BESSEL POLYNOMIALS AND 
GRAF ADDITION THEOREM USING INTEGRAL 
OPERATORS 
3.1 INTRODUCTION 
The Bessel polynomials axe among the most important cylindrical polynomials 
with very diverse application to physics, engineering and mathematical analysis. 
The importance of generalized Bessel functions (GBF) stems from their wide use in 
application and from imphcations in different fields of pure and applied mathematics. 
The theory of GBF has received some attention during the last years, mainly in 
connection with spontaneous or stimulated scattering processes for which the dipole 
approximation is inadequate . 
In this chapter we consider Bessel polynomials in several variables and obtain 
integral representation and generating relations for these polynomials. Further, we 
obtain a generalization of the Graf addition theorem and other sums involving double 
and triple hypergeometric series. 
In Section 3.2, we discuss about the multivariable Bessel polynomials and the 
integral operators which could be appUed to obtain a generalization of Graf addi-
tion theorem. In Section 3.3, we obtain the integral representation and generating 
relation of the multivariable Bessel polynomials. In Section 3.4, we discuss about 
the generalized Bessel polynomials and Graf addition theorem. In Section 3.5, we 
deal with the special cases of section 3.2, 3.3 and 3.4. 
3.2 MULTIVARIABLE BESSEL POLYNOMIALS AND IN-
TEGRAL OPERATORS 
Exton {[50]; p.4(3.1)) has introduced a Bessel polynomial in several variables 
that is. 
ymi , - ,m„(a^ l , •••,Xn,a) = J ] • • • J Z ( « " 1 + "^1 + ' • ' + '^n)fci+.+fc„ 
fcl=0 fcn=0 
(-"^l)ifcl • • • ( - " ln ) fcn 
(-rrO'^' {-a:„) fcn 
if all but one of the variables are suppressed, v/e recover the Bessel polyrxomial 
(3.2.1) 
ym{a;x) = 2Fo[-m,a - I + m; ; - x ] . 
which on replacing x by f, gives us the Bessel pol3Tiomials 
(3.2.2) 
ym{a,b;x) = 2-^ 0 X 
—m, a — 1 + m; ; — -
0 . 
(3.2.3) 
The Bessel polynomials equation (3.2.3) were introduced by Krall and Frink 
[60] (see [13],[54]) in connection with solution of the wave equation in spherical 
coordinates. 
The multivariable Bessel poljoiomials yl^^C^^' ^^ (a^i, 3^ 2, •" • > ^n) are defined as, 
mi m„ 
ki=0 fc„=0 
n rrij (3.2.4) 
If in equation (3.2.4) we set «_,- = 1 (j = 1,2 • • •, n) and /? = a - 2 we readily 
obtain Exton Bessel polynomial equation (3.2.1). On setting n = 1 and replacing x 
by | , equation (3.2.4) reduces to, 
y^"'^ ^ (^) = 2F0 -m,ain + P + 1; (3.2.5) 
a polynomials introduced by Mumtaz and Khursheed ([69]; p. 152(2.1)). 
Also, Bessel polynomials due to Al-salam ([3]; p.529(2.2)), Chatterjea [14] and 
Krall and Prink equation (3.2.3) are contained in equation (3.2.4). 
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Erdelyi [43] defined the multivariable Laguerre polynomials by relation, 
^S.....m„(^i.^2,---,a:n) = —+m„ 
•4"^ [-mi,---,-mn;a + l]Xi,---,Xn]. (3.2.6) 
where (^ 2"^  is a confluent hypergeometric function of n variables (1.5.14). 
One can rewrite equation (3.2.6) in the form, 
—Xi 
L^r:l..,m.i^U^2,---,Xn) = 11 "TT 
j = l k "^i 
mi m„ 
S • • • Z) ( -« - ^1 "ln)fci+ •+*:„ 
fcl=0 fcn=0 
1 I / - ™ \ / i N * ^ ^ 
Prom equations (3.2.4) and (3.2.7), we see that the Bessel polynomials are essentially 
Laguerre polynomials. Infact we have. 
(3.2.8) 
where throughout this work, 
V = aimi-\ |-Q!„m„, rrij (j = 1,2,• •-m) are integers. 
(3.2.9) 
We now consider the integral, 
Tx'-' (1-.^ )' p^Md. - - i ^ H' + >'-l)Hi) 
•3^2 , 1 + fc - g; 1 - /i, 1 + - — ^ + k; 1 2 ' 2 ' 2' '^' 2 
Re (^ - f ) > - 1 ; R-e(c7) > 0. (3.2.10) 
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where Plt{x) is the Legendre function [84] and 3F2 is hypergeometric function [84]. 
If we define an integral operator, 
^^k\ } = ['x''-'{l-x^)'PI^{x){ }dx. 
then, 
uy (|)*2^-ir(i + fc-f) r(f) 
j r {3) 
r(i + A) r(i + 5) r(i - /i) r (1 + fc + f - f) 
— ) _ • 1 1 2 ' 2 ) -L I "• 2 ' 
1 + ^ + fc::_;_;_: 1 + A ; l - < 5 ; 1 - ^ ; 
A. 
2 ' 
4 ' 4 ' 
(3.2.11) 
where A = a + X + 6, Re(A) > 0, Re(/i) < 1 and F^^^ is Srivastava triple series 
(1.5.5). 
$ = Qi^-::l{Jxiax)Js{bx)} 
r ( i + A) r ( i + 6)T ( i ± ^ p ^ ) r(^±^±5^=^ 
•i^ ?f 
A A±l 
2 ' 2 
b2 
A ± l ^ i ^ ^ A + 2 + . - ^ . j ^ ^ . j _ ^ ^ . 4 ' 
where A = a + X + 5, Re(A) > 0, Re(//) < 1 and F^^^ is Kampe de Feriet series 
(1.5.5). 
$ = Xi^Jf l + 6,l + A + 6: 4 
A A+1 
2 ' 2 -
x+1 .-^^ A+2+.-^^ -^  + A, 1 + g, 1 + A + g; 
H-(5 ; 
4 V a' J ^ a^ 
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oo (-ir i^T (t)„ (¥)„ 
•2^1 
-m 1 + 5—A — m 
2 ' ; l + <5; 
2a6 
a2 + 62 (3.2.13) 
where A = a + X + 6, Re{A) > 0, Re(/7,) < 1, 0 < 6 < Q and 
X = 
(t)^(|)S^-^r(t)r(i±^) 
r(i + A) r(i + (?) r (^ ± f^^ ) r (^±^^)' 
The equations (3.2.12) and (3.2.13) are estabhshed in [73]. 
The proof of the above equation (3.2.11) can be carried out by expanding Jx(ax) 
and Js{bx) into series and by using equation (3.2.10). Thus we are led to a double 
series involving 3F2 equation (3.2.10), in the form 
2'^ -! r (1 + fc - 1 ) , A+2r / • \ S+2s 
E (iri(irvir-r(i+r+.) 
r ( l -u) ^J^o r ( l + A + r) r ( l + (5 + 5) r (1 + A; + r + 5 + ^ ) r! s! 
•3-f^2 5 ^ ^ , ^ , l + t - f ; l - , . , l + fc + r + . + ^ ; l | (3.2^4) 
We can non expand 3F2 and finally obtain equation (3.2.11). 
3.3 INTEGRAL REPRESENTATION AND GENERATING 
RELATIONS INVOLVING MULTIVARIABLE BESSEL 
POLYNOMIALS 
A number of integral representations for the generalized Bessel polynomials of 
several variables equation (3.2.4) in terms of Euler and Laplace integrals. 
Indeed, it is easy to derive the following integral representations, 
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1 + /5 + W, A : -mi ; •••; -m„; 
2:1;-;1 
•^l:0;-;0 " • ^ 1 ) ' * ' 1 -^'Tl 
A + /X 
r(A)r(M) / i^-^ (1 - ty-' y&;;:;^'^) (3:ii, • • •, a:„i) dt. (3.3.2) 
^-2:1; -il 
•^l:0;-;0 
! + /? + «, A : -mi ; 
A + /x : ; 
" • ' ^ l ) • ' • ) •^•n 
1 ) 
r(A + M) [' ,A-i 
r(A)r(,x) / t^-' (1 -i) '^-^ yfe-m:^^ {x,{l-tl...,x^{l - t)) dt (3.3.3) JO 
where F^.^,]'''[^(r,) [^ i^, • • • a^ n] is the generahzed Kampe de Feriet function of n vari-
ables (1.5.7). 
TT sin(u + u' + p + ^ )T{u-^u' + 0-\-'i+l) (^ ^^ .^^ j 
sin7r(«' + 7) sin7r(u + /?) r(ti' + 7 + 1) r(u + ^ + 1) 2/mi+fcj+...+m„+fc„(^ ) 
(3.3.4) 
where w = a(mi H 1- m„) and u' = a{ki -\ h kn). 
The generating functions of the Bessel polynomial y^^i''^''^^ (a i^, • • • ,Xn) are, 
5ti+-+t„ ( l _ 3 , ^ i T 
Tni,--,7n„=0 
,a^n) c^  c 
m,i! m„! 
(3.3.5) 
,ti+-..+t„ (1 _ 3,^^ ^^^^^_(l+^+ai+...+a„) 
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= E ,,(ai/mi,--,a„/m„;j9) / . . -jJll J2i 7Tni,"',T7ln 
mi,-",ni„=0 mi! m„! 
(3.3.6) 
We now consider the partly bilateral and partly unilateral generating relations. 
An interesting generating function for Laguerre polynomial L^\x) (1.4.28) due to 
Exton ([50], p.47(3)) is recalled here in the following (modified) form ([75] and [77]) 
m* = max(0, —m). 
m=—c»p=m* 
(3.3.7) 
On putting s = (l — s — t+ jj in equation (3.3.1) and making use of equation 
(3.3.7), 
' + J """••••"- l ( l - - * + f ) ' " ( l - . - t + f ) 
i>TVTi) J J . S^f"-"^"^"" e-"n((.+..«)-} Lrn^u) ^ u 
(3.3.8) 
Evaluating the right hand side, we get 
3^ 1 
_2,^ s -{v+p+\) 
1 _ c _ / J 1 »,(«!,••••an;/3) Xr, 
' ( l - ^ - ^ + f ) . 
r-l.-l."-.! E E 
m=-oop=m* ' " • y-
V + P + m+p+1 
-p; 
m + 1; 
- m i ; 
; -^n] 
^1 - ^ I j • • • ^n (3.3.9) 
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3.4 GENERALIZATION OF GRAF ADDITION THEOREM 
We now consider the generalized Bessel functions. The Bessel functions (B.F) 
and modified Bessel functions (M.B.F) are defined by, 
f : r Ux) = exp ^ | ( t + i ) ) , (0 < \t\ < oo). 
and 
f : t^Ux) = e x p ( | ( t + i ) ) (3.4.1) 
Another important generating function related to B.F and often encountered in 
problems as example the quantum theory, light scattering by ultrasound or multi-
photon absorption (see Berry [10] and Stenholm [88]) is, 
oo 
n=—oo 
which is a particulax case of Graf addition theorem which states that 
oo 
J2 t'Mx) Ji+n{y) = [f{x,y;t)]'' M9(x,y;t)], (3.4.3) 
n=—oo 
where 
f{T;y\t) = ^^zfe 3{^-y'^t) = ^x^ + y2-:r,y^^. (3.4.4) 
This theorem is a generalization of a well known sum rule. 
E "^ M^) My) = Jo I \/x2 + y'-xy ^ J . (3.4.5) 
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In addition to B.F, there are host of related functions also belonging to the same 
family including spherical B.F, Kelvin's function, Struve functions, Lommel func-
tions and Weber and Anger function (see Dattoli et.al [22],[25], [42]). 
The generalized Bessel functions (G.B.F) are characterized by two variables and 
one parameter, which generalizes equations (3.4.2) and (3.4.3) namely [25], [42]. 
n=—oo 
where the parameter t being assimied complex. 
The G.B.F reduce to B.F for x or y equal to 0 according to. 
lim JJrH^,y;t) = Jn{y) 
Mm Ji^^ {x,y;t) = 
y->0 
^-n/m J^[y)^ n/m integer 
0, otherwise. 
We now consider the generalization of Graf addition theorem. 
The generating function equation (3.4.3) states by itself the field of apphcation 
of Graf addition theorem. A generalization of Graf addition theorem equation (3.4.3) 
can also be obtained from the integral operator equations (3.2.12) and (3.4.3) and 
reads, 
2:0;0 
a + f + /, a + f + i + / 
a+l + ^ + \-b-c, a + l + l + ^-b-c -.1 + 1] 1 + n; 
2 2 
(y - f)o 
{y-xt)y^ 
n/2 
2-r3 
, n n 1 n 1 , n 
a + 2 , a + - + - ; a + - + - - 6 - c , a + l + - 6 - c, 1 + 7?,;--
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where, 
0 = 4(x' + y^-{e + l)^). (3.4.6) 
For 6 = c = —1/2, equation (3.4.6) reduces to Graf addition theorem which further 
taking n = 0 yields the sum rule equation (3.4.5). 
To prove equation (3.4.6), we write equation (3.4.3) in the form, 
£ t'Jiiax) Ji+nibx) = [f{ax,bx;t)r Jn[9{ax,bx;t)], (3.4.7) 
/=-oo 
where / and g are given by equation (3.4.4). 
Apply the operator Cl_l on both sides of equation (3.4.7) and then use equa-
tions (3.2.12) and (3.5.2) to get equation (3.4.6). 
3.5 SPECIAL CASES 
Case I 
We consider some special cases of equations (3.2.8) and (3.2.12). 
(a) Replacing x by | and put n = 1, a = 1 in equation (3.2.8) we get, 
a result due to Al-Salam ([3], p.530(2.5)) 
(b) In correspondence with the specific values, the equation (3.2.12) specializes into, 
-.-ti M •); r(n-A) r (iJ^fai) TC+''\'-I-I 
2^Z 
A A + l A + l-v-IX A + 2-y - (1 _ ^ -a 
2 ' 2 ' 
where A-= a -\- \ 
_ 2 
,1 + A; (3.5.2) 
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(aY+' 2*^ -1 r f4) r f4 + i) 
2 ' 2 2 
•4-f'5 
, i. - r 2 
—a' 
r(i + A) r(i + 6) r(i - //) r (i + A: + f - f) 
(3.5.3) 
•i^^? 
1 + A ; + ^ 
2 ' 2 ' 2 ' 2 ' 2 
l-fj. 
a\ 1 
; 1 + A, 1 + (5, A + (5 + 1 ; 
(3.5.4) 
The above equations gives the transformation and reduction formula for triple 
and double hypergeometric series. 
Case II 
We consider some special cases of equations (3.3.1), (3.3.2), (3.3.3) and (3.3.9). 
(a) Set s = 1, a = 1, /? = a - 2, n = 1 and replace x by | in equation (3.3.1) 
get. 
we 
T{a + n-l) Jo \ b J r(c 
a result due to Agarwal [1]. 
(3.5.5) 
Set s = 1, t; + /3 = fc, where v is defined by equation (3.2.9) and k is integer, 
multiply throughout by (-A)*" and then sum to get. 
{ai,",a„; 
yrn.i,--,mn 
fc=0 
(3.5.6) 
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Similarly we find that, 
tyl^:'":'^'-''\^u---,^J-^ = fe-'f[{{l + xjtr^} Jo(2V^t) dt. (3.5.7) 
Evaluating the right hand side we get, 
k=o '^- ki=o kn=oj=i I '^r ) 
r(fci + • • • + fc„ + l)Lfc,+...+fc„ (A). (3.5.8) 
where L„(a;) is Laguerre polynomial (1.4.25). 
On setting n = 1, a = 1 in equation (3.5.8) and replacing a: by | it reduces to a 
known result due to Al-Salam ([3], p.536(6.5)). In the same majiner we can obtain 
the following results by substituting different values to it, 
yfc::;.^ '''""H i^> • • • ,^ n)(-A2)'= = /°°e-' n{(i + x^tr^}cos{\t) dt (3.5.9) 
<V--X: ' '" ' ' - ' 'H^i. • • •, ^ n)(-A^)'^ = ( y j ^ e- ' n { ( 1 + ^otT'} sin(AO dt 
(3.5.10) 
" ' u)' I 1 
yfc::::^^-'=--'^^(a:i,--.x„)nr^ = / = i l % j r(^ + t^  + i) 
/•oo " 
• / e - * n { ( l + ^i0'"^}(^ + wi + ---w„)''+^rfi (3.5.11) 
By using the definition of the generalized Bessel polynomials equation (3.2.4) we get 
the following results that is, 
55 va.^ a Azad / ,•, 
mi,---,rnn=0 J—^ ^~^ 
«t 
0 + 1 : l ;••• ;l ; 
j ^ i t i J^n*n 
( l - t l ) ' ' (l-«n) (3.5.12) 
mi,--,m„=0 j= l i—1 
1:1;-;1 
•^0:0;-0 
ai + • • • + an + /? + 1 : 1 ;i 
( l - t l ) ' (3.5.13) 
The above resiilt axe generalizations of known result [69]. 
(b) Replacing /x by /? and A by v + 1 in equation (3.3.2) we get, 
?/m:,.,m„ 1^1. i^n^ r ( r ; + l ) r ( ^ ) 
1^ V (1 -1)^-^ ^^::^^{x^. • • •, x„o ^^ - (3.5.14) 
On the other hand, setting A = miH |-Tn.„ + / ? + l and /j, = f - m-i - • • - - m^ 
in equation (3.3.2) we get. 
?/ml,••'•,m„ ( ^ 1 ' • • • ) ^n) — 
T{v + 0+ 1) 
m„) r(mi + • • • + m„ + /? + 1) r(i; - mi - • • 
JQ 
Replacing A byt; + /? + A + l and // by -A in equation (3.3.2) we get. 
(^a.......„;^ +A) . . . . ^ ) _ -sin7r(A)r(l + A)r(^ + ^ + l) 
dt (3.5.16) 
56 
(c) Replacing X hy fj, and fihyv + (3-fj,+ lm equation (3.3.2) we get, 
fc:;;^r''-'^U^i,---,^n) = T{v + 0+l) Tifx)T{v + /3-fi + l) 
. f t^-' (1 - ty^-^ y£;:.;m:'^H^i(i -<)-•••,Xn{i -1)) dt. (3.5.17) 
J{j 
Set A = 1 and ^ = v-\- fi'm equation (3.3.2) we get, 
^^:^^-'^ (^1, • • •, rr„) = (^ ; + /?) f^ f^^'' <V:;m:'^n^i(l - 0,""", ^n(l - t))dt. 
(3.5.18) 
(d) Repleicing a: by f and set n = 1 in equation (3.3.9) we get. 
/ -*v -(an+/3+l) / 
a; ^ — V ^ — ^ ^ t . 
1.1;1 (an + /?+l)^+pFoVi;b 
an + /3 + m + p + l : — p ; —n; 
: m + 1; 
z, - x / 2 , (3.5.19) 
which for ^ = a — 2, a = 1 and x replaced by ^ reduces to, 
/ - ' - ' + 7 J ^-h^' 1-5-^+^ 
cx) 00 m j.p 
^^ ^ m! p! 
s / Tn=—00 p = m 
(a + n - l ) ^ + p i ^ S 1.1;1 
a + n + m + p - 1 : — p ; - n ; 
: m + l ; ; 
2 - 2 (3.5.20) 
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For 2 —> 0 in equation (3.3.9) we get, 
(1 _ s - <)-{''+/'+i) y(^i'--"-^) ( ''' , . • •, , """ ) 
oo oo ^m ^p 
m=-oop=m* "'•• "• 
= E E ^ («" + /? + l)m^p J/i'^ ' ''"'"""'^  (^)- (3-5-21) 
m=-oo p=m* '"'• "• 
Case III 
We consider special case of equation (3.4.6). 
(a) Set X = y, function F2'\.'i reduces to 4F5 (see Buschmann and Srivastava [12, 
p.439(3.2)]) in equation (3.4.6) we get, 
ii^^(a+^ + l-b-c)^ (^a+^ + l + b-c)^ {l + n)il\ 
a + f + Z, a + f + i + /,f + | + /, f + l + / ; 
a + / + f + i - 6 - c , a + / + l + f - 6 - c , l + / , l + n + Z,2/ + 7?. + l ; 
4 ^ 5 
-r(i^)%.3 
a + f , a + 2 + i 2 ' 2 ' 
- i ^ ( i - t ) ^ 
L a + f + 5 - 6 - c , a + 1 + 2 - 6 - c , l + n ; 
(3.5.22) 
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CHAPTER 4 
PROPERTIES OF GENERALIZED HERMITE AND 
LAGUERRE POLYNOMIALS USING OPERATIONAL 
IDENTITIES 
4.1 INTRODUCTION 
The notion of quasi monomiality has been exploited to deal with isospectral 
problems and to study the properties of new families of special functions. The 
concept of quasi monomiahty can be summarized as follows. 
(a) Let M and P be two operators. 
(b) Let fn{^) {n e N, x e 6T) he a, polynomial fn{^) is said to be quasi monomial 
under the action of M and P if 
Mfn{x) = /n+i(3:) 
Pfn{x) = n / n _ l ( x ) 
The operators M and P are recognized as multiplicative and derivative operator 
respectively. 
Hermite polynomial have been recognized as a unique tool in both pure and 
applied mathematics. Laguerre polynomials axe shown to be the natural solution 
of a particular set of partial differential equations. Recently, Dattoli and Torre 
([22], [27], [38]) introduced and discussed theory of generalized Hermite and La-
guerre polynomials. Operational identities provide more efficient tool which allow 
the straightforward derivation of a wealth of new and old identities for the general-
ized Hermite and Laguerre polynomials. 
In this chapter, we consider a collection of properties of generalized Hermite 
and Laguerre polynomials within the framework of operational formalism. 
In Section 4.2, we give the basic definitions of a generalized Hermite polynomi-
als, generalized Laguerre polynomials, Tricomi and Hermite Tricomi functions. In 
Section 4.3, we consider the generalized Hermite polynomials, multi index and multi 
variable Hermite polynomials, Hermite Bessel functions and operational identities 
related to those polynomials and functions. In Section 4.4, we consider the gener-
alized Laguerre polynomial and related operational identities. In Section 4.5, we 
consider certain special cases of the results obtained in 4.3 and 4.4. 
4.2 GENERALIZED HERMITE AND LAGUERRE POLY-
NOMIALS 
Generalized Hermite and Laguerre polynomials are exploited to deal with quan-
tum mechanical and optical beam transport problems. They often appear in the 
treatment of radiation physics problems. 
The generating function of two variable Hermite-Kampe de Feriet polynomials 
(TVHKdFP) is, 
E -,Hn{x,y) = e^^y'\ (4.2.1) 
n = 0 "•• 
The relevant recursion relation Hn{x,y) are, 
— Hn{x,y) = n{n - 1) Hn-2ix,y), 
— Hn{x,y) = nHn-i{x,y), 
-Q^Hn{x,y) = ~Hr,{x,y). (4.2.2) 
The TVHKdFP Hn{x, y) are specified by the series, 
Hn{x,y) = n! Y. , . ' o M- (4-2.3) 
~^r\{n- 2r)\ ^ ' 
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We can also define the polynomials H^\x,y) on the similar pattern. The 
generating function of H^\x,y) is, 
oo ^n 
E-^Hj^'H^^y) = e^'-^'\ 
n=0 n! 
The relevant recursion relation of H^\x,y) are 
Hi^lix,y) = I ^  + 3y^}i^f(x,y), 
H^^x,y) are also specified by the series, 
(4.2.4) 
(4.2.5) 
In equation (4.2.3), if we replace x by 2x and y by - 1 then Hn{x,y) reduces to 
Hnix) (1.4.22). 
Replacing y by —i in equation (4.2.3) we get. 
fr'Q 2'- r! (n - 2r)! 
= Hen{x) 
The relation between Hen{x) and Hn{x), 
The generating function of two variable Laguerre polynomial (TVLP) is, 
-xt 1 
J2 Ln{x, y) r = 7 exp 
n=o 1 - yi 1-yt 
, \yt\<i. (4.2.7) 
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The TVLP axe specified by the series, 
Ki.,y) ^ ni t <-'y y-^' fi (rOMn-O! 
These polynomials satisfy the following recurrences, 
a 
(4.2.8) 
dy Ln{x,y) = nLn-i{x,y), 
—K-x — Ln{x,y) = nLn-i{x,y), 
^Ux,y) = -^x^Ux,y). (4.2.9) 
The TVLP are Hnked to the Laguerre pol)nQomials Ln{x) by the relation, 
In equation (4.2.8), replacing y by -1 we get, 
L„(x,l) = n\± .l~Y'^\v f^o (r!)2 (n - r)\ 
= Ln{x) 
where L„(x) is a Laguerre polynomial (1.4.25). 
Let us consider 
(4.2.10) 
,-ZJx-l ^ g Lill £)-r 
r=0 r! 
E (-1)'- re*-0^ (^ 0^ (4.2.11) 
the function on the right hand side of equation (4.2.11) is 0*'' order Tricomi function 
(T.F). 
The T.F can be generated through 
f ; r Cm{x) = exp X t - -
t 
(4.2.12) 
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where Cmix) are specified by the series, 
The relation between the Tricomi and ordinary Bessel function is, 
Cm{x) = x-"'^'Jmi2^/^). (4.2.14) 
Along with Cm{x) we introduce the associated Hermite version, denoted by nCmi^, y) 
and specified by the generating relation. 
Yl i"" HCm{x,y) = exp 
n=—oo 
and by the series expansion. 
(4.2.15) 
^CUx,y) = E VI!"!;f- (4.2.16) 
where nCmix, y) is known as the Hermite Tricomi function. 
4.3 OPERATIONAL IDENTITIES AND GENERALIZED 
HERMITE POLYNOMIALS 
The operational definition of TVHKdFP is given by 
Hn{x,y) = €"•& (3:^). (4.3.1) 
which is a straightforward consequence of the above identity ensures that, 
Hn(x) = e-5&[(2a:)"], 
Hen{x) = e-*-i^[{x)'']. (4.3.2) 
the equation (4.3.2) appear in [89]. 
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The identity, 
Hn{x,y + z) = e'& Hn{x,y). (4.3.3) 
is a further consequence of equation (4.3.1) and provides as important by product 
the inverse of the identity (4.3.1) namely (see [36], [96], [40], [41]) 
x^ = e-''^Hn{x,y). (4.3.4) 
Replacing x by ex and y by dy in equation (4.3.1) we get the following interesting 
identity 
Hn{cx,dy) = ( ^ ) " e ^ ^ " ^ Hn{ax,hy)- (4-3.5) 
We now introduce the p-variable Bell type polynomial [8] with generating functions 
p 
ErT^^-''U^i.---.^p) = e-^ • (4-3.6) 
n = 0 " -
The p-variable Bell type polynomial can be specified by the series, 
i^2-^)(rr„ . . . , X,) = n! E ^P ^n-p . (x,, ,x , - : ) 
r^o r\{n-pr)\ 
The p variable Bell type polynomials has the following identities, 
N 
e " . ? / ' ^ ( i f (2 , -P)(xi , . . . ,x , ) ) =xl 
( i < g < p ) -
e ^ A Hj^'-'P) (xi, • • •,Xp) = i/(2.--P..) (^^, . . . ,^^,^) , 
( 9 > P ) 
and 
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We now consider the multi index Hermite polynomial. 
We will exploit a class of polynomials introduced in [29] and provided by, 
^ r\ {m — r)\/{n-r)\ 
[m,n] = min(Tn,n). (4.3.9) 
This family of polynomials are generated by, 
00 m ..n 
E —r-rHmA^,y;z,w\V = e ^"+''"'+^"+"'''+^"^ (4.3.10) 
(m.n)=0"^' " ' 
and the relevant recurrences can be exploited to derive the operational definition, 
e" ^ + - ^ + ^ s & (3:-^") = i/^_„(x, t/; z, w\r). (4.3.11) 
and a more general relation is given by, 
Hm,n{f^,9y,hz,kw\lT) =1^] l-j AHm,nio-x,by;cz,dw\qT) (4.3.12) 
where the operator A is specified by 
A = e wP~^8?^"^ (ch)2 "'e?r+(-7K^J^5:si (4 3 13) 
A class of two variable Hermite polynomials is provided by the so called incomplete 
family ([29], [17]). 
hm,n{x,z\r) = Hm,n{^,0;Z,0\T), 
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= e ^ A ; (a;'" 2"). (4.3.14) 
On the same pattern we can define the polynomials H^^{x, y) that is, 
H'^\x,y) = e'&ix^). (4.3.15) 
The polynomials H^^x,y) are said to be quasi monomials under the action of 
operators, 
M = x + 3y 
D, = —. dx 
(4.3.16) 
From the help of these two operators we axe able to derive the identity, 
H^U^,y) = (^ + 3 2 / ^ ) Hi'\x,y) (4.3.17) 
which can be exploited to investigate further properties of the polynomials H^\x, y). 
The first example we discuss in the generating function, 
f' 5(3)(x,t/;fH = Y.-HnUx,y) 
n=0 n! 
(4.3.18) 
By exploiting the identity (4.3.17) we can write equation (4.3.18) in the form, 
S^^^ {x,y\t\m) = exp 
Now introducing the operators, 
t{x + 3y dx^ Hj^\x,y). (4.3.19) 
A = Sty dx^' 
B = tx (4.3.20) 
and note that 
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[A, B] =m A^l\ m = 2x/3 y^'^ t^'^ (4.3.21) 
We can therefore use the decoupling identity that is, 
e^+^ = e ^ e - f > i ' ^ ' + ^ e ^ (4.3.21) 
to disentangle the exponentials on the right hand side of equation (4.3.19), and write 
5(3) (x, 2/; t|m) = e^'' e'^*' v£+3t«& t^x ^(3)^^^ ^ ) (4 3 22) 
Now we see the action of exponential operators on the polynomials H^\x,y) can 
be specified by noting that the second order Kampe de Feriet polynomials satisfy 
the identity, 
e^^ (x") = Hi^\x,y) and e'"^/(3;) = f{x + r). (4.3.23) 
We can therefore conclude that, 
5(3) {x, y; t\m) = e^+^' iy(f,2) (^ ^ 3^ 2^ ^ 3^ ^^ ^ ^) (4 3 24) 
where Hj^''^^{x,w,y) denotes the polynomials, 
(n/3] .,r rr(2) / N 
r=0 -^ (" - 3^)' 
which belong to those of Bell type and can be defined through the generating func-
tion, 
00 ^n 
Y^ — H^^'^^x, ly, y) = exp[xt + wt^ + yt^] (4.3.25) 
n=0 ^• 
The polynomials defined by the generating function (4.3.25) are quasi monomi-
als too as the H^\x,y), with the only difference being the multiplicative operator 
should be replaced by 
M = x + 2w — + 3y-^ (4.3.26) 
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we consider the Hermite Bessel function. The Hermite Bessel function is the class 
of function which is a direct consequence of the quasi monomilaity principle and 
they can be generated by replacing M with x in the generating function of ordinary 
Bessel function (1.4.16). 
To generate Hermite Bessel functions associated with the Bell type polynomials 
H^'^\x,w,y) we introduce the generating function, 
G{x,w,y;t) = exp 
= exp 
K-D 
U--l-''£)(-i (4.3.27) 
By exploiting equation (4.3.27) and the already quoted decoupUng procedure that 
is from equation (4.3.23) we can write, 
G{x,w,y;t) = exp io-T)n('4r-io4y 
= Z ! *" H(3.2) Jn{x, w, y) 
n=—oo 
where ^0,2) J„(.) is defined by. 
(4.3.28) 
H(3.2)Jn{x,W,y) = Y^ f^Q r ! (n + 2r)!2"+2r (4.3.29) 
4.4 OPERATIONAL IDENTITIES AND GENERALIZED 
LAGUERRE POLYNOMIALS 
The operational definition of two variable Laguerre polynomial L„(a:, y) is given 
by, 
( -1)" -
where £^^ = £x^ is called the Laguerre derivative. 
(4.4.1) 
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The ordinary Laguerre polynomial Ln{x) can also be expressed in the Laguerre 
derivative form. It is also imderstood that 
( - i r ^ = ey^^"'"'Ux,y). (4.4.2) 
The above identities shows that it is possible to obtain for the Laguerre polynomial 
a set of operational rules completely analogous to the Hermite case that 
L„{cx.,dy) = ( ^ ) " e '^ ' ' ^^" ' ) L„(ax,6j/). (4.4.3) 
It is now worth noting that the Laguerre derivative has the remarkable property 
am am 
{C'^T = -^^"^-E— (4-4.4) 
Laguerre polynomials have been shown to be quasimonomials under the action 
of the operators, 
M = I-D:\ 
P = -(xDl + D^) (4.4.5) 
which provide a realization of the Weyl group (1.3.19). It is easily proved that 
[P,M] = 1 
The quasi monomiality property has been exploited to show that ordinary La-
guerre polynomials can be constructed by using the relation, 
K{x) = {l-D-'r (4.4.6) 
or the alternative definition of Ln{x) is, 
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L„(x) = {D, - IT ^ . (4.4.7) 
and by recalling the definition of Associated Laguerre polynomial, 
L^;r\^) = ( - i r Df)L„+^(x). (4.4.8) 
We can use equation (4.4.6) or (4.4.7) to write equation (4.4.8) in the operatorial 
form, 
LirH^) = (1 - D.r (1 - Dz')\ 
= (1-£>,)"+'" ( - ! ) " £ (4.4.9) 
which holds for m not necessarily integer. 
These results can be exploited in a number of ways and provide a useful tool to 
frame old and new generating functions, 
oo ^m , n 
Six;t,u) = Y: -^L^{X). (4.4.10) 
TTi,n=U 
The generating fimction S{x\ t, u) can also be written in terms of Tricomi func-
tion (4.2.11), 
S{x;t,u) = e'(i-^^) e«(i-^-"'), 
= e*+" Co ((x - Ow). (4.4.11) 
Furthermore, 
Y: —. L'<:^\x) = e' exp[-il).] L„(rr), 
m = 0 
= e'+"L„(3;-0. (4.4.12) 
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which can also be easily generalized, 
oo ^ m 
E -1 ^^ '"^ (^ ) = ^'^''""'^ ^r.{x), 
n=0 "•• 
= e'HLn{x-2t,t) (4.4.13) 
which HLn{x,y) are Hermite-Laguerre polynomials. 
Other important generating functions are linked to generalized sum reported in 
[84]. 
4.5 SPECIAL CASES 
Case I 
We consider special case of equation (4.3.5), (4.3.9), (4.3.14) and (4.3.19). 
(a) Replacing ex by a; (c = 1) and dy hy —\ in equation (4.3.5) we get, 
/ l \ 1 _ i a* 
^ " r ' " 2 J " ¥^ ~'^ Hn{x,y). 
= Hen{x) (4.5.1) 
(b) Replacing xhy ax+by,y by — ^ a, zhybx + cy and w\T by — | c | — 6 in equation 
(4.3.9) we get the two index Hermite polynomials defined in a quadratic form, 
Hm,n (ax + by, - - a ; bx + cy, " 2 ^ I ~ M = Hm,n{x,y) (4.5.2) 
and the relevant operational definition which can be inferred from equation (4.3.11) 
Hm,n{^,y) = e ' ^ ^ ^ ' " ' ^ ^ ° ^ ) { ( a r r + 62/)'"(te + q/)"] (4.5.3) 
where A = ac - 6^  > 0, a, c > 0. 
(c) Considering the equation (4.3.14), we see that the polynomials hm,n{x, z\T) are 
hnked to the associated Laguerre polynomial (1.4.28) by 
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V„(x, z\T) = m\ a;— T^ L^^^ {-^) , n> m 
hm,n{^,, z\r) = n! X - " 7 - L - - " ( ^ ) , m > n 
The operational definition of L':^{x,y) is given by, 
(4.5.4) 
L^\x,y) = ( l - y ^ ) e - " ^ ^ ^ (x)^ 
m! 
(4.5.5) 
(d) In the Crofton formula (1.3.23), taking f{x) = x" and m = 2, we find the 
generalized Burchnall identity [11], 
W2.|)" = E(:)(2yr/fn-.(..y)|; (4.5.6) 
while for f{x) = Hn{x, z) we find 
d ^" 
^^ ^^ '^^ j =S M(2y)«//_(a:,y + ^ ) | ^ (4.5.7) 
which for y = —z yields the inverse of equation (4.5.7). 
(e) Replacing yby —5 in equation (4.3.19) we get the well known Rainville generating 
function, 
5(2) (^x, -\;t\m^ = exp (xt - | ) Hm{x - t) 
Case II 
We consider the special cases of equation (4.4.9). 
(a) Replaxiing m by - n in equation (4.4.9) we get 
4-"^ (^ ) = ^ ^ x^ 
(4.5.8) 
(4.5.9) 
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which can be exploited to get the summation rules 
oo 
Y^^n j^i-n+m) ( .^^  _ ( 1 + f ) ' " e"^*, \t\ < 1 (4.5.10) 
n=0 
and 
oo "* / m \ 
Y^t- 4-n+m) (x) = $:*« 7 C,{xf), (4.5.11) 
n=0 s=0 \ * / 
it is also easily realized that 
n=0 " ' s=0 \ * / 
In equation (4.5.12) put m = n we get 
£ ^ 42-) (x) = exp[t(3 - 3D, + Dl- D;')] 
n=0^ 
m 
= e- E * M r I HCo[{x-t)t], (4.5.13) 
.=0 \ ^ 
where HCo[x,y) is the Hermite-Tricomi function (4.2.16) 
(b) Replacing m by - | in equation (4.4.9) we get, 
Ln"" (^ ) = ^ HU^) (4.5.14) 
this is the relation between Laguerre and Hermite polynomials. 
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CHAPTER 5 
PROPERTIES OF TRUNCATED AND SOME NEW 
POLYNOMIALS USING OPERATIONAL IDENTITIES 
5.1 INTRODUCTION 
The truncated polynomials are frequently used in applications but these poly-
nomials are not wide spread known as they should be. The introduction of a new 
family of two variable orthogonal polynomials allows the derivation of new properties 
of known polynomials. 
In this chapter, we discuss the properties of truncated polynomials. Further, 
we introduce two-variable orthogonal polynomials which are quasi monomials. Also 
we discuss their relations with some known polynomials. 
In section 5.2, we give the basic definitions of truncated polynomials, Monum-
bral polynomials and some other new family of polynomials. In section 5.3, we 
consider the truncated polynomials, higher order truncated polynomials Laguerre 
type truncated polynomials and operational identities related to these polynomials 
and functions. In section 5.4, we consider some new family of polynomials, their 
properties and operational identities related to these polynomials and functions. 
In section 5.5, we show that most of the properties of the monomial polynomials 
can be extended quite straightforwardly to the monumbral case. We show that the 
formalism underlying the monumbrality principle allows the derivation of differential 
equations satisfied by large classes of polynomials ranging from Bernoulli to Laguerre 
type. We will finally prove the existence of generalized forms of Rodrigues formulae 
yielding the operational definition of different types of conventional and generalized 
polynomials. 
5.2 TRUNCATED POLYNOMIALS AND NEW FAMILY 
OF POLYNPMIALS 
The truncated exponential polynomials are the first {n + 1) terms of the Mac 
Latirin series for e^ namely. 
en(rr) = E " x^ 
jk=0 kV 
(5.2.1) 
where 
/•OO 
n! = / e-^Cd^-Jo 
is a well known relations [4]. 
The generating function is, 
(5.2.2) 
~tx 
E e e„(rr) = — 
f l = 0 t 
(5.2.3) 
By taking the derivative with respect to t and x of both side of equation (5.2.3) we 
derive the reciurences, 
en+i(^) = 
X / _ dr 
n + 1 V cte , en(a:), 
e„_i(3;) = — e„(x). (5.2.4) 
The generating function of the monumbral polynomial is given by, 
n=0 n! 
(5.2.5) 
where M is the multiphcative operator and the polynomial h^^x, a) can be specified 
by the series, 
imj _n—ms 
stS s! (n - ms)] (5.2.6) 
where a^  may be a sequence, a discrete function of s, and so on, can be defined 
through the operational identity 
/if)(:r,a) = x + ma dx' 
,m- l \ " 
(5.2.7) 
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provided that we assume that a is an umbral symbol (see [81]), in the sense that 
{ay = Us 
The monumbraUty of h^\x, a) is easily recognized as, 
(x + ma^^) e>(rr,a) = h'i:i\{x,a), 
dx^ 
^/iSr)(a:,a) = n / i n ( x , a ) . (5.2.8) 
Prom equation (5.2.8) we get, 
[•=-1 
We now consider some new family of polynomials that is Sni^, y) and Rn{x, y). 
The generating function of the polynomial Sn{x, y) is given by, 
Y^'-Sr^ix^y) = e'^ = 6"*+^"'^  = ey'Ci-xi') (5.2.10) 
^ r! (n + rj! 
where C„(a;) (or Jn(3;)) is the n-th order Tricomi (or Bessel) functions. 
Sn{x, y) can be specified by the series also 
5„(. , , ) = M" = n ! g ^ - ^ ^ j ^ ^ (5.2.11) 
where Mis the multiplicative operator. 
The generating function of the polynomial Rn{x, y) is given by, 
00 j.n 00 j.n 
n=0 V"-/ n=0 '^• 
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1-1 » n - l 
= e^or e'""^ = Co{-yt) Co{xt). (5.2.12) 
Rn{x,y) can also be specified by the series that is, 
R^{x,y) = n\[D:' + D-'r, 
n ( 1 •\n—fc ..k ~n—k 
5.3 TRUNCATED POLYNOMIALS AND OPERATIONAL 
IDENTITIES 
Truncated polynomials have been used to evaluate overlapping integrals involv-
ing optical mode evolution [24] or to characterize the structure of the so called 
flattened beams [51]. The interest for the properties of this family of polynomials is 
manifold, they appear in many problems in optics and quantum mechanics. 
Most of the properties of this family of polynomials can be derived from the 
definition (5.2.1) that is, 
_ ^x'' (n - fc)! 
''^^'^^"fe^! (n-A:)!' 
1 r°° 
^ n\L "^^ (^  + 0''^- (5.3.1) 
Now we define the shifting operator, 
F - 1 1 ^ 
n + 1 
dx 
l - ^ ) ' 
(5.3.2) 
and by using the relation. 
E^E.^^x)] e„(rr) (5.3.3) 
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We obtain the relevant differential equation in the form, 
enix) = 0. (5.3.4) 
In handling the operational relation (5.3.3) note that h in equation (5.3.2) is an 
operator so that h{en-i{x)) = (n — l)e„(x). 
We now consider the higher order truncated polynomials. 
Prom equation (5.3.1) we get, 
(« + 0!.n e I t E '-^ *" -n^ii^) = ( T - ^ m ^'[-(1 - *)]• (5.3.5) 
It is further more worthnoting that the straightforward extension 
1 r°° 4"H^) = ;^/, e-^r(x + 0 " C (5.3.6) 
allows the introduction of the associated truncated polynomial e!^\x) specified by, 
'" ^^^ h s\ {n-s)\ (^ -^ -^ ^ 
with generating function, 
|«"4->W = 7 ^ (-.3) 
and also recognized as McBride or modified Laguerre polynomial [84]. The use of 
these polynomials allows to formulate the addition theorem, 
e^r^^'\x + y) = t e^:l{x) ei^\x). (5.3.9) 
3=0 
A family of truncated polynomials is provided by the series. 
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and by the integral representation, 
1 r°° 
I2ie, 
1 r°° ^ 
nl Jo 
(5-3.11) 
where Hn{x,^) being Hermite Kampe de Feriet polynomial (4.2.3), which allows the 
derivation of the relevant to the pol5aiomials {2)en(x) namely. 
r.Xt 
n=0 
We obtain the relations, 
E *" (2]en(a:) = ^—^ (5.3.12) 
[2]en+i(a^ ) = 
d X 
+ 
£• 
dx ' n + l \ dx^ (l2]en+l(3:)) , 
[2]e„+i(x) = — ((2]e„(a:)) (5.3.13) 
which can be combined to get the following third order differential equation, 
d^ rf2 ^ 
dx^ dx^ dx ((2]e„(a:)) = 0. 
The properties of the higher order truncated polynomial 
(5.3.14) 
l^nix) = Yl 
."/"»] T ; " - ' " ' " 
Z^  {n-mr)\' 
are listed below. 
(a) Integral Representation 
I roo 
[mMx) = -J^ e'^ H!ir\x,0 d^. (5.3.15) 
(b) Generating function 
Y.i'" [mMx) = (5.3.16) 
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(c) Differential Equation 
d"*+i d dr 
X TT — X- n- 1- n {[m]en{x)) = 0 (5.3.17) 
'da:'"+^ dx dx"^ 
In analogy to the case m = 1, we can introduce the associated of order m namely, 
H4"'w = i:^""""''°"^+^' 
s=o 5! (n - ms)\ 
whose properties are easily derived. 
The existence of truncated polynomials generated by, 
The relevant integral representation is, 
(5.3.18) 
(5.3.19) 
[2]en{x,y) = - [ e-^Hn{x + 2yt-0d^. 
n\ Jo (5.3.20) 
The addition theorem of Hermite polynomials can be linked to the truncated of 
order 2 by. 
\^Mx,y) = Y.i'^yY ^ (i2]eif2.(x I - I)) (5.3.21) 
s=0 
where 
and 
ti^M^lv) = j ~ (5.3.22) 
It is worth noting that for x = 0 the [z]en{x + y) reduce to the Chebishef polynomial 
of second kind 
Un(y) = ([2]e„(0,y)). 
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The polynomial, 
1 TOO 
[2]e^^\^.y) = - J e-^ e Hn{x + 2y(, -() d^. (5.3.23) 
' ' n ! JO 
generated by, 
OO pXt 
n = 0 (1 - 2yt + t2)A 
are the Gegenbauer extension of the [2]e„(x,y). 
Furthermore, 
[ml Um-l (T, • . . T 1 W * 
is a useful tool to extend the truncate polynomial that is 
OO pXt 
X ^ < " ( [ m ] e n ( 3 : , y i , - - - , 2 / m ) ) = p T ^ , 
P{t) = Y,yst', yo = l (5.3.26) 
s=0 
so that 
1 r°° 
[m]en{x, yi,---,ym) = "T / c"^ //„(3; - yj^, -T/2^, '"", 2/mO <^- (5.3.27) 
n ! JO 
We now consider the Laguerre type truncated polynomial that is. 
This type of polynomials [31] is characterized by the generating function, 
OO j.n 
^ - Lnix) = B{t)Co{xt) (5.3.28) 
n=0 n! 
where Co{x) is a O*** Tricomi function. 
In Laguerre truncated polynomial the Laguerre derivate 
L^^ = - ^ d d 
dx dx 
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acts as a negative shift operator E-. 
We consider the truncated polynomial, 
to (r^-y 
(5.3.29) 
whose integral representation is, 
1 /•«> 1 r°° 
n! Jo 
where L„(x,y) is a two variable Laguerre polynomial (4.2.8). 
On account of the fact that. 
n=0 n 
we obtain from equation (5.3.23) the generating function, 
n=0 
Furthermore, 
- 3 - X -—Cb(ax) = a Coiax). 
ax ax 
we obtain the recurrences. 
hn-\{x) = -— X — hn{x) 
K+\{x) = 1 - X (n+l)2 hn{x) + 
X 
[n + iy hn-\{x) 
which can be combined to get the differential equation. 
/ x\ X d d 
\ V?) n? dx dx Tx ^ Tx '^ "(^ ^ = -'^ "(^)-
Consider, 
Kp{^) = J2 {-ly x/ Z^ r! T{r + P + 1) 
(5.3.30) 
(5.3.31) 
(5.3.32) 
(5.3.33) 
(5.3.34) 
(5.3.35) 
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and use of the integral representation, 
1 fOO 
with L^\x,y) being associated Laguerre polynomial. The generating function is, 
£ r K,,{x) = ^  (5.3.37) 
n = 0 ••• *• 
(.) _ ^i-iyx^nn-r + a + l) 
^n,0{^) - Z . H r ( r + /? + l ) ( n - r ) ! 
1 /•°° 
and 
r(r + /3+l)yo 
ImJ / •_ ,^V 
7^0 [(^ - mry]"^ 
The integral representation of this family of truncated polynomials, 
[n/m] (_ \n-mr , ,r 
^ [{n — mr)]]^ r!" 
with generating function, 
E ~^{HLn{x,y)) = e^^CoCxt) (5.3.39) 
n = 0 "•• 
which yield 
[m]hnix) = —J^ e-^ {[m]Ln{x,y)) d^ 
and 
tf {H>^{X)) = ^ (5.3.40) 
n=0 •'• ^ 
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The above results can be exploited to establish further consequences regarding 
other families of polynomial. For example, Let us consider the Bernoulli polynomial 
generated by [68] 
oo +n 
Es^"W = ?3T^-. W<- (5.3.41) 
n=0 
We note that, 
r 
t „^o(^+l)! 
it is e\ddent the first m Bernoulli are linked to the truncated polynomials by 
they can be framed within the content of the \m]Gn{^-i', Vi,--- ,ym) whose recurrence 
are derived and which leads to the differential equation. 
i d ^ d' X 
= He„ ixi,yi,---,ym) 
n OS 
-Q^\ {[m]en{T-l,yu---yn) 
The Bernoulli polynomials satisfy the recurrences. 
(5.3.43) 
A 1 EziB,{l)— + {n-l) 
s=0 S! dx' 
Bn{x) = Xn Bn-\{x) 
— Bn{x) = n5„_i(a;) (5.3.44) 
which can be combined into a single differential equation of n^^ order. 
The Euler polynomials are generated by, 
oo j.n n 
E -^ En{x) = - ^ - ^ e^\ \t\ < 27r (5.3.45) 
and possessing the recurrences, 
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En+l{x) = 
1 " 1 (f 
dx"- En{x) 
— Enix) = nEn-i{x) 
which as for the BernouUi case lead to a n}^ differential equation [56]. 
(5.3.46) 
5.4 NEW FAMILY OF POLYNOMIALS AND OPERATI-
ONAL IDENTITIES 
Sn{x,y) {So{x,y) = 1) a set of two variable polynomials playing the role of 
quasi monomials under the action of operators, 
dy' 
(5.4.1) 
where M and P are the multipUcative and derivative operator. The explicit form of 
the Sn{x, y) polynomials can be obtained according to the precription of ([20], [29]). 
Sn{x,y) can be written in the terms of two-variable Hermite polynomials. 
(n/21 s _ n - 2 s / •„ \ 
(5.4.2) 
where f/„(rr) are ordinary Hermite polynomial (1.4.22) according to the operational 
identity, 
Sn{x,y) = Hn{y,D-'). (5.4.3) 
The differential equation satisfied by Sn{x, y) is given by. 
2 ^ + y dy'^ dxdy Sn{x,y) = ^-Q^ Sn{x,y), (5.4.4) 
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The polynomials 5„(rr,y) can be reduced to ordinary Legendre polynomials (1.4.20), 
(n/2] c _ i \ n - 2 f c „fc (-i _ „2\n-2fc 
and we have 
F„(x) = 5 „ ( - ( l - x 2 ) / 4 , x). (5.4.6) 
Legendre polynomials can also be expressed in terms of Laguerre polynomials. 
Laguerre polynomials are quasi monomials under the action of the operators 
[29]. 
M = 1 - D;\ 
We now consider a new family of polynomials Rnip^., y) which can be written in terms 
of the following binomial convolution, 
Kix^y) = n\ [1 - D-'- {1 - D;')]-
( \ (5-4.8) 
= ^! E ( - i ) M ^ L^-s{x)U{y). 
s=0 V / 
The orthogonality properties of Laguerre polynomials allows us the fairly straight 
forward conclusion that the two-variable function, 
Kix.y) = -jL=R^{x,y)e-^-+yy\ (5.4.9) 
V(2n)! 
satisfies the orthogonality property, 
J dxj dy <i>n{x,y) 4>m{x,y) = Sn,m- (5.4.10) 
The polynomials Rn{x, y)/n\ are quasi monomials under the action of. 
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/m _ ^ - ^ 
^^^" ~ ~dx "" dx' 
The Rn{x,y) can be reduced to Legendre polynomials by noting that Pn{^.,y) can 
be alternatively expressed as, 
p u) = M\2 y \J1 L A J L A J L . (5.4.12) 
i^n\x) [n.) 2^^ ((n - fc)!)2 (fc!)2 ^^  ^ 
thus finding, 
P„(a:) = iln ( ^ , ^ ) . (5.4.13) 
We can infer from equation (5.2.11) and (5.4.13) that, 
J2 ^ i^n(cose) = /o (^2tsin (^^j^ Jo (^ 2tcos (^^j^ . (5.4.14) 
We will now discuss about the role and nature of Rn{x,y) and Sn{x,y). 
In [29] it has been shown that the polynomials Snix,y) satisfy the generating 
function, 
T eSn{x,y) = , ^ (5.4.15) 
to ^ ' ^i_22/f + (y2_4x)i2 ^ ' 
which on account of the fact that the ordinary Legendre polynomial satisfy the 
identity (1.4.20) suggest that, 
Sn{x, y) = (y2 - 4a:)"/2 p^ (-^=5%=^ , (5.4.16) 
The Rnix, y) polynomials can be expressed in terms of Legendre polynomials, 
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K{x,y) = {x + yrPnr—^]. (5.4.17) 
which can be exploited to derive the generating function, 
E t^Rn{x,y) = , ^ (5.4.18) 
^0 ^l-2{x-y)t + ix + y)H2 
Furthermore, 
oo jn 
J2 -;Rn{x,y) = e^y-^^'Coixyt^) (5.4.19) 
n = 0 
The polynomials Sn{x,y) from a two dimensional orthogonal basis, we can derive 
the identity, 
Y: t- Sn{x,y) = ey'-'\ e*'+^ -^' *\ (5.4.20) 
n=0 
which by recaUing, 
E '-:H^{x,y) = e^'^y'' 
n=0 " ' 
n=0 
allows to conclude that. 
oo in 
J2 -f Ln{-x) = e' Co{~xt) (5.4.21) 
!."»] « i 
'S'n(a;,y) = E ^^^^^2s)\ ^"-2*^2/'-1) ^^(-^)- (5-4.22) 
Accordingly, the function. 
Pn{x, y) = An Sn{x, y) e- 8 +f (5.4.23) 
where An being a normalization constant, satisfies the orthogonality condition, 
/
oo roo 
_^'^^j_^dyPn{x,y)Pm{x,y) = 6n,m. (5.4.24) 
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Rn{x, y) are binomial discrete convolutions of Laguerre polynomials. We introduce 
the following Hermite convolution, 
R^)ix,y) = (n!)2f: ( " ^ r ^n-n..(.r) L.(y) ^^  ^ 25) 
" f^Q {n-ms}\s\ 
This family of polynomials is characterized by the generating function, 
E T W R^rTK^.y) = e'-'"" Coixt) Co{-yn (5.4.26) 
which can be shown to be directly linked to Humbert-type polynomials [84]. 
We further have a hnk between Jacobi and Laguerre polynomials. 
/o°° dt e-* r+"+^ L(,") 1—3: J. 2 *• 
^ ^ ^ H ^ ) = F^ o\y • (5-4-27) 
r (n + Q + / ? + l ) 
the above result ([65]; p.94(13)) is a very useful tool to investigate new properties 
of the Jacobi polynomials. 
5.5 MONUMBRAL POLYNOJVLIALS AND THE ASSOCI-
ATED POLYNOMIALS 
The monumbral polynomials h^\x,a) satisfies the differential equation, 
^ ^ /iff (:r,a) + x - ^ ^ ^ ( x . a ) = n h<;r\x,a). (5.5.1) 
the above result is valid for the whole classes of Appell and Hermite Kampe de 
Feriet polynomials. 
The operational definition of h^^x, a) is given by, 
e ) ( x , a ) = e x p | a ^ | ( x " ) . (5.5.2) 
which can be complimented by its inverse, 
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I d"' [/i^rH^.a)]. (5.5.3) 
The formalism underlying the monumbrality principle is very flexible,for example 
by taking m = 1 and a* = (-l)*/s! we find; 
h^\x,a) = x^Ux-') (5.5.4) 
where L„(x) denotes the ordinary Laguerre polynomial (1.4.25). 
The generating fimction relevant for m = 1 is, 
f ; ^ / ^W(a : , a ) = e'(^+'') (5.5.5) 
n=0 " ' 
according to the property, 
/li";) (a:, a) = M" /ij'"^ (a:, a). (5.5.6) 
We obtain, 
oo j.n 
E -Ttf i (^-«) = e-'-^'''/.p)(x,a). (5.5.7) 
n = 0 "•• 
and it is worth noting that, 
00 J.S 
e'^h\'\x,a) = j:-^h<i^]{x,a). (5.5.8) 
BernoulU polynomials are provided by the Bernoulli numbers and according to 
equations (5.5.6) and (5.5.7) we find, 
oo ^n 
E -\Bn+i{x) = e^Pi{x,t). (5.5.9) 
n = 0 "•• 
where, 
(5.5.10) 
• rtS (^  - r)\ r\ s=0 S! 
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In analogy to the ordinary case, 
exp I < (x + 2a — J i = exp{te + ta^} exp | 2at — L 
e x p | 2 a < ^ | fix) = f{x + 2at). (5.5.11) 
where f{x) is specified by a series expansion, 
fix) = f: Ar^ix^. 
n=0 
then, 
oo 
fix + 2at) = Yl An Onix,a]t), 
n=0 
gnix,a-t) = E f M a. x^-" (2t)^ (5.5.12) 
5=0 \ ^ 
We can easily see that, 
00 ^n 
n=0 
£ - : h%ix, a) = e^ e"*' h^^\x + 2at, a), (5.5.13) 
where 
[n/2] ri / .\ 
tf>(x + 2a,a) = .! E § ^ . S 
n—2s n-2s / 
Fn,sior.,a;t) = ^ I 
r=0 \ 
^ - 2 M n-2s-r 
^ I " r + s X 
We now consider the Evolution type equations and Rodrigues type formulas. 
The polynomials h^^\x,a) satisfy the partial differential equation. 
^eH:r,y) = |^eH^, ,) , 
/i^)(3:,0) = x \ (5.5.14) 
9 1 
For example we consider the operational definition of Laguerre polynomial (4.4.1) 
which can be extended to the monumbral case, 
U^.y) = n! £ ^ ^ ^ ^ . (5.5.15) 
The alternative definition of Ln{x, y) is given by, 
Ln{x,y) = Co(x^)[y% (5.5.16) 
The above result can be generaUzed consider a polynomial 7r„(x, y) satisfying 
the differential equation, 
dTTn{x,y) = 07r„(a;,?/) (5.5.17) 
with the operator O and ^ being differential operators having eigen functions 0{x) 
and 4){x) respectively, 
7rn(a;,y) = 0[3; 0] (7r„(a;,0)), 
7r„(a:,y) = 0[y O] (7r„(0,t/)). (5.5.18) 
This result is extremely useful and can be exploited to state Rodrigues type formulae 
for a large body of polynomial families 
In [34] has been shown that the polynomials Rn{x, y) equation (5.2.13) reducing 
to the ordinary Legendre polynomial for 
1 + x l - x , ^ 
X — - y - , y — - ^ - . (5.5.19) 
satisfy the equation, 
dx X dx Rr,{x,y) = -dy y dy Rr^{x,y). (5.5.20) 
with. 
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Rn{^,0) - ( - 1 ) " X^ 
n! Rn{0,y) = ^ 
y" 
n! 
We find therefore, 
Rn{x,y) = Coixdyydy) r 
n\ 
Rnix,y) = Co{-ydxxdx) ( -1)" x" 
n\ 
(5.5.21) 
This result provide operational definitions similar to above relevant to the Her-
mite and Laguerre polynomials for Legendre type families. 
The family of polynomials which may be recognized as monumbral is quite large 
and that a wealth of new properties can be easily derived. 
Examples of umbrals are provided by truncated polynomials that is, 
en{x) = n\ Y, X 
is the monumbral h^\x,a) with an = n!, we have 
X — e„(a;) + — en,i{x) = nen{x). 
where e„,r defined according to equation (5.2.9). 
The generating function can be obtained easily, 
OO jfl OO s fS OO 
(5.5.22) 
OO ±n  a j.a  xt 
(5.5.23) 
The Laguerre polynomials can be written in the terms of h^^K^'^^) ^hat is, 
Ui) = eh^r^\C\a). (5.5.24) 
Most of the properties of Laguerre polynomial can be inferred directly that is, 
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Differentiate the above equation (5.5.24) with respect to ^, we obtain 
^L^iO = nC-'h^^Kr\a)-nC-'h^nUr\a), (5.5.26) 
which can be rewritten as 
^ UO = J L„(0 - J L„_: (0- (5.5.27) 
Furthermore, 
= L„_i(0+ei 'n-i , i(0- (5.5.28) 
By noting that, 
(5.5.29) 
we find, 
LniO = Ln-xiO - ^ L'i^UO (5.5.30) 
and more generally, 
i » ( « = E ( j r ^ ( ; ; ^ (- f ) ' i i . t ( f l (5.5.31) 
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