Introduction
Let G be a profinite group. We denote by r n (G) the number of isomorphism classes of irreducible n-dimensional complex continuous representations of G (so that the kernel is open in G). Following [20] , we call r n (G) the representation growth function of G. If G is a finitely generated profinite group, then r n (G) < ∞ for every n if and only if G has the property FAb (that is, H/[H, H] is finite for every open subgroup H of G) [1, Proposition 2] . In the case when G is a finitely generated pro-p group, the property FAb is equivalent to the condition that all derived subgroups G (k) are open. In this paper we shall investigate the function
when G is an FAb compact p-adic analytic group. This function is called the zeta function of representations of G. The main result of this article is as follows. 
In particular, if G is an FAb p-adic analytic pro-p group, then ζ G (s) is a rational function in p
−s .
The proof of this theorem is based on the correspondence between the characters of a uniform pro-p group and the orbits of the action of the group on the dual of its Lie algebra. This correspondence is an analogue of the Kirillov theory, introduced first in the context of nilpotent Lie groups and then used in many other situations (see [16] ). The correspondence is quite explicit, and it also gives the exact formula for characters in some cases. We believe that Theorem 1.1 also holds when p = 2, but now we only can prove it when G is a uniform pro-2 group (see Theorem 1.2).
Conversely, given a uniform Z p -Lie lattice N, the uniform pro-p group N corresponding to N can be constructed via the Baker-Campbell-Hausdorff formula H. Its underlying set is again N, and the group product of x, y ∈ N is given by xy = H(x, y).
Recall that the Baker-Campbell-Hausdorff Formula (BCHF) is H(x 1 , x 2 ) = log(e x 1 e x 2 ) regarded as a formal power series in two noncommuting variables. Equivalently, this is a formal power series H(x 1 , x 2 ) such that
The homogeneous component of H(x 1 , x 2 ) of degree n is denoted by H n (x 1 , x 2 ), so that H(x 1 , x 2 ) = ∞ n=1 H n (x 1 , x 2 ). The main fact about the BCHF is that H n (x 1 , x 2 ) is a Lie word in x 1 and x 2 (see [18, Theorem 9 .11]). For example, H 1 (x 1 , x 2 ) = x 1 + x 2 and H 2 (x 1 , x 2 
Let {e k } be a Z-basis of the free Lie algebra generated by x 1 and x 2 , consisting of simple commutators. Then we can express H n as H n = λ k,n e k , for some λ k,n ∈ Q. We need the following fact about the coefficients λ k,n ([2, Proposition II.8.1]):
where v p ( a b p s ) = s if (a, p) = 1 and (b, p) = 1. We also will use the following well-known formula:
Although a uniform pro-p group and its associated Z p -Lie lattice are the same as sets, sometimes it will be important to emphasize whether we speak about the group or the lattice. Therefore, in the following if A, B, N , etc., are pro-p groups, the associated Z p -Lie lattice will be denoted by A, B, N, etc. For example, Irr(N ) will be the set of irreducible characters of the group N and Irr(N) the irreducible characters of the abelian group (N, +). The Lazard correspondence can be used not only in the context of uniform prop groups. Indeed, Lazard [19] constructed his correspondence for a more general family of pro-p groups, saturable pro-p groups. We will call a pro-p group M strong if
the map x → x p is a bijection between M and M p ,
operations (2.1) are well defined and M is a Z p -Lie lattice with respect to these operations.
For example, in [13] it is shown that any subgroup of a uniform pro-p group of rank less than p is strong. More results in this direction can be found in [17] . It follows implicitly from [10] that any normal subgroup of a uniform pro-p group is strong if p > 2. In Lemma 2.1 we present a family of strong pro-p groups which appear naturally in this work. We say that a pro-p group (1) A is strong, and A is k
Proof. By the definition of a k 1 2 -uniform pro-p group, there exists a (k + 1)-uniform pro-p group N such that N p ≤ A ≤ N . (1) We divide the proof of the first statement into several steps:
Note that
Since N is powerful, xy, N p is also powerful (see [18, Lemma 11.7] ). Hence
Step 2.
Step 3. If x, y ∈ A and n ≥ 1, then (x G exist for any x, y ∈ N . By Step 3, these two limits are in A if x, y ∈ A. Hence A is closed under the operations (2.1), and since N is a Z p -Lie lattice with respect to this operations, A is a sublattice. Clearly A is k 1 2 -uniform.
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(3) This is a consequence of (2.2) and part (2) of this lemma. 
If N is a strong pro-p group, then N acts on N by conjugation (recall that N and N coincide as sets). The definition (2.1) of the Lie operations on N implies that the action by conjugation of an element from N is a Lie homomorphism of N. Hence N also acts on Irr(N):
The group Irr(N) is a direct limit of Irr(N/p n N), whence any N -orbit in Irr(N) is finite. If Ω ⊆ Irr(N), we define Φ Ω : N → C by means of
Note that if Ω is an N -orbit in Irr(N), then Φ Ω is a class function on N . In the following lemma we collect some basic properties of these functions.
Lemma 2.2. Let N be a strong pro-p group.
(1) Let Ω 1 and Ω 2 be two N -orbits in Irr(N). Then
In particular, two different orbits Ω 1 and Ω 2 give two different functions If w ∈ Irr(N), we define
We see that B w is a bilinear form on N. Put
We have the following important result. Now let us assume only that k = 0. We will prove the lemma by induction on |N : Rad(w)|. The case pN ≤ Rad(w) is considered in the previous paragraph. Suppose now that pN ≤ Rad(w). Let n ≥ 1 be such that
Lemma 2.3, T is 1-uniform. Now we can apply the induction hypotheses because |N : Rad(w)| > |T : Rad(w T )| and T is P -invariant. Hence there exists a polarizing 1 2 -uniform Z p -Lie lattice A for w T that is stable under the action of P . We show that A also polarizes w.
From the previous discussion we know that there exists a Proof. The first part of the lemma follows from Lemma 2.1(4) and the second and third from Lemma 2.1(3). Proof. Let us first assume that p ≥ 5. Then by Lemmas 2.8 and 2.6, Φ Ω is a class function induced from a linear character of a subgroup. Hence Φ Ω is a character of N . By Lemma 2.2(1), Φ Ω has norm 1, and so Φ Ω is an irreducible character. Using Lemma 2.2(2), we obtain that {Φ Σ | Σ is an N -orbit in Irr(N)} is the set of all irreducible characters of N . Now suppose that p = 3. The argument of the previous paragraph does not work in this case, because not every w ∈ Irr(A) that is trivial on [A, A] L is a character of A when A is 1 2 -uniform (see Lemma 2.6). We will use another observation. Note that any orthogonal matrix over Q with nonnegative entries is a permutation matrix. Therefore, if we have two orthonormal bases and the matrix of change of bases has only nonnegative rational entries, then these two bases coincide. Hence it is enough to prove that for any λ ∈ Irr(N ) and any N -orbit Ω in Irr(N) the scalar product λ, Φ Ω is nonnegative. We divide the proof into several steps:
Step 1. Let N be a uniform pro-3 group, and let w ∈ Irr(N) be N -invariant. Then w, λ is a nonnegative integer for any λ ∈ Irr(N ).
By Lemma 2.6, w is a linear character of N . Therefore, w, λ is a nonnegative integer for any λ ∈ Irr(N ).
Step 2. Let N be a uniform pro-3 group, and let w ∈ Irr(N) be such that
If Ω is the N -orbit of w, then Φ Ω , λ is a nonnegative rational number for any λ ∈ Irr(N ).
Since
Since there are only |N : St N (w)| = |Ω| linear characters of N satisfying this property, they are all in Ω. Hence Φ Ω (a) = 0 for any a ∈ St N (w). Thus,
is a nonnegative rational number by Step 1.
Step 3. Let N be a uniform pro-3 group. Then for any λ ∈ Irr(N ) and any N -orbit Ω in Irr(N) the scalar product λ, Φ Ω is a nonnegative rational number.
By Lemma 2.5 there exists a
Note that B is uniform. Since A is
By Lemma 2.8, w B A = Φ Σ , where Σ is the B-orbit of w B in Irr(B). Thus, we obtain that
is a nonnegative rational number by Step 2.
As we have indicated previously, Step 3 implies the theorem in the case p = 3. 
Lemma 2.10. The functions w and µ coincide on St
a, x] L ) = 1. Therefore, using Lemma 2.1(3), we obtain that
In particular, we see that
.
For every a ∈ B and (
Proof.
2 ). (3) By Lemma 2.10 and the previous item, c can be considered as a function on
, we obtain the desired result. Now we are ready to describe the characters of an arbitrary uniform pro-2 group. 
Proof. Let λ ∈ Irr(N 2 ), and take φ ∈ Irr(N ) lying over λ. Choose w ∈ Irr(N) such that w N 2 , λ = 0. Let B be a 1 1 2 -uniform Z p -Lie lattice polarizing w 4 in N (see Lemma 2.5). Then A = 2B is a 2 1 2 -uniform lattice polarizing w 2N in 2N. We will divide the proof of the theorem into several steps:
Step 1. There exists a linear character µ ∈ Irr(A) such that µ is a constituent of λ A and µ, w A = 0.
Let Ω be the N 2 -orbit of w 2N in Irr(2N). By Lemma 2.8,
Hence, by Frobenius reciprocity,
Thus, there exists an irreducible constituent µ ∈ Irr(A) of λ A such that µ, w A = 0. By Lemma 2.6(1), µ is linear. From now on we fix one such linear character µ ∈ Irr(A).
Step 2. We have
Step 3. We have λ = µ 
Let T 1 be a transversal of N 2 ∩ B over A, and let T 2 be a transversal of B over
Using Lemma 2.11(4), we obtain that
where
2 ) (we use (2.5))
Step 4. We have St
Then, using the previous step and the expression for µ from Lemma 2.11(4), we obtain that there are
. Now, suppose x ∈ St N (λ). Using (2.6), we obtain that x ∈ BN 2 . Hence we only need to consider the case x ∈ B.
Let α = t∈T w t A . Then, by (2.5), α
On the other hand, by Lemmas 2.11(1) and 2.10,
Since µ N 2 = λ and St N (λ) fixes λ, β St N (λ) lies over λ for every β ∈ Irr(St B (µ)|µ). In particular, we have that
On the other hand,
Hence we have
The last equality is a consequence of Step 2 and Step 4. Thus, we obtain that if γ, δ ∈ Irr(St B (µ)|µ), then
which proves Step 5.
Let ψ be a character of St N (λ) such that φ = ψ N . By
Step 5, there exists a
Step 6. The subgroup C is 1 1 2 -uniform, and C is a polarizing lattice for w in N.
Note that E is a uniform Z 2 -Lie lattice. By Lemma 2.3, Rad(w 2 N ) is uniform. Hence, by Lemma 2.1(2),
Thus, a fixes δ and so a ∈ C = St B (δ).
Step 7. Let ∆ be the N -orbit of w in Irr(N). Then
In the case
N , by Lemma 2.8, and φ = δ N = (δ B ) N , we obtain the desired result. Now, in order to construct the desired bijection, we have to show that the number of irreducible characters lying over λ coincides with the number of N -orbits of characters w ∈ Irr(N) such that w N 2 , λ = 0. In both cases this number is equal to
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Thus, we can extend d to a function from N/N 2 to ±1. Observe that 
p-adic integration
In this section we give an explanation of the notion of a definable p-adic integral and we introduce the facts that we will use later. More detailed discussion of this subject can be found in [3, 6, 4, 8] .
We use the standard notation for p-adic sets. | | p is the standard p-adic valuation on
Also, µ will be the Haar measure on Q n p . We always suppose that µ(Z 
We define the function D : Z For n > 0 we define P n to be the set of nonzero nth powers in Z p . We define the following language considered in [6] : Let L an D be the language with logical symbols ∀, ∃, ¬, ∨, &, =, a countable number of variables X i and (1) an m-place operation symbol F for each F (X) ∈ Z p {X}, m ≥ 0; (2) a binary operation symbol D; (3) a unitary relation symbol P n for each n ≥ 2.
2) the binary operation symbol D as the function D; (3) P n (x) to be true if x ∈ P n . We call such a subset M φ definable. A function f : V → Z p is called definable if its graph is a definable subset. Note that, in particular, a definable function is bounded.
With each pair of definable functions
we associate the following function:
We shall call this function a definable integral. Our proof of Theorem 1.1 is based on the following important result: 
The uniform case
In this section we prove Theorem 1.2. First, we consider the case g = 1, and then we present a general argument. The main steps of our proof are as follows. First, using Corollary 2.13 we interpret the function ζ N (s) in terms of the associated Z p -Lie lattice. Next, we express the function Recall that N * = Hom Z p (N, Z p ). Since N acts on N, N * is also an N -module. For each i ≥ 0 we fix θ i a p i th primitive root of 1 in C and we construct an N -homomorphism π p i : N * → Irr(N/p i N) in the following way:
The kernel of π p i is equal to p i N * , and so π p i is surjective.
. This set will be the domain of integration:
Proof. First note that if (a, z) ∈ W and w = π z (a), then
The integral which appears in the previous lemma is not definable. In the following we will see how we can transform it in a definable integral.
We recall now some known facts about endomorphisms of Z n p . Any book on matrices over a principal ideal domain contains these facts (see, for example, [22] ). Let A, B ∈ M n (Z p ) be two matrices over Z p . We write A ∼ B if there are two invertible matrices C 1 and C 2 over Z p such that C 1 AC 2 = B. Of course, A ∼ B is an equivalence relation. The canonical forms of matrices with respect to this relation are the following:
Proof. It is enough to observe that
This diagonal form is called Smith's normal form. Now we present a method of calculating Smith's normal form. If A = (a ij ) 1≤i,j≤n and U, V ⊆ {1, · · · , n}, such that |U | = |V |, we put
For any 1 ≤ i ≤ n we fix an order on the set of pairs (U, V ), where U and V are subsets of {1, · · · , n} with i elements. We put h 0 (A) = 1, and for 1 ≤ i ≤ n we define h i (A) to be g U,V (A), where (U, V ) is the unique pair such that
Lemma 4.3 ([22, Corollary 26.1]). Let
By 
Lemma 4.4. Let
Proof. By Lemma 4.2, we can choose bases of M 1 and M 2 such that the matrix A associated with φ in these bases is diagonal and equal to
Since |h i (φ)| p = |h i (A)| p for all i, we obtain the lemma from Lemma 4.3.
Let Ψ : N * → Hom Z p (N, N * ) be the map defined in the following way:
Proof. Let |z| p = p −i . Then we have the following series of equivalent propositions:
Let {e 1 , · · · , e n } be a basis of N and {f 1 , · · · , f n } a basis of N * . Thus, any element a from N or N * is identified with a vector (a 1 , · · · , a n ), and we can view Hom 
Then α is a definable function on W . Using Lemmas 4.4 and 4.5, we obtain the following corollary. Proof. 
Therefore, by Lemma 4.7 and Corollary 4.6, |z|
Proof. Denote by ρ i the sum of all Φ ∆ where ∆ is any N -orbit in Irr(N) of size p 2i . Then if p > 2, Theorem 2.9 says that µ i = ρ i .
If p = 2, Theorem 2.12 says that µ i coincides with ρ i on elements from N 2 . Now, note that for any character σ of N/N 2 , ρ i = σρ i and µ i = σµ i . Hence both ρ i and µ i vanish outside N 2 . We conclude that ρ i = µ i in the case p = 2 as well.
Now we are ready to prove Theorem 1.2.
Theorem 4.11. Let N be a uniform pro-p group. Then for any
Proof. By the previous lemma,
Let θ m be a p m th primitive root of 1. If the order of w is equal to
Therefore, we have
Now, note that the sets
Following the proof of Theorem 4.9, we obtain that
and
Hence, as in the proof of Theorem 4.9, we conclude that
Character extensions
In order to prove Theorem 1.1 for an arbitrary compact p-adic analytic group G, we need to develop a theory of extensions of characters from a normal uniform subgroup N of G to characters of G. Thus, we should adapt the Clifford theory to our case. Let F be a profinite group, V a normal open subgroup of F , and θ ∈ Irr(V ) an irreducible character of V . Under these hypotheses we say that (F, V, θ) is a generalized character triple. If, moreover, θ is F -invariant, then we say that (F, V, θ) is a character triple. We refer the reader to [14, Section 11] for general discussion on character triples. For every generalized character triple we define the function f (F,V,θ) (s) by means of
From the Clifford theory we know that if (F, V, θ) is a generalized character triple, then
Therefore, the calculation of the function f (F,V,θ) (s) is reduced to the case when (F, V, θ) is a character triple. From now on we will suppose this. For the convenience of the reader and in order to fix the notation, we recall the definition of the abelian group
The set of 2-cocycles of K forms a group under pointwise multiplication. This group is denoted by
Note that δ is a homomorphism from the group of C * -valued functions on K into
, which we will also denote by φ * . From [14, Theorem 11.7] we know that any character triple (F, V, θ) determines uniquely an element from H 2 (F/V, C * ). We denote this element by β (F,V,θ) . Let us recall this construction. Let T be a transversal for V in F and M a left irreducible CV -module corresponding to the character θ. Since θ is F -stable, the left CVmodule tM is isomorphic to M for any t ∈ T . Let ψ t : tM → M be an isomorphism of CV -modules. Put a t (m) = ψ t (tm). Then it is clear that a t ∈ End C (M ). Any element f ∈ F has the form f = tn, where t ∈ T and n ∈ N . We define an endomorphism a f of M by means of a f (m) = a t (nm). Let g ∈ V , m ∈ M , and f 1 , f 2 ∈ F . From the construction of a f we have
Hence a (f 1 f 2 ) −1 a f 1 a f 2 is an endomorphism of M as a CV -module. But M is irreducible and so, by Schur's Lemma, a (f 1 f 2 ) −1 a f 1 a f 2 is multiplication by a nonzero constant, which we denote by α (F,V,θ,T,{ψ t }) (f 1 V, f 2 V ). Now, it can be proved that α (F,V,θ,T,{φ t }) is a 2-cocycle of F/V ; its image in H 2 (F/V, C * ) is denoted by β (F,V,θ) . Although the construction of α (F,V,θ,T,{ψ f }) depends on the choice of T and ψ t , t ∈ T , the element β (F,V,θ) does not.
For our purposes the following proposition is very useful. 
Proof. First, note that by [23, Corollary 7.26 
). Then the argument of [14, Theorem 11.28 ] implies that (F 1 , V 1 , θ 1 ) and (F 2 , V 2 , θ 2 ) are isomorphic character triples in the sense of [14, Definition 11.23] . Hence, by [14, Lemma 11.24 
The following result is a generalization of [15, Lemma 4.1].
Lemma 5.2. Let (F, V, θ) be a character triple and S a subgroup of F such that
F = SV . Put H = V ∩ S. Assume that µ is an irreducible S-stable character of H and µ, θ H = 1. Then τ * (β (F,V,θ) ) = β (S,H,µ) ,
where τ : S/H → F/V is the natural group isomorphism that sends sH to sV .
Proof. Let M be a left irreducible CV -module corresponding to the character θ. Then the restriction of M to H is isomorphic to M i . Since µ, θ H = 1, we can suppose that M 1 corresponds to the character µ and the rest of the M i are not isomorphic to M 1 . Let T be a transversal for H in S. Then T is also a transversal for V in F . As was explained at the beginning of this section, for any t ∈ T we can define an isomorphism of V -modules ψ t : tM → M . We show that ψ t sends tM 1 to M 1 . Since tM 1 is isomorphic to M 1 as an H-module, because t fixes µ and ψ t is a V -isomorphism, ψ t (tM 1 ) is isomorphic to M 1 as an H-module. Since M has only one H-submodule isomorphic to M 1 , we obtain that ψ t (tM 1 ) = M 1 . Hence (ψ t ) tM 1 : tM 1 → M 1 is an isomorphism which we can use in the calculation of β(S, H, µ). Thus, for any x, y ∈ S and 0 = m ∈ M 1 we have
In the following corollaries we present two particular cases of the previous lemma of special interest. 
Proof. Let Ω be an N -orbit of w in Irr(N). By Theorem 2.9, λ = Φ Ω . Hence, it is clear that St G (w)N stabilizes λ. On the other hand, if λ g = λ for some g ∈ G, then there should exist n ∈ N such that w g = w n . Hence gn
Let P be a pro-p Sylow subgroup of St G (λ). From the previous paragraph P = St P (w)N . By Lemma 2.5, there exists a polarizing uniform Z p -Lie lattice A for w that is stable under St P (w). By Lemma 2.6, w A is a linear character of A.
and so, by Proposition 5.1,
Thus, the last theorem reduces the study of f (St G (λ),N,λ) (s) to the study of f (St G (w),St N (w),w St N (w) ) (s). The advantage of this reduction is that w St N (w) is a linear character of St N (w). We finish this section by considering character triples of linear characters.
Let Q be a finite group and F a free group on |Q| variables (so that F is generated by x q , q ∈ Q). Define a homomorphism φ :
SinceF is central by finite, the derived subgroupF ofF is finite. Let β and α be Finvariant linear characters of H. Since they are F -invariant, we can regard α and β as characters ofH. We will need the following criterion. Proof. Let γ be a linear character ofH which is trivial onF ∩ H. Then there is a linear character τ of F such that τ H = γ. Hence f (F,H,α) = f (F,H,αγ) .
The conditions of the lemma imply that αH ∩F and βH ∩F are conjugate by an element σ of the Galois group of Q. Hence α = β σ γ, where γ is a linear character of H which is trivial onH ∩F . By the previous paragraph, f (F,H,α) = f (F,H,β σ ) . On the other hand, f (F,H,β) = f (F,H,β σ ) because there is a natural bijection between characters over β and β σ conserving degrees.
is an exact sequence, i.e., φ is a surjective homomorphism with kernel N . Let {t q |q ∈ Q} be a transversal for N in G such that φ(t q ) = q, and let α be a G-invariant linear character of N . Define a vector 
This is the consequence of the previous lemma.
The general case
In this section we finish the proof of Theorem 1.1. Let G be a p-adic analytic group with p > 2. We can find an open normal 2-uniform subgroup N of G. Since G acts on N, G also acts on N * . We will use the notation of Section 4. Let {e 1 , · · · , e n } be a basis of N and {f 1 , · · · , f n } a basis of N * . Thus, any element a from N or N * is identified with a vector ( In particular, the lemma holds when k = 1. Now, suppose that k ≥ 2 and the lemma holds for k − 1 . Since C M 2 (R) (x k ) ∩ mM 2 (R) = mC M 2 (R) (x k−1 ), we obtain from the inductive hypothesis and (7.1) that Let λ ∈ Irr(G). We define the level n(λ) of λ to be the least number n ≥ 0 such that G n+1 ≤ ker λ. The characters of G of level 0 are well known: they are characters of the group SL 2 (F q ). We fix our attention on characters of positive level. We divide these characters into three groups as follows. Let λ ∈ Irr(G) be of level n > 0 and v λ an irreducible constituent of λ G n . Since v λ is an irreducible character of G n /G n+1 , using Lemma 7.1, we can consider v λ as an element of sl 2 (F q ). Then we define the type of λ as follows: 
we obtain that
where λ is any character from Irr(G|v). For example, we calculate the number of the irreducible characters of level n and type I. In sl 2 (F q ) there are (q −1)/2 G-conjugacy classes of diagonalizable nontrivial elements. Hence, by (7.2) and Theorem 7.4, the number of irreducible characters of level n and type I is equal to q − 1 2 q(q + 1)q 3n−2 (q − 1)(q + 1)
The number of irreducible characters of level n and type II is equal to q − 1 2 q(q − 1)q 3n−2 (q − 1)(q + 1)
2 .
The number of irreducible characters of level n and type III is equal to Applying Theorem 7.4, we obtain the desired formula for ζ SL2(R) .
