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CR1SUMÉ
Nous allons présenter dans ce mémoire une méthode de reconstruction en trois di
mensions qui se base sur des cartes de profondeurs de la forme que l’on cherche à
reconstruire, prises sous différents angles de vue. Pour chacune des directions, une
carte de profondeurs nous donne “l’épaisseur” de la forme sur un quadrillage de la
vue observée. Ces données sont donc de type tomographique. Pour chaque angle de
vue, ces cartes sont obtenues à partir de données visuelles observées à l’avant et à
l’arrière de la forme étudiée où l’on relève des distances et qui permettent ainsi d’en
déduire les profondeurs. Les occlusions n’apparaissent donc pas dans ces données.
On réalise ensuite les mêmes projections sur une forme polyédrique arbitraire de
départ que l’on va chercher à déformer de façon à obtenir l’objet visé. Cette défor
mation se fait de façon récursive en cherchant à minimiser, gràce à une descente de
gradient, une fonction d’énergie qui calcule la différence entre les profondeurs des
données de la forme étudiée et celles de la forme que l’on modèle.
Mots clés: tomographie, carte de profondeurs, reconstruction eu trois
dimensions, descente de gradient, polyèdre
ABSTRACT
o
We present in this thesis a method of reconstruction in three dimensions which
is based on maps of depths of the form that we want to reconstruct, taken under
various angles of sight. For each direction, a map of depths gives us “the thickness”
of the form on a grid of the sight observed. This data is thus of a tomographic type.
For each angle of sight, these maps are obtained starting from visual data observed
at the front and the back of the form observed, where we measure the distances and
which thus makes it possible to deduce depths from them. Occlusions do not appear
in this data. We then do the same projections of an arbitrary polyhedric original
shape that we seek to deform in order to obtain the object to be reconstructed.
This deformation is made recursively while seeking to minimize, with a gradient
descent, an energy function which computes the differences between the depths of
the data of the studied shape and those of the shape which we model.
Keywords: tomography, map of depth, three dimensional reconstruc
tion, gradient descent, polyhedron
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NOTATION
C
On note y ou suivant le contexte pour désigner l’ensemble (les points consti
tuant la forme que l’on modèle pour retrouver la forme cible.
v représente donc le i-ème point de la forme.
d l’ensemble des valeurs des cartes de projection de la forme étudiée que l’on cherche
à reconstruire.
représente la valeur de la carte de profondeur prise sous l’angle O au niveau
de la droite d’équation x i, y
=
j.
p et P6,i,j représentent les mêmes données mais pour la forme que l’on modélise. On
pourra aussi les noter p(v) et pû,j,j(V) pour préciser que ces données dépendent
des points y de la forme.
Pour un point d’indice j, on utilisera les notations x, y et z pour désigner ses
coordonnées.
- représente la dérivé partielle par rapport au point v. et représentent les
vecteurs unitaires selon les axes respectifs (O, z), (O, y) et (O, z). •Tous les repères
dans lesquels nous travaillons sont directs et orthonormés. On a ainsi
_ê__ 8,-;
8v — + + 8z
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CHAPITRE 1
o
INTRODUCTION
Le sujet de ce mémoire tourne autour du champ d’étude de la reconstruction
en trois dimensions. Ce domaine est très vaste et très développé notamment en
vision par ordinateur et en robotique. De nombreuses méthodes ont été conçues à
ce sujet. On peut distinguer parmi la plupart d’entre elles quelques grands axes de
méthodes de base qui ont été ensuite améliorées et complexifiées au travers de diffé
rentes études. On observe ensuite également des algorithmes très spécifiques à leur
domaine d’application, ce qui les place très à part des autres mais qui permettent de
très bonnes optimisations de la reconstruction. Enfin, deux points importants dans
toute méthode de reconstruction en trois dimensions sont la nature des données
à partir desquelles on travaille, et le procédé mis en oeuvre pour obtenir celles-
ci. Dans notre cas, nous repartirons d’une méthode de reconstruction purement
mathématique qui se base sur le traitement de cartes de profondeurs prises sous
différents angles de vue pour reconstituer la forme visée. Nous nous distinguerons
du programme original sur la nature de ces cartes et la façon de les obtenir. Nous
verrons dans une première partie un état de l’art dans le domaine de la recons
truction en trois dimensions en présentant les méthodes générales de ce domaine.
Puis nous verrons notre propre méthode en la développant étape par étape et en
faisant ressortir les aspects qui la distinguent des autres. Nous présenterons après
cela une série de résultats illustrant les forces et les faiblesses de notre algorithme.
Enfin nous terminerons par une discussion et une conclusion.
o
CHAPITRE 2
C
MÉTHODE DE RECONSTRUCTION EN TROIS DIMENSIONS
2J Introduction
Le domaine de la reconstruction en trois dimensions est un sujet très étudié dans
le secteur de l’imagerie. Celui-ci est depuis cette dernière décennie en constante évo
lution. Il existe donc aujourd’hui rn grand nombre de méthodes et dalgorithmes
traitant de ce problème. Ces derniers sont variés et exploitent toutes sortes d’idées.
Tous ont cependant leurs avantages et leurs défauts. Leur utilisation dépend en effet
des contraintes matérielles t qualité et précision des caméras, appareils photo, sup
port pour les positionner, logistique de l’acquisition des données; des contraintes
de l’objet ou de la scène étudiée ainsi que celles concernant l’environnement : di
mension de la scène ou de l’objet, distances intervenant entre les objectifs et les
sujets, nature de la scène complexe ou simple, statique ou en mouvement, nature
des lumières et des réflexions des objets, présence d’occlusions c’est-à-dire de points
visibles seulement à partir de certains points de vue; des exigences recherchées
qualité et précision, temps de calcul; et enfin des pré-requis et de la part d’action de
l’utilisateur t connaissance approximative de la forme recherchée, automatisation
de la reconstruction ou intervention de l’utilisateur au cours de certaines étapes.
On comprend donc qu’il est difficile de faire le tour (le l’ensemble de ces ap
plications. On peut néanmoins observer que la plus grande partie des méthodes
générales tournent autour du principe de la stéréoscopie. C’est ce sujet que nous
développerons dans un premier temps. Nous étudierons ensuite plus précisément
l’un de ces algorithmes les plus connus en reconstruction appelé « space carving
o
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» ou « creusage de l’espace ». Nous verrons ensuite un exemple de méthode spé
cialisée dans le domaine médical et ayant la particularité de se baser sur de fortes
connaissances a priori. Enfin nous porterons notre réflexion de façon précise sur
notre méthode qui repose sur le traitement de cartes de profondeurs pour effectuer
la reconstruction en trois dimensions du sujet étudié.
2.2 Stéréoscopie
La stéréoscopie constitue l’un des axes majeurs de la reconstruction en trois
dimensions. C’est également l’une des méthodes les plus anciennes. Elle se base sur
le même principe de fonctionnement que la vue humaine. Il s’agit de retrouver les
profondeurs des objets d’une scène à partir de deux images de cette même scène
mais prises à des points de vue différents.
Dans le cas général et simplifié, on doit tout d’abord faire certaines hypothèses
sur la scène étudiée et sur le matériel utilisé. On doit tout d’abord faire l’hypothèse
que les surfaces des objets de la scène sont de type lambertiennes, c’est-à-dire que
l’image renvoyée par les points de la surface des ob.jets est indépendante du point
de vue. Ceci n’est en particulier pas vérifié lorsque les objets sont brillants.
L’hypothèse suivante, est une hypothèse de lissage. Celle-ci apparaît souvent
dans les calculs. Elle sous-entend que le monde est constitué d’un ensemble de
surfaces lisses et que deux points côte à côte ont donc plus de chance d’être à
des profondeurs proches qu’éloignées. Enfin on doit également faire des hypothèses
sur la qualité des images sur lesquelles on travaille et sur l’utilisation du matériel.
Comme nous le verrons par la suite, il est tout d’abord important que les images
4Q ne subissent pas d’effet de distorsion. Il faut ensuite que l’emplacement des caméras ainsi que leurs paramètres internes soient parfaitement connus, il s’agit des
hypothèses de calibration. A celle-ci est liée celle de la géométrie équipolaire. Cela
consiste à pouvoir faire correspondre les pixels d’une droite d’une image avec ceux
d’une droite de l’autre image. Il faut pour cela que les plans formés par les centres
optiques de chacune des caméras et les deux droites qui se correspondent soient
confondus. Dans le cas le plus simple, les deux caméras sont à la même hauteur et
sont légèrement décalées l’une de l’autre.
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FIG. 2.1 Schéma représentant la géométrie de l’expérience. On voit apparaître les
deux plans images définis par les vecteurs u1,v1 et u2, y2. Le plan équipolaire H, et
les deux droites mises en correspondance lm.1 etÏm2.
2.2.1 Méthodes locales de hase
Expliquons à présent le principe de la stéréoscopie. On rappelle que le but de
la stéréoscopie est de retrouver la profondeur des pixels d’une image, soit encore
d’évaluer le relief d’une scène. La stéréoscopie traditionnelle fait pour cela appel à
o
Ddeux images prises à des points de vue très proches de façon à ce que les points
qui apparaissent sur une image apparaissent également sur l’autre et réciproque
ment. Si on imagine par exemple un obstacle avec des objets derrière lui, si une
des caméras est placée juste devant celui-ci et l’autre à coté. La première image ne
verra que l’obstacle alors que la seconde fera apparaître ce qui se trouve derrière
et les deux images ne pourront donc être mises en correspondance. Ce sont des
problèmes d’occlusions. On parle d’occlusion lorsqu’il y a des parties cachées. On
peut remarquer que lorsque les occlusions sont communes aux deux images, cela
ne pose pas de problème.
Ayant ces deux images légèrement décalées l’une de l’autre, il nous faut alors
trouver les correspondances entre les pixels de ces deux dernières. Pour cela on se
sert de la géométrie équipolaire mise en place lors de l’expérience. Prenons l’image
1 comme image de référence et admettons pour simplifier le problème que les deux
images soient prises à la même hauteur. On sait alors que pour un pixel de cette
image, le pixel correspondant de l’autre image se trouve sur la droite située à la
même hauteur. Et par ailleurs sensiblement à la même place. Dans le cas le plus
simple et le plus direct, on comparera la couleur de tous les pixels de cette droite
avec celle du pixel de l’image de référence. Celui qui aura la couleur la pius proche
sera alors considéré comme le point correspondant.
Enfin, par une construction géométrique, l’intersection des deux droites formées
par les deux pixels considérés et les centres optiques des deux caméras sera l’em
placement du point observé dans la scène réelle et on aura ainsi la profondeur du
point dans le monde réel. Ou remarque que ces deux droites sont bien dans le même
plan grâce à la géométrie équipolaire mise en place et donc qu’elle se coupe bien
o
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en un point (celles-ci n’étant en théorie pas parallèles).
La démarche inverse et finalement la plus utilisée, consiste à prendre un pixel de
l’image de référence et à le projeter dans le monde réel en choisissant arbitrairement
une plage de valeurs pour la profondeur de ce point. On obtient donc une liste de
points possibles et on repro jette ensuite ces points dans l’image 2. On obtient alors
une liste de pixels dont on compare les couleurs avec celle du point de référence. La
profondeur qui aura donné le couple de couleur le plus proche sera alors considérée
comme la profondeur réelle. On procède ainsi avec l’ensemble des pixels de l’image
de référence figure 2.2.
-
1
-- -
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FIG. 2.2 Illustration d’un point de l’image 1 projeté dans le monde réel à plusieurs
profondeurs et repro jeté sur l’image 2.
Il s’agit là d’une méthode locale. Retrouver la profondeur permettant de faire
correspondre deux pixels des deux images revient à minimiser une fonction d’énergie
qui ne dépendrait dans ce cas le plus simple que du coût de mise en correspondance.
Ce coût étant proportionnel à la différence de couleurs entre deux pixels.
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2.22 Méthodes globales
On distingue ensuite des méthodes globales qui sont moins directes et un peu
plus avancées 1RC981 [1G981 [1G93] LB199]. On fait alors apparaître un terme de
lissage dans la fonction d’énergie locale pour chaque pixel. Celle-ci se met alors
sous la forme
E (pixel) = Erorrspondancp + Etissage (pixel, pixels_voisins) (2.1)
Ce nouveau terme dépend de la différence de profondeurs entre celle du pixel
étudié et celle de son voisin de droite et de gauche, dans le cas d’un système de
voisinage de premier ordre. On se sert donc ici d’un a priori qui tend à faire dis
paraître les erreurs locales.
2.2.3 Méthodes dynamiques
On peut pousser plus loin cette méthode en allant vers la programmation dy
namique [Vek99] 10LY921 [CHRM96] IOK$5Ï. L’idée n’est plus de tenir compte
seulement des voisins des pixels mais de prendre en compte l’ensemble des pixels
d’une même droite. On cherche donc à minimiser l’énergie globale de cette droite.
Si l’on étudie par exemple les pixels de gauche à droite, on peut pour chaque pixel,
excepté le premier, prendre comme énergie
E (pixel, profondeur d) = min + Etj.çsage (pixel, pixels_voisin)
profonde7lr d’
+E(pixel_voisin, profondeur d’)] (2.2)
o
8Le pixel voisin est alors le pixel de gauche et pour chaque pixel, on enregistre
C une énergie par profondeur associée. Si on a une plage de n profondeurs possibles
et une droite de in pixels, on a donc un tableau de n in pixels. On voit donc
que l’énergie dépend à la fois du lissage avec le pius proche voisin mais également
de l’énergie optimale jusqu’alors calculée pour le pixel précédent. Une fois arrivé
au dernier pixel le plus à droite, on prend la profondeur pour laquelle l’énergie est
minimale et on remonte le tableau vers la gauche en prenant à chaque fois la profon
deur retenue pour obtenir l’énergie minimale (soit la profondeur d’ dans la formule).
On peut représenter ce problème sous la forme d’un graphe. Partons par exemple
d’un tableau où les lignes correspondent aux différents pixels d’une ligne et les
colonnes ax différentes profondeurs des pixels et chaque case correspond alors au
coût de correspondance d’un pixel pour une profondeur. On remplace alors chaque
case par un arc vertical ayant pour coût celui de la case, et on place un noeud
entre chaque arc adjacent. On ajoute ensuite un arc entre deux noeuds situés à
la même hauteur et côte à côte ayant pour valeur un coût de lissage entre deux
profondeurs intermédiaires. On peut alors utiliser le théorème du flot maximal dans
un graphe afin de déterminer la coupure minimale qui correspondrait à l’ensemble
des profondeurs pour chaque pixel, qui minimise l’énergie de la droite (voir exemple
figure 2.3).
On a donc vu ici les principes de base de la stéréovision ainsi que les princi
paux types de méthodes locale, globale, dynamique. Il existe au sein de celle-ci
de nombreuses variantes et adaptations particulières. La façon de calculer les coûts
d’énergie n’est par exemple pas unique ous sommes également partis d’un pro
blème à deux images, mais il est très courant d’en utiliser plus afin de minimiser
les erreurs. Bien sûr le coût de calcul se trouve alors plus élevé et un excès d’images
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FIG. 2.3 — Exemple d’un graphe pour minimiser l’énergie d’une droite de trois
pixels avec deux profondeurs possibles à chaque fois. A gauche, on fait apparaître
les cases du tableau correspoudant au coût. Au milieu le graphe associé où les
arcs horizontaux correspondent à des coûts de lissage. A droite un exemple de
coupure minimale. Les profondeurs retenues pour chaque pixel correspondent aux
arcs verticaux coupés.
peut iuversement créer des erreurs.
Rejoignant l’idée de la reconstruction en trois dimensions à partir d’images et
de mises en correspondance nous allons à présent voir des méthodes dites de «
coloriage de voxels ».
2.3 Méthode de coloriage de voxels
Dans le cas de la stéréoscopie classique, nous avons vu qne les images devaient
être très proches afin que tout ce qui est présent sur une image soit présent égale
ment sur l’autre image et réciproquement. Le désavantage de ceci est qu’alors, deux
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points situés sur le même axe dans le monde réel (même ; et même y dans le repère
de la caméra) mais avec des profondeurs différentes se projetteront pratiquement
au même endroit entraînant des erreurs dans le calcul des profondeurs (voir schéma
2.4).
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FIG. 2.4
— Schéma illustrant le cas d’une petite et d’une grande “haselin&’.
Il s’agirait donc de pouvoir prendre des images à des points de vue éloignés tout
en palliant au problème des images qui seraient alors très différentes bien qu’axées
sur la même scène. C’est vers cette idée que vont les méthodes de coloriage de
voxels ou encore de stéréo-volumétrique.
Commençons par quelques définitions
On appelle un voxel photo-cohérent, un voxel (c’est-à-dire un point de l’espace)
qui est vu de la même façon, avec la même radiance, par l’ensemble des caméras
qui le voient. Une scène est alors dite photo-cohérente si l’ensemble des voxels de sa
surface sont photo-cohérents. Dans notre présentation, on considèrera un volume
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de départ de la forme d’un cube constitué de voxels et dont la longueur de l’arêteQ fait n voxels. Ce volume contient la scène ou l’objet étudié. Si il y a C couleurs
possibles pour un voxel, il y a donc C3 scènes possibles.
Dans le cas le plus simple, on recherche juste la silhouette de l’objet étudié.
On a alors C = 2, on ne considère que le vide ou l’objet. Chaque caméra permet
alors de définir une sorte de cône dans le lequel l’objet est contenu. Il reste alors
à prendre l’intersection de tous les cônes pour obtenir la reconstruction de l’objet
étudié. Bien sûr la précision obtenue est très faible et n’est vraiment valable que
pour des formes convexes dans le cas en deux dimensions. On n’obtient qu’une
sorte d’enveloppe et la qualité de celle-ci dépend directement du nombre de camé
ras disposées (voir figure 2.5). Bien que très peu coûteuse cette méthode est très
peu utilisée pour la reconstruction, cependant on peut s’en servir comme étape
préliminaire avant d’utiliser un algorithme plus complexe et plus fin.
L’étape suivante est de ne plus avoir de contrainte sur la couleur, on ne se limite
plus au vide ou au non-vide mais on impose une contrainte sur les caméras. Il faut
que celles-ci soient placées de telle sorte que l’ordre de profondeur des voxels du
volume soit indépendant de la caméra. Le principe est ensuite simple, on prend les
voxels un par un en commençant par les plus proches et en s’éloignant petit à petit.
Pour chaque voxel, on le projette sur toutes les caméras et on calcule la cohérence
obtenue. Si ce pixel est photo-cohérent, on le garde, sinon on le retire du volume.
On procède ainsi pour tous les voxels du volume et on obtient au final la recons
truction en trois dimensions de la forme recherchée ISD9ZÏ [THSO4] (voir figure 2.6).
Ce procédé reste assez simple et produit de bons résultats. On peut cependant
o
FIG. 2.5
— Coloriage de voxels dans le cas le plus simple. La forme étudiée est le
disque orange et la forme obtenue est la partie grisée. Celle-ci est approximative et
n’est acceptable que lorsque la forme est convexe et en deux dimensions.
généraliser la méthode en plaçant les caméras sans contraintes. C’est la méthode
appelée « space carving » ou encore « creusage dc l’espace » et a été conçue par
Kiitulakos et Seitz I1KSOOI. Le principal changement est que le calcul est plus lourd.
Pour chaque voxel, il est plus compliqué de savoir si celui-ci est visible ou non
par une caméra, et lorsque l’un d’eux est supprimé, car non photo-cohérent, la
mise à jour que cette suppression entraîne est plus lourde. Une solution pratique
consiste à faire un balayage méthodique plan par plan en procédant dans les six
directions principales et en ne considérant à chaque fois que les caméras situées
du côté extérieur par rapport au plan étudié (voir figure 2.8). Citons également
d’autres articles traitant de cette méthode [KutOOj f$CMSO4I [SCMS99I [SSH021.
Enfin, deux articles effectuent un travail de comparaison de différentes méthodes
aussi bien en stéréovision classique qu’en méthode de coloriage de voxels : [SSZ011
[SCDO6j.
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reconstruction de dinosaure
72 K voxels coloriés
7.6 M voxels testés
7 min. de calcul
sur SGI 250MHz
reconstruction de fleur
70 K voxels coloriés
7.6 M voxels testés
7 min. de calcul
sur SGI 250MHz
/
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FIG. 2.6 — Exemple de résultats obtenus par coloriage de voxels avec contrainte sur
les caméras.
t-ae 1 ]
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FIG. 2.7 — Schéma d’un volume que l’on !creuse par la méthode du “space car
ving”.
2.4 Méthode de reconstruction basée sur de forts a priori
Les méthodes de reconstruction que nous avons vues jusqu’à présent sont des
méthodes tout à fait générales et même si elles se basent sur certains a priori,
14
FIG. 2.8 Exemple de résultat obtenu par “space carving”
ceux-ci sont globalement vérifiés ou il peut être fait en sorte qu’ils le soient. Ce
pendant, dans certains cas bien précis, lorsque l’on a de fortes connaissances sur
l’objet que l’on cherche à reconstruire, il est alors très intéressant de se servir de
ces données. On peut alors à la fois réduire les calculs et améliorer la reconstruction.
Prenons l’exemple d’un procédé de reconstruction utilisé dans le domaine médi
cal. Il s’agit de redessiner en trois dimensions une colonne vertébrale afin de traiter
des cas de scoliose. On procède pour cela en deux étapes en se servant d’un certain
nombre de pré requis réduisant ainsi très fortement le nombre de détails à connaître
[BMLG05I.
Image d’entrée
fi sur 100)
‘
Vues de la reconstruction
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La première étape consiste à faire une première reconstruction grossière de la
colonne. Les données sur lesquelles on travaille sont deux radiographies, une fron
tale et une latérale. Pour simplifier le problème et rendre la solution meilleure, on
demande à l’utilisateur de pointer l’extrémité inférieure et supérieure de la première
vertèbre sur les deux vues. À partir de là, on est capable de déterminer l’échelle
et l’orientation des données et on modifie alors l’ensemble des modèles que l’on a
à notre disposition de façon à ce que ces derniers aient la même taille et le même
angle pour permettre les comparaisons.
Une fois cette première approximation faite, on cherche alors à rendre le modèle
plus précis en travaillant vertèbre par vertèbre. On collecte pour cela une base de
données de l’ensemble des vertèbres de la colonne sur un échantillon important
d’individus étant atteints ou non de scoliose. On identifie ensuite pour chaque ver
tèbre, un nombre de paramètres permettant de les caractériser. Dans tin espace de
dimension égal au nombre de paramètres, on peut alors faire divers regroupements
de points et ainsi définir des formes « type ». L’ensemble de ces formes consti
tue alors une base de données qui permet de reconstruire n’importe quelle colonne
vertébrale étudiée. Les données qu’on a alors besoin d’obtenir pour effectuer les
reconstructions sont alors très limitées. Il suffit à chaque fois d’identifier certains
paramètres simples qui peuvent être reconnus avec peu de coupes radiographiques.
On fait ainsi bien apparaître que ce procédé permet grâce à des pré requis, de
reconstruire des formes très complexes à partir d’un modèle paramétrique concis
(voir exemple figure 2.9).
Dans le même ordre d’idée, une autre étude a été faite pour reconstruire les
cages thoraciques FBMDGOSI. Cette fois-ci, l’a priori de départ est encore plus
Q
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fort. Le travail principal se fait sur le choix et le regroupement des paramètres qui
O vont permettre une classification des différents types de cages thoraciques. A partir
d’un certain nombre de critères, grâce à une analyse en composantes principales
faite sur des données préalablement recueillies sur 1111 échantillon de population de
cages thoraciques, on va chercher à faire des regroupements et définir des classes
de formes. Chaque groupe de formes est donc caractérisé par une plage de valeurs
propres associées à des déformations statistiquement admissibles. Lors de la recons
truction en trois dimensions d’une cage thoracique, il s’agit de déterminer à quel
type de cage on a à faire. On détermine une fonction d’énergie d’adéquation qui
utilisera les contours projetés latéralement et frontalement qui fera apparaître les
différences entre la cage étudiée et celles des différentes classes. On retiendra celle
pour laquelle la fonction d’énergie est la plus petite (voir exemple figure 2.10). En
core une fois ce type de reconstruction est très éloigné des méthodes générales mais
présente un autre aspect intéressant en montrant que dans des cas précis où l’on
peut faire appel à suffisamment de pré requis (base d’apprentissage) il est beaucoup
plus avantageux d’utiliser ce dernier type de méthode.
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(e)
FIG. 2.9
— Exemple de reconstruction obtenue à partir de deux radiographies.
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FIG. 2.10 — Exemple de reconstruction de cage thoracique. (a) et (b) sont les ra
diographies sur lesquelles on travaille. (e) et (d) sont les résultats retenus.
(a) (b)
(e) (d)
CHAPITRE 3
o
RECONSTRUCTION POLYÉDRIQUE À PARTIR DE CARTES DE
PROFONDEURS
Nous avons donc vu, dans un premier temps, les méthodes générales de recons
truction en trois dimensions qui sont les plus utilisées dans ce domaine et qui se
basent sur la reconstruction d’un volume en étudiant l’ensemble de ses voxels. Nous
avons ensuite vu quelques exemples d’applications plus spécialisées et adaptées à
des problèmes particuliers. Revenons à présent sur des algorithmes généraux mais
qui se basent non plus sur une recherche par voxel, mais sur une reconstruction du
contour en partant d’une forme initiale polyédrique et utilisant des séries de coupes
projectives ISMDO4Ï.
3.1 Principe
Le principe est le suivant il s’agit tout d’abord de recueillir des cartes de pro
fondeurs d’un objet sous plusieurs directions. Celles-ci sont dans notre cas obtenues
pour chaque direction par un couple de cartes de profondeurs de la vue avant et
arrière de la forme. Ces données sont discrètes et pour chaque direction, on a donc
une « grille » de valeurs. On part ensuite d’une forme initiale sur laquelle on va
calculer ses cartes de profondeurs sous les mêmes directions que celles obtenues
sur l’objet que l’on veut reconstruire. On cherche alors à minimiser la fonction dc
différence de ces deux jeux de données. A cette fin, on utilise un algorithme itératif
de descente par gradient. A chaque itération on déplace les points de la forme po
lyédrique que l’on travaille, réduisant ainsi les écarts sur les données. Une fois que
o
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la différence est en dessous d’un certain seuil, on en déduit que l’on a retrouvé la
O forme de l’objet étudié.
3.2 Résumé de l’algorithme principal
Comme nous venons de le mentionner, le problème de reconstruction est réduit
à un problème de minimisation de fonction d’énergie à l’aide d’une descente de
gradient. L’énergie à minimiser est la différence des projections de la forme étudiée
avec celles de la forme que l’on modèle. Si on note la valeur de la projection
aux coordonnées j, j pour l’angle de vue & de la forme étudiée, p,j,j celle de la forme
que l’on modèle et y l’ensemble des points de celle-ci, on a alors comme fonction
d’énergie
2E(v) = d p(v)
= Pû,i,j d0,,(v) - (3.1)
O,i,j
On remarque que d ne dépend pas de y car il s’agit des données que l’on obtient
au départ sur la forme que l’on veut retrouver et qui reste donc inchangées. Le
gradient de cette fonction est alors
8E
E(v) =
aE
8u V
avec
8E 8P0,i,jh—v) = 2 (u) (pO,j,j(V)
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est connu au départ. Les deux termes inconnus sont donc pû,j,j(V) et
po,j,j(v) n’est pas très complexe à calculer, contrairement à
Il s’agit alors de procéder par étapes pour parvenir à déterminer cette dérivée par
tielle. La première idée est la suivante il faut tout d’abord remarquer que lorsque
l’on bouge un point de notre forme, le seul volume modifié est celui formé par le
point en question et ses voisins directs (voir figure 3.1). Dès lors, durant le calcul
de la dérivée on ne s’intéresse alors qu’à ce seul volume. Ensuite, pour une droite
de projection, on observe si celle-ci coupe ce volume ou non. Si elle ne le coupe
pas, la dérivée est nulle. Sinon on décompose le volume en plusieurs petits volumes
élémentaires constitués de quatre points. Nous verrons que pour cette décompo
sition, nous utiliserons un point supplémentaire qui sera en général le barycentre
des voisins du point par rapport auquel on dérive. On étudie un à un ces volumes,
sachant qu’un calcul est nécessaire à chaque fois que la droite de projection coupe
le volume considéré. Lorsque cela est le cas, on exprime la valeur de la projection en
fonction des coordonnées des points et on dérive cette expression par rapport aux
coordonnées du point par rapport auquel on dérive. Ce calcul se divise également
en plusieurs étapes et en plusieurs cas qui seront développés par la suite.
3.3 Principe de la tomographie
Avant d’entrer au coeur de notre méthode, commençons tout d’abord par donner
quelques détails concernant le type de données sur lesquelles nous allons travailler.
Il s’agit de données tomographiques. Le principe de la tomographie est assez simple.
Il consiste de façon très générale à recueillir des groupes de données sur un objet
dans le but final de reconstruire cet objet. Ces données se caractérisent du fait
qu’elles s’obtiennent le long de droites toutes parallèles pour un même groupe. Si
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FIG. 3.1 — On fait ici apparaître un point v de la forme avec ses voisins (figure
dc gauche). On déplace ensuite celui-ci et on observe que seul le volume défini par
le point v et ses voisins (représenté en gras) est modifié. Le reste de la forme est
inchangée. Le calcul de dérivation ne se fera donc qu’en étudiant ce volume.
l’on peut imaginer plusieurs type de données, celles-ci sont en général liées à la
quantité de matière traversée par chacune de ces droites. Ainsi si on imagine un
objet au milieu d’un repère (O, r, y, z) et un ensemble de droites toutes parallèles
à l’axe (O,z) et quadrillant le plan (O,x,y), on obtient donc une grille de valeurs
où chaque valeur correspond à l’épaisseur traversée par la droite correspondante à
travers l’objet. Ce qu’il est important de faire ressortir dans cette méthode, c’est
que l’on ne reconstruit pas directement l’objet comme on a pu le voir dans le cas
de la stéréovision ou de du “space carving”. De plus, un groupe de données dans
une seule direction ne suffit jamais à reconstruire une forme. Il faut toujours uti
liser au moins deux groupes de données dans des directions différentes et ensuite
travailler dessus, c’est-à-dire les mettre en correspondance de façon à effectuer la
reconstruction.
Observons un exemple simple illustrant le manque d’information lorsque l’on a
o
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des données dans seulement une direction. En observant l’exemple en deux dimen
O sions, figure 3.2, on observe que deux formes différentes auront rigoureusement les
mêmes données tomographiques dans certaines directions.
Forme 1 Forme 2
Données tomographiques
FIG. 3.2
— Un triangle isocèle de base d et de hauteur h et un losange de diagonale
d et h. Projeté sur une direction verticale, ces deux formes engendrent les même
données tomographiques.
En revanche, des données qui seraient prises dans une direction orientée à 90
degrés de la première, donneraient des données différentes et rassembler les deux
jeux de données permettrait de reconstruire chacune de ces formes.
Pour des formes pius complexes, on peut avoir besoin de plus de vues encore.
Comme nous venons de l’expliquer, les données tomographiques ne sont pas di-
d d
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rectement utilisables, il faut les traiter pour effectuer une reconstruction. Il existe
O pour cela plusieurs méthodes. On peut par exemple passer ces données dans le
domaine fréqueritiel et travailler dans celui-ci. Dans le cas de notre méthode nous
nous distinguons du fait que l’on ne traite pas vraiment ces données mais on les
compare avec celles de la forme que l’on modèle dans le but de retrouver la forme
cible, ce qui rend la méthode d’autant plus originale et intéressante.
Voyons à présent en détail les différentes étapes de notre méthode de recons
truction.
3.4 Obtention des cartes de profondeurs
Commençons tout d’abord par nous intéresser à l’acquisition des cartes de pro
fondeurs de type tomographique. La méthode sur laquelle on se hase [SMDO4I ré
cupère ces données par rayons X. Une palette d’émetteurs envoie donc des rayons
qui vont traverser l’objet étudié et des captellrs situés de l’autre côté « reçoivent
» ces rayons et en fonction de l’énergie reçue, on en déduit la quantité (le matière
traversées par ces derniers. Plus un rayon traverse de la matière, plus son énergie
se voit amortie. L’utilisation de rayons X apporte plusieurs avantages. D’une part,
cela va permettre de reconstruire des formes qui ne sont pas visibles mais présentes
à l’intérieur d’un corps. On peut par exemple repérer une bulle d’air à l’intérieur
d’un métal. À condition de connaître la densité du métal en question et celui de
l’air ou du gaz quel qu’il soit, le calcul est le même qu’un objet situé dans dii vide.
Un autre avantage important est que, contrairement à une étude visuelle, les inté
grations le long des rayons fonctionnent également avec des formes non convexes
comme l’illustre le schéma (le la figure 3.3.
o
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FIG. 3.3 — Sur la forme C, la projection le long de dl est celle obtenue par un
rayon, la valeur rapportée sera donc l +12. Dans le cas d’une mesure visuelle, forme
C2, seuls les premiers obstacles au-dessus et en-dessous sont détectés, on ignore ce
qu’il y a entre. La valeur enregistrée est alors t3 celle-ci est fausse et sera de plus
en contradiction avec des projections faites dans d’autres directions. Par exemple
une projection horizontale enregistrera une valeur 14 alors que la mesure verticale
13 sous-entend que l’on devrait trouver la valeur 15 (ce que l’on trouverait si la pièce
était pleine).
En revanche, ce procédé a également ses défauts. Il est d’une part très coûteux
car il s’agit d’une technologie de pointe. De plus, la précision des rayons n’est pas
parfaite, ils ne sont pas ponctue]s et peuvent subir des déviations partielles. Un
capteur ne reçoit donc pas uniquement les données issues de l’émetteur situé en
face de lui. De plus, l’acquisition de telles cartes est longue plusieurs heures, et
dans certains domaines comme le domaine médical, on cherche à limiter autant
que possible les radiations émises sur les patients et donc â limiter le nombre de
radiographies à effectuer.
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Dans notre étude, nous allons nous intéresser à (les données obtenues visuelle-
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ment. Il s’agit pour cela de travailler pour chaque direction, sur une vue avant et
une vue arrière et de regrouper ces deux informations. On pourra obtenir ces cartes
de profondeurs ou par stéréoscopie, ou, pour l’étude théorique, synthétiquement à
partir de formes modélisées par ordinateur et à partir de logiciels ou de librairies
graphiques comme OpenGL, obtenir la profondeur des pixels représentés à l’écran.
Cette solution visuelle pose des problèmes pour les formes non-convexes comme
nous l’avons vu précédemment à la figure 3.3, en revanche, les dispositions pour ce
type de mesures sont beaucoup moins coûteuses et le calcul très rapide, au pire des
cas de l’ordre de quelques minutes. C’est pourquoi en fonction du contexte et des
attentes recherchées, cet axe d’étude peut se montrer très intéressant.
L’intérêt de cette méthode n’étant pas dans la façon d’obtenir ces cartes mais
réside plus dans l’étude des résultats que l’on peut obtenir avec ce type de cartes,
se différenciant de celles obtenues par rayons X. On ne détaillera donc pas ici l’im
plémentation d’un code de stéréoscopie ou celle d’un code OpenGL.
3.5 Algorithme principal
3.5.1. Définition des lignes de “projection”
Considérons à présent le jeu de données acquis. Pour une direction donnée, on
a donc une grille de valeurs. Soit n n ce nombre de valeurs, et Pi,j la valeur de
l’intégration le long de la droite passant par le point de coordonnées i, j, O et paral
lèle à l’axe (O, z). pj,j vaut donc O lorsque la droite concernée ne traverse en aucun
point l’objet étudié. On notera une telle droite
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On a alors
0 Pi,j= j(x,y,z)dl (3.2)
Où f vaut O en dehors de l’objet et 1 à l’intérieur de celui-ci.
3.5.2 Initialisation de la forme de départ
Il nous faut ensuite partir d’une forme initiale. Cette forme est constituée d’un
ensemble de points formant entre eux des facettes triangulaires. Celle-ci doit être
la plus neutre et la plus régulière possible afin d’avoir la forme la plus générale.
Il apparaît donc logique de partir d’une forme sphérique. Comme notis le verrons
par la suite, celle-ci doit être définie par des points et les faces doivent être trian
gulaires. La “sphère” la plus simple possible est alors constituée de quatre points
formant quatre triangles équilatéraux. Pour simplifier le calcul des coordonnées de
ces points, on remarquera que la sphère s’inscrit dans un cube comme illustré dans
la figure 4.5.
Pour augmenter le nombre de points, et donc travailler avec une forme plus
précise, on procèdera par itérations de la façon suivante pour chaque face trian
gulaire, on divise celle-ci en quatre triangles équilatéraux en ajoutant des points
au milieu des arêtes comme illustré figure 3.7.
Les nouveaux points ajoutés sont alors projetés sur la surface de la sphère que
l’on cherche à représenter. A titre d’indication, on a donc pour O itération : 4 faces,
4 points, pour 1 itération : 16 faces, 10 points, pour 2 itérations 64 faces, 34
points, pour 3 itérations 256 faces, 130 points et pour 4 itérations : 1024 faces,
514 points. Lors de la création de cette forme, on veillera à enregistrer à la fois la
o
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liste des points, avec un numéro pour chacun, leurs coordonnées et celles de leurs
O voisins, ainsi que la liste des faces avec les numéros de leurs points dans un sens
trigonométrique et leur vecteur normal orienté vers l’extérieur.
Pour clarifier les notations, on notera les données obtenues sur l’objet cible
et qui resteront inchangées tout au cours de l’algorithme, et pj,j celles de la forme
sur laquelle on travaille. Plus généralement on pourra utiliser les notations et
P&,i,j pour préciser la direction selon laquelle ont été faites les projections.
O
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o
FIG. 3.4 — Illustration des lignes de projection d’équation r i et y j à travers
le volume V. Par soucis de visibilité, on n’a représenté qu’une partie de ces lignes.
V
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o
FIG. 3.5 — Schéma illustrant les données calculées, on pourra par abus de langage
parler de données de projection même si il s’agit d’intégration le long de droite
dans l’espace.
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FIG. 3.6 — On voit ici la « sphère » représentée par quatre points : u1, u2, u3 et u4
inscrite dans un cube.
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AA
Facette triangulaire avant division Facette triangulaire après division
fIG. 3.7 — Illustration de la division d’une facette triangulaire en quatre autres
facettes triangulaires.
G
QQ CID (D
’
(D CJD D -t- (D (D CI) (D
’
CI
) (D -t D C!] t-t (D
’
-
t D CI)
Q
o
/ t’
-
.
—
—
-
.
-
-
‘
-
I’
A
-
‘t
ï
j
,
1
o34
3.5.3 Expression du gradient de la fonction d’énergie
On a donc à présent l’ensemble des d0,j,j et des PO,i,j. On cherche donc à mini
miser
E(v) = d p(v) 2 = P6iJ(v) 2 (3.3)
Où y est un vecteur contenant l’ensemble des points de la figure.
Pour des raisons de temps de calcul et de simplicité d’implémentation, on va
utiliser un algorithme de descente de gradient pour minimiser la fonction d’énergie.
En notant vk l’ensemble des points à la k ième itération et celui à la k + 1
ième itération et. q’ le gradient de E par rapport aux points de yk, on a
ykl
= e (3.4)
Où e est un coefficient qui sera fixé arbitrairement. Dans la pratique nous lui
donnerons une valeur comprise entre 0.01 et 0.001. Plus celui-ci est petit plus la
précision est grande mais plus le nombre d’itérations doit être important pour faire
diminuer la fonction d’énergie. Et
8E ( k
8v
= E(v’) (35)
8E ( k
8vk ‘
n
et
—
8 cl p(k) 2 — p0(yk) 2
3 68v
— 8v — ..
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Soit encore
8k()
O,z.j
2 3?0,3 (vk) (p0(vk) (3.7)
Cette formule constitue la base de tout le caldili. Nous avons donc deux termes
à déterminer : et pO,j,j(V). Ce sont donc ces deux calculs que nous allons
développer dans les parties suivantes.
3.5.4 Calcul des valeurs des cartes de projection t po.jj(v)
Reprenons la formule à minimiser.
2E(v) = d p(v) = p0,j,j(V) (3.8)
0,2,3
La première étape est donc de pouvoir calculer les p,j,j(v). Pour cela, il faut
donc calculer les points d’intersection entre les droites définies par x i et y
=
j et
la forme. Considérons l’une de ses droites Ï. On parcourt alors l’ensemble des faces
triangulaires. Soit l’une d’elles fo et u0, u1 et u2 les points la constituant et exprimés
dans l’ordre trigonométrique lorsqu’on la regarde de face et de l’extérieur et enfin
son vecteur normal. Il s’agit donc d’une part de calculer le point d’intersection
entre la droite t et le plan p.f de la face, et ensuite de voir si ce point appartient ou
non à cette face, soit encore si il est à l’intérieur ou non du triangle.
Note : si le plan pf est parallèle à Ï, ce que l’on détermina grâce à fi, on consi
dère dans ce cas qu’il n’y a en aucun cas intersection.
Cette situation écartée, on a donc comme équation du plan pf
(x x1) x + (y yj) y + (z zi) z, = 0 (3.9)
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FIG. 3.9 — On voit ici l’intersection mi de la droite de projection d1 avec le plan
Pf formé par la facette v0v1v2. m1 n’appartient pas au triangle v0v1v2 donc il
sera ignoré. La droite d2 coupe le plan Pf en m2 qui appartient au triangle. On
enregistrera donc la hauteur de ce point.
Or, au oint d’intersection, x = j et y
= j, il ne nous reste que z à déterminer
et l’on a
= 21 3n + Vi Vii + Zy Z i (3.10)
zn
Pour savoir ensuite si le point, que l’on note M, appartient au triangle, il faut
projeter le triangle et le point M dans un plan horizontal. Appelons Po, Pi et P2 les
projetés respectifs de y0, ‘e1 et y2• Il faut donc vérifier que M est dans le triangle
PoPlP2- Pour cela, nous allons observer le signe des deux produits scalaires suivants:
Poi poM P2 poM et P12 p1M PiPo pM.
Si ceux là sont tous les deux négatifs ou nuls, alors M appartient bien au tri
angle. Pour comprendre cela, regardons la figure 3.10. On voit apparaître deux
d1
vo
v
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zones hachurées. M appartient au triangle si il appartient aux deux zones à la
fois. Hors la zone en pointillées forts correspond à l’ensemble des points qui vérifie
Poi poM.pop2 poM O. Cela correspond, comme on peut le voir sur la figure,
à ce que les angles p1pnm et mp0p2 soient de sens opposé. De même, la deuxième
zone en pointillés faibles correspond à la zone où P12 pi1W.pio p1f O. En
étudiant ses deux signes on en déduit donc bien si M appartient ou non au triangle.
On remarque que l’ensemble des trois droites formant le triangle répond à ce
critère et en particulier les parties autres que les arêtes du triangle (cas où la com
posante est nulle). Il faut donc vérifier dans ce cas que le point est bien sur l’arête
et non sur sa prolongation.
Lorsque la droite t traverse effectivement la face, il reste à savoir si elle entre
ou sort de la forme, pour cela il suffit d’observer le signe de la coordonnée n. En
notant sm ce signe où m correspond au numéro de la face en question, on a alors
pi,j(V) rn Zm (3.11)
m
Notons que pour l’implémentation, il faut veiller à ce que lorsque l’intersection
se fait sur une arête d’une face, il ne faut compter qu’une seule fois cette inter
section, c’est-à-dire ne pas la recompter avec les autres faces partageant la même
arête. De plus, pour savoir si une intersection a déjà été calculée, on compare la
valeur obtenue avec celle déjà enregistrée. Or, pour connaître le point d’une droite,
on se sert de points de cette droite, et si mathématiquement le résultat est le même
quelque soient les points choisis pour représenter la droite, la valeur informatique
et donc approchée, variera. Il s’agit donc de mettre en place certaines règles qui
o
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imposent à chaque fois un choix unique des points dans les équations (on se basera
dans notre code sur l’ordre des ordonnées, puis des abscisses).
3.5.5 Calcul de ;L(v) présent dans l’expression du gradient
Il nous faut alors calculer j(v). Ce calcul est complexe et constitue la partie
longue et délicate de l’algorithme. Nous allons voir qll’il faut tout d’abord bien
isoler le problème en restreignant l’étude non pas sur l’ensemble de notre forme
mais sur des volumes bien spécifiques, c’est-à-dire restreints à un petit sous-volume
du volume total. Nous chercherons ensuite à diviser ces volumes en plusieurs vo-
p
p..
FIG. 3.10 — Représentation du triangle PoP1P2 et d’un point M à l’intérieur de
celui-ci. La zone en pointillés forts correspond à l’ensemble des points qui vérifie
po73i PoM.WP2 poM 0. La deuxième zone en pointillés faibles correspond à la
zone où P12 pM Pio pyM 0.
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fIG. 3.11 — Exemple en 2 dimensions d’une droite Ïj,j coupant la figure en deux
hauteurs z0 et z1. nj1 est orienté vers le haut et n vers le bas donc on aura
pj,j(V) zo z1 ce qui correspond bien à la distance traversée.
lumes simples dans le but encore une fois de découper le problème et de rendre
les calculs plus accessibles. Enfin dans ce contexte rendu plus simple et plus clair,
nous exprimerons pû.i.j(V) puis sa dérivée
3.5.5.1 Restriction du volume à considérer
Commençons donc par restreindre le volume d’étude afin de rendre le problème
plus clair et plus simple. Comme nous l’avons vu, le gradient a pour composante
l’ensemble des dérivées par rapport à l’ensemble des points de la figure. Focalisons-
nous alors sur une seule de ces dérivées autour du point v. Si on imagine l’ensemble
de la forme, on comprend que si on bouge un de ses points, ce point ne va agir
que sur les arêtes le reliant à ses voisins. Donc si l’on considère la forme complète
comme étant l’addition du volume constitué par le point v et ses voisins que l’on
notera V, et le volume constitué par tous les points sauf v, on constate alors que
o
lii
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o
seul le volume varie lorsque l’on déplace le point v.
vi
Autrement dit lorsque l’on calcule la dérivée partielle -(v), en notant v_ l’en
semble des points excepté v, v73 les points v et ses voisins et dv et dv traduisant
le petit déplacement de v, on peut écrire
(v) = p(v + dv) p(v) = p(vvj) +P(Uvi + dvvi) (p(-vi) +p(vjj)) (3.12)
Soit
3p 8p
=
ovi ov (3.13)
FIG. 3.12 — Volume formé par le point v et ses voisins que l’on isole du reste de la
forme.
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3.5.5.2 Découpage en volumes élémentaires
On s’intéresse dès lors uniquement au volume . On cherche alors à diviser ce
volume en volumes élémentaires, c’est-à-dire des volumes constitués uniquement
de quatre points. Quelque soit le nombre de points considérés au départ, il est
toujours possible de diviser un volume en volumes élémentaires, (voir figure 3.13),
cependant il est difficile d’établir lin découpage général dès lors que le nombre de
points varie ainsi que leur position.
3.5.5.2.1 Calcul d’un point supplémentaire e. On décide alors de ra
jouter en permanence un point supplémentaire que l’on note e, qui dépend du
barycentre des voisins de v, et qui permet tin découpage général du volume : on
prend v, deux voisins consécutifs de v : v1 et v2, et e, et de plus permet de rendre
le volume moins plat et donc d’avoir des valeurs moins extrêmes lors des calculs de
dérivations.
Détaillons le calcul de ce point e. Il faut dans un premier temps calculer le
barycentre des points voisins de v que l’on note : bary. Ses coordonnées sont donc
les moyennes des coordonnées des points voisins. On cherche ensuite à obtenir un
vecteur que l’on appellera vecteur normal et extérieur au volume et que l’on note
se définit alors de la façon suivante
= bar v1 bar v2 (3.14)
voisins de v
Où c est un coefficient servant à normaliser le vecteur n. Il est donc propre au
vecteur î et vaut l’inverse de la norme du vecteur voisins de v bar v1 bar v2.
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FIG. 3.13 — Découpage d’un volume défini avec les voisins du point v en 3 volumes
élémentaires vo0, vo1 et vo2.(Soit encore les volumes formés par les points vv0v3v4,
vv0v1v2 et vvov2v3.)
Enfin on calcule un ensemble de produits scalaires P8j définis par
v bary V) (3.15)
où j parcourt l’ensemble des voisins de v. Dans le cas le plus général, on aura tous
les PSj positifs, et on définit alors le point e tel que
C
e=vj+max( 1 P8j
- ) vbary
vbary 2
(3.16)
V 13
Vi2
vo0
vil
vol
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Sinon, on calcule un scalaire o.
= 2 min 7 haryj , ï nharyv1 , ..., î haryvj (3.17)
Et e est alors égal à
(3J8)
Avec Œ égal au signe de har v i. Ce dernier cas permet à e d’être bien en dehors
du volume de base.
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FIG. 3.15 — Volume élémentaire constitué du point v, de deux de ses voisins v1 et
v2 et du point e.
3.5.5.3 Définition de trois cas à distinguer pour les calculs
On considère à présent, un volume élémentaire constitué de v, de deux de ses
voisins v7, v2 et de e qu’on a à présent défini.
Bien que ce volume soit élémentaire, celui-ci est encore trop complexe pour
effectuer simplement les calculs de dérivation. Il va donc nous falloir rediviser ce
volume en d’autres volumes élémentaires toujours de quatre points avec une base
triangulaire et un axe vertical comme illustré figure 3.16.
Pour pouvoir effectuer ce découpage, il faut distinguer plusieurs cas en fonction
de la projection du volume élémentaire selon l’axe des lignes de projection, c’est
à-dire selon l’axe (O, z). On réalise cette projection et on distingue alors trois cas.
En notant Po le projeté de v et Pi, P2 et p3 les projetés des trois antres points, on
a donc
vi2
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On rappelle que le but final de ces calculs est de déterminer les dérivés des pro
jections, c’est-à-dire la valeur de dl lorsque l’on déplace v selon x, y ou z, comme
l’illustre la figure 3.17.
3.5.5.4 Découpage en sous-volumes élémentaires
Dans les deux premiers cas, on crée un quatrième point p qui est le projeté
du point du centre sur le plan défini par les trois autres formant le triangle. On
crée ainsi trois nouveaux volumes élémentaires autour de l’axe défini par p et le
point central, et chaque droite de projection ne coupe qu’un seul de ces volumes.
Dans le troisième cas, si on suppose que l’ordre des points du quadrilatère est
y1, v2, y0 et y3, on va alors créer deux nouveau points p4 et p. Ces deux points
1. un triangle avec Po à l’intérieur du triangle.
2. un triangle avec Po faisant partie (le ce triangle.
3. un losange.
Casi Cas2 Cas3
V ‘, V3
VI
PI
V3
Vo
V,
P2
P3
FIG. 3.16 — Illustration des trois cas en fonction de la projection du volume élé
mentaire suivant l’axe (O, z).
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appartiennent à l’intersection des deux plans verticaux passant l’un par la droite
(y3, y2), l’autre par la droite (y1, vo) et 4 appartient à la droite (y1, vo) et p à la
droite (v2,v3). On a alors aussi quatre volumes élémentaires autour de l’axe {p,p].
3.5.5.5 Calcul des p(i,j)
Ayant bien réduit le volume à étudier et décomposé celui-ci, nous pouvons à
présent calculer l’expression de p(i,j). On se place dans un volume élémentaire
C
‘ii
vi
vil
FIG. 3.17 — On fait apparaître sur cette figure un déplacement de v qui entraîne
ainsi une variation d1 de la distance Ï traversée par la droite à travers le volume.
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constitué des points Po, p et de deux voisins de vo, ou de p, p et de deux voisins
de y0. Seul le nom des points changeant on prendra ici comme nom : Po, P, Pi
et P2- Pour simplifier les calculs, nous allons mettre Pi, P2 et p sur le même plan
et placer Po à la distance P au dessus de p. Les valeurs des projections. et par
conséquent leurs dérivées également, restent parfaitement identiques à celles du
volume original. Intuitivement, ce n’est qu’une sorte de projection sur un plan tout
en conservant le volume. Pour s’en convaincre, une simple application du théorème
de Thales nous le démontre. Considérons la figure 3.18
On considère que le volume initial est formé des points Po, p, p et p. Pour
obtenir pb Pi et P2 sur un plan horizontal, on a déplacé p et p à hauteur de p
ce qui donne donc respectivement les points Pi et P2. r et r sont les deux points
d’intersection entre le volume initial et la droite de projection et r1 et r2 sont ceux
entre le volume déformé et la droite de projection. r est le point d’intersection
entre (pr) et (pop), r entre (pr) et (pbp), r3 entre (pir2) et tP0P2) et r4 entre
(pir3) et (pP2). p1(i,j) = r1r représente la projection obtenue avec le volume ini
tial et p2(z,.y) r1r2 celle obtenue avec le volume déformé. Il s’agit donc de montrer
que pi (i, j) = p2(z, j). Pour cela montrons que de façon générale, pour tout triangle
ABC, tel que BC soit égale à b et de hauteur issue de A égale à h. Si D et E sont
deux points respectifs de (A, B) et (A, C) tels que (D, E) soit parallèle à (B, C) et
située à une distance d de celle-ci, alors la distance DE est égale à une constance
c. Prenons un tel triangle et traçons sa hauteur. Soit H le projeté de A sur (B, C)
et H1 l’intersection entre (A, H) et (D, E) tels que représenté sur la figure 3.19.
D’après le théorème de Thales, sur la figure 3.19, dans le triangle ABC, on a
= et dans le triangle AHB, on a = Donc = soit encore
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DE AH1. = c.
Il ne nous reste plus qu’a appliquer cette propriété dans notre figure 3.1$. ri,
r2, r sont sur la même droite verticale et Pi et p sont également sur une
droite verticale, donc ces six points sont sur un même plan vertical. On en déduit
par construction que r3, T, r4, r sont également dans ce même plan. De plus
(fl,P) et (P2,P) sont deux droites verticales donc ces quatre points sont dans un
même plan vertical et par construction r3, r, r4, r sont aussi dans ce plan. Ces
quatre derniers étant à l’intersection de deux plans verticaux sont donc sur une
même droite verticale. D’après la propriété démontrée, on en déduit que dans les
triangles PoPP et PoP2P, r3r4 = De ce fait, on peut appliquer également cette
propriété aux triangles rr4p et r3r4p1 et on en déduit que r1r2 = rr c’est-à-dire
que les valeurs des pro.jections sont identiques.
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FIG. 3.1$
— Schéma représentant le volume d’origine formé des points P0, p, p
et p et celui modifié avec les points p, P, Pi et P2• On fait apparaître les points
d’intersections entre la droite de projection et le volume d’origine, soit r et r et
ceux avec le volume modifié r1 et To.
o
p0
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— Figure illustrant l’invariance de la longueur DE pour des d, h et b
constants.
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On peut donc considérer dorénavant pour nos calculs le volume Po, p , Pi, P2
O avec p, p, et P2 dans le même plan horizontal qu’on considérera à la hauteur h — 0.
Pour connaître la valeur de la projection p(i, j), il faut donc connaître la hauteur du
point d’intersection entre la droite d’équation z i et y
=
j et le plan (Po,p1,p2).
Si est un vecteur normal à ce plan et M un point de ce plan, celui-ci peut être
défini par l’équation
p,M 0 (3.19)
Soit
(z z,) z + (y yy) y + (z z1) z 0 (3.20)
Et z1 = O donc
z
(Xi z) z + y) n (3.21)
On prend pour ,
= P,0 P12 soit
P(y2 yi)
= P (z2 z1) (3.22)
(z0 xi) (y2 Yi) (yo Yi) (12 Xi)
D’où en remplaçant dans l’équation précédente, on a:
z =
(z z,).(y, Y2) + (y y,).(z2 xi) (3 23)(z, zo).(y2 yo) (y’ yo).(z2 zo)
Soit
=
y + yi).(z2 zi) (3.24)(zi zo).(y2 Yo) (y’ yo).(z2 zo)
Nous avons donc exprimé p(i,j) en fonction dc P. Il nous font donc exprimer
P à présent avant de calculer finalement la dérivée
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FIG. 3.20 Schéma d’un volume élémentaire (dans le cas où sa projection forme
un triangle) divisé en trois volumes avec l’ajout du point p.
Appelons P la distance entre Po et p. On a alors P = z zo p est le point
d’intersection entre la droite d’équation z zç et y Yo et le plan (P1,P2,P3). Si
est un vecteur normal à ce plan, p vérifie alors l’équation
PiP = 0 (3.25)
pi
3.5.5.6 Calcul de la hauteur des axes : P
Plaçons-nous dans l’un des deux premiers cas. Afin de généraliser l’écriture on
prend comme nom pour les points Pu pour le point central et Pi, P2 et 3 pour
les points formants le triangle et dans un ordre trigonométrique. On garde p tel
qu’on l’a défini.
p3
pi
G
o
P2
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Soit
(z zi).z + (Yo Yi).Yn + (z° xi).x 0 (3.26)
Et sachant que y Yo et z = z0, on a donc
= (z1 x0). + (iii YO).Yn
+ 1 (3.27)
Avec z, non nul. Et finalement:
= (3i .xo).x+(y1 yo).yn+(Zi zo).z (3.28)
Pour on peut prendre P2 p1P3, et donc:
= (y2 yi).(z3 zi) (z2 z1).(y3 yi); (3.29)
y, = (z2 zi).Qr3 z1) (x2 zi).(z3 zi); (3.30)
z, = (z2 zi).(y3 yj) (Y2 y1).(.x3 z’); (3.31)
Remarquons que dans le code, on vérifie que z n’est pas nul. z égal à O signifie
que P1P2 et p1p3 sont colinéaires. Or, ce cas est d’une part presque irréalisable dans
la pratique. L’un des trois points est rappelons le, le barycentre d’un ensemble de
points, il faut donc une disposition peu « naturelle » des points voisins pour que
celui-ci soit aligné avec deux de ces points consécutifs. De plus, même si mathé
matiquement il doit y avoir l’égalité, l’approximation informatique des nombres
réduit fortement cette possibilité. Enfin, si cela se réalise, cela correspond donc à
un volume nul (trois points alignés et un quatrième forment un plan et non un
volume) et on n’a de toutes les manières pas à traiter ce cas.
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Plaçons-nous à présent dans le troisième cas, celui où les quatre points projetés
forment un quadrilatère.
PI
p0
FIG. 3.21 — Schéma d’un volume élémentaire (dans le cas où sa projection forme
un quadrilatère) divisé en quatre volumes avec l’ajout des points p et p.
Il s’agit alors de déterminer z4 et z. Commençons par z4. Il faut au préalable
calculer 14 et y4 (qui sont respectivement égaux à x et y). Pour cela on écrit les
équations des droites (pi,po) et (P2,P3) projetées dans le plan (O,x,y). Qua alors:
Z Xi
(y yi).(
Yo Yi
12 z3(y y3).( )+13=x
Y2 Y3
Qn met bout à bout les deux égalités et on en déduit
10 11 12 13(y yi).( ) + I (y y3).( ) + 13
Yo Yi Y2 Y3
(3.32)
(3.33)
(3.34)
p3
P2
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Et après développement et simplification, on obtient
yo.(Y2.(3 l)+y3.(Ij X2))+O.yI.(y2 y3)+yy.(y3.x2 3.Y2)
, -
—
(xo •x1).(y2 Y3) (.72 x3).(yo y’)
On fait de même pour trouver Œ4 en posant comme équation des 2 droites
Yo Yî(x x,).( ) +y, = y (3.36)
X0 Xi
Y2 Y3(X X3).( )+y3=y (3.3)
X2 X3
On trouve au final une expression similaire à y, soit
—
Xo.(X2.(y3 y,)+x3.(y, y2))+yo..x,.(X2 x3)+x,.(.3.y2 y3..x2)
X4
—
(Yo y1).(x2 x3) (Y2 Y3).(X0 x)
(3.38)
On remarque que pour les raisons déjà expliquées lors du cas précédent, les
dénominateurs de x4 et y4 sont non nuls. On peut alors écrire des équations para
métriques de la droite (p,p) en posant que
Pio Pi = (3.39)
Soit
(yo y,).(z z,) (z0 zi).(y Yi) = 0 (3.40)
(zo z,).(x z1) (Xo xi).(z z,) = 0 (3.41)
(z0 .xi).(y y,) (Yo yi).(X xj) = 0 (3.42)
Et donc en z4 on peut extraire les deux égalités
(Yo y,).(z4 zi) (zo zi).(y4 y,) = 0 (3.43)
C
(zo zi).(x4 z1) (zo .xi).(z4 zi) 0 (3.44)
o
Si Yo = Yi on peut alors se servir de l’équation (Yo yi).(z4 zi) (zo zi).(y4
yj) D et on obtient
z4 (Z
z1).(y4 Yi)
+ (3.45)(yo Yi)
Sinon on se sert de l’équation (zo zi).(x4 zi) (.x0 zj).(z4 zi) O et on a
= (z0 zi).(z4 zi)
+ , (3.46)
(x0 xi)
Encore une fois, on ne peut avoir la fois Yo = y1 et z0 = z1. On procède de la
méme façon pour z en se servant de l’équation P23 P2’ = O et on trouve
(z3 z2).(y4 Y2)
+ z2 (3.47)(Y3 Y2)
= (z3 z2).(x4 •x2)
+ Z2 (3.48)(z3 z2)
On en déduit P = signe.(z4 z) avec signe = 1 ou signe 1 de sorte que P
soit positif.
3.5.5.7 Caku des
Nous arrivons à la phase finale du calcul. Nous avons trouvé précédemment que
p(i,j) était de la forme : p(’i,j) = P.A(i,j) où A est une fonction. On en déduit
que -(i,j) est de la forme
(i,j) .A(i,j) +P.(i,j) (3.49)8v 8v
o
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Il nous reste donc à calculer
c91) et
3.5.5.7.1 Calcul des Prenons les 3 cas de disposition de Po par rapport
aux trois autres, un par un.
1er cas, Po est à l’intérieur du triangle formé par les trois autres.
L’axe vertical est donc [PoP. Les 3 volumes existants sont PoP?1P2, P0PbP2P3 et
PoPbP3P (revoir figure 3.20). Lors de l’implémentation afin de ne pas écrire une for
mule par volume, il convient juste de changer les noms des deux points autres que
P0 et p. On travaille donc toujours avec un volume dont les points sont PoPP1P2
et on dérive par rapport à Po (voir figure 3.22).
Reprenons la formule de P dans le cas étudié. On a
p (i 0).x + (Yi + (z1 zo).z
Ou encore
=
(x1 x0).x + (y’ yo).yn + (z, zo).z (31)
Où signe —1 ou -1 de façon à ce que P soit toujours positif. On a alors
8p ap_ ap- Op-.
. -.
— =
—
-r —j + —k (3.o2)8v0 &v0 dyo 8z0
Soit encore
3P yn_;• -.
-
= srgne.( —7,
—J k) (3.(93)
0V0 Zfl Zf-
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PI
p0
p;
FIG. 3.22 — Volume élémentaire sur lequel on effectue les calculs.
En rappelant que ne dépend pas de y0 et que
(iJ2 yj).(z3 z) (22 zi).(1J3 yj);
— (z2 z1).(x3
.7i) (.722 xi).(z3 z1);
zn (.x ri).(y3 Y’) ( y1).(x3 xi);
(3.54)
(3.55)
(3.56)
2ième cas, Po est l’un des trois points du triangle. On reprend la figure pré
cédente et on dérive alors par rapport à P2 (figure 3.22). Encore une fois, il suffit
lors de l’implémentation d’attribuer les bons noms de points. On reprend donc
P2
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l’expression de P
(xi xo).xn + (Yi YO).Yn + (zi zo).z . -P = s’rgrix (3.DI)
zn
On dérive par rapport à P2 et on a:
--.‘+ .-j+ --E (3.58)3v2 8z2 3Y2 3z2
Soit
zn.(xi xo). (xi x0).x. + zn.(yi Yo) (Yi YO).Yn
—
= szgne.
- z6v2
+signe.tX1 x0). (xi xo).xn12+zn.(yi yo). (Yi Yo).Yn.2
• z.(xi xo). (xi xo).x.+z.(y1 yo). (Yi yo)Yn1-
+szgne. k
(3.59)
Avec
3x 3y, 3z
—Q —=(z z3)
—=(y3 yi);3x2 3x2 3X9
6x, 3y, 0z
=(z3 zi) =0 =(x1 x3);
3Y2 3Y2 3Y2
axfl 3y 3z
(iii y3) -—— (x3 x1) ---— = 0;
0Z2 0Z2 UZ2
3ième cas, Po, Pi, P2 et p3 forment un quadrilatére et on a ajouté le point 4.
On a vu lors du calcul de P, qu’il y avait en tout quatre expressions possibles
pour P suivant les égalités entre Yo et Pi et entre Y2 et y. En fonction de ces cas
on a alors une expression différente pour P à chaque fois.
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Cas Yo 111 et 112 113, on a alorse
(Z3p (z0 z1)— axo-
— (Yo Y’) (Y3 112)
(z0 zi) (yo yi)
—
(z0 z1) (y4 Yi) (z3
+ 3(Yo Y])2 (Y3 Y2)
(Yo Yi) + (z0 z1) (z3 )2î
+__________________
2 8z E (3.60)
tYo 111) (y 112)
_AAvec en posant .x4 —
— (X2 (Y3 Yi) + X3 112)) B A (Y3 112)
32
8z4
— (zi (z2 z3) B A (z2 x3)
B2
et en posant également 114 , on a
6Y4
— (Yi (Y2 113) 3 A tY2 Y3)
32
3y4
— (Y2 (z3 xi) + Y3 (z, z2)) B A (z3 z2)
ay0 32
ay4
Dans les cas suivants les dérivées de z4 et de y4 restent les mêmes.
Casy0=y1 ety2=y3:
— (z0 z,) (z0 z (zo z1) (z4 xi) (z3
— ax0
— (z0 z1)2 (y Y2)
o
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(o “ 8x1) (z3 z)L.
_____________
Oyo
+ J(10 Xi) (Y3 Y2)
(14 Xi) + (zo z) 0zo Z3 Z2
+
)0zo (3.61)(x0 z) (Y3 Y2)
Cas Vo Yi et Y2 Y3
p (zo z’) (z0 z1) (z z3) (14 Xi) (Z3 Z2)—.0
— (10 11)2 (13 12)
(z0 0X4 ( ‘8X41) — Z2)—_
+ J(zo Xi) (x3 12)
(14 X) + (Z0 Zy) Ozû Z3 Z2
+ (3.62)
(10 Xi) (x3 12)
Cas Vo = Yi et Y2
ôp (Z 0i4 (Z3 \8X4Z2O z1) —
‘Oxo
(Yo Yi) (13 12)
(Yo Yi) (Zo Z1) (z0 Z1) (4 yy) (z3 8i4
+ J
(yo yi)2 (13 12)
(y4 Vi) + (o zi) (Z3 Z9)-. (3.63)
_________
Ozû
_____________
+
(Yo iii) (13 12)
Il nous reste enfin à calculer les
3.5.5.7.2 Calcul des --(i,j). Il est à nouveau nécessaire de distinguer les trois0v
différents cas.
1er cas, Po est au centre du triangle.
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En reprenant la formule de
(j ) = p i xi) (Yi Y2) + (j yj) (x2 xi) (3.64)
i Y2 Yi X2 + O (yi Y2) + Yo (x2 x1)
Que l’on note également sous la forme
(.i)
=
B(j)
= P À(i,j) (3.65)
On en déduit
=
A(i,j) + ((V2 yi)+ ( X2)j) (3.66)
2ème cas, Po est sur le triangle. On reprend les mêmes notations que précé
demment, c’est-à-dire qu’on note Po le point du centre et qu’on dérive par rapport
a P2
Il faut alors distinguer les sous-cas pour savoir dans quel sous-volume élémen
taire on se trouve. A savoir si la droite de projection de coordonnées ,x = i et
y = j passe par le triangle PoPiP2 ou PoP2P3 ou popP. Dans le triangle P0P1P2,
l’expression de p est alors
p(i,j) = . (i x1).(yy Y2) + (j y1).(x2 xi) (3.67)(xi x0).(y2 Yo) (iii y0).(x2 xo)
On a alors:
3p . 8 A(i,j) (B.(j Yi) A(i,j).(yo
B
+P 32
(B.(xl j) A(i,j).(xi XO))-? (3.68)
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Dans le triangle Po?2P3
. .
—
(i x2).(y2 y3)+ (j y2).(’3 Z2)
(Z2 z0).(y3 yo) (Y2 yo).(x3 z0)
On a alors
—
j,j
+
(B.(y
•
A(i,j).(y3 Yo))
8v2 t)
— 8v9 B 32
X3) A(i,j).(zo X3))-? (370)
Et enfin dans PoP3Pl
p(’i,j) P x3).(Y3 y’) + ( Y3).(Z, z3) (3.71)(z3 xo).(ïji Yo) (J3 y0).(x1 z0)
On a alors:
Qi,j) 8A(i,j) (3.72)
8v2 8v2 B
3ième cas, POP1P2P3 forment un quadrilatère et on a ajouté un point 4.
On doit alors distinguer 4 sous cas en fonction du triangle P4P2P0 ou P1PoP3 Ou
p4p3P1 ou Ppp par lequel la droite de projection passe.
Dans le triangle P4P2Po
— (j z2).(y2 Yo) +
(j
y2).(zo z2) — A(i,j)
(‘2 x4).(yo Y4) (Y2 yt).(zo z4) B
C
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et donc
o
8P A(i,j) P 8A(i,j) 33 P 3A(i,j) 3B
-
=
-——.
OVO 0V0 L3 ±5 OXçj (1X0 ±5 OYo Oyo
(3.74)
Avec:
8A(i,j)
1 Y33x0
3A(i,j)
=X2
33Yo
33 8x4 3)4
38x0 114 Y2 + (Y2 Yo).— + (.x0 x2).—
33 3x4 3%14
=X2 x4+(y2 y0).+(x0 x2).
33Yo 311o 8’ij0
Dans le triangle P4P0P3,
. .
—
(i xo).(yo y3) + (j o).(x3 xo)
—
A(i,j)
pZ,J) .
. O(xo x4).(y3 Y4) (yo y4).(z3 z4) B
On a la même formule que précédemment et
3A(i,j)
113 Yo j+Yo33x0
3Â(i,j) —
— X0 X3+X0
33Yo
33 3z4
= 3 4 + (y + (z3 xo).83x0 3x0
33 3z4 3y4
= X4 X3 + (Yo Y3)• + (z3 zo).—33110 8yo 3Yo
Dans le triangle P4P3P1
. .
—
(‘i .x3).(y3 y’) + (j y3).(x, x3)
—
A(i,j)
p’+J] . (x3 x4).(y, y,) (y3 y4).(.xi z4) B
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et:
OA(i,j)
=
OAQ,j)
=0
OOYo
03 814 8’?J4
= (Y3 Yi). + (x1 x3).88x0 Oxo 8x0
8B 814
(v3 yi).----—+(xi .73).—
83Yo 3Yo 8Yo
Et enfin dans le triangle P4PiP2
(i x1).(y1 Y2) + (j y1).(x2 x1) A(i,j)p(ï,j) = P. P. (3.7 t)(xi •x4).(y2 Y4) (y’ y4).(x2 14) B
et:
OA(i,j)
—083x
8,j)
OOYo
83 8x4 OJ4(Yi y2).—+(x2 xi).—88x0 dxo 8x
83 8x4 8’j4ty1 y2).—+(x2 li).
OOYo 8Yo 0Yo
Tous les éléments nécessaires au calcul du gradient ont donc été déterminés, on
peut alors résumer l’algorithme effectué pour ce calcul du gradient.
3.5.6 Résumé de l’algorithme
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O Pour tous les points utPour tous les repères orientés suivant O
Calcul du point supplémentaire e et de signe
(signe est le signe de hary ïi et détermine si le volume est
extérieur ou intérieur)
Pour tous les voisins de vt
(on prend à chaque fois deux voisins, le point u1 lui-même et
le point e de façon à avoir un volume élémentaire)
Calcul de P et de 8v1
Pour tous les i et j
Calcul de p(i,j) et -(i,j) au travers dii volume considéré
i,i signe.2.(i, j).(Pk,Lj dk.,j)
On exprime qradk dans le repère de référence
grad1 grad1 + gradk,,
CHAPITRE 4
o
RÉSULTATS EXPÉRIMENTAUX.
Nous allons à présent présenter quelques résultats afin de pouvoir illustrer les
capacités et les limites de cette méthode. Nous verrons en particulier les problèmes
qui apparaissent lorsque les formes présentent trop d’occlusions.
4.1 Présentation des conditions des expériences
Rappelons tout d’abord les conditions avec lesquelles nous faisons tourner le
programme. La procédure se fait en deux étapes. La première étape, qui n’est pas
propre à notre algorithme, consiste à récupérer des cartes de profondeurs comme
nous l’avons déjà mentionné dans les parties précédentes. Pour cela, nous utiliserons
des objets synthétiques et nous prendrons les mêmes mesures que celles que l’on
peut obtenir par stéréovision, c’est-à-dire la profondeur des points de la scène vue à
partir d’un point précis. La forme ou l’objet est réalisé avec un logiciel de dessin en
trois dimensions. Le premier sous programme va donc lire le fichier du dessin, puis
va ensuite l’analyser pour en déduire les données recherchées. Afin de pouvoir lire
ce fichier, nous sauvegardons celui-ci sous le format .ase (format très classique et
basique utilisé par les logiciels de dessin en 3 dimensions) qui est très intuitif et qui
permet de récupérer facilement la liste des points de la figure ainsi que les arêtes.
Après cette lecture on affiche alors à l’écran la forme à l’aide de la librairie OpenGL
puis en utilisant une de ses fonctions, on récupère la profondeur des pixels affichés.
On fait ensuite pivoter cette figure de 180 degrés de façon à afficher l’arrière de
la forme, puis en récupérant à nouveau la profondeur des pixels affichés et en les
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FIG. 4.1 — Une forme représentée sous openGL vue de profil, puis vue après une
rotation de 180 degrés. La correspondance des points de ces deux vues avec leurs
profondeurs permet de constituer une carte de profondeurs.
corrélant à l’autre face, on en déduit la carte de profondeurs. Lors de l’appariement
entre les pixels de la face avant et arrière, il faudra veiller aux inversions produites
lors de la rotation de 180 degrés. Si celle-ci a été faite autour de l’axe vertical par
exemple, les points qui étaient à droite sur la face avant correspondent aux points
qui se trouvent à gauche sur la face arrière et réciproquement. Rajoutons enfin
qu’au lancement du programme, on entre les directions d’observation que l’on veut
relever. On précise pour cela à chaque fois la rotation autour de l’axe des X et celle
autour de l’axe des Y. Dans la plupart des cas, on choisit la vue de face, celle du
dessus et celle de côté, soit encore entrant les angles suivants 0, &, = 0,
= 90, = O et 2 = o 90. L’ensemble des données calculées est alors
écrit dans un fichier qui sera ensuite lu par notre programme principal.
Pour celui-ci nous entrons également plusieurs paramètres. Comme nous l’avons
o
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I.n
FIG. 4.2
— Première image: Schématisation d’une carte de profondeurs. Les parties
les plus noires sont les plus épaisses et inversement pour les parties les plus blanches.
Deuxième image : voiture d’origine en vue oblique.
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expliqué, l’idée principale de l’algorithme est de diminuer une fonction d’énergie
qui correspond à la différence entre les données de départ et celles que l’on obtient
avec la forme que l’on modèle. Deux critères d’arrêts peuvent apparaître intuitifs.
Le premier serait d’arrêter le programme lorsque la fonction d’énergie descend en
dessous d’un certain seuil. Cependant, celle-ci ne tend pas vers O donc on ne sait
pas vers quelle valeur celle-ci va se stabiliser. En effet, d’une part les points sont
déplacés avec un certain pas, donc lorsque l’on arrive à un minimum, à chaque
déplacement, on oscille autour de ce miminum sans l’atteindre. Et d’autre part,
comme nous l’avons expliqué dans la partie précédente, certaines données se contre
disent lorsqu’il y a des concavités et on ne peut aboutir à une solution parfaite.
Un autre critère d’arrêt pourrait être de s’arrêter dès que la fonction d’énergie
prend une valeur supérieure à celle de l’itération précédente, mais ce phénomène se
produit parfois bien avant la stabilisation. Ceci s’explique pour les mêmes raisons
que précédemment, un pas trop grand aboutit parfois à un état moins bon que
le précédent. On choisit donc finalement d’entrer en paramètre au lancement, le
nombre d’itérations à effectuer.
Un autre critère que l’on entre, est le coefficient que l’on place devant le gra
dient. Chaque point est déplacé suivant l’opposé du vecteur gradient auquel on
applique un coefficient évitant des débordements dans les déplacements. Par expé
rience, on fera varier celui-ci entre 0.01 et 0.001. On comprendra par ailleurs que
plus le pas est petit, plus on choisira un nombre d’itérations important.
Vient ensuite le choix entre deux méthodes. La première consiste à partir d’un
état de notre forme, de calculer les gradients par rapport à tous les points et dé
placer tous les points lors d’une seule et même itération. La seconde méthode, plus
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lente, consiste à déplacer les points un par un. Ainsi, chaque gradient calculé tient
O compte des points précédemment. déplacés. Cette seconde méthode étant bien plus
longue, et l’expérience nous montrant que les résultats obtenus n’apparaissent pas
meilleurs, on choisira donc presque tout le temps la première.
Enfin, on détermine le nombre de points de la forme que l’on va modeler. Comme
nous l’avons vu précédemment, la construction de notre sphère initiale se fait par
divisions successives de facettes triangulaires, et le nombre de points que l’on peut
envisager se fait donc par paliers. On prendra en général entre 34 et 130 points.
Pour la plupart des résultats présentés ci-après, on indiquera les angles de vue
pris sur l’objet, le nombre d’itérations ainsi que le pas (ce dernier détail n’a d’intérêt
que pour l’exécution du programme). Polir les vues utilisées, on précise à chaque
fois l’angle autour de l’axe x que l’on note 6 puis celui autour de l’axe y que l’on
note
.
La vue
— 0, O,,
— O étant toujours celle par défaut, on ne la précise pas.
Ainsi, si l’on note ‘vue 90 0 0 90 itérations 200 pas 0.01”, cela signifie que l’on a
pris trois angles de vue pour nos mesures. La première vue par défaut est effectuée
avec = O et = 0, la deuxième avec = 90 et = O et la troisième avec
= O et O 90. Le nombre d’itérations effectuées est de 200 et le pas était de 0.01.
Enfin, nous avons utilisé un logiciel annexe qui permet de recaler deux formes
similaires et de faire des calculs sur les différences entre ces deux formes. On fera
donc apparaître des images de superposition ainsi que des diagrammes indiquant
la répartition des erreurs au niveau de la surface des deux formes. Il faut noter que
les images sont contenues dans des fenêtres carrées de cent millimètres de côté. Si
on enlève les marges, les figures étudiées tiennent donc approximativement dans
O
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une fenêtre carrée de quatre vingt millimètres de côté. Le terme “rms” correspond
à la valeur efficace (“root mean square”).
4.2 Tests basiques
La première forme de base que l’on teste est une sphère. Deux vues de face et
de côté suffisent pour obtenir un bon résultat (voir figure 4.3). On observe sur le
diagramme 4.4 que l’erreur est très faible.
On fait ensuite le test suivant sur un cube. Là aussi, pas de problème majeur,
le résultat est correct, 2 vues suffisent (voir figure 4.5).
FIG. 4.3
— sphère vue 90 0 itérations 300 pas 0.01
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FIG. 4.4
— Diagramme de répartition d’erreurs et superposition de l’image de réfé
rence et de l’image obtenue. Nous rappelons que cette figure, ainsi que les suivantes
sont contenues dans des fenêtres carrées de cent millimètres de côté avec une marge
d’environ cinq à dix millimètres sur les bords.
o Répartition des erreurs points surface
Moy
1.6
Max
3.1
2RMS
3.6
3.5 4
•1
j
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FIG. 4.5
— Cube, vue 90 0 itérations 300 pas 0.01
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4.3 Tests avec des formes plus évoluées
On fait ensuite n test avec un objet en forme de lampe. En choisissant les
vues dans des bonnes directions, en particulier celles où il n’y a pas d’occlusion,
on arrive encore une fois à obtenir la forme de départ. On remarque au niveau
de la répartition des erreurs quelques points isolés qui correspondent à quelques
surfaces fines qui s’écartent dii pied de la lampe mais qui, par leur faible épaisseur,
ne représentent pas d’erreurs importantes au niveau des cartes de projection. On
montre ici les résultats intermédiaires sur les figures 4.6, 4.7 et 4.8, ainsi que la
répartition des erreurs et quelques images de superposition : figure 4.10.
o
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FIG. 4.6 — 10 itérations, .50 itérations, 100 itérations et 150 itérations
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fIG. 4.7 — Lampe, vues 90 0 0 90 itérations 200 pas 0.01
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FIG. 4.8
— Représentation de la courbe de la fonction d’énergie calculée au cours
des itérations.
o
-I
Fonction
d’énergie
$0
5 6 7 8
FIG. 4.9 Diagramme de répartition d’erreurs. Superposition de l’image de réfé
rence et de l’image obtenue selon deux points de vue.
Répartition des erreurs points surface
2RMS
3.8
Max
7.5
—I
1 2 3 4
Erreurs en mm
1 —
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FIG. 4.10 — Superposition de l’image de référence et de l’image obtenue. Cartogra
phie de l’erreur : les couleurs extrêmes rouge ou bleu foncée indiquent de fortes
erreurs, celles entre le vert et le jaune indiquent des erreurs plus faibles.
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On observe ensuite un résultat obtenu avec une forme simple un cône avec l’ex
C trémité inférieure en forme de demie sphère (voir figures 4.11 et 4.23). Le résultat
est très satisfaisant.
Nous faisons ensuite un test avec une forme d’avantage non convexe. En choi
sissant des vues autres que celles de côté, on retrouve la forme visée à la figure 4.13.
Au niveau des erreurs, on voit que celles-ci sont réparties. Les bords extérieurs sont
assez respectés mais les deux axes engendrent des erreurs plus importantes (voir
figure 4.14).
4.4 Mise en évidence de l’importance du choix des vues et du problème
des occlusions
Pour bien illustrer le problème des occlusions, nous faisons un test avec une vue
de face et une vue de côté. Celle de côté n’enregistre donc pas qu’il y a un vide
entre les deux pieds de « l’arche ». Il y a donc confusion entre les deux vues. La
forme obtenue n’est pas du tout celle recherchée (voir figure 4.15). Aucun creux ne
se forme au centre.
o
$3
o
o
FIG. 4.11
— Cylindre-sphère vues 90 0 méthode O itérations 200 pas 0.01
Répartition des erreurs points surface
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FIG. 4.12 Diagramme de répartition d’erreurs et superposition de l’image de
référence et de l’image obtenue.
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FIG. 4.13 Arche vues 90 0 0 90 méthode O itérations 200 pas 0.01
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FIG. 4.14
— Diagramme de répartition d’erreurs et superposition de l’image de
référence et de l’image obtemie.
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FIG. 4.15 — Arche vues 90 0 0 90 méthode O itérations 200 pas 0.01
$8
Nous venons donc de montrer l’importance du choix des vues et, par ce fait,, on
montre également qu’augmenter le nombre de vues n’améliore pas nécessairement le
résultat. Illustrons à nouveau cette idée en augmentant progressivement le nombre
de vues pour un même objet. Nous reprenons à nouveau la “lampe” comme objet
d’étude qui n’est ni trop simple ni trop complexe. On précise pour ces résultats les
vues prises ainsi que la valeur de la fonction d’énergie et nous donnons une vue de
face et une vue de dessus à chaque fois.
Nous observons qu’avec une vue, la fonction d’énergie descend très bas. Il n’y
aucune “gène” ou déplacement opposé ou du moins différent entraîné par plusieurs
prises de vue. En revanche, si la forme vue de face est bien respectée, il n’y a
aucune contrainte sur les autres vues et on s’aperçoit, en particulier avec la vue de
haut, que la forme n’est pas circulaire. Dans le deuxième test, nous ajoutons aux
données une vue de dessus (vue 90 0), cette fois-ci la fonction d’énergie est plus
élevée (1.60) mais la forme est bien mieux respectée et est à présent circulaire (voir
figure 4.16). Remarquons que cela n’a pas beaucoup de sens de comparer l’énergie
d’un résultat pris avec un nombre de vues différent mais le plus cohérent pour
cette comparaison serait de diviser cette énergie par le nombre de vues. En effet, la
fonction d’énergie est une somme de différences que l’on effectue pour chaque vue.
Donc pour n vues, il y a n fois plus de termes dans cette somme. Ici le nombre à
retenir pourrait être 0.8.
En passant à trois vues, le résultat ne change pas vraiment et le terme de com
paraison de la fonction d’énergie 0.6$ ne varie pas beaucoup. La nouvelle vue
de côté n’est pas contradictoire et ne fait pas apparaître de problème d’occlusion.
En revanche, avec l’ajo’it d’une quatrième vue oblique, le terme de comparaison
grimpe 1 2.03, car les problèmes d’occlusion et d’incohérence entre les vues
apparaissent (voir figure 4.17).
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FIG. 4.16 Images du haut : vue O O, énergie : 0.25, images du bas : vue O 0 90 0,
énergie 1.60
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FIG. 4.17
— Images du haut : vue 0 0 90 0 0 90, énergie : 2.05, images du bas
vue 0 0 90 0 0 90 45 0, énergie : 8.1
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Dans ces deux derniers tests, le terme de comparaison continue d’être élevé en
raison de la complexité de la cohérence entre les différentes vues. Le résultat quant
à lui n’a pas vraiment changé et garde la même qualité qu’avec deux vues (voir
figure 4.18).
93
Q
4.5 Tests sur des formes complexes
Si on passe à des formes plus complexes les résultats deviennent très approxima
tifs. Nous faisons ici des tests avec une voiture (voir figure 4.19, 1.20, 4.21, 4.22).
On retrouve la forme globale de la voiture. Les principaux problèmes se situent
au niveau des parties qui ressortent trop de la forme. On voit en particulier que
les roues n’apparaissent presque pas. Un test avec plus de points ne donne pas de
résultat pins convainquant.
o
Fic. 4.19 — Voiture forme cible
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FIG. 4.20
— Voiture : vue de profil
FIG. 4.21
— Voiture : vue de face
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o
FIG. 4.22 — Voiture : vue oblique Voiture vues 90 0 0 90 méthode O itérations 200
pas 0.01
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Répartition des erreurs points sudace
Moy
FIG. 4.23 Diagramme de répartion d’erreurs et superposition de l’image de réfé
rence et de l’image obtenue.
5
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Montrons encore un résultat obtenu sur une forme quelconque présentant plu
sieurs reliefs (voir figure 4.24). On retrouve les principales caractéristiques de la
forme, les deux « jambes » en bas, le resserrement au centre, les creux au niveau
de la « base des bras » et enfin le haut du « buste > (voir figure 4.24). Les erreurs
ne sont pas trop fortes (voir figure 4.25).
Dès lors que l’on veut faire des tests avec des formes comportant des détails,
ces derniers apparaissent rarement. Seule la forme globale se dessine. Les parties
trop petites qui ressortent n’apparaissent pas.
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FIG. 4.24
— Corps vues 90 0 0 90 méthode O itérations 200 pas 0.01
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Répartition des erreurs points surface
FIG. 4.2
— Diagramme de répartition d’erreurs et superposition de l’image de
référence et de l’image obtenue.
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1 vue 64 faces 20” 1 vue 256 faces 1’41”Q 2 vues 64 faces 48” 2 vues 256 faces 2’37”3 vues 64 faces 1’23” 3 vues 256 faces 3’36”
4 vues 64 faces 2’Ol” 4 vues 256 faces 4’44”
FIG. 4.26 Durée de calcul pour effectuer 200 itérations avec un nombre de vues
et de faces variable réalisé avec un AMD Athlon XP 2800--.
4.6 Temps de calcul
Terminons enfin ce chapitre par un tableau présentant les temps de calcul ne
cessaires à l’algorithme. Pour aborder ce sujet, il faut bien distinguer deux points
le temps pris pour effectuer une itération, et le nombre d’itérations effectuées. Le
temps pris pour une itération est ce qu’il y a de plus général. Il ne dépend que
du nombre de points avec lesquels on travaille et du nombre de vues. Il est donc
indépendant du reste et en particulier, il ne dépend pas de la forme ni dii pas uti
lisé pour le déplacement des points. Le nombre d’itérations nécessaires a moins de
sens car il dépend de la forme (convergence plus ou moins rapide) de la précision
recherchée et du pas utilisé. Plus le pas est petit plus les points vont se déplacer
lentement et plus il faudra un grand nombre d’itérations. On peut même géné
raliser en indiquant que si on divise le pas par deux, il faudra alors multiplier le
nombre d’itérations par deux. Pour 64 faces, nos expériences ayant été faites avec
200 itérations et un pas de 0.01, nous donnerons donc les temps réalisés avec ces
critères. Nous donnerons également quelques mesures avec 256 faces.
o
CHAPITRE 5o
DISCUSSION ET CONCLUSION
A partir des différents jeux d’essais étudiés dans la partie précédente nous avons
donc pu mettre en valeur d’une part le degré de qualité de cette méthode et d’autre
part les problèmes qu’elle rencontre dès lors que les formes se complexifient un peu
trop.
Intéressons-nous tout d’abord à l’acquisition des données. Celle-ci demande
donc différentes cartes de profondeurs obtenues de façon visuelle et en prenant
à chaque fois pour chaque direction une vue avant et une vue arrière. La façon
la plus simple et la pins classique d’obtenir de telles données est de procéder par
stéréovision. En comparaison à de nombreuses méthodes, celle-ci est relativement
simple et peu coûteuse. Si on prend par exemple l’acquisition par rayons X, celle-ci
demande des instruments de mesure relativement chers. Il faut des scanneurs de
grande précision, et il est beaucoup plus délicat d’obtenir des données non brui
tées. De plus l’objet ou la forme étudié doit être suffisamment peu volumineux pour
pouvoir être placé à l’intérieur du scanneur. La prise de photos n’a de limite que
la taille de l’espace où sont faites les mesures. On n’a ainsi aucune limite à l’exté
rieur. Enfin les radiographies réalisées par radiation sont très longues, de l’ordre de
plusieurs heures alors qu’elles sont instantanées lors de la prise de photo. Il reste
ensuite le temps de calcul mais celui-ci est également négligeable. Un désavantage
cependant flagrant de cette méthode est qu’elle se base sur des données visuelles
ce qui lui ferme certains domaines d’application. On peut en particulier citer le
domaine médical où l’on a besoin de récupérer des données sur des organes ou élé
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ments situés à l’intérieur du corps humain et donc qu’on ne peut voir par de simples
photos. L’étude de défauts à l’intérieur de matériaux tel que des bulles d’air, est
également impossible avec notre méthode.
En ce qui concerne la méthode elle même, l’une de ses grandes qualités est d’être
peu coûteuse en information, il suffit en général d’avoir seulement trois vues pour
obtenir (les résultats optimaux. Comme on a pu le voir précédemment, pour des
formes simples, le résultat est assez fidèle à la forme originale. Le résultat est encore
appréciable pour des formes assez irrégulières mais dont aucune partie ne ressort
trop du corps principal. Précisons aussi que, pour les détails dont seule la taille de
ceux-ci poserait problème, il suffirait alors d’augmenter la précision des cartes de
profondeurs en relevant plus de points c’est-à-dire en réduisant la taille des mailles
de la grille de projection. En revanche, c’est lorsque des parties font apparaître trop
d’occlusions qu’apparaissent les limites de notre méthode. Le choix des vues peut
par ailleurs avoir une grande importance. Comme nous l’avons vu, les parties vides
ou non visibles ne sont pas comptées dans les projections et entraînent donc des
incohérences dans les données. Plus les points de vue auront des parties cachées
plus ]e résultat sera faussé.
Ceci nous amène donc à parler d’un axe possible d’évolution de notre méthode.
Si l’on réfléchit au choix des vues, on peut faire ressortir plusieurs critères. Le
nombre de celles-ci et les directions dans lesquelles elles sont prises. Ces deux fac
teurs sont liés car une vue peut être incohérente avec certaines et pas avec d’autres.
De plus il faut souvent mieux avoir par exemple deux vues avec des directions éloi
gnées qu’un plus grand nombre de vues mais toutes rapprochées. Ln point de départ
pour un algorithme de recherche de vue optimal pourrait être de travailler sur les
o
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valeurs des cartes de projections. Si l’on considère par exemple que toute forme
peut être globalement représentée par un ensemble de surfaces planes et qu’une
face sera d’autant plus détectée qu’elle sera parallèle à la direction de la vue, on
pourra alors chercher les cartes de projection avec les plus grands écarts de valeurs
entre deux zones rapprochées. Ceci n’est qu’une ébauche d’idée et le problème est
sans doute très complexe. Une autre idée qui pourrait être intéressante serait de
fixer des poids différents aux projections en fonction des vues. Ainsi une vue qui
pourrait apporter à la fois des valeurs constructives et d’autres incohérentes pour
raient avec un faible poids être tout de même bénéfique.
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