WRF-STILT
We use meteorological fields from the Weather Research and Forecasting (WRF v3.5, [1] ) model, a mesoscale meteorological model, to drive the Stochastic Time-Inverted Lagrangian Transport (STILT [2] ) model, a Lagrangian particle dispersion model. The coupling between the WRF and STILT models (WRF-STILT) was developed by Nehrkorn et al. [3] . Meteorological fields were generated at four gridded horizontal resolutions (27, 9, 3 , and 1 km) in a one-way nested arrangement centered around California's Bay Area (see Fig. 1 ). All WRF domains had 50 vertical levels (see caption of Fig. 1 ). Initial and lateral boundary conditions were provided by the North American Regional Reanalysis [4] . Overlapping 30-hour forecasts were initialized every 24 hours, at 00 UTC, and the first 6 hours of each forecast were discarded to allow for model spinup. Grid nudging was used in the outer-most domain. WRF simulations used the MYJ planetary boundary layer scheme and the 5-layer SLAB land surface model [1] . Figure 1 : WRF domains. Plot window covers the outermost domain (d01), d02 covers the majority of California, d03 covers a section of Northern California, and d04 covers California's Bay Area. Vertical levels: 28, 97, 190, 309, 460, 652, 887, 1110 28, 97, 190, 309, 460, 652, 887, , 1301 28, 97, 190, 309, 460, 652, 887, , 1497 28, 97, 190, 309, 460, 652, 887, , 1697 28, 97, 190, 309, 460, 652, 887, , 1994 28, 97, 190, 309, 460, 652, 887, , 2391 28, 97, 190, 309, 460, 652, 887, , 2791 28, 97, 190, 309, 460, 652, 887, , 3195, 3602, 4013, 4427, 4845, 5266, 5691, 6121, 6554, 6991, 7433, 7879, 8330, 8785, 9246, 9711, 10182, 10657, 11139, 11626, 12119, 12618, 13124, 13636, 14155, 14681, 15215, 15757, 16304, 16853, 17401, 17950, 18498, 19046, 19594, and 20141 m. Turner et al. (2016 Network design for quantifying urban CO 2 emissions
The STILT model advects an ensemble of 500 particles 3-days backward in time, each with a small random perturbation, from the spatio-temporal receptor points using the meteorological fields from WRF. Fig. 2 shows some example particle trajectories. These trajectories can be used to construct measurement footprints, representing the sensitivity of the measurement to a perturbation in emissions from a given location (see Fig. 3 ).
Prior error covariance matrix
Following Meirink et al. [5] , Singh et al. [6] , and Yadav & Michalak [7] , we express our prior error covariance matrix (B; m × m) as a Kronecker product of a temporal covariance matrix (D; m t ×m t ) and a spatial covariance matrix (E; m x m y ×m x m y ), in our application, m = 2, 133, 120, m t = 240, m x = 88, and m y = 101. This allows us to write B as:
where ⊗ is the Kronecker product. Our implementation is adapted from Yadav & Michalak [7] . The temporal and spatial covariance matrices can be expressed in terms of correlation matrices and diagonal variance matrices:
where Σ is an p × p covariance matrix, M is an p × p correlation matrix, and V is an p × p diagonal matrix of variances:
Thus, the temporal covariance matrix is
and the spatial covariance matrix is
We construct V t , V s , M t , and M s from the BEACO 2 N emission inventory described in the main text. X is an m x × m y × m t third-order tensor of CO 2 emissions from the BEACO 2 N emission inventory. V t and V s are constructed as: where f σ is an uncertainty scaling factor. Here we have chosen f σ = 1, corresponding to a 100% uncertainty. M t and M s are constructed as:
where • is the Hadamard product, Z t (m t × m t ) and Z s (m x m y × m x m y ) represent the separation lags/distances in between locations in time and space, respectively, and τ t and τ s are the temporal and spatial decay parameters, respectively. Here we have chosen τ t = 3 hr and τ s = 5 km. The resulting correlation structure can be seen in Fig. 4 . We can see that the temporal correlation matrix is diagonal with an exponential decay (Fig. 4c) . The spatial structure shown in Fig. 4d and 4e is more complicated. The banded structure in panels Fig. 4d and 4e is from reshaping the state vector from matrices to a vector.
Here we have used knowledge of the true emissions, X, in constructing M t and M s . At first glance this would seem to be an overly optimistic specification of the prior covariance structure. However, in practice, this is equivalent to specifying a correlation that exponentially decays over a specified land-type (e.g., roads). This is because grid cells from similar land-types have a similar diurnal cycle and will be strongly correlated with each other and have negligible correlations with other land-types. This can be seen in Fig 4a and 4b . This is similar to the "hybrid" spatial error correlation used in Basu et al. [8] . CarbonTracker emissions are provided in units of mol m −2 s −1 at a resolution of 1 • . To regrid them to 1 km resolution we first compute the surface area of each grid cell in our domain and convert the CarbonTracker emissions to a mass emitted per grid box. We then pull out the region of interest and compute the mass emitted. We then spatially interpolate the emissions from 1 • to 1 km resolution and scale the result such that mass in our region of interest is conserved.
Implementation of the error metrics
For computing the error metric we use three third-order tensors (all dimension m x × m y × m t ): the prior emissions (W), the true emissions (X), and the posterior emissions (Y). And evaluate them using:
where x, y, and w are explained for each source type below. Figure 5 : Source types examined. Same as right column from main text Fig. 4 . The area source, line source, and point source have emission rates of 147 ± 55 tC hr −1 , 45 ± 20 tC hr −1 , and 9 ± 4 tC hr −1 over one week, respectively.
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Area Source
We use the area source mask (M AS ) shown in the left panel of Fig. 5 . We sum emissions from within the mask at each timestep to create m t × 1 vectors of emissions from the area source. x, y, and w are constructed as:
Posterior emissions are then evaluated using Eq. 8.
Line Source
We use the line source mask (M LS ) shown in the middle panel of Fig. 5 . We sum emissions from within the mask at each timestep to create m t × 1 vectors of emissions from the line source. x, y, and w are constructed as:
Point Source
We use the locations of the four point sources ( i {1} , . . . , i {4} and j {1} , . . . , j {4} ) shown in the right panel of Fig. 5 . We extract emissions from the four point sources at each timestep to create 4m t × 1 vectors of emissions from the point sources. x, y, and w are constructed as:
. . .
Relating the error metric to the flux error
We can relate our error metric (η) to the flux error as:
mean relative difference between prior and true emissions (12) where x is the true emissions, x p (m × 1 vector) is the prior emissions, and m = 2, 133, 120.
Sensitivity tests
We tested the sensitivity to domain-size, systematic biases, and observational frequency.
Sensitivity to domain size
The inversion was found to be fairly insensitive to domain size. This was determined by comparing the base case inversion to an inversion using a reduced domain (gray box in Fig. 6 ). Fig. 7 shows the error for the reduced domain and the difference between the base case. We find roughly 1% less error reduction when using the reduced domain, compared to the base case. 
Sensitivity to systematic biases
We performed an ensemble of inversions where each measurement site had a systematic bias ( b ) added to it. The bias for each site ( b ) was drawn from a zero-mean gaussian with a standard deviation σ b = 1 ppm: b ∼ N 0, σ 2 b . Fig. 8 shows the error for an inversion where we have introduced a systematic bias ( b ∼ N 0, σ 2 b ) at each site.
Sensitivity to observational frequency
The inversion was found to be sensitive to the observational frequency. This was determined by comparing the base case inversion to an inversion using only daytime observations when we might expect a well developed boundary layer (10am to 5pm local time). Fig. 9 shows the error for the daytime-only inversions and the difference between the base case. This is partly due to the poor representation of the diurnal cycle in the prior emissions. The inversion is unable to correct for the overestimated nighttime emissions in the prior without nighttime observations.
Model selection criterion
The statistical models presented in the main text were chosen based on an analysis of 127 different models using Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), and F-tests. See Appendix A for a list of all 127 models. The selected models all have p-values less than 0.001 in the F-tests. Table 1 shows the model selection criterion for the reduced domain size and Appendix A lists of all the model selection criterion. 
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