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Abstract
Zeroth-order (derivative-free) optimization attracts a lot of attention in machine learning,
because explicit gradient calculations may be computationally expensive or infeasible. To
handle large scale problems both in volume and dimension, recently asynchronous dou-
bly stochastic zeroth-order algorithms were proposed. The convergence rate of existing
asynchronous doubly stochastic zeroth order algorithms is O( 1√
T
) (also for the sequential
stochastic zeroth-order optimization algorithms). In this paper, we focus on the finite
sums of smooth but not necessarily convex functions, and propose an asynchronous doubly
stochastic zeroth-order optimization algorithm using the accelerated technology of vari-
ance reduction (AsyDSZOVR). Rigorous theoretical analysis show that the convergence
rate can be improved from O( 1√
T
) the best result of existing algorithms to O( 1
T
). Also our
theoretical results is an improvement to the ones of the sequential stochastic zeroth-order
optimization algorithms.
Keywords: stochastic optimization, zeroth-order, parallel computing, lock-free
1. Introduction
Zeroth-order (derivative-free) optimization attracts a lot of attention in machine learning,
because explicit gradient calculations may be computationally expensive or infeasible. As we
know, for a lot of machine learning optimization problems, such as graphical model inference
(Wainwright and Jordan, 2008), structured-prediction (Taskar et al., 2005), and so on, it
is difficult to give the explicit derivatives for the objective functions. For some black box
learning model, such as black box neural networks (Lian et al., 2016), it is infeasible to give
the explicit derivatives. Also, for bandit problems (Bubeck and Cesa-Bianchi, 2012), such
as advertisement selection for search engines, it is infeasible to give the explicit derivatives
of the objective functions because only observations of function values are available. Since
zeroth-order methods estimate gradient based on only two point observations, it is the best
and only choice of the optimization for above scenarios.
Because the era of big data has arrived, asynchronous parallel algorithms for stochas-
tic optimization have received huge successes in theory and practice recently. Most of
these asynchronous parallel stochastic algorithms are built on the first-order derivative or
second-order information (e.g. (approximate) Hessian matrix) of the objective function. For
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example, Hogwild! (Recht et al., 2011) (the first lock-free asynchronous parallel stochastic
gradient descent (SGD) algorithm) uses the first-order derivative to update the solution
for smooth convex functions. The other variants of asynchronous parallel SGD algorithm
(Mania et al., 2015; Lian et al., 2015; Huo and Huang, 2016; Zhao and Li, 2016) also use
the first-order derivative to update the solution for smooth convex or nonconvex functions.
For a composite of a smooth (possibly non-convex) function and a non-smooth convex func-
tion, the first-order derivative is embedded in the proximal operator (Razaviyayn et al.,
2014; Liu and Wright, 2015; You et al., 2016). Also, second-order information (e.g. (ap-
proximate) Hessian matrix) (Byrd et al., 2016) can be used to accelerate the optimization.
As the reasons mentioned previously, designing asynchronous stochastic zeroth order
algorithms is important and urgent. As far as we know, the only work of asynchronous
stochastic zeroth order algorithm (AsySZO) is (Lian et al., 2016). They prove the conver-
gence rate O( 1
T
+ 1√
T
). To the best of our knowledge, the convergence rates of existing se-
quential stochastic zeroth order algorithms (Nesterov and Spokoiny, 2011; Jamieson et al.,
2012; Duchi et al., 2012; Agarwal et al., 2011) are O( 1
T
+ 1√
T
) or O
(
1√
T
)
. Basically, the
convergence rates of these algorithms can be viewed as O
(
1√
T
)
because the term 1√
T
dom-
inates 1
T
+ 1√
T
. Motivated by improving the convergence rate of SGD from O
(
1√
T
)
to
O
(
1
T
)
, it is highly desirable to design an accelerated asynchronous stochastic zeroth order
algorithm with the convergence rate O( 1
T
).
In this paper, we focus on the finite sums of smooth but not necessarily convex functions
as follows.
min
x∈RN
f(x) =
1
l
l∑
i=1
fi(x) (1)
where fi : R
N 7→ R is a smooth, possibly non-convex function function. The formu-
lation (1) covers an extensive number of machine learning problems, for example, logis-
tic regression (Freedman, 2009), ridge regression (Shen et al., 2013), least squares SVM
(Suykens and Vandewalle, 1999) and so on.
In this paper, we propose an asynchronous doubly stochastic zeroth-order optimiza-
tion algorithm using the accelerated technology of variance reduction (AsyDSZOVR). Our
AsyDSZOVR randomly select a set of samples and a set of features simultaneously to handle
large scale problems both in volume and dimension. Rigorous theoretical analysis show that
the convergence rate can be improved from O( 1√
T
) the best result of existing algorithms to
O( 1
T
). Also our theoretical results is an improvement to the ones of the sequential stochastic
zeroth-order optimization algorithms.
We organize the rest of the paper as follows. In section 2, we propose our AsySBCDVR
algorithm. In Section 3, we prove the convergence rate for AsySBCDVR. Finally, we give
some concluding remarks in Section 4.
2. Algorithms
In this section, we propose our AsyDSZOVR. In this paper, we focus on the parallel environ-
ment with shared memory, such as multi-core processors and GPU-accelerators, without any
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lock. Because the parallel computing pattern in the parallel environment with distributed
memory can be equivalent to the one in the parallel environment with shared memory hav-
ing reading and writing locks, our AsyDSZOVR can also work in the parallel environment
with distributed memory.
The basic parallel computing pattern includes three steps, i.e., read, compute, update.
Specifically, if the parallel computing is asynchronous, all cores repeat the three steps inde-
pendently and concurrently without any lock. We give a more detailed descriptions of the
three steps as following.
1. Read: Read the vector x from the shared memory to the local memory without
reading lock.
2. Compute: Randomly choose a component function fi or a mini-batch B of the
component functions, and a set of coordinates J , and locally compute an unbiased
(approximate) gradient.
3. Update: Update the set of coordinates J of the vector x in the shared memory, based
on the unbiased (approximate) gradient without writing lock.
To highlight the differences of AsySZO and our proposed AsyDSZOVR, we first give brief
review of AsySZO, and present our AsyDSZOVR based on the above framework of parallel
computing. We also summarize the differences of of AsySZO and AsyDSZOVR in Table 1.
Table 1: Comparisons of AsySZO and AsyDSZOVR.
Algorithm Accelerated Step size Mini-batch x̂t − xt or x̂
s+1
t − x
s+1
t Rate
AsySZO No Dynamic vanishing No γ
∑
t′∈K(t)GJ(t′)(x̂t; fi) O
(
1√
T
)
AsyDSZOVR Yes Constant Yes γ
∑
t′∈K(t)B
s+1
t′ v̂
s+1
J(t′) O
(
1
T
)
2.1 Brief Review of AsySZO
Actually, the existing asynchronous stochastic zeroth order algorithm (i.e., AsySZO) pro-
posed by (Lian et al., 2016) strictly follows the three steps. Specifically, the unbiased (ap-
proximate) gradient in the ‘Compute’ step is computed based on a randomly choosed
component function fi as
GJ (x; fi) =
∑
j∈J
N
2Y µj
(fi(x+ µjej)− fi(x− µjej)) ej (2)
where µj is the approximate parameter for the j-th coordinate, and ej is the zero vector
in RN except that the coordinates indexed by j equal to 1. Thus, the updating rule in
the ‘Update’ step is (xs+1t+1 )J ←
(
(xs+1t )− γGJ(x̂
s+1
t ; fi)
)
J
, where γ is the step size. The
pseudocode of AsySZO can be found in Algorithm 1.
Because AsySZO does not use the reading and writing locks, the vector x̂s+1t read into
the local memory may be inconsistent to the vector xs+1t in the shared memory, which means
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that some components of x̂s+1t are same with the ones in x
s+1
t , but others are different to
the ones in xs+1t . In (Lian et al., 2016), they present x
s+1
t as following.
xt = x̂t − γ
∑
t′∈K(t)
GJ(t′)(x̂t; fi) (3)
where K(t) is a set of iterations. As mentioned in (Mania et al., 2015; Zhao and Li, 2016),
this representation could not formulate the conflicts of two writing operations. For AsyD-
SZOVR, we will give a more reasonable representation of xs+1t .
Algorithm 1 Asynchronous Stochastic Zeroth-order Optimization (AsySZO)
Input: γ, S, and m.
Output: xS.
1: Initialize x0 ∈ Rd, p threads.
2: For each thread, do:
3: for t = 0, 1, 2,m − 1 do
4: Randomly select a component function fi from {1, ..., l} with equal probability.
5: Randomly choose a set of coordinates J(t) from {1, ..., n} with equal probability.
6: (xs+1t+1 )J(t) ←
(
(xs+1t )− γGJ(t)(x̂
s+1
t ; fi)
)
J(t)
.
7: (xs+1t+1 )\J(t) ← (x
s+1
t )\J(t).
8: end for
2.2 AsyDSZOVR
Although GJ (x; fi) is an unbiased estimate of GJ (x; f), it would have a large variance be-
cause it is computed based on one sample. Similar with (Huo and Huang, 2016; Zhao and Li,
2016), we use the variance reduction to accelerate AsySZO. Thus, AsyDSZOVR has two-
layer loops. The outer layer is to parallelly compute the full approximate gradientGJ(x
s; f) =
1
l
∑l
i=1GJ(x
s; fi), where the superscript s denotes the s-th outer loop. The inner layer is
to parallelly and repeatedly update the vector x in the shared memory, which also strictly
follows the three steps as mentioned previously. Specifically, all cores repeat the following
steps independently and concurrently without any lock:
1. Read: Read the vector x from the shared memory to the local memory without
reading lock. We use x̂s+1t to denote its value, where the subscript t denotes the t-th
inner loop.
2. Compute: Randomly choose a mini-batch B(t) of the component functions, and a set
of coordinates J(t) from {1, ..., N}, and locally compute v̂s+1
J(t) =
1
|B(t)|
∑
i∈B(t)GJ(t)(x̂
s+1
t ; fi)−
1
|B(t)|
∑
i∈B(t)GJ(t)(x˜
s; fi) +GJ(t)(x˜
s; f).
3. Update: Update the set of coordinates J(t) of the vector x in the shared memory as
(xs+1t+1 )J(t) ←
(
(xs+1t )− γv̂
s+1
J(t)
)
J(t)
without writing lock.
The detailed description of AsyDSZOVR is presented in Algorithm 2. Note that v̂s+1
J(t)
computed locally is an approximation of GJ (x̂
s+1
t ; f), and the expectation of v̂
s+1
J(t) on B(t)
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is equal to GJ (x̂
s+1
t ; f) as shown below.
EB(t)v̂
s+1
J(t) = EB(t)
 1
|B(t)|
∑
i∈B(t)
GJ(t)(x̂
s+1
t ; fi)−
1
|B(t)|
∑
i∈B(t)
GJ(t)(x˜
s; fi) +GJ(t)(x˜
s; f)

= GJ(t)(x̂
s+1
t ; f)−GJ(t)(x˜
s; f) +GJ(t)(x˜
s; f)
= GJ(t)(x̂
s+1
t ; f) (4)
v̂s+1
J(t) is called a stochastic approximation of GJ(t)(x̂
s+1
t ; f). More importantly, we give an
upper bound for
∑m−1
t=0 E
∥∥v̂s+1t ∥∥2 (Lemma 2). The lemma shows that v̂s+1J(t) would vanish
after a large number of iterations. Thus, the step size γ can be set as a fixed constant,
which is different to the one used in AsySZO.
As mentioned in before, x̂t − xt used in Lian et al. (2016) could not formulate the
conflicts of two writing operations. In this paper, we use the following formulation to
present x̂s+1t − x
s+1
t .
xs+1t = x̂
s+1
t − γ
∑
t′∈K(t)
Bs+1t′ v̂
s+1
J(t′) (5)
where K(t) is a set of inner iterations, t′ ≤ t− 1, Bs+1t′ is a diagonal matrix with diagonal
entries either 1 or 0 (0 denotes that the corresponding coordinate is overwritten by other
thread). It is reasonable to assume that there exists an upper bound τ such that τ ≥
t−min{t′|t′ ∈ K(t)} (i.e., Assumption 1).
Assumption 1 (Bound of delay) There exists a upper bound τ such that τ ≥ t−min{t′|t′ ∈
K(t)} for all inner iterations t in AsyDSZOVR.
3. Convergence Analysis
In this section, we prove the convergence rate of AsyDSZOVR (Theorem 4 and Corol-
lary 5). Specifically, we improve the convergence rate of asynchronous stochastic zeroth-
order optimization from O( 1√
T
) to O( 1
T
). If AsyDSZOVR only uses one thread, AsyD-
SZOVR degenerates to the sequential doubly stochastic zeroth-order optimization algorithm
with variance reduction (DSZOVR). Our theoretical analysis can work for this condition,
and we have the convergence rate 1
T
for DSZOVR (Corollary 6). It is also an improve-
ment to the convergence rates of the existing sequential stochastic zeroth-order optimiza-
tion algorithms (Nesterov and Spokoiny, 2011; Jamieson et al., 2012; Duchi et al., 2012;
Agarwal et al., 2011).
Before providing the theoretical analysis, we give the definitions of Lipschitz constant on
the original gradient, coordinated smooth function, mixtured gradient of the coordinated
smooth functions, Lipschitz constant on the mixtured gradient, and the explanation of xst
used in the analysis as follows, which are critical to the analysis of AsyDSZOVR.
1. Lipschitz constant on the original gradient: For the smooth functions fi, we
have the Lipschitz constant L for ∇fi as following.
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Algorithm 2 Asynchronous Doubly Stochastic Zeroth-order Optimization with Variance
Reduction (AsyDSZOVR)
Input: γ, S, and m.
Output: xS.
1: Initialize x0 ∈ Rd, p threads.
2: for s = 0, 1, 2, S − 1 do
3: x˜s ← xs
4: All threads parallelly compute the full fake gradient G(x˜s; f) =
∑l
i=1
1
l
G(x˜s; fi)
5: For each thread, do:
6: for t = 0, 1, 2,m − 1 do
7: Randomly sample a mini-batch B(t) from {1, ..., l} with equal probability.
8: Randomly choose a set of coordinates J(t) from {1, ..., n} with equal probability.
9: Compute v̂s+1
J(t) =
1
|B(t)|
∑
i∈B(t)GJ(t)(x̂
s+1
t ; fi) −
1
|B(t)|
∑
i∈B(t)GJ(t)(x˜
s; fi) +
GJ(t)(x˜
s; f).
10: (xs+1t+1 )J(t) ←
(
(xs+1t )− γv̂
s+1
J(t)
)
J(t)
.
11: (xs+1t+1 )\J(t) ← (x
s+1
t )\J(t).
12: end for
13: xs+1 ← xs+1m
14: end for
Assumption 2 L is the Lipschitz constant for ∇fi (∀i ∈ {1, · · · , l}) in (1). Thus,
∀x and ∀y, L-Lipschitz smooth can be presented as
‖∇fi(x)−∇fi(y)‖ ≤ L‖x− y‖ (6)
Equivalently, L-Lipschitz smooth can also be written as the formulation (7).
fi(x) ≤ fi(y) + 〈∇fi(y), x− y〉+
L
2
‖x− y‖2 (7)
2. Coordinated smooth function: Given a function f(x) and a predefined approx-
imation parameter vector [µ1, µ2, · · · , µN ], we define a coordinated smooth function
f j(x) w.r.t the j-th dimension which was used in (Lian et al., 2016).
f j(x) = Ev∼U[−µj,µj ](p(x+ vej)) =
1
2µj
∫ µj
−µj
f(x+ vej)dv (8)
where v ∼ U[−µj ,µj ] means that v follows the uniform distribution over the interval
[−µj , µj]. It should be noted that, we have the following equation between Gj(x, f)
and ∇jf
j(x).
∇f j(x) =
1
2µj
∫ µj
−µj
∇jf(x+ vej)dv (9)
=
1
2µj
(fi(x+ µjej)− fi(x− µjej)) ej = NGj(x, f)
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In addition, we have
Ej‖∇jf
j(x)−∇jf(x)‖ ≤
L2
∑N
j=1 µ
2
j
4N
def
=
ω
4
(10)
which is proved in (26) of (Lian et al., 2016).
3. Mixtured gradient of the coordinated smooth functions: Based on the
coordinated smooth function f j(x), we define a mixtured gradient on the coordinated
smooth functions as
∑N
j=1∇jf
j(x).
4. Lipschitz constant on the mixtured gradient: We assume that there exists a
Lipschitz constant (L˜) on the mixtured gradient as follows.
Assumption 3 L˜ is the Lipschitz constant for the mixtured gradient
∑N
j=1∇jf
j(x),
such that, ∀x and ∀y, we have∥∥∥∥∥∥
N∑
j=1
∇jf
j(x)−
N∑
j=1
∇jf
j(y)
∥∥∥∥∥∥ ≤ L˜‖x− y‖ (11)
Because f j(x) is a smooth function of f(x), it is reasonable to have a Lipschitz constant
on the mixtured gradient. Specifically, if [µ1, µ2, · · · , µN ] = 0, it is easy to verify that
L˜ = L. If µj =∞ for all j = 1, · · · , N , it is easy to verify that L˜ = 0. Note that, it is
possible that L˜ > L.
Correspondingly, we assume there exists a relationship constant L̂ between the original
gradient and the mixtured gradient, as follows. Note that, it is also possible that
L̂ > 1.
Assumption 4 For a smooth function f , we have the relationship constant L̂ between
the original gradient and the mixtured gradient as∥∥∥∥∥∥
N∑
j=1
∇jf
j(x)
∥∥∥∥∥∥ ≤ L̂‖∇f(x)‖ (12)
5. xst : As mentioned previously, AsySBCDVR does not use any locks in the reading and
writing. Thus, in the line 10 of Algorithm 2, xst (left side of ‘←’) updated in the shared
memory may be inconsistent with the ideal one (right side of ‘←’) computed by the
proximal operator. In the analysis, we use xst to denote the ideal one computed by
the proximal operator. Same as mentioned in (Mania et al., 2015), there might not
be an actual time the ideal ones exist in the shared memory, except the first and last
iterates for each outer loop. It is noted that, xs0 and x
s
m are exactly what is stored in
shared memory. Thus, we only consider the ideal xst in the analysis.
Then, we give the upper bounds of E ‖G(x; fi)−G(y; fi)‖
2 and
∑m−1
t=0 E
∥∥v̂s+1t ∥∥2 in Lemma
1 and 2 respectively. Based on Lemma 1 and 2, we give an upper bound of
∑m−1
t=0 E
∥∥∇f(xs+1t )∥∥2
(Theorem 3). Then, we prove the sublinear rate of the convergence (Theorem 4 and Corol-
lary 5).
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Lemma 1 For the smooth function fi and the corresponding approximate full gradient
G(x; fi), we have
E ‖G(x; fi)−G(y; fi)‖
2 ≤ L˜2 ‖x− y‖2 (13)
Proof Based on the definition of the approximate gradient G(x; fi), we have that
E ‖G(x; fi)−G(y; fi)‖
2 = E
∥∥∥∥∥∥ 1N
N∑
j=1
(Gj(x; fi)−Gj(y; fi))
∥∥∥∥∥∥
2
(14)
= E
∥∥∥∥∥∥
N∑
j=1
(
∇jf
j
i (x)−∇jf
j
i (y)
)∥∥∥∥∥∥
2
≤L˜2 ‖x− y‖2 add what is L˜
where the second equality uses (9), the first inequality uses (11). This completes the proof.
Lemma 2 If Y − 2NL˜2γ2τ2 > 0, we have that
m−1∑
t=0
E
∥∥v̂s+1t ∥∥2 ≤ 2Y
Y − 2NL˜2γ2τ2
m−1∑
t=0
(
2NL˜2
b
∥∥xs+1t − x˜s∥∥2 + 2L̂E ∥∥∇f(xs+1t )∥∥2
)
(15)
Proof Let vs+1t =
1
b
∑
i∈B(t)G(x
s+1
t ; fi)−
1
b
∑
i∈B(t)G(x˜
s; fi) +G(x˜
s; f), we have that
E
∥∥v̂s+1t ∥∥2 = E ∥∥v̂s+1t − vs+1 + vs+1t ∥∥2 (16)
≤ 2E
∥∥v̂s+1t − vs+1t ∥∥2 + 2E ∥∥vs+1t ∥∥2
= 2E
∥∥∥∥∥∥1b
∑
i∈B(t)
(
G(x̂s+1t ; fi)−G(x
s+1
t ; fi)
)∥∥∥∥∥∥
2
+ 2E
∥∥vs+1t ∥∥2
≤
2
b
∑
i∈B(t)
E
∥∥G(x̂s+1t ; fi)−G(xs+1t ; fi)∥∥2 + 2E ∥∥vs+1t ∥∥2
≤ 2L˜2E
∥∥x̂s+1t − xs+1t ∥∥2 + 2E ∥∥vs+1t ∥∥2
= 2L˜2γ2E
∥∥∥∥∥∥
∑
t′∈K(t)
Bs+1t′ v̂
s+1
J(t′)
∥∥∥∥∥∥
2
+ 2E
∥∥vs+1t ∥∥2
≤ 2L˜2γ2τE
∑
t′∈K(t)
∥∥∥Bs+1t′ v̂s+1J(t′)∥∥∥2 + 2E ∥∥vs+1t ∥∥2
≤ 2L˜2γ2τ
∑
t′∈K(t)
E
∥∥∥v̂s+1J(t′)∥∥∥2 + 2E ∥∥vs+1t ∥∥2
=
2NL˜2γ2τ
Y
∑
t′∈K(t)
E
∥∥v̂s+1t′ ∥∥2 + 2E ∥∥vs+1t ∥∥2
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where the first, second and fourth inequalities use the fact that ‖
∑n
i=1 ai‖
2 ≤ n
∑n
i=1 ‖ai‖
2,
the third inequality uses (13), the fifth inequality uses the Cauchy-Schwarz inequality and
the fact
∥∥Bs+1t ∥∥ ≤ 1. We consider a fixed stage s + 1 such that xs+10 = xsm. By summing
the the inequality (16) over t = 0, · · · ,m− 1, we obtain
m−1∑
t=0
E
∥∥v̂s+1t ∥∥2 ≤ m−1∑
t=0
2NL˜2γ2τ
Y
∑
t′∈K(t)
E
∥∥v̂s+1t′ ∥∥2 + 2E ∥∥vs+1t ∥∥2
 (17)
≤
2NL˜2γ2τ2
Y
m−1∑
t=0
E
∥∥v̂s+1t ∥∥2 + 2m−1∑
t=0
E
∥∥vs+1t ∥∥2
where the second inequality uses the Assumption 1. If Y − 2NL˜2γ2τ2 > 0, we have that
m−1∑
t=0
E
∥∥v̂s+1t ∥∥2 ≤ 2Y
Y − 2NL˜2γ2τ2
m−1∑
t=0
E
∥∥vs+1t ∥∥2 (18)
We next bound E
∥∥vs+1t ∥∥2 by
E
∥∥vs+1t ∥∥2 (19)
= E
∥∥∥∥∥∥1b
∑
i∈B(t)
G(xs+1t ; fi)−
1
b
∑
i∈B(t)
G(x˜s; fi) +G(x˜
s; f)
∥∥∥∥∥∥
2
= E
∥∥∥∥∥∥1b
∑
i∈B(t)
G(xs+1t ; fi)−
1
b
∑
i∈B(t)
G(x˜s; fi) +G(x
s; f)−G(xs+1t ; f) +G(x˜
s+1
t ; f)
∥∥∥∥∥∥
2
≤ 2E
∥∥∥∥∥∥1b
∑
i∈B(t)
G(xs+1t ; fi)−
1
b
∑
i∈B(t)
G(x˜s; fi)−
(
G(xs+1t ; f)−G(x˜
s; f)
)∥∥∥∥∥∥
2
+ 2E
∥∥G(xs+1t ; f)∥∥2
=
2
b2
E
∥∥∥∥∥∥
∑
i∈B(t)
(
G(xs+1t ; fi)−G(x˜
s; fi)−
(
G(xs+1t ; f)−G(x˜
s; f)
))∥∥∥∥∥∥
2
+ 2E
∥∥∥∥∥∥ 1N
N∑
j=1
Gj(x
s+1
t ; f)
∥∥∥∥∥∥
2
≤
2
b
E
∥∥G(xs+1t ; fi)−G(x˜s; fi)−G(xs+1t ; f)−G(x˜s; f)∥∥2 + 2E
∥∥∥∥∥∥ 1N
N∑
j=1
Gj(x
s+1
t ; f)
∥∥∥∥∥∥
2
≤
2
b
E
∥∥G(xs+1t ; fi)−G(x˜s; fi)∥∥2 + 2E
∥∥∥∥∥∥
N∑
j=1
∇jf
j(xs+1t )
∥∥∥∥∥∥
2
≤
2L˜2
b
∥∥xs+1t − x˜s∥∥2 + 2L̂E ∥∥∇f(xs+1t )∥∥2
where the first inequality uses ‖
∑n
i=1 ai‖
2 ≤ n
∑n
i=1 ‖ai‖
2, The second inequality uses
Lemma 7 in (Reddi et al., 2016), the third inequality uses E‖x−Ex‖2 ≤ E‖x‖2, the fourth
inequality uses (13) and (12). This completes the proof.
9
Theorem 3 Setting cm = 0, βt > 0. Let
ct = ct+1(1 + γβt) +
(
ct+1Nγ
2
Y
+
LY γ2
2N
+
γ3NL2τ2
Y
)
4Y NL˜2
b(Y − 2NL˜2γ2τ2)
(20)
Γt =
γ
2
−
(
ct+1Nγ
2
Y
+
LY γ2
2N
+
γ3NL2τ2
Y
)
4Y L̂
Y − 2NL˜2γ2τ2
(21)
Let ηt, βt and ct+1 be chosen such that Γt > 0 and βt ≥ 2ct+1.
∑m−1
t=0 E
∥∥∇f(xs+1t )∥∥2 in
AsyDSZOVR satisfy the bound
m−1∑
t=0
E
∥∥∇f(xs+1t )∥∥2 ≤ E(f(xs))− E(f(xs+1)) + γNωm4mint∈{0,··· ,m−1} Γt (22)
Proof We first bound E
∥∥xs+1t+1 − x˜s∥∥2.
E
∥∥xs+1t+1 − x˜s∥∥2 = E ∥∥xs+1t+1 − xs+1t + xs+1t − x˜s∥∥2 (23)
= E
(∥∥xs+1t+1 − xs+1t ∥∥2 + ∥∥xs+1t − x˜s∥∥2 + 2 〈xs+1t+1 − xs+1t , xs+1t − x˜s〉)
= E
(
γ2
∥∥∥v̂s+1J(t)∥∥∥2 + ∥∥xs+1t − x˜s∥∥2 − 2γ 〈v̂s+1J(t), xs+1t − x˜s〉)
=
Nγ2
Y
E
∥∥v̂s+1t ∥∥2 + E ∥∥xs+1t − x˜s∥∥2 − 2γE
〈
1
b
∑
i∈B(t)
G(x̂s+1t ; fi), x
s+1
t − x˜
s
〉
≤
Nγ2
Y
E
∥∥v̂s+1t ∥∥2 + E ∥∥xs+1t − x˜s∥∥2 + 2γE
 1
2βt
∥∥∥∥∥∥1b
∑
i∈B(t)
G(x̂s+1t ; fi)
∥∥∥∥∥∥
2
+
βt
2
∥∥xs+1t − x˜s∥∥2

=
Nγ2
Y
E
∥∥v̂s+1t ∥∥2 + (1 + γβt)E ∥∥xs+1t − x˜s∥∥2 + 2γE
 1
2βt
∥∥∥∥∥∥1b
∑
i∈B(t)
N∑
j=1
∇jf
j(xs+1t )
∥∥∥∥∥∥
2
≤
Nγ2
Y
E
∥∥v̂s+1t ∥∥2 + (1 + γβt)E ∥∥xs+1t − x˜s∥∥2 + γbβtE
 ∑
i∈B(t)
∥∥∥∥∥∥
N∑
j=1
∇jf
j(xs+1t )
∥∥∥∥∥∥
2
=
Nγ2
Y
E
∥∥v̂s+1t ∥∥2 + (1 + γβt)E ∥∥xs+1t − x˜s∥∥2 + γNβt E ∥∥∇jf j(xs+1t )∥∥2
where the first inequality uses the Young’s inequality, the second inequality uses the fact
that ‖
∑n
i=1 ai‖
2 ≤ n
∑n
i=1 ‖ai‖
2. We next bound E
∥∥∇jf(xs+1t )−∇jf j(x̂s+1t )∥∥2.
E
∥∥∇jf(xs+1t )−∇jf j(x̂s+1t )∥∥2 (24)
= E
∥∥∇jf(xs+1t )−∇jf(x̂s+1t ) +∇jf(x̂s+1t )−∇jf j(x̂s+1t )∥∥2
≤ 2E
∥∥∇jf(xs+1t )−∇jf(x̂s+1t )∥∥2 + 2E ∥∥∇jf(x̂s+1t )−∇jf j(x̂s+1t )∥∥2
≤
2
N
E
∥∥∇f(xs+1t )−∇f(x̂s+1t )∥∥2 + ω2
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≤
2L2
N
∥∥xs+1t − x̂s+1t ∥∥2 + ω2
=
2L2γ2
N
∥∥∥∥∥∥
∑
t′∈K(t)
Bs+1t′ v̂
s+1
J(t′)
∥∥∥∥∥∥
2
+
ω
2
≤
2L2γ2τ
N
E
∑
t′∈K(t)
∥∥∥Bs+1t′ v̂s+1J(t′)∥∥∥2 + ω2
≤
2L2γ2τ
N
E
∑
t′∈K(t)
∥∥∥v̂s+1J(t′)∥∥∥2 + ω2
=
2L2γ2τ
Y
∑
t′∈K(t)
E
∥∥v̂s+1t′ ∥∥2 + ω2
where the first and fourth inequalities use ‖
∑n
i=1 ai‖
2 ≤ n
∑n
i=1 ‖ai‖
2, the second inequal-
ity uses (10), the third inequality uses (6), the fifth inequality uses the Cauchy-Schwarz
inequality and the fact
∥∥Bs+1t ∥∥ ≤ 1. We bound E (f(xs+1t+1 )) as follows.
E
(
f(xs+1t+1 )
)
(25)
≤ E
(
f(xs+1t ) +
〈
∇f(xs+1t ), x
s+1
t+1 − x
s+1
t
〉
+
L
2
∥∥xs+1t+1 − xs+1t ∥∥2)
= E
(
f(xs+1t )− γ
〈
∇f(xs+1t ), v̂
s+1
J(t)
〉
+
Lγ2
2
∥∥∥v̂s+1J(t)∥∥∥2)
= Ef(xs+1t )− γE
〈
∇f(xs+1t ),
1
b
∑
i∈B(t)
G(x̂s+1t ; fi)
〉
+
LY γ2
2N
E
∥∥v̂s+1t ∥∥2
= Ef(xs+1t )− γE
〈
∇f(xs+1t ),
1
N
N∑
j=1
Gj(x̂
s+1
t ; f)
〉
+
LY γ2
2N
E
∥∥v̂s+1t ∥∥2
= Ef(xs+1t )− γE
〈
∇f(xs+1t ),
N∑
j=1
∇jf
j(x̂s+1t )
〉
+
LY γ2
2N
E
∥∥v̂s+1t ∥∥2
= Ef(xs+1t ) +
LY γ2
2N
E
∥∥v̂s+1t ∥∥2
−
γ
2
E ∥∥∇f(xs+1t )∥∥2 + E
∥∥∥∥∥∥
N∑
j=1
∇jf
j(x̂s+1t )
∥∥∥∥∥∥
2
− E
∥∥∥∥∥∥∇f(xs+1t )−
N∑
j=1
∇jf
j(x̂s+1t )
∥∥∥∥∥∥
2
= Ef(xs+1t ) +
LY γ2
2N
E
∥∥v̂s+1t ∥∥2 − γ2E ∥∥∇f(xs+1t )∥∥2 − γN2 E ∥∥∇jf j(x̂s+1t )∥∥2
+
γN
2
E
∥∥∇jf(xs+1t )−∇jf j(x̂s+1t )∥∥2
≤ Ef(xs+1t ) +
LY γ2
2N
E
∥∥v̂s+1t ∥∥2 − γ2E ∥∥∇f(xs+1t )∥∥2 − γN2 E ∥∥∇jf j(x̂s+1t )∥∥2
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+
γ3NL2τ
Y
∑
t′∈K(t)
E
∥∥v̂s+1t′ ∥∥2 + γNω4
where the first inequality uses (7), the second inequality uses (24). Next, we define Lya-
punov function Rs+1t = E
(
f(xs+1t ) + ct
∥∥xs+1t − x˜s∥∥2), and give the upper bound of Rs+1t+1
as follows.
Rs+1t+1 (26)
= E
(
f(xs+1t+1 ) + ct+1
∥∥xs+1t+1 − x˜s∥∥2)
≤ Ef(xs+1t ) +
LY γ2
2N
E
∥∥v̂s+1t ∥∥2 − γ2E ∥∥∇f(xs+1t )∥∥2 − γN2 E ∥∥∇jf j(x̂s+1t )∥∥2
+
γ3NL2τ
Y
∑
t′∈K(t)
E
∥∥v̂s+1t′ ∥∥2 + γNω4
+ct+1
(
Nγ2
Y
E
∥∥v̂s+1t ∥∥2 + (1 + γβt)E ∥∥xs+1t − x˜s∥∥2 + γNβt E ∥∥∇jf j(xs+1t )∥∥2
)
= Ef(xs+1t ) +
LY γ2
2N
E
∥∥v̂s+1t ∥∥2 − γ2E ∥∥∇f(xs+1t )∥∥2 −
(
γN
2
−
ct+1γN
βt
)
E
∥∥∇jf j(x̂s+1t )∥∥2
+
γ3NL2τ
Y
∑
t′∈K(t)
E
∥∥v̂s+1t′ ∥∥2 + ct+1Nγ2Y E ∥∥v̂s+1t ∥∥2 + ct+1(1 + γβt)E ∥∥xs+1t − x˜s∥∥2 + γNω4
≤ Ef(xs+1t ) +
LY γ2
2N
E
∥∥v̂s+1t ∥∥2 − γ2E ∥∥∇f(xs+1t )∥∥2 + γ3NL2τY ∑
t′∈K(t)
E
∥∥v̂s+1t′ ∥∥2
+
ct+1Nγ
2
Y
E
∥∥v̂s+1t ∥∥2 + ct+1(1 + γβt)E ∥∥xs+1t − x˜s∥∥2 + γNω4
where the first inequality uses (23) and (25), and the second inequality uses the constraint
βt ≥ 2ct+1. We consider a fixed stage s + 1 such that x
s+1
0 = x
s
m. By summing the the
inequality (26) over t = 0, · · · ,m− 1, we obtain
m−1∑
t=0
Rs+1t+1 (27)
≤
m−1∑
t=0
Ef(xs+1t ) + LY γ22N E ∥∥v̂s+1t ∥∥2 − γ2E ∥∥∇f(xs+1t )∥∥2 + γ3NL2τY ∑
t′∈K(t)
E
∥∥v̂s+1t′ ∥∥2
+
ct+1Nγ
2
Y
E
∥∥v̂s+1t ∥∥2 + ct+1(1 + γβt)E ∥∥xs+1t − x˜s∥∥2 + γNω4
)
=
m−1∑
t=0
(
Ef(xs+1t )−
γ
2
E
∥∥∇f(xs+1t )∥∥2 + ct+1(1 + γβt)E ∥∥xs+1t − x˜s∥∥2 + γNω4
+
(
ct+1Nγ
2
Y
+
LY γ2
2N
+
γ3NL2τ2
Y
)
E
∥∥v̂s+1t ∥∥2)
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≤m−1∑
t=0
(
Ef(xs+1t ) +
γNω
4
−
(
γ
2
−
(
ct+1Nγ
2
Y
+
LY γ2
2N
+
γ3NL2τ2
Y
)
4Y L̂
Y − 2NL˜2γ2τ2
)
E
∥∥∇f(xs+1t )∥∥2+(
ct+1(1 + γβt) +
(
ct+1Nγ
2
Y
+
LY γ2
2N
+
γ3NL2τ2
Y
)
4Y NL˜2
b(Y − 2NL˜2γ2τ2)
)
E
∥∥xs+1t − x˜s∥∥2
)
=
m−1∑
t=0
(
Rs+1t − ΓtE
∥∥∇f(xs+1t )∥∥2 + γNω4
)
where the second inequality uses (15). Because cm = 0, we have that R
s+1
m = E(f(x
s+1
m )) =
E(f(xs+1)). In addition, we have that Rs+10 = E(f(x
s+1
0 )) = E(f(x
s)). Based on (27), we
have that
m−1∑
t=0
E
∥∥∇f(xs+1t )∥∥2 ≤ ∑m−1t=0 (Rs+1t −Rs+1t+1 ) + γNωm4mint∈{0,··· ,m−1} Γt (28)
=
(Rs+10 −R
s+1
m ) +
γNωm
4
mint∈{0,··· ,m−1} Γt
=
E(f(xs))− E(f(xs+1)) + γNωm4
mint∈{0,··· ,m−1} Γt
This completes the proof.
Theorem 4 Let cm = 0, γ =
u0b
L˜lα
, βt =
L˜N2
Y
, 0 < α < 1, 0 < u0 < 1, and ct =
ct+1(1 + γβt) +
(
ct+1Nγ
2
Y
+ LY γ
2
2N +
γ3NL2τ2
Y
)
4Y NL˜2
b(Y −2NL˜2γ2τ2) for t = 0, · · · ,m − 1, b < l
α.
1
T
∑S−1
s=0
∑m−1
t=0 E
∥∥∇f(xs+1t )∥∥2 in AsyDSZOVR satisfy the bound
1
T
S−1∑
s=0
m−1∑
t=0
E
∥∥∇f(xs+1t )∥∥2 ≤ L˜lα (f(x0))− E(f(xS)))σbT + Nu0ω4σ (29)
Proof Based on the specified values of γ and βt, we have that
θ = γβt +
4N2γ2L˜2
b(Y − 2NL˜2γ2τ2)
=
u0b
Y lα
N2
+
4u20b
Y l2α
N2
−
2τ2u20b
2
N
(30)
=
u0bN
2
Y lα
+
4u20bN
2
Y l2α − 2Nτ2u20b
2
≤
5u0bN
2
Y lα
where the inequality uses the constraint Y lα ≤ Y l2α − 2Nτ2u20b
2 by appropriately choosing
α and u0. We set m = ⌊
Y lα
5u0bN2
⌋, from the recurrence definition of ct, we have that
c0 =
4Y NL˜2
b(Y − 2NL˜2γ2τ2)
(
LY γ2
2N
+
γ3NL2τ2
Y
)
(1 + θ)m − 1
θ
(31)
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=
4Y NL˜2
b(Y − 2NL˜2γ2τ2)
LY u20b
2
2NL˜2l2α
+
NL2τ2u30b
3
Y L˜3l3α
u0bN2
Y lα
+
4u20bN
2
Y l2α−2Nτ2u20b2
((1 + θ)m − 1)
≤
4Y NL˜2l2α
b(Y l2α − 2Nτ2u20b
2)
LY u20b
2
2N +
NL2τ2u30b
3
Y
(
Y l2α − 2Nτ2u20b
2
)
5u20bN
2L˜2l2α
((1 + θ)m − 1)
=
2LY 2
N
+ 4NL2τ2u0b
5N
((1 + θ)m − 1)
≤
2LY 2
N
+ 4NL2τ2u0b
5N
(e− 1)︸ ︷︷ ︸
:=̺1
where the first inequality uses L˜3l3α ≥ L˜2l2α, the second inequality uses the fact (1 + 1
a
)a
is increasing for a > 0, and lima→∞(1 + 1a)
a = e, which is also used in (Reddi et al., 2015).
Let Γ˜ denote the following quantity:
Γ˜ = min
t∈{0,··· ,m−1}
γ
2
−
(
ct+1Nγ
2
Y
+
LY γ2
2N
+
γ3NL2τ2
Y
)
4Y L̂
Y − 2NL˜2γ2τ2
(32)
Now we give a lower bound of Γ˜ as
Γ˜ = min
t∈{0,··· ,m−1}
γ
2
−
(
ct+1Nγ
2
Y
+
LY γ2
2N
+
γ3NL2τ2
Y
)
4Y L̂
Y − 2NL˜2γ2τ2
(33)
≥
γ
2
−
(
c0Nγ
2
Y
+
LY γ2
2N
+
γ3NL2τ2
Y
)
4Y L̂
Y − 2NL˜2γ2τ2︸ ︷︷ ︸
:=̺2
=
γ
2
−
(
̺1Nγ
2
Y
+
LY γ2
2N
+
γ3NL2τ2
Y
)
̺2
≥ γ
(
1
2
−
̺1N̺2γ
Y
−
LY ̺2γ
2N
−
̺2NL
2τ2γ2
Y
)
︸ ︷︷ ︸
̺3
≥
σb
L˜lα
where the first inequality holds because ct decrease with t, ̺2 are constants, σ = ̺3u0. For
the last inequality, we use the constraint b < lα. Thus, we can appropriately choose a value
of u0, such that ̺3 > 0, and σ is a small value independent to l.
1
T
S−1∑
s=0
m−1∑
t=0
E
∥∥∇f(xs+1t )∥∥2 ≤ 1T
S−1∑
s=0
E(f(xs))− E(f(xs+1)) + γNωm4
Γ˜
(34)
=
f(x0))− E(f(xS)) + γNωT4
T Γ˜
≤
L˜lα
(
f(x0))− E(f(xS))
)
σbT
+
Nu0ω
4σ
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This completes the proof.
Corollary 5 Let cm = 0, γ =
u0b
L˜lα
, βt =
L˜N2
Y
, 0 < α < 1, 0 < u0 < 1, and ct =
ct+1(1 + γβt) +
(
ct+1Nγ
2
Y
+ LY γ
2
2N +
γ3NL2τ2
Y
)
4Y NL˜2
b(Y−2NL˜2γ2τ2) for t = 0, · · · ,m− 1, b < l
α. If
ω = 0, 1
T
∑S−1
s=0
∑m−1
t=0 E
∥∥∇f(xs+1t )∥∥2 in AsyDSZOVR satisfy the bound
1
T
S−1∑
s=0
m−1∑
t=0
E
∥∥∇f(xs+1t )∥∥2 ≤ L˜lα (f(x0))− E(f(xS)))σbT (35)
Corollary 6 Let cm = 0, γ =
u0b
L˜lα
, βt =
L˜N2
Y
, 0 < α < 1, 0 < u0 < 1, and ct =
ct+1(1 + γβt) +
(
ct+1Nγ
2
Y
+ LY γ
2
2N +
γ3NL2τ2
Y
)
4Y NL˜2
b(Y −2NL˜2γ2τ2) for t = 0, · · · ,m − 1, b < l
α.
1
T
∑S−1
s=0
∑m−1
t=0 E
∥∥∇f(xs+1t )∥∥2 in DSZOVR satisfy the bound
1
T
S−1∑
s=0
m−1∑
t=0
E
∥∥∇f(xs+1t )∥∥2 ≤ L˜lα (f(x0))− E(f(xS)))σbT + Nu0ω4σ (36)
If ω = 0, 1
T
∑S−1
s=0
∑m−1
t=0 E
∥∥∇f(xs+1t )∥∥2 in DSZOVR satisfy the bound
1
T
S−1∑
s=0
m−1∑
t=0
E
∥∥∇f(xs+1t )∥∥2 ≤ L˜lα (f(x0))− E(f(xS)))σbT (37)
4. Conclusion
In this paper, we propose an asynchronous doubly stochastic zeroth-order optimization al-
gorithm using the accelerated technology of variance reduction (AsyDSZOVR). Our AsyD-
SZOVR randomly select a set of samples and a set of features simultaneously to handle large
scale problems both in volume and dimension. Rigorous theoretical analysis show that the
convergence rate can be improved from O( 1√
T
) the best result of existing algorithms to
O( 1
T
). Also our theoretical results is an improvement to the ones of the sequential stochas-
tic zeroth-order optimization algorithms.
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