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The Quadratic Reduction Framework (QRF) is a numerical modelling framework to evaluate complex
stochastic networks composed of resources featuring queueing, blocking, state-dependent behavior, service
variability, temporal dependence, or a subset thereof. Systems of this kind are abstracted as network of
queues for which QRF supports two common blocking mechanisms: blocking-after-service and repetitive-
service random-destination. State-dependence is supported for both routing probabilities and service pro-
cesses. To evaluate these models, we develop a novel mapping, called Blocking-Aware Quadratic Reduction
(BQR), which can describe an intractably large Markov process by a large set of linear inequalities. Each
model is then analyzed for bounds or approximate values of performance metrics using optimization pro-
grams that provide diﬀerent levels of accuracy and error guarantees. Numerical results demonstrate that
QRF oﬀers very good accuracy and much greater scalability than exact analysis methods.
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1. INTRODUCTION
The analysis of complex computer and communication systems often leads to describe
the interaction of multiple resources composing, for example, a computer infrastruc-
ture, a network, or a distributed web application accessing database and storage.
These systems display complex behaviors both in transient and stationary regimes
and thus have been subject of intense research, ranging from analytical techniques
to simulation. We here focus on stationary analysis, which is often the focus of design-
time studies where the system is not yet operational and thus performance assessment
is usually made by comparing steady-state metrics (e.g., throughputs, response times,
utilizations) for speciﬁc design scenarios. Steady-state analysis is also quite common
in run-time studies, where arrival and service rates are often approximately assumed
constant at a reference timescale.
For the class of systems above, effects such as queueing, service blocking, state de-
pendent behavior, processing rate variability, or temporally correlated events are quite
common to observe, but models that simultaneously consider all these features are of-
ten difﬁcult to analyze. Indeed, the literature is rich in works examining the stochastic
properties of each of these features in isolation, for example by means of Markov pro-
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cesses [Onvural 1990; Perros 1994; Balsamo et al. 2001; Bolch et al. 2006], but the
state-space explosion and the difﬁculty of combining multiple approximations makes
it challenging to examine complex models. Thus, simulation is often preferred to eval-
uate models with a high degree of complexity.
In this paper, we propose an alternative evaluation methodology, called the
Quadratic Reduction Framework (QRF). QRF uses liner programming to derive ap-
proximate solutions and bounds on the equilibrium solution of complex models. Com-
pared to simulation, resorting to optimization presents a number of advantages. For
example, information acquired from measurements can be directly embedded in the
optimization program to speedup the model evaluation by reducing the number of un-
knowns or bounding them in a narrow interval. Furthermore, uncertainties on the
model parameters in linear programs can be handled by robust programming [Bert-
simas et al. 2011]. Lastly, sensitivity analysis techniques for linear programming can
be used to greatly accelerate the evaluation of a sequence of QRF models. Due to lim-
ited space, we show in the paper only the latter case of sensitivity analysis, leaving
extensions based on robust programming for future work.
Model features such as queueing or service variability are intrinsically non-linear
and thus difﬁcult to describe using a set of linear relations. One exception is when the
model is Markovian, since the global balance equations that describe the process at
equilibrium can be expressed as a system of linear equations. However, the size of this
system grows prohibitively large as the model size grows. A more scalable approach is
to represent the system using ﬂuid approximations [Bertsimas et al. 1996], however
these methods can only describe deterministic event rates, losing the beneﬁts of a
stochastic description.
Differently from ﬂuid methods, QRF tackles the scalability challenge by generat-
ing an incomplete description of the underlying Markov process without giving up the
stochasticity of the model. This description takes the form of hundreds or thousands of
linear constraints relating marginal probabilities for the model states at equilibrium.
The beneﬁt of this approach is that marginal probabilities are fewer in number than
the joint probabilities considered by the global balance equations. However, this comes
at the price of limiting the analysis to metrics that can be computed as functions of
second-order marginals. Also, the QRF description does not readily provide an exact
solution of the model, instead it restricts the allowed values for the marginal probabil-
ities at equilibrium. Within this region of feasibility for the marginals, an optimisation
program can be formulated to compute bounds or approximations on metrics that are
functions of marginals, such as utilizations, throughputs, mean and covariances of
queue-lengths. Thus, while the QRF framework imposes restrictions, it is sufﬁciently
general to compute performance metrics of ﬁrst and second order that are the most
frequently used in the computer and communication engineering practice.
QRF models are automatically mapped into a set of linear inequalities by a proce-
dure that we call Blocking-Aware Quadratic Reduction (BQR). We ﬁnd that this linear
mapping is possible under quite general conditions. Compared to existing method-
ologies for evaluating queueing networks via linear programming (e.g., [Casale et al.
2010]), BQR greatly generalizes the scope of the theory by allowing state dependence
and blocking, which present distinctive challenges. The main innovation is the ability
to handle the signiﬁcant modiﬁcation of the state space of the underlying Markov pro-
cess due to the introduction of these new features. We ﬁnd that, despite such a broad
generalization, the resulting models are still tractable and admit multiple forms of ap-
proximate analysis. In particular, we develop linear programming bounds, a maximum
entropy method, and a novel minimal mutual information method to provide approxi-
mate solutions to the models. Thus, QRF offers a hierarchy of alternative approxima-
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tion methods for the evaluation of complex stochastic networks, which includes both
approximations and bounds.
The paper is organized as follows. In Section 2 we present the QRF approach and
explain in Section 3 modelling assumptions. In Section 4 we develop the analytical
characterization of QRFmodels and the BQR state space reduction. Section 5 discusses
performance evaluation of QRF models. We illustrate actual performance of the QRF
bounds in Section 6 and extend the technique to approximate analysis in Section 7. A
general discussion of the applicability of QRF in comparison with simulation and exact
methods is given in Section 8. Finally, we discuss some related work in Section 9 and
the interested reader can ﬁnd further discussion on application domains in the online
Supplement.
2. METHODOLOGY
We ﬁrst introduce the key ideas underlying the QRF framework by considering the
special case of a network composed of M resources1, each characterized by a state
ni ≥ 0, 1 ≤ i ≤ M , describing the number of jobs currently at resource i. For such
a system, the joint probability distribution of the states at equilibrium may be writ-
ten as π(n1, n2, . . . , nM ) and is normally obtained as the equilibrium distribution of a
suitably-deﬁned Markov process. Unfortunately, state space explosion poses in prac-
tice a barrier to computing and storing the joint distribution.
The Quadratic Reduction Framework (QRF) proposed in this paper addresses this
limitations as follows:
• The ﬁrst idea consists in describing the system in terms of a (possibly large)
set of marginal probabilities, instead of joint probabilities. That is, rather than
evaluating joint probabilities of the kind π(n1, n2, . . . , nM ), we focus on describ-
ing the system in terms of marginal probabilities π(ni, nj), deﬁned for each pair
of queues i, j = 1, . . . ,M . If the system is described by a set of M2 marginals, each
taking one of N + 1 values, the description scales as O((MN)2), thus remaining
tractable compared to the O(NM ) complexity of a representation based on joint
probabilities. Under this new description, the main challenge is to reformulate the
global balance equations of the underlying Markov process in such a way that only
marginals π(ni, nj) appear in the ﬁnal expressions. This means that joint probabil-
ities π(n1, n2, . . . , nM ) can be disregarded in the analysis. This may not always be
possible in general, for example it requires that all transition rates in the underly-
ing Markov process depend on the state of no more than two stations2. However, we
show that for the models we consider, global balance equations can always be ex-
actly aggregated to relate all and only marginals of the type π(ni, nj). The resulting
aggregate balance equations are in general under-determined, thus insufﬁcient to
exactly determine the values of the marginals. Yet, they limit the structure of the
equilibrium distribution by effectively deﬁning a feasible region for the π(ni, nj)
marginals. As we show throughout the paper, this feasible region is often small
enough to generate tight bounds or accurate approximations on the equilibrium
solution of the model.
• The second main idea behind the QRF framework is to use optimization methods
to generate bounds or approximations on the objective function fobj in such a way
that they can be expressed as a function only of the π(ni, nj) marginals. Metrics of
large interest in engineering studies such as server utilizations, mean throughputs,
1Throughout the paper, we use the terms resource, station, node and queue interchangeably.
2For example, if the processing rate μ of a queue depends on the state of three other stations, e.g., μ ≡
μ(n1, n2, n3), it would be then impossible to exactly describe these transitions using marginals π(ni, nj).
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mean response times, mean and covariances of queue lengths are all examples of
valid objective functions in the QRF framework. Furthermore, we develop two ap-
proximation methods based on maximum entropy and minimum mutual informa-
tion metrics, which can be used to generate good estimates for the exact value of
the objective fobj .
We describe in the next section the class of models to which QRF applies.
3. QRF MODELS
QRF is a methodology to evaluate complex stochastic networks where resources fea-
ture queueing, temporally correlated non-exponential service times, ﬁnite capacities,
blocking, and state dependence.We describe in the next subsections the main technical
assumptions underlying the QRF framework and the supported class of models.
3.1. Temporal Dependence
In order to describe events such as job departures or arrivals, QRF supports the speciﬁ-
cation of event rates byMarkov-modulated processes3, such as MMPPs orMAPs [Bolch
et al. 2006]. A Markovian Arrival Process (MAP) is a continuous-time hidden-Markov
process with phase-type distributed observations, we point to [Bolch et al. 2006] for
background and an introduction to the (D0, D1) notation. The sequence of observa-
tions generated by this point processes is identically distributed, but not necessarily
i.i.d. since successive inter-arrival times of observations can be correlated. A MAP is
deﬁned by an inﬁnitesimal generator Q with K phases (i.e., states) on which state
transition rates are marked as either hidden or observable. The rates in Q marked as
observable are described by a non-negative matrix D1, while hidden transitions rates
are described by a matrix D0 = Q−D1. When an observable transition ﬁres, the event
associated to the MAP occurs. For example, if the MAP represents a service process,
an observable transition is interpreted as a job service completion. MAPs can be eas-
ily integrated in Markov processes by tracking in the state space description also the
current state of each MAP used in the model. By using existing ﬁtting tools, such as
the KPC-Toolbox [Casale et al. 2008], one can directly ﬁt empirical time series into
MAPs to represent high-variability and temporal dependence in arrival and service
processes. We point to [Bolch et al. 2006; Casale et al. 2008] for further background on
MAPs.
3.2. Queueing Stations
QRF considers queueing network models with M stations and a routing matrix P =
[pij ], i, j,= 1, . . . ,M , such that jobs departing from queue i are directed to queue j
with probability pij . This probability is allowed to be state dependent according to the
assumptions described later in Section 3.5. The network is assumed to have a closed
topology with N circulating jobs. The closed network assumption does not signiﬁcantly
restrict the applicability of the methodology4. The buffer capacity of queue j is denoted
by Fj ≤ N , nj is the random variable denoting the current population at queue j and
kj is the phase of the MAP service process. Station service processes can also depend
on the local state (nj , kj) of the queue and on the state (ni, ki) of the destination queue
3Generalizations to multi-class and batch processes appear possible but they are not contemplated in the
present paper.
4In fact, suppose that one instead wants to describe an open network with Poisson arrivals with rate λ.
Then by adding a station with exponential server having rate λ, one approximates with increasing accuracy
the open model as N increases. Further discussion on the relationships between open and closed models for
some classes of queueing networks can be found in [Zahorjan 1983; Whitt 1984].
ACM Transactions on Modeling and Computer Simulation, Vol. 0, No. 0, Article 00, Publication date: 0000.
00:5
at which the job will be routed. This allows us to represent features such as multiple
servers, load-dependent rates, and state-dependent routing.
3.3. Finite Capacity Buffers and Blocking Mechanisms
When nj = Fj , queue j becomes full and it does not accept in its waiting buffer any
new job before a departure occurs. QRF supports Blocking After Service (BAS) and
Repetitive Service-Random Destination (RS-RD) blocking mechanisms [Balsamo et al.
2001].
• Blocking After Service (BAS). BAS is used in models of manufacturing systems
and disk I/O subsystems [Yamada et al. 2009]. In BAS, a queue i, if not empty,
processes a job regardless of the job population at its destination j. When node i
completes service and node j is full, node i suspends any activity (i.e., it is blocked)
and the completed job waits until a departure occurs from node j. At that moment
two simultaneous transitions take place: the completed/blocked job moves from i
to j (since j can now accept a job, i unblocks) and the job that leaves j (which
effectively unblocks server i). In a general network topology where several queues
compete for sending a job towards queue j that has a full buffer, a policy regulating
the order in which queues unblock has to be deﬁned. Usually, the First Blocked
First Unblocked (FBFU) policy is considered fair: ﬁrst unblock the queue that was
blocked ﬁrst. In the remaining of this paper when we consider BAS we assume that
the FBFU policy is used.
• Repetitive Service-Random Destination (RS-RD). RS-RD blocking is used to model
congestion control in telecommunications systems [Awan et al. 2006]. In this mech-
anism, a queue i, if not empty, processes a job regardless of the job population at
its destination j. If node j is full, the completed job is rerouted to node i where it
receives a new service. During the new service, the job may select a destination
that is independent from its previous one. Note that according to RS-RD blocking a
node is never actually blocked, but it “wastes” its service by repeating it.
The RS-RD and BAS blocking mechanisms introduce complexity in the underlying
Markov chains of queueing network models. On the one hand, RS-RD restricts the
original state space, while preserving its regular structure, on the other hand BAS in-
troduces new states describing the order in which queues progressively block once the
capacity of the destination node becomes full. This information is needed to implement
the FBFU rule.
To reduce the complexity of the notation, we focus on describing the framework for
the BAS blocking case and illustrating the formulas only when a single queue f has
ﬁnite capacity Ff < N and its sending nodes behave according to BAS blocking, while
all other queues i = f have inﬁnite capacity (i.e., Fi = N ) such that they can ac-
commodate all jobs in the network. The generalization to networks with several ﬁnite
capacity queues is feasible and follows a similar argument, as we discuss in the online
Supplement. As we show in the next section, RS-RD blocking is a simpliﬁcation com-
pared to BAS; thus we point to [De Nitto Persone´ et al. 2010; 2011] for further details
on RS-RD and related formulas used in QRF.
Note that for some networks there exist combinations of the Fj values that lead to
deadlock in presence of blocking. Such pathological situations can be examined ofﬂine
prior to the application of the QRF methodology. Conditions on the network population
can be checked in order to avoid models with deadlocks [Balsamo et al. 2001].
3.4. State Space
Stemming from the assumptions in the previous subsections, we now describe the state
space of models supported by QRF, focusing on the case of BAS blocking. A summary of
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Table I. Summary of notation for queueing network models with BAS blocking
b cardinality of the list of blocked queuesm
bi blocking state of node i
B maximum number of queues that can block on f
f ﬁnite capacity queue
Fi capacity of queue i
Ki number of phases in the MAP service process of queue i
ki current phase index in the MAP service process of queue i
m list of queues blocked by f
Add(m, j) list obtained by adding j to the tail ofm
Head(m) ﬁrst queue to unblock after a departure from f
that is not self-routed
M number of queues in the network
N number of jobs in the network
ni number of jobs at queue i
π(ni, ki, nj , kj ,m) prob. of ni jobs in queue i in phase ki and
nj jobs in queue j in phase kj andm blocked
q
ki,k
′
i
i,j ≡ q
k′i(ni, ki, nj , kj ,mf ) state-dependent rate of job departures from i to j when i’s MAP
is in phase ki and which leave the MAP in phase k
′
i
when the system is in state (ni, ki, nj , kj ,mf )
the main notation is given in Table I. A feasible network state in the queueing network
underlying Markov process is a tuple s = (s1, s2, . . . , sM ), where for queue i = f the
local state si = (ni, bi, ki) is deﬁned as follows: ni is the current queue-length at station
i including the job in service; bi is the blocking state of node i (1=blocked, 0=active);
ki is the index of the active phase of the MAP service process at queue i. The service
process at station i is a MAP with a total of Ki ≥ 1 phases. The number of phases
is constant and independent of the queue state. It is worth noting that if a queue is
blocked, it completely stops its service activity, including MAP phase transitions. Note
that this holds for BAS blocking, but not for RS-RD where a queue is never effectively
blocked. As a consequence, for RS-RD the local state notation can be simpliﬁed to
si = (ni, ki). In case of state dependent models, one can think to the destination queue
j being selected upon service start and then the job processed according to a MAP that
depends both on i and j.
Conversely, for the ﬁnite capacity queue f the state is sf = (nf ,m, kf ) where m =
(m1,m2, . . . ,mb) is a list that holds the sequence of b =
∑
i=f bi queues that can be
unblocked by a departure from queue f . The index b thus denotes the current number
of blocked queues and ranges in 0, . . . , B, where B is the number of queues i = f that
can send jobs to f . Note that it is often assumed in the literature that a ﬁnite capacity
queue is never blocked by itself; we also take this assumption. The case m = ∅ denotes
that no queue is blocked by f . We denote withHead(m) the head of the list, i.e., the ﬁrst
queue to unblock upon a departure from f that is not self-routed, and with Add(m, j)
the list resulting from the addition of element j to the tail of m. Finally, let EBAS be
the state space of the queueing network assuming BAS blocking at each node i = f
that can send jobs to f . In this state space, the Markov process transitions have rates
from state s = (s1, s2, . . . , sM ) to s
′ = (s′1, s
′
2, . . . , s
′
M ) that are uniquely deﬁned by the
rates qk,hi,j of jobs ﬂowing from i to j in phase k leaving queue i in phase h.
Focusing on the population random variables ni, the state space of a blocking net-
work is a subset of the state space of the same network but with inﬁnite capacity
queues. This is immediate because all states with nf > Ff do not exist. On the other
hand, the order in which queues block needs to be explicitly accounted for in the m
vector, which increases the state space cardinality. Thus, the state space of a BAS
queueing network model can be smaller or bigger than in the non-blocking case.
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(b) State space for N = 3 and F1 = 2 assuming queue 1 in phase 1. State
notation is ((n1,m, k1), n2, n3),m = ∅ is omitted. Queue 3 states are high-
lighted.
Fig. 1. Example network with 2 inﬁnite capacity exponential queues and a MAP queue with ﬁnite capacity
Examples. We now give examples of the state space underlying a queueing network
model with BAS blocking. For the sake of simplicity, we omit the state component bi
since it can be simply derived, i.e., bi = 1 if and only if i ∈ m. We consider an example
model with M = 3 queues5 where queue 1 is a ﬁnite capacity station with MAP service,
queues 2 and 3 have exponential service and inﬁnite capacities. Figure 1(a) illustrates
the model with routing probabilities. The exponential queues have rates μ2 and μ3, the
MAP completes jobs in phase 1 with rate μ1.
The underlying Markov process for the case with N = 3, F1 = 2 and assuming queue
1 in phase 1, is shown in Figure 1(b). For ease of illustration, MAP phase transitions are
omitted, thus this partition is similar to the state space where the service at the MAP
is exponential with rate μ1. We point to [Casale et al. 2010] for ﬁgures illustrating
the effects of MAP phase changes in the state space of a queueing network model.
Figure 1(b) classiﬁes the activity of queue 3 into “active” (n3 > 0 and b3 = 0), “idle”
(n3 = 0 and b3 = 0), or “blocked” (n3 > 0 and b3 = 1). This classiﬁcation is useful to
understand the different rates of departure from queue 3. The states where queue 3 is
active are the only states that contribute to the departure transitions out of queue 3.
The state ((2, [3], 1), 0, 1) in the blocked subspace considers the case where queue 3 is
5Throughout the paper, we use small models for the sake of illustration, however there is no hard limit on
the maximum model size that can be analyzed by QRF. This in practice depends on the hardware available
to run the solution algorithms and on the nature of the optimization algorithm used. For example, a parallel
solver would make it possible to solve models with several tens of queues.
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(a) State space for N = 3 and F1 = 1 assuming queue 1 in
phase 1. State notation is ((n1,m, k1), n2, n3),m = ∅ and
all phases k1 = 1 are omitted.
Fig. 2. Example model 1 when several queues are blocked
blocked (m = [3]) since queue 3 had previously completed a job to be sent to queue 1
while this was full. As soon as queue 1 completes a job, two simultaneous transitions
take place moving the current state to ((2, 1), 1, 0) in the idle subspace of queue 3 if the
job completed by queue 1 is routed to queue 2. The current state becomes ((2, 1), 0, 1)
in the active subspace of queue 3 if the completed job is routed to queue 3 which thus
restarts immediately service after unblocking. These simultaneous transitions are a
distinctive characteristic of the state space due to BAS blocking.
To further appreciate the complexity of bound analysis for the BAS state space, Fig-
ure 2 illustrates a case where two queues can be blocked. Observe the changes in the
BAS state space level compared to Figure 1. Let us now assume F1 = 1, inﬁnite capac-
ities for queues 2 and 3, and N = 3 jobs in the network. For simplicity of graphical rep-
resentation, the phase k1 is omitted being always equal to 1. Figure 2 shows the totally
different structure of the state space. When the system is in the state (1, 1, 1) all queues
are active. If queue 2 completes a job, the current state becomes ((1, [2], 1), 1, 1) where
queue 2 is blocked (m = [2]). If from this state queue 3 completes a job, the transition
leads to state ((1, [2, 3], 1), 1, 1), where both queues 2 and 3 are blocked (m = [2, 3]).
According to the FBFU unblocking rule, when queue 1 completes a job, queue 2 is un-
blocked ﬁrst with a transition to the state ((1, [3], 1), 1, 1) if the completed job is routed
to queue 2, or to state ((1, [3], 1), 0, 2) if the completed job is routed to queue 3. This
illustrates transitions that do not exist in non-blocking queueing networks and thus
which require specialized characterization for bounding purposes. To obtain such a
characterization, we develop in Theorem 4.5 a new class of balance conditions that is
able to describe the state space in Figure 2.
3.5. Allowed State Dependence
State dependence is supported under the following assumptions. First, any state de-
pendent rate is in the most general case a function qk
′
i(ni, ki, nj, kj ,mf ), for a given
pair of source-target stations (i, j). Next, when there are one or more queues blocked
by a ﬁnite capacity station f , service rate and outgoing routing probabilities of sta-
tion f can depend only on (nf , kf ,mf ). This is because upon characterizing a queue i
blocked by f , we need to express ni and the rate at which queue i unblocks. However,
this rate is the same at which f frees capacity, thus if the latter depends on the state
(nf , kf , nj , kj), j = i = f , our analysis requires to simultaneously characterize ni, nj,
and nf which would be impossible with the BQR marginals that can depend on at most
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two random variables. A special case arises when there exist a single queue i that can
send and receive jobs to or from the ﬁnite capacity queue f ; in this special case all
stations can be state-dependent.
4. BQR MAPPING
Denote with π(s) the equilibrium probability for state s ∈ EBAS in the BAS queueing
network model. We formulate the quadratic reduction for the BAS case as follows. We
consider the following marginal probability
π(ni, ki, nj , kj ,mf ) (1)
which is called BQR marginal probability and describes the joint state of queues i
and j in phases ki and kj while the queues in the list mf are blocked by a ﬁnite
capacity queue f . When mf = ∅ no queue is blocked and this is possible also when
nf = Ff before any job is routed to the ﬁnite capacity station. The BQR marginals are
immediately obtained by summing π(s) over the states with the given values of ni, ki,
nj, kj , and mf .
The main advantage of the BQR marginals over the original state space represen-
tation is that they scale quadratically with the total population size, which greatly
improves of the global balance equations. BQR marginals also explicit the blocking
list mf . In the general case with multiple ﬁnite capacity stations fi, i = 1, 2, . . ., BQR
marginals would then generalize as
π(ni, ki, nj , kj ,mf1 ,mf2 , . . .) (2)
Since the number of feasible values for each vector mi is b! when b queues are blocked
by i, it is clear that blocking stations should be used parsimoniously to avoid an exces-
sive growth in the number of possible values for the mi vectors. Since BAS depends
on the order of blocking, it does not seem possible in general to come to computational
simpliﬁcations if one wants to obtain an exact representation. However, one beneﬁt of
the QRF methodology is that the inequalities it generates do not necessarily need to be
all included in the optimization program used for bounding purposes. Thus, one may
consider reducing computational costs by using a QRF description only for part of the
state space, possibly combining this with known information on the unspeciﬁed part
(e.g., bounds on the state probabilities).
4.1. Performance Indexes
Common metrics such as utilization, throughput, response times, and queue-lengths
can be immediately computed from the BQR marginals. For example, the utilization of
queue i is
Ui =
∑
(nj ,kj ,ki,mf )
∑
ni≥1
π(ni, ki, nj , kj ,mf )
whereas the effective utilization that describes the activity of a queue excluding its
blocking time is Ei =
Ki∑
ki=1
Ekii where the effective utilization [Balsamo et al. 2001] of
phase ki is
Ekii =
∑
(nj ,kj ,mf )
∑
ni≥1 i/∈mf
π(ni, ki, nj, kj ,mf )
Note that Ei = Ui if and only if either i = f or i cannot be blocked by the ﬁnite capacity
queue f due to the network topology. The effective utilization takes into account the
productive utilization of a queue, that is the period of time the queue is busy and it is
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not blocked, so it can produce useful work. Importantly, the throughput at a resource
may be obtained by Little’s law as the effective utilization divided by mean service time
at that resource. Other metrics such as mean queue-lengths and blocking probabilities
can be readily obtained once the BQR marginals have been computed.
4.2. Basic Characterization Results
The ﬁrst basic characterization result for BQR marginals in a BAS setting follows by
the equilibrium of the MAP service processes. During the period where queue i is ac-
tively serving a job, the MAP service process behaves at equilibrium in the same way
as the MAP considered in isolation, since we are assuming that the queue is neither
idle nor blocked. This observation leads to a balance between BQR marginals for dif-
ferent phases.
THEOREM 4.1. The BQR marginals satisfy at equilibrium
M∑
j=1
Ki∑
h=1
h =k if j=i
∑
(nj ,kj ,mf )
∑
ni≥1,i/∈mf
qk,hi,j π(ni, k, nj , kj ,mf )
=
M∑
j=1
Ki∑
h=1
h =k if j=i
∑
(nj ,kj ,mf )
∑
ni≥1,i/∈mf
qh,ki,j π(ni, h, nj , kj ,mf ), (3)
for i = 1, . . . ,M and k = 1, . . . ,Ki.
PROOF. Consider a partitioning of the state space into two subsets: Gi,k where
queue i is in phase k and its complementary set of states G¯i,k where queue i is in any
phase h = k. By basic properties of Markov processes, the equilibrium probability ﬂux
exchanged by Gi,k and G¯i,k at equilibrium must be balanced. However, this is only due
to phase changes that occur in the MAP, with or without an associated departure from
i. The left hand side of (3) represents phase changes moving the current phase from k
to any h, whereas the right hand side is the probability ﬂux due to phase changes that
move the active phase into k. Note that the condition h = k if j = i ignores self-routing
of jobs that do not change the active phase.
Another characterization result follows by observing that the total population of jobs
in each state of the underlying Markov chain sums to N . This property implies that
the sum of the conditional ﬁrst moment of queue lengths is constant.
THEOREM 4.2. The BQR marginals for BAS blocking satisfy the following con-
straints
M∑
i=1
Fi∑
ni=1
Ki∑
ki=1
niπ(ni, ki, nj , kj ,mf ) = Nπ(nj , kj , nj , kj ,mf ) (4)
for all j = 1, . . . ,M , nj = 0, . . . , Fj , kj = 1, . . . ,Kj, and for all lists of blocked queues
mf .
PROOF. Since the sum of the total population in a state is constant, we can write
∑
s∈S
M∑
i=1
niπ(s) = N
∑
s∈S
π(s) (5)
for any partition of states S ⊆ EBAS , where we omit ni = 0 since the corresponding
term in the left-hand side summation is zero. Deﬁne S as the set of states where the
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blocked queue list is m and queue j has population nj in phase kj , thus the right hand
side becomes Nπ(nj , kj ,mf , nj , kj ,mf ). Denote by sk the components of s different
from ni, ki, nj , kj , mf . We can equivalently rewrite the above expression as
M∑
i=1
Fi∑
ni=1
Ki∑
ki=1
ni
∑
sk
π(ni, ki, nj , kj , sk,mf ) = Nπ(nj , kj ,mf ) (6)
However, the inner summation on sk gives the BQRmarginal π(ni, ki, nj , kj ,mf )which
proves the theorem.
We remark that a higher-order extension of the above theorem holds as well, but it can-
not be represented explicitly using the BQRmarginals since a order-k formula requires
the joint probability of k queue-length terms, and BQR can express such relations only
for k ≤ 2.
The next theorem can be seen as an extension of Theorem 4.2 as it deﬁnes a relation
between the sum of mean queue-lengths of all queues and the utilization of queue i
when a given queue j is in phase kj .
THEOREM 4.3. The sum of the mean queue-lengths of all queues conditioned on
queue j being in phase kj satisﬁes
M∑
w=1
Fw∑
nw=1
Kw∑
kw=1
Fj∑
nj=0
∑
mf
nwπ(nw, kw, nj , kj ,mf ) ≥ N
Fi∑
ni=1
Ki∑
ki=1
Fj∑
nj=0
∑
mf
π(ni, ki, nj , kj ,mf )
(7)
for all 1 ≤ i ≤ M , 1 ≤ j ≤ M , 1 ≤ kj ≤ Kj.
We point the interested reader to [De Nitto Persone´ et al. 2010, Thm. 4] for a complete
derivation.
4.3. Marginal Balance Conditions
The theorems in the previous section provide a characterization of basic properties
of utilization and queue-lengths in the BQR marginal representation. However, these
properties loosely depend on the inter-dependencies between stations, such as the ﬂows
of jobs between queues and the rules of BAS blocking. Thus, they can constrain in
a limited manner the uncertainty about the model’s stationary distribution. A more
precise characterization of BAS blocking and job ﬂows is provided by the following
marginal balance conditions. Such conditions express, using the BQR marginals, the
probability ﬂux balance resulting from cuts of the Markov chain separating states with
a marginal population ni from states where queue i has population ni + 1.
THEOREM 4.4 (MARGINAL BALANCE). The arrival ﬂow of queue i when the local
queue-length is of ni jobs, 0 < ni ≤ Fi − 1, is in equilibrium with the departure ﬂow
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when the queue-length is ni + 1, i.e.,
M∑
j=1
j =i
j =f
Fj∑
nj=1
Kj∑
k=1
Kj∑
h=1
Ki∑
v=1
∑
mf :j /∈mf
qk,hj,i π(nj , k, ni, v,mf )+
Ff∑
nf=1
Kf∑
k=1
Kf∑
h=1
Ki∑
v=1
∑
mf :Head(mf ) =i
qk,hf,i π(nf , k, ni, v,mf )
=
M∑
j=1
j =i=f
Fj∑
nj=0
Ki∑
k=1
Ki∑
h=1
Kj∑
v=1
∑
mf :i/∈mf
qk,hi,j π(ni+1, k, nj, v,mf )+
Ff−1∑
nf=0
Ki∑
k=1
Ki∑
h=1
Kf∑
v=1
qk,hi,f π(ni+1, k, nf , v,∅)
+
M∑
w=1
w =f
w =i
Ki∑
k=1
Kf∑
v=1
Kf∑
p=1
∑
mf :Head(mf )=i
qv,pf,wπ(ni + 1, k, Ff , v,mf ), (8)
for i = 1, . . . ,M and i = f . When i = f the expression becomes
M∑
j=1
j =f
Fj∑
nj=1
Kj∑
k=1
Kj∑
h=1
Kf∑
v=1
qk,hj,f π(nj , k, nf , v,∅) =
M∑
j=1
j =f
Fj−1∑
nj=0
Kf∑
k=1
Kf∑
h=1
Kj∑
v=1
qk,hf,j π(nj , v, nf+1, k,∅), (9)
for each nf = 0, . . . , Ff − 1. Furthermore, for ni = 0 (equiv. nf = 0 when i = f ) the
above balances admit a stronger form where they hold true for each phase k = 1, . . . ,Ki
considered in isolation.
PROOF. Under the assumptions made, the probability ﬂux exchanged between
states with ni and with ni + 1 jobs in queue i must be in equilibrium at steady state.
This is because we do not consider batch arrivals or departures, resets, or other types
of events that modify queue lengths by more than a single unit at a time.
It is then sufﬁcient to show that all the events leading to probability ﬂuxes between
these two partitions can be written using BQRmarginals. Since the expression of these
marginals are given in the theorem statement, we focus here on enumerating all the
possible transitions between states with ni and ni + 1 jobs.
First, consider i = f , we have the following events:
—Event LHS.1: The left hand side of equation (8) includes all the departures from
any non-empty queue j (i.e., nj > 0) towards queue i. After these departures, the
population of i becomes ni +1, except in the case where j = f and Head(mf ) = i, i.e.,
queue i is unblocked by the departure from f . In this case, queue i is waiting for free
space in f and, because of the simultaneous transitions, the population in i remains
equal to ni.
— Event LHS.2: As a consequence of the above discussion, when j = f , the condition
Head(mf ) = i must be also true, this corresponds to the second term of the left side
of (8).
The right hand side of the equation considers all departures from queue i with pop-
ulation equal to ni + 1. After these departures, the population of queue i becomes ni.
These departures include the following events:
—Event RHS.1: Transitions from i towards any queue j, j = i = f . Note that these
transitions are always possible because queue j does not have ﬁnite capacity; this is
the ﬁrst term of the right side.
—Event RHS.2: The second term represents transitions from queue i to the ﬁnite ca-
pacity queue f . These require i to be unblocked and nf < Ff since otherwise i would
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block and its population would not decrease from ni + 1 to ni. As a consequence
mf = ∅.
—Event RHS.3: Transitions from node f to any other node w, w = f , w = i when f is
full and node i is the ﬁrst blocked one, that is Head(m) = i. These transitions trigger
a simultaneous transition from queue i, thus decrease its population to ni. This is
the third term on the right side of (8).
Equation (9) can be similarly proved and has a simpler form since queue f cannot
block.
The above equations show several differences compared to marginal balances for
queueing network models with inﬁnite capacity [Casale et al. 2010]. In addition to
the obvious condition on the stations contributing to the throughput ﬂow being active,
i.e., j /∈ mf , the last term in the right hand side of (8) describes the departures from
station i following an unblocking event in station f that frees a buffer slot which i has
priority to use since Head(m) = i. Thus, this term captures the fundamental behavior
of a departure from f that unblocks queue i. Interestingly, the departure ﬂow from
i is regulated in this case by the rate of departure of f , thus showing a case of non-
product-form behavior where the throughput of a station directly depends on the rate
of another station.
We now introduce a new class of balance conditions that describe the throughput
rate while queue f is full. These balances are related to cuts of the Markov chain
underlying the queueing network that separate the states shown in Figure 2 into par-
titions where mf has different length b, i.e., different number of blocked queues. Intu-
itively, as queue f enters into an extended period of time during which it remains full,
the queues feeding f progressively block leading to changes in the composition of the
list m. The next theorem summarizes the balance between the rate of change of m due
to queue blocking and the corresponding rate of unblocking events due to departures
from f .
THEOREM 4.5. The BQR marginals for states where the ﬁnite capacity queue f is
full satisfy
M∑
j=1
j =f
Fj∑
nj=1
Kj∑
k=1
Kj∑
h=1
Kf∑
v=1
∑
mf :j /∈mf∑
i
bi = b
qk,hj,f π(nj , k, Ff , v,mf ) =
M∑
j=1
j =f
Fj∑
nj=0
Kf∑
k=1
Kf∑
h=1
Kj∑
v=1
∑
mf :∑
i
bi = b+1
qk,hf,j π(nj , v, Ff , k,mf ),
(10)
for all number of blocked queues b = 0, . . . , B − 2. When the number of blocked queues
is b = B − 1 we can write the stronger condition
M∑
j=1
j =f
Fj∑
nj=1
Kj∑
k=1
Kj∑
h=1
Kf∑
v=1
qk,hj,f π(nj , k, Ff , v,m
j
f ) =
M∑
j=1
j =f
M∑
w=1
w =i
Kf∑
k=1
Kf∑
v=1
∑
m
j
f
:
∑
i
bi = b+1
qk,vf,wπ(Ff , k, Ff , k, Add(m
j
f , j)),
(11)
where m
j
f is any blocking list with b = B − 1 blocked queues satisfying j /∈ m
j
f , and
Add(mjf , j) is a list obtained by adding queue j at the tail of m
j
f .
PROOF. Consider a partitioning of the state space EBAS into the following two sub-
sets:Hb where there are up to b ≥ 0 blocked queues and Hb+1, where the ﬁnite capacity
queue is full and there are b+1 or more blocked queues on f . The left hand side of (10)
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represents the probability ﬂux ﬂowing through the state space cut associated to depar-
tures from station j to f that block j thus adding an entry at the end ofmf . Conversely,
the right hand side of (10) is the probability ﬂux of departures from f such that at least
a station j = f gets unblocked thus reducing by one entry the list mf . Since no more
than one queue gets blocked or unblocked at a time, it follows that the balance fully
characterizes the probability ﬂux balance across the cut that separates Hb from Hb+1
which proves the equation.
Equation (11) considers the case where only a single queue j (in addition to f ) is
left unblocked, for any feasible choice of j. In this case, we know that only a departure
event from j can increase the blocked queue list mjf to Add(m
j
f , j). Thus, we can apply
the same argument used to prove (10) by focusing on the cut that separates in EBAS the
partition having blocking list Add(mjf , j) from the rest of the chain, which completes
the proof.
5. BOUNDABLE APPROXIMATIONS
The fundamental idea behind the proposed approximations and bounds is to use the
BQR marginals to formulate an educated guess of the values of the BQR marginals.
We here describe our methodology for BAS networks, while the application to RS-RD
blocking follows easily by considering m = ∅.
To determine an approximate marginal distribution for the model, we assume the
values π(ni, ki, nj , kj ,m) as unknowns in an optimization program O. This optimiza-
tion program takes the form
O : min fobj(π
G) s.t.
Aπ
G ≤ b
Cπ
G ≤ d
where πG is the vector of the current guesses for all the BQR marginals
π(ni, ki, nj, kj ,m), fobj is a (possibly nonlinear) objective function to be optimized, and
the constraints are of two types. A ﬁrst group of constraints, AπG ≤ b, is the set of
all equations and inequalities developed in the BAS (or RS-RD) characterizations, in-
cluding the specialized marginal balances for ni = 0. The coefﬁcient matrix A and
the vector of known terms b are readily obtained by the corresponding coefﬁcients and
known terms in the equations. Notice that such equations are all linear constraints,
mainly equalities that can be easily rewritten as a pair of inequalities after standard
transformations6. A second group of linear constraints, CπG ≤ d, imposes obvious
conditions that describe in the optimization program the feasible values of the terms
πG(ni, ki, nj , kj ,m) ∈ π
G in order to specify a valid BQR marginal distribution. These
constraints impose, for instance, that the unknowns of the linear program are proba-
bilities, hence numbers ranging in [0, 1], or that a queue can only be in a single state
at a time hence, e.g., πG(ni, ki, ni + c, ki,m) = 0, ∀c = 0. A summary of these basic
conditions is given in Table II.
Let πGopt be the guess π
G which provides the optimal value for the objective function
fobj. The crucial property of the optimization program O is that its constraints are
satisﬁed by the exact BQR marginal distribution π. It then follows that the exact so-
lution fobj(π) is always a feasible solution for the optimization program O, although it
may not be necessarily the optimal one fobj(π
G
opt). This property leads to the following
approximation and bounding techniques.
6We point the reader to a standard textbook on linear programming for further details.
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5.1. BQR Bounds
First, suppose that fobj deﬁnes a performance metric of interest, such as the utilization
of station i
fobj(π
G) =
Ki∑
ki=1
∑
ni≥1
πG(ni, ki, ni, ki,m)
or its average queue-length
fobj(π
G) =
Ki∑
ki=1
∑
ni≥1
niπ
G(ni, ki, ni, ki,m)
Then, by construction, minimizingO returns a lower bound fobj(π
G
opt) = min fobj(π
G) ≤
fobj(π), since π
G = π is a feasible solution of the optimization program. Similarly, solv-
ing O as a maximization problem returns an upper bound fobj(π
G
opt) = max fobj(π
G) ≥
fobj(π). Noting that utilizations and queue-lengths are linear functions of π
G, it then
follows that O can be solved efﬁciently as a linear optimization program. Such a so-
lution provides upper and lower bounds on the performance metrics of a queueing
network model. Note that such values are guaranteed to be bounds by construction
if the optimizer returns a global optimum for O, as it is always the case for linear
programs. The approach similarly applies to other metrics that can be expressed as a
function of the BQR marginals.
6. NUMERICAL VALIDATION
We illustrate the accuracy of the BAS and RS-RD bounds on a set of case studies having
different level of complexities, number of queues, and network topology. Throughout
the experiments, we use a combination of exponential service processes and nonre-
newal autocorrelated MAPs. We use the GLPK linear programming solver to compute
bounds. For simplicity of comparison, we always use a short-range dependent MAP
process with two-phases having representation [Bolch et al. 2006]
D0 =
[
−1.016212022108574 0
0 −0.015702871508448
]
(12)
D1 =
[
1.016186165025678 0.000025857082896
0.001569887597955 0.014132983910493
]
(13)
This yields a process with moments E[X ] = 1, E[X2] = 4, E[X3] = 400, and positive
autocorrelation function ρk =
1
3 (
9
10 )
k such that ρ1 = 0.300, ρ2 = 0.270, ρ3 = 0.243, . . ..
On a laptop computer, the hardest case study execution times were less than 5 seconds
for the BQR bounds, about 300 seconds for the nonlinear programs used for point
approximation (maximum entropy and minimum mutual information). Note that we
used a single CPU core, however nonlinear solvers running on multi-core machines are
usually 8-10 times faster, thus the nonlinear solution can be signiﬁcantly accelerated.
Due to limited space, in the following we present a case study on a central server
model with state dependent routing. We present further results in the online Supple-
ment where the interested reader can ﬁnd several case studies and also a comparison
with a different approximation technique proposed in the literature.
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(a) Queue 5 rate: 0.30
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(b) Queue 5 rate: 3.33
Fig. 3. QRF Bounds under state-dependent routing.
6.1. Bounding Problem: State Dependent Routing
In this problem we wish to study a state dependent model. The network has a central-
server topology with M = 5, N = 5, and routing matrix
P− =
⎡
⎢⎢⎢⎣
0 0.1000 0.2000 0.3000 0.4000
1.0000 0 0 0 0
1.0000 0 0 0 0
1.0000 0 0 0 0
1.0000 0 0 0 0
⎤
⎥⎥⎥⎦
when n1 ≤ 2 and
P+ =
⎡
⎢⎢⎢⎣
0 1.0000 0 0 0
1.0000 0 0 0 0
1.0000 0 0 0 0
1.0000 0 0 0 0
1.0000 0 0 0 0
⎤
⎥⎥⎥⎦
otherwise. Furthermore, for j = 2, . . . , 5, we assume that the rate of jobs processed at
queue i to be routed at j is multiplied by (1+nj)
−1, thus the routing out of queue 1 will
tend to prioritize the destination with the least number of jobs. The model has been
chosen in this way to illustrate a model with a sharp state-dependent behavior where
the steady state solution is signiﬁcantly different from the case without dependence.
Station 1 has MAP service (12), all other stations are exponential. All mean service
rates are equal to 1, except for queue 5 where is 0.3. Station 5 is also the only ﬁnite
capacity queue with capacity F5 = 3. Results are shown in Figure 3(a). The bounds are
quite accurate in capturing the bottleneck queue utilization. The solution is accurate
for stations 3 and 4 as well. For stations 2 and 5, the analysis is more difﬁcult but
still with acceptable accuracy. However, the results are consistent and quite centered
around the exact value, allowing to obtain good approximate estimates by averaging
the two bounds.
Figure 3(b) illustrates results for a similar state-dependent model where we set the
mean service rate for queue 5 to 3.333 and we remove the scaling factors (1+nj)
−1, but
keep the state dependent condition for the choice between P− and P+. For this model,
the ﬁnite capacity station is considerably fast, thus less probability mass is put on the
states where queue 1 is blocked. In this case, the approximation is extremely accurate.
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7. APPROXIMATE MODEL SOLUTION
The second main application of the optimization program O is the approximation of
the values of the BQR marginal probabilities. In this section, we deﬁne objective func-
tions that obtain accurate approximations, noticeably also on cases where the BQR
bounds are not tight. We here introduce two approximation techniques: a maximum
entropy method (MEM) and a new approximation based on a minimal mutual informa-
tion (MMI) principle that we introduce in this paper. It is important to remark that,
since the BQR bounds can always be generated regardless of these approximations,
the gap between upper and lower bounds provides an independent assessment on the
maximum error for MEM and MMI and makes the errors in these approximations al-
ways bounded. Furthermore, the objective functions are non-linear, hence one should
consider a local optimum obtained by a nonlinear solver. In the case of entropy maxi-
mization, since entropy is convex, interior point methods can efﬁciently ﬁnd the unique
global optimum.
7.1. Maximum Entropy Method (MEM)
MEM searches for a set of BQR marginals that maximizes the information content of
the distribution as deﬁned by the entropy function H . To simplify notation, for the rest
of this section let πG(ni, nj) ≡ π
G(ni, ki, nj , kj ,mf ). MEM optimizes in O the objective
function
maxH = max
(
−
∑
ni,nj ,ki,kj ,mf
πG(ni, nj) log π
G(ni, nj)
)
The values of performance indexes such as utilizations and queue-lengths are then
obtained directly from the BQR marginal distribution that maximizes H . The ratio-
nale behind a maximum entropy solution is that it is known to be exact in a number of
queueingmodels, noticeably in exponential single-class closed queueing networks [Fer-
dinand 1970]. Notice that a well-known maximum entropy method for queueing net-
works has already been developed in [Kouvatsos 1993] based on the analysis of the
GI/GI/1 queue. However, the MEM technique we propose differs substantially from
the one in [Kouvatsos 1993]. First, the method is able for the ﬁrst time to consider
the state of all the queues in the network simultaneously, instead of recursively eval-
uating queues one at a time as in [Kouvatsos 1993]. Importantly, our technique is
also able to consider the impact of autocorrelation in job ﬂows introduced by MAPs,
which is ignored in the analysis of the GI/GI/1 queue. Indeed, this is a critical aspect
of a queueing network model that cannot be ignored, being responsible for dynamic
bottleneck switch effects, even at equilibrium, that signiﬁcantly affect the model so-
lution [Casale and Smirni 2009]. Finally, and perhaps most importantly, our MEM
solution is subject to satisfying the very large set of constraints developed for BAS
and RS-RD, whereas the one in [Kouvatsos 1993] considers a small subset of such con-
straints. Therefore, our approximation is more heavily constrained. Instead, the main
limitation of the proposed MEM compared to the one in [Kouvatsos 1993] is that our
method requires numerical optimization, whereas [Kouvatsos 1993] is based on simple
closed-form formulas.
7.2. Minimum Mutual Information (MMI)
In addition to the MEM method, we introduce the MMI criterion as a new technique
for approximating an unknown probability distribution of a queueing network. For a
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BQR marginal probability distribution, MMI considers the following objective function
min
( ∑
ni,nj ,ki,kj ,mf
πG(ni, nj) log
πG(ni, nj)
πG(ni, ni)π
G(nj , nj)
)
where the argument of the minimization is the mutual information of πG(ni, nj). This
quantity characterizes how much the knowledge about ni reduces our uncertainty
about nj . Noting that for a product-form model the knowledge of the state of a queue
provides few insights on the state of the other stations, for instance in a closed model
it only provides an upper bound nj ≤ N − ni that becomes progressively looser as N
and M increase. This provides some intuition that the MMI solution may be inter-
preted as a product-form-type approximation for a queueing network model and its
minimization corresponds to a distribution describing the situation in which ni and nj
are maximally independent. Clearly, in networks with blocking the mutual informa-
tion is not in general minimal, since blocking yields a strong dependence between the
behavior of two (or even more than two) queues. However, the fundamental assump-
tion of the proposed method is that the blocking is already characterized by our BQR
marginal balances, hence MMI deals only with allocating the portion of the probability
mass that remains unconstrained. We illustrate this concept below in a “toy” example.
Notice also that the MMI approach is expected to be accurate especially in heavy load,
where closed networks progressively approach the behavior of open models due to the
formation of bottleneck stations whose service process, being continuously busy, acts
similarly to an exogenous arrival process for the rest of the network. Open networks
are typically less inter-dependent than their closed counterparts, thus we expect MMI
to perform better in heavy load. It should be noted that, differently from MEM, the
mutual information is a non-convex objective, thus the optimization program will be
in general non-convex.
7.3. Illustrating Example
To better understand the properties of MEM and MMI, consider the following illustrat-
ing example. We use the MINOS solver for nonlinear programs required to evaluate
the MEM and MMI approximations. The model is composed of three queues with ex-
ponential service rate μ1 = μ2 = 1, μ3 = 2. The routing matrix is
P =
[
0 0.50 0.50
1 0 0
1 0 0
]
(14)
which is a special case for the topology shown in Figure 1. Buffer capacities are F1 = 1,
F2 = F3 = N , with N = 3 being the job population; the blocking mechanism is RS-RD.
Despite its apparent simplicity, for this model the BQR bounds provide the following
estimates of upper bounds (Umaxk ) and lower bounds (U
min
k ) on the exact utilizations
(Uk) of queue k:
queue 1 queue 2 queue 3
Umaxk 0.5000 0.7500 0.9524
Uk 0.4828 0.4483 0.8966
Umink 0.4762 0.3333 0.7500
In this example, the utilization of queue 2 is loosely captured by the BQR bounds that
leave a gap of about 42% between the upper and lower limits. In this example, for the
upper bound
πGopt(n1 = 1, k1 = 1, n2 = 1, k2 = 1) = 0.5000, π
G
opt(n1 = 1, k1 = 1, n3 = 1, k3 = 1) = 0.1905
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and for the lower bound
πGopt(n1 = 1, k1 = 1, n2 = 1, k2 = 1) = 0.0, π
G
opt(n1 = 1, k1 = 1, n3 = 1, k3 = 1) = 0.0
Due to the fact that this model has just 3 jobs, it is possible to see that the two
marginals both describe the probability of the same state (n1 = 1, n2 = 1, n3 = 1, k1 =
1, k2 = 1, k3 = 1) in the original queueing network. Thus, in the original model
π(n1 = 1, k1 = 1, n2 = 1, k2 = 1) = π(n1 = 1, k1 = 1, n3 = 1, k3 = 1) = 0.1379.
which illustrates the error incurred by using QRF on this model. To correct this prob-
lem, one has to add to O the following additional constraint
π(nj , kj , ni, ki) = π(nj , kj , nt = N − nj − ni, kt),
for all choices of the stations i = j = t and their states. This provides the optimal
solution πGopt = π. This imposes that, in a model with M = 3 queues, there are at
most two degrees of freedom in assigning the populations ni and nj at the queues,
since the population at the last queue will be automatically set to nt = N − ni − nj .
This constraint is obvious but its integration in the BQR marginal characterization
requires in general a cubic number of equations for a model with M = 3 which is not
consistent with the approach that we have pursued; furthermore, for a model with
M ≥ 4 these constraints cannot be imposed using the BQR marginals, since one would
need to express the state of M − 1 queues simultaneously. This example highlights
some consequences of the structural limitation of BQR marginals; this limitation is
that they cannot represent correctly the allocations of jobs (or the active phases) on
more than two queues simultaneously.
We have then obtained the MEM and MMI solutions for the above model and found
them as follows
queue 1 queue 2 queue 3
Umemk 0.4887 0.5515 0.8464
Ummik 0.4818 0.4316 0.9046
Uk 0.4828 0.4483 0.8966
that are much closer to the exact distribution that the BQR bound solution. Further,
we have now for MEM
πGmem(n1 = 1, k1 = 1, n2 = 1, k2 = 1) =0.2618, (15)
πGmem(n1 = 1, k1 = 1, n3 = 1, k3 = 1) =0.0907, (16)
and for MMI
πGmmi(n1 = 1, k1 = 1, n2 = 1, k2 = 1) =0.1180, (17)
πGmmi(n1 = 1, k1 = 1, n3 = 1, k3 = 1) =0.1455, (18)
which provide a substantial consistency improvement compared to the BQR bounds,
especially for the novel MMI method.
In the following, we apply the proposed approximation solution to a full mesh topol-
ogy with BAS blocking. We refer to the online Supplement for a case study considering
RS-RD blocking and a case study for a central-server topology, quite similar to the one
used for the Bounding Problem in Section 6.1.
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Table II. Constraints imposing basic properties of π(ni, ki, nj , kj ,mf ) included in the optimization programs
π(ni, ki, nj , kj ,mf ) ≥ 0, ∀
M
i=1∀
Fi
ni=0
∀
Ki
ki=1
∀Mj=1∀
Fi
nj=0
∀
Kj
kj=1
∀mf
∑Fj
nj=0
∑Kj
kj=1
∑
mf
π(nj , kj , nj , kj ,mf ) = 1, ∀
M
j=1
π(nj , k, nj , h,mf ) = 0, ∀
M
j=1∀
Kj
k=1∀
Kj
h=1,h=k∀
Fj
nj=0
∀mf
π(nj , k, n
′
j , h,mf ) = 0, ∀
M
j=1∀
Kj
k=1∀
Fj
nj=0
∀
Kj
h=1∀
Fj
n′
j
=0,n′
j
=nj
∀mf
π(nj , k, ni, h,mf ) = 0 ∀
M
j=1∀
Kj
k=1∀
Fj
nj=0
∀M
i=1,i=j∀
Ki
h=1∀
Fi
ni=N−nj+1
∀mf
∑Ff−1
nf=0
∑Kf
h=1π(nj , k, nf , h,mf ) = 0, ∀
M
j=1,f =j∀
Kj
k=1∀
Fj
nj=0
∀
mf :mf =∅
π(nj = 0, k, ni, h,mf ) = 0, ∀
M
j=1∀
Kj
k=1∀
M
i=1∀
Ki
h=1∀
Fi
ni=0
∀mf :j∈mf
π(nj , k, ni, h,mf ) = 0, ∀
M
j=1∀
Kj
k=1∀
N
nj=Fj+1
∀Mi=1∀
Ki
h=1∀
Fi
ni=0
∀mf
π(nj , k, ni, h,mf ) = 0 ∀
M
j=1∀
Kj
k=1∀
Fj
nj=1
∑M
i=1
i=j =f
∀
Ki
h=1∀
Fi
ni=N−nj−Ff+1
∀
mf :Head(mf )=j
π(nj , k, ni, h,mf ) = π(ni, h, nj , k,mf ), ∀
M
j=1∀
Fj
nj=0
∀
Kj
k=1∀
M
i=1∀
Fi
ni=0
∀
Ki
h=1∀mf
π(nj , k, nj , k,mf ) =
∑N−nj
ni=0
∑Ki
h=1π(nj , k, ni, h,mf ), ∀
M
j=1,j =i∀
Kj
k=1∀
Fj
nj=0
∀Mi=1∀mf
π(nj , k, nj , k,mf ) = 0, ∀
M
j=1∀
Kj
k=1∀
Fj
nj=0
: N − nj >
∑M
y=1
y =j
Fy
π(nj , k, ni, h,mf ) = 0, ∀
M
i ∀
M
j=1,j =i∀
Kj
k=1∀
Fj
nj=0
∀
Ki
h=1∀
Fi
ni=0
: N − nj − ni >
∑M
y=1
y =j =i
Fy
7.4. Approximation Problem: BAS Blocking
Let us consider a full mesh topology model with M = 5 queues, BAS blocking and
routing matrix
P =
⎡
⎢⎢⎢⎣
0 0.2500 0.2500 0.2500 0.2500
0.2500 0 0.2500 0.2500 0.2500
0.2500 0.2500 0 0.2500 0.2500
0.2500 0.2500 0.2500 0 0.2500
0.2500 0.2500 0.2500 0.2500 0
⎤
⎥⎥⎥⎦
Furthermore, station capacities are F1 = 5, F2 = F3 = F4 = F5 = N so that only
station 1 has ﬁnite capacity. The population is N = 10 jobs. Hence, all stations can
be blocked except for station 1. Service processes are identical short-range dependent
MAPs given in (12). The results in Figure 4 indicate that the bounds are very effective
in capturing the performance of the ﬁnite capacity queue 1, while more uncertainty is
left on queues 2 − 5 where the gap between upper and lower bounds is approximately
up to 20%. In spite of such uncertainty, MEM and MMI again ﬁnd very accurate re-
sults, again within a few percent of the exact results, with MMI again being slightly
better than MEM. This is a relevant result, since despite its apparent simplicity, the
number of possible combinations of mf vectors is 64 for each state in which queue 1
is full, which is signiﬁcant. Hence, this experiment suggests that the MEM and MMI
approximation are effective also on cases where the portion of the state-space due to
the BAS precedence constraints is non-negligible.
8. APPLICABILITY
Having shown in the previous sections the accuracy of QRF, we now investigate the
computational requirements of the method, illustrating cases where the QRF method-
ology is superior to both exact analysis and simulation.
The analysis of complex networks with blocking may be performed either by sim-
ulation or by state-based methods. QRF belongs to the latter group and represents
an alternative to exact analysis of the underlying Markov process, which requires
the speciﬁcation of an inﬁnitesimal generator. As the size of the model is increased,
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(a) Utilization (b) Effective Utilization
Fig. 4. Approximation Problem - A model with BAS blocking and mesh topology (lb = lower bound, ub =
upper bound, ex = exact)
both simulation and state-based methods will feature different scalability and accu-
racy properties. It is unavoidable for state-based methods to hit a computational bot-
tleneck earlier than simulation. However, methods such as hierarchical modeling and
decomposition can be used in these cases to make state-based methods competitive to
simulation. Although we did not explore this case in the paper, hierarchical model-
ing appears to be applicable. Instead, decomposition may be difﬁcult to apply since it
would break the equality constraints for the probability mass on which QRF relies.
Focusing on models that can be analyzed by QRF, the speciﬁc advantages of this
method compared to simulation and exact analysis become apparent when multiple
models are evaluated to optimize a goal function, as routinely done in design explo-
ration and control. In these scenarios, simulation is expensive to apply to compare
hundreds or thousands of alternatives, since each simulation requires at least a few
seconds. Similarly, the cost of exact analysis tend to be prohibitive unless the model
is very small. Conversely, QRF offers a major computational advantage since efﬁcient
techniques are available in ordinary linear programming solvers to re-optimize a lin-
ear program after a perturbation. This allows QRF to offer greater computational efﬁ-
ciency than simulation when evaluation a sequence of models.
For example, in QRF bounds when one solves the model for upper or lower perfor-
mance bounds using the simplex algorithm, it is possible to save the basis at opti-
mality. This provides an advanced basis to start the re-optimization, thus bypassing
the phase-I of the simplex algorithm, and provides a feasible solution that is typically
close to the new optimal solution. In practice, re-optimization often requires just a very
small number of iterations compared to solving the initial problem. Furthermore, the
shadow prices of the initial problem can be used to bound the optimal value of the new
problem without the need to run an optimization routine.
To illustrate these properties, we compare in an example problem simulation (sim),
exact analysis (exact/CTMC), and the QRF method. We here considered in each prob-
lem a parallel network withN = 32 jobs,M−1 queues, fed by a queue with ﬁnite capac-
ity F = 16 and RS-RD blocking. Service times are exponentially distributed with rates
all equal to 1 in the parallel queues and equal to 100 in the ﬁnite capacity queue. Rout-
ing to the parallel queues is done with identical probabilities and completed jobs return
to the ﬁnite capacity queue. Table III illustrates the results. Results obtained with the
AMPL/Gurobi 2.0 solver for QRF running on a quad-core machine with 2.6GHz AMD
Opteron 2218; simulation results are obtained by the Java Modelling Tools simulator
[Bertoli et al. 2009] to compute utilizations and mean queue-lengths in the model, thus
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Table III. Comparative analysis - Single model
QRF sim exact/CTMC
N M time [s] cols rows ub lb time [s] order time [s]
32 4 1 3086 507 0.9411 0.9406 14 5729 20
32 8 46 30248 2412 0.8421 0.8407 28 timeout >1800
32 12 176 35965 4806 0.7619 0.7601 42 timeout >1800
32 16 286 65807 8526 0.6956 0.6935 58 timeout >1800
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Fig. 5. Comparative analysis - Multiple models. Sensitivity of queue 4 utilization forM = 4. QRF generates
the plot in 32s. Simulation requires about 1400s.
making the amount of information provided by QRF and simulation similar. For all the
experiments, the gap between QRF bounds is less than 1% and we report the time to
solve for the upper bound on the utilization of one of the parallel nodes (queue 4). The
results indicate that exact methods become quickly intractable, and even if one consid-
ers just 4 queues the method is an order of magnitude slower than QRF. This suggests
that QRF is generally to be preferred to exact analysis if the problem is not too small.
The largest model in the table, which has 16 queues, has approximately 1023 states in
the Markov chain, therefore it is clearly intractable with exact methods; however, QRF
is still applicable and solves the model in less than 5 minutes.
Table III also highlights that state-based methods incur a computational bottleneck
earlier than simulation. However, this is a penalizing scenario for QRF against sim-
ulation, since we focus on evaluating a single model. To illustrate the beneﬁt of QRF
in multiple model evaluations, assume that we want to increase the number of jobs
routed to queue 3, reducing by an equal proportion the routing probability to queue
2. This kind of evaluation is common if one uses optimization to determine load bal-
ancing probabilities. After solving the initial model, which requires 1s, QRF can re-
optimize quickly after each change of the routing probabilities, solving a single model
in about 300ms. Figure 5 illustrates the result of the evaluation on 100 successive
re-optimizations for different values of the routing probabilities. In order to perform
the same analysis with simulation, one would need to run 100 simulations, taking ap-
proximately 1400s. Therefore, QRF is an order of magnitude faster than simulation in
this example. For models with more queues, similar advantages would apply for QRF
against simulation, provided that the initial QRFmodel size allows to obtain a solution
and the optimal basis.
9. RELATED WORK
The analysis of complex stochastic networks via optimizationmethods has been subject
of intense research, especially in the area of stochastic optimal control [Kumar and
Kumar 1994; Bertsimas et al. 1994; Bertsimas and Nin˜o-Mora 1996]. Previous works
in this area have characterized the region of achievable performance for open and
closed queueing network models and related scheduling and stability problems.
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The studies in [Kumar and Kumar 1994; Morrison and Kumar 2002] consider
Markov chains which have a polyhedral translation invariance property. The poly-
hedra can be described by sets of linear equalities and inequalities and performance
bounds are obtained by optimizing over these sets. In particular, [Kumar and Kumar
1994] considers open and closed re-entrant lines with Poisson arrivals and exponen-
tial service. By assuming stability, the authors consider priority scheduling policies
and provide performance bounds. For the open basic re-entrant line, the authors also
consider ﬁnite buffer with Repetitive Service. In this case they provide throughput
bounds. In [Morrison and Kumar 2001], the authors improve the bounds in [Kumar
and Kumar 1994] for closed re-entrant lines with exponential assumptions, while in
[Morrison and Kumar 2002], the authors extend the system characteristics to include
unreliable machines, setups and batch tools for just open re-entrant lines with expo-
nential assumptions. [Bertsimas et al. 1994] considers the control of jobs sequencing
and routing in open and closed multiclass queueing networks to determine an optimal
policy to minimize a linear combination of sojourn times. The work takes exponential-
ity assumptions, but results may generalize to phase-type distributions. In [Bertsimas
1995], the author reviews the approach to consider several problems, including closed
multi class queueing networks with the aim to optimize on sequencing and routing de-
cisions. They assume stability conditions and the objective is to maximize the through-
put. Again, the presented case is limited to exponential assumptions, but the method
is reported as possible to extend to phase-type distributions.
In [Bertsimas and Nin˜o-Mora 1996], the authors present a general polyhedral frame-
work for formulating and solving scheduling problems focusing on the multiclass
M/G/1 queue. The results are then used in [Glazebrook and Nino-Mora 1999] to inves-
tigate stability for open Markovian multiclass network with single servers. Finally, in
[Ansell et al. 1999] the authors consider a M/M/1 queue with two job classes with pri-
ority scheduling and investigate backlogs of low priority jobs. They use the approach in
[Bertsimas et al. 1994] and they provide bounds for parameterized heuristic policies,
by imposing constraints on the second moments of the queue lengths.
Similarly to the above works, QRF follows the idea of bounding through an
optimization-based search. However, the classes of models addressed by previous work
and QRF are signiﬁcantly different. Stochastic optimal control works have focused on
scheduling for systems with re-entrant lines under priority preemptive disciplines and
renewal inter-arrival and service times. Instead, QRF focuses on network with non-
preemptive scheduling, Markov-modulated non-renewal arrival and service processes,
ﬁnite capacities and blocking. We thus believe that QRF methods represent a signiﬁ-
cant novelty in the area of optimisation-based approximations.
10. CONCLUSION
In this paper, we have introduced QRF, a novel framework for quantitative analysis
of complex stochastic networks featuring blocking, high variability, temporal depen-
dence, and state dependence. The focus is on system at equilibrium and the main
technical achievement is a novel methodology to cast the global balance equations
of a intractably large Markov process into a tractable set of linear inequalities for
systems with blocking and state dependence. We have also proposed convex and non-
convex point approximations that can estimate stationary behavior more accurately
than using QRF bounds. To aid implementation of the method, a prototype release of
the QRF bounds code can be downloaded at http://www.doc.ic.ac.uk/∼gcasale/content/
tomacs qrf.tgz.
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