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Re´sume´
Nous avons e´tudie´ expe´rimentalement la dynamique temporelle ainsi que les diffe´rentes
transitions associe´es a` l’apparition des structures cohe´rentes a` grandes e´chelles en tur-
bulence bidimensionnelle (2D). Pour un taux de dissipation constant, l’augmentation
progressive d’e´nergie injecte´e dans le syste`me favorise la formation de structures a`
l’e´chelle du syste`me, dont la structure spatiale ainsi que la dynamique se distinguent
de l’e´coulement turbulent aux plus petites e´chelles. Nous avons ainsi quantifie´ a` l’aide
des distributions des amplitudes de l’e´coulement a` grande e´chelle une transition en
pre´sence d’un fond turbulent. De plus, nous avons montre´ la pre´sence d’une signa-
ture spectrale singulie`re qu’on nomme commune´ment “bruit en 1/f”. Nous propo-
sons un cadre the´orique permettant d’expliquer l’origine de ce “bruit en 1/f” dans
les e´coulements pre´sentant des structures cohe´rentes. A` mesure que le forc¸age aug-
mente, nous avons observe´ l’e´mergence d’une configuration spatiale de vorticite´, ca-
racte´ristique d’une interaction entre l’e´coulement a` grande e´chelle avec les e´chelles
d’injection d’e´nergie. Cet e´tat est souvent nomme´, par analogie a` la condensation de
Bose-Einstein, le re´gime condense´. Du fait de la syme´trie du forc¸age, l’e´coulement a`
grande e´chelle peut tourner dans les deux sens. Nous avons alors observe´ des ren-
versements erratiques du sens de l’e´coulement a` grande e´chelle, dont les proprie´te´s
sont compare´es aux mode`les de renversements re´cemment propose´s pour expliquer les
inversions du champ magne´tique terrestre.
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abstract
We experimentally investigated the temporal dynamics and the different transitions
associated to the generation of large scale coherent structures in two-dimensional tur-
bulence (2D). For a given dissipation rate, the progressive increase of energy injected
into the system gives rise to the formation of a large scale circulation, with spatial
structures and temporal dynamics, which differ from the small-scale turbulent back-
ground. We have quantified a transition over a turbulent background by studying the
probability distributions of the amplitudes of the large-scale flow. Moreover, the large
scale flow exhibits a spectral signature commonly called ” 1/f noise”. We propose a
theoretical framework to explain the origin of this ” 1/f noise”. As the forcing in-
creases, we observed the emergence of a spatial configuration of vorticity, described
by the interaction between the forcing scale and the large scale flow. This state is
often called , by analogy to the Bose-Einstein condensate, condensed regime. Due to
the symmetry of the forcing, the large-scale flow may rotate in both directions. We
observed stochastic reversals of the direction of the large-scale flow. The properties of
the reversals are compared with the models proposed to explain reversals of Earth’s
magnetic field.
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Introduction
Structures cohe´rentes et turbulence
Les gaz, les liquides et les plasmas composent la majeure partie de la matie`re dans
l’univers. La formation d’objets astrophysiques comme les galaxies, les e´toiles ou les
syste`mes plane´taires, est ainsi de´termine´e par les proprie´te´s de ces fluides et de leurs
e´coulements.
Comme les quantite´s d’e´nergies mises en jeu et les tailles caracte´ristiques sont
gigantesques, les mouvements des masses de fluide sont en apparence comple`tement
de´sordonne´s. On qualifie ge´ne´ralement ces e´coulements de turbulents. Cependant, il
existe en astrophysique et en ge´ophysique de nombreux exemples ou` l’e´coulement
pre´sente un comportement cohe´rent aux grandes e´chelles alors que les petites e´chelles
gardent une dynamique turbulente. Pour illustrer ce phe´nome`ne, nous pre´sentons deux
cas : les cyclones atmosphe´riques et la dynamique du champ magne´tique terrestre.
Figure 1 – Image de l’ouragan situe´ au poˆle nord de saturne (Sonde Cassini).
Les cyclones atmosphe´riques
Les atmosphe`res des plane`tes gazeuses ge´antes comme Jupiter et Saturne sont propices
a` l’observation de spectaculaires phe´nome`nes cycloniques cohe´rents. La sonde Cassini
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nous a transmis en 2004 des images d’un impressionnant ouragan (figure 1) localise´ au
poˆle nord de Saturne. Cet e´ve`nement cyclonique avait de´ja` e´te´ observe´ par la sonde
Voyager dans les anne´es 80. La taille de l’œil du cyclone est de 2000 km et on constate
la pre´sence de tourbillons aux plus petites e´chelles, caracte´ristiques des e´coulements
turbulents. Une des proprie´te´s surprenantes de ce cyclone est sa forme hexagonale,
bien identifiable sur la figure 2.
L’autre particularite´ de ce cyclone est la diffe´rence importante entre sa longe´vite´ de
plus de 30 ans, et son temps de rotation, qu’on estime eˆtre d’environ 10 minutes. Usuel-
lement, le temps de vie des structures tourbillonnaires dans un e´coulement turbulent
ne de´passe pas quelques temps de rotation car il correspond a` son temps d’interaction
avec l’e´coulement turbulent. Apre`s plusieurs temps de retournements, les tourbillons
pre´sents dans les e´coulements turbulent perdent ge´ne´ralement leur cohe´rence, tandis
que ce cyclone e´change continuellement de l’e´nergie avec la turbulence a` petite e´chelle,
tout en gardant sa stabilite´.
Meˆme s’il existe des processus physiques a` grande e´chelle pouvant expliquer en
partie la stabilite´ de ces structures [2], la cohe´rence aux temps longs du cyclone est aussi
de´termine´e par l’influence de la turbulence a` plus petite e´chelle. Ce type d’e´tude peut
fortement se complexifier de`s lors que les e´chelles spatiales des composantes cohe´rentes
et chaotiques de l’e´coulement sont comparables.
Figure 2 – Image montrant la structure hexagonale de l’ouragan situe´ au poˆle nord
de saturne (Sonde Cassini). La taille de l’e´coulement est de l’ordre de 200 000 km.
Les renversements du champ magne´tique terrestre
Un e´coulement fortement turbulent de me´tal liquide1 est maintenu par les gradients de
tempe´ratures et de composition dans le noyau externe de la terre. Cet e´coulement de
me´tal liquide est a` l’origine d’un processus de conversion continue d’e´nergie cine´tique
1le noyau externe est principalement constitue´ de Fer et Nickel
9
en e´nergie magne´tique, qu’on nomme effet dynamo. A` la surface de la terre, le champ
magne´tique a principalement la ge´ome´trie d’un dipoˆle (figure 3), caracte´rise´ par un
axe polaire proche de l’axe de rotation de la terre.
Figure 3 – Gauche : illustration du dipoˆle terrestre. Droite : amplitude du dipoˆle
magne´tique terrestre au cours du temps. La bordure supe´rieure montre le changement
de polarite´
Actuellement le poˆle sud magne´tique correspond au poˆle nord ge´ographique. Mais
l’e´tude de l’aimantation d’anciennes roches volcaniques a re´ve´le´ que la polarite´ du
champ magne´tique terrestre a change´ plusieurs fois depuis que la dynamo terrestre
existe. Les poˆles du champ magne´tique se sont donc renverse´s de manie`re spontane´e.
La dure´e de ces phases de renversement est typiquement de l’ordre de 10 000 ans
alors que les dure´es se´parant deux renversements successifs sont de l’ordre de plusieurs
centaines de millier d’anne´es. On observe sur la figure 3 de droite l’e´volution temporelle
du champ magne´tique, ou` la couleur du bandeau du haut est associe´e a` la polarite´ du
dipoˆle et la courbe en dessous a` son amplitude. On constate la se´paration d’e´chelle
entre la dure´e d’un renversement et l’intervalle de temps entre deux renversements
successifs.
L’origine de ces renversements, ainsi que le roˆle joue´ par la turbulence, est un
proble`me encore ouvert.
L’expe´rience VKS
Nous avons pre´sente´ deux exemples de structures cohe´rentes a` grande e´chelle coexis-
tant et interagissant avec un e´coulement turbulent. Il n’existe pas encore de consen-
sus sur les me´canismes d’e´mergence et de stabilite´ de ces structures. De nombreuses
expe´riences tentent alors de faire le pont entre les observations des phe´nome`nes natu-
rels et les mode`les.
L’expe´rience von Karman Sodium (VKS) se place dans cette axe de recherche.
Elle consiste a` entraˆıner du sodium liquide par deux disques en contra-rotation (fi-
gure 4 de gauche). L’e´coulement est fortement turbulent et les nombres de Reynolds
sont de l’ordre de 106. Lorsque la vitesse des disques est suffisamment e´leve´e, le
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Figure 4 – Gauche : e´coulement a` grande e´chelle dans l’expe´rience Von Karman
Sodium. Droite : renversements du champ magne´tique dans l’expe´rience VKS.
champ magne´tique croˆıt exponentiellement, formant une structure principalement di-
polaire dont l’axe est aligne´ avec l’axe de rotation. Des re´gimes dynamiques du champ
magne´tique ont e´te´ observe´s [5] et plus particulie`rement des renversements ale´atoires
de la polarite´ du dipoˆle (figure de droite).
Les pre´dictions du mode`le de Pe´tre´lis et al. [50] ont permis de de´crire plusieurs
proprie´te´s de ces re´gimes dynamiques, comme les renversements ou la localisation de
l’e´nergie [21]. Le mode`le repose sur l’existence de deux modes magne´tiques dipolaire
et quadrupolaire, dont le couplage de´pend des syme´tries du forc¸age. Dans certaines
gammes de parame`tres, la pre´sence d’un bruit sur la dynamique de ces deux modes
peut de´clencher des renversements ale´atoires. Le roˆle de la turbulence se re´sume alors
a` une perturbation stochastique d’un syste`me de basse dimension, compose´ des modes
dipolaire et quadrupolaire.
L’extension de cette approche aux syste`mes ou` la dynamique est purement hydro-
dynamique, comme pour le premier exemple, revient a` poser la question suivante : la
dynamique des structures cohe´rentes dans les milieux turbulents peut-elle eˆtre de´crite
par une dynamique de basse dimension ?
Figure 5 – Photographie de l’e´coulement e´tudie´ dans cette the`se, dans le re´gime
turbulent.
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Turbulence bidimensionnelle
La turbulence bidimensionnelle (2D) est un cadre favorable a` l’observation de struc-
tures cohe´rentes, car les processus non-line´aires favorisent les transferts d’e´nergie des
petites vers les grandes e´chelles. Une photographie de l’e´coulement 2D e´tudie´ dans
cette the`se est repre´sente´e sur la figure 5. On constate la pre´sence de structures tour-
billonnaires a` grande e´chelle coexistant avec des tourbillons a` petites e´chelles. L’e´tude
expe´rimentale de la turbulence 2D permet ainsi d’analyser l’e´mergence et la dynamique
de structures cohe´rentes dans un syste`me physique controˆle´.
Afin d’e´tudier la dynamique de ces structures, nous avons opte´ pour un montage
expe´rimental utilisant un me´tal liquide soumis a` un champ magne´tique transverse
intense. L’avantage de cette configuration expe´rimentale est la double utilisation du
champ magne´tique, qui assure la bidimensionnalite´ et permet de forcer l’e´coulement
en volume.
Nous analyserons les proprie´te´s de ces structures a` grandes e´chelles ainsi que
leurs interactions avec le milieu turbulent. Notre e´tude se concentre autour des deux
proble´matiques suivantes
• Comment de´terminer et quantifier l’e´mergence des structures a` gran-
de e´chelle ?
• Quelles sont la dynamique temporelle et la signature fre´quentielle de
ces structures ?
Structure du manuscrit
Cette the`se comporte deux parties. La premie`re partie, qui constitue la plus grande
part de ce document, porte sur l’e´tude expe´rimentale d’un e´coulement bidi-
mensionnel turbulent de me´tal liquide force´ e´lectromagne´tiquement.
Dans un premier temps, nous rappelons au chapitre 1, les me´canismes assurant
la bidimensionnalite´ des e´coulements de me´tal liquide soumis a` un champ magne´tique
intense. Nous montrons que sous certaines conditions, la dynamique de l’e´coulement
peut eˆtre de´crite par l’e´quation de Navier-Stokes bidimensionnelle avec une dissipa-
tion par friction line´aire. A la fin de ce chapitre, nous pre´sentons les proprie´te´s des
e´coulements bidimensionnels turbulents.
Dans le chapitre 2, nous de´taillons les proprie´te´s du montage expe´rimental ainsi
que les techniques de mesures utilise´es. Nous ve´rifions aussi la bidimensionnalite´ de
l’e´coulement, en montrant que la dissipation de l’e´coulement a` grande e´chelle est do-
mine´e par la friction line´aire, variant line´airement avec le champ magne´tique. Les
nombres sans dimension caracte´risant les re´gimes de l’e´coulement sont pre´sente´s a` la
fin de ce chapitre.
Dans le chapitre 3, nous de´crivons les instabilite´s successives qui me`nent l’e´cou-
lement laminaire au re´gime chaotique. La transition est caracte´rise´e par la succes-
sion d’une bifurcation fourche supercritique, puis de deux bifurcations de Hopf super-
critiques. Nous expliquons ces observations graˆce a` des arguments de syme´trie, qui
contraignent les formes normales de ces instabilite´s. Finalement, l’e´coulement transite
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vers le chaos par un sce´nario d’intermittence, ou` le re´gime chaotique apparaˆıt par
bouffe´es de dure´es ale´atoires.
Nous e´tudions les proprie´te´s spectrales de la composante grande e´chelle de l’e´cou-
lement turbulent dans le chapitre 4. Ce chapitre est de´die´ a` l’e´tude des spectres
temporels de la composante grande e´chelle. Ces spectres pre´sentent un comportement
particulier aux basses fre´quences, qu’on nomme bruif en 1/f . Nous de´montrons que
l’exposant associe´ a` la loi de puissance de ces spectres est de´termine´ par les proprie´te´s
statistiques des changements de signe de l’e´coulement a` grande e´chelle.
Le chapitre 5 est consacre´ a` l’e´tude des deux transitions observe´es dans le re´gime
turbulent. Nous montrons que l’e´mergence des structures a` grande e´chelle peut eˆtre
quantifie´e par la forme des distributions de leurs amplitudes. Nous de´crivons cette
transition en de´composant les distributions en la somme de deux gaussiennes, dont les
valeurs les plus probables semblent suivre une courbe de bifurcation.
La seconde transition est associe´e a` l’apparition continue d’une structure spatiale
particulie`re dans l’e´coulement. Apre`s avoir quantifie´ cette transition, nous montrons
que la forme de cette structure peut eˆtre explique´e par la pre´sence d’une re´troaction
des grandes e´chelles sur le forc¸age. Cette bifurcation caracte´rise la transition de l’e´cou-
lement de l’e´tat turbulent a` l’e´tat condense´.
Nous de´crivons ensuite l’observation de renversements de la composante a` grande
e´chelle de l’e´coulement dans le chapitre 6. Ces renversements correspondent a` la
dynamique temporelle de l’e´tat condense´. Les proprie´te´s statistiques et la dynamique
de ces renversements indiquent que l’e´coulement devient de plus en plus cohe´rent a`
mesure que le forc¸age augmente pour une dissipation constante. Ces re´sultats sont
compare´s aux pre´ce´dentes e´tudes de renversements en turbulence bidimensionnelle.
La deuxie`me partie du manuscrit est consacre´e au travail expe´rimental ef-
fectue´ durant cette the`se sur l’expe´rience Von Karman Sodium (VKS). Les
re´sultats sont pre´sente´s sous forme d’un article.
Dans le chapitre 7, nous proposons une me´thode pour extraire les temps de de´-
croissance des modes dipolaire et quadrupolaire , les deux modes contribuant a` la plus
grande part de l’e´nergie magne´tique dans l’expe´rience VKS. Nous mesures permettent
d’estimer les seuils d’instabilite´s respectifs des modes dipolaire et quadrupolaire. Nous
montrons que la proximite´ de ces deux seuils est associe´e a` l’existence de re´gimes
dynamiques du champ magne´tique au dessus du seuil de la dynamo. Ces re´sultats sont
en accord avec les pre´dictions du mode`le de´crivant les re´gimes dynamiques de VKS
[50].
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Premie`re partie
E´tude expe´rimentale de la turbulence
bidimensionnelle
1
Chapitre 1
Physique des e´coulements
bidimensionnels
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1.1 Introduction
Dans ce chapitre, nous de´crirons comment un e´coulement de me´tal liquide soumis
a` un champ magne´tique transverse intense devient bidimensionnel. Nous montrerons
que sous certaines conditions, les e´quations de la magne´tohydrodynamiques (MHD)
tridimensionnelles (3D) se simplifient pour donner l’e´quation de Navier-Stokes bidi-
mensionnelle (2D) comportant un terme de friction line´aire. Dans la dernie`re partie
de ce chapitre, nous pre´senterons les principales proprie´te´s des e´coulements turbulents
bidimensionnels.
1.2 Les e´quations de la magne´tohydrodynamique
Les fluides conducteurs d’e´lectricite´, comme les me´taux liquides ou les plasmas, sont
caracte´rise´s par la pre´sence des charges libres, qui peuvent engendrer des champs e´lec-
triques et magne´tiques.
Pour de´crire ces e´coulements, il existe un cadre the´orique ou` la dynamique se
simplifie a` celle du champ de vitesse v et du champ magne´tique B. On se place alors
dans le cadre de la magne´tohydrodynamique (MHD). L’utilisation des e´quations de la
MHD ne´cessite que les vitesses soient non-relativistes et que les temps de relaxation des
charges e´lectriques soient tre`s faibles devant les temps caracte´ristiques de l’e´coulement
et les fre´quences cyclotron des charges e´lectriques.
Les e´quations de la magne´tohydrodynamique pour un fluide incompressible sont
alors 

∂v
∂t
+ v · ∇v = −1
ρ
∇p+ ν∆v + 1
ρ
j×B, ∇ · v = 0
∂B
∂t
+ v · ∇B = B · ∇v+ η∆B, ∇ ·B = 0
(1.1)
avec ν la viscosite´ cine´matique, η la diffusivite´ magne´tique, ρ la masse volumique et µ0
la perme´abilite´ magne´tique du vide. La diffusivite´ magne´tique s’exprime en fonction
de la conductivite´ e´lectrique σ et de la perme´abilite´ µ0, telle que η = (σµ0)
−1.
Ces e´quations sont l’e´quation de Navier-Stokes (N-S), l’e´quation de conservation
de la masse et l’e´quation d’induction.
La force de Laplace j × B peut s’exprimer uniquement en fonction de B graˆce a`
l’e´quation de Maxwell-Faraday, ainsi
j×B = (µ−10 ∇×B)×B
=
1
µ0
B · ∇B−∇
( |B|2
2µ0
) (1.2)
Le gradient ∇|B|2 peut eˆtre inclus dans le terme de pression avec π = p+ |B|2/(2µ0).
Le terme B · ∇B correspond a` la tension magne´tique. On obtient alors les e´quations
suivantes
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

∂v
∂t
+ v · ∇v = −1
ρ
∇π + ν∆v + 1
µ0ρ
B · ∇B , ∇ · v = 0
∂B
∂t
+ v · ∇B = B · ∇v + η∆B
(1.3)
Ces e´quations comportent sept inconnues, qui sont les trois composantes du champ
de vitesse v et du champ magne´tique B, ainsi que la pression π.
1.3 E´quations de la MHD pour un champ magne´-
tique intense et Rm et Lu faibles
1.3.1 E´quation de la MHD avec champ magne´tique intense
Nous allons tout d’abord de´velopper les e´quations de la MHD dans le cas ou` l’e´cou-
lement est soumis a` un champ magne´tique externe. On de´compose le champ magne´tique
B, en B = B0ez + b, avec B0 le champ applique´, que nous supposons uniforme et b
le champ magne´tique engendre´ par les effets inductifs. Les e´quations de la magne´to-
hydrodynamique se de´veloppent alors comme
∂v
∂t
+ v · ∇v = −1
ρ
∇π + ν∆v + 1
µ0ρ
B0∂zb+
1
µ0ρ
b · ∇b ∇ · v = 0
∂b
∂t
−∇× (v× b) = B0∂zv+ η∆b
(1.4)
1.3.2 Simplification des e´quations
Nous souhaitons simplifier les e´quations 1.4 en montrant que la composante b est
ne´gligeable par rapport au champ magne´tique applique´ B0. Le champ b est cre´e´ par
l’induction a` partir du champ B0, graˆce au terme B0∂zv. Dans l’e´quation d’induction,
deux termes sont en compe´tition pour e´quilibrer ce terme source
• le terme dissipatif η∆b, qui est de l’ordre de ηL−2b,
• le terme d’induction ∇× (v× b), qui est de l’ordre de V L−1b.
avec V et L la vitesse et la longueur caracte´ristiques de l’e´coulement et b l’amplitude
du champ magne´tique. Le rapport entre ces deux termes est donne´ par le nombre de
Reynolds magne´tique Rm de´fini par
Rm =
[∇× (v× b)]
[η∆b]
=
V L
η
(1.5)
Les e´coulements que nous e´tudierons ont des nombres de Reynolds magne´tiques tre`s
faibles. Dans notre expe´rience, les vitesses maximales atteignent 0.1m/s et la taille du
domaine est L ≃ 10−2m. La diffusivite´ magne´tique du galinstan valant η = 0.23 m2/s,
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le nombre de Reynolds magne´tique associe´ a` l’e´coulement est donc Rm ≃ 5.10−2. Le
terme d’induction ∇ × (v× b) est ainsi ne´gligeable par rapport au terme dissipatif.
L’e´quation d’induction devient alors
∂tb = B0∂zv+ η∆b (1.6)
Nous de´finissons τb le temps typique de variation du champ magne´tique b, tel que
[∂tb] = b/τb et h la longueur caracte´ristique dans la direction paralle`le au champ
magne´tique B0. Nous souhaitons comparer le temps τb au temps de dissipation Joule
τη = h
2/η, et montrer que τb ≫ τη, pour finalement ne´gliger le terme ∂tb dans
l’e´quation d’induction. Il apparait deux temps τb typiques de variation du champ
magne´tique ou`
• τb est donne´ par le temps d’advection h/V , avec V l’amplitude caracte´ristique
du champ de vitesse.
• τb est lie´ au temps de propagation des ondes d’Alfve´n h/vA, avec vA la vitesse
de phase des ondes d’Alfve´n.
Dans le premier cas, le rapport τη/τb, qui est donne´ par le nombre de Reynolds
magne´tique Rmh = V h/η construit a` partir de l’e´paisseur h, est tre`s faible (de l’ordre
de 10−2) dans notre expe´rience. Dans ce cas, les fluctuations du champ magne´tique
b induites par le champ de vitesse v sont tre`s rapidement amorties par les effets
dissipatifs.
Dans le second cas, la prise en compte de la tension magne´tique B0∂zb dans
l’e´quation de Navier-Stokes permet la propagation d’ondes dites d’Alfve´n dans la direc-
tion de B0, dues aux effets couple´s de la tension magne´tique et du terme d’induction.
Ces ondes magne´tohydrodynamiques sont transverses au champ magne´tique B0. La
vitesse de phase vA des ondes d’Alfve´n est donne´e par
vA =
B0√
ρµ0
(1.7)
Elle peut eˆtre plus grande que l’amplitude du champ de vitesse V , si le champ
magne´tique est assez intense. En effet, la vitesse des ondes d’Alfve´n dans le Galins-
tan et pour une intensite´ de champ magne´tique valant B0 = 0.1T , est de l’ordre
de vA = 1m/s, alors que V = 10
−1m/s. Le temps typique de variation du champ
magne´tique est donc de l’ordre de τb = h/vA. Nous de´finissons alors le nombre de
Lundquist Lu comme le rapport entre le temps de dissipation Joule sur le temps de
propagation des ondes d’Alfve´n
Lu =
τη
τb
=
vAh
η
soit Lu = B0hσ
√
µ0
ρ
(1.8)
Ce nombre sans dimension peut eˆtre interpre´te´ comme un nombre de Reynolds ma-
gne´tique pour les ondes d’Alfve´n. Pour ne´gliger les effets inertiels du champ magne´tique,
il faut que le nombre de Lundquist soit tre`s faible, c’est a` dire Lu ≪ 1. Ce nombre
sans dimension est de l’ordre 10−1 pour h = 10−2m. Ces ondes sont donc rapidement
amorties par les effets dissipatifs. Le champ magne´tique b est finalement donne´ par
l’e´quation stationnaire
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B0∂zv + η∆b = 0 (1.9)
Le champ magne´tique suit donc adiabatiquement les variations du champ de vitesse. Le
rapport entre la composante b et le champ applique´ B0 est aussi donne´ par le nombre
de Reynolds magne´tique. Le terme source e´tant de l’ordre de B0V h
−1, l’e´quilibre entre
les deux termes de l’e´quation 1.9 implique que
[B0∂zv] = [η∆b] ainsi
B0V
h
=
ηb
h2
(1.10)
En utilisant la de´finition du nombre de Reynolds magne´tique, on montre que b est de
l’ordre de RmhB0 et donc que cette composante est ne´gligeable par rapport au champ
magne´tique applique´. Nous pouvons de`s lors ne´gliger le terme b · ∇b devant le terme
B0∂zb.
Finalement, lorsque le nombre de Reynolds magne´tique Rm et le nombre de Lund-
quist Lu sont tre`s petits devant un, les e´quations de la MHD deviennent

∂v
∂t
+ v · ∇v = −1
ρ
∇π + ν∆v + 1
µ0ρ
B0∂zb, ∇ · v = 0
0 = B0∂zv + η∇b
(1.11)
1.4 Processus de bidimensionnalisation des e´coule-
ments turbulents
Dans cette section, nous allons montrer comment les processus d’induction associe´s aux
forces de Laplace atte´nuent les gradients dans la direction du champ magne´tique B0.
Nous conside´rerons un e´coulement de vitesse v, compris dans une couche d’e´paisseur
h (figure 1.1). L’e´paisseur h est faible devant les dimensions transverses L.
Figure 1.1 – Sche´ma de l’e´coulement soumis a` un champ magne´tique transverse et
compris dans une couche de faible e´paisseur h compare´ aux dimensions transverses L.
La partie hachure´e correspond a` la paroi infe´rieure.
Nous supposerons que le temps advectif τa = L/V est beaucoup plus petit que le
temps diffusif τν = L
2/ν . Cette hypothe`se implique que l’e´coulement est caracte´rise´
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par un nombre de Reynolds Re grand devant un. En effet, le nombre de Reynolds est
de´fini1 comme le rapport entre le temps diffusif τν = L
2/ν et le temps d’advection
τa = L/V
Re =
[v · ∇v]
[ν∆v]
=
τν
τa
=
V L
ν
(1.12)
Les e´coulements ayant des nombres de Reynolds Re e´leve´s sont ge´ne´ralement turbu-
lents. Nous e´tudierons plus en de´tails les proprie´te´s des e´coulements turbulents a` la
fin de chapitre.
Le fait d’avoir Re≫ 1 n’est pas en contradiction avec Rm≪ 1. En effet le nombre
de Reynolds magne´tique Rm vaut PmRe, avec le nombre de Prandtl magne´tique
valant Pm = ν/η. Or il est de l’ordre de Pm ≃ 10−6 pour les me´taux liquides. Nous
pouvons donc nous placer dans le re´gime Re≫ 1 et Rm≪ 1.
1.4.1 Freinage magne´tique
Nous allons exprimer la tension magne´tique B0∂zb en fonction de v pour ne faire
apparaˆıtre que le champ de vitesse dans l’e´quation de Navier-Stokes. Nous posons
∆−1 l’ope´rateur inverse du Laplacien, tel que ∆−1∆ = Id, avec Id l’ope´rateur identite´.
L’ope´rateur ∆−1 est bien de´fini dans l’espace de Fourier, comme nous le verrons par
la suite. L’e´quation d’induction 1.11 se met alors sous la forme suivante
η∆b = −B0∂zv ainsi b = −B0
η
[
∆−1∂z
]
v (1.13)
En utilisant la de´finition de la diffusivite´ magne´tique η = (σµ0)
−1, la tension magne´-
tique vaut
B0
ρµ0
∂zb = − B0
ρµ0
B0
η
[
∆−1∂zz
]
v
= −σB
2
0
ρ
[
∆−1∂zz
]
v
(1.14)
Nous reconnaissons le temps de freinage magne´tique τm donne´ par
τm =
ρ
σB20
(1.15)
Finalement l’e´quation de Navier-Stokes 1.11 devient
∂v
∂t
+ v · ∇v+ 1
ρ
∇π − ν∆v = − 1
τm
[
∆−1∂zz
]
v (1.16)
Pour un champ magne´tique de l’ordre de 0.1T, une masse volumique de l’ordre de
103kg/m3 et une conductivite´ de l’ordre de 106S/m2, on obtient un temps de freinage
de l’ordre de τm ≃ 0.1s.
1il est aussi de´fini comme le rapport entre les termes inertiels et visqueux
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La fre´quence associe´e est bien plus grande que la fre´quence des fluctuations du
champ de vitesse. En effet, le rapport de ces deux fre´quences est donne´ par le parame`tre
d’interaction N
N =
L
V τm
=
σB20L
V ρ
(1.17)
avec L/V de l’ordre du Hertz, on a alors N = 10. Le temps freinage magne´tique est
donc un ordre de grandeur plus court que les temps caracte´ristiques de l’e´coulement.
Nous allons de´crire l’effet de ce freinage magne´tique sur l’e´coulement dans les pro-
chaines sections.
1.4.2 Dissipation anisotrope
L’interpre´tation de l’ope´rateur ∆−1∂zz est plus intuitive dans l’espace de Fourier. On
suppose alors que le champ de vitesse v se de´compose sur les modes de Fourier spatiaux
de vecteurs d’onde k, tels que
v(x, t) =
∑
k
vˆ(t,k) exp (ik · x) (1.18)
La transforme´e de Fourier (TF) de la force de Laplace devient alors
TF
[−τ−1m ∆−1∂zzv] = − 1τm
k2z
|k|2 vˆ(t,k) (1.19)
avec kz la composante verticale du vecteur d’onde k. Ce terme amortit toutes les com-
posantes de Fourier qui ont une composante kz non-nulle. La freinage magne´tique ope`re
donc uniquement sur les perturbations du champs de vitesse ayant une de´pendance en
z.
1.4.3 Diffusion de la vorticite´ verticale
Il est possible d’interpre´ter le freinage magne´tique comme un terme de diffusion dans
la direction verticale [13]. Nous conside´rons un vortex de rayon l dont l’axe de rotation
est paralle`le au champ magne´tique B0 (figure 1.2), et de hauteur grande devant son
rayon l. L’e´volution de la vorticite´ verticale du tourbillon est donne´e par l’e´quation de
vorticite´2, obtenue en appliquant l’ope´rateur rotationnel a` l’e´quation 1.16 , ainsi
∂ωz
∂t
+ v · ∇ωz − ν∆ωz = − 1
τm
∆−1∂zzωz (1.20)
On suppose alors que l’ope´rateur ∆−1 peut eˆtre approxime´ par ∆−1 ≈ −l2 . Nous
pouvons de´finir une viscosite´ magne´tique νm telle que νm = l
2/τm. L’e´quation ci-dessus
devient alors
∂ωz
∂t
+ v · ∇ωz − ν∆ωz = νm∂zzωz (1.21)
2Nous ne´gligeons l’e´tirement vorticitaire ω · ∇vz .
8
Il apparaˆıt alors un terme supple´mentaire de diffusion dans la direction verticale, dont
le temps de diffusion est plus court que les temps associe´s a` l’e´coulement pour N ≫ 1.
Le me´canisme de diffusion peut eˆtre de´crit par des arguments qualitatifs sche´matise´s
sur la figure 1.2.
Figure 1.2 – Sche´ma de la diffusion de la vorticite´ le long du champ magne´tique.
Le vortex place´ dans un champ magne´tique induit des courants radiaux divergents
(figure de gauche). Ces courants rebouclent a` l’exte´rieur du vortex (figure du milieu)
et engendrent des couples moteurs (Cm) a` l’exte´rieur du vortex et freinant (Cf) dans
le vortex (figure de droite).
La vitesse azimutale du vortex engendre une force e´lectromotrice v×B0, qui est a`
l’origine d’un courant radial donne´ par la loi d’Ohm
j = σ (uθeθ)× (B0ez) ainsi jr = σuθB0 (1.22)
Un vortex initialement place´ dans un champ magne´tique induit donc des courants
radiaux divergents (figure de gauche et milieu). Pour assurer la conservation de la
charge ∇ · j = 0 (figure du milieu), les courants doivent reboucler a` l’exte´rieur du
vortex. Il existe donc des courants convergents a` l’exte´rieur du vortex. La force de
Laplace j×B0 associe´e a` ces courants est e´gale a`
FL = (jrer)× (B0ez) ainsi FL = −jrB0eθ (1.23)
La force de Laplace est donc a` l’origine d’un couple freinant a` l’inte´rieur du vortex car
jr > 0 et d’un couple moteur a` l’exte´rieur car jr < 0. Le fluide au-dessus et en-dessous
du tourbillon est donc entraˆıne´ en rotation alors que le vortex initial ralentit.
Dans l’expe´rience que nous pre´senterons dans le chapitre suivant, l’e´paisseur du
fluide est de h = 2cm et l’e´chelle d’injection de la vorticite´ est de l’ordre du diame`tre
des e´lectrodes, c’est a` dire l ≈ 0.5cm, soit l/h < 1. Le processus pre´sente´ dans cette
section est donc pertinent pour de´crire la bidimensionnalisation de l’e´coulement dans
le cadre de notre expe´rience.
1.4.4 Les couches limites de Hartmann
Le champ magne´tiques tend donc a` uniformiser l’e´coulement dans la direction verticale.
Cependant, la pre´sence de parois transverses au champ magne´tique va ne´cessairement
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engendrer des gradients verticaux du fait de la condition d’adhe´rence a` la paroi. Nous
ne conside´rerons dans la suite du chapitre que la pre´sence d’une paroi infe´rieure.
Il existe donc, proche de cette paroi, une compe´tition entre le freinage magne´tique,
qui ici correspond plutoˆt a` de l’entraˆınement magne´tique, et les effets visqueux. Cette
zone est appele´e couche limite de Hartmann [32].
Le processus physique d’e´tablissement de la couche limite est de´crit sur la figure
1.3. La figure repre´sente les diffe´rents me´canismes qui conduisent a` la localisation de
la couche limite dans une e´paisseur δH
a. On impose initialement un champ magne´tique perpendiculairement a` la paroi
B0ez, qui diffuse a` travers les lignes de courant.
b. Le cisaillement de´forme le champ magne´tique en cre´ant une composante b, graˆce
au terme B0∂zv.
c. La tension magne´tique B0∂zb (fle`ches rouges) re´troagit sur l’e´coulement pour
atte´nuer la de´formation du champ magne´tique et donc le cisaillement.
d. Le cisaillement est maintenant concentre´ dans une e´paisseur δH , ou` la tension
magne´tique et la contrainte visqueuse s’e´quilibrent.
Figure 1.3 – Sche´ma illustrant le de´veloppement de la couche limite de Hartmann.
L’e´quilibre entre la tension magne´tique et la contrainte visqueuse implique que le
temps de freinage magne´tique τm = ρ/(B
2
0σ) est de l’ordre du temps de la diffusion
visqueuse, τν = δ
2
H/ν. On obtient alors en posant τν = τm
δ2H
ν
=
ρ
σB20
ainsi δH =
√
ρν
σB20
(1.24)
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Le nombre de Hartmann Ha de´finit le rapport entre l’e´paisseur de fluide h et l’e´paisseur
de la couche limite δH donne´e par
Ha =
h
δH
= hB0
√
σ
ρν
(1.25)
Dans l’expe´rience pre´sente´e dans le prochain chapitre, nous montrerons que le nombre
de Hartmann vaut 100. La couche de Hartmann correspond ainsi a` seulement 1% de
l’e´paisseur du fluide.
1.5 Des e´quations MHD aux e´quations de Navier-
Stokes bidimensionnelles
Dans la limite N ≫ 1 et Ha ≫ 1, le freinage magne´tique a amorti tous les gradients
dans la direction verticale, excepte´ dans la couche de Hartmann dont la taille est faible
devant l’e´paisseur du fluide. Le but de cette section est de montrer qu’un terme de
friction line´aire apparaˆıt dans l’e´quation de Navier-Stokes a` cause de la couche limite
de Hartmann (figure 1.4). Nous expliquerons aussi comment l’e´coulement peut eˆtre
force´ en injectant du courant par la paroi du fond.
Figure 1.4 – Illustration du profil de vitesse dans la limite N ≫ 1 et Ha≫ 1.
1.5.1 E´quation de N-S moyenne´e verticalement
Nous souhaitons de´crire l’e´volution de la composante de vitesse transverse au champ
magne´tique a` partir de l’e´quations de Navier-Stokes 3D. On de´compose alors la vi-
tesse en une composante perpendiculaire plus une composante paralle`le au champ
magne´tique avec v = v⊥e⊥+vzez. Quant aux ope´rateurs diffe´rentiels, il se de´composent
tels que
∆ = ∆⊥ + ∂zz ∇ = ∇⊥ + ez∂z (1.26)
Graˆce a` l’e´quation de la conservation de la masse, nous pouvons estimer l’amplitude
de la vitesse vz
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∇⊥ · v⊥ = −∂zvz ainsi vz ∼ h
L
|v⊥| (1.27)
Comme l’e´paisseur h est tre`s petite devant L, nous pouvons conside´rer vz nulle. Ainsi
l’e´volution de v⊥ est donne´e par
∂tv⊥ + v⊥ · ∇⊥v⊥ + 1
ρ
∇⊥π − ν∆⊥v⊥ = ν∂zzv⊥ + 1
ρ
j×B0 (1.28)
Nous avons exprime´ la force de Laplace en fonction de j. On s’inte´resse a` la moyenne
spatiale verticale de l’e´quation de Navier-Stokes de´finie par
〈·〉 = h−1
∫ h
0
(·)dz (1.29)
avec h l’e´paisseur de fluide. Ainsi l’e´quation de Navier-Stokes moyenne´e est donne´e
par
〈∂tv⊥ + v⊥ · ∇⊥v⊥ + 1
ρ
∇⊥π − ν∆⊥v⊥〉 = 〈ν∂zzv⊥〉+ 1
ρ
〈j×B0〉 (1.30)
avec 〈v⊥〉 la moyenne du profil de vitesse
〈v⊥〉 = h−1
∫ h
0
(v⊥)dz (1.31)
La grandeur 〈v⊥〉h peut eˆtre interpre´te´e comme le de´bit line´ique a` travers l’e´paisseur
h. Pour les termes du membre de gauche de l’e´quation 1.30, l’ope´rateur de moyenne
peut eˆtre permute´ avec les ope´rateurs ∂t, ∇⊥ et ∆⊥. Quant au terme non-line´aire, il
se de´compose en
〈v⊥ · ∇⊥v⊥〉 = 〈v⊥〉 · ∇⊥〈v⊥〉+ 〈v′⊥ · ∇⊥v′⊥〉 (1.32)
car le champ de vitesse se de´compose en une composante moyenne 〈v⊥〉 plus une
composante v′⊥ variable selon z, tel que
v⊥ = 〈v⊥〉(x, y) + v′⊥(x, y, z) (1.33)
La composante 〈v′⊥ · ∇⊥v′⊥〉 peut eˆtre ne´glige´e dans l’e´quation 1.6, car sa principale
contribution provient de la couche limite de Hartmann, dont l’e´paisseur est faible
devant l’e´paisseur totale h. Nous avons ainsi
∂t〈v⊥〉+ 〈v⊥〉 · ∇⊥〈v⊥〉+ 1
ρ
∇⊥〈π〉 − ν∆⊥〈v⊥〉 = 〈ν∂zzv⊥〉+ 1
ρ
〈j×B0〉 (1.34)
Il reste a` de´tailler les termes du membre de droite de l’e´quation 1.30. Le premier
terme est a` l’origine d’une dissipation par friction line´aire, assimilable a` une perte de
charge re´gulie`re. Le second terme permet de cre´er un forc¸age graˆce a` l’injection de
courant par la paroi infe´rieure.
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1.5.2 La friction par la couche de Hartmann
L’inte´gration dans la direction z du premier terme du membre de gauche donne
1
h
∫ h
0
[ν∂zzv⊥] dz =
1
h
ν [∂zv⊥]
h
0
= −ν
h
∂zv⊥(z = 0)
(1.35)
La surface supe´rieure e´tant libre, le gradient de v⊥ est localise´ a` proximite´ de la paroi
infe´rieure. En supposant l’e´paisseur δH de la couche limite tre`s petite, on peut poser
∂zv⊥(z = 0) ≃ 〈v⊥〉
δH
(1.36)
Finalement, l’inte´gration du Laplacien fait apparaˆıtre un terme de friction line´aire
1
h
∫ h
0
[ν∂zzv⊥] dz = −〈v⊥〉
τH
(1.37)
avec τH le temps de dissipation par friction, tel que
τH =
hδH
ν
=
h
B0
√
ρ
νσ
(1.38)
Ainsi les effets tridimensionnels de l’e´coulement dus aux couches limites proche de
la paroi infe´rieure sont pris en compte dans l’e´quation de Navier-Stokes 2D par un
terme de friction line´aire.
1.5.3 Le forc¸age e´lectromagne´tique
Il est possible d’entraˆıner le fluide en mouvement graˆce a` l’injection de courants ver-
ticaux par le fond de la cellule. Ces courants forcent un e´coulement rotationnel. Pour
le montrer, nous allons calculer le rotationnel de la force Laplace, qui vaut
∇× (j×B0) = B0∂zj− j · ∇B0 (1.39)
Le champ B0 e´tant uniforme, seul le premier terme est non-nul. L’inte´gration du
rotationnel dans la direction z donne
1
h
∫ h
0
∇× (j×B0) · ezdz = 1
h
∫ h
0
B0∂zjzdz
= B0
1
h
[jz]
h
0
(1.40)
Ainsi, la force de Laplace est irrotationnelle lorsque les surfaces supe´rieures et infe´rieu-
res sont isolantes. Dans le cas contraire, la force de Laplace entraˆıne en rotation le fluide
juste au dessus du point d’injection du courant jz. Nous montrerons dans le chapitre
suivant les de´tails expe´rimentaux de l’injection de courant par la surface infe´rieure.
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1.5.4 Conclusion
Finalement, nous avons montre´ que les e´quations de la magne´tohydrodynamique se
re´duisent a` l’e´quation de Navier-Stokes bidimensionnelle donne´e par
∂t〈v⊥〉+ 〈v⊥〉 · ∇⊥〈v⊥〉 = −1
ρ
∇⊥〈π⊥〉+ ν∆⊥〈v⊥〉 − 1
τH
〈v⊥〉+ f (1.41)
avec τH le temps associe´ a` la friction par la couche limite de Hartmann et f le forc¸age.
Cette simplification est possible lorsque le nombre de Reynolds magne´tique Rm, le
parame`tre d’interaction N , le nombre de Hartmann Ha et nombre de lundquist Lu
sont tels que 

Rm =
V L
η
≪ 1 N = σB
2
0L
V ρ
≫ 1
Lu = B0hσ
√
µ0
ρ
≪ 1 Ha = hB0
√
σ
ρν
≫ 1
(1.42)
En pratique, le nombre Rm est tre`s faible si le nombre de Prandtl magne´tique Pm est
tre`s petit, ce qui est le cas pour les me´taux liquides (Pm ≃ 10−6), car le nombre de
Reynolds Re ne de´passe pas 105.
De plus, on remarque que l’augmentation du champ magne´tique B0 a` des effets
antagonistes en augmentant les nombres de Lundquist Lu et de Hartmann Ha. L’ac-
croissement de Lu favorise l’e´mergence d’ondes d’ALfve´n et donc de perturbations
dans la direction verticale, alors que la hausse du nombre Ha permet de localiser les
couches limites due aux parois. On remarque cependant que le nombre de Hartmann
peut se mettre sous la forme
Ha = LuPm−1/2 (1.43)
Les limites Ha ≫ 1 et Lu ≪ 1 sont compatibles si la` encore le Prandtl magne´tique
Pm est tre`s faible devant.
Nous pouvons aussi exprimer le parame`tre d’interaction N en fonction du nombre
de Reynolds Re, du nombre de Hartmann Ha et du rapport d’aspect h/L
N =
Ha2
Re
(
L
h
)2
(1.44)
Le parame`tre d’interaction N est grand si le nombre de Hartmann et le rapport d’as-
pect h/L sont tels que [
Ha
(
L
h
)]2
≫ Re (1.45)
Ainsi si le nombre de Reynolds est a priori inconnu, nous optimisons la bidimen-
sionnalite´ de l’e´coulement si
h
L
≪ 1 et Pm−1/2 ≫ Ha≫ 1 . (1.46)
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Dans la suite, nous poserons 〈v⊥〉 = v en conside´rant le champs de vitesse v,
uniquement dans la direction transverse au champ magne´tique et uniforme dans la
direction z.
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1.6 Physique des e´coulements bidimensionnels
1.6.1 Les e´quations
L’e´quation de Navier-Stokes
Nous venons de montrer que la dynamique de l’e´coulement dans le plan x0y e´tait
de´crite par l’e´quation de Navier-Stokes (N-S) incompressible, comportant un terme de
friction et un terme de forc¸age f

∂tv + v · ∇v = −1
ρ
∇π + ν∆v− 1
τH
v + f
∇ · v = 0
(1.47)
Le re´gime de l’e´coulement est ge´ne´ralement re´gi par la compe´tition entre les effets
inertiels et visqueux, dont le rapport est donne´ par le nombre de Reynolds Re, de´fini
par
Re =
[v · ∇v]
[ν∆v]
=
V L
ν
(1.48)
avec V et L, respectivement une vitesse et une longueur caracte´ristiques du proble`me
conside´re´. On peut aussi construire un nombre sans dimension lie´ a` la dissipation par
friction
Rh =
[v · ∇v]
[(τ−1H )v]
=
τHV
L
(1.49)
E´quation de la vorticite´
La vorticite´ ω joue un roˆle particulier dans les e´coulements 2D car elle devient un
simple scalaire de´fini par ωz = ∂xvy − ∂yvx, et dont l’e´volution est donne´e par
∂tωz + v · ∇ωz = ν∆ωz − 1
τH
ωz + (∇× f) · ez (1.50)
La fonction de courant ψ
L’e´coulement e´tant bidimensionnel et incompressible, il est possible de de´finir une
fonction de courant, telle que
vx = ∂yψ et vy = −∂xψ (1.51)
Par de´finition, le champ de vitesse est tangent aux lignes de courant, donne´es par les
iso-valeurs de ψ. La vorticite´ ω est alors e´gale a` ω = (∇× v) · ez = −∆ψ. A` partir de
l’e´quation 1.50 de la vorticite´, on en de´duit l’e´quation de ψ
∂t∆ψ +
∂ (∆ψ, ψ)
∂(x, y)
= ν∆2ψ +∇× f− 1
τH
∆ψ (1.52)
Ou` ∂(a, b)/∂(x, y) = ∂xa ∂yb− ∂xb ∂ya, est le Jacobien.
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1.6.2 Turbulence 2D
Dans cette section, nous allons de´crire les proprie´te´s des e´coulements turbulents lorsque
Re,Rh≫ 1.
Turbulence et cascade
L’e´tat turbulent est caracte´rise´ par la pre´sence de nombreuses structures tourbillon-
naires sur une large gamme d’e´chelles spatiales et temporelles (figure 1.5). Ce chaos
spatio-temporel est engendre´ par les interactions non-line´aires entres les diffe´rentes
structures tourbillonnaires, permises par le terme u · ∇u de l’e´quation de Navier-
Stokes.
Figure 1.5 – Gauche : turbulence 2D en rotation et en de´clin extrait de [65].
Droite :dynamique tourbillonnaire chaotique dans un film de savon [10].
Pour maintenir la turbulence dans les syste`mes dissipatifs, l’e´nergie doit ne´ces-
sairement eˆtre continuellement injecte´e. S’il existe une se´paration d’e´chelle entre les
e´chelles spatiales d’injection et de dissipation d’e´nergie, l’e´nergie injecte´e est transfe´re´e
sur toute une gamme d’e´chelles spatiales sans eˆtre dissipe´e : c’est le phe´nome`ne de
cascade. Cette cascade est souvent caracte´rise´e par une proprie´te´ d’auto-similarite´ sur
cette gamme dite ”inertielle”.
Les cascades sont donc associe´es aux proprie´te´s de conservation de certaines gran-
deurs (e´nergie, enstrophie ou he´licite´e) entre l’e´chelle d’injection et de dissipation.
Dans le cas des e´coulements 3D, ce transfert d’e´nergie s’illustre par le me´canisme de
cascade de Richardson, ou` l’e´nergie est transfe´re´e vers les e´chelles de plus en plus
petites pour eˆtre finalement dissipe´e par les effets visqueux.
Pour les e´coulements bidimensionnels, l’e´nergie v2 ainsi que l’enstrophie ω2 sont
conserve´es sur les gammes inertielles. Cette dernie`re proprie´te´, propre aux e´coulements
2D, est due a` l’orthogonalite´ du champ de vitesse avec le champ de vorticite´. Ainsi pour
des nombres de Reynolds importants, selon la the´orie de Kraichnan-Batchelor-Leith
(KBL) [3, 34, 36] il existe respectivement deux gammes inertielles, une pour l’e´nergie
et une pour l’enstrophie, ou` ces grandeurs sont transfe´re´es a` travers les diffe´rentes
e´chelles de l’e´coulement, jusqu’aux e´chelles de dissipation.
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Argumentation de Fjørtøft
Afin d’e´valuer le sens de ces transferts, c’est-a`-dire savoir si l’e´nergie est transfe´re´e
pre´fe´rentiellement vers les grandes ou les petites e´chelles, on utilise fre´quemment l’ar-
gumentation de Fjørtøft[20].
Conside´rons trois modes de Fourier dont les vecteurs d’onde sont ~p, ~k et ~q. Le
terme inertiel des e´quations de N-S e´tant quadratique, l’e´nergie est transfe´re´e via des
interactions a` trois modes. Pour que ces modes interagissent, il faut qu’ils ve´rifient
l’e´galite´ vectorielle suivante, ~k + ~p+ ~q = 0.
Figure 1.6 – Sche´ma de l’interaction triadique en turbulence 2D.
Soit Ek = v
2
k et Zk = w
2
k = k
2v2k, l’e´nergie et l’enstrophie contenues dans le mode
de Fourier ~k. On pose Tk, le transfert d’e´nergie des vecteurs d’onde p et q vers k. En
ne´gligeant la viscosite´, le bilan d’e´nergie et d’enstrophie pour le mode k est alors
∂tEk = Tk et ∂tZk = k
2Tk (1.53)
Ainsi, la conservation de l’e´nergie et de l’enstrophie entre les trois modes impose

Tk + Tq + Tp = 0
k2Tk + q
2Tq + p
2Tp = 0
(1.54)
Par substitution, on montre que
Tp =
k2 − q2
q2 − p2Tk Tq =
p2 − k2
q2 − p2 Tk (1.55)
On remarque que si on impose la hie´rarchie : p < k < q, le transfert d’e´nergie Tk est de
signe oppose´ a` Tq et Tp. On a alors un transfert d’e´nergie a` la fois vers des longueurs
d’onde plus petites (q > k) et aussi plus grande ( p < k)
On a donc deux cascades, une vers les grandes e´chelles et une vers les petites
e´chelles. De plus, si on pose p = k/λ et q = λk ou` λ > 1, on obtient
Tp = λ
21− λ2
λ4 − 1Tk Tq =
1− λ2
λ4 − 1Tk (1.56)
Ainsi
Tp
Tq
= λ2 et
p2Tp
q2Tq
=
1
λ2
(1.57)
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Si Tk est positif, l’e´nergie est transfe´re´e pre´fe´rentiellement vers les grandes longueurs
d’onde car Tp/Tq > 1, alors que l’enstrophie est transfe´re´e pre´fe´rentiellement vers les
petites longueurs d’ondes car (p2Tp)/(q
2Tq) ≤ 1. On a alors un phe´nome`ne de cascade
directe d’enstrophie des grandes aux petites e´chelles et une cascade inverse d’e´nergie
des petites aux grandes e´chelles.
Bien que donnant une intuition sur l’origine de la cascade inverse, l’argumentation
de Fjørtøft ne constitue pas une preuve formelle pour le sens des cascades [44]. Des
preuves plus ge´ne´rales peuvent eˆtre trouve´es dans la revue de Gkioulekas et Tung [27]
Spectres de la cascade inverse et directe
Nous allons de´duire par analyse dimensionnelle les exposants des spectres de Fourier
spatiaux des deux cascades, dans le cadre d’une turbulence homoge`ne et isotrope. On
suppose alors que
• l’e´nergie injecte´e ǫ et l’enstrophie injecte´e ǫω sont conserve´es dans leur gamme
inertielle respective et sont inde´pendantes des processus de dissipation.
• Les interactions sont locales, c’est-a`-dire que les structures tourbillonnaires e´chan-
gent de l’e´nergie entre des structures de meˆme taille.
Graˆce a` ces hypothe`ses, la puissance injecte´ ǫ est transfe´re´e a` travers les diffe´rentes
e´chelles l dans la gamme inertielle. La puissance transfe´re´e par les termes non-line´aires
des structures de taille l et d’amplitude ul dans la cascade d’e´nergie vaut ǫ, et s’estime
par
u3l
l
∼ ǫ ainsi u2l ∼ ǫ2/3l2/3 (1.58)
avec u2l l’e´nergie contenue dans les structures de taille l. Cette analyse dimensionnelle
permet de pre´dire la de´pendance de la fonction de structure en r, telle que
〈∆u2(r)〉 ∼ ǫ2/3r2/3 (1.59)
Le spectre de la cascade inverse est alors
E(k) = Cǫ2/3k−5/3 (1.60)
avec C la constante de Kolmogorov. Quant a` la cascade directe, l’analyse dimension-
nelle pre´dit un spectre en
E(k) = Cωǫ
2/3
ω k
−3 (1.61)
Avec ǫω l’injection d’enstrophie dans le syste`me. La pente de la cascade directe est
donc bien plus forte en 2D et les petites e´chelles contiennent tre`s peu d’e´nergie. La
densite´ spectrale d’entrophie se de´duit des spectres d’e´nergie en les multipliant par k2
Z(k) = C ′ǫ2/3k1/3 et Z(k) = C ′ωǫ
2/3
ω k
−1 (1.62)
Dans ce cas, la vorticite´ est principalement localise´e proche des e´chelles d’injection.
Ces diffe´rents spectres sont sche´matise´s sur la figure 1.7.
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Figure 1.7 – Sche´ma repre´sentant les deux cascades. La densite´ d’e´nergie E(k) est
trace´e en bleu et la densite´ d’enstrophie Z(k) en vert. La cascade inverse d’e´nergie et
la cascade directe d’enstrophie, sont se´pare´es par l’e´chelle d’injection illustre´e par la
fle`che rouge.
Phe´nome´nologie de la cascade inverse
En turbulence 3D, l’e´nergie est transfe´re´e vers les petites e´chelles graˆce a` l’e´tirement
vorticitaire du au terme ω · ∇u. Or ce terme est nul lorsque l’e´coulement est bidimen-
sionnel, expliquant en partie le fait que l’e´nergie n’est pas transfe´re´e pre´fe´rentiellement
vers les petites e´chelles.
En turbulence en de´clin, c’est-a`-dire sans forc¸age, le me´canisme physique de la cas-
cade semble eˆtre l’appariement et la fusion de vortex de meˆme signe. Pour la turbulence
force´e, il n’existe pas de consensus sur le me´canisme de formation des grandes e´chelles.
Contrairement a` la turbulence en de´clin qui relaxe vers un e´quilibre ou` l’e´nergie est
nulle, en turbulence force´e, l’e´nergie est continuellement injecte´e dans le syste`me, ce
qui semble en partie inhiber le me´canisme de fusion. Plusieurs e´tudes [12, 59] men-
tionnent la structuration de l’e´coulement en agre´gats de tourbillons entoure´s d’une
circulation grande e´chelle, dont l’amplitude Γ est donne´e par
Γ =
∮
v · dl =
∫∫
ωdS (1.63)
D’apre`s ces auteurs, l’agre´gat de tourbillons permet le transfert d’e´nergie des petites
e´chelles vers les grandes e´chelles. Un formalisme introduit par Eyink [18] et s’inspirant
du mode`le de viscosite´ ne´gative locale introduite par Kraichnan [35], semble bien
de´crire ces interactions entre circulation grande e´chelle et vorticite´ petite e´chelle [67].
1.6.3 La condensation
A l’instar de l’e´chelle de Kolmogorov visqueuse lν , on peut construire par argument
dimensionnel une e´chelle de dissipation par friction lτ . Elle correspond a` l’e´chelle ou`
la majeure partie de l’e´nergie est dissipe´e et ou` la cascade inverse s’arreˆte. Par analyse
dimensionnelle, on montre que l’e´chelle lτ varie comme
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lτ =
√
ǫτ 3H (1.64)
Ainsi la cascade inverse de´veloppe des e´chelles de plus en plus grande, lorsque l’e´nergie
injecte´e augmente pour τH constant. Sur la figure 1.7, la fin de la cascade inverse est
illustre´e par la droite hachure´e correspondant au vecteur d’onde kτ = 2π/lτ .
Or pour tout domaine re´aliste de taille finie, la cascade inverse vers les grandes
e´chelles est borne´e par la taille du domaine L. Ainsi lorsque lτ est de l’ordre de L,
il apparaˆıt un phe´nome`ne d’accumulation d’e´nergie dans les structures a` l’e´chelle du
domaine. Ce phe´nome`ne est illustre´ sur la figure 1.8, ou` le vecteur d’onde kτ est de
l’ordre de kL = (2π)/L.
Figure 1.8 – Gauche : illustration du phe´nome`ne de condensation. Lorsque kτ l’e´chelle
de dissipation est du meˆme ordre que l’e´chelle du domaine kL, l’e´nergie s’accumule aux
faibles k. Droite : champ de vitesse dans l’e´tat condense´, extrait de [55].
Ce me´canisme, pre´dit par Kraichnan [34], a e´te´ observe´ de nombreuses fois [49, 33,
55, 56]. Cet e´tat est commune´ment nomme´ e´tat condense´, en re´fe´rence au phe´nome`ne
de condensation de Bose-Einstein.
Ge´ne´ralement, ce phe´nome`ne est associe´ a` la pre´sence d’un ou deux tourbillons in-
tenses dominant l’e´coulement a` l’e´chelle de la cellule (figure 1.8 de droite). La pre´sence
de ces vortex change l’allure du spectre, qui suit une loi de puissance en k−α avec
α ∈ [2, 3], pour k proche de kL. L’exposant de ce spectre s’explique par la pre´sence
de vorticite´ aux grandes e´chelles. Le spectre d’enstrophie doit donc augmenter vers
les faibles longueurs d’onde, soit Z(k) ∼ k−γ avec γ > 0. Comme Z(k) = k2E(k),
on a E(k) ∼ k−(γ+2). Ainsi si γ est positif, l’exposant du spectre de l’e´nergie est
ne´cessairement infe´rieur a` −2.
1.7 Conclusion
Dans ce chapitre, nous avons montre´ que les e´coulements de me´taux liquides soumis
a` un champ magne´tique intense pouvaient eˆtre de´cris par l’e´quation de Navier-Stokes
2D. Nous avons pre´sente´ les diffe´rents me´canismes assurant la bidimensionnalite´ de
l’e´coulement. L’e´coulement peut aussi eˆtre force´ en volume graˆce aux forces de Laplace,
engendre´es par l’injection de courant par la paroi infe´rieure.
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Cette configuration, ou` il est possible de forcer en volume tout en assurant la bi-
dimensionnalite´ de l’e´coulement, nous permet d’e´tudier les proprie´te´s des e´coulements
2D dans un cadre privile´gie´.
Ces e´coulements 2D ont la particularite´ de former des structures a` grande e´chelle,
graˆce a` la pre´sence d’une cascade inverse d’e´nergie, qui coexistent avec une turbulence
a` petite e´chelle, due a` la cascade directe. Ce contexte est donc favorable a` l’observation
de transitions et bifurcations de structures cohe´rentes e´mergeant d’un fond turbulent.
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2.1 Descriptif du montage
2.1.1 Le choix du montage
Il n’existe pas dans la nature d’e´coulements purement bidimensionnels car il subsiste
toujours une de´pendance tridimensionnelle du champ de vitesse, le plus souvent loca-
lise´e dans des couches limites. Le but du montage est donc de localiser fortement ces
effets 3D (3 composantes) pour obtenir une zone ou` l’e´coulement est majoritairement
2D (2 composantes). Il existe plusieurs me´thodes pour obtenir de tels e´coulements et
nous avons choisi les deux options suivantes :
• en confinant le fluide dans une faible e´paisseur h compare´e aux dimensions trans-
verses L,
• en imposant un champ magne´tique B0 intense, uniforme et transverse a` l’e´cou-
lement d’un fluide conducteur.
Dans le premier cas, le faible rapport h/L permet de ne´gliger la composante verti-
cale du champ de vitesse par rapport aux composantes transverses. L’e´coulement peut
alors eˆtre de´crit par seulement deux composantes du champ de vitesse v(x). Cepen-
dant le champ reste 3D car il de´pend toujours des trois coordonne´es spatiales. Les
e´coulements dans les films de savon est un exemple de fort confinement ou` l’e´paisseur
est de l’ordre du micro-me`tre et les dimensions transverses entre la dizaine de cen-
time`tre et le me`tre [11]. Dans notre expe´rience, le confinement sera relativement faible
car h/L est e´gal a` 0.16.
Pour la seconde condition, le me´canisme de bidimensionalisation est de´crit dans la
section 2.4. L’e´coulement devient uniforme dans la direction du champ magne´tique,
excepte´ dans la couche limite proche des parois. Le champ magne´tique aussi permet
de forcer un e´coulement au sein du fluide conducteur graˆce aux forces de Laplace, dont
le principe sera de´crit dans cette section. Notre montage reprend en partie le principe
du montage de Sommeria [56].
Ainsi, la combinaison de ces deux effets nous permet de cre´er un e´coulement quasi-
bidimensionnel. En conside´rant la direction z comme la direction du champ magne´tique
et du confinement, la faible e´paisseur permet a` l’e´coulement d’eˆtre dans le plan x0y
(on passe de 3 a` 2 composantes) et le champ magne´tique uniformise dans la direction
z l’e´coulement, qui ne de´pend plus que des variables x et y (on passe alors de 3D a`
2D).
2.1.2 Le galinstan et ses proprie´te´s physico-chimiques
Le me´tal liquide utilise´ dans notre expe´rience est le galinstan [14], alliage eutectique
de gallium (68,5%), d’indium (21.5%) et d’e´tain (10%). Ces principales proprie´te´s
sont donne´es dans le tableau 2.1 (a` tempe´rature ambiante T = 293K), ou` elles sont
compare´es a` celles d’autres me´taux liquides.
Le choix du fluide s’est effectue´ selon des crite`res de simplicite´ d’utilisation et
d’optimisation du processus de bidimensionnalisation. On ne conside´ra pas le sodium
pour des raisons de se´curite´ 1, meˆme si on le pre´sente dans le tableau pour comparer.
1Le sodium liquide est explosif au contact de l’eau et inflammable au contact de l’air
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Me´tal Gallium Galinstan Mercure Sodium
densite´ d 6.09 6.44 13.54 0.92
tempe´rature de fusion Tfusion [
oc] 29 −19 −38.8 97
conductivite´ e´lectrique σ × 10−6 [S.m−1] 3.86 3.46 1.04 10
viscosite´ dynamique µ× 103 [Pa · s] 1.8 2.4 1.52 6.77
viscosite´ cine´matique ν × 107 [m2/s] 3.1 3.72 1.13 7.3
vitesse du son c [m/s] 2860 2730 1450 2550√
σ/µ [(m · T )−1] 4.63 3.79 2.61 3.84
Prandtl magne´tique Pm × 106 1.5 1.61 0.145 9.1
Table 2.1 – Proprie´te´s physiques du gallium, du galinstan, du mercure et du sodium.
D’apre`s le chapitre 1, la bidimensionnalisation de l’e´coulement est caracte´rise´e par
les deux nombres sans dimension 2, le nombre de Prandtl magne´tique Pm et le nombre
de Hartmann Ha, tels que
Pm = µσν et Ha = hB0
√
σ
ρν
. (2.1)
Le nombre de Prandtl magne´tique Pm doit eˆtre tre`s faible pour que le Reynolds
magne´tique soit tre`s petit devant un. Quant au nombre de Hartmann Ha, il est le
rapport de l’e´paisseur du fluide h sur l’e´paisseur δH de la couche limite de Hartmann.
Le nombre Ha quantifie donc le degre´ de bidimensionalisation de l’e´coulement.
Pour les quatre fluides, Pm est tre`s faible et le choix du fluide doit donc eˆtre fait
de telle sorte que Ha soit le plus grand possible. Le nombre de Hartmann de´pend
des proprie´te´s du fluide par le facteur
√
σ/(ρν). Plus ce rapport est important, plus
l’e´paisseur des couches limites est faible pour une e´paisseur et un champ magne´tique
constant. Or ce coefficient est 50% plus faible pour le mercure compare´ au galinstan et
au gallium. Le mercure n’est donc pas le liquide le plus approprie´ dans notre expe´rience.
De plus, on pre´fe´rera le galinstan au galium car sa tempe´rature de fusion est infe´rieure
a` la tempe´rature ambiante, il est donc liquide dans les conditions usuelles d’utilisation.
Initialement de´veloppe´ pour remplacer le mercure dans les thermome`tres me´dicaux,
le galinstan est non-toxique. Au contact de l’air, la surface du galinstan s’oxyde en
formant principalement de l’oxyde Ga203 [14]. La surface semble alors se rigidifier
et l’e´coulement n’est visible que par les le´ge`res de´formations de la surface. L’acide
dissout cette surface d’oxydes en formant des anions solubles a` partir de l’ion Gallium
Ga3+. Dans notre expe´rience, nous utilisons de l’acide chlorhydrique dont la re´action
avec le Gallium donne les anions : GaCl−4 et Ga2Cl
−
7 . La concentration de l’acide est
d’environ 5% du pourcentage massique. Cette couche d’acide est change´e toutes les
deux semaines.
2sachant que le rapport h/l est faible
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2.1.3 Le montage expe´rimental
La cellule
Le galinstan est contenu dans une cellule carre´e de PVC de section exte´rieure 138mm
et de hauteur totale 85mm (figure 2.1). L’e´paisseur des parois verticales est de 9mm,
celle du fond de la cellule vaut 15 mm. Le fluide remplit une section inte´rieure de
largeur L = 120 mm. Le fond de la cellule est perce´ par huit trous traversant de 8 mm
de diame`tre et de neuf trous traversant de 1 mm. A` chaque extre´mite´ de ces trous, on a
effectue´ un lamage laissant une encoche pour couler une colle 3 permettant l’e´tanche´ite´
de la cellule. Les trous de 8 mm sont destine´s aux e´lectrodes en laiton de 8mm, qui
aﬄeurent au fond de la cellule. Les trous de 1 mm sont pour les sondes Vives en inox,
qui de´passent de 7.5 mm du fond de la cellule. Cette cellule est remplie au maximum
de 2 cm de galinstan, la valeur maximale du rapport h/L vaut alors 16.6%.
Figure 2.1 – Gauche : vue de dessus du sche´ma de la cellule. Droite : vue en coupe.
L’injection du courant
Les e´lectrodes de 8 mm de diame`tre permettent l’injection d’un courant continu dans
la cellule, graˆce aux quatre e´lectrodes positives et aux quatre e´lectrodes ne´gatives.
Chacune de ces e´lectrodes est relie´e en se´rie a` une re´sistance de 50mΩ, qui est ensuite
connecte´e a` l’alimentation.
Un amalgame se forme entre les e´lectrodes de laiton et le galinstan, cre´ant ainsi
une re´sistance de contact entre le fluide et le laiton de l’ordre du mΩ, variant d’une
e´lectrode a` l’autre. La valeur de la re´sistance de puissance est choisie de telle sorte
que la re´sistance de contact entre le fluide et l’e´lectrode soit ne´gligeable par rapport a`
la re´sistance totale entre l’alimentation et l’e´lectrodes. Le re´seau est ainsi e´quilibre´ et
permet d’injecter la meˆme intensite´ dans chaque e´lectrode.
L’alimentation est une Agilent 6690A, 10 V et 400 A, controˆle´e en courant. La
polarite´ des e´lectrodes est alterne´e spatialement, comme l’indique la figure 2.2, ou` les
e´lectrodes positives sont en bleu et les e´lectrodes ne´gatives en rouge. Ces re´sistances
sont fixe´es sur une plaque de cuivre, qui est refroidie par un serpentin relie´ a` un bain
3La colle utilise´e est du stycast
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Figure 2.2 – Sche´ma de l’injection du courant dans la cellule.
thermostate´. Le courant total injecte´ peut monter jusqu’a` 200A ce qui correspond a`
un courant de 50A et une puissance dissipe´e de 125W par re´sistance.
Ce montage est analogue a` celui de Sommeria [56]. Cependant, notre injection du
courant est diffe´rente car nos e´lectrodes sont rasantes, plus larges et moins nombreuses
(2× 4 tourbillons dans notre cas et 6× 6 pour l’expe´rience de Sommeria).
Le champ magne´tique
La cellule est place´e au centre d’un sole´no¨ıde (cf figure 2.3). Cette bobine est alimente´e
par une alimentation Power-Ten 10V − 1000A. Le champ magne´tique B0 mesure´ au
centre et a` 10mm au-dessus du fond de la cellule varie line´airement avec le courant
injecte´ dans la bobine Ib tel que
B0 = 1, 64 · 10−4 × Ib Tesla. (2.2)
Les variations du champ magne´tique sont de l’ordre de 5 − 10% dans la cellule. Le
courant Ib varie de 500 a` 750 A et le champ magne´tique est alors compris entre 82 et
123 milliTesla, soit 820 et 1230 Gauss 4. Une circulation d’eau permet le refroidissement
de la bobine.
2.1.4 Le forc¸age e´lectromagne´tique
Un des inte´reˆts du me´tal liquide re´side dans la possibilite´ de forcer un e´coulement
graˆce a` la force de Laplace j⊥ × B0, engendre´e par le champ magne´tique B0 et les
courants j⊥ perpendiculaires au champ magne´tique
5. L’e´quation de conservation de la
charge devient alors
∇⊥ · j⊥ = −∂zjz. (2.3)
4Pour donner un ordre de grandeur, le champ magne´tique terrestre est de l’ordre de 0.1mT soit
un Gauss.
5tels que j⊥ · ez = 0.
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Figure 2.3 – Photographie du montage. On observe la cellule grise au centre du
sole´noide, qui est e´claire´. La surface me´tallique re´fle´chissante est particulie`rement vi-
sible. Les caˆbles rouges d’alimentation de la bobine sont a` droite et la circulation d’eau
pour le refroidissement de la bobine a` gauche.
Ces courants j⊥ sont essentiellement localise´s dans la couche de Hartmann. Les e´lectro-
des injectant un courant jz0 sont conside´re´es comme des sources ou des puits de cou-
rants surfaciques J⊥ dans la couche de Hartmann d’e´paisseur δH tels que
∇⊥ · J⊥ = −[jz ]δH0 avec J⊥ =
∫ δH
0
j⊥dz. (2.4)
L’inte´gration de l’e´quation de continuite´ du courant dans la direction verticale montre
que la divergence de J⊥ est non-nulle juste au dessus des e´lectrodes. La densite´ de
courant J⊥ peut alors eˆtre conside´re´e comme radiale proche de chaque e´lectrode. La
force de Laplace f inte´gre´e sur l’e´paisseur du fluide h pour un champ magne´tique
applique´ uniforme B = B0ez
6 vaut ainsi
∫ h
0
[j×B] dz =
(∫ h
0
j⊥dz
)
×B
=
(∫ δH
0
j⊥dz
)
×B
= J⊥ ×B
= −J⊥B0eθ
. (2.5)
Le fluide subit une force azimutale a` proximite´ des e´lectrodes et le sens de rotation
de´pendra de la polarite´ de l’e´lectrode (cf figure 2.2).
Cependant cet argument ne nous renseigne que sur le forc¸age proche des e´lectrodes.
Nous allons voir que le rotationnel du forc¸age ∇×f dans la direction ez peut eˆtre de´fini
dans tout le domaine. On peut ainsi de´velopper le rotationnel de la force de Laplace
[∇× (j×B)] · ez = B · ∇jz − j · ∇Bz. (2.6)
6On ne´gligera le champ magne´tique induit bI qui est de l’ordre de bI ≈ RmB0, avec Rm ≃ 10−2 .
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Le champ magne´tique e´tant presque homoge`ne, le second terme est ne´gligeable. En
moyennant sur l’e´paisseur h du fluide, le rotationnel du forc¸age devient∫ h
0
[∇× (j×B) · ez] dz = B0
∫ h
0
∂zjzdz
= −B0j0zez.
. (2.7)
Le rotationnel du forc¸age est proportionnel a` la densite´ de courant injecte´e j0z dans
la cellule. La vorticite´ e´tant seulement injecte´e au-dessus des e´lectrodes, le forc¸age est
irrotationnel dans le reste du fluide (∇× f = 0).
De plus, la vorticite´ injecte´e n’est the´oriquement pas affecte´e par la re´partition
des courants dans la cellule ou par la pre´sence de courant induit. En effet, le calcul
ci-dessus montre que seuls les courants verticaux a` travers le fond cellule et la paroi
supe´rieur comptent.
2.1.5 Les syme´tries du forc¸age
On conside`re le centre de la cellule comme le centre du repe`re x0y, les directions ex
et ey sont donne´es sur la figure 2.2. On de´finit les transformations Sx et Sy, comme
les re´flexions selon les axes 0x et 0y. Nous allons montrer que le forc¸age est invariant
selon les transformations Sx et Sy.
Figure 2.4 – Sche´ma montrant que le forc¸age est syme´trique par rapport a` 0x. La
figure de gauche est la configuration initiale. On applique alors la syme´trie de re´flexion
Sx qui change le signe de jz0 et B0, comme l’indique la figure du milieu. Puis on change
seulement le signe de ces deux grandeurs, qui laissent invariant le forc¸age, pour revenir
a` la configuration initiale (cf figure de droite).
Commenc¸ons par la syme´trie selon 0x. Le de´veloppement est illustre´ sur la figure
2.4, et se de´compose en deux e´tapes. On applique la transformation Sx sur le syste`me
initial (cf figure 2.4 de gauche), on a alors le changement suivant pour le courant jz0,
le champ magne´tique B0 applique´ et le forc¸age f
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jz0(x, y)
Sx−→ jz0(x,−y) = −jz0(x, y)
B0
Sx−→ −B0

 fx(x, y)
fy(x, y)

 Sx−→

 fx(x,−y)
−fy(x,−y)


. (2.8)
Le re´sultat de la transformation est illustre´ sur la figure du milieu. Les deux premie`res
grandeurs changent de signe car jz0 est anti-syme´trique par rapport a` 0x et le champ
magne´tique est un pseudo-vecteur.
Or le forc¸age est invariant si jz0 et B0 changent tous les deux de signe car leur
produit reste de meˆme signe
f(x, y)−→f(x, y) = (−j)× (−B) (2.9)
On applique alors une seconde transformation telle que (jz0,B) → (−jz0,−B) pour
retrouver la configuration initiale tout en laissant le forc¸age invariant. L’application
successive de la re´flexion Sx et du changement de signe de jz0 et B0, rame`ne le syste`me
a` la configuration initiale (cf figure de droite) et montre que le forc¸age est syme´trique
selon l’axe 0x, soit 

fx(x, y) = fx(x,−y)
fy(x, y) = −fy(x,−y)
. (2.10)
La meˆme argumentation montre que f est aussi syme´trique par rapport a` 0y
2.2 L’instrumentation
2.2.1 Les mesures par les sondes Vives
Les sondes Vives mesurent la tension e´lectrique entre deux e´lectrodes de 1 mm de
diame`tre de´crites dans la section pre´ce´dente. Les e´lectrodes sont situe´es le long des
axes d’anti-syme´trie de l’injection du courant, c’est a` dire sur l’axe 0x et 0y. Le champ
e´lectrique E0 associe´ a` ces courants est donc perpendiculaire aux axes et la tension
mesure´e ne de´pend donc pas du courant injecte´. L’e´lectrode centrale est le potentiel de
re´fe´rence V0 et les autres e´lectrodes sont nume´rote´s de 1 a` 8 comme l’illustre la figure
2.5 de gauche.
Comme ces sondes ont une impe´dance suppose´e infinie 7 et que la composante E
mesure´e est inde´pendante de l’injection du courant, la loi d’Ohm ge´ne´ralise´e s’e´crit
alors sur les axes 0x et 0y :
7En re´alite´, la re´sistance d’entre´e d’un voltme`tre est de l’ordre du kΩ.
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Figure 2.5 – Gauche : Sche´ma montrant la position et les indices des e´lectrodes.
Droite : mesure du flux φ entre le centre et le bord de la cellule.
E = −u×B avec E = −∇V − ∂tA. (2.11)
L’e´quation de droite est associe´e a` l’e´quation de Faraday ou` apparaissent les deux
potentiels : le potentiel e´lectrique V et le potentiel vecteur A. La tension ∆V entre
l’e´lectrode du centre et celle situe´e a` une distance l est alors
∆V = B0
∫ l
0
ujdl −
∫ l
0
∂tAidl , (2.12)
avec i la composante coline´aire au segment entre les deux sondes et j la composante
perpendiculaire. Dans la limite Reynolds magne´tique tre`s petit devant un, on montre
que le terme ∂tA est ne´gligeable car le champ magne´tique suit adiabatiquement le
champ de vitesse (cf chapitre 1). La principale contribution a` la diffe´rence de potentiel
∆V est donc la force e´lectromotrice
∫ l
0
ujB0dl.
∆V = B0
∫ l
0
ujdl = B0φ, (2.13)
avec φ le de´bit entre les e´lectrodes. En supposant la vitesse moyenne de l’ordre de
10−2m/s, la distance de 10−1m et le champ de 0.1T , on obtient une tension de l’ordre
de 0.1mV . Les tensions V1, V4, V5 et V8 sont the´oriquement
8 identiques, du fait de la
conservation du de´bit. On nommera φL le flux entre le centre et le bord de la cellule
(cf figure 2.5 de gauche) et UL la vitesse moyenne telle que UL = φL/(L/2), mesure´es
par les sondes V1, V4, V5 et V8.
La tension est mesure´e par un multime`tre Integra Series systems (2700) de Keithley.
2.2.2 Les mesures par la sonde Doppler acoustique
Les mesures par effet Doppler sont des mesures ultra-sonores de la vitesse. Nous utili-
sons le ve´locime`tre Doppler ultrasonore DOP3010 de la compagnie Signal Processing,
associe´ a` un transducteur e´metteur et re´cepteur de fre´quence fe = 4 MHz ayant un
diame`tre de 5 mm.
8la pre´sence de bruit sur la mesure diffe´rencie le´ge`rement la tension mesure´e
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Figure 2.6 – Gauche : sche´ma de la sonde Doppler. Droite : position de la sonde
Doppler dans la cellule.
L’appellation Doppler ne re´fe`re pas ici a` une mesure du changement de la fre´quence
de l’e´cho mais du changement de sa phase. Le principe de la mesure repose sur la
de´termination de la diffe´rence de phase entre deux e´chos 9, lie´e a` la distance parcourue.
Le transducteur e´met pe´riodiquement avec une pe´riode TPRF
10, des impulsions
acoustiques avec fe la fre´quence de l’onde porteuse. Conside´rons qu’une particule se
soit de´place´e du point P1 au point P2 entre deux impulsions (cf figure 2.2.2). A` ces
deux distances sont associe´es les temps T1 et T2 qui sont les temps entre l’e´mission et
la re´ception de l’e´cho pour chaque impulsion. On a alors
P1 − P2 = c
2
· (T1 − T2) = udopTPRF , (2.14)
ou` udop est la composante coline´aire de la vitesse. Comme T1 − T2 est tre`s faible, de
l’ordre de la microseconde, la diffe´rence de ces temps est mesure´e graˆce au de´calage δ
de la phase. On a ainsi
δ = 2π · fe · (T1 − T2) ⇒ udop = cδ
4πfeTPRF
. (2.15)
De plus la mesure de vitesse est localise´e par la distance ξ entre la sonde et la particule,
graˆce aux temps de vol ξ = cT1/2 (aussi e´gale a` P1). On obtient alors un profil udop(ξ)
ou` la vitesse est mesure´e pour chaque point ξ.
Il existe une zone dite de Fresnel ou de champ proche, ou` l’intensite´ du faisceau
acoustique varie rapidement dans l’espace. Dans cette zone, l’onde acoustique ne peut
eˆtre conside´re´e comme une onde plane, ce qui fausse la mesure Doppler. Cette zone
est situe´e entre le transducteur et la distance d2fe/(4c), ou` d est le diame`tre du trans-
ducteur. Dans notre expe´rience, ce champ proche est de 9mm, mais en pratique, la
qualite´ du signal est faible sur les 20 premiers millime`tres.
Le transducteur est fixe´ dans la paroi graˆce un trou non traversant situe´ a` 15mm
au dessus du fond de la cellule. La sonde est aligne´e avec les e´lectrodes d’injection du
courant de telle sorte que la sonde Doppler ne mesure pas la composante de vitesse
9Ces e´chos sont cre´es par des particules d’oxydes pre´sentes dans le fluide.
10PRF signifie Pulse Repetition Frequency
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lie´e au forc¸age. L’origine ξ = 0 est donne´e par la position de la sonde sur la figure
2.2.2.
2.2.3 La mesure du champ de vitesse par le suivi de particules
Les me´thodes optiques de mesure du champ de vitesse ont fortement progresse´ de-
puis 20 ans. La mesure par PIV (Particle Image Velocimery) s’est impose´e comme
la me´thode de re´fe´rence. Cependant dans le cadre de notre expe´rience, son applica-
tion se re´ve`le eˆtre impossible techniquement. La PIV consiste a` filmer un e´coulement
ensemence´ par de fines particules avec des tailles de l’ordre du micron. A partir des
images, le champ de vitesse est calcule´ en corre´lant des portions de l’espace entre elles
pour estimer leur de´placement. Comme cette me´thode ne´cessite une importante den-
site´ de particules, il est ne´cessaire d’e´clairer le fluide avec une source lumineuse de
forte intensite´, le plus souvent issue d’un laser.
Cependant cette technique optique n’est pas applicable a` l’e´coulement de galinstan,
car la surface me´tallique est re´fle´chissante. On pourrait alors ensemencer la couche
d’acide pre´sente au-dessus du galinstan, mais a` cause du faible espace pre´sent dans la
bobine et de la forte re´flexion de la surface me´tallique, il est tre`s difficile de projeter
une nappe laser a` travers la couche d’acide.
Nous avons donc opte´ pour un suivi lagrangien de particules a` l’interface acide-
galinstan. Cette technique permet l’obtention d’un champ de vitesse pour un faible
nombre de traceurs (quelques milliers) et une distribution spatiale non-homoge`ne de
ces particules. Il reste cependant le proble`me de l’identification des particules sur une
surface re´fle´chissante. Dans la section suivante nous pre´sentons le dispositif optique
permettant l’obtention d’un bon contraste.
Montage optique
Le montage est illustre´ sur la figure 2.7. On souhaite filtrer les re´flexions de la surface
me´tallique graˆce a` un jeu de polariseurs. Un premier polariseur est place´ devant la
lampe qui e´claire la cellule. Un second polariseur, dont la polarisation est croise´e par
rapport au pre´ce´dent, est place´ devant la came´ra. Les re´flexions directes dues a` la
surface me´tallique sont alors filtre´es contrairement a` celles provenant des particules.
Ainsi seules les particules sont visibles sur l’image (cf figure 2.8).
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Figure 2.7 – Sche´ma du montage optique pour le suivi de particule. La lumie`re pola-
rise´e rectilignement (illustre´e par les fle`ches rouges) qui e´claire la cellule est re´fle´chie
par la surface me´tallique puis est filtre´e par le polariseur croise´ devant la came´ra.
Cependant les petites particules vont diffuser un rayonnement comportant diffe´rentes
polarisation (fle`ches bleues et rouges) et vont donc eˆtre visibles par la came´ra.
En effet, l’angle d’incidence de l’e´clairage e´tant faible ( θ ≃ 14o), l’onde incidente
avec une polarisation rectiligne est re´fle´chie avec une polarisation faiblement elliptique
par la surface me´tallique. Le polariseur croise´ fixe´ sur la came´ra filtre la majeure
partie de ces re´flexions directes. Les particules die´lectriques et rugueuses re´fle´chissent
des ondes de polarisation diffe´rentes qui ne sont que partiellement filtre´es. Les traceurs
sont donc visibles par la came´ra.
L’e´clairage est assure´ par une lampe LED de 2500 candela 11 et de 10 W, ce qui
permet de ne pas chauffer le polariseur graˆce au bon rapport intensite´ lumineuse sur
puissance. L’angle d’ouverture du rayon lumineux est faible (24o) et permet focaliser
l’e´clairage. La came´ra utilise´e est une photron SA1, avec une fre´quence d’acquisition
de 60 Hz et une re´solution de 10242 pixels.
11un candela correspond a` 1, 4.10−3 Watt par steradian. Un candela correspond approximativement
a` la luminosite´ d’une bougie.
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Figure 2.8 – Gauche : photographie des particules avec la pre´sence des polariseurs.
Droite : zoom sur la partie centrale.
Les traceurs
Nous utilisons des particules blanches d’oxyde de zirconium, servant normalement
au sablage des pie`ces me´talliques. Le choix des particules s’est fait sur le crite`re de
leur re´sistance a` la corrosion par l’acide et parce qu’elles ne re´agissent pas avec le
galinstan 12. Les particules semblent n’eˆtre attaque´es par l’acide qu’au bout d’une a`
deux semaines. Leur diame`tre est de 0.6± 0.1 mm et leur densite´ est 5.7.
Pour s’assurer que les traceurs sont passifs et suivent l’e´coulement, on calcule leur
temps de re´ponse τa a` un changement entre la vitesse de la particule vp et celle du
fluide V tel que 13 [62]
dvp
dt
= − 1
τa
(vp −V) avec τa =
|ρp − ρf |d2p
18µf
. (2.16)
Le temps τa vaut 6.2ms pour le galinstan et 90ms pour l’acide. Comme les particules
flottent a` la surface du galinstan dans l’acide, on retiendra le temps associe´ a` l’acide.
L’entraˆınement de la couche d’acide par la surface me´tallique est assure´e par le rap-
port des viscosite´s dynamiques proche de un. Les particules a` l’interface suivent donc
l’e´coulement du me´tal liquide.
Pour que les traceurs suivent bien l’e´coulement, il est ne´cessaire que le temps τa
soit infe´rieur au temps caracte´ristique de l’e´coulement τc qui est compris entre 0.1
et 1 seconde. Le calcul nous donne alors τa/τc ∈ [0.1, 1]. Dans le re´gime τa/τc ≈ 1,
les particules ne peuvent plus eˆtre conside´re´es comme de simples traceurs du fait de
l’importance de leur inertie.
On remarque une accumulation des particules a` proximite´ des parois car la surface
me´tallique est le´ge`rement convexe a` cause du me´nisque. Cet effet, observable sur la
photographie 2.8 de gauche (sur le bord en bas a` droite), affecte le suivi des particules
qui sont parfois pie´ge´es dans ce me´nisque.
12Le galinstan a tendance a` re´agir avec beaucoup de me´taux
13on suppose ici que les particules sont soumises a` la force de Stokes et a` l’effet de masse ajoute´
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Traitement de l’image
Comme l’indique la figure 2.8, la re´partition des particules n’est pas homoge`ne. La re-
construction du champ de vitesse par un algorithme PIV n’est donc pas optimale car
il existe des zones sans particules. Nous avons pre´fe´re´ une me´thode de suivi de parti-
cules ou` leur trajectoire lagrangienne est reconstruite a` partir de la se´rie de mesure. Le
traitement de l’image ne´cessite alors deux algorithmes : le premier repe`re les particules
et le second reconstruit le champ de vitesse a` partir de la position des particules entre
deux images. Nous avons utilise´ deux scripts Matlab.
Le repe´rage des particules est effectue´ graˆce a` la Toolbox Sptrack1.0 de Saumya
Saurabh (te´le´chargeable sur le site de www.mathworks.com). Le champ de vitesse est
reconstruit graˆce aux codes de´veloppe´s par l’e´quipe de Nick Ouellette (disponibles sur
le site leviathan.eng.yale.edu ), base´s sur un algorithme pre´dictif, afin de reconstruire
la trajectoire de chaque particule. Il est possible de suivre entre 2000 et 4000 particules
par image.
Le suivi permet aussi de filtrer la pre´sence de reflets localise´s dus a` des faibles
de´formations de la surface, qui pourraient eˆtre confondus avec des particules. En effet,
ces algorithmes permettent de fixer un seuil sur le nombre minimal d’images pour
conside´rer la trajectoire comme pertinente. Les reflets n’e´tant pre´sent que sur quelques
images successives, l’algorithme filtre ces anomalies.
Nous serons aussi amene´s a` re´duire la re´solution du champ de vitesse qui est ini-
tialement donne´e par la re´solution de la came´ra. Nous utiliserons une re´solution plus
petite de 642 points afin d’augmenter la densite´ de points sur la grille.
Filtrage du champ de vitesse
L’estimation du champ de vorticite´ et de tout autre grandeur impliquant des de´rive´es
ne´cessite une re´solution infe´rieure aux plus petites e´chelles de vitesse. Pour un e´cou-
lement turbulent, ces e´chelles correspondent aux e´chelles de Kolmogorov, inaccessibles
avec notre me´thode de mesure. Il est cependant possible d’estimer les e´chelles de
vorticite´ supe´rieures a` l’e´chelle l en appliquant un filtre G(x, l) sur le domaine D
[18, 26] tel que
u¯l(x) =
1
IG(x, l)
∫∫
D
G(r+ x, l)u(r)dr, (2.17)
ou` G(x, l) est une fonction de´croissant rapidement et ayant la proprie´te´ suivante
G(x, l) = l−2G(x/l, 1). La convolution prend en compte l’effet des bords en renor-
mant G(r+ x, l) par son inte´grale IG(x, l)
IG(x, l) =
∫∫
D
G(r+ x, l)dr (2.18)
La fonction gaussienne satisfait les proprie´te´s cite´es ci-dessus
G(r, l) = exp
(
−|r|
2
2l2
)
(2.19)
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u¯l(x) peut eˆtre interpre´te´ comme le champ de vitesse ne contenant que la contribution
des e´chelles plus grandes que l [18]. Ce champ de vitesse obe´it a` l’e´quation de Navier-
Stokes modifie´e suivante
∂tu¯l + u¯l · ∇u¯l +∇ · τl = −∇pl + 1
Re
∆u¯l − 1
Rh
u¯l + fl et ∇ · u¯l, (2.20)
ou` τl est le tenseur des contraintes des e´chelles infe´rieures a` l, tel que : τl = ulul−ulul.
2.3 Mesure de la dissipation par friction
2.3.1 Motivations
L’identification des processus dissipatifs est primordiale car elle permet de bien caracte´-
riser les re´gimes d’e´coulements. Selon le degre´ de bidimensionalisation de l’e´coulement,
la dissipation visqueuse dans la direction verticale est domine´e soit par la dissipation
dans l’e´paisseur totale du fluide soit par celle localise´e dans la couche limite de Hart-
mann. Dans le premier cas, le temps de dissipation est de l’ordre du temps de relaxa-
tion d’un film visqueux τν = h
2/ν [31]. Dans le second, la dissipation est controˆle´e par
l’e´paisseur de la couche limite de Hartmann [57].
La pre´sence d’un dissipation additionnelle peut aussi eˆtre due a` des perturbations
turbulentes tridimensionnelles. La mesure de la dissipation permet donc de ve´rifier la
bidimensionalisation de l’e´coulement [53].
Afin de distinguer ces re´gimes, nous allons mesurer expe´rimentalement les temps
de dissipation des structures a` l’e´chelle de la cellule.
2.3.2 Les mesures
Protocole expe´rimental
Dans cette section nous pre´sentons les re´sultats de la mesure de la dissipation d’un
e´coulement force´ a` l’e´chelle de la cellule en fonction du champ magne´tique applique´.
La hauteur de fluide h est constante et vaut 20 mm. On force me´caniquement graˆce
a` un agitateur un e´coulement a` l’e´chelle de la cellule, en essayant de minimiser la
de´formation de la surface. On mesure ensuite la de´croissance du flux φ via les sondes
Vives entre le centre de la cellule et le bord.
La figure 2.9 de droite repre´sente une se´rie temporelle de φ(t) : l’e´coulement a`
grande e´chelle est entretenu de t = 0s jusqu’a` t ≈ 10s. Ensuite le syste`me relaxe
vers l’e´quilibre ou` la perturbation est comple`tement amortie. Graˆce a` l’e´chelle semi-
logarithmique sur l’insert, on remarque que la de´croissance suit bien un comportement
exponentiel
φ(t) = φ0 exp
(
− t
τe
)
(2.21)
avec τe le temps de dissipation. Cette expression sugge`re que l’e´quation diffe´rentielle de
φ est line´aire. Quatre mesures sont effectue´es pour chaque valeur du champ magne´tique
B0 et la moyenne de 1/τe est repre´sente´e sur la figure 2.10.
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Figure 2.9 – Se´rie temporelle du flux φ(t). L’insert comporte la courbe sur une e´chelle
line´aire-logarithmique.
Analyse des re´sultats expe´rimentaux
On identifie sur la figure 2.10 trois zones. Dans la premie`re ou` B0 < 0.02 Tesla, la
dissipation ne semble pas de´pendre du champ magne´tique et est presque constante. La
seconde zone, ou` 0.02 < B0 < 0.07 T, correspond a` une zone transitionnelle. L’inverse
du temps de dissipation croit avec le champ magne´tique sans pour autant suivre un
comportement vraiment line´aire. Dans la troisie`me zone, ou` B0 > 0.07 T, 1/τe varie
line´airement avec le champ magne´tique. Ce comportement est caracte´ristique de la
dissipation par friction par la couche de Hartmann.
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Figure 2.10 – 1/τe, l’inverse du temps de dissipation, en fonction de B0 pour h =
20mm.
Sur la figure 2.11 de gauche, nous avons trace´ le rapport de la dissipation mesure´e
1/τe sur la dissipation the´orique des couches de Hartmann 1/τH , telle que
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1τH
=
ν
δHh
=
B0
h
(
σν
ρ
)1/2
(2.22)
avec δH l’e´paisseur de la couche limite de Hartmann (cf chapitre 1). Ce rapport τH/τe
est pour B0 > 0.07 T de l’ordre de 1.3 sur toute cette gamme (cf figure 2.11 de gauche).
L’accord avec la pre´diction the´orique est assez bon.
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Figure 2.11 – Rapport des temps de dissipation the´oriques τe sur les temps
expe´rimentaux δH en fonction du champ magne´tique applique´ B0.
On peut donc conclure que le coefficient de dissipation par friction dans la gamme
B0 ∈ [0.07, 0.12] Telsa varie line´airement avec le champ magne´tique et est 30% plus
e´leve´e que la pre´diction the´orique.
Comme le coefficient de dissipation par friction mesure´ semble eˆtre en bon accord
avec la the´orie, on peut alors conclure que l’e´paisseur de la couche limite ainsi que
le nombre de Hartmann Ha dans l’expe´rience sont du meˆme ordre que la pre´diction
the´orique. A` partir du temps dissipatif τe, on peut estimer l’e´paisseur de la couche
limite δH = ντH/h ≃ 0.2mm. Dans la suite, on conside`rera donc que le nombre de
Hartmann est de l’ordre de Ha = h/δH ≃ 100, avec h = 20mm, dans la gamme des
champs magne´tiques applique´s.
Nous n’avons pas encore discute´ de la stabilite´ de la couche limite de Hartmann. Le
comportement line´aire de 1/τe permet de supposer que la couche limite de Hartmann
est stable. De plus, le nombre de Reynolds calcule´ a` partir de l’e´paisseur de la couche
limite Reh = δhV/ν est de l’ordre de 50 pour V ≃ 0.1m/s et δh ≃ 0.2mm. Ce nombre
de Reynolds est infe´rieur aux seuils mesure´s expe´rimentalement [47] et au seuil issu
du calcul de stabilite´ line´aire [37].
Cette mesure expe´rimentale confirme la pre´sence dans les e´quations de Navier-
Stokes 2D d’un terme dissipatif line´aire controˆle´ par le champ magne´tique pour B0 >
70mT . Cette mesure est en bon accord avec les pre´dictions the´oriques. Nous nous
placerons donc dans la suite de cette the`se dans cette gamme de champ magne´tique.
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2.4 Adimensionnement des e´quations de Navier-
Stokes 2D
2.4.1 Les nombres sans dimension
Dans cette section, nous allons calculer les parame`tres sans dimension, qui de´terminent
les re´gimes d’e´coulement de notre expe´rience. Nous partons de l’e´quation de Navier-
Stokes 2D
∂tv+ v · ∇v = −1
ρ
∇p+ 1
ρ
j×B0 − 1
τH
v+ ν∆v (2.23)
Chaque terme de cette e´quation est homoge`ne a` une acce´le´ration. Afin d’adimensionner
ces e´quations, nous avons besoin d’une distance et d’un temps (Lc, τc). On choisit la
distance Lc comme e´tant e´gale a` la largeur de la cellule soit Lc = 12 cm. Nous allons
choisir le temps caracte´ristique de sorte que le forc¸age soit de l’ordre de l’unite´. Le
forc¸age e´tant homoge`ne a` une acce´le´ration, on a alors l’e´galite´
Lc
τ 2c
=
[
ρ−1j×B0
]
ainsi τc =
√
ρL
jB0
ou τc =
√
ρhL2
IB0
(2.24)
en posant la densite´ de courant j e´gale au courant injecte´ I divise´ par la surface L×h.
Cet adimensionnement revient a` fixer la vitesse caracte´ristique vc telle que le terme
inertiel e´quilibre celui du forc¸age. En posant u = v · (τc/L) la vitesse adimensionne´e,
on a
∂tu+ u · ∇u = −∇p + f− τc
τH
u+
ντc
L2
∆u (2.25)
f e´tant le forc¸age adimensionne´. On de´finit alors les deux nombres sans-dimension Re
(le nombre de Reynolds) et Rh
Re =
L2c
ντc
=
L
ν
√
IB0
ρh
Rh =
τH
τc
=
1
L
√
Ih
σν B0
. (2.26)
Ces deux nombres sans dimension comparent les effets dissipatifs aux effets inertiels.
Le Reynolds est le rapport entre le temps visqueux τν = L
2/ν et le temps du forc¸age
τc et Rh le rapport entre τH et τc. On a finalement
∂tu+ u · ∇u = −∇p + f− 1
Rh
u+
1
Re
∆u. (2.27)
Le rapport de Re sur Rh fait intervenir les deux nombres sans dimension qui ca-
racte´risent la bidimensionalisation de l’e´coulement, c’est a` dire le rapport h/L et le
nombre de Hartmann
Re
Rh
=
(
L
h
)2
Ha (2.28)
Dans la section pre´ce´dente, nous avons estime´ Ha ≃ 100 et le rapport L/h est de
l’ordre de 10. Le rapport Re sur Rh est donc de l’ordre de 104.
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2.4.2 Les e´chelles dissipatives
Dans notre expe´rience, nous avons donc deux sources de dissipation, la dissipation
par friction dans la couche de Hartmann et la dissipation visqueuse. La dissipation
visqueuse agit plus efficacement sur les petites e´chelles alors que la dissipation par
friction agit principalement sur les e´chelles contenant le plus d’e´nergie.
Les e´chelles les plus e´nerge´tiques correspondent aux grandes e´chelles. Il doit donc
exister une e´chelle de transition lt se´parant la gamme d’e´chelles spatiales domine´e par
la dissipation par friction et celle domine´e par la dissipation visqueuse
Soit Dν(l) et DH(l), les puissances dissipe´es par effet visqueux et par friction pour
une e´chelle spatiale l donne´e, telle que
Dν(l) ≈ −
(
L
l
)2
1
Re
u2l DH(l) ≈ −
1
Rh
u2l (2.29)
avec u2l l’e´nergie contenue dans les structures de taille l. L’e´chelle de transition lt est
celle ou` ces deux puissances sont du meˆme ordre, c’est a` dire
Dν(lt)
DH(lt)
=
(
L2
l2t
1
Re
)
Rh = 1 (2.30)
L’application nume´rique donne alors
lt
L
=
√
Rh
Re
≈ 10−2. (2.31)
La friction domine donc toutes les e´chelles plus grandes que lt, c’est a` dire celle au-
dessus de L divise´ par 100, qui contiennent notamment les e´chelles plus grandes que le
forc¸age. Comme nous nous inte´resserons essentiellement a` la dynamique des grandes
e´chelles, le parame`tre de controˆle le plus pertinent sera le nombre sans-dimension Rh.
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Chapitre 3
Transition de l’e´coulement
laminaire vers le re´gime chaotique
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3.1 Introduction
Instabilite´s des e´coulements bidimensionnels
Avant de de´crire plus en de´tails les proprie´te´s de l’e´coulement turbulent dans les pro-
chains chapitres, nous allons e´tudier les diffe´rentes transitions observe´es lorsque le
parame`tre de controˆle Rh est graduellement augmente´. Il existe une importante bi-
bliographie sur les instabilite´s dans les e´coulements de Kolmogorov, dont le forc¸age
est pe´riodique spatialement. Bien que la premie`re bifurcation soit celle qui ait rec¸ue
le plus d’attention [29, 54, 60, 61], peu d’articles traitent de la route vers le chaos
[7, 30, 56].
La route vers le chaos dans l’article de Sommeria [56] est e´tudie´e qualitativement
et est caracte´rise´e par une succession d’appariements de vortex pour un re´seau initial
de 6 × 6 tourbillons. Dans les articles de Guzdar et al. [30] et Braun et al. [7], les
auteurs ont analyse´ nume´riquement la route vers le chaos respectivement pour un
re´seau de 1 × 4 et 8 × 8 tourbillons, mais avec des conditions limites pe´riodiques et
sans la pre´sence d’une dissipation par friction. Ces conditions sont tre`s diffe´rentes du
contexte expe´rimental pour que ces e´tudes puissent eˆtre compare´es aux expe´riences.
Notre e´tude propose donc la premie`re analyse quantitative et expe´rimentale de
la route vers le chaos pour un e´coulement bidimensionnel avec un forc¸age pe´riodique
spatialement.
Structure du chapitre
Nous de´crirons initialement la structure de l’e´coulement laminaire dans la section
2. Puis dans la section 3, nous pre´senterons la premie`re bifurcation supercritique
associe´e a` une brisure de syme´trie. Nous introduirons un mode`le issu des e´quations
de Navier-Stokes de´crivant la bifurcation et la saturation du mode instable. Nous
e´tudierons ensuite la seconde et troisie`me bifurcations, qui sont des bifurcations de
Hopf, dans la section 4. Finalement nous pre´senterons la dernie`re bifurcation menant
au chaos dans la section 5. Cette transition vers le chaos est caracte´rise´e par un sce´nario
d’intermittence, ou` le chaos apparait par bouffe´e de dure´es ine´gales.
Adimensionnement des re´sultats
Dans ce chapitre, les vitesses ainsi que les fre´quences et temps mesure´s sont adimen-
sionne´s par τc et vc, le temps et la vitesse de´finis a` partir de la taille de la cellule,
L = 12cm et de l’amplitude du forc¸age par unite´ de masse, qu’on notera F 1
F =
IB0
Lhρ
(3.1)
avec I est le courant injecte´, B0 le champ magne´tique applique´, ρ la masse volumique
du galinstan et h la hauteur de liqudie. Ainsi τc et vc sont de´finis par
τc =
√
L
F
=
√
L2hρ
IB0
vc =
√
FL =
√
IB0
hρ
(3.2)
1au lieu de f dans ce chapitre pour ne pas le confondre avec la fre´quence f
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Nous rappelons aussi que le parame`tre de controˆle de notre expe´rience est le nombre
sans dimension Rh qui est le rapport entre le temps τH , le temps de dissipation par
friction et τc, de´fini ci-dessus.
3.2 E´tude de l’e´coulement laminaire
Les e´quations de Stokes
Pour des Rh faibles, c’est a` dire infe´rieurs a` l’unite´, l’e´coulement est laminaire et sta-
tionnaire. Le champ de vitesse de cet e´coulement laminaire u est solution de l’e´quation
de Stokes
−∇π + 1
Re
∆u− 1
Rh
u+ F = 0 (3.3)
avec les conditions aux limites de vitesse nulle sur les parois. En prenant le rotationnel
de cette e´quation, on e´limine le terme de pression et on re´duit le proble`me a` la seule
fonction ω, le champ de vorticite´ (au lieu des deux composantes du champs de vitesse),
soit
− 1
Re
∆ω +
1
Rh
ω = (∇× F) · ez ⇒ −ǫ∆ω + ω = Rh (∇× F) · ez (3.4)
avec ǫ = Rh/Re ≃ 10−4. Au premier ordre, nous pouvons ne´gliger l’ope´rateur Lapla-
cien2 ponde´re´ par le terme ǫ . Avec cette simplification, la vorticite´ est principalement
localise´e la` ou` le rotationnel du forc¸age est non-nul. Or, nous avons vu dans le chapitre
pre´ce´dent que le rotationnel du forc¸age est proportionnel au courant injecte´ jz0, avec∫ h
0
(∇× F) · ezdz = −jz0B0 (3.5)
avec B0 le champ magne´tique applique´ et h l’e´paisseur de fluide. Nous nous attendons
donc a` observer une forte localisation de la vorticite´ au-dessus des e´lectrodes.
Description de l’e´coulement
Sur la photographie de la figure 3.2, on observe bien les huit tourbillons, graˆce aux
oxydes qui jouent le roˆle de traceurs. L’e´coulement respecte bien les syme´tries du
forc¸age, c’est a` dire les syme´tries par re´flexion selon les axes 0x et 0y. Le champ de
vitesse stationnaire obtenu par la technique du suivi de particules est repre´sente´ sur
la figure de droite pour Rh = 1.
2le terme Laplacien sera a` l’origine de couches limites proches des parois et des e´lectrodes
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Figure 3.1 – Gauche : photo de l’e´coulement ou` les oxydes jouent le roˆle de traceurs.
Droite : champ de vitesse obtenu graˆce au suivi de particules.
E´tude du champ de vorticite´
Sur la figure 3.2, on a repre´sente´ le champ de vorticite´ calcule´ a` partir du champ de
vitesse filtre´ par une fonction gaussienne G(r, l) de variance l2. Sur la figure de gauche,
on a fixe´ l = 1.2 mm (soit 10 pixels pour une re´solution 10242) et a` droite, l = 2.4
mm.
Sur la premie`re figure, on remarque que la vorticite´ est concentre´e au-dessus des
e´lectrodes et des bandes de vorticite´ de signe alterne´ entourent le tourbillon au-dessus
de l’e´lectrode. Sur la seconde figure, la taille du filtre est double´e et le filtre a atte´nue´
l’intensite´ de ces bandes
La pre´sence de ces bandes de vorticite´ de signes oppose´s autour de l’e´lectrode
est surprenante. En premie`re approche, on peut expliquer leur pre´sence par l’inho-
moge´ne´ite´ de la re´partition des particules. En effet l’e´coulement e´tant laminaire, les
particules restent toujours sur les meˆmes lignes de courant. Or ces lignes de courant
sont se´pare´es par des zones de vitesse relativement faible ou nulle. Le calcul de la
vorticite´ sur ce champ de vitesse fait donc apparaitre des bandes de vorticite´ de signes
oppose´s se´parant les zones de hautes et basses vitesses. Il est donc ne´cessaire de filtrer
le champ de vitesse par une taille de filtre l assez grande.
46
Figure 3.2 – Champ de vorticite´ calcule´ a` partir du champ de vitesse filtre´ par une
fonction gaussienne de largeur l. A gauche, l = 1.2mm, a` droite, l = 2.4mm.
Allure des profils de vitesse
Sur la figure 3.3, nous avons trace´ les profils de vitesse. A` gauche, nous avons repre´sente´
la composante ux filtre´e (l = 2.4mm) en fonction de y pour x = 30mm. Cette abscisse
correspond a` la range´e de quatre d’e´lectrodes dans la direction y. A` droite, la compo-
sante uy filtre´e est trace´e en fonction de x pour y = 15mm. Cette ordonne´e correspond
a` la range´e de deux d’e´lectrodes dans la direction x. Les profils ux(y) et uy(x) sont
norme´s par leur maximum. Ils sont globalement syme´triques, avec une le´ge`re diffe´rence
sur l’amplitude des pics positifs pour uy(x).
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Figure 3.3 – Gauche : profil de vitesse de ux(y) filtre´ (l = 2.4mm) pour x = 30mm.
Droite : profil de vitesse de uy(x) filtre´ pour y = 15mm.
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De´composition en se´rie de Fourier des profils
Dans le but d’obtenir un spectre spatial de ces profils, nous de´composons la fonction
de courant en se´rie de Fourier
ψ =
∑
nx,ny
ψˆ(nx, ny) sin
(πnx
L
x′
)
sin
(πny
L
y′
)
(3.6)
avec x′ = (x + L/2) et y′ = (L/2 + y) compris entre 0 et L, ce qui revient a` pla-
cer l’origine au point (x, y) = (−L/2,−L/2). Les modes de Fourier sont uniquement
compose´s de produit de sinus. La justification de cette de´composition est donne´e dans
l’article de Sommeria [56]. Le profil de vitesse uy(x) peut eˆtre rendu pe´riodique sur
l’intervalle [−L, L] en prolongeant le profil sur les x ne´gatifs par la transformation
uy(x) = −uy(−x). Le signal est alors anti-syme´trique et ainsi de´composable en sinus
de longueur d’onde 2L, d’ou` l’e´quation 3.6.
Ainsi, ψˆ(nx, ny) est la composante de Fourier avec pour nombre d’onde (nx, ny).
Quant au champ de vitesse, il se de´compose comme
ux(x, y) =
∑
nx,ny
uˆx(nx, ny) sin
(πnx
L
x′
)
cos
(πny
L
y′
)
uy(x, y) =
∑
nx,ny
uˆy(nx, ny) cos
(πnx
L
x′
)
sin
(πny
L
y′
) (3.7)
Les spectres des deux profils de la figure 3.3 sont repre´sente´s sur la figure 3.7. On
constate que le profil ux(y) a une forte composante sur le mode ny = 4. Quant au
profil uy(x), la de´composition indique que l’e´nergie est principalement sur les modes
nx = 2 et nx = 6.
Cette analyse de Fourier montre que la localisation de l’injection de vorticite´ in-
troduit d’autres composantes que celles attendues. En effet, le forc¸age e´tant de´fini par
un re´seau de 2 × 4 tourbillons, nous nous attendons donc a` obtenir deux pics essen-
tiellement sur les modes nx = 2 et ny = 4. L’e´mergence de la composante nx = 6 dans
le spectre est due a` la localisation du forc¸age en vorticite´. En effet, la longueur d’onde
associe´e a` ce mode est L/nx ∼ 2cm avec L la largeur de la cellule, qui correspond au
double de la largeur de l’e´lectrode.
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Figure 3.4 – Gauche : de´composition en modes de Fourier donne´e par l’e´quation 3.7
du profil de vitesse de ux(y). A droite : de´composition en modes de Fourier du profil
de vitesse de uy(x)
3.3 L’instabilite´ fourche
3.3.1 Les mesures par les sondes Vives
Description de l’instabilite´
L’e´coulement laminaire se de´stabilise pour Rhc = 1.55. Comme l’illustre la figure 3.5,
les vortex diagonaux de meˆme signe semblent s’apparier. Le cœur de ces tourbillons,
ou` la vorticite´ est concentre´e, sont toujours bien identifiables, ce qui implique qu’ils
ne fusionnent pas.
En fait un e´coulement moyen est superpose´ aux vortex, et selon le signe de cet
e´coulement, les lignes de courants connectent les vortex diagonaux. Cette instabilite´
est donc lie´e a` l’apparition d’une circulation a` l’e´chelle de la cellule.
Figure 3.5 – Photographie de l’e´coulement pour Rh > Rhc. Les deux photos
repre´sentent les deux e´tats syme´triques caracte´ristiques de la bifurcation fourche.
Il en re´sulte que pour Rh > Rhc, l’e´coulement n’est plus syme´trique par re´flexion
selon les axes 0x et 0y.
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Diagramme de bifurcation
L’amplitude de l’instabilite´ est alors mesurable par les sondes Vives, qui mesurent
le flux φL entre le centre et la paroi de la cellule. Dans la suite du chapitre, nous
pre´senterons aussi des mesures directes de la tension V entre les deux e´lectrodes ,
dont le facteur de conversion avec le flux est le champ magne´tique applique´ B0, soit
V = B0φL. Le diagramme de bifurcation est trace´ sur la figure 3.6 avec Rh comme
parame`tre de controˆle.
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Figure 3.6 – Diagramme de bifurcation du flux φL adimensione´ au carre´.
Le flux norme´ est φ2L divise´ par φ
2
c , le flux construit a` partir de la taille L de la cellule
et de l’amplitude du forc¸age F , tel que φc =
√
FL3. On observe un comportement
line´aire au seuil, proprie´te´ caracte´ristique des bifurcations fourches supercritiques.
Forme normale par arguments de syme´trie
Nous notons A l’amplitude du mode de vitesse associe´e a` la brisure de syme´trie. Le flux
φ/φc adimensionne´e est ainsi proportionnel a` l’amplitude de A. La syme´trie initiale de
l’e´coulement laminaire impose que si A est solution alors −A l’est aussi. Ainsi proche
du seuil, la forme normale de A ne comporte que des puissances impaires de A. De
plus A e´tant re´el, les coefficients doivent eˆtre tous re´els. On a alors
A˙ = µA− βA3 +O(A5). (3.8)
Comme l’indique le diagramme de bifurcation, la bifurcation est supercritique. On
pose µ = Rh−Rhc et en redimensionnant le temps, on peut fixer β = 1. L’amplitude
de A sature donc a` la valeur Ac ∼
√
Rh− Rhc, en accord avec la figure 3.5.
3.3.2 Un mode`le de bifurcation a` partir des e´quations de
Navier-Stokes
Ge´ne´ralite´ sur les instabilite´s des e´coulements de Kolmogorov
La de´rivation de l’e´quation d’amplitude de A a` partir des e´quation de Navier-Stokes
est particulie`rement difficile et technique. Les premiers calcul d’instabilite´ pour des
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e´coulements 2D pe´riodiques spatialement, qu’on appelle usuellement e´coulements de
Kolmogorov 3, datent des anne´es 80 avec les travaux de Sivashinsky et Yakhot [54]
et de Gotoh et Yamada [29]. Cependant leur calcul ne prend en compte ni l’effet des
parois, ni la pre´sence d’une dissipation par friction.
Le premier calcul prenant en compte ces effets a e´te´ re´alise´ par Thess [61] qui a
calcule´ nume´riquement le seuil de l’instabilite´ en fonction de Re et Rh. Un des re´sultats
importants de cet article est l’effet de la dissipation par friction quantifie´e par Rh, qui
inhibe l’instabilite´ a` grande e´chelle au profit d’une instabilite´ ou` les tourbillons voisins
s’apparient mais ne fusionnent pas. Dans le cadre de notre expe´rience, ce type de
me´canisme se confond avec un me´canisme d’instabilite´ a` grande e´chelle, du fait de la
faible se´paration d’e´chelle entre la taille de la cellule et celle du forc¸age.
Bien que simplifiant fortement le proble`me, nous allons pre´senter un calcul analy-
tique dont la structure du mode sature´, ainsi que le seuil de instabilite´ sont similaires
aux re´sultats expe´rimentaux.
Pre´sentation du mode`le
Pour notre calcul, nous allons nous restreindre a` un nombre fini de modes de Fourier
identifie´s dans la section pre´ce´dente (cf e´quation 3.7). Notre mode`le consiste a` tronquer
les e´quations de Navier-Stokes a` un faible nombre de modes. Cette me´thode a e´te´
pre´ce´demment utilise´e par Sommeria et Verron [58] dans le cas d’un e´coulement avec
un forc¸age 2×2 tourbillons. Nous ne prendrons pas en compte la dissipation visqueuse,
qui est ne´gligeable par rapport a` la dissipation par friction.
On suppose que le forc¸age et l’e´coulement laminaire sont essentiellement compose´s
du mode de Fourier (nx, ny) e´gal a` (2, 4). L’instabilite´ impliquant une composante a`
grande e´chelle, nous devons prendre en compte le mode de Fourier (1, 1). Les e´quations
de Navier-Stokes n’autorisent les transferts d’e´nergie entre modes que par le biais
d’interactions triadiques. Nous conside´rons donc aussi tous les modes qui permettent
le transfert d’e´nergie entre les modes (1, 1) et (2, 4). Notre mode`le contient ainsi les
modes suivants
• Le mode ayant la plus grande projection sur le forc¸age (nxf , nyf ) = (2, 4), dont
la fonction de courant est note´e ψf .
• Le mode a` grande e´chelle (nx, ny) = (1, 1), dont la fonction de courant est note´e
ψ0.
• Les quatre modes permettant l’interaction entre les deux pre´ce´dents modes, c’est
a` dire : (1, 3), (1, 5), (3, 3) et (3, 5). Les fonctions de courant associe´es sont note´es
ψi.
Les e´quations du syste`me non-line´aire
L’e´quation de la fonction de courant ψ est donne´e par
∂t∆ψ + J(ψ,∆ψ) = − 1
Rh
∆ψ − (∇× f) · ez (3.9)
3L’e´coulement type est l’e´coulement simplement cisaille´ u = cos(ky)ex
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avec J ,le jacobien 2D des fonctions (ψ,∆ψ). En passant dans l’espace de Fourier et en
tronquant le syste`me aux modes de´crits ci-dessus, le syste`me non-line´aire devient

ψ˙0 =
∑
i α0iψiψf −
ψ0
Rh∗
ψ˙f =
∑
i αfiψ0ψi −
ψf
Rh∗
+ 1
ψ˙i = αIiψfψ0 − ψi
Rh∗
(3.10)
Les coefficients de couplage α sont calcule´s graˆce au jacobien J entre les diffe´rents
modes de Fourier. Le tableau 3.1 donne les valeurs des diffe´rents coefficients α′ tel que
α = α′π2/4.
Les coefficients αIi sont lie´s a` l’advection grande e´chelle du forc¸age donnant les
modes ψi. Les coefficients α0i ponde`rent l’interaction entre le mode ψi et ψf qui force
l’e´coulement a` grande e´chelle. Les αfi sont lie´s a` la re´troaction sur le mode de forc¸age,
permettant la saturation de l’instabilite´.
(nx, ny) α
′
0i α
′
fi α
′
Ii
(1, 3) 10 4/5 −36/10
(1, 5) 18 −36/5 54/13
(3, 3) 6 24/5 −6
(3, 5) 14 −16/5 18/17
Table 3.1 – Coefficient α′ de l’e´quation 3.10, tels que α = α′π2/4.
Le nombre Rh∗ des e´quations 3.10 est diffe´rent du Rh de l’e´quation 3.9. En effet,
le passage dans l’espace de Fourier a fait apparaitre un terme ponde´rant le forc¸age.
L’adimensionnement de l’e´quation change alors le temps τc et donc Rh
∗ (cf chapitre
pre´ce´dent). Rh s’exprime en fonction de Rh∗ comme
Rh =
(
π
n2xf + n
2
yf
nxf + nyf
)1/2
Rh∗ ≃ 3.2Rh∗ (3.11)
Solutions du syste`me
L’e´quation 3.10 a une solution triviale ψ0 = ψi = 0 et ψf = Rh
∗. La re´solution
nume´rique des e´quations montre que cette solution devient instable pour un certain
Rhc (cf figure 3.7). Il apparait une seconde solution stationnaire, telle que
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

ψL0 = ±
1
Rh∗c
1√|∑i αfiαIi|
[
1−
(
Rh∗c
Rh∗
)2]1/2
ψLf = Rh
∗
c
(
Rh∗c
Rh∗
)
ψLi = ±Rh∗c
αIi√|∑i αfiαIi|
[
1−
(
Rh∗c
Rh∗
)2]1/2
(3.12)
avec Rh∗c le seuil de l’instabilite´ qui vaut
Rh∗c =
(∑
i
α0iαIi
)−1/4
(3.13)
Cette solution existe a` condition que les coefficients respectent les ine´galite´s suivantes∑
i
αfiαIi < 0 et
∑
i
α0iαIi > 0 (3.14)
Le calcul de Rh∗c graˆce aux coefficients du tableau 3.1 donne Rh
∗
c = 0.31, ce qui
correspond a` Rhc ≃ 1, seuil en bon accord avec l’expe´rience meˆme s’il est un peu en-
dessous du seuil mesure´ a` Rhc = 1.55. Les amplitudes des modes ψ
L
0 et ψ
L
i de´crivent
une bifurcation supercritique. En effet au seuil de l’instabilite´ et en posant ǫ = (Rh∗−
Rh∗c)/Rh
∗
c , on obtient pour le de´veloppement limite´ de l’amplitude au seuil[
1−
(
Rh∗c
Rh∗
)2]1/2
=
[
1−
(
1
1 + ǫ
)2]1/2
≃ ǫ1/2 +O(ǫ) (3.15)
Le diagramme de bifurcation de ψL0 (en bleu) et ψ
L
f (en rouge) est trace´ sur la
figure 3.7 de gauche. La fonction de courant du forc¸age tend vers ze´ro alors que celles
de ψL0 et ψ
L
i vont tendre vers une valeur finie pour Rh→∞. Les lignes de courant de
l’e´coulement pour Rh∗ = 1.2Rh∗c sont repre´sente´es sur la figure de droite. On remarque
la forte ressemblance entre l’allure des lignes de courants et la photographie de la figure
3.5 de gauche.
La re´solution nume´rique du syste`me de l’e´quation 3.10 montre que ce nouvel e´tat
est stable meˆme pour des Rh e´leve´s. Or, comme nous le verrons par la suite, cet
e´coulement se de´stabilise et devient oscillant. La troncature dans l’espace de Fourier
avec seulement six modes semble eˆtre suffisante pour expliquer la bifurcation fourche,
mais il est ne´cessaire d’ajouter de nouveaux modes pour capturer la dynamique aux
Rh plus e´leve´s.
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Figure 3.7 – Gauche : courbe de bifurcation de la fonction de courant du mode de
Fourier (1, 1) en bleu et (2, 4) en rouge. Droite : lignes de courant de l’e´tat bifurque´
pour Rh∗ = 1.2Rh∗c .
En conclusion, meˆme si le mode`le est tre`s simplifie´, il reproduit bien qualitativement
la forme des lignes de courant de l’e´tat sature´ et donne un seuil the´orique assez proche
du seuil expe´rimental. En effet, nous avons montre´ dans le chapitre pre´ce´dent que la
dissipation effective dans l’expe´rience est 30% plus e´leve´e que le pre´voit la the´orie, le
seuil calcule´ vaut alors Rhc = 1.3. Compare´ au seuil expe´rimental Rhc = 1.55, l’e´cart
est infe´rieur a` 15%.
3.4 Bifurcations de Hopf
3.4.1 Premie`re bifurcation de Hopf
En augmentant progressivement le nombre Rh, nous observons une seconde instabilite´,
qui se de´veloppe pour Rh′c = 1.7. Elle pre´sente un comportement oscillant (cf figure
3.9) et brise ainsi l’invariance temporelle t→ t+Φ0/ω avec Φ0 une phase quelconque.
Ces oscillations correspondent a` l’e´mission de vortex comme l’indique les photogra-
phies de la figure 3.8. Sur la photographie du milieu, on observe la pre´sence de deux
vortex au-dessus de la deuxie`me e´lectrode de gauche en partant du bas. Le vortex e´mis
disparait rapidement, sans doute a` cause des effets dissipatifs (le Rh est encore tre`s
faible).
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Figure 3.8 – Trois photographies montrant l’e´mission progressive d’un vortex au-
dessus de la deuxie`me e´lectrode de gauche en partant du bas.
Figure 3.9 – Gauche : se´rie temporelle de la tension mesure´e sur la sonde Vives entre
le centre de la cellule et la paroi pour Rh = 1.9. Droite : spectre de la transforme´e de
Fourier du flux φ en unite´ arbitraire, associe´e a` la se´rie temporelle de gauche.
Afin de de´crire quantitativement la bifurcation, nous introduisons une nouvelle va-
riable B, l’amplitude du mode de vitesse oscillant telle que φ/φc ∝ A + Re [B(t)eiωt].
B est complexe et ω est la pulsation de la perturbation au seuil de l’instabilite´. Nous
de´finissons aussi f0 la fre´quence de la perturbation, qui au seuil vaut f0 = ω/(2π). L’in-
stabilite´ se de´veloppant apre`s une bifurcation fourche dont la solution est stationnaire,
l’e´coulement de base est invariant par translation dans le temps. La forme normale de
B est alors invariante par changement de phase4 B → BeiΦ0 , la forme normale est
ainsi
B˙ = (µr + iµi)B + (βr + iβi)|B|2B (3.16)
En posant B = reiθ, on a le syste`me suivant{
r˙ = µrr + βrr
3
θ˙ = µi + βir
2 (3.17)
4Ceci est une conse´quence de l’invariance par translation dans le temps : t→ t+Φ0/ω
55
La premie`re e´quation est analogue a` la forme normale d’une bifurcation fourche
et comme l’indique la courbe de bifurcation 3.10, la bifurcation de l’amplitude est
supercritique. Ainsi, on peut choisir la valeur des coefficients, telles que µr = Rh−Rh′c
et βr = −1. La norme de |B|2, qui est le carre´ de la composante de Fourier a` la fre´quence
f0, varie bien line´airement avec l’e´cart au seuil.
Pour la phase θ, la variation de la pulsation µi varie au premier ordre line´airement
avec Rh soit µi = γ(Rh−Rhc) avec γ re´el. L’e´volution de la fre´quence est donc affine
avec f0 = (ω + µi)/(2π). La figure 3.10 de droite confirme cette de´pendance line´aire.
La fre´quence f0 est tre`s proche de la fre´quence 1/τc, qui correspond a` la fre´quence du
forc¸age τ−1c =
√
F/L, avec L la largeur de la cellule et F l’amplitude du forc¸age.
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Figure 3.10 – Gauche : amplitude au carre´ de la composante de Fourier de l’oscillation
sur φ2c = FL
3 , ou` L est la largeur de la cellule et F l’amplitude du forc¸age. Droite :
e´volution de la fre´quence f0 de l’oscillation multiplie´e par τc =
√
L/F en fonction de
Rh.
3.4.2 Seconde bifurcation de Hopf
Mesure de la bifurcation
Une seconde bifurcation de Hopf est observe´e (la troisie`me bifurcation) pour Rh ≃ 2
(figure 3.11 de gauche), avec l’apparition d’une nouvelle fre´quence f1 (figure de droite).
Nous constatons (cf figure 3.12 de droite) que l’amplitude de la composante de Fourier
croit en racine carre´ a` l’e´cart au seuil et la fre´quence varie line´airement. C’est de
nouveau une bifurcation de Hopf supercritique.
Les fre´quences f0 et f1 sont incommensurables, c’est a` dire que leur rapport ne peut
pas se mettre sous la forme d’un rapport de deux entiers n/m. De plus la variation
line´aire des fre´quences f0 et f1, confirme qu’il n’existe pas de phe´nome`ne d’accrochage
entre les deux fre´quences, car elles varient inde´pendamment l’une de l’autre. La dy-
namique est alors quasi-pe´riodique, car malgre´ l’apparente pe´riodicite´ du signal, la
trajectoire dans l’espace des phases ne repasse jamais par les meˆmes points.
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Figure 3.11 – Gauche : amplitude de la tension mesure´e pour Rh = 2.1. Droite :
spectre de la tension pour Rh = 2.1.
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Figure 3.12 – Gauche : amplitude de la composante de Fourier B de l’oscillation sur
φc au carre´. Droite : e´volution de la fre´quence f1 de l’oscillation multiplie´e par τc en
fonction de Rh.
Forme normale de la bifurcation
Juste avant la seconde bifurcation de Hopf, l’e´coulement est oscillant avec une fre´quen-
ce e´gale a` f0. Le syste`me est donc invariant par translation t → t + n/f0 avec n un
entier. En notant C(t) l’amplitude complexe de la bifurcation, on suppose que le flux
est alors proportionnel a`
φ ∝ A +Re[Bei2pif0t + C(t)ei2pif1t] (3.18)
avec f1 la fre´quence de la nouvelle perturbation pe´riodique. Ainsi le mode instable dont
l’amplitude est donne´e par C(t)ei2pif1t est invariant par translation t → t + n/f0, ce
qui implique que la forme normale de C est invariante par la transformation suivante
C(t)→ C(t) exp
(
i2πn
f1
f0
)
(3.19)
Or les deux fre´quences f1 et f0 sont incommensurables. Ainsi pour tout n entier, la
phase de l’exponentielle est e´gale a` une phase re´elle Φ0, avec Φ0 ∈ [0, 2π[, modulo 2π
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2πn
f1
f0
= Φ0 + [2π] ∀n ∈ N (3.20)
La forme normale de C est alors invariante pour toute translation C(t) → C(t)eiΦ0 ,
comme pour l’amplitude de B. On retrouve alors le meˆme comportement que pour la
premie`re bifurcation de Hopf supercritique, soit
C˙ = (µ′r + iµ
′
i)C + (β
′
r + iβ
′
i)|C|2C (3.21)
La norme de C croit donc comme la racine de l’e´cart au seuil et la fre´quence f1 varie
line´airement en fonction de Rh.
Caracte´risation de l’attracteur
La dynamique e´volue sur un tore dans l’espace des phases et le remplit dense´ment du
fait de la quasi-pe´riodicite´ (cf figure 3.13 de droite), ce qui suppose que l’attracteur
est de dimension 2. On a ve´rifie´ cette proprie´te´ pour Rh = 2.3 graˆce a` la me´thode des
de´lais [40], que nous allons de´crire dans le paragraphe suivant.
Le principe repose sur la reconstruction de l’attracteur a` partir de la se´rie tempo-
relle d’une seule observable φL(t). Lorsque l’attracteur est de dimension plus grande
que 1, il est ne´cessaire d’avoir plus d’information que la seule se´rie φL(t) pour spe´cifier
X(t), la trajectoire dans l’espace des phases. La dynamique e´tant de´terministe le vec-
teur Φ = [φL(t), φL(t + τ), · · · , φL(t + (n − 1)τ)] va comple`tement de´terminer X(t),
dans la limite n grand.
L’entier n est appele´ la dimension de plongement de l’attracteur et correspond a`
la dimension de l’espace recre´e´ a` partir de la se´rie temporelle φL. Quant au temps τ ,
il correspond au temps de de´cohe´rence du syste`me. Ce temps doit eˆtre choisi dans le
but de minimiser la redondance d’information entre les dimensions de plongement. Un
choix possible pour τ est le temps correspondant au premier ze´ro de la fonction de
corre´lation. De plus, la dimension de plongement doit eˆtre supe´rieure a` la dimension
effective de de l’attracteur et la borne infe´rieure est fixe´e par n > 2de+ 1. Cette e´tape
permet de recre´er un espace pour calculer ensuite la dimension de l’attracteur.
Il est possible d’estimer la dimension de l’attracteur reconstruit a` partir de la
me´thode des de´lais en calculant la dimension de Hausdorff. Pour calculer cette dimen-
sion, nous estimons pour chaque point φL, le nombre de points voisins Nv(r) compris
dans la sphe`re de rayon r. Nv(r) doit croitre comme r
dH avec dH la dimension de
Hausdorff de l’attracteur. Sur la figure 3.13, on a repre´sente´ l’e´volution de dH en fonc-
tion de la dimension de plongement n. On remarque que la courbe converge vers la
valeur dH ≃ 2 pour n > 5, ce qui confirme que l’attracteur est bien un tore et que la
dynamique est bien quasi-pe´riodique.
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Figure 3.13 – Dimension de Hausdorff en fonction de la dimension de plongement.
3.5 Transition vers le chaos par intermittence
A` partir de Rh = 2.6, des bouffe´s chaotiques apparaissent dans le signal comme
l’illustre la figure 3.14 de gauche. Ces bouffe´es indiquent que le tore perd sa stabilite´.
Pendant ces bouffe´es, le syste`me explore une partie de l’espace des phases pour revenir
ensuite dans le voisinage du tore.
On parle alors de sce´nario de transition vers le chaos par intermittence 5. Ces
sce´narios reposent souvent sur la de´stabilisation d’un cycle limite, comme de´crit ini-
tialement par Pomeau et Manneville [51], mais rarement d’un tore. L’intermittence
a` partir d’un tore a e´te´ initialement observe´e expe´rimentalement en convection par
Gollub et Benson [28], puis Maurer et Libchaber [43].
Figure 3.14 – Gauche : se´rie temporelle de la tension a` Rh = 2.6, correspondant au
re´gime d’intermittence. Droite : se´rie temporelle de la tension a` Rh = 3.1, correspon-
dant au re´gime chaotique.
Pour caracte´riser le phe´nome`ne d’intermittence, nous avons calcule´ la distribution
des dure´es τ des phases dites laminaires, comportant des oscillations quasi-pe´riodiques,
en opposition aux phases chaotiques, ou` le signal fluctue de manie`re erratique. La
distribution P est trace´e sur la figure 3.15 avec la dure´e τ adimensionne´e par la
5ce phe´nome`ne est diffe´rent du phe´nome`ne d’intermittence en turbulence qui est caracte´rise´ par
la de´viation des distribution des incre´ments de vitesse de la distribution gaussienne
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fre´quence f1. Sur la figure de gauche, la distribution est repre´sente´e en e´chelle line´aire-
logarithmique et a` droite logarithmique-logarithmique. On constate la pre´sence d’une
bosse a` f1τ ≃ 7 puis une de´croissance de P aux temps longs. Cependant, on ne peut
pas de´terminer si la de´croissance de la distribution est logarithmique ou en loi de
puissance.
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Figure 3.15 – Distribution P (τ) des dure´es des phases laminaires norme´es par f1 pour
Rh = 2.6. A gauche e´chelle linaire-logarithmique et a` droite e´chelle logarithmique-
logarithmique.
Sur la figure 3.14 de gauche, on remarque que le syste`me revient toujours dans
le voisinage du meˆme tore apre`s une bouffe´e chaotique, ou` la tension moyenne est
positive, et ne va jamais sur le tore syme´trique correspondant a` une tension ne´gative.
Les bassins d’attraction correspondant aux deux tores sont donc bien se´pare´s au seuil
de l’intermittence.
On a constate´ qualitativement une augmentation du temps moyen des bouffe´es
chaotiques avec Rh, sans pour autant l’avoir quantifie´e. Lorsque Rh est plus grand que
3.1, les bouffe´es laminaires sont indiscernables et la dynamique semble eˆtre devenue
comple`tement chaotique. La tension fluctue alors autour de la valeur ze´ro de manie`re
erratique (cf figure 3.14 de droite) et le spectre de la tension pre´sente un spectre continu
(cf figure 3.16).
Nous n’avons cependant pas pousse´ l’e´tude de cette transition et des mesures
comple´mentaires seraient ne´cessaires pour caracte´riser plus finement le sce´nario d’in-
termittence et plus spe´cifiquement l’e´volution des bassins d’attractions correspondant
aux deux tores ayant perdu leur stabilite´.
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Figure 3.16 – Spectre de la se´rie temporelle a` Rh = 3.1, correspondant au re´gime
chaotique.
3.6 Re´sume´
Nous avons de´crit dans ce chapitre les diffe´rentes transitions de l’e´coulement pour des
Rh faibles a` partir de l’e´tat laminaire. Entre l’e´tat laminaire et le re´gime chaotique,
nous avons identifie´ quatre bifurcations illustre´es par la figure 3.17
• Une premie`re bifurcation fourche a` Rh = 1.55, dont le nouvel e´tat brise les
syme´tries spatiales de l’e´coulement laminaire. L’attracteur correspondant est un
point fixe.
• Une premie`re bifurcation de Hopf a` Rh = 1.7. Le nouvel e´tat est oscillant avec
une fre´quence f0, brisant l’invariance temporelle. L’attracteur correspondant est
un cycle limite.
• Une seconde bifurcation de Hopf a` Rh = 2. Une nouvelle fre´quence f1, non
commensurable avec f0, apparaˆıt. L’attracteur correspondant est un tore.
• Le tore perd sa stabilite´ pour Rh = 2.6 et l’intermittence apparaˆıt. La dynamique
est alors compose´e de phases laminaires proches du tore et de phases chaotiques,
ou` le syste`me explore une partie de l’espace des phase.
Finalement, l’e´coulement devient chaotique pour Rh > 3.1 et les phases laminaires
sont indiscernables des bouffe´es chaotiques .
61
Figure 3.17 – Illustration des diffe´rents e´tats et bifurcations observe´s lors de la tran-
sition de l’e´tat laminaire au re´gime chaotique.
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4.1 Introduction
Lorsque la turbulence 2D est pleinement de´veloppe´e, les interactions non-line´aires
transfe`rent la plus grande partie de l’e´nergie injecte´e vers les grandes e´chelles. Bien que
la dynamique de l’e´coulement reste chaotique, des e´tudes expe´rimentales et nume´riques
[12, 59, 67] rapportent l’observation d’une structuration de l’e´coulement en amas de
vortex englobe´s par une circulation a` grande e´chelle. Cette structuration semble eˆtre
e´galement pre´sente dans notre expe´rience comme l’illustre la figure 4.1. L’observation
qualitative de notre e´coulement montre que ces structures peuvent avoir des temps de
vie parfois beaucoup plus longs que leur temps de retournement.
L’objectif de ce chapitre est de de´terminer et d’identifier la pre´sence d’une signature
temporelle associe´e a` ces structures cohe´rentes. Nous allons dans cette section e´tudier
les spectres temporels de la vitesse de l’e´coulement a` grande e´chelle UL.
Figure 4.1 – Champ de vitesse obtenu par le suivi de particules. En rouge, une iso-
valeur de la fonction courant ψ estime´e a` partir du champ de vitesse. La circulation
repre´sente´e par la courbe rouge, englobe quatre vortex tournant dans le meˆme sens et
un vortex central tournant dans le sens oppose´.
4.2 Mesures des sondes Vives
4.2.1 Les spectres temporels
Les mesures et les traitements
Nous pre´sentons dans cette section les mesures obtenues par les sondes Vives corres-
pondant aux deux e´lectrodes place´es au centre et proche de la paroi. Nous rappelons
que ce flux nomme´ φL (chapitre 2) correspond a` l’e´coulement moyen dans la cellule.
Nous utiliserons la vitesse moyenne´e UL = φ/(L/2) repre´sente´e sur la figure 4.2. Cette
grandeur est domine´e par la contribution des structures de taille supe´rieure a` L/2.
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Figure 4.2 – Se´rie temporelle de UL, la vitesse moyenne entre le centre et le bord de
la cellule obtenue par les sondes Vives pour Rh = 16.
Les spectres pre´sente´s dans cette section sont calcule´s a` partir de mesures a` champ
magne´tique constant avec B = 9, 8.10−2 T. Le courant injecte´ I est compris entre 7
et 150 A, pour que le parame`tre de controˆle Rh varie de 10 a` 46. Les mesures sont
effectue´es sur des dure´es Tf allant de 5 a` 8 heures. La dure´e maximale de mesure est
contrainte par les variations des conditions expe´rimentales, telles que la tempe´rature
ou l’oxydation de la surface.
Les spectres temporels E(f) de UL(t) sont calcule´s selon
E(f) =
1
Tf
〈UˆL(f)UˆL(f)∗〉 avec UˆL(f) =
∫ Tf
0
UL(t)e
i2piftdt, (4.1)
avec 〈·〉 la moyenne sur les e´chantillons 1. Les spectres E(f) sont repre´sente´s en fonction
de la fre´quence f sur la figure 4.3, pour diffe´rents Rh = [16, 19, 25, 30]. Afin de les
distinguer, ils sont multiplie´s par des puissances de 10 croissantes. Le spectre du bas
correspond a` la mesure avec Rh = 16 et celui du haut avec Rh = 30.
Nous remarquons deux tendances diffe´rentes sur les composantes basses et hautes
fre´quences, se´pare´es par la fre´quence de transition ftr (rond rouge sur la figure 4.3).
Les deux portions du spectre semblent suivre une loi d’e´chelle mais avec un exposant
plus faible pour la partie basse fre´quence (f < ftr). Nous n’avons d’ailleurs pas observe´
de fre´quence de coupure sur la gamme fre´quentielle f < ftr. La coupure du spectre
a` haute fre´quence est situe´e a` la fre´quence fcut. Pour f > fcut, le spectre atteint un
plateau correspondant au bruit de la mesure.
L’analyse syste´matique des fre´quences ftr et fcut montre qu’elles varient en fonction
de Rh (figure 4.4 de gauche). Sur la figure de droite, nous avons divise´ ftr et fcut
respectivement par fL, la fre´quence d’advection a` grande e´chelle et fc = 1/τc, la
fre´quence du forc¸age de´finie dans le chapitre 2. La fre´quence d’advection a` l’e´chelle de
la cellule est de´finie par fL = 〈|UL|〉/L. Quant a` la fre´quence du forc¸age fc, elle est
de´finie par fc =
√
F/L.
Nous remarquons que ces rapports sont presque constants et de l’ordre de 3 pour
ftr/fL et 4 pour fcut/fc. La fre´quence ftr est donc de l’ordre de l’inverse du temps de
1Cette moyenne se fait sur les huit portions du signal de´crites par l’algorithme de la fonction
pwelch de Matlab
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Figure 4.3 – Spectres temporels E(f) de UL de´cale´s pour Rh = [16, 19, 25, 30] (du
bas vers le haut). Afin de les distinguer, ils sont multiplie´s par des puissances de 10
croissantes.Les ronds rouges correspondent a` la transition entre le comportement a`
basse et haute fre´quence. La droite rouge : f−0.7.
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basses fre´quences et fcut (rond noir) la fre´quence de coupure du spectre en fonction de
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retournement de l’e´coulement a` l’e´chelle de la cellule fL et fcut, de l’ordre du temps
du forc¸age fc.
La partie basse fre´quence du spectre
Nous constatons que les spectres aux basses fre´quences suivent une loi de puissance,
comme l’indique la figure 4.5. Ces spectres semblent eˆtre paralle`les a` la courbe rouge
de´finie par la fonction f−α avec α = 0.7.
L’e´tude des exposants α, avec E(f) ∼ f−α, en fonction de Rh ( figure 4.7) montre
que α est presque constant pour Rh compris entre 14 et 30 avec α = 0.7 ± 0.1. Pour
confirmer cette observation, les spectres compense´s par f 0.7 sont repre´sente´s sur la
figure 4.7 de droite, pour Rh = [16, 19, 25, 30]. Afin de les distinguer, ils sont multiplie´s
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par des puissances de 10 croissantes.
Nous remarquons que pour Rh = 30, l’exposant α = 0.7 ne semble plus valide.
En effet pour Rh ∈ [30, 45], l’exposant fluctue beaucoup et varie de 1.1 a` 0.8. Comme
nous le verrons dans le chapitre 5, le syste`me change de re´gime a` Rh = 30 et pre´sente
une dynamique plus cohe´rente, affectant ainsi l’exposant des spectres. Dans la suite de
cette section, nous ne nous inte´resserons qu’a` la gamme de Rh ∈ [14, 20] ou` l’exposant
vaut α = 0.7± 0.1.
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Figure 4.5 – Gauche : exposants α du spectre E(f) de UL aux basses fre´quences tel
que E ∼ f−α, en fonction de Rh. Droite : spectres compense´s avec E(f) · f 0.7 pour
Rh = [16, 19, 25, 30]. Afin de les distinguer, ils sont multiplie´s par des puissances de
10 croissantes.
La pre´sence d’un exposant α compris entre 0.5 et 1.5 pour le spectre aux basses
fre´quences est associe´e a` un phe´nome`ne connu sous le nom de spectre ou bruit en
1/f [64]. Il existe une grande varie´te´ de syste`mes physiques pre´sentant un tel com-
portement. Dans certains cas, l’origine du spectre en 1/f peut eˆtre explique´e par des
transitions stochastiques du syste`me entre plusieurs e´tats [25, 39].
Nous nous inte´resserons aux e´tats qui correspondent aux deux sens de rotation de
l’e´coulement a` l’e´chelle de la cellule, de´termine´es par le signe de UL. L’e´coulement a`
grande e´chelle change de sens de rotation lorsque UL change de signe. Du fait de la
syme´trie du forc¸age, ces deux e´tats sont a priori syme´triques. Nous allons e´tudier le
spectre du signe de UL pour de´terminer si les transitions entre les deux sens de rotation
sont a` l’origine du spectre en 1/f . UL se de´composant comme le produit de son signe
et de sa valeur absolue |UL(t)|, nous pre´senterons aussi les spectres de |UL(t)|.
Nous avons repre´sente´ ces spectres sur la figure 4.6 pour Rh = 25. Le spectre de
|UL| est trace´ en bleu, celui e de UL en noir et le spectre du signe de UL en gris. Le
spectre de UL et celui de son signe pre´sentent de fortes similarite´s aux basses fre´quences
et diffe`rent aux hautes fre´quences. Quant au spectre de |UL| , il pre´sente une pente
plus faible aux basses et hautes fre´quences.
Nous de´finissons αS et αA l’exposant des spectres du signe de UL et de la valeur
absolue de UL aux basses fre´quences. Ces exposants sont repre´sente´s en fonction de
Rh sur la figure 4.7 de gauche, avec α (rond bleu), αS (carre´ rouge) et αA (losange
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Figure 4.6 – En bas spectre de |UL| en bleu, au milieu spectre de UL en noir et en
haut spectre du signe de UL en gris, pour Rh = 25. Afin de les distinguer, ils sont
multiplie´s par des puissances de 10 croissantes.
noir). Les exposants α et αS sont presque e´gaux pour la plupart des points, ce qui est
confirme´ par le calcul du rapport α/αS (rond rouge) tre`s proche de 1 sur la figure de
droite. L’exposant αA varie entre 0.4 et 0.5. Ce comportement cesse pour Rh > 30 ou`
il ne semble plus y avoir de corre´lations entre les exposants α, αS et αA.
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Figure 4.7 – Gauche : αS l’exposant du spectre du signe de UL (carre´s rouges), αA
l’exposant du spectre de la valeur absolue de UL (losanges noirs) et α l’exposant du
spectre de UL (ronds bleus) pour les basses fre´quences, en fonction de Rh. Droite : les
rapports α/αS (carre´s rouges) et α/αA (losanges noirs) en fonction de Rh.
La partie haute fre´quence du spectre
Les hautes fre´quences du spectre correspondent a` la gamme fre´quentielle f ∈ [ftr, fcut].
Elles sont caracte´rise´es par une rapide de´croissance du spectre E(f). La gamme fre´-
quentielle e´tant faible (a` peine une de´cade), il est possible d’approximer la de´croissance
soit par une fonction en loi de puissance avec E(f) ∼ f−γ, soit par une de´croissance
exponentielle avec E(f) ∼ exp (−κf).
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Figure 4.8 – Spectres temporels E(f) de UL avec Rh = [16, 19, 25, 30] pour les hautes
fre´quences. Gauche : repre´sentation du spectre sur une e´chelle logarithme-logarithme
et a` droite sur une e´chelle line´aire-logarithme. Sur la figure de gauche, la courbe rouge
correspond a` une la loi de puissance f−4.
La partie haute fre´quence des spectres est trace´e avec une e´chelle logarithmique sur
la figure 4.8 de gauche, avec Rh = [16, 19, 25, 30]. Les meˆmes spectres sont repre´sente´s
sur une e´chelle semi-logarithmique sur la figure de droite. Sur ces deux figures, les
courbes semblent line´aires. Il est alors difficile de discerner si la de´croissance est en
loi de puissance ou exponentielle. Dans le cas d’une de´croissance en loi de puissance,
l’exposant correspondant le mieux aux courbes est γ = 4. Quant aux coefficients κ, ils
varient de κ = 6 a` 2 secondes pour Rh allant de 10 a` 45.
Discussion sur les gammes fre´quentielles basses et hautes fre´quences
La transition entre le comportement a` basse et haute fre´quence du spectre s’effectue
autour de la fre´quence fL = 1/τL, ou` τL est le temps de retournement de l’e´coulement
a` l’e´chelle de la cellule. Ce temps de retournement (respectivement la fre´quence) est la
borne supe´rieure (infe´rieure) des temps de retournement. En effet, nous avons vu dans
le chapitre 1, que la vorticite´ e´tait concentre´e aux e´chelles du forc¸age. Les e´chelles les
plus grandes sont donc les plus lentes.
Nous avons constate´ que les hautes fre´quences correspondent a` la gamme fre´quen-
tielle f ∈ [fL, fc]. La partie haute fre´quence est donc associe´e a` la signature temporelle
des structures comprises entre la taille de la cellule et celle du forc¸age comme l’illustre
la figure 4.9.
Quant au spectre aux basses fre´quences, il correspond a` des temps plus longs que le
temps de retournement des structures dans l’e´coulement. De plus, l’inverse du temps
de dissipation par friction 1/τe (cf chapitre 2) est de l’ordre de 0.1 Hz pour le champ
magne´tique applique´ B = 0.098T . Les e´chelles temporelles de la partie basse fre´quence
sont aussi plus grandes que le temps dissipatif. Le spectre en 1/f est donc associe´ a` la
pre´sence de structures cohe´rentes dont les temps de vie sont supe´rieurs au temps de
retournement et au temps dissipatif.
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Figure 4.9 – Illustration de l’e´quivalence entre les gammes fre´quentielles et les struc-
tures spatiales. La partie haute fre´quence comporte la signature temporelle des struc-
tures dont la taille est comprise entre l’e´chelle du forc¸age de fre´quence fc jusqu’a`
l’e´chelle de la cellule dont la fre´quence caracte´ristique est fL = 〈|UL|〉/L. La partie
basse fre´quence semble correspondre a` des fre´quences plus faibles que l’inverse des
temps de retournement des structures dans la cellule.
Bilan
Nous avons constate´ dans cette section les quatre points suivants
• Les spectres aux basses fre´quences de UL et son signe suivent la meˆme loi de
puissance f−0.7±0.1 pour Rh < 30.
• Ces basses fre´quences sont plus faibles que l’inverse des temps de retournement
des structures pre´sentes dans l’e´coulement.
• Le spectre temporel de UL aux hautes fre´quences peut suivre soit une loi de
puissance en f−4 soit une de´croissance exponentielle e−κk.
• Les hautes fre´quences correspondent a` la signature spectrale des structures com-
prises entre l’e´chelle du forc¸age et de la cellule L
Dans la section suivante, nous allons e´tudier les caracte´ristiques des changements
de signe de UL pour comprendre l’origine du spectre en 1/f .
4.2.2 Distribution des dure´es entre changements de signe
Dans la section pre´ce´dente, nous avons montre´ que l’origine du spectre en 1/f de UL
est lie´e au changement de signe de UL. Parmi les diffe´rentes proprie´te´s statistiques du
signe de UL, nous nous inte´resserons a` la distribution des dure´es τ entre changements
de signe successifs. Nous constatons sur la figure 4.10 que la vitesse UL change de signe
sur des intervalles τ , qui semblent varier fortement.
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Figure 4.10 – Se´rie temporelle de UL pour Rh = 26. On de´finit τ comme la dure´e
entre deux changements de signe successifs.
On de´finit P (τ) comme la distribution des dure´es entre deux changements de signe,
ou` P (τ)dτ est la probabilite´ que UL reste dans une phase de signe constant pendant
une dure´e comprise entre τ et τ + dτ .
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Figure 4.11 – Distribution des temps entre changements de signe P (τ) pour Rh = 26
a` gauche et Rh = 34 a` droite. La droite en bleu correspond a` la loi de puissance aux
temps courts et en rouge celle aux temps longs. Pour Rh = 34, on a la meˆme loi pour
les temps courts et longs.
Les distributions P (τ) pour Rh = 26 et Rh = 34 sont trace´es sur les figure 4.11.
Nous remarquons qu’elles suivent des lois de puissance distinctes selon que les temps
sont courts et longs. On peut e´crire P (τ) avec τ ∈ [τi, τf ] telle que
P (τ) ∼


τ−β1 pour τ ∈ [τi, τtr]
τ−β2 pour τ ∈ [τtr, τf ]
(4.2)
Les dure´es τi et τf sont respectivement la dure´e la plus courte et la plus longue entre
deux changements de signe. τtr est la dure´e de transition entre la gamme des temps
courts et celle des temps longs. β1 et β2 sont les exposants caracte´risant le comporte-
ment de la distribution, respectivement, a` bas et haut τ .
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Figure 4.12 – Exposant des lois de puissance de P (τ) ∼ τ−β avec β2 (en rouge) pour
les courtes dure´es entre changements de signe et β1 (en bleu), pour les longues dure´es.
Les exposants β1 (en bleu) et β2 (en rouge) sont repre´sente´s sur la figure 4.12. β1
varie de 0.9 pour Rh < 30 a` 1.6 pour Rh > 35. La variation de β2 est plus significative.
Pour Rh plus petit que 30, β2 est compris entre 2 et 3. Puis pour Rh plus grand que
30, β2 et β1 sont du meˆme ordre. Les barres d’erreurs sont importantes pour Rh < 30
car elles sont calcule´es pour diffe´rentes gammes [τtr, τf ], et l’exposant est tre`s sensible
au choix de τf .
Cependant en superposant toutes les courbes P (τ) pour Rh < 30 sur la figure 4.13
de gauche, nous constatons que la distribution suit la loi τ−2.25 illustre´e par la droite
rouge aux temps longs.
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Figure 4.13 – Gauche : superposition des diffe´rentes distributions P (τ) pour Rh ∈
[15 : 30] avec la loi de puissance en rouge τ−2.25. Droite : exposant des lois de puissance
de P (τ) aux temps longs β2 (en rouge) et aux temps courts β1 (en bleu).
Les temps τtr de transition sont repre´sente´s sur la figure 4.13 de droite en fonction de
Rh. Ces temps sont compare´s a` l’inverse des fre´quences de transition ftr entre la partie
basse et haute fre´quence des spectres. Nous constatons que ces temps sont du meˆme
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ordre, soit τtr ≈ 1/ftr. Il semble exister une correspondance entre le comportement
aux temps longs de P (τ) et la partie basse fre´quence du spectre E(f) pour Rh < 30.
Dans la suite du chapitre on confondra β avec β2 l’exposant de la distribution aux
temps longs pour Rh < 30.
4.2.3 Comparaison entre les exposants du spectre et de la
distribution
Nous avons montre´ dans la section pre´ce´dente qu’il existe une loi d’e´chelle pour les
longues dure´es de la distribution P (τ). Cependant le calcul de l’exposant β de la
distribution P (τ) est relativement sensible a` la gamme choisie pour l’estimation.
Pour comparer les diffe´rents exposants sur les meˆmes e´chelles, nous avons cal-
cule´ l’exposant β sur la gamme temporelle τ correspondant exactement a` la gamme
fre´quentielle des basses fre´quences du spectre, ou` l’exposant α est calcule´. Les deux
exposants α et β sont donc calcule´s tels que

E(f) ∼ f−α avec f ∈ [ftr, ff ]
P (τ) ∼ τ−β avec τ ∈ [f−1f , f−1tr ]
. (4.3)
Nous se´lectionnons initialement la gamme fre´quentielle sur le spectre pour l’esti-
mation de α puis nous la reportons sur la gamme temporelle pour calculer l’exposant
de la distribution. Sur la figure 4.14 sont repre´sente´s en rouge les exposants α, en bleu
β et en noir leur somme α + β pour Rh < 30.
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Figure 4.14 – Valeurs de α l’exposant du spectre aux basses fre´quences, β l’exposant
de la distribution aux temps longs et α + β en fonction de Rh.
β est presque constant et vaut β = 2.25 ± 0.25. Quant a` la somme β + α, elle
fluctue autour de la valeur 3. En effet comme β ≃ 2.25 et α ≃ 0.7, la somme vaut
alors 2.9 ± 0.35. Les donne´es expe´rimentales indiquent qu’il existe une relation entre
α et β car leur somme est constante. Comme on le verra par la suite, lorsqu’un signal
a des temps de polarite´ constante distribue´s selon P (τ) ∼ τ−β avec β ∈ [2, 3[, alors
l’exposant du spectre est donne´e par la formule α = 3−β. Les donne´es expe´rimentales
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sont donc en bon accord avec la pre´diction the´orique. L’e´tude the´orique de la relation
entre les changements de signe et le spectre en 1/f sera de´veloppe´e dans la dernie`re
section de ce chapitre.
4.3 Mesures par sondes Doppler ultrasoniques
Les mesures et le traitement
Les re´sultats pre´sente´s dans les sections pre´ce´dentes ont e´te´ obtenus en e´tudiant la
composante grande e´chelle de l’e´coulement turbulent graˆce a` la sonde Vives. La mesure
Doppler acoustique ayant une bonne re´solution temporelle et spatiale (chapitre 2),
nous pouvons ainsi e´tudier les spectres des diffe´rentes e´chelles spatiales.
Le profil de vitesse conside´re´ est compose´ de 116 points espace´s de 0.9mm 2. La
localisation de la sonde est illustre´e sur la figure 4.16 de gauche. Les points sont
de´termine´s par l’abscisse ξ comprise entre 0 (la position de la premie`re paroi, cf figure
4.16) et L′ = 104.4 millime`tres (un peu avant la seconde paroi). La dure´e de la mesure
est de 4h30 avec une fre´quence d’acquisition de 3.7Hz. La mesure pre´sente´e dans cette
section a e´te´ effectue´e avec Rh = 26.
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Figure 4.15 – Profils spatio-temporels udop(ξ, t) de la mesure Soppler pour Rh = 26.
Un e´chantillon du profil spatio-temporel obtenu udop(ξ, t) est repre´sente´ sur la figure
4.15. Les changements de sens de rotation de l’e´coulement a` grande e´chelle sont clai-
rement visibles avec les alternances de bandes de couleur bleue et rouge. L’e´coulement
a` grande e´chelle est quantifie´ par la vitesse UdopL′ , la vitesse moyenne du profil entre
ξ = 0 et L′ telle que
UdopL′ (t) =
1
L′
∫ L′
0
udop(ξ, t)dξ (4.4)
Un extrait de la se´rie temporelle de UdopL′ est trace´ sur la figure 4.16 de droite.
2avec un recouvrement sur chaque mesure de 4mm afin d’obtenir des mesures locales moins inter-
mittentes
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Figure 4.16 – A gauche : position de la sonde doppler. A droite : se´rie temporelle de
UdopL (t) = 1/L
′
∫
udop(ξ, t)dξ pour Rh = 26.
Nous de´composons le profil spatial en une somme de sinus (cf chapitre 2), tel que
udop(ξ, t) =
nmodes∑
i=1
uˆdop(nξ, t) sin
(
nξξ
π
L′
)
(4.5)
Avec nmodes = Np le nombre de points dans la direction ξ. Cette de´composition permet
de connaˆıtre la dynamique temporelle des e´chelles de longueur d’onde L′/nξ.
Spectres temporels des diffe´rentes e´chelles spatiales
Le spectre temporel de UdopL′ comporte sur la gamme fre´quentielle f = [2.10
−2, 1.10−1]
Hz un spectre en E(f) ∼ f−1 (cf figure 4.17). L’exposant diffe`re de celui mesure´ avec
les sondes Vives qui vaut α = 0.7.
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Figure 4.17 – Spectre temporel de UdopL avec aux basses fre´quence E(f) ∼ f−α ou`
α = 1 pour Rh = 26.
Les spectres des composantes de Fourier spatiales uˆdop(nξ, t) de l’e´quation 4.5 com-
portent aussi un spectre en 1/f . Sur la figure 4.18, les exposants α des diffe´rentes
composantes de Fourier et de leur signe, αS, varient entre α = 0.5 et 1.2.
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Figure 4.18 – Exposants α (en bleu) des lois de puissances aux basses fre´quences des
diffe´rentes composantes de Fourier nξ et en rouge, exposants des spectres du signe des
composantes de Fourier spatiales.
La mesure Doppler donne aussi acce`s aux mesures locales du signal. On calcule
alors pour chaque point ξ le spectre temporel E(ξ, f) de la vitesse locale udop(ξ, t). Le
spectre local en ξ = 54.5mm est trace´ sur la figure 4.19 de gauche. Il existe bien une
loi d’e´chelle aux basses fre´quences et α (e´gal a` 0.8).
Ce calcul est ge´ne´ralise´ pour les diffe´rentes positions ξ sur la figure de droite (rond
noir). Les losanges noirs correspondent a` l’exposant du spectre du signe de udop(ξ, t).
Mis a` part la re´gion ou` le signal est faible (ξ < 2 cm), le spectre local comporte des
exposants α compris entre 0.7 et 1.1. Pour x ∈ [6, 10] cm, le spectre local est du meˆme
ordre que celui de UdopL (α ≈ 1.1) et c’est aussi sur cette gamme que les exposants α
et αS sont presque e´gaux.
Nous avons aussi ve´rifie´ que cette zone contenait le plus d’e´nergie en moyenne
〈v2〉(ξ). Les proprie´te´s spectrales de UdopL semblent eˆtres controˆle´es par les proprie´te´s
locales dans la zone x ∈ [6, 10] cm.
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Figure 4.19 – A gauche spectre de ux(x, t) avec ξ = 54.5mm. L’exposant vaut α = 0.8.
A droite α (en noir) en fonction de la position ξ de la mesure, et en bleu l’exposant
pour le spectre du signe de uξ(ξ, t).
Nous avons donc constate´ les proprie´te´s suivantes :
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• La composante grande e´chelle UdopL ainsi que les composantes de Fourier spatiales
pre´sentent des spectres temporels en 1/f , mais avec des exposants le´ge`rement
diffe´rents compris entre 0.7 et 1.
• La mesure locale indique aussi la pre´sence d’un spectre en 1/f dont l’exposant
varie selon la position x de la mesure.
• Pour toutes ces mesures, on retrouve le meˆme exposant aux basses fre´quences
entre le spectre du signal et le spectre de son signe.
Les mesures obtenues graˆce a` la sonde Doppler ont confirme´ la pre´sence d’un spectre
en 1/f avec des exposants compris entre 0.7 et 1 pour des mesures locales et globales.
Nous pouvons conclure que meˆme si l’exposant diffe`re de celui de la mesure Vives,
les exposants des spectres observe´s dans cette section sont e´galement controˆle´s par les
changements de signe du signal.
4.4 Observation de structures cohe´rentes dans l’es-
pace physique
Dans les pre´ce´dentes sections, nous avons montre´ que l’origine du spectre en 1/f e´tait
lie´ a` la pre´sence de longues phases durant lesquelles l’e´coulement a` grande e´chelle
gardait le meˆme sens de rotation. Nous allons dans cette section de´terminer si ces
longues phases sont associe´es a` une structure particulie`re de l’e´coulement.
Pre´sentation des re´sultats
Nous pre´sentons donc l’observation d’une de ces phases graˆce au champ de vitesse
obtenu par le suivi de particules. Soit 〈uθ〉, la moyenne des composantes azimutales
des vitesses des particules, telle que
〈uθ〉(t) = 1
np
np∑
i=1
u(xi, yi, t) · eθ (4.6)
avec np le nombre de particules, (xi, yi) la position de la i-e`me particule. Cette gran-
deur permet de mesurer la rotation moyenne de l’e´coulement dans la cellule. La se´rie
temporelle de 〈uθ〉 est repre´sente´e sur la figure 4.20 de gauche. Son amplitude varie
entre ±0.05 m/s, une vitesse du meˆme ordre que UL. Nous constatons que 〈uθ〉 com-
porte aussi des phases de polarite´ constante de diffe´rentes dure´es. Dans la suite de la
section, on s’inte´ressera plus particulie`rement a` la zone en rouge, qui correspond a` une
longue phase de 40 secondes de polarite´ constante comprise entre 130 et 170 secondes.
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Figure 4.20 – Gauche : se´rie temporelle de 〈uθ〉, la vitesse angulaire moyenne´e sur les
particules, obtenue a` partir du champ de vitesse du suivi de particules. Droite : zoom
sur la portion de courbe en rouge.
Durant cette phase ou` l’e´coulement tourne dans le sens anti-horaire, la structure
du champ de vitesse va explorer diffe´rentes configurations. La figure 4.20 de droite
correspond a` un zoom de la phase longue, ou` quatre instants diffe´rents sont indique´s
par des ronds rouges. Ils sont espace´s de 1.6 secondes et correspondent a` quatre confi-
gurations du champ de vitesse, illustre´es par les figures 4.21 et 4.22. Sur la colonne
de gauche, on a repre´sente´ le champ de vitesse des particules superpose´ au champ de
vorticite´. Sur la colonne de droite, on a trace´ les lignes de courant de l’e´coulement,
correspondant a` des iso-valeurs de la fonction de courant ψ. Les lignes de courant et
le champ de vorticite´ ont e´te´ calcule´s a` partir du champ de vitesse filtre´ ul(x, y)(cf
chapitre 1) avec l = 1.12cm. La vorticite´ est exprime´e en Hertz.
Analyse des re´sultats
Les lignes de courant indiquent bien la pre´sence d’un e´coulement a` l’e´chelle de la cellule,
mais la structure du champ de vorticite´ diffe`re entre les diffe´rents instants. Pour les
instants 1 et 2, nous constatons que l’e´coulement a` grande e´chelle est principalement
constitue´ d’un grand tourbillon. Alors que pour l’instant 3, l’e´coulement est structure´
par deux tourbillons co-rotatifs par rapport a` la circulation grande e´chelle et un central
contra-rotatif, formant ainsi un tripoˆle de tourbillons [63]. Quant a` l’instant nume´ro 4,
l’e´coulement a une structure beaucoup plus complexe avec au moins trois tourbillons
co-rotatifs. Tous ces tourbillons ont une vorticite´ grande e´chelle de l’ordre du Hertz,
que l’on peut associer a` l’inverse du temps de retournement de ces structures.
Discussion
Nous avons montre´ que l’e´tat UL < 0 ne correspondait pas a` une structure particulie`re
de l’e´coulement. Meˆme si l’e´coulement est domine´ par une circulation grande e´chelle
de signe donne´, le champ de vorticite´ change comple`tement de configuration sur des
dure´es de l’ordre du temps de retournement des vortex.
Pour faire une analogie avec la physique statistique, on peut conside´rer que le
syste`me explore diffe´rents micro-e´tats, associe´s a` diffe´rentes configurations de vorticite´,
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qui correspondent a` une meˆme observable, le sens de la rotation moyenne.
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Figure 4.21 – Gauche : champ de vorticite´ a` grande e´chelle pour diffe´rents instants
de la phase de longue polarite´ de la figure 4.20. Droite : lignes de courant associe´es
aux diffe´rents instants.
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Figure 4.22 – Gauche : champ de vorticite´ a` grande e´chelle pour diffe´rents instants
de la phase de longue polarite´ de la figure 4.20. Droite : lignes de courant associe´es
aux diffe´rents instants.
4.5 Un mode`le pour les spectres en 1/f
4.5.1 Introduction
Il existe une importante litte´rature sur les signaux pre´sentant un spectre en 1/f .
Ils apparaissent dans un grand nombre de phe´nome`nes physiques, ge´ophysiques ou
astrophysiques [6, 42, 52, 64]. Du fait de la diversite´ des origines physiques du bruit
en 1/f , il existe plusieurs the´ories et mode`les expliquant la source de ce bruit.
Nos re´sultats expe´rimentaux ont montre´ que le spectre en 1/f e´tait lie´ aux chan-
gements de signe de la rotation moyenne dans l’e´coulement. La distribution P (τ)
des dure´es entre deux changements de signes successifs pre´sente une de´croissance aux
temps longs en loi de puissance P (τ) ∼ τ−β avec β = 2.25. De plus, la gamme tempo-
relle associe´e a` l’exposant β correspond a` la gamme fre´quentielle du spectre en 1/f .
Le premier objectif de cette section est de comprendre le rapport entre le spectre
aux basses fre´quences et la distribution P (τ). Puis, nous nous inte´resserons au me´-
canisme de ge´ne´ration d’une loi de puissance pour P (τ) dans la prochaine section.
81
4.5.2 Discussion sur un mode`le classique de bruit en 1/f
Un des me´canismes souvent invoque´ pour expliquer le bruit en 1/f est la superposition
de processus de relaxation [1]. Cet argument est parfois associe´ a` la the´orie de ”self
organised criticality” pour les syste`mes hors-e´quilibres.
Nous conside´rons des syste`mes qui une fois perturbe´s, relaxent vers l’e´quilibre avec
un temps caracte´ristique τr, tel que la fonction d’auto-corre´lation d’une observable
de´croˆıt exponentiellement
C(t) ∼ e− tτr et E(f) ∼ τr
1 + 4π2f 2τ 2r
, (4.7)
ce qui implique que le spectre E(f) est une fonction lorentzienne. Le mode`le repose
sur l’existence d’un continuum de temps de relaxation τr dans le syste`me, tel que la
probabilite´ de relaxer avec un temps τr est donne´e par la distribution P (τr) ∼ τ−βrr . Le
syste`me e´tant continuellement hors-e´quilibre, le spectre va comporter la contribution
des diffe´rents temps de relaxation, et on estime leur contribution au spectre
E(f) ∼
∫
P (τr)
(
τr
1 + 4π2f 2τ 2r
)
dτr. (4.8)
En de´veloppant puis en effectuant le changement de variable u = fτr, on obtient
E(f) ∼
∫
τ−βr+1r
1 + 4π2f 2τ 2r
dτr
∼ fβr−2
∫
u−βr+1
1 + 4π2u2
du.
(4.9)
En posant E(f) ∼ f−αr , on a alors d’apre`s l’e´quation 4.9, la relation suivante αr+βr =
2. Or nos re´sultats expe´rimentaux diffe`rent de cette pre´diction, car d’apre`s la figure
4.14, nous observons α + β = 3. La superposition de processus de relaxation ne peut
donc pas expliquer le bruit en 1/f dans notre expe´rience.
4.5.3 The´orie du renouvellement et spectre en 1/f
Cadre the´orique et position du proble`me
Nous souhaitons expliquer la relation observe´e entre l’exposant β de la distribution et
l’exposant α du spectre de UL et de son signe. Nous allons donc montrer l’origine de
la relation α + β = 3 observe´e expe´rimentalement.
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Figure 4.23 – Illustration du signal u(t), la re´alisation du processus de renouvellement
entre les e´tats ±1, ou` les temps d’attente τ entre changements de signes sont distribue´s
par P (τ).
L’e´tude des processus ale´atoires constitue´s de se´ries d’e´ve`nements ale´atoires se
nomme the´orie du renouvellement. Dans notre proble`me, les e´ve´nements correspondent
a` des transitions entre χ = ±1, espace´s par des dure´es τ inde´pendamment distribue´es
selon la loi P (τ). A` chaque re´alisation de ce processus comportant N e´ve`nements,
est associe´e la se´rie (τ1, τ2, · · · , τN). Soit u(t) (cf figure 4.23), une re´alisation de ce
processus valant χk = ±1 pendant la k-ie`me polarite´ telle que
u(t) = χk avec t ∈ Ik = [Tk, Tk+1] ou` Tk =
k∑
i=1
τi (4.10)
et χk+1 = −χk. On s’inte´ressera aux distributions P (τ) telles que pour τ > τc, P (τ) suit
une loi de puissance τ−β avec β > 2, pour que le moment d’ordre 1 de la distribution
P (τ) soit de´fini. Nous souhaitons donc calculer le spectre E(f) de u(t).
Calcul du spectre par arguments qualitatifs
Nous pre´sentons ici un calcul du spectre a` partir d’arguments qualitatifs. Une de´-
monstration plus comple`te est pre´sente´e dans l’article de Niemann et al. [48]. Notre
de´monstration vise a` montrer que la fonction d’auto-corre´lation temporelle C(t) de
u(t) admet une de´croissance en loi de puissance, due a` la pre´sence d’e´ve`nements longs.
Puis nous calculerons le spectre a` partir de la fonction de corre´lation graˆce au the´ore`me
de Wiener-Khintchine
E(f) =
∫
C(t) exp(iωt)dt (4.11)
avec C(t) la fonction d’auto-corre´lation temporelle du signal u(t) de´finie par
C(t) =
1
Tf
∫ Tf
0
u(t′ + t)u(t′)dt′ (4.12)
avec Tf , la dure´e du signal. Pour t = 0, l’auto-corre´lation vaut 1 car le produit u(t
′ +
t)u(t′) est e´gal a` 1 sur tout le domaine. L’inte´grale vaut alors Tf . Pour t > 0, ce produit
vaut
u(t′ + t)u(t′) = χkχl (4.13)
ou` les indices l et k correspondent aux phases avec t′ ∈ Tl et t′ + t ∈ Tk. L’auto-
corre´lation de´croˆıt pour t > 0 a` cause des contributions ne´gatives des phases l et k,
telles que χkχl = −1.
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Figure 4.24 – Sche´ma illustrant le calcul de l’auto-corre´lation. Pour t grand, seuls les
phases de polarite´ constante telles que τ > t, vont contribuer positivement a` l’auto-
corre´lation, le reste se moyennant a` ze´ro. La contribution des ces e´ve`nements est
ponde´re´e par τ − t.
Nous souhaitons calculer l’auto-corre´lation en passant du domaine temporel a` l’es-
pace des re´alisations en supposant que le syste`me est ergodique. Nous allons donc
estimer la contribution des phases de dure´e τ de probabilite´ P (τ) a` la fonction d’auto-
corre´lation.
Nous estimons que les phases τ < t ne contribuent pas a` l’auto-corre´lation car le
produit u(t′)u(t′ + t) doit eˆtre de moyenne nulle sur toutes les phases de dure´e τ < t.
Nous conside´rons donc seulement les phases de dure´e τ > t, car le produit u(t)u(t+ t′)
reste e´gal a` un pendant une dure´e e´gale a` τ − t (cf figure 4.24).
L’auto-corre´lation est donc domine´e par la contribution des phases de dure´e τ > t
ponde´re´e par la dure´e t− τ , soit
C(t) ≃ 1
Tf
∫ Tf
t
(τ − t)n(τ)dτ pour 1≪ t≪ Tf , (4.14)
ou` t≪ Tf et n(τ) le nombre de phases de dure´e τ . Le nombre n(τ) est e´gal au nombre
total N de changements de signe pendant le temps Tf , multiplie´ par la distribution
P (τ). On sait que N est e´gal a` la dure´e de la mesure Tf divise´e par le temps moyen
〈τ〉 qui est fini pour β > 2. Ainsi
C(t) ≃ 1
Tf
∫ Tf
t
(τ − t) Tf〈τ〉P (τ)dτ
=
1
〈τ〉
∫ Tf
t
(τ − t)P (τ)dτ
(4.15)
Dans la suite, on conside`re Tf tre`s grand et nous e´tendons l’inte´grale a` Tf = ∞. La
distribution P (τ) n’a pas encore e´te´ spe´cifie´e. Pour ve´rifier cette formule, prenons un
cas test. Si on suppose que la loi est Poissonienne telle que P (τ) = λ exp(λt), alors
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C(t) =
1
〈τ〉
∫ ∞
t
(τ − t)λ exp(−λt)dτ
= exp(−λt)
∫ ∞
0
u exp(−u)du
(4.16)
avec le changement de variable u = λ(τ − t). On retrouve bien la de´croissance expo-
nentielle associe´e a` la loi de Poisson. Posons maintenant P (τ) = Kτ−β avec K une
constante de renormalisation. L’e´quation 4.15 est alors e´gale a`
C(t) =
K
〈τ〉
∫ ∞
t
(τ − t)τ−βdτ (4.17)
L’inte´gration de ce polynoˆme donne
C(t) =
K
〈τ〉
(
1
β − 2 +
1
β − 1
)
t2−β (4.18)
Nous retiendrons que l’auto-corre´lation de´croˆıt en t2−β. Ce calcul permet de montrer
que ce sont les e´ve`nements rares qui contribuent essentiellement a` l’auto-corre´lation
aux temps longs. Quant au spectre, on a par le the´ore`me de Wiener-Khintchine
E(f) =
∫
C(t) exp(i2πft)dt
∼
∫
t2−β exp(i2πft)dt
∼ fβ−3
∫
u2−β exp(i2πu)du
(4.19)
avec le changement de variable u = f · t. On retrouve bien la relation suivante entre
l’exposant β de la distribution et α du spectre
α+ β = 3 pour 2 < β < 3. (4.20)
Nous n’avons conside´re´ que le cas ou` β > 2. Ce re´sultat est ne´anmoins valide pour
1 < β < 2 mais ne´cessite un calcul plus complexe [48].
4.6 Un mode`le de processus stochastique pour la
distribution P (τ )
4.6.1 Introduction
Dans les pre´ce´dentes sections, nous avons montre´ que l’exposant α du spectre e´tait
controˆle´ par l’exposant β de la distribution P (τ). Il reste donc a` de´terminer l’origine de
la loi de puissance de P (τ). Il existe un grand nombre de mode`les pouvant engendrer
un tel comportement et nous nous focaliserons dans cette section sur la mode´lisation
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de ces changements de signe par un processus stochastique de renouvellement entre
deux e´tats.
Conside´rons un espace des phases scinde´ en deux parties : un attracteur A, cor-
respondant a` la valeur u = +1, et un attracteur B correspondant a` la valeur u = −1.
Le syste`me peut passer de l’attracteur A a` B avec une probabilite´ ΓA→B(τ) sachant
qu’il est dans l’attracteur A depuis un temps τ et re´ciproquement pour ΓB→A(τ). Par
commodite´, on pose Γ(τ) = ΓA→B(τ) et Γ
′(τ) = ΓB→A(τ). On suppose Γ continue en
τ . La probabilite´ pour que le syste`me dans l’attracteur A a` l’instant t y soit encore a`
un instant t+ dt sachant qu’il y est depuis une dure´e τ est alors e´gale a` 1− Γ(τ)dτ .
Figure 4.25 – Sche´ma du processus stochastique de transition entre deux e´tats A et
B.
Les transitions successives vont engendrer la fonction u(t) avec des dure´es τ dans
chaque polarite´ distribue´es ale´atoirement et de manie`re inde´pendante. Dans les pro-
chaines sections, nous allons de´velopper le mode`le mathe´matique qui permet de relier
Γ(τ) a` la probabilite´ P (τ) de rester pendant un temps total τ dans une polarite´.
4.6.2 L’e´quation maˆıtresse
Dans cette section, nous allons montrer comment la fonction Γ(τ) qui de´finit le pro-
cessus stochastique, de´termine la loi P (τ). Nous conside´rons Γ(τ) et Γ′(τ) e´gales, c’est
a` dire que que la probabilite´ de transiter de l’attracteur A vers B est la meˆme que
celle de transiter de B vers A.
Nous de´finissons la fonction f(τ) comme la probabilite´ de rester dans un attracteur
pendant au moins une dure´e τ . Cette fonction est lie´e a` la loi P (τ) par
P (τ)dτ = f(τ)− f(τ + dτ) soit P (τ) = −df
dτ
. (4.21)
La probabilite´ P (τ)dτ de rester pendant une dure´e totale τ dans un attracteur est
e´gale a` la diffe´rence entre la probabilite´ de rester au moins un temps τ et celle de
rester au moins un temps τ + dτ dans l’attracteur. En passant a` la limite, on obtient
le second terme de l’e´quation qui de´finit P (τ) comme l’oppose´e de la de´rive´e de f(τ).
Nous allons poser l’e´quation maˆıtresse, qui lie f(τ+dτ) a` f(τ). Ainsi la probabilite´
f(τ + dτ) est e´gale a` la probabilite´ d’eˆtre dans l’attracteur depuis au moins une dure´e
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τ , multiplie´e par la probabilite´ d’y rester sachant que le syste`me y est depuis une dure´e
τ . La probabilite´ de rester dans l’attracteur valant 1 − Γ(τ)dτ , f(τ + dτ) est donne´e
par
f(τ + dτ) = f(τ) [1− Γ(τ)dτ ] (4.22)
En passant a` la limite dτ → 0, on a l’e´quation diffe´rentielle suivante
df(τ)
dτ
= −Γ(τ)f(τ) (4.23)
Les solutions sont donc de la forme
f(τ) = exp
(
−
∫ τ
0
Γ(τ ′)dτ ′
)
(4.24)
avec comme condition f(0) = 1. En combinant les e´quations 4.21 et 4.23 et en utilisant
l’e´quation ci-dessus, nous pouvons calculer P (τ) en fonction de Γ(τ)
PA(τ) = Γ(τ)f(τ)
= Γ(τ) exp
(
−
∫ τ
0
Γ(τ ′)dτ ′
) (4.25)
Supposons que le processus soit markovien avec Γ une constante. Cette configuration
correspond a` un processus de Poisson ou` la probabilite´ de transiter est inde´pendante
du temps. On a alors le re´sultat suivant
P (τ) = Γ exp (−Γτ) . (4.26)
On a montre´ dans la section pre´ce´dente que cette distribution est associe´e a` une
fonction d’auto-corre´lation exponentielle, dont le spectre est donne´ par une fonction
lorentzienne. Il est donc ne´cessaire d’introduire un effet me´moire pour obtenir une
distribution en loi de puissance.
4.6.3 Processus non-markovien : Γ de´pendant du temps
Nous allons utiliser un mode`le classique [68] de taux de transition Γ(τ) de´pendant du
temps
Γ(τ) =
ν
θ + τ
, (4.27)
avec ν > 0 et θ un temps caracte´ristique pour que Γ ne diverge pas en τ = 0. La
probabilite´ de transiter Γ(τ)dτ de´croˆıt dans le temps : plus le syste`me reste longtemps
dans l’attracteur, plus faible est la probabilite´ de s’en e´chapper. Ce me´canisme permet
d’engendrer des e´ve´nements longs. Ainsi la primitive de Γ est∫ τ
0
Γ(τ ′)dτ ′ =
∫ τ
0
ν
θ + τ
dτ ′ = − ln
[(
θ
θ + τ
)ν]
. (4.28)
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Meˆme si le taux Γ(τ) tend vers 0 aux temps longs, la probabilite´ que le syste`me se soit
renverse´ au bout d’un temps τ augmente donc comme le logarithme de τ . Finalement,
graˆce a` l’e´quation 4.24, f vaut
f(τ) =
(
θ
θ + τ
)ν
(4.29)
Quant a` P (τ)
P (τ) = Γ(τ)f(τ) = νθν (θ + τ)−(ν+1) (4.30)
On a donc une loi de puissance P (τ) ∼ τ−β pour τ ≫ θ telle que β = ν + 1. Le
processus de renouvellement, associe´ a` une probabilite´ de transition de´termine´e par
l’e´quation 4.27, engendre une distribution de changements de signe avec un exposant
β ∈]1, 3[ si ν ∈]0, 2[.
4.6.4 Simulations du processus stochastique non-markovien
Pre´sentation de la simulation
Nous allons pre´senter l’algorithme permettant de simuler le processus stochastique
pre´sente´ pre´ce´demment. Soit η une variable ale´atoire dont la valeur est donne´e par
une loi uniforme entre 0 et 1. Les tirages sont inde´pendants. Le syste`me reste dans
l’attracteur A, avec u(t) = 1, sachant qu’il y est depuis une dure´e τ , si
η > Γ(τ)dt avec Γ(τ) =
ν
θ + τ
(4.31)
Ainsi si le syste`me reste dans l’attracteur, un nouveau tirage η est re´alise´ avec une
nouvelle probabilite´ de transition valant Γ(τ + dt). Ainsi de suite tant que l’ine´galite´
est ve´rifie´e. Dans le cas contraire, la dure´e τ est re´initialise´e a` ze´ro ; le syste`me passe
de A a` B et u(t+ dt) = −u(t). Cet algorithme engendre ainsi la se´rie temporelle u(t).
Conside´rons le cas ge´ne´ral, ou` le syste`me n’est pas syme´trique entre l’attracteur A et
B, soit
Γ(τ) =
ν1
θ + τ
et Γ′(τ) =
ν2
θ + τ
, (4.32)
avec ν1 et ν2 a` priori diffe´rents et θ identique dans les deux cas. Nous allons conside´rer
les trois cas suivants dans la suite
• Le cas syme´trique ou` ν1 = ν2.
• Le cas faiblement dissyme´trique ν1 < ν2.
• Le cas fortement dissyme´trique ν1 ≪ ν2.
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Cas syme´trique ν1 = ν2
Dans le cas syme´trique, on pose ν e´gal a` ν1 et ν2. θ est fixe´ a` 10
−1 , le pas de temps
dt a` 10−2 et ν varie de 0.5 a` 2.5. La dure´e de la se´rie temporelle est fixe´e a` Tf = 5.10
3,
c’est a` dire qu’il y a 5.105 pas de temps. On calcule ensuite le spectre et la distribution
des temps dans chaque polarite´ a` partir de la se´rie temporelle u(t). Cet algorithme est
re´pe´te´ typiquement 1000 fois afin de converger le spectre et la distribution (cf figure
4.26).
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Figure 4.26 – Gauche : spectres obtenus dans le cas syme´trique ν1 = ν2 = ν . Droite :
distributions des dure´es entre changements de signe pour les meˆmes parame`tres de la
figure de gauche.
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Figure 4.27 – Exposants α des spectres (en bleu), tels que E(f) ∼ f−α, exposants β
des distributions (en rouge), tels que P (τ) ∼ τ−β en fonction de ν. La somme α + β
des deux exposants (en noir) est constante et vaut 3 pour ν ∈ [0.5, 2[.
Les re´sultats des simulations du processus stochastique sont pre´sente´s sur la figure
4.27. On de´finit α l’exposant des spectres, tels que E(f) ∼ f−α, et β l’exposant des
distributions, telles que P (τ) ∼ τ−β. Les exposants α (en bleu), β (en rouge) et leur
somme α + β (en noir) sont repre´sente´s en fonction de ν sur la figure 4.27. La figure
montre bien l’accord avec la the´orie avec β = ν + 1, pour 0.5 < ν < 2 correspondant
a` 1.5 < β < 3.
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Quant aux exposants α, ils suivent bien la relation α = 2 − ν ou α + β = 3 pour
ν < 2. Tre`s proche du point ν = 2, α est le´ge`rement supe´rieur a` la valeur the´orique.
En effet, en ν = 2 et β = 3, le spectre ne suit pas une loi de puissance [38] mais de´croˆıt
comme le logarithme de f , c’est a` dire
E(f) ∼ − log(fθ) (4.33)
Sur la figure 4.28, le spectre E(f) pour ν = 2 est divise´ par − log(fθ). Nous constatons
que sur au moins deux de´cades la courbe est plate, validant ainsi la formule 4.33. Ainsi
dans la limite ν plus petit et tendant vers 2, la convergence demande un grand nombre
de re´alisations.
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Figure 4.28 – Spectre E(f) compense´ par − log(θf) pour ν = 2 dans le cas
syme´trique.
Cas dissyme´trique
Nous allons nous inte´resser a` l’effet d’une dissyme´trie sur les transitions entre les
attracteurs A et B. Nous de´finissons la probabilite´ de transition de l’attracteur A vers
B (resp de B vers A) telle que
Γ{A→B}(τ) =
ν1
θ + τ
et Γ{B→A}(τ) =
ν2
θ + τ
. (4.34)
avec ν1 et ν2 a` priori diffe´rents. θ est identique pour les deux probabilite´s de transition
et fixe´ a` 10−1. Nous avons ve´rifie´ que la proprie´te´ β = ν + 1 e´tait toujours valide. La
probabilite´ PA(τ) (respectivement PB(τ)) de rester dans l’attracteur A (resp. B) varie
comme
PA(τ) ∼ τ−(ν1+1) et PB(τ) ∼ τ−(ν2+1) (4.35)
Dans la suite de cette section, nous utiliserons uniquement les variables β1, e´gale a`
ν1 + 1, et β2, e´gale a` ν2 + 1.
Un extrait de la se´rie temporelle u(t) avec β1 = 1.5 et β2 = 3 est repre´sente´ sur
la figure 4.29 de droite. Nous remarquons que le syste`me passe la majeure partie du
temps dans l’e´tat u = 1 du fait de sa faible probabilite´ de transiter de A vers B.
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Figure 4.29 – Gauche : se´rie temporelle de u(t) dans le cas β1 = 1.5 et β2 = 2. Droite :
α + β1 en fonction de β2 − β1. Chaque couleur correspond a` une se´rie de simulations
ou` β1 est constant, et β2 varie de 1.5 a` 6.
Les re´sultats du calcul des exposants α sont pre´sente´s sur la figure 4.29 de droite.
Nous avons repre´sente´ α + β1 en fonction de β2 − β1 pour observer l’effet de la dis-
syme´trie. Le cas syme´trique correspond a` l’abscisse β2 − β1 = 0 et a` l’ordonne´e
α + β1 = 3. Les symboles de couleur correspondent a` une se´rie de simulations ou`
β1 est constant, et β2 varie de 1.5 a` 6. Il y a 6 se´ries de mesures avec β1 variant de 1.5
a` 2.75. Nous constatons que pour β1 > 2, la relation α+β = 3 semble toujours valide.
Pour β1 < 2, l’exposant α s’e´carte de la pre´diction α = 3−β et de´croˆıt pour atteindre
une valeur constante dans la limite β2 grand devant β1.
Ainsi lorsque β1 < 2, la pre´sence d’une dissyme´trie change la relation entre α et β.
Dans la prochaine section, nous e´tudierons la limite β1 ≪ β2.
Cas fortement dissyme´trique
Nous pre´sentons dans cette partie, le cas limite ou` β2 est arbitrairement grand et fixe´
a` 21, tandis que β1 varie entre 1 et 3. Le syste`me fait alors des excursions tre`s bre`ves
dans l’attracteur B. Les exposants α (en bleu) calcule´s sont repre´sente´s sur la figure
4.30 de gauche. Nous observons deux comportement diffe´rents : pour β1 < 2, α est
une fonction croissante de β1, et pour β1 > 2, α est une fonction de´croissante de β1 et
suit la relation α = 3− β du cas syme´trique (en rouge).
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Figure 4.30 – Gauche : exposant α en fonction de β1 pour β2 e´gal a` 21. Droite :
spectre compense´ de E(f) pour β1 = 2.
Les bre`ves excursions dans l’attracteur B permettent d’approximer le signal comme
une succession de pics espace´s par des dure´es τ inde´pendamment distribue´es par
P (τ) ∼ τ−β1 . Pour de tels signaux, le calcul analytique de Lowen et Teich [38] pre´dit
les spectres
E(f) ∼


f−(β+1)
f−1 ln(fθ)−2
f 3−β
− ln(fθ)
pour β ∈]1, 2[
pour β = 2
pour β ∈]2, 3[
pour β = 3
(4.36)
Nos re´sultats sont en accord avec la the´orie, comme l’indique les deux courbes de
tendances en noir sur la figure 4.30 de gauche. Pour β1 < 2, les exposants α suivent la
courbe de´finie par α = β+1 et pour β1 > 2, ils suivent la courbe de´finie par α = 3−β1.
Proche du point β1 = 2, nous constatons que les points sont le´ge`rement en-dessous
de la pre´diction. Nous retrouvons ici le meˆme comportement observe´ au point β1 = 3
dans le cas syme´trique. En effet, au point β1 = 2, le spectre comporte une correction
logarithmique, comme l’illustre le spectre compense´ par la fonction f ln(fθ)2 sur la
figure 4.30 de droite. Ainsi au voisinage de ce point, le calcul des exposants α ne´cessite
un grand nombre de re´alisations.
Dans ces deux dernie`res sections, nous avons montre´ que la pre´sence d’une dis-
syme´trie entre les deux e´tats A et B ne change pas la relation α+β = 3 lorsque β > 2.
Cependant a` proximite´ de l’exposant β = 2, l’exposant α peut eˆtre le´ge`rement plus
faible que 3− β si le nombre d’e´ve´nements n’est pas assez grand.
Transitions entre plusieurs e´tats
Nous avons aussi e´tendu nos simulations au cas ou` le syste`me peut transiter entre
N e´tats diffe´rents. Nous avons repris la configuration syme´trique ou` la probabilite´ de
transiter entre les diffe´rents e´tats est donne´e par la constante ν. Nous avons calcule´
l’exposant α dans les cas ou` N = [2, 3, 4, 10]. Les re´sultats sont pre´sente´s sur la figure
4.6.4. Un e´chantillon de la se´rie temporelle u(t) pour N = 4 et ν = 1 est trace´ sur la
figure de gauche. Sur la figure de droite, on a repre´sente´ α en fonction de ν pour les
diffe´rents N .
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Nous constatons que l’ajout de nouveaux e´tats ne semble pas influencer la relation
α = 2 − ν, e´quivalente a` α = 3 − β. Ainsi la relation α + β = 3 semble ge´ne´ralisable
au cas ou` le syste`me transite entre un nombre N fini d’e´tats .
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Figure 4.31 – Gauche : se´rie temporelle de u(t) dans le cas ou` le syste`me peut transiter
entre quatre e´tats diffe´rents. Droite : e´volution de α en fonction de ν pour un nombre
d’e´tats N e´gal a` : 2 en bleu, 3 en rouge, 4 en noir et 10 en magenta.
4.7 Comparaison avec d’autres e´tudes expe´rimen-
tales et nume´riques
Nous avons pre´sente´ dans ce chapitre la premie`re observation expe´rimentale d’un
spectre en 1/f en turbulence bidimensionnelle force´e.
De re´centes simulations d’e´coulements bidimensionnels [15, 16] ont montre´ la pre´-
sence d’un spectre temporel en 1/f aux basses fre´quences pour les composantes de
Fourier spatiales uˆ(k, ω) de nombre d’onde k = 1. Ces e´coulement sont pe´riodiques
spatialement dans les deux directions et le forc¸age est localise´ proche des grandes
e´chelles. Dans ces articles, les auteurs ont mentionne´ le mode`le base´ sur les temps de
relaxation (section 4.5.2) comme l’origine du spectre en 1/f , sans pour autant comparer
les exposants des distributions et des spectres. Or nous avons montre´ dans cette section
que ce mode`le reposant sur l’existence de temps de relaxation ne concordait par avec
nos re´sultats expe´rimentaux.
On trouve aussi dans l’article de Sommeria [56], une e´tude des spectres temporels
des grandes e´chelles spatiales de l’e´coulement. Cependant, le comportement de la partie
basse fre´quence des spectres n’a pas e´te´ discute´, meˆme si ces spectres pre´sentent une
loi d’e´chelle aux basses fre´quences avec un exposant faible. Nous avons donc extrait
ces courbes de l’article [56](cf figure 4.32 ) et nous avons fait figurer un spectre en 1/f
illustre´ par la droite verte. Sur la figure de gauche, les courbes noires avec un spectre
plat aux basses fre´quences correspondent a`Rh = 3.56 et celles avec un spectre en 1/f , a`
Rh > 14. Nous observons bien la pre´sence de spectre en 1/f . Le montage expe´rimental
est le meˆme que le noˆtre a` la diffe´rence qu’il comporte un re´seau de 6 × 6 tourbillons
contre 2× 4 dans notre expe´rience. Ainsi, meˆme dans le cas d’une se´paration d’e´chelle
plus grande entre la taille du forc¸age et de la cellule, nous constatons la pre´sence d’un
spectre en 1/f .
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Figure 4.32 – Spectres temporels de la composante grande e´chelle extraits de l’article
[56]. La droite verte correspond a` la fonction f−1.
4.8 Conclusion
Nous avons montre´ que les structures a` grande e´chelle pre´sentent une signature spec-
trale particulie`re. En effet, les spectres fre´quentiels de UL suivent une loi de puissance
aux basses fre´quences, avec un exposant α = 0.7. Les mesures des sondes Doppler ont
confirme´ la pre´sence d’une loi d’e´chelle avec un exposant proche de moins un.
L’origine de cet exposant est associe´e aux changements de signe de UL. La distribu-
tion des dure´es entre deux changements de signes successifs suit une loi de puissance
aux temps longs, caracte´rise´e par l’exposant β = 2.25. Nous avons montre´ que les
exposants α et β sont lie´s par la formule α + β = 3, pre´dite par la the´orie du renou-
vellement.
Nous avons aussi ve´rifie´ que si β > 2, la pre´sence d’une dissyme´trie entre les deux
signes de UL n’affectait pas la relation pre´ce´dente.
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Transitions entre diffe´rents re´gimes
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5.1 Introduction et motivations
5.1.1 Du re´gime chaotique au re´gime turbulent
Nous avons montre´ dans le chapitre 2 les transitions successives entre l’e´tat laminaire
et l’e´tat chaotique, qui apparait a` Rh ≃ 3. Dans ce chapitre, nous souhaitons e´tudier
l’e´tat turbulent avec Rh supe´rieur a` 10.
Sur la figure 5.1 de droite qui correspond au re´gime turbulent, on constate la
pre´sence de nombreuses structures tourbillonnaires a` la fois plus petites et plus grandes
que l’e´chelle du forc¸age, contrairement a` l’e´tat chaotique, ou` la taille et le nombre de
vortex du forc¸age sont approximativement conserve´s (figure 5.1 de gauche).
Le re´gime turbulent est ainsi caracte´rise´ par une dynamique fortement non-line´aire
ou` l’e´nergie est transfe´re´e entre des structures de tailles tre`s diffe´rentes.
Figure 5.1 – Photographie de l’e´coulement ou` les oxydes jouent le roˆle de traceurs.
Gauche : re´gime chaotique. Droite : re´gime turbulent
5.1.2 Bifurcations entre diffe´rents re´gimes turbulents
Transferts non-line´aire et cascades
En turbulence bidimensionnelle (2D), les transferts d’e´nergie se font pre´fe´rentiellement
vers les structures de grandes tailles, qui contiennent la majeure partie de l’e´nergie
cine´tique de l’e´coulement. La se´paration d’e´chelles entre les e´chelles du forc¸age et la
taille de la cellule e´tant relativement faible dans notre expe´rience, nous ne pouvons
pas parler de cascade inverse car il n’existe pas de gamme inertielle spatiale bien
de´finie. Les me´canismes de transferts d’e´nergie des petites aux grandes e´chelles sont
ne´anmoins toujours pre´sents et nous observons l’apparition de structures cohe´rentes a`
grande e´chelle, dont la dynamique temporelle a e´te´ e´tudie´e dans le chapitre 4. Dans ce
chapitre, nous allons donc quantifier l’apparition des structures cohe´rentes a` l’e´chelle
de la cellule.
Syme´tries du forc¸age et e´coulement a` grande e´chelle
L’amplitude de ces structures peut eˆtre quantifie´e par la mesure de la sonde Vives
UL, la vitesse moyenne entre le centre et le bord de la cellule. Ces structures a` grande
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e´chelle doivent briser la syme´trie du forc¸age, qui est invariant par syme´trie par re´flexion
selon les axes 0x et 0y.
L’e´coulement moyen retrouve ne´anmoins ces syme´tries, sous les hypothe`ses d’er-
godicite´ du syste`me 1. Par exemple, les amplitudes des modes de Fourier du champ
de vitesse de nombre d’onde nx ou ny impairs doivent eˆtre de moyenne nulle, car
anti-syme´triques par re´flexions selon les axes 0x et 0y.
Or UL mesure la contribution des modes de nombre d’onde nx et ny impairs. En plus
d’eˆtre de moyenne nulle, la distribution P des amplitudes de UL doit eˆtre invariante
par changement de signe, c’est a` dire
P (−UL) = P (UL) (5.1)
La forme de cette distribution est a` priori inconnue, mais on peut supposer que
l’e´mergence de structures cohe´rentes dans la cellule va l’affecter.
Distribution des amplitudes de vitesse
Des e´tudes expe´rimentales et nume´riques [19, 49, 56] ont montre´ le caracte`re quasi-
gaussien des amplitudes des composantes de la vitesse v et de la fonction courant
ψ dans le re´gime turbulent, ou` les structures sont petites par rapport a` la taille du
domaine. Cette fonction de courant est directement relie´e a` UL, car le flux φ entre le
centre et la paroi est e´gale a` la diffe´rence de la fonction de courant entre ces deux
points. On peut alors supposer que cette distribution suit une loi gaussienne pour de
faibles valeurs de Rh.
Cependant l’augmentation de Rh va favoriser l’e´mergence de structures cohe´rentes
a` l’e´chelle de la cellule, et ces dernie`res affecteront la forme de la distribution. Il doit
alors exister une transition, observable sur la forme des distributions entre le re´gime
turbulent, ou` les statistiques sont gaussiennes, a` un autre re´gime turbulent caracte´rise´
par l’e´mergence de structures a` l’e´chelle de la cellule.
Bien qu’il existe des e´tudes sur les proprie´te´s de ces re´gimes, comme l’e´volution des
spectres spatiaux en fonction de Rh [66], aucune e´tude ne s’est inte´resse´e a` la nature
de leur transition.
5.1.3 Plan du chapitre
Dans ce chapitre, nous allons nous inte´resser aux diffe´rentes transitions pour Rh > 10.
Dans la premie`re section, nous e´tudierons les moments de la variable UL qui indiquent
la pre´sence de deux transitions. La premie`re transition se produit a` Rh ≃ 12 et est
caracte´rise´e par une de´viation de la distribution de UL du comportement gaussien.
Dans la section 3, nous quantifierons cette transition en e´tudiant la distribution de
P (UL).
La seconde transition a` Rh ≃ 30 est associe´e a` une stabilisation des proprie´te´s
statistiques de UL, telle que la norme ou le coefficient d’aplatissement, qui saturent
et deviennent inde´pendantes de Rh. Afin d’e´tudier cette transition, nous analyserons
dans la section 4 les champs moyens de vorticite´ issus du suivi de particules. Dans la
1Cette hypothe`se implique que la moyenne temporelle est e´quivalente a` la moyenne statistique sur
les diffe´rentes re´alisations
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section 5, nous montrerons que cette transition est due a` l’e´mergence d’une structure
particulie`re du champ de vorticite´, qui correspond a` l’e´tat condense´ (cf chapitre 1).
Les proprie´te´s de cet e´tat seront analyse´es dans la section 6.
5.2 Proprie´te´s statistiques des mesures des Sondes
Vives
5.2.1 Norme de UL
Re´sultats
Nous allons tout d’abord nous inte´resser a` la norme de UL valant 〈U2L〉1/2. Son e´volution
en fonction de I est trace´e sur la figure 5.2 de gauche pour B = 98mT . On constate que
la norme croˆıt avec le courant injecte´ jusqu’a` I = 150A et suit la courbe de tendance
en pointille´s rouges, donne´e par α
√
I ou` α est une constante. Cette observation est
confirme´e sur la courbe de droite, ou` la norme au carre´ de UL croˆıt bien line´airement
en fonction de I pour I < 100A.
0 50 100 150 200
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
√
〈
U
2 L
〉
[m
/
s
]
I
20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
1.2
x 10−3
〈U
2 L
〉
[m
2
/
s2
]
I [A]
Figure 5.2 – Gauche : norme de UL en fonction du courant injecte´ I pour un champ
applique´ B = 98mT . En pointille´s rouges, courbe de tendance donne´e par α
√
I ou` α
est une constante. Droite : norme de UL au carre´ en fonction de I.
Loi d’e´chelle turbulente
La norme de UL croˆıt donc comme la vitesse vc construite a` partir du forc¸age d’am-
plitude f et la largeur de la cellule L (cf chapitre 3)
vc =
√
fL =
√
IB0
ρh
avec f =
IB0
ρLh
(5.2)
avec I le courant total injecte´, B0 le champ magne´tique, L la largeur de la cellule et
h la hauteur de fluide. Cette vitesse s’obtient en e´quilibrant le terme inertiel avec le
forc¸age dans l’e´quation de Navier-Stokes
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v2c
L
≃ f (5.3)
On introduit donc la grandeur adimensionne´e 〈(U∗L)2〉1/2, telle que U∗L = UL/vc.
Elle est trace´e en fonction de Rh sur la figure 5.3. On observe que la norme de UL
adimensionne´e croˆıt jusqu’a` Rh ≃ 12, ou` le rapport se stabilise pour des valeurs proches
de 95.10−3, puis semble de´croˆıtre pour Rh > 33. Ainsi dans la gamme 12 < Rh < 33,
la norme suit la relation 〈(UL)2〉1/2 ∼ vc.
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Figure 5.3 – E´volution de U∗L, la norme de UL adimensionne´e par vc, en fonction de
Rh.
Norme de UL a` haut Rh
Pour e´tudier le comportement de la norme de UL a` haut Rh, nous avons trace´ 〈U2L〉1/2
pour Rh > 33 avec trois champs magne´tiques applique´s diffe´rents sur la figure 5.4.
On constate que la norme devient inde´pendante du courant injecte´ I et l’amplitude
de saturation semble diffe´rer le´ge`rement selon le champ magne´tique applique´.
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Figure 5.4 – Norme de UL en fonction de Rh (plus grand que 35) pour diffe´rents
champs magne´tiques. En noir :B = 90mT , en rougeB = 98mT et en bleu B = 108mT .
100
Identification des deux transitions
Pour conclure cette partie, a` partir de l’e´tude de la norme de UL en fonction de Rh,
on a identifie´ deux re´gimes diffe´rents :
• Pour 12 < Rh < 33, la norme croˆıt comme vc =
√
fL, la vitesse construite a`
partir du forc¸age f et de la taille de la cellule L.
• Pour Rh > 33, la norme sature et ne de´pend plus du courant injecte´.
5.2.2 Coefficient d’aplatissement de UL
De´finition
Le coefficient d’aplatissement est une grandeur qui permet de quantifier l’e´talement
de UL par rapport a` sa valeur moyenne, qui du fait de la syme´trie du forc¸age est nulle.
Le coefficient d’aplatissement K est de´fini pour un signal de valeur moyenne nulle par
K =
〈U4L〉
〈U2L〉2
(5.4)
Il est usuellement compare´ a` la valeur de re´fe´rence d’une distribution gaussienne qui
vaut K = 3. Ainsi si K > 3, UL est pique´e autour de la valeur 0 et inversement, K < 3
correspond a` un e´talement de la distribution.
Re´sultats
Le coefficient d’aplatissement de UL est repre´sente´ sur la figure 5.5 fonction de Rh,
avec en ordonne´e 3 − K. On constate que pour Rh < 12, les points sont proches de
ze´ro. Les distributions sont donc gaussiennes entre Rh = 7.5 et 12.
Pour Rh > Rhc avec Rhc ≃ 12 , Le coefficient d’aplatissement bifurque de la valeur
3 vers des valeurs plus faibles. La distribution P (UL) de´vie ainsi continuˆment de la
distribution gaussienne et s’aplatit autour de la valeur UL = 0, comme on le verra dans
la section suivante. Cette de´croissance s’arreˆte avec K ≃ 2 a` partir de Rh ≃ 33 et le
coefficient d’aplatissement atteint un plateau en se stabilisant a` la valeur K ≃ 2.25.
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Figure 5.5 – Kurtosis de UL en fonction de Rh.
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5.2.3 Bilan
On peut donc conclure que dans la zone Rh ∈ [12, 33], la norme de UL croˆıt comme
vc et ne suit plus une distribution gaussienne. Dans la prochaine section, nous allons
e´tudier plus en de´tails la forme de la distribution de UL.
5.3 E´tude de la distribution de UL
Dans la section pre´ce´dente , on a constate´ que la distribution de UL de´viait de la
fonction gaussienne. Nous allons donc e´tudier cette transition dans la gamme Rh ∈
[10, 20].
5.3.1 Les distributions pour la gamme Rh ≤ 12
Sur la figure 5.6, les distributions des amplitudes de U∗L, la vitesse moyenne adimen-
sionne´e, sont trace´es pour des valeurs de Rh e´gales a` 10 et 12. On constate qu’elles
suivent bien une distribution gaussienne ce qui confirme la mesure du coefficient d’apla-
tissement (K = 3) de la section pre´ce´dente.
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Figure 5.6 – Distributions des amplitudes de U∗L (ronds noirs), la vitesse adimen-
sionne´e, avec en haut Rh = 10 et en bas Rh = 12. La courbe bleue est la distribution
gaussienne de moyenne nulle et de variance donne´e par la norme de U∗L au carre´.
5.3.2 E´tudes pour la gamme Rh > 12
Mode´lisation des distributions
Pour la gamme Rh > 12, nous cherchons a` caracte´riser l’aplatissement de la distribu-
tion en U∗L = 0. Nous observons donc une transition entre une distribution centre´e en
ze´ro avec un maximum pour Rh ≤ 12 a` une distribution pre´sentant deux maxima pour
Rh ≥ 20, comme l’illustre la figure 5.7. Entre ces deux valeurs de Rh, le coefficient
d’aplatissement varie continuˆment.
Nous supposons que la distribution est la somme de deux gaussiennes centre´es
en ±Um. Pour Rh = Rhc, Um vaut ze´ro puis croˆıt a` mesure que Rh augmente. Ce
mode`le est aussi motive´ par la pre´sence d’une de´croissance gaussienne des ailes des
distributions. On pose donc que la distribution de U∗L se de´compose comme
Pt(U
∗
L) =
A
σ
√
2π
exp
[
−1
2
(
U∗L − Um
σ
)2]
+
(1−A)
σ
√
2π
exp
[
−1
2
(
U∗L + Um
σ
)2]
(5.5)
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Lorsque A = 0.5, les deux gaussiennes sont parfaitement syme´triques et centre´es en
±Um avec une variance e´gale a` σ2. Pour prendre en compte les dissyme´tries des dis-
tributions, le coefficient A peut varier pour optimiser l’estimation de Um et σ. Les
distributions sont calcule´es sur une grille de 100 points.
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Figure 5.7 – Distributions des amplitudes de U∗L (ronds noirs), la vitesse adimen-
sionne´e avec Rh = 20.
Parmi toutes les mesures effectue´es, nous n’avons se´lectionne´ que les distributions
les plus syme´triques pour chaque Rh afin de calculer ces diffe´rents coefficients. Nous
discuterons des re´sultats avec des distributions moins syme´triques a` la fin de cette
section.
Les courbes et les re´sultats des estimations
Les distributions pour des valeurs de Rh = 13, 14 et 15 sont trace´es sur la figure 5.9, et
pour Rh = 16 et 18 sur la figure 5.10. Les distributions P (U∗L) sont repre´sente´es avec
des ronds noirs. La courbe donne´e par l’e´quation 5.5 (en bleu), re´sultat de l’estimation,
est superpose´e aux points. Les courbes rouges correspondent aux deux gaussiennes
centre´es en ±Um.
Pour les diffe´rents Rh, nous constatons que les valeurs de U∗L sont toutes comprises
entre plus et moins 0.35, ce qui confirme la validite´ de l’adimensionnement de UL par
vc. On remarque aussi que la courbe s’aplatit progressivement autour de la valeur
U∗L = 0.
Les courbes donne´es par l’e´quation 5.5 (en bleu) semblent bien suivre la distribution
de P (UL) (ronds noirs). Il y a donc un bon accord entre notre mode`le et les re´sultats
expe´rimentaux. La courbe en bleu s’e´carte des points de la distributions vers |U∗L| >
0.25, qui est la limite de convergence de la distribution.
En effet, nous avons estime´ les incertitudes sur les ailes des distributions en calcu-
lant P (U∗L) sur la moitie´ du signal, qu’on notera P1/2(U
∗
L). Puis on calcule leur rapport,
qui est e´gal a`
δP (U∗L) =
P (U∗L))
P1/2(U
∗
L)
(5.6)
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Le rapport est trace´ en fonction de U∗L pour diffe´rents Rh sur la figure 5.8. On constate
bien que pour |U∗L| > 0.25, les incertitudes sont importantes.
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Figure 5.8 – Rapport de la distributions P (U∗L) des amplitudes de U
∗
L sur la distri-
bution P1/2(U
∗
L) calcule´e sur la moitie´ de la dure´e signal, en fonction de U
∗
L et pour
diffe´rents Rh.
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Figure 5.9 – Distributions des amplitudes de U∗L repre´sente´es par les ronds noirs, de
haut en bas Rh = 13, 14 et 15. La courbe bleue est donne´e par l’e´quation 5.5 qui est
la somme de deux gaussiennes centre´es en ±Um. Ces deux gaussiennes sont trace´es en
rouges.
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Figure 5.10 – Distributions des amplitudes de U∗L repre´sente´e par les ronds noirs, de
haut en bas Rh = 16 et 18. La courbe bleue est donne´e par l’e´quation 5.5 qui est la
somme de deux gaussiennes centre´es en ±Um. Ces deux gaussiennes sont trace´es en
rouges.
Diagramme de bifurcation de Um
Nous venons de montrer que l’accord entre le mode`le donne´ par l’e´quation 5.5 et les
points expe´rimentaux e´tait tre`s bon. Nous allons pre´senter l’e´volution des coefficients
Um, σ et A en fonction de Rh.
La valeur Um, correspondant a` la valeur la plus probable des deux gaussiennes, est
repre´sente´e sur la figure 5.11 en fonction de Rh. On constate bien la bifurcation de Um
dont la variation est particulie`rement brusque pour Rh proche de 12. En supposant
que Um bifurque continuˆment, on peut estimer un exposant tel que
Um ∝ (Rh− Rhc)1/n (5.7)
avec 1/n l’exposant critique. La figure 5.11 de droite semble indiquer que l’exposant
vaut n = 4, meˆme si le point en Rh = 18 est un peu en dessous de la courbe.
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Figure 5.11 – Valeur la plus probable des gaussiennes Um en fonction de Rh. On
constate la bifurcation a` Rh ≃ 12.
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Figure 5.12 – Gauche : Valeur la plus probable des gaussiennes Um a` la puissance
quatre en fonction de Rh. Les points semblent de´crire une droite, trace´e en rouge.
Droite : courbe de bifurcation de Um avec la courbe de tendance en rouge, telle que
Um ∝ (Rh− Rhc)1/4.
De´viation standard σ
Sur la figure 5.13, la de´viation standard des gaussiennes σ est trace´e en fonction de
Rh sur la figure de gauche et le rapport Um/σ sur la figure de droite. On constate que
σ est quasiment constante sur toute la gamme de Rh. Sur la gamme Rh ≤ 12 ou` les
distributions sont gaussiennes, la norme de U∗L, qui est aussi e´gale a` σ, est de l’ordre
de 8.10−2 (cf figure 5.3). Ainsi σ varie faiblement au seuil de la bifurcation.
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Figure 5.13 – Gauche : de´viation standard des gaussiennes σ en fonction de Rh.
Droite : e´volution du rapport Um/σ en fonction de Rh. La droite rouge correspond
a` limite du crite`re de Rayleigh, ou` on distingue deux pics pour la somme de deux
gaussiennes.
Le rapport Um sur σ nous renseigne sur le nombre de maxima de la la distribution
Pt(U
∗
L) graˆce au crite`re de Rayleigh. Pour Um/σ < 1, Pt(U
∗
L) ne comporte qu’un seul
maximum en ze´ro et pour Um/σ > 1, il existe deux maxima en ±Um. Sur la figure
5.13 de droite, le crite`re semble eˆtre valide pour Rh > 17, meˆme si le point a` Rh = 18
semble encore ne pas suivre la tendance de la courbe.
Coefficient de dissyme´trie A
Les amplitudes A sont trace´es sur la figure 5.14 en fonction de Rh pour les mesures
effectue´es dans cette sous-section. La dissyme´trie semble eˆtre faible sur les distributions
hormis le point Rh = 17.
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Figure 5.14 – E´volution de l’amplitude A en fonction de Rh.
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En conclusion, nous avons montre´ que la distribution de U∗L pouvait se de´composer
comme la somme de deux gaussiennes centre´es en ±Um et de variance σ2. La valeur
Um bifurque de manie`re continue en Rh = 12 alors que σ varie tre`s peu.
Discussion des mesures faiblement syme´triques
Nous n’avons montre´ dans la sous-section pre´ce´dente que les mesures relatives aux
distributions les plus syme´triques pour chaque Rh. Nous pre´sentons ici les re´sultats des
estimations des coefficients de l’e´quation 5.5 pour des distributions peu syme´triques.
L’e´cart a` la syme´trie est quantifie´ par l’amplitude de A, repre´sente´e sur la figure
5.15 de gauche. On remarque que les points proches du seuil peuvent eˆtre tre`s dis-
syme´triques avec A > 0.75.
Le maximum des gaussiennes est reporte´ sur la figure 5.16 ou` la courbe de bifur-
cation est trace´e en rouge. On remarque que meˆme avec une forte dissyme´trie, Um
semble eˆtre proche de la courbe de bifurcation variant en (Rh−Rhc)1/4. De meˆme, σ
trace´e sur la figure 5.15 de droite, a le meˆme comportement qu’observe´ pre´ce´demment
en variant peu sur la gamme Rh compris entre 12 et 20.
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Figure 5.15 – Gauche : Evolution de l’amplitude A en fonction de Rh. Droite : σ en
fonction de Rh pour pour des distributions dissyme´triques.
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Figure 5.16 – Um en fonction de Rh pour des distributions dissyme´triques.
En conclusion de cette section, meˆme si les signaux sont dissyme´triques, la prise en
compte de l’e´cart a` l’e´tat syme´trique graˆce au coefficient A permet de retrouver des
coefficients Um et σ proche du cas syme´trique.
Comparaison des coefficients d’aplatissement
Nous avons comparer la valeur du coefficient d’aplatissement K calcule´e directement
a` partir de UL a` la valeur du coefficient d’aplatissement Kp calcule´e a` partir de Um et
σ2. Le coefficient K de la somme deux gaussiennes centre´es en ±Um et de variance σ
est donne´ par
Kp =
3σ4 + 6U2mσ
2 + U4m
σ4 + 2U2mσ
2 + U4m
(5.8)
Les valeurs du coefficient d’aplatissement K(ronds bleus) et du coefficient d’aplatisse-
ment Kp(croix rouges) sont repre´sente´es en fonction de Rh sur la figure 5.17 de gauche.
On remarque qu’a` partir des coefficients Um et σ ont retrouve des valeurs de Kp tre`s
proches de K. Pour confirmer cette observation nous avons calcule´ l’erreur relative
|K−Kp|/K en fonction de Rh (figure de droite). On constate que cette erreur relative
est tre`s faible et la moyenne de |K −Kp|/K repre´sente´e par la droite hachure´e est de
3%.
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Figure 5.17 – Gauche : comparaison entre le coefficient d’aplatissement K calcule´ a`
partie de la se´rie temporelle UL (rond bleus) et le coefficient d’aplatissement Kp calcule´
a` partie de Um et σ (croix rouge). Droite : l’erreur relative |K−Kp|/K en fonction de
Rh. La droite hachure´e correspond a` la moyenne des erreurs relatives et vaut 3%.
Notre mode`le permet de retrouver le coefficient d’aplatissement K a` partir des
deux seuls parame`tres σ et Um, validant ainsi la de´composition en deux gaussiennes.
5.3.3 Conclusion
Nous avons montre´ dans cette section que le phe´nome`ne d’aplatissement de la distri-
bution de UL proche de ze´ro pouvait eˆtre capture´ par sa de´composition en la somme
de deux distributions gaussiennes centre´es en ±Um. La grandeur Um pre´sente une bi-
furcation continue en Rhc = 12. L’exposant de cette bifurcation semble eˆtre faible
avec Um ∝ (Rh− Rhc)1/4. Cependant la distribution des points de mesure autour de
cette courbe de bifurcation ne nous permet pas de de´terminer pre´cise´ment l’exposant.
Quant a` la variance σ2, elle varie peu sur la gamme de Rh entre 12 et 20.
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5.4 E´tude des champs moyens de vorticite´ et lignes
de courant
Dans les sections pre´ce´dentes, nous avons constate´ un changement significatif des pro-
prie´te´s statistiques de UL pour Rh > 33, comme pour la norme repre´sente´e sur la
figure 5.4. Nous allons e´tudier les champs de vorticite´ et des lignes de courant pour
des Rh proches de 30.
Ces champs sont obtenus graˆce au suivi de particules de´crit dans le chapitre 2. Ils
sont calcule´s a` partir des champs de vitesse filtre´s 2 et moyenne´s dans le temps. Ces
mesures sont effectue´es sur une dure´e de 2 minutes avec 7200 images. Les champs sont
repre´sente´s sur la figure 5.18 pour Rh = 21, 28, et sur la figure 5.21 pour Rh = 30,
33, 35 et 39.
Champs moyens pour Rh < 30
On remarque que pour Rh infe´rieur a` 30, le champ de vorticite´ moyen comporte de
fortes similarite´s avec le mode du forc¸age. On identifie en effet les huit tourbillons
contra-rotatifs a` la fois sur le champ de vorticite´ et les lignes de courant, meˆme si ils
sont un peu de´cale´s par rapport au mode de forc¸age.
La turbulence e´tant un processus dissipatif, la puissance injecte´e moyenne 〈ǫ〉 doit
donc eˆtre diffe´rente de ze´ro. La puissance ǫ est de´finie comme la projection du champ
de vitesse sur le forc¸age, soit ǫ = v · f. La projection du champ de vitesse sur le forc¸age
doit donc eˆtre non-nulle, ce qui explique pourquoi cette composante du champ de
vitesse est fortement pre´sente sur les champs moyens. De plus, tous les modes impairs
doivent eˆtre de moyenne nulle.
2les champs sont filtre´s par une fonction gaussienne avec une de´viation standard e´gale a` l = 0.75cm
et avec une re´solution de 64× 64
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Figure 5.18 – Champs de vorticite´ (a` gauche) et lignes de courant (a` droite) pour
diffe´rents Rh. De haut en bas : Rh = 21 et Rh = 28.
Champs moyens pour Rh > 30
Pour Rh plus grand que 30, l’e´coulement est domine´ par la pre´sence d’une circulation
a` grande e´chelle, comme l’indique les lignes de courant de la figure 5.21. Les mesures
de UL confirment la pre´sence d’une circulation moyenne.
La figure 5.19 illustre bien la diffe´rence de comportement entre une mesure a` Rh
e´gale a` 25 et 30. Pour Rh e´gal a` 25, les dure´es des phases de polarite´ constante sont
plus courtes que celles a` Rh = 30. Les mesures de la figure 5.21 correspondent donc a`
des phases ou` la circulation est globalement de meˆme signe.
Nous rappelons que ces champs sont calcule´s a` partir de mesures effectue´es sur
une dure´e de 2 minutes et que dans la limite d’une dure´e de mesure longue, nous
devrions retrouver des champs moyens similaires a` ceux observe´s sur la figure 5.18.
Ainsi pour Rh > 30, les dure´es ne´cessaires pour obtenir un champ moyen qui respecte
les syme´tries du forc¸age ont soudainement augmente´.
Les champs de vorticite´ et les lignes de courant semblent garder la meˆme confi-
guration pour Rh plus grand que 35. L’e´coulement est compose´ de quatre tourbillons
(en bleu) co-rotatifs avec la circulation a` grande e´chelle et formant une croix avec
un tourbillon central (en rouge) tournant dans le sens oppose´. Nous avons ve´rifie´ que
cette configuration est identique pour des Rh allant jusqu’a` 44. Nous nommerons cette
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Figure 5.19 – Se´ries temporelles de UL pour Rh = 25 (a` gauche) et Rh = 30 (a`
droite).
configuration l’e´tat condense´.
Pour Rh compris entre 30 et 35, on observe des configurations interme´diaires entre
celles du forc¸age et celle de l’e´tat condense´ pour la vorticite´ et les lignes de courant.
Une analyse qualitative des instantane´s de champ de vorticite´ pour cette gamme de
Rh montre que le champ de vorticite´ passe de temps en temps par une configuration
proche de celle de l’e´tat condense´.
En effet, on a repre´sente´ sur la figure 5.20 trois instantane´s du champ de vorticite´
espace´s d’une seconde pour Rh e´gal a` 30. A` 30 secondes, on constate que le champ
de vorticite´ est compose´ de quatre tourbillons formant une croix avec un tourbillon
contra-rotatif au centre, comme pour l’e´tat condense´. Cet e´tat est cependant visite´ tre`s
rapidement et le champ de vorticite´ a comple`tement change´ en l’espace d’une seconde.
Comme ce phe´nome`ne est re´current, on peut alors supposer que la transition a`
partir de Rh = 30 est caracte´rise´e par l’e´mergence progressive de la configuration de
vorticite´ de l’e´tat condense´. Ce phe´nome`ne sera quantifie´ dans la prochaine section.
t = 29 s t = 30 s t = 31 s
Figure 5.20 – Instantane´s de champ de vorticite´ obtenus graˆce aux champs de vitesse
pour Rh = 30. Ces instantane´s correspondent aux temps t = 29, 30 et 31 secondes.
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Figure 5.21 – Champs de vorticite´ (a` gauche) et lignes de courant (a` droite) pour
diffe´rents Rh. De haut en bas : Rh valant 30, 33, 35 et 39.
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Nous avons montre´ que la transition a` Rh ≃ 30 observe´e sur la norme et le coefficient
d’aplatissement de UL dans les pre´ce´dentes sections, correspond a` un changement de
topologie du champ moyen de vorticite´ et des lignes de courant. PourRh plus grand que
35, l’e´coulement reste pre´fe´rentiellement dans une configuration de vorticite´ donne´e,
qu’on nomme e´tat condense´.
Nous allons dans la section suivante quantifier cette transition en identifiant la
pre´sence d’une structure pre´fe´rentielle de vorticite´ dans la gamme Rh ≃ 30− 35.
5.5 Identification et quantification des re´currences
5.5.1 Principe de l’e´tude
Nous cherchons donc a` savoir si le syste`me explore plusieurs fois une meˆme configu-
ration de vorticite´, ce qui revient a` identifier des re´currences dans la dynamique du
syste`me.
Il existe un grand nombre de me´thodes pour l’identification des re´currences. La
me´thode de de´tection doit eˆtre approprie´e a` notre configuration expe´rimentale. En
effet, elle doit eˆtre robuste a` la pre´sence de bruit, due a` la fois a` la turbulence aux
petites e´chelles et a` la technique de mesure. Elle doit aussi s’appliquer aux syste`mes
ayant un grand nombre de degre´s de liberte´.
Nous pre´sentons deux me´thodes pour identifier la pre´sence de re´currences corres-
pondant a` ces crite`res. La premie`re est une me´thode classique qui consiste a` calculer
la distance entre les points x(t) de la trajectoire dans l’espace des phases et a` identifier
les points proches entre eux en terme de norme. Elle fut tout d’abord applique´e dans
le contexte des syste`mes dynamiques de basse dimension par Eckmann et al. [17] et est
connue sous le nom de “ Recurrence plots“ [41]. Elle est souvent utilise´e pour identifier
des cycles limite instables en me´canique des fluides, comme par Chandler et Kerswell
[8] ou` la pre´sence de solutions re´currentes a e´te´ mis en e´vidence dans un e´coulement
bidimensionnel.
La seconde me´thode consiste a` analyser la co-line´arite´ des vecteurs x(t) en calculant
la corre´lation normalise´e entre deux instants diffe´rents. L’avantage de cette me´thode
est que l’interpre´tation en terme de corre´lation (comprises entre plus et moins un) est
plus simple que celle en terme de distances. Afin de de´terminer la notion de voisinage
pour la premie`re me´thode, il est ne´cessaire de calculer une distance de re´fe´rence, qui
de´pend de la me´thode choisie [41]. Pour la seconde me´thode base´ sur la co-line´arite´
des vecteurs, il est possible d’interpre´ter directement le calcul de la corre´lation, car
on conside`re usuellement que deux vecteurs sont corre´le´es lorsque la corre´lation est au
moins supe´rieure a` 0.5.
La de´tection des re´currences est un projet moins ambitieux que la re´duction du
nombre de degre´s de liberte´ du syste`me et la de´composition en modes propres de
la dynamique. En effet, l’identification de structures re´currentes ne concerne qu’une
partie de la dynamique, alors que la de´termination des modes propres du syste`me vise
a` capturer la majeure partie de la phe´nome´nologie.
Cependant la pre´sence de re´currences dans un syste`me dynamique peut eˆtre lie´e a`
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une dynamique de basse dimension.
5.5.2 Me´thodes mathe´matiques
On conside`re le champ spatio-temporel de vorticite´ ω(xj, yj, t) discre´tise´ sur une grille
de re´solution spatiale Nres = 64
2 avec j ∈ [1, Nres] et comportant Nt mesures avec une
fre´quence d’acquisition fe telle que t = if
−1
e avec i = [1, Nt].
Les champs de vitesse utilise´s pour calculer ω(x, y), ont e´te´ au pre´alable filtre´s
par un filtre gaussien de demi-largeur l = 0.75 cm, pour supprimer la turbulence aux
petites e´chelles.
Ce champ est contenu dans une matrice de dimension Nt × Nres, telle que le co-
efficient ωi,j correspond a` la vorticite´ localise´e en (xj, yj) et au temps t = if
−1
e . Les
lignes de cette matrice correspondent a` la dimension temporelle et les colonnes aux
dimensions spatiales. Le but de ces me´thodes est de comparer deux a` deux les vecteurs
spatiaux ωi,j et ωi′,j.
Re´currence en terme de norme
La premie`re me´thode consiste a` calculer la distance entre deux vecteurs spatiaux aux
temps indice´s par i et i′. Nous avons choisi la norme euclidienne pour calculer la
distance r(i, i′) entre deux vecteurs
ri,i′ =
(
Nres∑
j=1
(ωi,j − ωi′,j)2
)1/2
(5.9)
On obtient donc un tenseur syme´trique ri,i′ = ri′,i. La difficulte´ de l’e´tude de ri,i′ est
de de´finir un seuil caracte´risant la re´currence. Le tenseur ri,i′ est utilise´ pour calculer
le trace´ de re´currence Ri,j(ǫ)
Ri,i′(ǫ) = H (ǫ− r(i, i′)) avec


H(x) = 1 si x ≥ 0
H(x) = 0 si x < 0
(5.10)
avec H la fonction de Heaviside et ǫ le seuil de´finissant une re´currence. Ri,i′ est donc
une fonction indicatrice de re´currence. Il existe diffe´rentes me´thodes pour la se´lection
de ǫ [41]. Nous avons choisi une me´thode qui consiste a` fixer ǫ a` partir de la fonction
cumulatrice P (ri,i′) de la distribution p(ri,i′) des distances entre les vecteurs ωi,j. La
valeur de ǫ est calcule´e en fonction d’un seuil P rseuil telle que
P (ǫ) = P rseuil avec P (ri,i′) =
∫ ri,i′
0
p
(
r′i,i′
)
dr′i,i′. (5.11)
On trouve dans la litte´rature des seuils fixe´s a` P rseuil = 0.1. Ainsi 10% des valeurs de
ri,i′ sont comprises entre 0 et ǫ. La boule de rayon ǫ centre´e en ωi,j correspond au
voisinage de la configuration de vorticite´ ωi,j dans l’espace des phases. Une re´currence
est de´finie lorsque le syste`me repasse dans la boule de rayon ǫ centre´e en ωi,j.
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Re´currence en terme de corre´lation
La seconde me´thode consiste a` calculer la corre´lation temporelle entre deux vecteurs
spatiaux ωi,j et ωi′,j. Pour chaque instant t, on de´finit le vecteur spatial Ωi,j de vorticite´
moyenne nulle
Ωi,j = ωi,j − 〈ωi,j〉 avec 〈ω〉 = 1
Nres
Nres∑
j=1
ωi,j (5.12)
La fonction de corre´lation temporelle c(i, i′) est alors donne´e par
c(i, i′) =
Nres∑
j=1
Ωi,j√∑
j Ω
2
i,j
Ωi′,j√∑
j Ω
2
i′,j
(5.13)
Le tenseur c est syme´trique, c’est a` dire c(i, i′) = c(i′, i) et sa diagonale vaut 1. Contrai-
rement au tenseur r(i, i′), la de´finition d’une re´currence est plus facile car c(i, i′) est
compris entre 1 et −1. Pour −0.5 < c(i, i′) < 0.5, les deux vecteurs ωi,j et ωi′,j sont fai-
blement corre´le´s. La corre´lation c peut aussi s’interpre´ter comme le cosinus de l’angle
entre les deux vecteurs Ωi,j et Ωi′,j . Cependant ce tenseur ne nous informe que sur la
de´pendance line´aire entre les deux vecteurs.
On peut aussi construire le tenseur Ci,i′ , analogue au tenseur Ri,i′ , tel que
Ci,i′(ǫc) = H (ǫc − c(i, i′)) (5.14)
avec ǫc, le seuil qu’on prendra supe´rieur a` 0.5. Ci,i′ est donc une fonction indicatrice
de re´currence en terme de corre´lation.
Comparaison sur les deux me´thodes
La premie`re me´thode permet d’identifier une re´currence lorsque la dynamique repasse
dans le voisinage d’une ancienne configuration de vorticite´. On peut alors identifier
des structures dont la forme et l’amplitude sont identiques.
La seconde me´thode est base´e sur la co-line´arite´ des vecteurs Ωi,j . Elle permet
donc de capturer des structures re´currentes de meˆmes formes mais dont les amplitudes
peuvent eˆtre diffe´rentes. Elle est donc moins restrictive que la premie`re me´thode, ce
qui la rend moins sensible au bruit.
5.5.3 Analyse d’un trace´ de re´currence pour Rh = 30
Nous pre´sentons dans cette section une comparaison entre les deux me´thodes intro-
duites dans la partie pre´ce´dente. On choisit une mesure a` Rh e´gal a` 30 avec Nt = 5.10
3
points. Les matrices ri,i′ (a` gauche) et ci,i′ (a` droite) sont repre´sente´es sur la figure 5.22
avec i et i′ compris entre 1 et 2.103.
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Figure 5.22 – Gauche : matrice ri,i′ des distances entre les vecteurs ωi,j et ωi′,j pour
Rh = 30. Droite, matrice ci,i′ des corre´lations entre les vecteurs Ωi,j et Ωi′,j pour
Rh = 30.
Sur ces figures, l’abscisse correspond a` l’indice i et l’ordonne´e a` l’indice i′. Sur la
figure de gauche, la ligne i′ = i correspond a` la valeur ri,i = 0 en bleu. Le syste`me
repasse proche d’une configuration lorsque la zone est indique´e par la gamme de cou-
leurs allant du bleu au vert. Sur la figure de droite ou` ci,i′ est repre´sente´e, la gamme
de couleur est inverse´e. Les zones rouges autres que celles proches de la diagonale
correspondent aux re´currences. On constate qu’il existe des se´quences ou` le syste`me
repasse a` proximite´ d’une configuration donne´e.
Pour de´terminer le seuil ǫ de la fonction Ri,i′, on a calcule´ la distributions p(ri,i′)
des distances, trace´e sur la courbe 5.23 de gauche. La fonction de re´partition P (ri,i′)
associe´e est repre´sente´e sur la figure de droite. Sur les deux courbes, le rond rouge
correspond a` la valeur moyenne 〈ri,i′〉 qui vaut 1.22 et le rond bleu au seuil ǫ = 0.97
ou` P (ǫ) = 0.1.
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Figure 5.23 – Gauche : distribution p (ri,i′) des distances entre les vecteurs ωi,j et ωi′,j
pour Rh = 30. Gauche : la fonction de re´partition P de p. Le rond rouge correspond
a` la moyenne de ri,i′ et le carre´ bleu au seuil ǫ tel que P (ri,i′) = 0.1.
A` partir de la valeur de ǫ, on a repre´sente´ le trace´ de re´currence Ri,i′(ǫ) sur la figure
5.24 de gauche. L’abscisse correspond a` l’indice i et l’ordonne´e a` l’indice i′. Les zones
blanches sont associe´es aux valeurs Ri,i′ = 0 et les zones noires aux valeurs Ri,i′ = 1.
Les points noirs en dehors de la diagonale correspondent donc au moment ou` il y a
une structure re´currente. Sur la figure de droite, Ci,i′(ǫc) est trace´e pour ǫc = 0.55 avec
le meˆme code couleur. On constate que les deux courbes sont tre`s similaires et qu’il
existe bien des re´currences dans la dynamique.
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Figure 5.24 – Gauche : trace´s de re´currences avec la matrice Ri,i′ = H (ǫ− ri,i′) avec
ǫ = 0.27. Les points blancs correspondent a` Ri,i′ = 0 et les points noirs Ri,i′ = 1.
Droite, matrice Ci,i′ = H (ǫc − ci,i′) avec ǫc = 0.55.
Cette similarite´ est d’autant plus visible lorsque l’on observe une ligne des fonctions
ri,i′ et ci,i′ . Sur la figure 5.25, on a repre´sente´ ǫ − ri,i′ a` gauche et ci,i′ a` droite pour
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i = 2650. Ces deux courbes sont presque identiques, a` un facteur de dilatation pre`s.
Les droites en rouge correspondent au seuil en-dessous duquel tous les points sont
repre´sente´s en blanc sur la figure 5.24. Le rond rouge indique l’instant ou` i = i′,
caracte´rise´ par des pics sur les fonctions ǫ − ri,i′ et ci,i′ . Le carre´ bleu correspond a`
l’indice i′ = 5271, soit 40 secondes apre`s l’instant i = 2650. Ce point correspond a` une
re´currence, ou` le syste`me retourne dans une configuration similaire par rapport a` celle
de l’instant i. Les champs de vorticite´ a` l’instant i = 2650 (a` gauche) et i′ = 5271 (a`
droite) sont illustre´s sur la figure 5.26. Les champs sont similaires pour un coefficient
de corre´lation ci,i′ ≃ 0.65.
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Figure 5.25 – Gauche : ǫ− ri,i′ en fonction de i′ pour i=2650. Droite : ci,i′ en fonction
de i′ pour i=2650 et la ligne rouge correspond au seuil ci,i′ = 0.55. Le rond rouge
correspond au point i = i′ et le carre´ bleu, a` l’instant i′ = 5271 ou` le syste`me repasse
au voisinage de la configuration au temps i.
Figure 5.26 – Champ de vorticite´ Ωi,j a` gauche pour i = 2650 et a` droite i = 5271.
En conclusion de cette partie, on a montre´ que la me´thode usuelle utilisant la
fonction ri,i′ pour identifier des re´currences est aussi efficace que la me´thode utilisant
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ci,i′ . Dans la suite de cette section, nous continuerons a` utiliser ci,i′ car l’estimation du
seuil ne change pas avec le champ spatio-temporel ωi,j, contrairement a` la premie`re
me´thode.
5.5.4 Analyse et quantification des re´currences
Nous allons faire l’e´tude syste´matique des trace´s de re´currences a` partir de la fonction
ci,i′ pour diffe´rents seuils ǫc. Les trace´s de re´currences sont repre´sente´s sur la figure
5.27, avec ǫc = 0.55 sur la colonne de gauche et ǫc = 0.75 sur celle de droite, pour Rh
compris entre 23 et 39. On rappelle que l’abscisse correspond a` l’indice i et l’ordonne´e
a` l’indice i′.
Les trace´s de re´currences
Pour Rh = 28, le trace´ de re´currence comporte peu de zones noires hors diagonale, qui
correspondent a` des re´currences. La dynamique est donc fortement chaotique, car les
configurations de vorticite´ sont faiblement corre´le´es entre elles. Pour Rh e´gal a` 30, on
constate l’apparition de treillis sur les figures, plus visibles sur la colonne de gauche
correspondant a` ǫc = 0.55.
Ces treillis sont forme´s de droites hachure´es. On rappelle qu’une ligne (respecti-
vement une colonne) correspond a` une configuration de vorticite´ au temps i′ (i) et
chaque point noir sur une meˆme ligne repre´sente une valeur de corre´lation supe´rieure
a` ǫc. Ainsi une structure est re´currente, lorsqu’elle est associe´e a` la pre´sence d’une
droite hachure´e sur une ligne.
Pour Rh e´gal 35, ces treillis deviennent de plus en plus denses, ce qui indique que
la fre´quence des re´currences augmente. Elles commencent a` eˆtre nettement visibles sur
la colonne de droite. On n’observe cependant pas de motifs clairement pe´riodiques qui
pourraient correspondre a` une dynamique temporelle cyclique.
Finalement pour Rh e´gal a` 39, la dynamique semble rester a` proximite´ d’une confi-
guration de vorticite´ donne´e.
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Figure 5.27 – Trace´s de re´currences ci,i′(ǫc) avec ǫc = 0.55 a` gauche et ǫc = 0.75 a`
droite pour diffe´rents Rh avec de haut en bas Rh = [28, 30, 35, 39].
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Distributions des corre´lations
Pour quantifier les re´currences inde´pendamment du seuil ǫc, nous avons calcule´ les dis-
tributions de p(ci,i′) ainsi que la moyenne 〈ci,i′〉, repre´sente´es respectivement a` gauche
et a` droite de la figure 5.28. On constate que pour Rh e´gal a` 23, la distribution est
presque centre´e en ze´ro avec un le´ge`re dissyme´trie vers les valeurs positives. Lorsque
Rh est plus grand que 30, la courbe se de´place vers les valeurs positives. La distribu-
tion se stabilise pour Rh > 40 ou` son maximum est atteint pour ci,i′ ≃ 0.6 et sa valeur
moyenne 〈ci,i′〉 ≃ 0.5.
La transition entre Rh = 30 et 40 semble eˆtre continue, comme l’indique l’e´volution
de la moyenne de c.
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Figure 5.28 – Gauche : distribution de p (ci,i′) pour 5 valeurs de Rh : 23.5, 29.5, 36,
39 et 40.5. Droite : moyenne de 〈ci,i′〉 en fonction de Rh.
Bilan
Dans cette partie, nous avons montre´ que pour Rh < 30, le syste`me explore diffe´rentes
configurations de champ de vorticite´ peu corre´le´es entre elles. Pour Rh > 40, le syste`me
atteint un re´gime ou` il passe la majeure partie du temps dans une configuration donne´e.
Cette dernie`re configuration doit eˆtre en the´orie tre`s proche de celle du champ de
vorticite´ moyen pour Rh supe´rieur a` 40.
Entre les deux, la dynamique va passer de plus en plus de temps dans une ou
plusieurs configurations de vorticite´ re´currentes. On ne connait pas encore la topologie
des configurations qu’explore le syste`me de manie`re re´currente. Ce point sera de´veloppe´
dans la prochaine section.
5.5.5 Moyenne cohe´rente
Me´thode
Dans cette section, nous allons e´tudier la structure du champ de vorticite´ et le temps
passe´ au voisinage de ces re´currences.
Nous allons calculer les moyennes cohe´rentes des vecteurs spatiaux Ωi,j sur les
diffe´rentes re´currences en fonction du seuil ǫc. Il faut tout d’abord hie´rarchiser ces
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diffe´rentes structures en fonction du temps total passe´ dans le voisinage de ces confi-
gurations. On de´finit alors Ti le pourcentage de temps passe´ au voisinage du vecteur
Ωi,j
Ti =
1
Nt
∑
i′
Ci,i′(ǫc) (5.15)
Ce temps correspond donc au pourcentage de temps que la fonction c(i, i′) passe
au-dessus du seuil ǫc, pour une configuration i donne´e. La structure la plus probable
est alors le maximum de Ti sur l’ensemble des mesures i ∈ [1, Nt] qu’on note T (1),
l’indice (1) correspond a` la premie`re structure la plus visite´e. On calcule la moyenne
cohe´rente de la configuration de vorticite´ la plus probable Ω
(1)
j , telle que
Ω
(1)
j =
1
T (1) ·Nt
∑
i′
CI,i′(ǫc) · Ωi′,j (5.16)
Ω
(1)
j et T
(1) de´pendent bien e´videmment du seuil ǫc choisi.
Re´sultats
Les configurations des modes les plus probables Ω
(1)
j sont repre´sente´es sur la figure 5.29
pour Rh e´gal a` 30 (a` gauche), 34 (au centre) et 38 (a` droite), et pour ǫc = 0.55 en haut
et ǫc = 0.75 en bas. On remarque que le choix du seuil ǫc ne change pas qualitativement
la structure des champs de vorticite´. Ces champs ont une structure similaire a` celle du
champ de vorticite´ a` Rh plus grand que 40, ce qui confirme l’e´mergence progressive
de l’e´tat condense´.
 Rh = 30  Rh = 34  Rh = 38
Figure 5.29 – Champs de vorticite´ du mode le plus probable pour Rh e´gal a` 30 (a`
gauche), 34 (au centre) et 38 (a` droite), et pour ǫc = 0.55 en haut et ǫc = 0.75 en bas
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Sur la figure 5.30, on a repre´sente´ T (1) en fonction de Rh pour diffe´rents seuils ǫc.
Quel que soit le seuil ǫc, les courbes indiquent que le mode le plus probable, qui garde
globalement la meˆme configuration de vorticite´ pour les diffe´rents Rh, va continuˆment
prendre de l’importance dans la dynamique de l’e´coulement. En effet, le rapport de
T (1) pour Rh e´gal a` 40 sur celui a` Rh e´gal a` 25 est de l’ordre de 8 − 10 pour les
diffe´rents seuils. Par exemple pour ǫc = 0.7, T
(1) vaut initialement 3 − 4% pour Rh
plus petit que 30, puis atteint 40% pour Rh plus grand que 39.
La gamme de Rh entre 30 et 39 correspondant a` la transition vers l’e´tat condense´,
est donc caracte´rise´e par l’e´mergence d’une configuration pre´fe´rentielle de vorticite´.
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Figure 5.30 – Pourcentage du temps passe´ dans le mode le plus probable en fonction
des seuils ǫc et Rh.
Cependant, meˆme avec un seuil assez bas avec ǫc e´gal a` 0.5, seulement 80% de
la dynamique est capture´e par cette me´thode. Meˆme si le syste`me passe du temps
proche d’une configuration donne´e, l’e´coulement reste chaotique et peut explorer des
configurations diffe´rentes de vorticite´ .
5.6 E´tude de l’e´tat condense´
Structure de l’e´coulement
Dans la section pre´ce´dente, nous avons constate´ que l’e´coulement optait pour une
configuration pre´fe´rentielle du champ de vorticite´ pour Rh > 30. Cette structure est
constitue´e (cf figure 5.29) d’un vortex central tournant dans le sens oppose´ au sens de la
circulation. Il est entoure´ de quatre vortex co-rotatifs avec la circulation formant ainsi
une croix a` quatre branches. La vorticite´ semble donc eˆtre domine´e par les composantes
de Fourier (nx, ny) = (3, 3) et (1, 3).
En effet, la de´composition de Fourier du champ de vorticite´ du mode le plus pro-
bable montre qu’entre 25 et 30% de la vorticite´ du mode est comprise dans le mode
(3, 3) pour Rh > 36. De plus, la composante du mode de forc¸age (2, 4) est tre`s faible
et contribue a` moins de 5% de la vorticite´.
Dans le chapitre 3, ces composantes de Fourier constituaient la base du mode`le
de basse dimension pour de´crire la premie`re bifurcation supercritique a` Rh = 1.55.
Les modes se´lectionne´s e´taient le mode (1, 1), correspondant a` la circulation a` grande
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e´chelle, le mode de forc¸age (2, 4) et quatre autres modes permettant les interactions
triadiques entre les deux premiers modes, dont les modes (3, 3) et (1, 3).
La pre´sence des modes (3, 3) indique donc qu’il peut exister des interactions directes
entre le mode de forc¸age et la circulation grande e´chelle. En reprenant le mode`le de
basse dimension, on a trace´ sur la figure 5.31 le champ de vorticite´ du mode sature´
issu du mode`le (figure de gauche) avec Rh = 2Rhc et le champ de vorticite´ du mode
le plus probable pour Rh = 30 et ǫc = 0.55 (figure de droite).
Ces champs de vorticite´ pre´sentent de fortes similarite´s, ce qui implique que ces
modes doivent jouer un roˆle important dans la dynamique de l’e´tat condense´.
 Rh = 30
Figure 5.31 – Gauche : champ de vorticite´ obtenue graˆce au mode`le du chapitre 4
pour Rh∗ = 2Rh∗c . Droite : champ de vorticite´ du mode le plus probable pour Rh = 30.
Il en est de meˆme pour les Rh supe´rieurs a` 35. On a repre´sente´ sur la figure 5.32
le champ de vorticite´ (figure de gauche) et la fonction de courant (figure de droite).
La figure du haut correspond au mode sature´ donne´ par le mode`le pour Rh ≫ Rh∗c ,
et en bas les champs moyens expe´rimentaux pour Rh e´gal a` 39. Les lignes de courants
dans les deux cas indiquent la pre´sence des quatre vortex co-rotatifs avec la circulation
grande e´chelle ainsi que le vortex central contra-rotatif. Sur le champ de vorticite´, on
retrouve aussi la signature de ces vortex.
E´videmment, ces deux champs ne sont pas identiques. En effet, le mode`le ne prend
en compte qu’un faible nombre de modes avec des conditions de glissement au parois et
un forc¸age simplifie´ par rapport a` la configuration expe´rimentale. Il reste ne´anmoins
que dans ces deux configurations, le mode (3, 3) domine la vorticite´ aux de´pens du
mode de forc¸age (2, 4), qui est pourtant dominant dans les champs moyens de vorticite´
pour Rh < 30.
L’analogie entre le mode`le de basse dimension et les champs expe´rimentaux sugge`re
donc que dans le re´gime condense´, les grandes e´chelles re´troagissent sur le mode de
forc¸age par l’interme´diaire du mode (3, 3) et (1, 3).
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Figure 5.32 – Droite : champ de vorticite´. Gauche : lignes de courant. Les figures en
haut sont obtenues avec le mode`le de basse dimension pour Rh ≫ Rh∗c . Les figures
du bas correspondent aux champs moyens de vorticite´ et des lignes de courant pour le
mode le plus probable a` Rh = 39.
De´composition en se´rie Fourier du champ de vitesse
Nous avons discute´ de manie`re qualitative de la structure du re´gime condense´ a` par-
tir des champs de vorticite´ filtre´s. Pour quantifier plus pre´cise´ment l’e´mergence des
diffe´rents modes, nous allons calculer leur e´nergie a` partir des champs de vitesse non
filtre´s.
La mesure e´tant inhomoge`ne spatialement, comme l’illustre la figure 5.33, nous
projetons les modes de Fourier sur une grille spatiale non-uniforme. Nous souhaitons
ainsi quantifier l’apparition des modes (3, 3) et (1, 3).
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Figure 5.33 – Instantane´ d’un champ de vitesse non-uniforme sur lequel sont calcule´s
les modes de Fourier.
Me´thode
Le champ de vitesse est de´compose´ sur les 25 premiers modes de Fourier avec nx et ny
compris entre 1 et 5. Ces modes correspondent aux grandes e´chelles dans l’e´coulement.
Les composantes de Fourier sont alors e´gales a`
uˆ(nx, ny, t) =
1
Cx(xi, yi)
∑
xi,yi
cos
(
nx
π
L
xi
)
sin
(
ny
π
L
yi
)
ux(xi, yi, t)
vˆ(nx, ny, t) =
1
Cy(xi, yi)
∑
xi,yi
sin
(
nx
π
L
xi
)
cos
(
ny
π
L
yi
)
uy(xi, yi, t)
(5.17)
avec ux(xi, yi) et uy(xi, yi) les composantes du champ de vitesse ou` (xi, yi) est la
position de la particule. Le centre du repe`re correspond au centre de la cellule. La
grille e´tant non-uniforme (cf figure 5.33), les composantes de Fourier sont normalise´es
par les constantes Cx(xi, yi) et Cy(xi, yi) valant
Cx(xi, yi) =
∑
xi,yi
cos
(
nx
pi
L
xi
)2
sin
(
ny
pi
L
yi
)2
Cy(xi, yi) =
∑
xi,yi
sin
(
nx
pi
L
xi
)2
cos
(
ny
pi
L
yi
)2 (5.18)
Si la grille contient assez de points re´partis de fac¸on homoge`ne, Cx et Cy valent Np/4
avec Np le nombre de particules.
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E´tude des champs moyens de vitesses
Nous allons tour d’abord e´tudier le champs moyen de vitesse 〈ux〉 et 〈uy〉, avec 〈·〉
la moyenne temporelle. La de´composition modale du champ moyen de vitesse est
repre´sente´e sur la figure 5.34. L’e´nergie sur chaque mode 〈uˆ〉2 + 〈vˆ〉2 est normalise´e
par l’e´nergie totale sur les modes Σ(〈uˆ〉2 + 〈vˆ〉2). Les ronds bleus correspondent au
pourcentage d’e´nergie sur le mode (1, 1), les carre´s noirs au mode (2, 4) et les losanges
rouges aux modes (3, 3) et (1, 3).
On remarque la de´croissance du mode de forc¸age au profit des modes (1, 3) et (3, 3).
La courbe associe´e a` l’e´nergie sur le mode (2, 4) coupe celle associe´e aux modes (3, 3)
et (1, 3) dans la gamme de Rh correspondant a` la transition vers l’e´tat condense´. Elles
saturent a` partir de Rh = 40 ou` elles atteignent un plateau.
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Figure 5.34 – Densite´ d’e´nergie des composantes de Fourier du champ moyen de
vitesse renorme´e par l’e´nergie totale du champ moyen. Les ronds bleus correspondent
au modes (1, 1), les carre´s noirs au mode (2, 4) et les losanges rouges aux modes (3, 3)
et (1, 3).
Quant a` la composante grande e´chelle (1, 1), sa courbe croˆıt sur la plage de Rh = 25
a` 33, puis de´ pour Rh > 33 pour se stabiliser vers Rh ≃ 40. La croissance initiale est
sans doute due au fait que le syste`me passe de plus en plus de temps sur le mode le
plus probable de´crit pre´ce´demment.
E´tude de l’e´nergie moyenne sur les modes
Nous allons maintenant e´tudier l’e´nergie moyenne sur les modes, de´finie par 〈uˆ2x〉 +
〈uˆ2y〉. Cette grandeur est diffe´rente de l’e´nergie sur les champs moyens 〈uˆx〉2 + 〈uˆy〉2,
pre´sente´e dans la section pre´ce´dente, car elle comporte en plus la contribution des
fluctuations. L’e´nergie moyenne normalise´e par l’e´nergie totale sur les modes (1, 1),
(2, 4) et (3, 3) + (1, 3) est repre´sente´e sur la figure 5.35 de gauche.
L’e´nergie moyenne a globalement le meˆme comportement que l’e´nergie sur les
champs moyens (cf figure 5.34) pour les diffe´rentes composantes de Fourier. On cons-
tate cependant que l’e´nergie sur le mode (2, 4) est beaucoup plus faible et repre´sente
a` peine 5% de l’e´nergie totale.
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Figure 5.35 – E´nergie moyenne des composantes de Fourier normalise´e par l’e´nergie
totale. Les ronds bleus correspondent au modes (1, 1), les carre´s noirs au mode (2, 4)
et les losanges rouges aux modes (3, 3) et (1, 3)
5.6.1 Me´canisme de se´lection de l’e´tat condense´
La structure du champ de vorticite´ de l’e´tat condense´ semble eˆtre de´termine´e par la
structure du mode de forc¸age. En effet, l’e´mergence des modes (1, 3) et (3, 3) peut eˆtre
explique´e par l’interaction non-line´aire du mode grande e´chelle (1, 1) avec le mode du
forc¸age (2, 4).
Nous allons de´crire le me´canisme de se´lection de la structure de l’e´tat condense´
propose´ par Gallet et Young [23] dans le cadre d’un e´coulement bidimensionnel dont
le forc¸age est pe´riodique spatialement.
Me´canisme de se´lection
Les auteurs ont montre´ dans cet article que la circulation a` grande e´chelle saturait
dans la limite haut Reynolds et Rh−1 = 0. Ce re´sultat est surprenant car la circulation
sature meˆme sans la pre´sence d’une dissipation a` grande e´chelle assure´e par la friction.
En utilisant une approche quasi-line´aire, ils ont calcule´ analytiquement l’amplitude du
mode (nx, ny) = (1, 1) en de´composant la fonction de courant en trois composantes
1. La composante grande e´chelle, donne´e par la composante de Fourier (1, 1). Cette
composante est associe´e aux champs de vitesse et de vorticite´ (v0, ω0).
2. Les composantes de la fonction courant restantes ayant les meˆmes syme´tries
que le forc¸age. Le champ de vitesse du mode (2, 4) est syme´trique dans notre
e´coulement par re´flexion selon 0x et 0y. Cette composante est associe´e aux
champs de vitesse et de vorticite´ (vs, ωs).
3. Les composantes de la fonction courant restantes ayant les syme´tries oppose´es
a` celles du forc¸age. Les composante (3, 3) et (1, 3) du champ de vitesse sont
anti-syme´triques par re´flexion selon 0x et 0y. Cette composante est associe´e aux
champs de vitesse et de vorticite´ (va, ωa).
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Ces composantes de´terminent un syste`me a` trois modes. Les auteurs supposent
aussi que la vorticite´ est domine´e par ωs et ωa, alors que l’amplitude de v0 est plus
grande que celle de va et vs. L’amplitude de chaque mode est se´lectionne´e par la
phe´nome´nologie suivante
• Prenons l’e´quation de la vorticite´ stationnaire pour les composantes syme´triques[
Re−1∆−Rh−1]ωs = v0 · ∇ωa + va · ∇ω0 − (∇× f) · ez (5.19)
Dans la limite faible dissipation, le forc¸age e´quilibre le terme non-line´aire v0 ·
∇ωa, se´lectionnant ainsi l’amplitude de la composante anti-syme´trique (va, ωa)
en fonction de l’amplitude de la grande e´chelle
v0 · ∇ωa ≃ (∇× f) · ez. (5.20)
• Quant a` l’e´quation de la vorticite´ pour les composantes anti-syme´triques, la
dissipation ne peut pas eˆtre ne´glige´e car elle e´quilibre l’advection grande e´chelle
de la partie anti-syme´trique v0 · ∇ωs[
Re−1∆− Rh−1]ωa ≃ (v0 · ∇ωs) . (5.21)
L’amplitude de la composante syme´trique (vs, ωs) de´pend donc de l’amplitude
de la grande e´chelle et de ωa, qui est aussi une fonction du forc¸age et de la grande
e´chelle.
• Finalement, l’e´coulement a` grande e´chelle est force´ par l’interaction entre les
composantes syme´trique et anti-syme´trique tel que
[
2π2Re−1 −Rh−1]ω0 =
∫∫
(vs · ∇ωa + va · ∇ωs) sin(πx) sin(πy)dS. (5.22)
Graˆce aux deux e´quations pre´ce´dentes 5.21 et 5.20, les auteurs ont exprime´
ω0 uniquement en fonction du forc¸age et de la dissipation, car ωa et ωs ne
de´pendent que du forc¸age et de l’amplitude de la grande e´chelle. De plus dans la
limite Rh−1 = 0, les auteurs montrent que l’amplitude de la grande e´chelle est
inde´pendante de la dissipation donne´e par le nombre de Reynolds Re.
Comparaison avec l’expe´rience
Le mode`le de Gallet et Young [23] est plus complet que le mode`le a` trois modes de´crit
dans le chapitre 3, car il comporte plus de modes, meˆme si nous observons que la
composante antisyme´trique de la vorticite´ dans notre e´coulement est domine´e par les
modes (1, 3) et (3, 3).
Le sche´ma 5.36 re´sume le me´canisme de se´lection. Les modes (1, 3) + (3, 3) per-
mettent le transfert direct d’e´nergie des e´chelles du forc¸age a` l’e´coulement a` grande
e´chelle. Re´ciproquement, l’interaction de (1, 3) + (3, 3) avec (1, 1) permet une re´tro-
action de la composante grande e´chelle sur le mode du forc¸age. Finalement, les modes
(1, 3) + (3, 3) sont entretenus par l’advection diffe´rentielle 3 du mode (2, 4).
3qui comprend advection et cisaillement
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Figure 5.36 – Illustration du me´canisme de se´lection de la structure a` haut Rh.
L’e´coulement a` grande e´chelle (en haut) est entretenu par des interactions entre
le mode du forc¸age (en bas a` gauche) et les structures tourbillonnaires (en bas a`
droite). Les structures tourbillonnaires sont dues a` l’advection diffe´rentielle (advec-
tion+cisaillement) du mode du forc¸age par l’e´coulement grande e´chelle. Quant au
mode du forc¸age, son amplitude est re´duite par la re´troaction non-line´aire du mode
grande e´chelle et des structures tourbillonnaires.
5.6.2 Conclusion
Nous avons montre´ dans cette section que l’e´tat condense´ e´tait caracte´rise´ par l’e´mer-
gence des modes (1, 3) et (3, 3) dans la structure de l’e´coulement. Le mode (2, 4) sur
lequel le forc¸age a une forte projection et qui domine la structure de l’e´coulement
moyen pour Rh < 30, comporte seulement une faible portion de l’e´nergie dans le
re´gime condense´.
La croissance des modes (1, 3) + (3, 3) et la de´croissance du mode (2, 4) peuvent
eˆtre analyse´es en terme de syste`me a` trois modes avec la composante a` grande e´chelle
(1, 1). Ce me´canisme est analogue a` celui propose´ par Gallet et Young [23].
5.7 Conclusion sur les diffe´rentes transitions
Dans ce chapitre, nous avons identifie´ deux transitions successives de l’e´coulement
turbulent a` Rhc = 12 et Rh = 30. La premie`re bifurcation est caracte´rise´e par un
changement de forme de la distribution de UL, la vitesse moyenne entre le centre de
la cellule et la paroi. Initialement gaussienne pour Rh < Rhc, la distribution s’aplatit
progressivement autour de la valeur ze´ro pour graduellement pre´senter deux maxima.
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Ce changement de forme est bien de´crit par la de´composition de la distribution en
deux gaussiennes centre´es en ±Um et de variance σ2. Um subit alors une bifurcation
avec un comportement critique Um ∼ (Rh−Rhc)1/4. Quant a` la variance σ2, elle varie
continuˆment a` la bifurcation.
La seconde transition est caracte´rise´e par l’e´mergence progressive d’une configu-
ration particulie`re de vorticite´ dans l’e´coulement a` partir de Rh > 30. Nous avons
quantifie´ cette bifurcation en identifiant les re´currences dans le champ de vorticite´.
Cette e´tude nous a permis de montrer que l’e´coulement passait graduellement de plus
en plus de temps proche d’une configuration de vorticite´ domine´e par les modes de
Fourier (1, 3) et (3, 3) et ayant une faible projection sur le mode du forc¸age (2, 4).
La structure de cet e´coulement est en accord avec le me´canisme de se´lection de la
structure de l’e´tat condense´ propose´ par Gallet et Young [23].
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6.1 Pre´sentation
Dans le chapitre pre´ce´dent, nous avons montre´ que pour Rh plus grand que 30, une
circulation cohe´rente a` grande e´chelle apparaissait. L’e´coulement est cohe´rent car il
passe une grande partie du temps proche d’une configuration de vorticite´ particulie`re
qu’on nomme e´tat condense´.
Le forc¸age ne favorisant aucun sens de circulation, l’e´coulement a` grande e´chelle
peut initialement tourner dans le sens horaire ou anti-horaire. Nous avons trace´ sur la
figure 6.1, une se´rie temporelle de UL (en gris) et U¯L (en noir), la composante filtre´e de
UL
1, pour Rh = 38. On rappelle que UL est la vitesse moyenne´e spatialement entre le
centre et le bord de la cellule. On constate donc que l’e´coulement peut continuellement
transiter d’un sens de rotation a` l’autre, avec des renversements qui semblent distribue´s
ale´atoirement dans le temps.
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Figure 6.1 – Se´rie temporelle de UL (en gris) avec Rh = 38. La courbe en noir
repre´sente U¯L, la vitesse UL filtre´e par un filtre a` moyenne glissante.
Nous pre´sentons dans ce chapitre les proprie´te´s statistiques et la dynamique de ces
renversements.
6.2 Statistiques
6.2.1 De´tection des renversements
Avant d’e´tudier les statistiques des renversements, il nous faut e´laborer un protocole
pour de´finir un renversement. Le premier crite`re pour de´finir un renversement est
l’instant ou` la vitesse UL change de signe.
Cependant le signal direct (en gris sur la figure 6.1) pre´sente d’importantes fluc-
tuations coupant souvent la valeur ze´ro. La vitesse UL peut alors changer de signe,
meˆme si le signal filtre´ (en noir) indique que le syste`me est toujours dans le meˆme e´tat.
Le signal doit eˆtre au pre´alable filtre´ pour enlever ces fluctuations. Un des parame`tres
pour de´finir un renversement est donc le temps caracte´ristique du filtre τm. Le filtre
1Ce filtre est une moyenne glissante, effectuant la moyenne sur les 10 secondes avant et apre`s le
point conside´re´.
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utilise´ est un filtre a` moyenne glissante, ou` la valeur au temps t du signal filtre´ est
e´gale a` la valeur moyenne du signal sur l’intervalle [t− τm, t+ τm].
De plus, pendant certains renversements, U¯L peut couper plusieurs fois la valeur
ze´ro, comme l’illustre le renversement de la figure 6.2. Pour ne compter qu’une fois ce
meˆme renversement, nous fixons un seuil δTs de´finissant le temps minimal entre deux
renversements. Si le signal filtre´ coupe plusieurs fois la valeur ze´ro pendant l’intervalle
de temps δTs, un seul renversement sera de´compte´.
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Figure 6.2 – La vitesse UL en fonction du temps pour Rh = 49.5, indiquant de fortes
fluctuations du signal lors d’un renversement.
Nous avons illustre´ ce traitement sur la figure 6.3. La vitesse moyenne UL est
repre´sente´e sur la figure de gauche, et la vitesse filtre´e U¯L avec τm = 20 est trace´e sur
la figure de droite. Les ronds rouges correspondent aux renversements identifie´s avec
δTs = 10s.
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Figure 6.3 – Gauche : se´rie temporelle de UL pour Rh = 38. Droite : se´rie temporelle
de U¯L avec τm = 20s. Les ronds rouges correspondent a` la de´tection d’un renversement.
On de´finit alors la fre´quence des renversements Fr e´gale a`
Fr =
Nr
Tf
(6.1)
avec Nr le nombre de renversements pendant la dure´e Tf de la mesure.
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6.2.2 Fre´quence des renversements
Fre´quence des renversements en fonction de Rh
La fre´quence des renversements adimensionne´e par τc en fonction de Rh est trace´e
sur la figure 6.4. On observe une de´croissance de la fre´quence des renversements en
fonction de Rh.
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Figure 6.4 – Fre´quence moyenne des renversements Fr adimensionne´e par τc en fonc-
tion de Rh, avec τm = 20s et δTs = 10s. Les ronds bleus correspondent aux mesures
avec un champ magne´tique de B = 0.098T, les carre´s rouges a` B = 0.10T, les triangles
noirs a` B = 0.11T et les losanges magenta a` B = 0.12T.
Comme le temps τc varie peu sur la gamme des champs magne´tiques applique´s,
nous avons repre´sente´ la fre´quence des renversements en fonction de Rh sur la figure
6.5, pour montrer les ordres de grandeur des fre´quences des renversements. On constate
que la fre´quence passe d’environ 35 renversements par heure pour Rh faible a` 1 a` 2
renversements par heure pour Rh > 45.
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Figure 6.5 – Fre´quence moyenne des renversements Fr exprime´e en renversements par
heure en fonction de Rh, avec τm = 20s et δTs = 10s. Les ronds bleus correspondent
aux mesures avec un champ magne´tique de B = 0.098T, les carre´s rouges a` B = 0.10T,
les triangles noirs a` B = 0.11T et les losanges magenta a` B = 0.12T.
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Figure 6.6 – Fre´quence moyenne des renversements Fr en fonction de Rh pour B =
0.10T, en e´chelle semi-logarithmique, avec τm = 20s et δTs = 10s.
La fre´quence des renversements adimensionne´e est repre´sente´e sur la figure 6.6 en
fonction de Rh pour B = 0.1 T en e´chelle semi-logarithmique. Cette courbe indique
que la de´croissance est exponentielle, avec
Fr = τ
−1
c A exp(−αRh) (6.2)
ou` α est une constante re´elle et positive, valant α = 0.29.
Sensibilite´ de la fre´quence aux parame`tres de de´tection
Nous souhaitons connaˆıtre la sensibilite´ de la fre´quence Fr en fonction des parame`tres
τm, le temps de moyenne du filtre, et δTs, la dure´e minimale entre deux renversements.
140
Nous avons repre´sente´s uniquement les mesures avec B = 0.106T.
Sur la figure 6.7 de gauche, la fre´quence des renversements est trace´e en fonction
de Rh avec τm = 10s (ronds bleus), τm = 20s (carre´s rouges) et τm = 40s (losanges
noirs). Le seuil δTs est fixe´ a` 10s.
On constate que la fre´quence est une fonction de´croissante du temps τm pour Rh
constant, meˆme si l’effet est moins sensible pour les Rh plus grand que 45 pour τm ≥ 20
s. En effet dans cette gamme de Rh, les renversements sont rares et bien identifiables.
On remarque que la de´croissance de Fr reste exponentielle en fonction de Rh pour les
diffe´rents τm.
Sur la figure de droite, on a repre´sente´ Fr avec δTs = 1s (ronds bleus), δTs = 20s
(carre´s rouges) et τm = 40s (losanges noirs). Le temps du filtre τm est fixe´ a` 20s.
On remarque aussi une de´croissance des fre´quences Fr en fonction de δTs, cependant
Fr(Rh) est toujours compatible avec une de´croissance exponentielle en fonction de Rh.
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Figure 6.7 – Gauche : Fre´quence moyenne des renversements Fr en fonction de Rh et
de τm avec δTs = 10s. Droite : Fre´quence moyenne des renversements Fr en fonction
de Rh et de δTs avec τm = 20s.
6.2.3 Distribution des dure´es entre renversements
Nous avons choisi la mesure a` Rh = 38 et B = 0.106T, comportant le plus grand
nombre de renversements (175), pour calculer la distribution P (τrenv) des dure´es τrenv
entre deux renversements successifs. Nous avons utilise´ les parame`tres τm = 20s et
δTs = 10s.
La distribution P (τrenv) est repre´sente´e sur la figure 6.8 de gauche. Cette meˆme
courbe est trace´e sur une e´chelle semi-logarithmique sur la figure de droite.
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Figure 6.8 – Gauche : distribution des dure´es entre deux renversements P (τrenv) pour
Rh = 38. Droite : distribution P (τrenv) en e´chelle semi-logarithmique.
On constate la pre´sence d’un pic dans la distribution de P (τrenv) pour τrenv ≃ 40s,
puis la distribution de´croˆıt de manie`re monotone. Cette de´croissance est exponentielle
comme l’illustre la figure de droite. Le temps caracte´ristique de de´croissance est de 96s,
ce qui fait un temps moyen entre renversements de 40 + 96 = 136s, soit environ 26.5
renversements par heure. Cette valeur est tre`s proche de la fre´quence des renversements
(figure 6.5) calcule´e dans la pre´ce´dente section, avec Fr = 25 renversements par heure.
6.2.4 Fluctuations de UL
Nous avons aussi quantifie´ l’e´volution des fluctuations par rapport a` l’amplitude de la
circulation. Sur la figure 6.9 de droite, nous avons trace´ UL (en gris) en fonction du
temps pour Rh = 35.5. Les droites rouges correspondent a` ±〈|UL|〉, la moyenne de
la valeur absolue de UL. On constate que cette valeur correspond bien a` l’amplitude
moyenne de UL dans chaque attracteur. Ainsi les fluctuations peuvent eˆtre estime´es
en calculant la de´viation standard de |UL| e´gale a`
σ|UL| =
〈
(|UL| − 〈|UL|〉)2
〉1/2
(6.3)
Elle quantifie l’e´volution des fluctuations de UL autour des valeurs ±〈|UL|〉, comme
l’indiquent les droites bleues, donne´e par l’ordonne´e 〈|UL|〉 ± σ|UL|.
La de´viation standard σ|UL| est repre´sente´e en fonction de Rh sur la figure 6.9 de
droite. On constate qu’elle ne diminue significativement qu’a` partir de Rh = 42. Or
entre Rh = 35 et Rh = 42, la fre´quence des renversements a diminue´ d’au moins 50%.
On peut donc conclure que pour cette plage de Rh, les renversements ne sont pas relie´s
aux fluctuations de UL.
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Figure 6.9 – Gauche : e´volution temporelle de UL pour Rh = 35.5, avec en rouge
(respectivement en bleu), les droites d’ordonne´es ±〈|UL|〉 ( resp. 〈|UL|〉±σ|UL|). Droite :
de´viation standard σ|UL| de |UL| en fonction de Rh.
6.2.5 Bilan
Nous avons montre´ dans cette section que la fre´quence des renversements de´croˆıt de
manie`re exponentielle en fonction de Rh. Cette proprie´te´ est robuste aux changements
des crite`res de de´tection des renversements. La de´croissance exponentielle de cette
fre´quence indique qu’il n’existe pas de seuil Rhc, tel que pour Rh > Rhc, l’e´coulement
ne se renverse plus.
Nous avons constate´ que la distribution P (τrenv) des dure´es τrenv entre deux ren-
versements est aussi exponentielle. De plus, les fluctuations de UL semblent n’eˆtre pas
corre´le´es a` la variation de la fre´quence des renversements sur la gamme Rh ∈ [35, 42].
6.3 Comparaison des renversements pour deux Rh
diffe´rents
Nous souhaitons comparer la dynamique des renversements a` faible et haut Rh a` partir
des mesures des sondes Vives, pour identifier l’origine de la de´croissance de la fre´quence
des renversements. Nous avons donc se´lectionne´ deux mesures, une a` Rh = 38 et l’autre
Rh = 48.
Les se´ries temporelles
Les se´ries temporelles de U¯L a` Rh = 38 (a` gauche) et Rh = 48 (a` droite) sont
repre´sente´es sur la figure 6.10.
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Figure 6.10 – Se´rie temporelle de U¯L avec a` gauche Rh = 38 et a` droite Rh = 48.
Sur la mesure a` Rh = 38, nous avons identifie´ 175 renversements sur une dure´e de
7 heures et sur la mesure avec Rh = 48, 15 renversements sur une dure´e de 9 heures.
Comparaison des renversements de UL
Nous avons superpose´ tous les renversements de chaque se´rie temporelle sur la figure
6.11 avec Rh = 38 a` gauche etRh = 48 a` droite. Le temps de re´fe´rence t = 0 correspond
au moment ou` UL change de signe. Nous n’avons pris que les renversements et exclu
les excursions. Pour superposer toutes les re´alisations, la vitesse UL est multiplie´e par
le signe de la moyenne de UL sur toute la dure´e pre´ce´dent le renversement. La courbe
noire repre´sente la moyenne des re´alisations.
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Figure 6.11 – Superposition des renversements avec comme instant de re´fe´rence t =
0s, correspond au moment ou` UL change de signe. Gauche : renversements avec Rh =
38 Droite : renversements avec Rh = 48.
On constate que les courbes sont tre`s disperse´es a` la fois pour Rh = 38 et Rh = 48.
Il ne semble pas exister de concentration des trajectoires autour de la moyenne. On
remarque aussi que la moyenne des renversements semble eˆtre impaire par rapport a`
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t = 0. Il n’existe pas de phase lente initiale et de phases rapide apre`s le renversement,
comme dans certaines observations de renversements [50].
Pour la mesure a` Rh = 38, il est possible de calculer la distribution des amplitudes
P (UL, t) de UL en fonction du temps graˆce au grand nombre de renversements. Cette
distribution est trace´e sur la figure 6.12. Le temps est en abscisse, l’amplitude de UL
est en ordonne´e et le code couleur correspond a` la probabilite´ P (UL, t). Nous avons
trace´ le logarithme de P (UL, t) normalise´e par sa valeur maximale. On remarque que
la distribution est aussi tre`s e´tale´e autour de sa valeur moyenne.
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Figure 6.12 – Distribution P (UL, t) des amplitudes de UL pendant un renversement
en fonction du temps pour Rh = 38.
Nous avons aussi repre´sente´ la superposition des renversements avec la vitesse
moyenne´e U¯L, pour τm = 10s. Nous n’avons repre´sente´ que 25 renversements pour
Rh = 38, afin de pouvoir comparer avec les renversements a` Rh = 48. Alors que les
renversements pour Rh = 38 semblent toujours eˆtre disperse´s, on remarque que pour
Rh = 48, ils sont concentre´s autour de la valeur moyenne.
De plus, la moyenne des renversements semble effectuer un le´ger rebond apre`s le
renversement. Cet effet est aussi visible sur la distribution des amplitudes P (U¯L, t)
repre´sente´e sur la figure 6.12.
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Figure 6.13 – Superposition des renversements avec comme instant de re´fe´rence t =
0s, correspondant au moment ou` U¯L change de signe. Gauche : renversements avec
Rh = 38. Droite : renversements avec Rh = 48.
Espace des phase
Pour calculer les trajectoires dans l’espace des phase, nous utilisons la grandeur US qui
est la vitesse moyenne entre le centre et la moitie´ de la distance entre le centre et le
bord de la cellule, comme l’illustre le sche´ma de la figure 6.14. Cette mesure comporte
les contributions des modes de Fourier tel que les modes (nx, ny) = (3, 3) et (2, 1).
Les projections de la dynamique sur l’espace (U¯L, U¯S) sont trace´es sur la figure
6.15, avec en haut a` gauche, Rh = 38, et en bas a` gauche, Rh = 48. Nous avons aussi
repre´sente´ la densite´ de probabilite´ P (U¯L, U¯S) (figure de droite), telle que
P (U¯L, U¯S)dU¯LdU¯S (6.4)
est la probabilite´ que la trajectoire dans l’espace des phases passe dans le rectangle
centre´ en (U¯L, U¯S), de coˆte´s dU¯L et dU¯S.
Figure 6.14 – Sche´ma indiquant les composantes de vitesses UL et US utilise´es pour
repre´senter l’espace des phases.
Pour Rh = 38, on constate que les renversements connectant les deux attracteurs
ne suivent pas des trajectoires re´gulie`res dans l’espace des phases. Ces trajectoires tre`s
fluctuantes semblent connecter les deux attracteurs, en passant pre`s du point (0, 0).
Cette observation est confirme´e par la densite´ P (U¯L, U¯S), ou` la probabilite´ de passer
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proche du point (0, 0) est relativement grande par rapport aux autres re´gions en dehors
des deux attracteurs.
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Figure 6.15 – Gauche : trajectoires dans l’espace des phases (U¯L, U¯S). Droite :
P (U¯L, U¯S) densite´ de probabilite´ associe´e aux trajectoires dans l’espace des phases.
En haut : se´rie temporelle avec Rh = 38. En bas : se´rie temporelle avec Rh = 48.
Sur la figure 6.16 de gauche, nous avons trace´ en rouge tous les renversements
correspondant aux trajectoires partant de l’attracteur UL > 0 vers l’attracteur UL < 0
et en bleu les autres renversements. On constate qu’il n’existe pas de concentration
des re´alisations autour d’une trajectoire particulie`re. Cependant on remarque que les
courbes rouges passent pre´fe´rentiellement par le quadrant correspondant a` l’espace
UL < 0 et US < 0 et que les courbes bleues transitent par celui correspondant a`
UL > 0 et US > 0.
Pour Rh = 48, la dynamique semble eˆtre plus simple. En effet, on observe peu
de renversements passant dans le voisinage de l’origine. Cette observation est aussi
confirme´e sur la figure 6.16, ou` les trajectoires partant de l’attracteur UL > 0 vers l’at-
tracteur UL < 0 (en rouge) sont clairement diffe´rentes et antisyme´triques par rapport
aux renversements allant de UL < 0 vers UL > 0.
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Figure 6.16 – Trajectoires comprenant uniquement les renversements dans l’espace
des phases (U¯L, U¯S). Les courbes rouges correspondent aux renversements de l’attrac-
teur UL > 0 vers l’attracteur UL < 0 et en bleu, les autres renversements. Gauche :
trajectoires pour Rh = 38. Droite : trajectoires pour Rh = 48.
Se´lection des trajectoires e´vitant l’origine
Il est possible d’extraire les trajectoires antisyme´triques de la se´rie temporelle avec
Rh = 38, en excluant tous les renversements passant dans le voisinage de l’origine.
Nous se´lectionnons toutes les trajectoires ne passant pas dans le disque de rayon δr
centre´e en (0, 0). Ces trajectoires sont repre´sente´es sur la figure 6.17 de gauche, avec
δr = 10−2m/s . Sur la figure de droite, nous avons trace´ les trajectoires passant dans
le disque.
On constate qu’une grande partie des renversements ne passant pas dans le voisi-
nage du centre, ont des trajectoires proches de celles de´crites sur la figure 6.16 de droite
a` Rh = 48. Cependant, ce crite`re n’exclue pas comple`tement les trajectoires chaotiques
dans l’espace des phases et re´ciproquement, on constate sur la figure 6.17 de droite, des
trajectoires passant proche de l’origine mais de´crivant aussi une trajectoire similaire
aux renversements a` Rh = 48.
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Figure 6.17 – Gauche : Renversements pour Rh = 38 ne passant pas dans le disque
de rayon δr = 10−2 centre´ a` l’origine dans l’espace des phases. Droite : renversements
passant par le disque. Les courbes rouges et magenta correspondent aux renverse-
ments de l’attracteur UL > 0 vers l’attracteur UL < 0 et en bleu et cyan, les autres
renversements.
Dans le chapitre pre´ce´dent, nous avons constate´ que la norme de |UL| saturait pour
Rh > 35. La position des attracteurs dans l’espace des phases ne varie donc plus en
fonction de Rh. Nous pouvons donc e´tendre l’e´tude des renversements e´vitant l’origine
a` toute la gamme de Rh. Nous avons donc quantifie´ la probabilite´ qu’un renversement
passe proche de l’origine dans l’espace des phases (U¯L, U¯S) en fonction de Rh. Soit
P0,0(δr) la probabilite´ qu’un renversement passe dans le disque de rayon δr centre´ a`
l’origine (0, 0), telle que
P0,0(δr) =
N(δr)
Nr
(6.5)
avec N(δr) le nombre de renversements passant dans le disque de rayon δr. Nr est le
nombre total de renversement. La probabilite´ P0,0(δr) est repre´sente´e sur la figure 6.18
en fonction de Rh avec δr = 10−2m/s.
On constate que le pourcentage de trajectoires passant proche de l’origine de´croˆıt
a` mesure que Rh augmente, comme l’indique la courbe de tendance en rouge.
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Figure 6.18 – Pourcentage de renversements P0,0(δr = 10
−2) passant proche de l’ori-
gine dans l’espace des phases (U¯L, U¯S) en fonction de Rh.
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Bilan
La comparaison de la dynamique des renversements a` faible et haut Rh a montre´
que pour les Rh importants, la faible fre´quence des renversements est associe´e a` une
dynamique plus simple des renversements. En effet, pour Rh = 48, les renversements
dessinent des trajectoires bien de´finies dans l’espace des phases. De plus, les trajectoires
partant de l’attracteur UL > 0 vers UL < 0 sont impaires par rapport a` celle faisant le
chemin oppose´.
Lorsque Rh est faible, ces renversements semblent coexister avec des renversements
dont la dynamique est plus chaotique avec des trajectoires passant proches de l’origine.
Cependant a` mesure que Rh augmente, la probabilite´ que le syste`me passe au voisinage
de l’origine de´croˆıt.
6.4 Dynamique des renversements
6.4.1 Introduction
Dans cette section, nous pre´sentons l’analyse des instantane´s du champ de vitesse
obtenu graˆce au suivi de particules lors d’un renversement. Nous de´composons le champ
de vitesse sur les modes de Fourier uˆ et vˆ. A partir de ces deux composantes, on peut
calculer la fonction de courant ψnx,ny telle que
ψnx,ny =
1
2
L
π
(
uˆ
ny
− vˆ
nx
)
(6.6)
avec L la largeur de la cellule. L’e´nergie Enx,ny sur la composante (nx, ny) est de´finie
par
Enx,ny = |ωnx,ny ||ψnx,ny | = π2L−2
(
n2x + n
2
y
) |ψnx,ny |2 (6.7)
Toutes les fonctions de courant sont normalise´es par la moyenne de la valeur ab-
solue de ψ1,1. Nous avons aussi calcule´ le moment cine´tique L total des particules et
l’inte´grale de la vorticite´ Ω aux e´chelles supe´rieures a` l, de´finis par
L(t) =
Np∑
x=(xi,yi)
x(t)× v(t) et Ω(t) =
∫∫
ωldS (6.8)
. avec (xi, yi) la position de la particule et Np, le nombre de particules. Le champ
ωl est la vorticite´ calcule´e avec le champ de vitesse filtre´ pour l = 0.75cm. En the´orie,
la vorticite´ totale devrait eˆtre nulle 2, mais Ω(t) calcule´e ici correspond a` la vorticite´
totale aux e´chelles supe´rieures a` l. Ω et L sont aussi normalise´s par la moyenne de leur
valeur absolue.
2Du fait de la condition d’adhe´rence a` la paroi, la circulation totale doit eˆtre nulle
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6.4.2 Dynamique d’un renversement a` Rh = 42
Se´rie temporelle de ψ1,1, de la vorticite´ et du moment cine´tique
Nous allons analyser un renversement pour Rh = 42. Il correspond au renversement
avec le Rh le plus e´leve´, capture´ avec le suivi de particules.
La fonction de courant ψ1,1 de l’e´coulement a` grande e´chelle est repre´sente´e en
fonction du temps sur la figure 6.19 de gauche et la phase du renversement, sur la
figure de droite. On situe le de´but du renversement entre t = 75 et 80 secondes. La
fonction de courant ψ1,1 va ensuite fluctuer autour de ze´ro entre t = 80s et 90s. Le
renversement se termine a` t = 90s.
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Figure 6.19 – Gauche : se´rie temporelle de la fonction de courant ψ1,1 adimensionne´e
par la moyenne de sa valeur absolue. Droite : zoom sur la phase de renversement.
Sur la figure 6.20, la vorticite´ totale Ω (en rouge, figure de gauche) ainsi que le
moment cine´tique L (en rouge, figure de droite) semblent suivre globalement l’ampli-
tude du mode ψ1,1, et ne pre´sentent pas de dynamique particulie`re. Il n’apparait pas
de signe pre´curseur sur ces deux grandeurs.
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Figure 6.20 – Gauche : se´rie temporelle de la fonction de courant ψ1,1 (en bleu) et la
vorticite´ totale (en rouge), normalise´es par la moyenne de leur valeur absolue. Droite :
se´rie temporelle de la fonction de courant ψ1,1 (en bleu) et du moment cine´tique total
(en rouge), normalise´s par la moyenne de leur valeur absolue.
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Renversement entre les e´tats condense´s
Les moyennes temporelles du champ de vorticite´ filtre´ avant (figure de gauche) et apre`s
(figure de droite) le renversement sont repre´sente´es sur la figure 6.21. On constate que
les champs moyens de vorticite´ apre`s et avant le renversement sont similaires au champ
de vorticite´ de l’e´tat condense´ pre´sente´ dans le chapitre pre´ce´dent. On peut supposer
que le renversement correspond a` une transition de l’attracteur de l’e´tat condense´ avec
un sens de rotation horaire vers l’attracteur syme´trique.
Figure 6.21 – La moyenne du champ de vorticite´ filtre´ avant (gauche) et apre`s (droite)
le renversement.
Cette observation est conforte´e par la projection de la dynamique sur l’espace
des phases correspondant aux composantes (ψ1,1, ψ3,3) trace´es sur la figure 6.22. On
rappelle que le mode (3, 3) domine l’e´nergie et l’enstrophie dans l’e´tat condense´. On
observe bien les deux attracteurs syme´triques et la trajectoire correspondant au ren-
versement est trace´e en rouge. On constate que le renversement passe du temps proche
de l’origine du repe`re et ne connecte pas directement le deux attracteurs syme´triques.
Pour faire le lien avec l’espace des phases obtenu avec les sondes Vives, le mode
(1, 1) a une forte composante sur la vitesse UL et le mode (3, 3) sur la vitesse US.
Le renversement observe´ correspond donc aux renversements passant a` proximite´ de
l’origine.
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Figure 6.22 – Trajectoires dans l’espace des phases (ψ1,1, ψ3,3). La courbe en rouge
correspond au renversement entre t = 70s et t = 90s.
Dynamique des modes de Fourier
Nous avons aussi analyse´ la dynamique de l’e´nergie sur les autres modes (nx, ny) en
fonction du temps. En plus des modes (1, 1) (en bleu) et (3, 3) (en magenta) qui
sont pre´sents avant et apre`s le renversement, nous avons identifie´ deux modes par-
ticulie`rement actifs pendant le renversement : le mode (3, 1) (en noir) et (2, 1) (en
rouge).
On remarque que juste avant le renversement, les modes (1, 1) et (3, 1) pre´sentent
un pic d’e´nergie, puis l’e´nergie du mode (1, 1) de´croˆıt subitement ce qui correspond au
renversement. La fonction de courant de l’e´coulement lors du pic de ces deux modes
est repre´sente´e sur la figure 6.24 de gauche. On constate que la phase associe´e aux
fluctuations de (1, 1) et (3, 3) autour de ze´ro (cf figure 6.22) correspond a` une aug-
mentation de l’e´nergie dans le mode (2, 1) entre t = 80s et 90s. Durant cette phase,
l’e´coulement est principalement compose´ de deux cellules (figure 6.20 de gauche).
On peut donc supposer que la fluctuation associe´e au pic du mode (3, 1) (figure 6.24
de gauche) a de´stabilise´ l’e´coulement grande e´chelle, puis la dynamique est passe´e par
une configuration comportant deux cellules (figure 6.24 de droite). Apre`s cette phase
transitoire, le syste`me a finalement rejoint le bassin d’attraction de l’e´tat condense´
correspondant a` l’autre sens de rotation.
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Figure 6.23 – E´volution de l’e´nergie sur les modes (1, 1) (bleu), (3, 1) (noir), (2, 1)
(rouge) et (3, 3) (magenta) en fonction du temps. Le moment ou` l’e´coulement a` grande
e´chelle se renverse est indique´ par les tirets noirs a` t = 80s.
Figure 6.24 – Champ de la fonction de courant ψ(x, y) reconstruite a` partir de la
projection sur les modes de Fourier. A gauche : ψ(x, y) lors du pic du mode (3, 1).
Droite : ψ(x, y) a` t = 90s.
6.4.3 Comparaison avec un autre renversement
Nous avons aussi constate´ sur d’autres renversements une hausse de l’activite´ des
deux modes (3, 1) et (2, 1), mais leur apparition ne suit pas la meˆme se´quence que
le renversement a` Rh = 42. Sur la figure 6.25, nous avons repre´sente´ l’e´volution de
ψ1,1 pour Rh = 32 sur la figure de gauche et l’e´nergie des composantes de Fourier sur
la figure de droite. On remarque bien l’augmentation de l’e´nergie sur le mode (2, 1)
juste avant le renversement et de fortes fluctuations des modes (3, 1) et (2, 1) durant
le renversement. Mais les de´tails de l’e´volution sont clairement diffe´rents de ceux de la
figure 6.23.
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Figure 6.25 – Droite : se´rie temporelle de la fonction de courant ψ1,1 adimensionne´e
par la moyenne de sa valeur absolue pour Rh = 32. E´volution de l’e´nergie sur les modes
(1, 1) (bleu), (3, 1) (noir), (2, 1) (rouge) et (3, 3) (magenta) en fonction du temps pour
Rh = 32.
De plus, pendant ce renversement, on observe des phases ou` la structure de l’e´cou-
lement se projette sur plusieurs modes de Fourier. Par exemple, le renversement illustre´
sur la figure 6.25 passe par une phase chaotique a` t = 39s. Les champs de la fonction
de courant ψ(x, y) et de la vorticite´ filtre´e a` t = 49s sont repre´sente´s sur la figure 6.26.
On constate bien la pre´sence de sept tourbillons, qui ont une projection sur plusieurs
modes de Fourier.
Figure 6.26 – Champ de la fonction de courant ψ(x, y) a` gauche et champ de vorticite´
filtre´ a` droite, lors du renversement pour Rh = 32 a` t = 39s.
6.4.4 Bilan
L’analyse des instantane´s de vitesse obtenus par le suivi de particules montre que les
renversements relient bien les deux attracteurs syme´triques de l’e´tat condense´.
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Nous avons constate´ que les renversements ne connectaient pas toujours direc-
tement les deux attracteurs mais pouvaient passer par une phase, ou` l’e´coulement
n’a pas de projection sur les modes (3, 3) et (1, 1). Ces phases sont caracte´rise´es par
l’apparition des modes (2, 1) et (3, 1), qui peuvent eˆtre entrecoupe´es d’e´pisodes plus
turbulent. Ces renversements correspondent aux trajectoires passant a` proximite´ de
l’origine identifie´es dans la section pre´ce´dente.
Nous n’avons pas constate´ de sce´nario bien de´fini de renversements du fait de la
variabilite´ des se´quences d’apparition des modes (2, 1) et (3, 1) sur la dizaine de mesures
effectue´es. Cependant, ces mesures sont re´alise´es pour des nombres de Rh infe´rieurs
a` 42. Ces renversements sont donc a` priori plus complexes que les renversements aux
Rh proches de 50.
6.5 Discussion sur le me´canisme des renversements
6.5.1 E´tudes ante´rieures
La premie`re observation expe´rimentale
Les renversements d’une circulation grande e´chelle pour Rh grand furent initialement
observe´s expe´rimentalement par Sommeria [56]. Le montage expe´rimental est iden-
tique au noˆtre, avec un re´seau de 36 e´lectrodes et un champ magne´tique uniforme
applique´ une couche de mercure. L’e´coulement laminaire correspond a` un re´seau de
6× 6 tourbillons contra-rotatifs.
Le seuil d’apparition des renversements est situe´ a` Rh = 37 et la circulation grande
e´chelle ne se renverse plus pour Rh > 41. Lors d’un renversement, les modes nx = 2
pre´sentent un accroissement d’activite´, mais aucun sce´nario pre´cis fut identifie´.
Comparaison avec les autres montages
Depuis, aucune autre e´tude expe´rimentale n’a relate´ l’observation de ce phe´nome`ne.
Les e´tudes similaires [59] ont utilise´ une configuration expe´rimentale diffe´rente, avec
un re´seau d’aimants et un courant injecte´ uniforme dans un e´lectrolyte. Dans ces
expe´riences, la bidimensionnalite´ n’est plus assure´e par les processus MHD pre´sente´s
dans le chapitre 1. De plus, l’injection de vorticite´ est moins localise´e et les nombres
de Reynolds sont beaucoup plus faibles.
Ainsi, malgre´ la confirmation expe´rimentale de la pre´sence d’un e´tat condense´
[49, 66], l’e´coulement a` grande e´chelle associe´ n’a jamais pre´sente´ de reversement de
sens de rotation dans ces expe´riences.
Renversement dans le cas Rh−1 = 0
Molenaar et al. [46] ont e´tudie´ nume´riquement la stabilite´ d’un e´coulement grande
e´chelle dans la limite Rh−1 = 0 avec condition d’adhe´rence aux parois. Ces auteurs
ont constate´ qu’avec un forc¸age stationnaire et pe´riodique spatialement, la circulation
grande e´chelle e´tait stable et ne se renversait pas. Ils ont donc e´tudie´ l’effet d’un forc¸age
stochastique sur la circulation grande e´chelle.
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Ils ont observe´ un e´coulement grande e´chelle domine´ par un vortex central (cf
figure 6.27), ce qui semble eˆtre une proprie´te´ ge´ne´rique des e´coulements dont le forc¸age
est stochastique [12, 33, 55]. Cet e´coulement a` grande e´chelle peut se de´stabiliser et
changer spontane´ment de sens de rotation. Cette de´stabilisation semble eˆtre due a` une
instabilite´ se de´veloppant dans la couche limite proche des parois. Cette instabilite´
provoque un e´pisode turbulent dans le centre de la cellule, suivi de la formation d’un
nouveau vortex central dont le sens de rotation peut eˆtre soit identique soit oppose´
a` la circulation pre´ce´dant l’instabilite´. Sur la figure 6.27, on repre´sente les champs de
vorticite´ avant (droite), pendant (milieu) et apre`s (gauche) un renversement.
Figure 6.27 – Champs de vorticite´ extrait de Molenaar et al. [46] lors d’un renverse-
ment de la circulation grande e´chelle.
Plusieurs e´le´ments permettent d’e´carter ce me´canisme pour notre expe´rience. Tout
d’abord, notre e´tude se place dans la limite 1 < Rh ≪ Re, alors que leur travaux
nume´riques sont dans le re´gime 1 < Re≪ Rh. Ainsi dans notre expe´rience, les couches
limites proches des parois ne sont pas la source principale de dissipation, contrairement
au cas ou` Rh−1 = 0 avec un forc¸age stochastique.
De plus, la dynamique tourbillonnaire semble eˆtre comple`tement diffe´rente. L’e´tat
condense´ observe´ dans notre expe´rience comporte plusieurs vortex. Le me´canisme de
renversement ne se semble pas se re´sumer a` la de´stabilisation d’un seul vortex.
6.5.2 Une dynamique de basse dimension
Dynamique de basse dimension dans les simulations
Gallet [24] a e´tudie´ nume´riquement dans sa the`se la meˆme configuration que notre
expe´rience avec un forc¸age comportant 2 × 4 tourbillons. Les proprie´te´s des renver-
sements suivent les pre´dictions d’un sce´nario d’intermittence de crise [9]. L’auteur
observe lors des renversements du mode (1, 1), que les modes (2, 1) et (1, 2) sont par-
ticulie`rement actifs. Il montre alors que ce sce´nario d’intermittence de crise peut eˆtre
capture´ [22] par un mode`le de basse dimension comprenant ces trois modes3. Nous
allons donc comparer les proprie´te´s de ce sce´nario avec nos re´sultats expe´rimentaux.
3Ce mode`le repose sur des arguments de syme´trie.
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Figure 6.28 – Espace des phases du mode`le a` trois modes de´crit dans [22]. Les deux
e´tats syme´triques sont connecte´s par une trajectoire en rouge, autour de laquelle se
concentrent les renversements.
L’intermittence de crise
Dans ce sce´nario, il existe un seuil Rhc au dessus duquel les deux attracteurs sont
comple`tement se´pare´s et distincts dans l’espace des phases. Au seuil Rhc, chaque
attracteur chaotique collisionne le bassin d’attraction de l’autre attracteur. Cette col-
lision cre´e une connection entre les deux attracteurs. Les renversements proches du
seuil Rhc passent donc au voisinage de cette re´gion. Sur la figure 6.28, on constate la
pre´sence des deux attracteurs 4 syme´triques, connecte´s par la trajectoire.
Dans notre expe´rience, la de´croissance exponentielle de la fre´quence des renver-
sements n’indique pas la pre´sence d’un seuil. De plus, le sce´nario d’intermittence de
crise est souvent associe´ a` une de´croissance en loi de puissance de la fre´quence des
renversements, telle que Fr ∼ (Rh− Rhc)γ.
Il est cependant possible que ce seuil ne soit pas accessible dans l’expe´rience car se
situant a` des valeurs de Rh trop e´leve´es. En effet, le nombre Rh varie en racine carre´
du courant et nous ne pouvons pas de´passer 200A sans de´te´riorer les re´sistances de
puissance ainsi que les e´lectrodes. De plus, pour ve´rifier l’absence de seuil, il faudrait
effectuer des mesures longues d’au moins 24 heures. Or le montage ne permet pas la
stabilite´ des conditions expe´rimentales sur plus de 12h, a` cause des variations ther-
miques. La cellule place´e au centre de la bobine est difficile a` controˆler thermiquement.
Ce sce´nario pre´dit aussi une distribution exponentielle des dure´es entre deux ren-
versements, comme c’est le cas dans notre expe´rience. Cependant, cette proprie´te´ est
commune a` de nombreux sce´narii de renversements, de`s lors qu’ils impliquent une
absence d’effet me´moire.
Une autre proprie´te´ de ce sce´nario est la concentration des trajectoires lors des
renversements au voisinage du point de collision, lorsqu’on est proche du seuil Rhc.
Cette proprie´te´ serait plutoˆt en accord avec notre observation de la simplification des
4en toute rigueur, il n’existe plus deux mais qu’un seul attracteur
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trajectoires des renversements lorsqu’on augmente Rh.
Un autre argument en la faveur d’une dynamique de basse dimension est la faible
corre´lation entre les fluctuations de UL et la fre´quence des renversements. Cette pro-
prie´te´ semble exclure un me´canisme base´ sur des fluctuations ale´atoires de fortes am-
plitudes de´clenchant les renversements.
Dynamique a` haut Reynolds
L’e´tude nume´rique de Gallet [24] est effectue´e a` un nombre de Reynolds e´gale a` Re =
2.103. Ce nombre est relativement faible compare´ a` ceux de l’expe´rience de l’ordre de
105. Or nous avons montre´ dans une pre´ce´dente e´tude nume´rique [45] que la structure
de l’attracteur dans l’espace des phases a` Rh grand, pouvait fortement changer en
fonction de Re.
Nous avons e´tudie´ la dynamique des renversements pour un forc¸age sur le mode
(nx, ny) = (6, 6). Pour Re = 2.10
3 et Rh = 55, nous avons observe´ la bistabilite´ entre
l’e´tat turbulent et l’e´tat condense´. Sur la figure 6.29, on a repre´sente´ la projection de
la dynamique sur l’espace des phases, avec la composante (nx, ny) = (1, 1) en abscisse
et (6, 6) en ordonne´e.
Les deux e´tats sont clairement visibles sur la trajectoire en rouge dans l’espace des
phase. L’e´tat condense´ correspond a` la re´gion dense associe´e a` une grande amplitude
du mode (1, 1) et l’e´tat turbulent est situe´ dans la zone centrale avec de plus fortes
amplitudes du mode (6, 6). Les trajectoires des renversements connectent uniquement
les deux e´tats turbulents syme´triques. Lorsque Rh est e´gale a` 100, le syste`me reste
dans l’e´tat condense´ (en vert) et ne se renverse plus.
Lorsque le Reynolds est multiplie´ par 5 (figure du bas, courbe bleue), les deux
attracteurs ne sont plus discernables pour Re = 104 et Rh = 55. Pour Rh = 100,
l’e´tat condense´ (en vert) occupe une partie de l’attracteur turbulent. L’augmentation
du nombre de Reynolds a donc comple`tement change´ la structure de l’attracteur de
l’e´tat condense´.
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Figure 6.29 – Trajectoires dans l’espace des phases avec la composante (nx, ny) =
(1, 1) en abscisse et (6, 6) en ordonne´e. La figure du haut correspond a` des simulations
avec Re = 103, celle du bas a` Re = 104.
Il serait donc inte´ressant de tester la robustesse du sce´nario d’intermittence de crise
pour des nombres de Reynolds plus e´leve´s.
6.6 Conclusion
Dans ce chapitre, nous avons e´tudie´ les proprie´te´s statistiques et dynamiques des ren-
versements. Nous avons montre´ que la fre´quence des renversements de´croˆıt de manie`re
exponentielle en fonction de Rh.
Nous avons constate´ que la distribution P (τrenv) des dure´es τrenv entre deux renver-
sements est aussi exponentielle. Les fluctuations de UL ne semblent pas eˆtre corre´le´es
a` la variation de la fre´quence des renversements.
L’analyse des instantane´s de vitesse obtenus par le suivi de particule ont montre´
que les renversements relient bien les deux attracteurs syme´triques de l’e´tat condense´.
La trajectoire des renversements peut eˆtre complexe en ne connectant pas toujours
directement les deux attracteurs. Ces phases sont caracte´rise´es par l’apparition des
modes (2, 1) et (1, 3).
Nous avons constate´ que certaines proprie´te´s statistiques des renversements sont
en accord avec les pre´dictions du sce´nario d’intermittence de crise observe´e a` faible
Reynolds par [22]. Cependant, l’absence de seuil marquant la fin des renversements
laisse supposer que la dynamique a` haut Reynolds est plus complexe.
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Deuxie`me partie
Expe´rience Von Karma Sodium
1
Chapitre 7
E´tude des temps de de´croissance
du dipoˆle et du quadrupoˆle dans
l’expe´rience VKS
7.1 Les campagnes VKS
Nous avons pre´sente´ dans l’introduction le cadre expe´rimental de l’expe´rience Von
Karman Sodium. Cette expe´rience est base´e sur la collaboration de trois laboratoires :
le laboratoire de physique de l’ENS Lyon, le groupe SPHYNX du service de physique
de l’Etat Condense´ du CEA et le laboratoire de physique statistique de l’ENS Paris.
Durant cette the`se, nous avons effectue´ sept campagnes entre mai 2011 et de´cembre
2012, dont les caracte´ristiques sont de´taille´es sur le tableau 7.1. La campagne VKS2Z
est la dernie`re campagne de cette collaboration.
Dans la colonne “turbine“, nous avons indique´ respectivement les mate´riaux du
disque et des pales de chacune des turbines. Dans la colonne modification , nous avons
notifie´ la pre´sence d’e´le´ments supple´mentaires changeant l’e´coulement (les baﬄes, les
pales droites), les conditions aux limites du champ magne´tique (la chemise et les
flasques) ou les deux (les camemberts en cuivre entre les pales).
Campagne turbines 1 turbines 2 Modifications dynamo
VKS2T Inox-Fer Inox-Fer Flasques non
VKS2U Fer-Fer Fer-Fer baﬄes oui
VKS2V Fer-Fer Fer-Fer pales droites oui
VKS2W Fer-Cuivre Cuivre-Fer - non
VKS2X Inox-Inox Inox-Inox chemise en fer non
VKS2Y Fer-Fer Inox (he´lices) - oui
VKS2Z Fer-Fer Fer-Fer camemberts en cuivre non
Table 7.1 – Description des sept campagnes VKS entre mai 2011 et de´cembre 2012.
Le tableau 7.1 montre que la pre´sence d’au moins une turbine comportant un disque
en fer et des pales en fer est une condition ne´cessaire a` l’effet dynamo dans l’expe´rience
VKS, mais pas suffisante (cf VKS2Z).
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7.2 Le mode`le dipoˆle-quadrupoˆle
Le mode`le dipoˆle-quadrupoˆle de´crit dans Pe´tre´lis et al. [50] a permis d’expliquer graˆce
a` un meˆme formalisme les re´gimes dynamiques [5], la bistabilite´ [4, 24] et la localisation
[21] du champ magne´tique dans l’expe´rience VKS. Nous allons pre´senter succinctement
les bases de ce mode`le.
Le mode instable observe´ en contra-rotation exacte est principalement compose´
d’un dipoˆle dont l’axe est aligne´ avec l’axe de rotation des disques. Nous notons d
l’amplitude du mode instable. Lorsque les disques ne tournent plus en contra-rotation
exacte, l’e´coulement ainsi que le champ magne´tique deviennent asyme´triques par rap-
port a` la rotation Rpi indique´e sur la figure 7.1. L’asyme´trie du champ magne´tique
s’explique au premier ordre par l’apparition d’une composante quadrupolaire d’ampli-
tude q. Le quadrupoˆle apparaˆıt ainsi naturellement lorsque la syme´trie de l’e´coulement
est brise´e. La structure des modes dipolaires et quadrupolaires est sche´matise´e sur la
figure 7.1.
Figure 7.1 – Gauche : sche´ma du champ magne´tique du mode dipolaire. Droite :
sche´ma du champ magne´tique du mode quadrupolaire.
Comme nous e´tudions des re´gimes proches du seuil de l’instabilite´, nous supposons
que la dynamique du champ magne´tique est principalement domine´e par celle du dipoˆle
et du quadrupoˆle. Cette affirmation repose sur une hypothe`se que nous essaierons de
valider : le quadrupoˆle a un taux de croissance proche de ze´ro lorsque le dipoˆle devient
instable. Graˆce a` cette hypothe`se, nous pouvons utiliser la the´orie des formes normales,
et supposer que le dipoˆle et le quadrupoˆle sont les modes centraux du proble`me. Les
amplitudes d et q sont alors de´crites par une e´quation d’amplitude.
Dans la prochaine section, nous montrerons que le taux de croissance du quadrupoˆle
de´croˆıt significativement et indique un seuil proche de celui du dipoˆle, dans une cam-
pagne ou` des re´gimes dynamiques sont pre´sents. Cette observation justifie ainsi la prise
en compte du quadrupoˆle comme mode central.
Afin d’extraire l’amplitude des deux modes, nous utilisons une me´thode base´e sur
la projection du champ magne´tique sur la ge´ome´trie des modes dipolaire et quadrupo-
laire. Cette technique permet d’extraire distinctement les taux de croissance des deux
modes, contrairement a` une me´thode base´e sur la de´croissance de l’e´nergie.
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7.3 Mesure des temps de de´croissance du dipoˆle et
du quadrupoˆle
L’article est pre´sente´ sous la forme d’une lettre.
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Chapitre 8
Conclusion
8.1 Bilan ge´ne´ral
8.1.1 Premie`re partie
Au cours de cette the`se, nous avons e´tudie´ expe´rimentalement un e´coulement turbulent
bidimensionnel avec l’objectif de re´pondre aux deux questions suivantes
• Comment de´terminer et quantifier l’e´mergence des structures a` grande e´chelle
dans un e´coulement turbulent 2D ?
• Quelles sont la dynamique temporelle et la signature fre´quentielle de ces struc-
tures ?
L’expe´rience consiste a` appliquer un champ magne´tique uniforme et a` injecter du
courant dans une couche de me´tal liquide de faible e´paisseur. L’avantage de cette confi-
guration est la double utilisation du champ magne´tique, qui assure la bidimensionnalite´
et permet de forcer l’e´coulement en volume. L’e´coulement laminaire est ainsi forme´
d’un re´seau pe´riodique de huit tourbillons contra-rotatifs. La dynamique est de´crite
par l’e´quation de Navier-Stokes 2D comportant un terme de friction line´aire et un
terme de forc¸age. Le parame`tre de controˆle est le nombre sans dimension Rh, qui
quantifie le rapport entre l’inertie et la dissipation par friction.
Nous avons analyse´ les bifurcations successives entre le re´gime laminaire et chao-
tique. L’e´coulement laminaire perd sa stabilite´ par une bifurcation fourche supercri-
tique. Nous avons de´crit les me´canismes de cette instabilite´ graˆce a` un mode`le issu
de l’e´quation de Navier-Stokes. Le mode instable calcule´ pre´sente de fortes similarite´s
avec celui pre´sent lors de la transition du re´gime turbulent a` l’e´tat condense´.
Nous avons ensuite observe´ deux bifurcations de Hopf successives. Les deux fre´-
quences associe´es a` ces bifurcations e´tant incommensurables, nous avons montre´ que
la dynamique du syste`me e´voluait sur un tore dans l’espace des phases. Ce tore perd sa
stabilite´ et la transition vers le chaos est de´crite par un sce´nario d’intermittence ana-
logue a` celui de Pomeau-Manneville. On observe alors l’arrive´e de bouffe´es chaotiques
dont les dure´es sont distribue´es ale´atoirement. A` mesure que Rh augmente, les dure´es
de ces phases croissent jusqu’a` ce que la dynamique soit comple`tement chaotique.
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Lorsque l’e´coulement est turbulent, la distribution des amplitudes de UL, la vitesse
moyenne entre le centre de la cellule et la paroi, est gaussienne. Cependant l’e´mergence
de structures a` grande e´chelle brise les proprie´te´s gaussiennes de UL lorsque Rh > 12.
La distribution de UL s’aplatit proche de UL = 0 continuˆment en fonction de Rh puis
pre´sente deux maxima syme´triques pour Rh > 18, correspondant aux deux amplitudes
pre´fe´rentielles de la circulation grande e´chelle.
Nous avons montre´ que ces distributions se de´composent comme la somme de deux
gaussiennes caracte´rise´es par Um la valeur la plus probable de la gaussienne et σ
2 sa
variance . Cette de´composition a permis de montrer que seule la valeur la plus probable
Um change significativement au seuil et suit une courbe de bifurcation.
Nous avons montre´ que les structures a` grande e´chelle pre´sentent une signature
spectrale particulie`re. En effet, les spectres fre´quentiels de UL suivent une loi de puis-
sance aux basses fre´quences, avec un exposant α = −0.7. L’origine de cet exposant est
associe´e aux changements de signe de UL. La distribution des dure´es entre deux chan-
gements de signes successifs suit une loi de puissance aux temps longs, caracte´rise´e par
l’exposant β = −2.25. Nous avons montre´ que les exposants α et β sont lie´s par la for-
mule |α+β| = 3, pre´dite par la the´orie du renouvellement. Cette proprie´te´ cesse d’eˆtre
valide lorsque Rh > 30, car le syste`me change de re´gime et pre´sente une dynamique
plus cohe´rente, affectant ainsi l’exposant des basses fre´quences.
En effet pour Rh = 30, nous avons constate´ l’e´mergence d’une structure pre´fe´ren-
tielle dans l’e´coulement. Pour quantifier ce phe´nome`ne, nous avons calcule´ les corre´lations
entre les diffe´rents champs de vorticite´ d’une meˆme se´rie temporelle. Les re´sultats
montrent que lorsque Rh > 30, l’e´coulement passe de plus en plus de temps dans une
configuration particulie`re de vorticite´. Finalement pour Rh > 40, la dynamique dans
l’espace des phases reste principalement au voisinage de cette structure, qu’on nomme
e´tat condense´. L’e´tat condense´ est caracte´rise´ par une dynamique cohe´rente sur des
temps longs et par la contribution importante des composantes spatiales de Fourier
(3, 3) et (1, 3) au champ de vorticite´. La structure de l’e´tat condense´ s’explique ainsi
par les interactions triadiques entre le mode associe´ au forc¸age, le champ de vorticite´
compose´ des modes (3, 3) et (1, 3), et la circulation grande e´chelle.
Les syme´tries du forc¸age ne favorisant aucun sens de rotation, il existe deux attrac-
teurs syme´triques correspondant aux deux sens de rotation de l’e´tat condense´. Nous
avons ainsi observe´ des transitions spontane´es et ale´atoires entre les deux e´tats. Ces
e´ve`nements qu’on nomme renversements sont de moins en moins fre´quents lorsque Rh
augmente.
Pour re´sumer ces deux derniers chapitres, nous avons donc identifie´ et caracte´rise´
deux transitions de l’e´coulement turbulent associe´es a` l’e´mergence de structures grandes
e´chelles. Chacune de ces transitions comporte une dynamique temporelle propre. L’ap-
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parition d’une amplitude pre´fe´rentielle du sens de rotation est associe´e a` la pre´sence
d’un bruit en 1/f . Ces deux phe´nome`nes correspondent a` la formation de structures
cohe´rentes dont les temps de vie et les amplitudes ne sont plus de´crits par les proprie´te´s
classiques de la turbulence. Quant au re´gime condense´, il est caracte´rise´ par une dyna-
mique temporelle cohe´rente. Nous observons dans ce re´gime des renversements entre
les attracteurs correspondant aux deux polarite´s du re´gime condense´. Ces transitions
en re´gime turbulent ainsi que les diffe´rentes dynamiques temporelles sont repre´sente´es
sur le sche´ma de la figure 8.1.1.
8.1.2 Transitions et syme´tries
En guise de conclusion pour la partie traitant de l’e´coulement bidimensionnel, nous
allons de´crire les diffe´rentes transitions e´tudie´es dans cette the`se par rapport aux
syme´tries du syste`me.
Sur la figure 8.1, nous avons repre´sente´ les re´gimes en fonction de Rh, et leur distri-
bution de UL associe´e. Les syme´tries du syste`me sont identiques a` celles de l’e´coulement
laminaire, qui est la re´ponse line´aire de l’e´coulement au forc¸age. Dans ce re´gime, la
circulation a` grande e´chelle est identiquement nulle car le syste`me est invariant par
syme´trie selon les axes 0x et 0y. Tous les re´gimes garderons ces syme´tries, ce qui
implique que UL → −UL.
La premie`re bifurcation a` Rh = 1.5 brise ces deux syme´tries par la pre´sence d’une
circulation a` grande e´chelle. La grandeur UL peut prendre deux valeurs oppose´es et
cette valeur est se´lectionne´e par les conditions initiales. La moyenne statistique sur les
diffe´rentes re´alisations nous permet de retrouver 〈UL〉 = 0.
La succession de quatre bifurcations me`ne l’e´coulement a` un re´gime chaotique,
puis turbulent. Avant Rh = 3, les deux attracteurs caracte´rise´s par une polarite´ de UL
sont clairement se´pare´s dans l’espace des phases. A partir de Rh = 3, le syste`me va
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progressivement connecter ces deux solutions, jusqu’a` ce que la dynamique explore in-
diffe´remment les deux polarite´s dans le re´gime chaotique. Les fluctuations turbulentes
restaurent statistiquement les syme´tries du syste`me. De plus, nous avons montre´ que
le re´gime turbulent est caracte´rise´ par une distribution gaussienne de UL, dont l’am-
plitude la plus probable vaut ze´ro.
L’e´cart au comportement gaussien a` Rh = 12, pre´sente´ dans la section 5.3, s’ex-
plique par la pre´sence d’une amplitude pre´fe´rentielle de circulation diffe´rente de ze´ro.
On peut assimiler cette transition a` une brisure de syme´trie de la valeur la plus pro-
bable. L’e´coulement e´tant toujours turbulent, les fluctuations permettent au syste`me
d’explorer continuellement les deux polarite´s, la moyenne temporelle de UL restant
nulle.
Les renversements entre les deux sens de circulation a` grande e´chelle a` Rh > 30,
indique que l’espace des phases commence a` se scinder en deux parties correspondant
aux deux polarite´s de UL. Ce comportement se comprend comme la continuite´ de
la transition pre´ce´dente, avec une amplitude pre´fe´rentielle de rotation associe´e a` une
re´gion maintenant bien de´finie dans l’espace des phases. Si l’augmentation de Rh
aboutit a` une fre´quence des renversements tendant vers ze´ro ou a` une se´paration nette
des deux attracteurs, l’e´coulement aura de nouveau brise´ les syme´tries en se´lectionnant,
selon les conditions initiales, le sens de circulation a` grande e´chelle. A haut Rh, les
fluctuations turbulentes ne permettront plus aux syste`mes d’explorer les diffe´rentes
polarite´s, contrairement a` la transition pre´ce´dente. Seule la moyenne statistique 〈UL〉
sera nulle.
Nous avons ainsi pu suivre les diffe´rentes brisures et restauration de syme´tries du
syste`me sur une large gamme de nombre Rh et Re. Meˆme si l’e´coulement est turbulent,
les deux dernie`res transitions peuvent eˆtre associe´es a` des brisures de syme´tries dis-
tinctes. Ces deux derniers exemples vont donc a` l’encontre d’une croyance, qui veut que
les e´coulements turbulents restaurent les syme´tries pour des Reynolds asymptotique-
ment grands. En effet, l’augmentation progressive du forc¸age a` dissipation constante
favorise l’e´mergence de structures cohe´rentes dont les temps de vie de´passent les temps
typiques de cohe´rence en turbulence. Le syste`me reste ainsi pre´fe´rentiellement dans
certaines re´gions de l’espace des phases, brisant ainsi les proprie´te´s de me´lange ou
d’ergodicite´ des e´coulements turbulents.
8.1.3 Seconde partie
Dans la seconde partie, nous avons pre´sente´ des re´sultats de l’expe´rience VKS. Nous
avons montre´ que la de´termination du temps de de´croissance du mode quadrupolaire
a` partir de la de´croissance de l’e´nergie magne´tique e´tait ne´cessairement biaise´e par
la pre´sence de la composante dipolaire proche du seuil de l’instabilite´ dynamo. La
de´composition du champ magne´tique en composante dipolaire et quadrupolaire a per-
mis d’extraire les temps de de´croissance associe´s a` ces modes. Ces re´sultats confirment
que les re´gimes dynamiques du champ magne´tique sont associe´es a` la proximite´ des
seuils du dipoˆle et du quadrupoˆle.
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Figure 8.1 – Illustration des diffe´rents re´gime en fonction du parame`tre de controˆle
Rh.
8.2 Perspectives
Nous avons montre´ dans les chapitres 1 et 2, les avantages de l’utilisation d’un me´tal li-
quide pour le montage expe´rimental. Cependant les techniques de mesure associe´es sont
limite´es par rapport aux me´thodes usuelles en me´canique des fluides. Notre me´thode
de suivi de particules sur une surface me´tallique est une premie`re e´tape pour obtenir
des informations plus pre´cises sur la structure de l’e´coulement.
A` partir de champs de vitesse mieux re´solus, il serait inte´ressant d’e´tudier plus
en de´tails les me´canismes non line´aires permettant l’e´mergence des structures grandes
e´chelles. Ce type d’information permettrait d’expliquer l’origine des temps de vie par-
ticulie`rement longs des structures cohe´rentes, observe´es dans le chapitre 4.
Du point de vue the´orique, il reste a` de´terminer l’origine de la premie`re transition
caracte´rise´e par le changement de forme des distributions. On peut se demander si cette
transition peut eˆtre de´crite par un formalisme base´ sur des e´quations d’amplitudes avec
du bruit additif ou multiplicatif.
Il reste aussi de nombreuses pistes a` explorer pour comprendre la dynamique tem-
porelle et la structure de l’e´tat condense´. Notre me´thode de de´tection des re´currences
a` partir des corre´lations entre champs de vorticite´ nous a permis d’identifier des struc-
tures re´currentes en terme de forme. Il serait donc inte´ressant de savoir si ces confi-
gurations sont associe´es a` une structure particulie`re dans l’espace des phases, comme
un cycle limite ou un point fixe, qui expliquerait pourquoi le syste`me revient toujours
proche de cette configuration.
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Ce proble`me pourrait eˆtre analyse´ graˆce aux nouveaux outils nume´riques permet-
tant la capture de points fixes et de cycles limites. Cette approche a par exemple
permis de comprendre les transitions sous-critiques d’e´coulements hydrodynamiques
et magne´tohydrodynamiques. Dans notre syste`me, la capture d’une de ces solutions
nous permettrait de comprendre la structure ainsi que la stabilite´ de l’e´tat condense´
dans l’espace des phases.
Dans ce meˆme re´gime, les mesures des sondes Vives ont montre´ que les trajectoires
des renversements se simplifiaient lorsque Rh > 40. La capture de renversements avec le
suivi de particule permettrait ainsi de comprendre mieux l’origine de ces renversements
dans cette gamme de Rh, correspondant a` de grandes amplitudes du forc¸age.
15
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