Abstract-This paper applies an improved method for testing the signal-to-noise ratio (SNR) of Analogue-to-Digital Converters (ADC). In previous work, a noisy and nonlinear pulse signal is exploited as the input stimulus to obtain the signature results of ADC. By applying a machine-Iearning based approach, the dynamic parameters can be predicted by using the signature results. However, it can only estimate the SNR accurately within a certain range. In order to overcome this limitation, an improved method based on work 111 is applied in this work. It is validated on the Labview model of a 12-bit 80 Ms/s pipelined ADC with a pulse-wave input signal of 3 LSB noise and 7-bit nonlinear rising and falling edges.
INTRODUCTION
An ADC is a crucial device as interface between the analogue world and the digital world (like multi-media and communication systems). Nowadays, looking at the fast development of digital circuits, the speed and resolution of ADCs also increase quickly. As a result, it brings a great challenge to the ADC testing, which requires a high quality test instrument and a longer test time [2] .
The machine-learning-based approach has proven to be very efficient for reducing the test cost for RF or mixed signal circuits. The conventional specification testing is only carried out on a set of training devices. Signature testing is carried out on all the Devices-Under-Test (OUT), which requires a simpler test setup or consumes less test time. Finally, the prediction results of the specifications can be calculated using the signature results and the mapping function, which is built by the training data [3] .
Several works have been carried out with respect to machine-learning -based testing of RF or mixed-signal circuits. In [3] , the authors test a high-speed ADC with a low-frequency signal, as a high-frequency and high-quality analogue test signal for the high-speed ADC is very expensive to generate. A mixer is introduced into the test hardware to obtain the high-frequency tone by mixing two low-frequency signals. Then, a signature result can be obtained by the high-frequency tone. The multivariate adaptive regression splines (MARS) [4] is exploited to build up the mapping function between the signatures and the specifications. In this way, the dynamic specifications can be calculated via the signatures, which only require a low frequency input signal. The authors in [5] use the machine learning-based method for a loop-back test of an ADC and a Digital-to-Analogue Converter (DAC). It is well-known that the difficulty in loop-back test is the fault masking. In order 978-1-4244-7793-711 0/$26.00 ©20 1 0 IEEE to overcome this difficulty, they create a mapping function via the training data, which indicates the relationship among the ADC, DAC and loop-back channel. As a result, both the ADC and DAC can be tested without the external analogue signal generator. The work in [6] uses a simple envelope detector to predict the specifications without any external expensive RF A TEs. The wavelet coefficients are the signature results for the prediction of the specifications. The MARS algorithm is also applied to map the signatures to the specification space. The method has been successfully implemented on a LNA in simulation.
In our previous work [7] , a machine-learning-based method is applied to predict the dynamic parameters of a 12-bit pipe lined ADC. For the signature testing, a low-quality pulse wave is applied as the test stimulus and a signature result out-of-range percentage (ORP) is used to predict the specifications. However, the prediction of the SNR turns out to be not sufficiently accurate. In this paper, we first present the limitation of the previous method when estimating the SNR. Then, a method for improving the accuracy of the SNR prediction is presented.
II.
MACHINE-LEARNING-BASED TESTING FOR ADC
The principle of machine-learning-based method is depicted in Figure 1 . A specially defined test stimulus is applied to the OUT, which can generate the signature results. As the signature is correlated with the specification, all the signature results can be mapped to the space of specification by using some certain algorithms. Usually, the MARS algorithm is selected as it can predict a dependent variable from a set of independent predictor variables with high flexibility.
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In the previous machine-learning-based test method for an ADC, there are basically six steps:
Step 1,' A certain number of ADCs are selected as the training set. In order to improve the prediction of the results later, they should cover all the comer cases.
Step 2: The specifications of the training set are measured by using a conventional ADC test setup.
Step 3: The signature testing is carried out on the training set to obtain the signature results.
Step 4: A mapping function between the specifications and signatures is built by applying the multivariate adaptive regression splines (MARS) algorithm.
Step 5: The signature testing in step 3 is carried out on all the OUTs
Step 6: The predictions of the specifications of all the OUTs are calculated by substituting the signature results into the mapping function.
For our signature testing approach, the test input signal is a noisy and nonlinear pulse wave. Compared with a high quality analogue sine wave for the specification testing, it is easier and less expensive to generate. The signature ORP [7] is calculated by analyzing the output waveform in the time domain.
This machine-learning-based approach is validated via a simulation on the Labview model of a 12-bit pipelined ADC. A pulse wave of a 7-bit linear rising/falling edge and a Gaussian noise with a standard deviation ()" = 3 LSB has been applied. There are 2000 training devices and 1500 OUTs in total. The simulation results are shown in Figure 2 : the actual SNR of the ADCs ranges from 59 dB to 71 dB. Figure 3 shows the simulation results when the actual SNR ranges from 49 to 67 dB. The x-axis denotes the actual SNR values of these OUTs while the y-axis denotes either the actual values or the estimated SNR values.
One can observe that the estimated SNR in Figure 3 is more close to its actual value as compared with the one in Figure 2 . If the error is defined as the deviation from the actual SNR value, then the mean error in Figure2 is 1. 14 dB while the mean error in Figure 2 is 0.53 dB. Moreover, in Figure 3 , when the SNR is larger than 62 dB, the error becomes larger. This means that with 3 LSB noise of the input signal our previous method can predict the SNR accurately if its actual value is below 62 dB. For a high resolution ADC, of which the SNR is higher than 62 dB, our previous method can not obtain accurate predictions. 
Ill. IMPROVED TEST METHOD FOR SNR
Besides the noise caused by the ADC circuitry, the output of the ADC also contains the noise of the input signal. The conventional specification testing requires the input test stimulus to be very "clean". In this case, the output would contain more pure test data of the OUT itself. However, in the previous machine-learning-based method, a noisy pulse wave is applied as the input test signal. As the noise of input stimulus is comparable with the noise of the ADC circuitry, it becomes a considerable part in the SNR value. Consequently, it could mask the real noise caused by the OUT. This is the reason why an input pulse wave with 3 LSB noise can only predict a certain range of the SNR accurately. In order to decrease the influence of the noise from the input signal, an improved method is proposed. In [1], a two-ADC method is proposed to improve the SNR results in the conventional specification test. An analogue sine wave and the FFT analysis are required as the test stimulus and post-processing method respectively. Based on the work in [1], it is now applied for the signature testing, which exploits a pulse wave input signal and a time domain post-processing.
In our pervious method, the output is reorganized into one single period for calculating the signature ORP [8] . Now, the output is reorganized into a double-period output waveform as the method in [1].
Then, one period waveform is subtracted from the other. In this way, the systematic error of the ADC is removed from the output (like nonlinearities and quantization errors) as it is a repeatable error. If one assumes there are two ADCs tested by the same input stimulus, named 'ADC 1 ' and 'ADC2', their subtracted outputs can be expressed respectively as:
, where a is then computed, which can represent as:
From equations (1), (2) and (3), a 2 ADCI and a 2 ADC 2 can be computed. They can be exploited as an additional signature to predict the SNR in our previous machine-learning-based method. In this way, the SNR can be predicted by the signature more accurately.
IV. MODEL OF DEVICE-UNDER-TEST
� , r �. An on-chip 12-bit 80 Ms/s pipelined ADC has been selected as the target device to validate the improved method, which is modeled in Labview at system-level. The pipe lined ADC is a very popular choice in high-speed and high-resolution applications [9] , like in video, audio and communication systems. This is because it can convert the data at high speed and high resolution with a good dynamic performance and low power consumption. The pipe lined converters contain more than two conversion steps. First, a coarse conversion is carried out. Second, the difference between the input signal and coarse converted output is converted. In such a way, the input signal is converted stage by stage. After all stages have accomplished the conversion, a high-resolution output can be obtained via the combination of the output of each stage. The Labview model of the 12-bit pipelined ADC is built based on the architecture as shown in Figure 4 . It consists of ten stages, whose structures are identical to each other. The basic structure of each stage is shown as the block diagram in the dash line in Figure 4 . It basically contains a residue amplifier, an analogue adder, a 1.5-bit ADC and a 1.5-bit DAC. The 1.5-bit ADC is implemented by a flash ADC because only a low resolution is required. The amplifier, adder and DAC blocks are implemented by a multiplying DAC (MDAC) [10] .
In order to emulate the process variation in fabrication, the independent Gaussian noise sources are added into the key parameters of the ADC model, like gain, offset, capacitance mismatch of each sub-stage.
V.

SIMULATION OF THE PROPOSED METHOD
A.
Simulation setup
In the simulation, 2000 devices are randomly generated for obtaining training data to build up the mapping function. 1500 test devices are used to evaluate the method. The reference SNR of all the devices is tested by a perfect sine wave of a sampling frequency /s=80 MHz, input frequency fi n=38 MHz, and the number of samples is N=4096.
The input pulse wave for signature test has an input frequency fin=38 MHz, rising or falling time Trand T f = 6 ns, and a sampling frequency of /s=80 MHz is used. The number of samples is N=4096. The nonlinear feature of the rising and falling edges is modeled with 7-bit linearity following the equation below [11]:
x(t) = vos + 17 [t + 0.04 * (/ 2 -t)] + n(t) (5) , where 17 is the slope, n(t) denotes the noise and Vos denotes the offset voltage. The 7-bit nonlinearity of the signal is modeled by the part 0.04 * (t 2 -t). For the noise feature of the input signal, a Gaussian white noise with a standard deviation a = 3 LSB has been added to the pulse wave.
B.
Simulation results and analysis
In our previous work [7] , 30 variables are selected to build up the mapping function for predicting the SNR. In the improved method, the 30 variables are still kept the same but one more variable a 2 ADC is added to the mapping function as discussed in section III. The simulation result is shown in Figure 5 . The x-axis denotes the actual values of the SNR tested by a perfect sine wave while the y-axis denotes the SNR values from different data series. The grey circles plot the estimated SNR in our previous work while the black dots plot the estimated SNR by the improved method. One can see that the black dots are more close to the straight line which is the reference SNR value obtained by a perfect sine wave.
The original method in [7] is also applied to the 1500 test devices, which uses the sine wave as the test stimulus without using the machine-learning-based test method. The same Gaussian white noise as in the pulse wave has also been added to the input sine wave. The simulation results are shown in Figure 6 . There are two data series in Figure 6 : one is the reference SNR values obtained by the perfect sine wave and the other one is the SNR values obtained by a noisy sine wave. If one compares the result in Figure 5 with the one in Figure 6 , the results in Figure 5 have obviously a much better accuracy. 2) Compared with the original double-ADC method, the mean error of the improved machine-learning method is 2.24 dB and the number of outliers is 460 less. With the same level of input noise, the latter method can obtain much more accurate results. The double-ADC method requires an analogue sine-wave input signal while the improved machine-learning-based method only requires adapted pulse wave. VI. CONCLUSIONS In this work, the limitations of our previous machine learning-based method are presented. An input pulse wave with noise is applied as the test input signal. The SNR can be predicted accurately only when it is below a certain value. A method used before for improving conventional specification testing is then applied to our machine-learning -based method. A double-period output waveform is reorganized. By calculating the differential of the two periods output and the difference of the output between two ADCs, the noise induced by the input stimulus can be decreased at the output. The recalculated noise of the output is used as the additional variable for the previous machine learning-based method. As result, the accuracy of the SNR prediction can be improved. In machine-learning-based testing, the more variables are correlated to the specifications the more accurate prediction results can be obtained. Compared with the original double-ADC method, this work applies a pulse wave instead of a sine wave and uses machine-learning-based method, which obtains a much better accuracy.
