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Abstrat
Vertex-Reinfored Random Walk (VRRW), dened by Pemantle (1988a),
is a random proess in a ontinuously hanging environment whih is more
likely to visit states it has visited before. We onsider VRRW on arbi-
trary graphs and show that on almost all of them, VRRW visits only
nitely many verties with a positive probability. We onjeture that on
all graphs of bounded degree, this happens a.s., and provide a proof only
for trees of this type.
We distinguish between several dierent patterns of loalization and
expliitly desribe the long-run struture of VRRW, whih depends on
whether a graph ontains triangles or not.
While the results of this paper generalize those obtained by Pemantle
and Volkov (1998) for Z
1
, ideas of proofs are dierent and typially based
on a large deviation priniple rather than a martingale approah.
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1 Denition of VRRW and results
Let G be any loally nite graph without loops with the neighbor relation de-
noted by . For any x 2 G and V  G, write x  V if there exists a site v 2 V
suh that x  v, and write x 6 V otherwise.
For any proess X
0
; X
1
; X
2
; : : : taking values in the vertex set of a graph G,
we dene (shifted) loal times
Z(t; v) = 1 +
t
X
s=0
1
X
s
=v
to be the number of times the site v has been visited by time t, plus one. Also,
for any subset V  G, let the loal time at this set be
Z(t; V ) =
X
v2V
Z(t; v):
Dene a vertex-reinfored randomwalk (VRRW) on G with starting point v 2 G
to be a proess fX
t
: t  0g suh that X
0
= v and
P(X
t+1
= x j F
t
) = 1
xX
t
Z(t; x)
P
yX
t
Z(t; y)
(1.1)
where F
t
= (X
1
; X
2
; : : : ; X
t
). In other words, moves are restrited to the edges
of G with the probability of a move to a neighbor x being proportional to the
loal time at x at that time.
Similar proesses an desribe a learning behavior, or model a spatial mo-
nopolisti ompetition in eonomis. The rst problem of this kind has been
posed by Diaonis and Coppersmith, with the weights being aumulated on
edges rather than verties of a graph, and has been studied later by Davis
(1990), Pemantle (1988b), Sellke (1994) and others under various reinforement
onditions.
A more omprehensive overview of the appliations and known results for
these models an be found in Pemantle and Volkov (1998).
In this paper we show that on pratially any loally-nite onneted innite
graph without loops, VRRW gets stuk at a nite set of points (that is, only
1
nitely many verties are visited) with a positive probability. All the results
obtained are also valid for nite graphs. For earlier results on vertex-reinfored
random walks on suh graphs see Pemantle (1992) and Benaim (1997). One an
also generalize the methodology we develop here for graphs with loops.
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Figure 1: `A ore and a shell' and uniform loalization. On the left: the hexagon
is v = V
1
while dark irles denote the points of V
2
. On the right: dark irles
are points of S. The numbers in both pitures numbers represent limiting
oupational measures and grey irles are points of B.
Further, we will need the following denitions. The seond an be found in
Bolobas (1979); the rst is used in this paper only.
Denition 1 For any set of verties S  G, the outer boundary of S is the set
S = fy 2 GnS : y  Sg:
The outer boundary is alled non-embraing if there exists no point y 2 S suh
that y  x simultaneously for all x 2 S.
Denition 2 A subset S  G is alled a omplete n-partite graph if is a disjoint
union of non-empty sets V
1
, V
2
, ..., V
n
, n  2, suh that
2
(a) for any i 2 f1; 2; : : : ; ng and any two verties x; y 2 V
i
x 6 y;
(b) for any i; j 2 f1; 2; : : : ; ng, i 6= j eah x 2 V
i
is onneted to every
y 2 V
j
We will refer to the sets V
i
as pseudo-verties of this graph.
Denition 3 A subgraph G
0
 G is alled a trapping subgraph, if it onsists of
a omplete n-partite graph S = V
1
[V
2
[ : : :[V
n
and its outer boundary B = S
and the following property holds: for any y 2 B there exist i 2 f1; 2; : : : ; ng and
x
0
2 SnV
i
suh that y 6 V
i
[ fx
0
g.
We start with a general theorem on the loalization of VRRW and onsider
some speial ases and examples later.
Theorem 1.1 Let G
0
= S [B, S = V
1
[ V
2
[ : : :[ V
n
, be a trapping subgraph
of G. Then for the VRRW whih originates on G
0
, with a positive probability
there exist a set of positive numbers f
v
; v 2 Sg with
P
v2S

v
= 1 suh that
the following is fullled:
(i) VRRW never leaves G
0
;
(ii) Z(t; v)=t! 
v
for all v 2 S as t!1;
(iii)
P
v2V
i

v
= 1=n for all i 2 f1; 2; : : :; ng;
(iv) logZ(t; y)= log t!
n
n 1
P
x2S; xy

x
for all y 2 B.
Remark 1 Property (iii) and the denition of a trapping subgraph insure that
the RHS of (iv) is stritly smaller than 1. Therefore, with a positive probability,
the (random) limiting oupational measure of VRRW exists and has support on
the set S.
Now we shall investigate on whih graphs trapping subgraphs exist, and
their typial shapes. Let us begin with graphs whih do not ontain triangles.
In this ase n = 2, and in the simplest ase is when V
1
onsists of a single point.
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Corollary 1.2 (A ore and a shell loalization) Suppose that a vertex v 2
G (\a ore") does not belong to any triangle. Let V
1
= fvg (\a shell"), V
2
= V
1
,
and the outer boundary B of the set V
1
[ V
2
is non-embraing. If VRRW starts
on G
0
= V
1
[V
2
[B, then with a positive probability there exists a set of n
2
:= jV
2
j
positive numbers f
x
; x 2 V
2
g,
P
x2V
2

x
= 1=2, suh that the following events
our:
(i) VRRW never leaves G
0
;
(ii) Z(t; v)=t! 1=2 as t!1;
(iii) Z(t; x)=t! 
x
for all x 2 V
2
;
(iv) logZ(t; y)= log t! 2
P
x2V
2
; xy

x
for all y 2 B.
This theorem an by applied to any tree or lattie Z
d
. To extend this result
for graphs whih ontain triangles, like a square lattie with two diagonals in
alternating squares, we need the following
Denition 4 A lique is a omplete subgraph S not ontained as a subset of a
larger omplete subgraph.
(This denition is taken from Tuker (1995).)
Remark 2 For any v 2 G there exist a nite lique ontaining v; however, it
may be not unique.
Now let S be a lique ontaining v and having n  3 verties (for simpliity,
we will denote them as 1; 2; : : : ; n). Let B be the outer boundary of S, and
G
0
= S [B. It is easy to see that B is non-embraing as soon as S is a lique,
however, it is not enough for G
0
to be a trapping subgraph.
Corollary 1.3 (Uniform loalization) Let S be a lique with n := jSj  3
verties, whose outer boundary B = S has the property that none of its verties
is onneted to more than n 2 sites of S. Then VRRW starting on G
0
= S [B
with a positive probability satises the following:
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(i) it never leaves G
0
;
(ii) Z(t; x)=t! 1=n for all x 2 S as t!1;
(iii) logZ(t; y)= log t! jfx 2 S; x  ygj =(n  1) for all y 2 B.
(This orresponds to a ase when every V
i
onsists of a single point).
Thus, the limiting oupational measure of VRRW may exhibit dierent
patterns of onvergene depending on whether a graph has a omplete subgraph
of size  3. This is not very surprising sine it is known that for a losely related
proess, edge-reinfored random walk, having triangles on a graph an lead to
substantial diÆulties (see Sellke (1994)). Notie that Corollary 1.3 does not
over the ase of a planar triangular lattie.
1.1 More ompliated types of loalization
1/2-B
1/3
1/3
1/3-A
A A
1/2-AB
Figure 2: General and bipartite loalization. Dark irles denote points of V
1
,
ovals { of V
2
, a square is V
3
and gray irles are verties of B. Numbers stand
for limiting oupational measures.
Let us show how (possibly) one an loate a trapping subgraph.
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Iterative proedure 1. Pik any point v
1
2 G, onsider a lique S = fv
1
g [
fv
2
g [ : : : [ fv
n
g ontaining this point and let B = S. If no point of B is
onneted to more than n   2 points of S, we an immediately apply Corol-
lary 1.3. Otherwise, there exists a vertex in B onneted to all points of S
but one (as B is non-embraing). Without loss of generality let it be v
1
. Set
V
1
:= fy 2 G : y  v
i
for all i = 2; 3; : : : ; ng; hene V
1
ontains at least two
points. Iteratively dene V
j
for j = 2; 3; : : : ; n by
V
j
:=
n
y 2 G : y  x for all x 2 ([
j 1
k=1
V
j
)
[
([
n
k=j+1
fv
k
g)
o
:
Let S := [
n
j=1
V
j
. If for some j there are two verties v
0
2 V
j
and v
00
2 V
j
suh that v
0
 v
00
, then the set 1; 2; : : : ; j   1; v
0
; v
00
; j + 1; : : : ; n onstitutes a
omplete subgraph of size n+1. In this ase we let S be a lique ontaining this
set and start the proedure over. In the other ase, when for all j no two points
of V
j
are onneted, S onstitutes a omplete n partite graph by onstrution.
Consider B = S. If there exists a point x 2 B suh that x  V
j
for all j, we
an nd a omplete subgraph having n+ 1 verties and we start the proedure
again with this graph. We will stop the iterative proedure only when all V
j
onsist of non-onneted verties and for eah x 2 B there exists j suh that
x 6 V
j
. Note that the way we onstrut S leads to the existene of another
j
0
6= j suh that x is not onneted to some point of V
j
0
(otherwise we would
have x 2 V
j
).
There is no guarantee that this proedure will ever stop, however, if it does,
we all it suessful. This being the ase, the resulting subgraph S[B is preisely
a trapping subgraph by Denition 3, and onsequently Theorem 1.1 applies.
Graphs for whih the proedure is not suessful must have some unusual
properties (in partiular, they should ontain omplete subgraphs of arbitrary
high orders).
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The orollary of this observation is that if the graph G does not ontain
triangles, it always ontains a trapping subgraph, as any lique on G always
onsists of 2 verties. In this ase the omplete n partite graph in a trapping
subgraph also has n = 2 and if both jV
1
j  2 and jV
2
j  2 it is natural to all
the loalization on G
0
:= V
1
[ V
2
[B, B = (V
1
[ V
2
), a bipartite loalization,
in a ontrast to a ore and a shell loalization. This loalization an our on
Z
2
(see Figure 2 on the right).
Remark 3 The proof of Theorem 1.1 will show that its statement remains valid
even if VRRW starts outside of a trapping graph G
0
, with (i) replaed by the
event \VRRW never leaves G
0
after its rst visit to G
0
".
A graph G is of bounded degree if there exists a onstant K suh that any
vertex of G is inident to at most K edges of the graph. Now we summarize
the fats mentioned above.
Corollary 1.4 Consider a loally-nite onneted graph without loops. If it
ontains at least one trapping subgraph, then VRRW visits only nitely many
verties with a positive probability. In partiular, this holds for
(A) any graph whih does not ontain triangles (inluding Z
d
and trees);
(B) any graph of bounded degree;
(C) any graph on whih the size of any omplete subgraph is uniformly
bounded by some number K.
The next statement desribes a.s. behavior of VRRW on some trees.
Theorem 1.5 On any tree of a bounded degree, VRRW visits only nitely many
sites with probability 1.
The proof of this theorem and relevant open problems are presented in Setion 4.
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2 Tools
Let 
i
be IID random variables with Pf
i
= 1g = 1  Pf
i
= 0g = p. We start
with an elementary fat from large deviation theory (see e.g. Shiryaev (1989) ).
Lemma 2.1 For any 0 < p  a < 1
P
(
1
n
n
X
i=1

i
 a
)
 expf nH(a; p)g (2.2)
where
H(a; p) = a log
a
p
+ (1  a) log
1  a
1  p
 0: (2.3)
Similarly, if 0 < a  p < 1 then
P
(
1
n
n
X
i=1

i
 a
)
 expf nH(a; p)g (2.4)
with the same entropy funtion H(a; p) given by (2.3).
We will be interested in two speial ases: when a is just barely larger (resp.,
smaller) than p and when both a and p are small. Proofs of the following two
statements are trivial and they are omitted.
Proposition 2.2 Let a = p + Æ (resp., a = p   Æ) and Æ > 0 is small. Then
(2.2) (resp., (2.4)) holds with
H(a; p) =
Æ
2
2p(1  p)
+ 

Æ
3
p
2
(1  p)
2

(2.5)
Proposition 2.3 Let a = rp, r > 1 and a and p are small. Then (2.2) holds
with
H(a; p) = p(r log r   r + 1) + (p
2
) > 0:
We remark that in the proof of the main theorem we will apply these statements
not for IID proesses, but for those whih are stohastially larger (or smaller)
than them. Also, to simplify notation, we will write f = g + o(/) whenever
f = g + o(g).
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2.1 Polya urn model
The lassial Polya urn model onsists in the following. An urn ontains balls
of n dierent olors. At eah unit of time a ball is drawn at random and is then
replaed together with another ball of the same olor. Let Z(t; i) be the number
of balls of i
th
olor at time t, and Z(t) =
P
i
Z(t; i) be the total number of balls.
Denote the relative distribution of the olors at time t as
(t) :=

Z(t; 1)
Z(t)
;
Z(t; 2)
Z(t)
; : : : ;
Z(t; n)
Z(t)

:
Lemma 2.4 The vetor (t) onverges a.s. to some random element in the
interior of (n   1)-simplex   R
n
.
In fat, even a stronger statement an be made: lim
t!1
(t) has a Dirihlet
distribution with parameters depending on the initial distribution of the olors
(see Pemantle (1988b), Lemma 1) but we will not need it here. We present a
very
Short proof of Lemma 2.4. It is easy to show that, with probability one,
lim
t!1
Z(t; i) = 1 for all i = 1; 2; : : : ; n. Fix any i and observe that 
i
(t) =
logZ(t)   log (Z(t; i)  1) onstitutes a non-negative supermartingale with re-
spet to the ltration F
t
:=  (Z(s; i); s  t; i = 1; 2; : : :; n) sine
E (
i
(t + 1)  
i
(t) j F
t
) = log

1 +
1
Z(t)

+
Z(t; i)
Z(t)
log

1 
1
Z(t; i)

 log

1 +
1
Z(t)

 
1
Z(t)
< 0
as soon as Z(t; i)  2 (using elementary properties of the logarithm). Therefore,

i
(t) must onverge a.s. to a random value 
i
(1)  0. Let 
i
= exp ( 
i
(1)) 2
(0; 1℄, then
lim
t!1
(t) =  := (
1
; 
2
; : : : ; 
n
):
Sine
P
n
i=1

i
= 1 and all 
i
are positive, 
i
< 1 for every i. 2
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3 Proof of Theorems 1.1
Fix small positive numbers ; 

2 (0; 1) and a number  2 (0; 1) lose to one,
and onsider VRRW at the times t
k
when the total loal time at S is exatly
k
m
(the onstant m > 1 will be hosen later). Formally,
t
k
= infft > t
k 1
: Z(t; S)  k
m
g (3.6)
(it is oneivable that t
k
=1). Let n
i
= jV
i
j, n
S
=
P
n
i=1
n
i
be the number of
verties in S, n
B
= jBj and n
O
= jG
0
j be the number of points lying outside
of G
0
but onneted to G
0
.
For every x 2 S we dene the empirial weight 
(k)
x
:= Z(t
k
; x)=k
m
, so that
P
x2S

(k)
x
 1. For i 2 f1; 2; : : :; ng, let 
(k)
i
=
P
x2V
i

(k)
x
be the empirial
weight of the pseudo-vertex V
i
. Moreover, we will need \relative-to-V
i
" weights.
Namely, if x 2 V
i
, then its relative weight is ~
(k)
= 
(k)
x
=
(k)
i
. Naturally, for
any i we have
P
x2V
i
~
(k)
x
= 
(k)
i
.
Let E(k) be the event that the following simultaneously happen
E
1
(k): t
k
<1 and VRRW does not visit points outside of G
0
by time t
k
;
E
2
(k): ~
(k)
x
>  for all x 2 S;
E
0
2
(k): 
(k)
i
> 1=(n+ 

) for all i 2 f1; 2; : : :; ng;
E
3
(k): Z(t
k
; y) < k
m
for all y 2 B;
E
4
(k): VRRW behaves \regularly" during the time period t 2 (t
k 1
; t
k
℄.
An exat formulation of E
4
(k) will be given later in the proof by equations
(3.13), (3.20), (3.22) and (3.24). Also notie that E
2
(k) and E
0
2
(k) ombined
imply that 
(k)
x
is bounded below by 
1
:= =(n+ 

).
We will show that P(E(k+1) jE(k); E(k 1); : : :; E(k
0
))  1 (k) where the
the sequene (k) is summable given a proper hoie of m, , k
0
and a starting
onguration on G
0
whih VRRW an ahieve with a positive probability. This
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will imply that with a positive probability, all events E(k), k  k
0
, our. Then
we will prove that on the intersetion of all E(k)'s the onvergenes desribed
by Theorem 1.1 indeed take plae.
The proof will proeed in eight steps; on eah of the steps we will assume
that the events desribed in the previous steps our (that is, we will onsider
onditional probabilities).
In the rst two steps we show that with probability at least 1   
1
  
2
,
the time t
k+1
is nite and VRRW does not visit points outside of G
0
when
t 2 (t
k
; t
k+1
℄ and the number of visits to B during this time period is not too
large. One this is established, the way in whih a trapping graph was dened
allows us to think of VRRW as a proess on a omplete graph onsisting of
n verties, with some perturbations. Then we obtain that the (onditional)
probability of E
4
(k + 1) is at least 1   
3
  
4
  
5
, yielding a ertain set of
inequalities. The latter implies that the number of visits to eah of the V
i
while
t 2 (t
k
; t
k+1
℄ tends to \smooth" the dierenes between 
(k)
i
's for dierent i's.
This implies E
0
2
(k + 1) and will be essential for (iii) later. Another impliation
of E
4
(k + 1) is that



~
(k+1)
x
  ~
(k)
x



<
onst
k
1+
(3.7)
simultaneously for all x 2 S. Hene, if we start from the initial onguration
with min
x2S
~
(k
0
)
x
> 2 and k
0
= k
0
() being large enough, E
2
(k+1) is fullled
whenever
T
k
l=k
0
E
2
(l) ours. Then, in Step 5, we show that E
3
(k + 1) ours
with a probability at least 1  
6
.
We set (k) = 
1
+
2
+
3
+
4
+
5
+
6
and observe that
P
k>k
0
(k) <1.
As a result, the probability of
T
k>k
0
E(k) is positive. In the last three steps we
show that (ii), (iii) and (iv) take plae on this event a.s.
Let us onsider VRRW between the moments t
k
and t
k+1
assuming that
E(k
0
); : : : ; E(k   1); E(k) all our, and let N = (k + 1)
m
  k
m
= mk
m 1
+
O(k
m 2
).
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Step 1. Let a = 2n
B
k
 m(1 )
=
1
= o(1) and onsider VRRW during the rst
aN  2n
B
mk
m 1
=
1
+ o(/) visits to B after time t
k
. Let t
0
be the time of the
last of these visits (set it to innity if this situation is never reahed). Suppose
that
m   1 > 0: (3.8)
Then the probability that VRRW does not leave G
0
during the time period
(t
k
; t
0
℄ is greater than 1  
1
, where

1
= 1 

1 
n
O

1
k
m

aN
=
2n
B
n
O
m

2
1
k
1+m(1 )
+ o(/): (3.9)
Step 2. We state that the event ft
0
 t
k+1
g has probability lose to 1. To
show this, notie that the total number of visits to S during the time period
(t
k
;min(t
0
; t
k+1
)℄ does not exeed N , therefore
P (ft
0
< t
k+1
g)  P(the number of visits to B exeeds aN
while S has been visited N times)
However, eah suh visit has a probability smaller than
p :=
n
B
k
m
+ N

1
k
m
=
a
2
+ o(/) (3.10)
under the assumption that
m > m   1: (3.11)
Consider a Bernoulli sequene 
i
, i = 1; 2; : : :N where the probability of a
suess is p. The number of suesses in this sequene is stohastially larger
than the number of visits from S to B between times t
k
and t
k+1
= t
k
+ N .
Therefore, by Proposition 2.3 with r = 2 and p and a being indeed small,
P(t
0
< t
k+1
) < exp( C
1
k
m 1
+ o(/)) =: 
2
(3.12)
where C
1
= n
B
m(2 log 2   1)=
1
 0:386n
B
m=
1
. Consequently, t
k+1
is nite
with probability larger than 1  
2
and by that time,
the number of visits to B does not exeed N
B
:= Ck
m 1
, (3.13)
C = 2n
B
m=
1
;
12
and 
2
is small sine (3.8) is fullled.
Step 3. Assume now that the events mentioned in the two previous steps
ourred, namely t
k+1
<1, VRRW does not leave G
0
and the number of visits
to B is at mostN
B
= o(N ) while t 2 (t
k
; t
k+1
℄. Consequently, VRRW on G
0
an
be \almost" oupled with a VRRW on a omplete graph of n verties. Indeed,
during the N   o(N ) steps after visiting V
i
, the set V
j
, j 6= i, is visited with
probability proportional to a total loal time at V
j
. This justies the name
\pseudo-vertex" used to address V
i
's.
Let N
i
denote the number of visits to V
i
during the time period (t
k
; t
k+1
℄.
Observe that N
i
 (N+N
B
)=2. Hene, the number of visits to SnV
i
lies between
(N  N
B
)=2 = N=2  o(/) > N=4 and N . Every time VRRW is at SnV
i
, it an
go either to G
0
nV
i
or to V
i
. The probability of the latter event is at least
p =

1
k
m
k
m
+ N + n
B
k
m
+ N
B
= 
1
  o(1):
Now we want to apply Proposition 2.2. Choose Æ 2 (0; 
1
=2) so small, that the
expression in the RHS of (2.5) is a stritly positive and independent of k (one
an do this beause p(1 p)  
1
(1 
1
) o(1)) and set a := p Æ. After making
a omparison with the IID sequene of Bernoulli variables as done in Step 2, we
onlude that the probability that during the rst N=4 departures from SnV
i
the set V
i
is visited less than N=4 (
1
  Æ)=2( 
1
N=16) times is smaller than


= exp

 onst
N
4
+ o(/)

: (3.14)
Taking into aount that the probability of the intersetion of n (not neessarily
independent) events, eah having probability at least 1 

annot be less than
1  n

, we see that this value is a lower bound for the probability of the event
f
1
N=16  N
i
 N for all ig: (3.15)
From now on we will ondition on (3.15). Let m
ij
denote the number of visits
from V
i
to V
j
, m
i
=
P
j 6=i
m
ij
be the total number of departures from V
i
to
13
SnV
i
and m
0
i
=
P
j 6=i
m
ji
be that of arrivals. Clearly, jm
i
  m
0
i
j  N
B
and
jm
i
 N
i
j  N
B
.
Our goal is to estimate m
ij
=m
i
for a xed j. Every time a partile departs
from V
i
and does not go to B, it goes to V
j
with probability of order
p =

(k)
j
P
l6=i

(k)
l
+ O(k
 1
) =

(k)
j
1  
(k)
j
+ O(k
 1
):
Apply Proposition 2.2 with a = p+ k
 
where
 2

0;min

m   1
2
;m(1  ); 1

(3.16)
so that Æ = k
 
+ o(/). We obtain that with probability greater than 1   

where


= exp

 
k
 2
2p(1  p)
m
i

+ o(/)  exp
 
 m
1
k
m 1 2
=8

+ o(/) (3.17)
(we used the lower bound for N
i
= m
i
+ O(N
B
) and the fat that 2p(1  p) is
at most 1=2) the following holds:
m
ij
m
i


(k)
j
1  
(k)
1
+ k
 
: (3.18)
Repeating the same arguments for a := p  k
 
implies the probability that
m
ij
m
i


(k)
j
1  
(k)
1
  k
 
(3.19)
is also at least 1  

. Consequently, we have





m
ij
m
i
 

(k)
j
1  
(k)
i





< k
 
for all i; j 2 f1; 2; : : : ; ng suh that j 6= i (3.20)
with probability exeeding 1  
2
  
3
  
4
where

4
= 2n(n  1)

+ n

= 2n(n  1) exp
 
 m
1
k
m 1 2
=8

+ o(/) (3.21)
whih deays to zero sine 2 < m   1.
Step 4. We start with the following useful statement, the proof of whih is
given in Subsetion 3.2.
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Lemma 3.1 Assume that (3.20) takes plae and 0 <  < m(1 ). Then there
exists a (possibly negative) onstant C
0
depending only on n, n
B
, , 
1
and m
only suh that for any j 2 f1; 2; : : : ; ng and large k
N
j
N


(k)
j
(1  
(k)
j
)
1  1=n
+C
0
k
 
: (3.22)
Notie that on any segment, the funtion f() = (1   )=(1  1=n) ahieves
its minimum at one of the endpoints. So, together with

(k)
j
= 1 
X
j
0
6=j

(k)
j
0

1 + 

n + 

;
Lemma 3.1 yields
N
i
 N=(n + 

) (3.23)
one k is large enough. This, in turn, implies E
0
2
(k + 1). Note that sine
N
B
=N = o(k
 
), we also obtain that m
0
i
 N=(n + 

) + o(/).
Fix i 2 f1; 2; : : : ; ng and x 2 V
i
, and onsider all the moments when VRRW
goes from SnV
i
to V
i
. Taking into aount that 1=
(k)
i
 n + 

and ~
(k)
x
< 1,
we obtain that at these times the probability p to go to x is bounded from below
by

(k)
x
k
m

(k)
i
k
m
+N
 ~
(k)
x
 
(n + 

)m
k
+ o(k
 1
)
and from above by

(k)
x
k
m
+N

(k)
i
k
m
 ~
(k)
x
+
(n + 

)m
k
+ o(k
 1
):
Now we an arry through the same arguments that we used in the previous
step: we apply Proposition 2.2 with Æ = k
 
+
(n+

)m
k
= k
 
+o(/) twie ( is
the same as before and in both ases p 2 (; 1  )). Consequently, the number
N
x
of visits to vertex x satises
m
0
i
 (~
(k)
x
  Æ)  N
x
 m
0
i
 (~
(k)
x
+ Æ) +N
B
(3.24)
 m
0
i
 (~
(k)
x
+ Æ + (n+ 

)N
B
=N )
= m
0
i
 (~
(k)
x
+ Æ + o(Æ))
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with probability at least 1  2

where


= exp

 
k
 2
2p(1  p)
m
0
i

+ o(/)  exp
 
 2mk
m 1 2
=(n+ 

)

+ o(/):
(3.25)
Therefore, with probability 1  
5
,

5
:= 2

 n
S
; (3.26)
the inequalities in (3.24) hold simultaneously for all x 2 S (with i being a
funtion of x { the index of the pseudo-vertex to whih x belongs).
Let us show that this implies (3.7). Indeed, for x 2 V
i
,
~
(k+1)
x
=

(k)
x
k
m
+N
x

(k)
i
k
m
+ N
i

~
(k)
x

(k)
i
k
m
+N
i
(~
(k)
x
+ Æ) +N
B

(k)
i
k
m
+N
i
= ~
(k)
x
+
N
i
Æ + N
B

(k)
i
k
m
+N
i
 ~
(k)
x
+m(n+ 

)k
 1 
+ o(k
 1 
)
sine m   1   > m   1. Similarly,
~
(k+1)
x

~
(k)
x

(k)
i
k
m
+ (N
i
 N
B
)(~
(k)
x
  Æ)

(k)
i
k
m
+ N
i
 ~
(k)
x
 m(n + 

)k
 1 
+ o(k
 1 
):
Consequently, the bounds given by (3.7) take plae.
Step 5. Now we want to obtain that not only the number of visits to B is
smaller than N
B
but, in fat, with a probability lose to one, for any y 2 B the
number of visits N
y
to the vertex y does not exeed (r
0
)
 1
mk
m 1
for some
onstant r
0
> 1. This will automatially imply E
3
(k + 1) one E
3
(k) holds.
Depending on the graph, there are at most two ways the vertex y an be
visited by VRRW: it an be visited either from S or from B (the latter annot
take plae on graphs without triangles). Regardless, we will show that the
number of visits of the seond type is of order o(k
m 1
) and therefore negligible.
The probability p to jump to y fromB is at most k
m
=(
1
k
m
)+o(/). Setting
r = 2 and a = rp in Proposition 2.3 yields that the probability of the event
16
\VRRW omes to y from B more than aN
B
= o(k
m 1
) times" is smaller than


= exp ( pN
B
(log4  1)) + o(/):
Suppose that
 := 2m  m  1  0: (3.27)
Then pN
B
is proportional to k

and 

= 

(k) goes to zero as fast as exp( k

),
for some onstant  > 0, whene
P
k


(k) <1.
Let us onentrate now on the visits from S to y. The probability p to go
to y is bounded above by
k
m
n 1
n+

k
m
+ o(/) =
n+ 

n  1
k
 m(1 )
+ o(/):
Reall the denition of a trapping subgraph. One of the onditions on it required
that there be at most n 1 dierent pseudo-verties V
i
's onneted to y (at least
by one edge) and there is some x
0
belonging to one of them suh that x
0
6 y.
Therefore, aording to (3.23), the time spent on those verties of S from whih
VRRW is allowed to go diretly to y is at most
N

y
= N

1 
1
n+ 


  N
x
0
:
Let V
i
be the pseudo-vertex to whih x
0
belongs. By (3.23) and (3.24)
N
x
0
N
=
N
x
0
N
i

N
i
N
 (~
(k)
x
  Æ)
1
n + 


=2
n+ 

and onsequently,
N

y

n   1 + 

  =2
n+ 

N
Next,
pN

y
=

1


1 
=2  

n   1

mk
m 1
+ o(/):
If


< =2 (3.28)
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and
1 
=2  

n  1
<  < 1; (3.29)
then the expression in the urly brakets is smaller than one. As a result, we
an pik some r
0
> 1 suh that r
0
f1   (=2   

)=(n   1)g= < 1. We apply
Proposition 2.3 and obtain that with probability 1  

,


= exp
 
 C
2
k
m 1
+ o(/)

(3.30)
where C
2
= C
2
(r
0
; ; 

;m; n) > 0, the number of visits to y from S does not
exeed r
0
pN

y
. By the same arguments, this (the statement that the number
of visits to y is smaller than (r
0
)
 1
mk
m 1
) holds simultaneously for all y 2 B
with probability at least 1  
6
, where

6
= (

+ 

)n
B
(3.31)
is small as soon as (3.8) is fullled. Therefore, E
3
(k+1) ours with probability
lose to one.
Before proeeding to the next step, it is natural to ask whether the onstants
m, , , 

,  and r
0
an simultaneously satisfy onditions (3.8), (3.11), (3.16),
(3.28), (3.27) and (3.29). The answer is positive. Indeed, for any positive 
smaller than 1=n, we an take 

= =4, m = 2, r
0
= 1 + =(4n   4),  =
1  

32(n 1)
2
and  =

32(n 1)
2
. It is easy to hek that all the onditions are
fullled with this set of parameters.
Step 6. In this and the following steps we ondition on the event
Lo =
\
k>k
0
E(k):
As we know by now, P(Lo) 
Q
k
(1  (k)) > 0 sine
P
(k) <1. The event
Lo automatially implies part (i) of the Theorem 1.1.
From (3.22) we obtain that

(k+1)
j
=

(k)
j
k
m
+ N (j)
k
m
+N
 f


(k)
j

+ (mC
0
  1)k
 1 
(3.32)
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where f() = [1 +m(1   n)=((n  1)k)℄. Sine
P
n
i=1

(k)
i
 1, the sequene
of random variables f
k
g
k
dened by

k
:= 1  n min
i2f1;2;:::;n
1
g

(k)
i
is non-negative. The observation that the funtion f() is inreasing for all
 2 (0; 1) when k > 3m and inequality (3.32) yield the following formula:

k+1
 
k

1 
m
k

+ C
00
k
 1 
(3.33)
with the onstant C
00
being independent of k and 
k
.
Proposition 3.2 Let a non-negative sequene f
k
g
1
k=1
satisfy ondition (3.33)
with 0 <  < m. Then 
k
! 0 as k!1.
Proof of the proposition. The ase C
00
 0 is straightforward, so we will assume
that C
00
> 0. Let 
k
= 
k
 hk
 
where the onstant h > 0 will be hosen later.
Then (3.33) yields

k+1


1 
m
k


k
 
(m   )h   C
00
k
1+
+ o(k
 1 
) 

1 
m
k


k
as soon as h > C
00
=(m   ) and k is large. If all 
k
are positive, then the
equation above implies that lim
k!1

k
= 0. On the other hand, if 
l
 0 for
some l then it follows that 
k
 0 for all k > l. In any ase, sine hk
 
! 0
and 
k
 0, we have
lim inf
k!1

k
 0 and
lim sup
k!1

k
= lim sup
k!1
(
k
+ hk
 
) = lim sup
k
 0
and the proposition is proven. 2
Therefore, on Lo we have lim
k!1

(k)
i
= 1=n for every i 2 f1; 2; : : : ; ng.
On the other hand, (3.7) implies onvergene of ~
(k)
x
= 
(k)
x
=
(k)
i
for all x 2 V
i
.
Combining this with Z(t
k
; B) = o(Z(t
k
; S)) and (t
k+1
  t
k
)=t
k
! 0 as k !1,
we obtain parts (ii) and (iii) of the Theorem.
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Step 7. The only statement left unproven thus far is part (iv).
For its proof, pik a very small  > 0. From Step 6 and equations (3.22)
and (3.24) it follows that on Lo there exists some k
1
 k
0
suh that for any
k  k
1




Z(t
k+1
; x)  Z(t
k
; x)
k
m+1
  k
m
  
x




<

n
S
for every x 2 S (3.34)
and for any t  k
m
1
Z(t; x)
Z(t; S)
  for every x 2 S;




Z(t; V
i
)
Z(t; S)
 
1
n




<  for every i 2 f1; 2; : : : ; ng and (3.35)
Z(t; y) < 2(Z(t; S))

for every y 2 B
Consider a new sequene of times fs
j
g where
s
j
= infft > s
j 1
: Z(t; S)  (1 + )
j
g;
Sine fs
j
g grows muh faster than the sequene ft
k
g, one an obtain from (3.34)
that




Z(s
j+1
; x)  Z(s
j
; x)
(1 + )
j+1
  (1 + )
j
  
x




<
2
n
S
(3.36)
for all x 2 S and all j greater than some j
1
> m log
1+
k
1
.
Fix some y 2 B and let N

y
= N

y
(j) be the number of visits to the points
x 2 S from whih VRRW an go to y between the moments s
j
and s
j+1
. Also
let N
0
y
be the number of visits to y from S, N
00
y
be the number of visits to y
from B, and N
y
= N
y
(j) = N
0
y
+N
00
y
be the total number of visits to y during
this time interval. Inequality (3.36) yields
(
y
  2)N  N

y
 (
y
+ 2)N (3.37)
where N = N (j) = (1+)
j
is the total number of visits to S during this period
(maybe, plus or minus one) and

y
=
X
x2S; xy

x
:
20
The probability that VRRW will jump to y from some x 2 V
i
suh that x  y
when t 2 (s
j
; s
j+1
℄ is
Z(t; y)
Z(t; SnV
i
) +
P
Z(t; y
0
)

Z(s
j
; y)
(1 
1
n
+ )Z(s
j+1
; S) + 2n
B
(Z(s
j+1
; S))

(3.38)

L(j)
(1  1=n+ 2)(1 + )
j+1
=: p = p(j)
as soon as Z(s
j
; S) is large enough (the sum on the LHS ranges over all y
0
2 B
suh that y
0
 x). Here we used (3.35) and set L(j) := Z(s
j
; y) for simpliity.
Consider an IID sequene of Bernoulli zero-one random variables 
1
; 
2
;
: : : ; 
N

y
with P(
i
= 1) = p. Then N
0
y
is stohastially larger than  :=

1
+ : : :+ 
N

y
(and N
y
 N
0
y
). Consequently, from Chebyshev's inequality we
obtain that
P (A(j)

) 
1

2
pN

y
(3.39)
where the event A(j) is
A(j) := fN
y
  pN

y
>  pN

y
g:
Also observe that (3.37) implies

n
n  1

y
  8


1 + 
L(j)  pN

y
 C
2
L(j) (3.40)
by using the following obvious inequalities:
1 <
n
n   1
 2;
1
1 + x
 1  x;
n
n  1

y
< 1
where C
2
is a onstant not depending on j.
Let us show that L(j) !1 as j !1. If the ontrary were true, there would
exist some j
2
and

L suh that L(j) 

L as soon as j  j
2
. The probability of
the event B(j) = fVRRW does not jump to y at all when t 2 (s
j
; s
j+1
℄g is at
most (1  p)
N

y
and, beause of (3.40), it satises
lim sup
j!1
P(B(j))  lim sup
j!1
exp( pN

y
)  C
3
< 1
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for some onstant C
3
= C
3
(n; 
y
; ;

L). Consequently, P (\
j>j
2
B(j)) = 0
and we obtain a ontradition with the assumption that L(j) is bounded. In
partiular, together with (3.40) this implies that the RHS of (3.39) goes to zero
and the events A(j) our innitely often.
Let us introdue two reursively dened integer-valued sequenes of stopping
times:
j
0
k
= inffj > j
00
k 1
: A(j   1) oursg
j
00
k
= inffj > j
0
k
: A(j   1)

oursg
where k = 0; 1; 2; : : : with the exeption of j
0
0
whih is the smallest j  j
1
for
whih (3.38) holds. So,
j
1
 j
0
0
< j
00
0
< j
0
1
< j
00
1
< j
0
2
< j
00
2
< : : :
Notie, that j
0
k
is nite as soon as j
00
k 1
is nite (sine the A(j)'s our innitely
often). We annot make a similar statement about j
00
k
; in fat, we will show
that a.s. there exists a number

k suh that t
00

k
=1. To prove this, observe that
(3.40) yields
L(j + 1)  L(j) 

1 + (1  )

n
n  1

y
  8


1 + 

= L(j)  R()
whenever the A(j) takes plae. Suppose that  is so small that R = R() > 1.
Then, by the onstrution of the sequenes fj
0
k
g and fj
00
k
g, there exists a onstant
C
4
> 0 suh that L(j
0
k
)  C
4
R
k
for all k  0. Let C(k) = ft
00
k
< 1g be the
event that t
00
k
is nite. Then, aording to (3.39),
P(C(k)) = P
 
1
[
l=0
A(k + l)

!

1
X
l=0
1

2
C
4
R
k+l
=
R  1

2
C
4
R
k 1
whene
P
k
P(C(k)) < 1. We remark that, in fat, we should be onsidering
P(A(j)

jLo) rather than the probability mentioned in (3.39) whih onditions
only on part of Lo up to a ertain moment of time. However, sine for any two
events A and B we have P(A

jB)  P(A

)=P(B) and the probability of any
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subset of Lo is uniformly bounded from zero by P(Lo) > 0, the sum above
must be orreted by a multipliative onstant smaller than P(Lo)
 1
, so it will
remain bounded. Therefore, P(C(k) ours innitely often) = 0 and for some

k
we have t
00

k
=1. On this event, L(j)  C
4
R

k+j j
0

k
and hene
lim inf
t!1
logZ(t; y)
log t
 lim inf
j!1
logL(j   1)
log(1 + )
j

logR()
log(1 + )
: (3.41)
Sine  > 0 an be hosen arbitrarily small, we let  ! 0 and obtain
lim inf
t!1
logZ(t; y)
log t
 lim
!0
logR()
log(1 + )
=
n
n  1

y
:
Step 8. To omplete the proof, it suÆes to show that for any 

suh that
n
n  1

y
< 

<  (3.42)
and any suÆiently small  > 0 suh that 

(1 + ) < , we have
lim sup
t!1
logZ(t; y)
log t
 

(1 + ): (3.43)
We will use similar arguments as in Step 7, however here we also have to estimate
the number of visits to y from B. Aording to (3.35), the probability to go to
y at time t > s
j
is at most
p
t
:=
Z(t; y)
 
1 
1
n
  

(1 + )
j
=
Z(t; y)

( = (j) = (1  1=n  )(1 + )
j
) whenever X
t 1
2 S and no larger than
Z(t; y)
(1 + )
j
= C
5
p
t
when X
t 1
2 B. Besides, the total number of visits to B between times s
j
and
s
j+1
does not exeed 2(1 + )
(j+1)
. As soon as  is small, C
5
is a onstant
larger than one and we notie that if, instead of being at B, X
t 1
were at S
onseutively 2C
5
times, the probability of visiting y would be larger. Therefore,
Z(s
j+1
; y) is stohastially smaller than a random variable  (N

), where
N

:= (
y
+ 3)N  N

y
+ 2C
5
 2(1 + )
(j+1)
= N

y
+ o(N

y
)
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and  (t) is a Markov proess dened by
P( (t + 1) = k + 1 j (t) = k) = 1  P( (t+ 1) = k j (t) = k) =
 (t)
(j)
;
 (0) := Z(s
j
; y)  L(j):
Let T
i
= infft :  (t) =  (0) + ig and 
i
= T
i+1
  T
i
, i = 0; 1; 2; : : :. It is easy
to see that the 
i
's onstitute a sequene of independent random variables and
for eah i, 
i
has a geometri distribution with parameter
p
i
=
L(j) + i

so that P(
i
= k) = p
i
(1  p
i
)
k 1
, k = 1; 2; : : :.
Let W = 

L(j). The event B(j) := f (N

)  L(j)+Wg equals the event
f	(W )  N

g where
	(W ) =
W 1
X
i=0

i
:
Hene, by Chebyshev's inequality,
P(B(j)) = P (	(W )  N

)  P (j	(W )  E	(W )j  E	(W )   N

)

Var (	(W ))
(E	(W )  N

)
2
: (3.44)
Notie that
E	(W ) =
W 1
X
i=0
1
p
i
= 
W 1
X
i=0
1
L(j) + i
 
Z
L(j)+W
L(j)
1
x
dx
=  log

1 +
W
L(j)

 (

  
2
)
and
Var (	(W )) =
W 1
X
i=0
1  p
i
p
2
i

W 1
X
i=0
1
p
2
i
 
2
Z
L(j)+W 1
L(j) 1
1
x
2
dx
= 
2
W
(L(j)   1)(L(j) +W )   1)
 
2
W
L(j)
2
=



2
L(j)
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for large j. Furthermore,
E	(W )  N

 (1  1=n)(1 + )
j
[

    
n
n  1


 
n
n  1
(
y
+ 3)℄

1
2
(1 + )
j
[

 
n
n  1

y
  9)℄ = C
6
()(1 + )
j
where C
6
= C
6
() is a onstant whih is positive as soon as 9 < 

 
n
n 1

y
.
Consequently, (3.44) implies
P(B(j)) 
C
7
L(j)
: (3.45)
However, from Step 7 we know that there exists a > 1 suh that L(j+1)  aL(j)
and therefore
P
j
P(B(j)) < 1. Thus, the Borel-Cantelli lemma yields that
the B(j)'s our only nitely many times, so that L(j + 1)  L(j) + W 
L(j)(1 + 

) for large j. Hene,
lim sup
t!1
logZ(t; y)
log t
 lim sup
j!1
logL(j)
log(1 + )
j

log(1 + 

)
log(1 + )
 

(1 + )
as soon as  < 1. One again, notie that in (3.45) we ignored onditioning on
a \future" part of Lo, however, we were alowed to do so sine 

(1 + ) < 
implies B(j)

 Lo and therefore P(B(j) jLo) = 1   P(B(j)

jLo) = 1  
P(B(j)

)=P(Lo)  (1   P(B(j)

))=P(Lo) = P(B)=P(Lo). Consequently,
(3.45) should be orreted by a multipliative onstant whih is at mostP(Lo))
 1
<
1. Therefore, (3.43) is established and the proof is ompleted. 2
Remark 4 The proof of Theorem 1.2 shows that by hoosing a proper initial
onguration, the limiting distribution of f
x
g an be arbitrary lose to any
element of the interior of the jSj   n-dimensional set 
n
1
 
n
2
 : : : 
n
n
where 
n
i
is a n
i
  1-simplex. Therefore, the set of all possible limiting weights
is dense on this set.
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3.1 A ore and a shell loalization of VRRW with an ir-
regular vertex
Here we will derive an impliation of the proof of Theorem 1.1 that is essential for
the proof of Theorem 1.5. Consider \a ore and a shell" onguration desribed
in Corollary 1.2. Suppose that there exist an extra point v

lying outside of
the graph G and onneted to a point v (\the ore") only. Reall that Z(t; x)
is a loal time at vertex x 2 G. At the same time, let Z(t; v

) be an arbitrary
sequene with Z(t; v

)  A for all t  0 (thus, v

is an \irregular" vertex). Let
V RRW be a reinfored random walk on G [ fv

g obeying the law (1.1) with
X(0) = v.
Denote by '(A; fZ(t; v

)g) the probability never to leave G

:= G
0
[fv

g for
a partiular sequene fZ(t; v

)g
1
t=0
and let '(A) = inf '(A; fZ(t; v

)g) where
the inmum is taken over all sequenes suh that Z(t; v

)  A. Then the
following statement holds.
Lemma 3.3 For VRRW* desribed above,
lim
A!1
'(A) = 1: (3.46)
Proof. First, we will explain how Corollary 1.2 (the loalization of a regular
VRRW) an be proven diretly using the ideas from the proof of Theorem 1.1
but not as its orollary. Seond, we will modify the arguments to aommodate
for the presene of the irregular point.
Reall that the numbers of verties in B and G
0
are n
B
and n
O
respetively
and onsider a regular VRRW on G starting at v. Fix some 0 <  < 1=(2n
2
)
and take the \snapshots" of VRRW at the moments t
k
when the joint number
of visits to V
2
is bk
m
, k  k
0
where m > 1 is some onstant. Redene E(k) to
be the intersetion of the events
E
1
(k): VRRW does not visit points outside of G
0
;
E
2
(k; ): ~
(k)
x
>  for all verties x 2 V
2
;
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(k): Z(t
k
; y) < k
m
for all y 2 B;
E
4
(k): VRRW behaves \regularly" during the time period t 2 (t
k 1
; t
k
℄.
Using the same arguments as in the proof of Theorem 1.1, one an show that
P (E(k) jE(k   1); E(k  2); : : : ; E(k
0
)) > 1  (k)
with
P
k>k
0
(k) < 1 when the initial onguration is \proper" in the sense
that all 
(k
0
)
x
> 2 and k
0
= k
0
() is so large that
X
k>k
0
onst(; n
2
)
k
1+
< :
Sine lim
l!1
P
k>l
(k) = 0, the probability that VRRW never leaves G
0
is not
only positive, but an be made arbitrary lose to one by hoosing a large enough
k
0
on the event E
1
(k
0
)
T
E
2
(k
0
; 2)
T
E
3
(k
0
).
Next, reall that we are atually interested in VRRW on G with v

. Hene,
one an arry through the arguments presented above, though with a ouple of
orretions. First, we are not guaranteed that t
k
<1 for all k, due to the fat
that V RRW may get stuk jumping between v and v

(if Z(t; v

) grows with
t faster than linear, for example). However, this is also a loalization. Seond
(iii) and (iv) in Corollary 1.2 do not neessarily hold anymore, but, as the proof
of Theorem 1.1 shows, for a loalization this is not important. As a result, we
obtain that for any Æ > 0 there exists k
1
(; Æ=5) suh that
P(
\
k>k
0
E(k) jE
k
0
) > 1 
Æ
5
(3.47)
as soon as k
0
 k
1
(; Æ=5).
The last step onsists in proving that either a \proper" starting onguration
is ahieved by VRRW* with a probability onverging to one as A grows or
VRRW* gets stuk at v and v

. To ahieve this goal, we pik an arbitrarily
small Æ > 0 and show that (A) > 1 Æ whenever A  A
0
for some A
0
= A
0
(Æ).
Consider a Polya urn model with balls of n
2
dierent olors. By Lemma 2.4,
the relative distribution of olors (t) onverges a.s. to some random vetor
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 = (
1
; 
2
; : : : ; 
n
2
) in the interior of (n
2
  1)-simplex. Consequently, there
exists  = (Æ) > 0 so small that
P(min
i

i
> 2)  1 
Æ
5
: (3.48)
Sine (t)!  a.s., (t) also onverges to  in distribution and therefore there
exist some t
0
= t
0
(; Æ=5) suh that for any t  t
0



P(min
i

i
> 2)  P(min
i

i
(t) > 2)




Æ
5
: (3.49)
Next, notie that the probability that VRRW does not visit x 2 V
2
even one
while visiting v for the rst A
2=3
times is at least

1 
n
2
A

A
2=3
= 1 
n
2
A
1=3
+ o(A
 1=3
): (3.50)
Hene VRRW makes a large number of steps to v from v

and bak before it
hits V
2
for the rst time. Similarly, VRRW does not visit B during its rst A
1=3
visits to V
2
with probability exeeding

1 
n
B
A
2=3

A
1=3
= 1 
n
B
A
1=3
+ o(A
 1=3
): (3.51)
At the same time, when VRRW visits V
2
from v, onditional on not going to
B, the distribution of Z(t; x), x 2 V
2
, oinides with that of a Polya urn model
with balls of n
2
olors.
Let  = (Æ) be as given in equation (3.48), t
0
= t
0
(; Æ=5) is taken from (3.49)
and k
1
= k
1
(; Æ=5) from (3.47). Set
A
0
(Æ) =

max

5n
2
Æ
;
5n
B
Æ
; t
0
; k
1

3
and onsider VRRW* with A  A
0
. On the event that it does not get stuk at
fvg[fv

g, formulae (3.48), (3.49), (3.50) and (3.51) imply that with probability
1 4Æ=5 there will be a moment of time t when the set V
2
has been visited exatly
A
1=3
times, B has not been visited at all and Z(t; x)=A
1=3
> 2 for all x 2 V
2
.
Combined with (3.47), this yields that '(A)  1  Æ. Sine Æ > 0 was arbitrary,
(3.46) follows. 2
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3.2 VRRW on a omplete graph
Proof of Lemma 3.1.
   
m
m
m m
3
m
m
13
32
21
31
12
23
V
V
V
1
2
Figure 3: Illustration of VRRW on a omplete graph with n = 3
In this Subsetion we omit the supersript
(k)
on the alphas to make notation
less umbersome. We will also write x  y whenever x = y + O(k
 
N ) in the
sense that jx  yj  Ck
 
N for large k with a onstant C > 0 not depending
on k or the state of VRRW.
Reall that m
ij
(i 6= j) denotes the number of steps from V
i
to V
j
between
the moments t
k
and t
k+1
. Set m
ii
 0. As before, m
i
=
P
j
m
ij
is the number
of times VRRW leaves the pseudo-vertex V
i
for S, and N
i
is the total number
of visits to V
i
from both S and B. Sine the number of times VRRW omes to
V
i
should math the number of times VRRW leaves it, we have
m
i
=
X
j
m
ij

X
j
m
ji
for all i 2 f1; 2; : : : ; ng;
N 
X
i; j
(m
ij
+m
ji
) (3.52)
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where we take into aount the fat that N
B
= o(ÆN ) where Æ = k
 
+ o(/)
and that there is a possibility to go from V
i
to V
j
through B without hanging
m
ij
.
Observe that (3.20) an be rewritten as
m
ij


j
1  
i
m
i
for all i and j 6= i: (3.53)
First, we want to show that (3.52) and (3.53) imply
m
ij
 m
ji
for all i and j; (3.54)
that is, the number of rossings of any edge in one diretion is lose to the
number of rossings of this edge in the opposite diretion. Without loss of
generality, it suÆes to prove that m
12
 m
21
. Indeed,
1  
1

2
m
12
 m
1
 m
21
+
X
i>2
m
i1
;
1  
2

1
m
21
 m
2
 m
12
+
X
i>2
m
i2
whene
m
12
 m
21
+
X
i>2
(
2
m
i1
  
1
m
i2
) :
On the other hand, (3.53) implies that eah of the terms in the sum is  0, so
that m
12
 m
21
.
Next, (3.53) ombined with (3.54) yields that for all i and j,
m
i

i
(1  
i
)

m
j

j
(1  
j
)
:
Finally, observe that N
j
 m
j
and N 
P
i
m
i
whih yield
N
j
N

m
j
N

m
j
P
l
i=1
m
i


j
(1  
j
)
P
n
i=1

i
(1  
i
)
=

j
(1  
j
)
1 
P
n
i=1

2
i
)


j
(1  
j
)
1  1=n
where we use the fat that
P

i
= 1 and, therefore,
P

2
i
 1=n. 2
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4 The problem of universality
A natural question arises after seeing Theorem 1.1, Corollary 1.2 and Corol-
lary 1.3: sine VRRW gets stuk with a positive probability, does this imply
that it must get stuk somewhere with probability one? Unfortunately, we an-
not answer this question in all ases (in partiular, for Z
d
, d  2). This is, in
part, due to the non-Markovian nature of the proess and the impossibility of
using Kolmogorov's zero-one law diretly.
Moreover, in general, this is not true. Indeed, onsider a tree that on level
n has K
n
branhes oming out of eah vertex with
P
K
 1
n
< 1. VRRW on
this tree an make innitely many steps without ever oming bak to any vertex
it has previously visited, with a positive probability. Therefore the probability
that VRRW visits only nitely many verties is smaller than one, though it is
positive by Corollary 1.2. Consequently, the \traditional" a.s.-reurrene vs.
a.s.-transiene dihotomy does not hold here.
However, we onjeture that on a very broad lass of graphs of bounded
degree, VRRW visits a.s. only nitely many points. We also believe that on
any periodi graph the number of dierent kinds of subgraphs on whih VRRW
an get stuk is nite and is given by the set of all possible trapping subgraphs,
or perhaps, a slightly broader lass of subgraphs (for example, Theorem 1.1
implies that there are at least two dierent patterns of loalization on Z
2
). The
latter is a generalization of the onjeture in Pemantle and Volkov (1998) that on
Z
1
VRRWwill eventually get stuk at the set of exatly 5 points. Unfortunately,
at this time we do not have a proof for any of the above statements.
For trees of bounded degree (inluding Z
1
) the fat that VRRW loalizes
(eventually gets stuk at a nite set) follows from the following arguments.
Proof of Theorem 1.5. Embed the tree G in the plane suh that the root (the
vertex where VRRW starts) is at the top, the verties adjaent to the root are
plaed one level below, et. We say that VRRW moves up or down depending
31
whether it gets loser or farther from the root respetively. A vertex v

is alled
a hild of a vertex v (and v is alled the parent of v

) if v

is adjaent to v and
v lies on the path onneting v

to the root.
Sine VRRW is on a tree, a possible loalization is \a ore and a shell" as
desribed by Corollary 1.2. Moreover, eah vertex is inident to no more than
K edges, whene the number of dierent trapping subgraphs G
0
with outer
boundaries G
0
is nite. This observation will play an important role later in
the proof.
Denote by A(v) the loal time at the parent of v when VRRW visits vertex
v for the rst time and set A(v) =1 if VRRW never hits v. Consider the sum
S
A
=
X
v2G
1
A(v)
:
Two ases are possible: S
A
<1 and S
A
=1. We state that in the seond ase
VRRW gets stuk at some \ore and shell" onguration almost sure, whih, in
turn, yields a ontradition sine 1=A(v) 6= 0 only for nitely many v. Indeed,
S
A
= 1 implies that there exist innitely many times when VRRW makes 4
onseutive steps down through the verties it has never visited before. Let v
0
be the lowest of these four verties; therefore the loal times at eah of three its
diret anestors equal 2. Consider a trapping subgraph
G
0
= fv
0
g
[
fv
0
g
[
(fv
0
g)
with v
0
being \a ore". It is easy to see that there are only nitely many non-
isomorphi ombinations (G
0
[G
0
; fZ(t; x); x 2 G
0
[G
0
g) sine the loal time
on any vertex of G
0
[G
0
is at most 2. Consequently, there exists some onstant
 > 0 depending on K only, suh that the probability that VRRW gets stuk
on G
0
is at least .
Let N be the number of times when VRRW makes four onseutive steps
down on verties not visited before. Then the probability not to end up with
a ore and a shell loalization is at most (1   )
N
. On the other hand, S
A
=
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1 insures that there are innitely many suh times and therefore the above
probability must be zero.
To show a loalization in the other ase (S
A
<1), we onstrut a subriti-
al branhing proess on the verties of G. Suppose that VRRW visit innitely
many verties. Then there exists an innite sequene v
1
; v
2
; : : : of distint ver-
ties of G to whih VRRW goes, ordered by the times of the rst visits to them.
The niteness of S
A
yields
lim
i!1
A(v
i
) =1: (4.55)
Consider VRRW* desribed in Setion 3.1 on all possible trapping sub-
graphs of G with the property that their \ores" (points v) are onneted to no
more than K   1 verties. There are only nitely many suh subgraphs, hene
Lemma 3.3 implies the existene of a number A
0
suh that the probability ever
to leave any suh subgraph does not exeed  = 1=K
2
as soon as the loal time
at the \irregular" vertex v

is at least A  A
0
= A
0
().
Aording to (4.55), there exist i
0
suh that A(v
i
)  A
0
for i  i
0
. Let t
0
be the time of the rst visit to v
i
0
. We onstrut a branhing proess on the
verties of G as follows. The proess starts at time t
0
and initially onsists of
the subset of verties visited by time t
0
lying on the boundary of the set,
n
v
i
: i  i
0
and there exists x 2 Gn

S
i
0
i=1
fv
i
g

suh that x  v
i
o
:
There may be up to t
0
suh verties.
We say that a vertex v \dies" if VRRWnever visits any of its great-grandhildren
(points onneted to v by 3 onseutive edges all going down). In the other
ase, at the very moment when some great-grandhild v
gg
of v is visited for
the rst time, we say that v splits into a set of verties onsisting of all de-
sendants of v (on the graph) whih are adjaent to at least one point of G
not visited by VRRW by this time. The ardinality of this set annot exeed
(K   1)
2
  1 + (K   2) + (K   1) = K
2
  2.
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Consequently, eah point v of the vertex-branhing proess onstruted above
either splits into at most K
2
  2 new partiles or dies with probability at least
1   regardless of the history of VRRW. The latter follows from the observa-
tion that one v is visited for the rst time with v
p
being its parent, we an
ouple the VRRW on the subtree of G onsisting of v and all its desendents
with a VRRW* for whih an \irregular" vertex is v

= v
p
. Sine A(v)  A
0
, by
Lemma 3.3 the probability to visit any great-grandhild of v does not exeed .
Therefore, the vertex-branhing proess is stohastially smaller than a Galton-
Watson proess in whih eah partile either branhes into exatly K
2
  2 par-
tiles with probability  or dies with the omplimentary probability, indepen-
dently of the others. As the expeted number of diret desendants of a single
partile for this proess is 0(1 )+(K
2
 2) < 1, the Galton-Watson pro-
ess is subritial and therefore dies out (e.g., see Athreya and Ney (1972)). This
implies that the vertex-branhing proess also dies out and this is equivalent to
a loalization of VRRW. 2
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