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Given a homogeneous space X of a connected algebraic group G
(with connected stabilizers) over a ﬁeld k of characteristic zero, we
construct a complex of Galois modules of length 3 and a canonical
isomorphism between a hypercohomology group of this complex
and an explicit subgroup of the Brauer group of X . This result is
obtained as a consequence of a formula describing the “algebraic
Brauer group of a torsor”, and it generalizes recent results by
Borovoi and van Hamel, by considering non-linear groups G and
by taking into account some transcendental elements in the Brauer
group of X .
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Introduction
L’objectif principal de cet article est de comprendre le groupe de Brauer (ou au moins une partie
de celui-ci) d’un espace homogène d’un groupe algébrique connexe à stabilisateurs connexes et d’en
obtenir une description explicite. L’un des intérêts de la formule démontrée ici réside dans le fait
qu’elle prenne en compte une partie des éléments transcendants du groupe de Brauer, et pas seule-
ment le groupe de Brauer algébrique.
Précisons quelques notations : k est un corps de caractéristique nulle, k une clôture algébrique
de k, Γk le groupe de Galois absolu de k, G un k-groupe algébrique connexe (pas forcément linéaire)
et X un espace homogène de G , à stabilisateurs géométriques connexes. On note H le stabilisateur
(déﬁni sur k a priori) d’un point fermé x ∈ X(k). Remarquons qu’un tel point x déﬁnit un morphisme
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C. Demarche / Journal of Algebra 347 (2011) 96–132 97de k-variétés π : G → X (où X désigne la k-variété X×k k). On déﬁnit alors Br1(X,G) comme le noyau
de l’application composée :
Br(X) → Br(X) π∗−→ Br(G).
Il est clair que le groupe Br1(X,G) contient le groupe de Brauer algébrique Br1(X) := Ker(Br(X) →
Br(X)), et il peut être strictement plus gros. On notera aussi Bra(X,G) := Br1(X,G)/Br(k).
Par le théorème de Chevalley (voir [10] et [27, théorème 16] ; voir également [14] pour une preuve
«moderne »), le groupe G est extension d’une variété abélienne par un groupe linéaire connexe
1 → G lin → G → Gab → 1.
On note Gred le quotient de G lin par son radical unipotent, Gss le groupe dérivé de Gred et Gsc le
revêtement simplement connexe de Gss. Soit TG (resp. TGsc ) un tore maximal de G lin (resp. Gsc). Un
résultat général sur les espaces homogènes (voir [3, proposition 3.1]) assure que, quitte à remplacer
G par un groupe connexe G ′ , on peut supposer H linéaire. Notons que les centres ZHred et ZHsc
des groupes H red et Hsc admettent des k-formes canoniques, indépendantes de x. Le module des
caractères d’un groupe algébrique F/k est noté F̂ := Homk−gr(F ,Gmk). On est en mesure d’énoncer
l’un des résultats principaux :
Théorème 0.1. Soit X un k-espace homogène d’un groupe algébrique connexe G/k, à stabilisateur géométrique
linéaire connexe H.
• On suppose Pic(G) = 0. Déﬁnissons le complexe de modules galoisiens (indépendant de x)
Ĉ X := [Ĝ →̂ZHred →̂ZHsc ],
avec Ĝ en degré 0. On a alors une suite exacte canonique





qui induit un isomorphisme Bra(X,G) ∼= H2(k, Ĉ X ) si X(k) = ∅ ou H3(k,Gm) = 0.







)⊕ T̂Gsc ⊕ T̂ H → T̂ Hsc],






Remarquons d’abord que dans la seconde partie de cet énoncé, la donnée de x ∈ X(k) déﬁnit une
injection de k-groupes H ↪→ G , de sorte que les groupes H et Hsc, ainsi que les tores maximaux TH
et THsc , sont déﬁnis sur k.
Remarquons également que l’hypothèse H3(k,Gm) = 0 dans la première partie du théorème est
vériﬁée par exemple si k est un corps de nombres, un corps p-adique, ou un corps de fonctions
d’une courbe sur un corps de nombres ou sur un corps p-adique. On voit aussi qu’il suﬃt que le
morphisme H3(k,Gm) → H3(X,Gm) soit injectif pour avoir un isomorphisme, ce qui est par exemple
le cas lorsque X a un zéro-cycle de degré 1.
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algébriques et de leurs espaces homogènes. En 1981, Sansuc démontre (voir [28, lemme 6.9]) une
formule décrivant le groupe Bra(X) quand X est un tore ou un groupe semi-simple. Dans [6], Borovoi
et van Hamel introduisent le complexe UPic(X) et généralisent les résultats de Sansuc dans le cas
où X est un groupe linéaire connexe (voir [6, corollaire 7]), reformulant par là même un résultat de
Kottwitz (voir [23, 2.4]). Puis les mêmes auteurs calculent le groupe Bra(X) pour un espace homogène
d’un groupe linéaire connexe : voir [5, corollaire 3.2] et [7, théorème 7.2]. Mentionnons également que
Harari et Szamuely construisent dans [20, section 4], un morphisme canonique ι : H1(k,M∗) → Bra(X)
compatible avec l’obstruction de Brauer–Manin (voir [20], ﬁn de la section 6), où X est un torseur
sous une variété semi-abélienne S et M∗ est le 1-motif dual de S . Enﬁn, on peut citer un résultat
concernant le groupe de Brauer non ramiﬁé d’un espace homogène : Colliot-Thélène et Kunyavskiı˘ ont
obtenu une formule décrivant le groupe de Brauer algébrique d’une compactiﬁcation lisse d’un espace
homogène à stabilisateurs connexes (voir [11, théorème A]).
Le théorème principal de ce texte est donc à la fois une uniﬁcation et une généralisation de
tous ces résultats (hormis celui concernant le groupe de Brauer non ramiﬁé). L’intérêt principal de
cette généralisation est la prise en compte de certains éléments transcendants du groupe de Brauer,
contrairement aux résultats mentionnés qui se limitaient à Bra(X). Outre l’intérêt théorique de décrire
l’ensemble du groupe Br(X), l’une des motivations pour l’introduction et l’étude du groupe Bra(X,G)
réside dans les résultats récents obtenus par Borovoi et l’auteur dans [4] à propos du défaut d’approxi-
mation forte dans les espaces homogènes sur les corps de nombres (voir notamment le théorème 1.4
de [4]). Le groupe Bra(X,G) y apparaît en effet de façon naturelle comme le sous-groupe minimal de
Br(X) permettant de décrire l’adhérence des points rationnels dans l’ensemble des points adéliques
de X , à l’aide de l’obstruction de Brauer–Manin. En effet, si le groupe de Brauer algébrique est suf-
ﬁsant pour l’obstruction de Brauer–Manin au principe de Hasse et à l’approximation faible sur X , ce
n’est pas le cas pour l’obstruction à l’approximation forte et au principe de Hasse pour les points en-
tiers, où une obstruction transcendante est en général nécessaire (voir [4, contre-exemple 1.6] et [13,
remarque 2.11]). Ainsi le théorème énoncé dans cette introduction, en regard du résultat principal
de [4], donne-t-il une formule explicite et calculable, en termes de l’hypercohomologie d’un complexe
de modules galoisiens, pour le défaut d’approximation forte dans un espace homogène sur un corps
de nombres.
Mentionnons également que l’on obtient au passage dans ce texte des résultats généraux concer-
nant le « groupe de Brauer algébrique des torseurs » : si π : Y H−→ X est un torseur sous un groupe
linéaire connexe H , on donne une formule (voir section 3, théorème 3.1 et ses corollaires) décrivant
le groupe Br1(X, Y ) := Ker(Br(X) π∗−−→ Br(Y ) → Br(Y )). Cette formule est une généralisation naturelle
des résultats classiques de Sansuc sur le groupe de Brauer des torseurs.
1. Préliminaires sur les groupes de Picard et de Brauer des torseurs
Dans tout ce texte, sauf mention explicite du contraire, on entend par « catégorie dérivée » la ca-
tégorie dérivée associée à la catégorie des complexes bornés de modules galoisiens sur k. Dans tout
le texte, étant donné un schéma X , on considère toujours le site étale sur X , les faisceaux considérés
sont des faisceaux étales et la cohomologie considérée est la cohomologie étale.
Enﬁn, dans tout le texte (sauf mention explicite du contraire), X est une k-variété algébrique lisse
et géométriquement intègre.
1.1. Un complexe associé à un morphisme
On construit ici un complexe de modules galoisiens, de longueur 3, associé à un morphisme de
k-variétés algébriques π : Y → X . Ce complexe est crucial en vue du calcul du groupe de Brauer dans
la section 2.
Soit π : Y → X un morphisme de k-variétés algébriques lisses et géométriquement intègres. On
considère la suite exacte habituelle de faisceaux (étales) sur Y (voir [18, II.1], suite exacte (2)) :
0 → GmY →K ∗Y →D ivY → 0. (1)
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0 → π∗GmY → π∗K ∗Y → π∗D ivY → R1π∗GmY → R1π∗K ∗Y .
Or le théorème de Hilbert 90 assure que R1π∗K ∗Y = 0 (voir [18, II, lemme 1.6]), et donc on a une
suite exacte
0 → π∗GmY → π∗K ∗Y → π∗D ivY → R1π∗GmY → 0. (2)
Notons Q le conoyau du morphisme π∗GmY → π∗K ∗Y , et appliquons le foncteur pX ∗ à cette suite
exacte (où pX : X → Spec(k) est le morphisme structural de X ). On obtient les suites exactes suivantes
(en notant que pY = pX ◦ π ) :
0 → pY ∗GmY → pY ∗K ∗Y → pX ∗Q→ R1pX ∗π∗GmY → R1pX ∗π∗K ∗Y ,
R1pX ∗π∗K ∗Y → R1pX ∗Q→ R2pX ∗π∗GmY → R2pX ∗π∗K ∗Y ,
0 → pX ∗Q→ pY ∗D ivY → pX ∗R1π∗GmY → R1pX ∗Q.
Or le faisceau R1pX ∗π∗K ∗Y est nul car il s’injecte dans R1pY ∗K ∗Y = 0 par un argument de suite
spectrale, donc les suites précédentes se réécrivent ainsi :
0 → k[Y ]∗ → k(Y )∗ → pX ∗Q→ R1pX ∗π∗GmY → 0, (3)
0 → R1pX ∗Q→ R2pX ∗π∗GmY → R2pX ∗π∗K ∗Y , (4)
0 → pX ∗Q→ Div(Y ) → pX ∗R1π∗GmY → R1pX ∗Q. (5)
Ces suites exactes permettent de déﬁnir le complexe suivant (où k(Y )∗/k∗ est en degré 0)
UPic(π : Y → X) := [k(Y )∗/k∗ −→ Div(Y ) ∂−→ H0(X, R1π∗GmY )],
où le morphisme  est le morphisme f → div( f ), égal à la composée des morphismes suivants
apparaissant dans les suites exactes (3) et (5) : k(Y )∗ → pX ∗Q→ Div(Y ) ; le morphisme ∂ apparaît
dans la suite exacte (5). Notons enﬁn que le groupe H0(X, R1π∗GmY ) est appelé le groupe de Picard
relatif de Y sur X , noté Pic′(Y /X) (voir [8, chapitre 8] : le groupe Pic′(Y /X) est le groupe des sections
globales sur X du foncteur de Picard relatif PicY /X ).
Le lemme suivant est alors évident (on rappelle que UPic(Y ) est représenté par le complexe
[k(Y )∗/k → Div(Y )] : voir [6, corollaire 2.5]) :
Lemme 1.1. On a un triangle exact canonique dans la catégorie dérivée des modules galoisiens :
Pic′(Y /X)[−2] → UPic(π : Y → X) → UPic(Y ) → Pic′(Y /X)[−1].
1.2. Application au cas des torseurs
Par convention, et sauf mention explicite du contraire, les torseurs considérés sont des torseurs à
droite.
Soit k un corps de caractéristique nulle, X une k-variété lisse et géométriquement intègre. Soit H
un k-groupe algébrique linéaire connexe et π : Y H−→ X un X-torseur sous H .
On rappelle ici la déﬁnition d’une donnée de recollement sur un tel torseur (voir par exemple
[19, déﬁnition 2.1], où cette notion est appelée «donnée de descente »). On renvoie à [19] pour les
notations :
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1 Aut(Y /X) SAut(Y /X) Γk
où la ligne supérieure est localement scindée et le morphisme i est le morphisme naturel.
Désormais, on suppose que Y /X est muni d’une donnée de recollement.
Dans cette section, on associe à la donnée du torseur Y /X , muni de sa donnée de recollement, un
complexe de modules galoisiens noté CY /X , que l’on relie à un complexe de la forme UPic(π : Z → X),
où Z/X est un torseur (déﬁni sur k) associé à Y /X .
Notons Hu le radical unipotent de H , et H red := H/Hu. Déﬁnissons le groupe H ′ := H red/ZHred et











Remarquons au passage que les quotients Z ′ et Z sont représentables par des k-variétés (voir par
exemple [24, théorème III.4.3.(a)]).
Suivant [19, proposition 2.2], on peut associer à une telle donnée de recollement un k-lien LY /X
sur le groupe H , ainsi qu’une classe ηY /X ∈ H2(k, LY /X ), qui est l’obstruction à descendre le torseur
Y → X en un torseur sur X : cette classe est neutre si et seulement si le torseur Y /X descend
sur X .
Le sous-groupe Hu de H est invariant par les semi-automorphismes de H , donc le lien LY /X induit
un lien L Z ′/X sur H
red. De même, L Z ′/X induit un lien L Z/X sur H
′ . Or H ′ est réductif et de centre
trivial, donc par la proposition 1.1 de [15] ou la proposition 3.1 de [1], l’ensemble H2(k, L Z/X ) est
réduit à un seul élément, qui est une classe neutre. Donc l’image η′
Y /X
∈ H2(k, LZ/X ) de la classe
ηY /X ∈ H2(k, LY /X ) est neutre.
Or par fonctorialité, la classe η′
Y /X
coïncide avec la classe associée à la donnée de recollement
induite sur Z → X . Par conséquent, puisque η′
Y /X
est neutre, il existe une k-forme H ′ de H ′ et un
torseur p : Z H ′−−→ X qui devient isomorphe à p : Z H ′−−→ X quand on étend les scalaires à k.
Remarque 1.3. Cette k-forme Z/X est déﬁnie à torsion près par un cocycle dans Z1(k, H ′). Or le
groupe H ′ admet une unique k-forme intérieure quasi-déployée, donc dans la suite et sauf mention
explicite du contraire, on considère la k-forme p : Z → X (unique à isomorphisme près) correspondant
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pour toute autre k-forme Z/X .
Grâce au lemme 5.2.(ii) de [6], on dispose d’un morphisme canonique ϕ : UPic(Z) → UPic(H ′). Ce




via le quasi-isomorphisme UPic(H ′) → Pic(H ′)[−1], où ϕ′ est la composée
Div(Z) → Pic(Z) ϕ−→ Pic(H ′).
Déﬁnissons l’objet CY /X comme le complexe de modules galoisiens
CY /X :=
[
k(Z)∗/k∗ → Div(Z) ϕ′−→ Pic(H ′)],
où k(Z)∗/k∗ est en degré 0 et Pic(H ′) en degré 2. Par construction, CY /X [1] est un cône du morphisme
ϕ : UPic(Z) → UPic(H ′) dans la catégorie dérivée : on a un triangle exact
CY /X → UPic(Z) → UPic
(
H ′
)→ CY /X [1].
On souhaite maintenant déﬁnir un morphisme naturel CY /X → UPic(π : Z → X).
1.2.1. Construction générale
Soit f : V G−→ X un X-torseur sous un k-groupe linéaire connexe G . Construisons un morphisme
canonique
sV /X : Pic(G) → Pic′(V /X).
Soit une classe p ∈ Pic(G) représentée par un torseur f : P → G sous Gm . Par déﬁnition, on a un
isomorphisme naturel de la forme φ : V × G → V ×X V . On déﬁnit alors W comme le pull-back
(« tiré en arrière ») du torseur f V : V × P → V × G sous Gm (déduit de P → G par changement de
base par la projection V × G → G) par le morphisme φ−1 : V ×X V → V × G . On obtient ainsi un
torseur W → V ×X V sous Gm , qui déﬁnit bien une classe dans Pic′(V /X) (voir [8, p. 202] pour une
description explicite des éléments de Pic′(V /X)). On note alors par déﬁnition sV /X (p) la classe de
W → V ×X V dans Pic′(V /X), et on vériﬁe que cette classe ne dépend pas du représentant P de p
choisi.
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Démonstration. On commence par rappeler la déﬁnition de ϕ . Si m : V × G → V désigne l’action
de G , alors ϕ est la composée des morphismes :
Pic(V ) m
∗−→ Pic(V × G) ∼=←− Pic(V ) ⊕ Pic(G) → Pic(G)
(voir [28, lemme 6.6] pour l’isomorphisme central). Soit f : Z → V un torseur sous Gm de classe
p ∈ Pic(V ). Par déﬁnition de ϕ , il existe un torseur W → G sous Gm (de classe [W ] = ϕ(p) dans
Pic(G)) et un isomorphisme de V × G-torseurs sous Gm entre Z ′ := m∗ Z et le quotient de Z × W
par l’action diagonale de Gm . Par conséquent, sV /X (ϕ(p)) ∈ Pic′(V /X) est représenté par le torseur
U
Gm−−→ V ×X V déduit de V ×W → V ×G via l’isomorphisme V ×G ∼= V ×X V . Quant à la classe ∂(p),
elle est représentée par le torseur Z
Gm−−→ V .
On cherche donc à montrer que les classes des torseurs Z
Gm−−→ V et U Gm−−→ V ×X V coïncident
dans Pic′(V /X). Pour cela, il suﬃt de montrer que dans les diagrammes de carrés cartésiens suivants :
Z ′′ Z ′ Z U ′ U
Z ×X V V ×X V V Z ×X V V ×X V V
Z V X Z V X
les Z ×X V -torseurs Z ′′ et U ′ sont isomorphes. Il suﬃt donc de montrer que [Z ′′] = [U ′] ∈ Pic(Z ×X V ).
Pour cela, considérons le diagramme commutatif :
Pic(V ×X V )
∼=
Pic(V × G) Pic(V ) ⊕ Pic(G)∼=
=
Pic(Z ×X V )
∼=
Pic(Z × G) Pic(Z) ⊕ Pic(G).∼=
Par construction, la classe [Z ′] ∈ Pic(V × G) correspond au couple ([Z ], [W ]) ∈ Pic(V ) ⊕ Pic(G). Donc,
par fonctorialité, son image [Z ′′] dans Pic(Z × G) correspond au couple (0, [W ]) ∈ Pic(Z)⊕ Pic(G) (on
rappelle que le pull-back du torseur Z → V par le morphisme Z → V lui-même est trivial comme
Z -torseur).
La classe [U ] ∈ Pic(V ×X V ) correspond par construction à la classe [V × W ] ∈ Pic(V × G), qui
elle-même correspond au couple (0, [W ]) ∈ Pic(V ) ⊕ Pic(G). On en déduit donc que la classe [U ′] ∈
Pic(Z ×X V ) correspond au couple (0, [W ]) ∈ Pic(Z) ⊕ Pic(G).
Par conséquent, on a [Z ′′] = [U ′] ∈ Pic(Z ×X V ), i.e. sV /X (ϕ(p)) = ∂(p). 
On déduit immédiatement du lemme 1.4 la construction suivante :
Lemme 1.5. Soit f : V G−→ X un torseur sous un groupe linéaire connexe G tel que Gtor = 0. Alors le morphisme
sV /X : Pic(G) → Pic′(V /X) induit un morphisme naturel de complexes :
CV /X → UPic( f : V → X).
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Ĝ = 0). Alors le morphisme naturel
GmX
∼=−→ f∗GmV
est un isomorphisme, et le morphisme canonique
CV /X → UPic( f : V → X)
est un quasi-isomorphisme.
Démonstration. Pour le premier point, il suﬃt d’étendre la proposition 14.2 de [12] (lemme de Ro-
senlicht global) aux torseurs sous des groupes connexes :
Proposition 1.7. Soit X un schéma réduit et G/X un schéma en groupes plat localement de présentation
ﬁnie, à ﬁbres maximales lisses connexes. Soit f : V G−→ X un torseur sous G. On a une suite exacte de faisceaux
étales :
1 → GmX → f∗GmV → Ĝ → 1
où Ĝ :=H omX−gr(G,GmX ).
Démonstration. La preuve est exactement similaire à celle la proposition 1.4.2 de [12], en utilisant le
corollaire VII.1.2 de [26]. 
Cette proposition implique le premier point de la proposition 1.6.
Montrons le second point : il suﬃt de montrer que le morphisme naturel sV /X : Pic(G) →
Pic′(V /X) est un isomorphisme. On commence par le résultat suivant :
Proposition 1.8. Soit k un corps de caractéristique nulle, X une k-variété lisse géométriquement intègre. Soit



























où la suite supérieure provient de [4, théorème 2.8], et la suite inférieure provient de la suite spectrale de Leray
Ep,q2 = Hp(X, Rq f∗GmV ) ⇒ Hp+q(V ,GmV ).
Démonstration. Les morphismes tV /X et rV /X sont induits par le morphisme canonique
GmX → f∗GmV , et le morphisme sV /X est déﬁni au début de la section 1.2.1.
Montrons la commutativité du diagramme ainsi construit.
• Commutativité du premier carré : il suﬃt de montrer que la composée
k[G]∗/k∗ 
′
V /X−−−→ Pic(X) tV /X−−→ H1(X, f∗GmV )
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l’exactitude de la ligne inférieure du diagramme.
• Commutativité du deuxième carré : c’est un calcul classique, voir par exemple [17, proposi-
tion 3.1.3 et 3.1.4.1].
• Commutativité du troisième carré : c’est le lemme 1.4.
• Commutativité du quatrième carré : c’est une conséquence de la proposition V.3.2.9 de [17] et de
sa preuve, en utilisant la déﬁnition de V /X (voir [13, section 2, p. 314] ou [4, 2.5]).
• Commutativité du dernier carré : la preuve est similaire à celle du deuxième carré. 
On déduit de cette proposition le corollaire suivant :
Corollaire 1.9. Sous les hypothèses de la proposition 1.8, si on suppose de plus que Ĝ(k) = k[G]∗/k∗ est trivial
























Revenons à la preuve de la proposition 1.6 : le corollaire 1.9 assure que le morphisme sV /X :
Pic(G) → Pic′(V /X) est un isomorphisme, ce qui conclut la preuve. 
1.2.2. Cas d’un torseur avec donnée de recollement
Revenons à la situation et aux notations introduites au début de la section 1.2.
On applique la proposition 1.6 au torseur p : Z H ′−−→ X . Les hypothèses de cette proposition sont
vériﬁées, puisque H ′ tor = 0. Par conséquent, on a l’énoncé suivant :
Proposition 1.10. Soit Y /X un torseur sous H linéaire connexe, muni d’une donnée de recollement. On
conserve les notations de la section 1.2. Alors on a un quasi-isomorphisme
CY /X = CZ/X → UPic(p : Z → X),
et un isomorphisme
GmX ∼= p∗GmZ .
2. Groupe de Brauer d’un torseur avec donnée de recollement
Dans cette section, le cadre est le même que dans la précédente : k est un corps de caractéris-
tique nulle, X est une k-variété lisse géométriquement intègre, et H est un k-groupe algébrique. Soit
π : Y H−→ X un X-torseur sous H muni d’une donnée de recollement. On déﬁnit le groupe
Br1(X, Y ) := Ker
(
Br(X) → Br(X) π∗−→ Br(Y ))
comme dans [4], et Bra(X, Y ) := Br1(X, Y )/Br(k). On l’appelle groupe de Brauer algébrique du
« torseur » Y /X . Le résultat principal de cette section est le suivant :
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(X, Y , H,π) :
U (X)
∼=−→ H0(k,CY /X ),
et d’une suite exacte de groupes commutatifs, fonctorielle en (X, Y , H,π) :
0 → Pic(X) → H1(k,CY /X ) → Br(k) → Br1(X, Y ) → H2(k,CY /X ) → N3(k,Gm),
où N3(k,Gm) := Ker(H3(k,Gm) → H3(X,Gm)).
Avant de commencer la preuve, rappelons la suite exacte (2) dans le contexte du morphisme
p : Z → X induit par la donnée de recollement :
0 → GmX → p∗K ∗Z → p∗D ivZ → R1p∗GmZ → 0, (7)
et déﬁnissons le morphisme ∂2 : pX ∗R1p∗GmZ → R2pX ∗GmX comme le cobord itéré associé au fonc-
teur pX ∗ et à cette suite exacte (rappelons que la proposition 1.6 permet d’identiﬁer GmX = p∗GmZ ).
Démonstration. Déﬁnissons UPic′(p : Z → X) := [k(Z)∗ → Div(Z) ϕ′−−→ Pic′(Z/X)]. On rappelle que la
notation τn désigne le foncteur de troncation en degrés inférieurs à n.
Proposition 2.2. Il existe un triangle exact naturel










)→ R2pX ∗GmX → R2pZ ∗GmZ .
Démonstration. On montre en fait le résultat plus général suivant :
Lemme 2.3. SoientA ,B deux catégories abéliennes, et F :A →B un foncteur exact à gauche. Soit
0 → A → B0 → B1 → ·· · → Bn → 0 (8)
une suite exacte dansA . On suppose queA a suﬃsamment d’injectifs et que (Ri F )Bk = 0 pour tout 0 k
n− 2 et tout 1 i  n− 1− k. Alors on a un triangle exact canonique (dans la catégorie dérivée associée à la
catégorie des complexes bornés deA ) :





)[−n] → R0F [B0 → ·· · → Bn][1],
où ∂n : Bn → (Rn F )A est le cobord itéré associé à la suite exacte (8). Supposons en outre que (Rn−1F )B1 =
(Rn−2F )B2 = · · · = (R1F )Bn−1 = 0, alors on a une suite exacte canonique




A → (RnF )B0.
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B• := [B0 → B1 → ·· · → Bn].
Soit B•
•−−→ I•,• une résolution injective de Cartan-Eilenberg de B• (voir [29, 5.7.9]). Considérons le
complexe total Tot(F (I•,•)) associé au complexe double F (I•,•). On a un morphisme injectif naturel
de complexes de longueur n + 1





Montrons que son conoyau Q • est quasi-isomorphe à (H n(Tot(F (I•,•)))/n(Bn))[−n]. Par déﬁnition,
pour tout 0 k n − 1, on a







Fixons 0 k n− 1. Puisque (Rk F )B0 = (Rk−1F )B1 = · · · = (R1F )Bk−1 = 0, une chasse au diagramme
simple dans F (I•,•) assure que Q • est exact en degré k. Par conséquent, on a un quasi-isomorphisme
canonique
Q • →H n(Q •)[−n] = (Qn/Qn−1)[−n].
Or Qn est le quotient du noyau de
F (I0,n) ⊕ · · · ⊕ F (In,0) → F (I0,n+1) ⊕ · · · ⊕ F (In+1,0)








Finalement, la suite exacte de complexes
0 → F (B•) •−→ τnTot
(
F (I•,•)
)→ Q • → 0
induit un triangle exact canonique (qui ne dépend pas de la résolution I•,• choisie) dans la catégorie
dérivée





)[−n] → F (B•)[1]. (9)
Enﬁn la suite exacte (8) induit un isomorphisme naturel dans la catégorie dérivée A ∼= B• qui permet
d’identiﬁer le triangle exact (9) au triangle exact du lemme (après avoir identiﬁé n(Bn) ⊂ (Rn F )B•
avec ∂n(Bn) ⊂ (Rn F )A, en s’inspirant de [9, proposition 7.1]).
Enﬁn, la dernière partie du lemme s’obtient en décomposant la suite (8) en suites exactes courtes
et en écrivant les suites exactes longues associées. 
Appliquons le lemme 2.3 à la situation considérée dans la proposition 2.2 et à la suite exacte (7)
dans la catégorie A des faisceaux abéliens étales sur X , B étant la catégorie des faisceaux abéliens
étales sur Spec(k) et le foncteur F étant l’image directe (pX )∗ par le morphisme structural pX : X →
Spec(k). Il faut vériﬁer les hypothèses suivantes pour appliquer le lemme : (R1pX ∗)p∗K ∗Z = 0
et (R1pX ∗)p∗D iv Z = 0. La première annulation est une conséquence de Hilbert 90, puisque
(R1pX ∗)p∗K ∗Z s’injecte dans (R1pZ ∗)K ∗Z , qui est nul par Hilbert 90 (voir [18, II, lemme 1.6]). La
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donc le faisceau D ivZ s’identiﬁe au faisceau des diviseurs de Weil : voir [18, II]).
Ainsi le lemme 2.3 fournit-il un triangle exact dans la catégorie dérivée
R0pX ∗
[
p∗K ∗Z → p∗D ivZ → R1p∗GmZ
]→ τ2RpX ∗GmX
→ (R2pX ∗GmX/∂2(pX ∗R1p∗GmZ ))[−2] → R0pX ∗[p∗K ∗Z → p∗D ivZ → R1p∗GmZ ][1],




)→ R2pX ∗GmX → R2pX ∗p∗K ∗Z . (10)
Or R0pX ∗[p∗K ∗Z → p∗D ivZ → R1p∗GmZ ] = UPic′(p : Z → X), donc le triangle exact devient





))[−2] → UPic′(p)[1]. (11)
On considère alors le diagramme commutatif naturel suivant :
(R2pX ∗)p∗GmZ (R2pX ∗)p∗K ∗Z
(R2pZ ∗)GmZ (R2pZ ∗)K ∗Z ,
où les ﬂèches verticales proviennent des suites spectrales évidentes. La trivialité des faisceaux
(R1pZ ∗)D ivZ et pX ∗(R1p∗)K ∗Z assure que le morphisme du bas et celui de droite sont injectifs,










)= Ker((R2pX ∗)p∗GmZ → (R2pZ ∗)GmZ ),




)→ R2pX ∗GmX → R2pZ ∗GmZ . (12)
Finalement, le triangle (11) et la suite (12) terminent la preuve de la proposition 2.2. 
Poursuivons la preuve du théorème 2.1. On considère le triangle exact :
Gm → UPic′(p : Z → X) → UPic(p : Z → X) → Gm[1]. (13)
La proposition 1.10 assure que l’on a un isomorphisme canonique dans la catégorie dérivée :
CY /X
∼= UPic(p : Z → X).
Donc la suite exacte longue associée au triangle (13) fournit les suites exactes :
0 → H0(k,Gm) → H0
(
k,UPic′(p)
)→ H0(k,CY /X ) → H1(k,Gm) = 0 (14)
et
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Or la proposition 2.2 assure que l’on a un triangle exact canonique :





))[−2] → UPic′(p)[1]. (16)




)= k[X]∗, H1(k,UPic′(p))= Pic(X),




)= Ker(Br(X) p∗−→ Br(Z)).
En combinant ces isomorphismes avec les suites exactes (14) et (15), on obtient le théorème 2.1,
à condition d’identiﬁer le groupe Ker(Br(X)
p∗−−→ Br(Z)) à Br1(X, Y ) = Ker(Br(X) → Br(X) π∗−−→ Br(Y )),
et de comparer Ker(H3(k,Gm) → H3(k,UPic′(p))) à Ker(H3(k,Gm) → H3(X,Gm)).
On dispose d’abord du fait suivant :
Lemme 2.4. Le morphisme Pic(H ′) → Pic(H) est surjectif.
Démonstration. On note H red le quotient de H par son radical unipotent. Le morphisme
Pic(H red) → Pic(H) est surjectif car le groupe de Picard du radical unipotent est trivial. Le morphisme
H red → H ′ est un morphisme surjectif, à noyau diagonalisable, entre groupes connexes, par consé-
quent la proposition 4.2 de [16] assure que le morphisme Pic(H ′) → Pic(H red) est surjectif. D’où le
lemme. 

















p∗−→ Br(Z))⊂ Br1(X, Y )
est en fait une égalité.







↪→ Ker(H3(k,Gm) → H3(X,Gm)).
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UPic′(p) τ2RpX ∗GmX .
Or H3(k, τ2RpX ∗GmX ) ∼= Ker(H3(X,Gm) → H3(X,Gm)) (voir [6, 2.18]), donc on déduit immédiate-






))⊂ Ker(H3(k,Gm) → H3(X,Gm)),
ce qui termine la preuve du théorème 2.1. 
Corollaire 2.5. On conserve les hypothèses du théorème 2.1.
• Supposons que Z(k) = ∅. Alors on a trois isomorphismes canoniques
U (X) ∼= H0(k,CY /X ), Pic(X) ∼= H1(k,CY /X ), Bra(X, Y ) ∼= H2(k,CY /X ).
• Supposons que Br(k) s’injecte dans Br(X). Alors on a des isomorphismes
U (X) ∼= H0(k,CY /X ), Pic(X) ∼= H1(k,CY /X ),
et une suite exacte





• Supposons que H3(k,Gm) s’injecte dans H3(X,Gm). Alors on a des isomorphismes
U (X) ∼= H0(k,CY /X ), Bra(X, Y ) ∼= H2(k,CY /X ),
et une suite exacte




• On suppose que Z(k) = ∅. Alors comme dans la section 2.8 de [6], un point z ∈ Z(k) déﬁnit une
section du triangle exact (13) :
Gm → UPic′(p : Z → X) → UPic(p : Z → X) → Gm[1].
L’existence de cette section assure que les morphismes H1(k,CY /X ) → Br(k) et H2(k,CY /X ) →
H3(k,Gm) dans la suite exacte du théorème 2.1 sont des morphismes nuls, d’où le premier point
du corollaire.
• Le théorème 2.1 implique les deux autres points du corollaire. 
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Dans cette section, on applique les résultats généraux de la section 2 à la situation d’un torseur
π : Y H−→ X déﬁni sur k. Ceci est clairement un cas particulier de torseur avec donnée de recollement.
Dans cette section, on utilise la k-forme Z → X naturellement associée au torseur Y → X pour déﬁnir
le complexe CY /X (et non la k-forme déﬁnie à la remarque 1.3), de sorte que l’on a un morphisme
naturel de X-torseurs Y → Z . On déduit des sections précédentes les résultats suivants :
Théorème 3.1. Soit k un corps de caractéristique nulle, X une k-variété lisse géométriquement intègre,
H un k-groupe linéaire connexe et π : Y H−→ X un X-torseur. On a un isomorphisme canonique, fonctoriel
en (X, Y , H,π) :
U (X)
∼=−→ H0(k,CY /X ),
et une suite exacte de groupes commutatifs, fonctorielle en (X, Y , H,π) :
0 → Pic(X) → H1(k,CY /X ) → Br(k) → Br1(X, Y ) → H2(k,CY /X ) → N3(k,Gm),
où N3(k,Gm) := Ker(H3(k,Gm) → H3(X,Gm)).
On en déduit aussi les corollaires suivants. Le premier est évident :
Corollaire 3.2. Avec les notations du théorème 3.1 :
• Supposons que Br(k) s’injecte dans Br(X). Alors on a des isomorphismes
U (X)
∼=−→ H0(k,CY /X ), Pic(X)
∼=−→ H1(k,CY /X ),
et une suite exacte





• Supposons que H3(k,Gm) s’injecte dans H3(X,Gm). Alors on a des isomorphismes
U (X)
∼=−→ H0(k,CY /X ), Bra(X, Y )
∼=−→ H2(k,CY /X ),
et une suite exacte
0 → Pic(X) → H1(k,CY /X ) → Ker
(
Br(k) → Br(X)).
Le second concerne les torseurs munis d’un point rationnel (voir [6, 2.8] pour les notations k(Y )∗y,1
et Div(Y )y) :
Corollaire 3.3. Avec les notations du théorème 3.1, supposons qu’il existe y ∈ Y (k). Alors on a trois isomor-
phismes
U (X)
∼=−→ H0(k,CY /X ), Pic(X)
∼=−→ H1(k,CY /X ), Bra(X, Y )
∼=−→ H2(k,CY /X ).
En outre, le complexe CY /X est canoniquement quasi-isomorphe au complexe de modules galoisiens
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([
k(Y )∗y,1 → Div(Y )y
] i∗y−→ [k(H)∗e,1 → Div(H)e])
(où i y : H → Y est déﬁnie par h → y.h), i.e. à
[
k(Y )∗y,1 → k(H)∗e,1 ⊕ Div(Y )y → Div(H)e
]
.
Démonstration. La seule chose à démontrer est le quasi-isomorphisme
CY /X → CY /X,y := Cône
([
k(Y )∗y,1 → Div(Y )y
] i∗y−→ [k(H)∗e,1 → Div(H)e]).




] i∗z−→ [k(H ′)∗e,1 → Div(H ′)e]),
où z ∈ Z(k) est l’image de y. Or on a un diagramme commutatif naturel de complexes de modules
galoisiens :
[k(Z)∗z,1 → Div(Z)z] [k(H ′)∗e,1 → Div(H ′)e]
[k(Y )∗y,1 → Div(Y )y] [k(H)∗e,1 → Div(H)e]
dont on déduit un morphisme canonique de complexes de modules galoisiens
α : CZ/X,z → CY /X,y .
Montrons que ce dernier est un quasi-isomorphisme. Pour i = 0,1,2, on déﬁnit
f i :=H i(α) :H i(CZ/X,z) →H i(CY /X,y).
Le morphisme f0 s’intègre dans le diagramme commutatif exact suivant :
0 H 0(CZ/X,z)
f0
U (Z) U (H ′)
0 H 0(CY /X,y) U (Y ) U (H),
ce qui assure (en utilisant par exemple la proposition 6.10 de [28]) que f0 est un isomorphisme qui
identiﬁe H 0(CZ/X,z) et H
0(CY /X,y) à U (X).





/Pic(Z) → Pic(H)/Pic(Y ).
Or on a un diagramme commutatif de suites exactes (voir [28, proposition 6.10] ou [4, théo-
rème 2.8]) :
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Pic(Y ) Pic(H) Br(X),






/Pic(Z) → Pic(H)/Pic(Y )
est un isomorphisme
De la même façon, en degré 1, la cohomologie des deux complexes CY /X,y et CZ/X,z est exactement
Pic(X) et le morphisme f1 est l’identité de Pic(X).
Finalement, tous les f i sont des isomorphismes, donc α est un quasi-isomorphisme. 
Example 3.4. Dans la situation du théorème 3.1, l’objet CY /X est parfois représentable par un com-
plexe explicite de modules galoisiens déﬁnis à partir de Y et H (sans faire intervenir Z ), comme le
montrent les exemples suivants :




k(Y )∗y,1/k∗ → Div(Y )y ⊕ k(H)∗e,1/k∗ → Div(H)e
]
.
• Supposons que H tor = 0. Alors on a un quasi-isomorphisme canonique :
CY /X →
[
k(Y )∗/k∗ → Div(Y ) ϕ1−→ Pic(H)].
4. Groupe de Brauer des espaces homogènes
Dans cette section, on donne une autre application des résultats généraux de la section 2, applica-
tion aux espaces homogènes à stabilisateurs linéaires connexes, ne possédant pas nécessairement de
point rationnel.
Considérons un groupe algébrique connexe G sur un corps k de caractéristique nulle, et un espace
homogène (à gauche) X de G sur k. Si on choisit x ∈ X(k), on obtient un morphisme
π x : G H−→ X
déﬁni par π x(g) := g.x, qui est un torseur (à droite) sous le k-groupe linéaire H := StabG(x). Sur k, on










Remarquons que G est muni d’une structure de X-torseur à droite sous H et d’une action à gauche
de G . Cela induit sur Z une structure de X-torseur à droite sous H ′ et une action à gauche de G .
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une extension localement scindée de groupes topologiques
1 → H(k) → SAutG(G/X) → Γk → 1
vériﬁant les conditions de la déﬁnition 1.2 et de la déﬁnition 2.1 de [19]. Par fonctorialité, cette suite
induit une suite exacte
1 → H ′(k) → SAutG(Z/X) → Γk → 1 (17)
où SAutG(Z/X) désigne le sous-groupe de SAut(Z/X) formé des ϕ tels que
ϕ(g.z) = (q(ϕ)g).ϕ(z)
(q : SAut(Z/X) → Γk est le morphisme évident et l’action de G sur Z est celle mentionnée plus
haut).
On est donc dans le cadre général développé à la section 2. Remarquons que le fait que la classe
de la donnée de recollement sur Z/X soit neutre (i.e. que l’extension (17) soit scindée) assure non
seulement que le torseur Z/X descende en Z/X , mais aussi que l’action de G sur Z descende en une
action de G sur Z compatible à l’action sur X , faisant de Z un espace homogène de G à stabilisateur
Ker(H → H ′).
Dans la suite, on sera amené à faire l’une ou l’autre des hypothèses suivantes :
1. L’espace homogène X a un point rationnel, i.e. X(k) = ∅.
2. Le groupe G est linéaire et Pic(G) = 0, i.e. Gab = 0 et Gss est simplement connexe.
Sous l’une ou l’autre de ces hypothèses, on va associer à X un complexe de modules galoisiens de
longueur 3 noté Ĉ X := [M1 → M2 → M3] (par convention, M1 est en degré 0 et M3 en degré 2) et
construire un morphisme canonique de groupes abéliens κX : Bra(X,G) → H2(k, Ĉ X ). Pour ce faire, on
va relier le complexe Ĉ X au complexe CG/X (cf. section 1.2), puis appliquer les résultats généraux de
la section 2.
4.1. Le complexe associé à un espace homogène
4.1.1. Le complexe associé à un groupe algébrique connexe
On commence par construire la sous-variété semi-abélienne maximale d’un groupe algébrique
connexe.
Si G/k est un groupe réductif, on note Gss son sous-groupe dérivé et Gsc le revêtement simplement
connexe de Gss. On a donc d’un morphisme ρ : Gsc → G . On notera ZG le centre de G , ZGsc celui
de Gsc, et TG un k-tore maximal de G . On pose TGsc := ρ−1(TG ), qui est un tore maximal de Gsc.
Désormais G est un k-groupe algébrique connexe.
Par un théorème de Rosenlicht (voir [27, corollaire 3 du théorème 12]), il existe D ⊂ G un k-
sous-groupe distingué connexe tel que G lin := G/D soit linéaire et vériﬁe la propriété universelle
suivante : pour tout k-groupe linéaire H et tout morphisme f : G → H , il existe un unique morphisme
f lin : G lin → H tel que f se factorise par le quotient G → G lin. Outre la suite exacte ainsi obtenue :
1 → D → G π−→ G lin → 1,
on dispose du théorème de Chevalley : il existe un sous-groupe caractéristique G lin ⊂ G , qui est li-
néaire connexe, et tel que le quotient Gab := G/G lin soit une k-variété abélienne.
1 → G lin → G p−→ Gab → 1.
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rème 16]) :
Lemme 4.1. Avec les notations précédentes,
1. G = G lin.D.
2. Le sous-groupe D est central, i.e. D ⊂ ZG .
On déduit de ce lemme le diagramme commutatif exact suivant :
1 1
















Notons que le groupe G lin ∩ D est un sous-groupe central de G lin, donc c’est un groupe linéaire com-
mutatif.
On fait d’abord l’hypothèse suivante : le groupe G lin est réductif. Alors G lin est réductif. Fixons
TG lin ⊂ G lin un k-tore maximal. La suite exacte
1 → G lin ∩ D → G lin π ′−→ G lin → 1
assure que TG = TG lin := π ′−1(TG lin ) ⊂ G lin est un tore maximal de G lin. Déﬁnissons alors SAG :=
π−1(TG lin ) ⊂ G . Le diagramme (18) induit un diagramme commutatif de groupes algébriques commu-
tatifs :
1 1
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une variété semi-abélienne sur k. Cette variété semi-abélienne joue le rôle que joue le tore maximal
dans les groupes réductifs.
Lemme 4.2. Le groupe SAG est une sous-variété semi-abélienne maximale de G, i.e. toute variété semi-
abélienne contenue dans G et contenant SAG est égale à SAG .
Démonstration. La preuve est évidente. 
Si Gsc désigne le revêtement simplement connexe du groupe dérivé de G lin, on a bien des mor-





Lemme 4.3. Le diagramme (19) déﬁnit des quasi-isomorphismes de modules croisés
[ZGsc → ZG ] → [TGsc → SAG ] →
[
Gsc → G].
Démonstration. On commence par vériﬁer que le morphisme Gsc → G déﬁnit un module croisé. Par
le lemme 2, on sait que ZG lin = ZG ∩ G lin et que l’on a une suite exacte
0 → ZG lin → ZG → Gab → 0.
On déﬁnit un morphisme G → Aut(Gsc) comme le composé des morphismes :




On vériﬁe alors immédiatement que cette action de G sur Gsc déﬁnit une structure de module croisé
sur Gsc → G . Avec cette déﬁnition, le diagramme (19) est bien formé de morphismes de modules
croisés.
Pour montrer que les morphismes du lemme sont des quasi-isomorphismes, la preuve est iden-
tique à celle du lemme 2.4.1 de [2], en remarquant que G = Gss.ZG = Gss.SAG (voir le lemme 2) et
que ρG(TGsc ) = SAG ∩ Gss et ρG(ZGsc ) = ZG ∩ Gss. 
Plus généralement, si G lin n’est pas supposé réductif, on note Gu le radical unipotent de G lin,
SAG := SAG/Gu et CG := [TGsc → SAG ].
Example 4.4.
• Si G est réductif, on retrouve le complexe de tores CG = [TGsc → TG ] utilisé par Borovoi (voir [2]).
• Si G est une variété semi-abélienne, alors CG = [0 → G] peut être considéré comme le 1-motif
associé à G .
Pour tout groupe connexe G , on a donc construit le complexe CG := [TGsc ρG−−→ SAG ]. On voit ce
complexe comme un objet de la catégorie des complexes de groupes algébriques commutatifs sur k.
L’objet qui nous intéresse est le complexe de modules galoisiens «dual » du complexe CG , noté ĈG :
















où le morphisme ′
SAG/Gab
: T̂G → Pic(Gab) est déﬁni via le torseur SAG → Gab sous TG .
Remarquons d’abord que le complexe Ĉ ′G est naturellement quasi-isomorphe au complexe analogue






Cela assure que les complexes ĈG et Ĉ ′G ne dépendent pas des tores maximaux choisis.
Le complexe ĈG est lié au groupe Br(G). Le point crucial est le théorème suivant, qui généralise
le théorème 4.8 de [6] au cas des groupes non linéaires. On rappelle que pour une variété V sur un
corps algébriquement clos, le groupe de Néron-Severi est noté NS(V ).
Théorème 4.5. Soit G un groupe algébrique connexe. Il existe dans la catégorie dérivée un isomorphisme
canonique
Ĉ ′G ∼= UPic(G)
et un triangle exact canonique
ĈG → UPic(G) → NS
(
Gab
)[−1] → ĈG [1].
Démonstration. L’isomorphisme (Gab)∗(k) ∼= Pic0(Gab) induit une suite exacte
0 → (Gab)∗(k) → Pic(Gab)→ NS(Gab)→ 0.
Par conséquent, il suﬃt de montrer que le complexe [T̂G → T̂Gsc ⊕ Pic(Gab)] est quasi-isomorphe à
UPic(G). Enﬁn, puisque le morphisme naturel UPic(G/Gu) → UPic(G) est un isomorphisme, on peut
supposer que G lin est réductif.


















est commutatif et induit des quasi-isomorphismes entre les complexes horizontaux.
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1 est déﬁni dans [7, section 2], de la façon suivante : si H est un




(D, z) ∈ Div(Y ) × k(H × Y )∗:
{
zh1h2(y) = zh1(h2.y).zh2(y)
div(z) =m∗D − pr∗Y D
}
,
où m : H × Y → Y désigne l’action de H sur Y et prY : H × Y → Y désigne la projection sur le second
facteur. On dispose d’un complexe canonique (voir [7, déﬁnition 2.3])
UPicH (Y ) :=
[
k(Y )∗/k∗ d−→ UPicH (Y )1
]
déﬁni par d( f ) := (div( f ), m∗ fpr∗Y f ), tel que Ker(d) soit canoniquement isomorphe à UH (Y ) et Coker(d)
à PicH (Y ) (voir [7, section 2 et théorème 3.13]).
Déﬁnissons chacun des morphismes apparaissant dans le diagramme (20). Le morphisme
λ : T̂G ⊕ k(G)∗/k∗ → UPicT G (G)1 est déﬁni par la formule suivante : λ(χ, f ) := (χ.d0( f ),div( f )), où
d0( f ) : (t, g) → f (t.g)/ f (g). Le morphisme f1 est la composée
f1 : UPicT G (G)1 ν−→ PicT G (G) → PicT Gsc
(
Gsc
) ∼=←− T̂Gsc ,
où ν est le morphisme naturel (voir [7, théorème 3.13]) et le dernier morphisme provient de [22,
lemme 2.2 et proposition 2.3]. De même, f2 est la composée
f2 : UPicT G (G)1 ν−→ PicT G (G) → PicT G (SAG)
∼=←− Pic(Gab),
où le dernier morphisme provient de la proposition 5.1 de [22]. Les autres morphismes du diagramme
(20) sont les morphismes naturels.
On vériﬁe facilement que le diagramme (20) est commutatif.
Montrons que le diagramme (20) déﬁnit des quasi-isomorphismes entre les complexes horizon-
taux. Considérons d’abord le carré inférieur. Les noyaux de λ et div sont clairement isomorphes via
pr2 (ils sont canoniquement isomorphes à U (G)). Le morphisme Coker(λ) → Coker(div) s’identiﬁe au
morphisme naturel PicT G (G)/H
1
alg(T G ,O(G)
∗) → Pic(G) (on renvoie au paragraphe 2 de [22] pour
la déﬁnition de H1alg(T G ,O(G)
∗)), et celui-ci est un isomorphisme par [22, lemme 2.2] (en utilisant
Pic(T G) = 0). Donc le carré inférieur déﬁnit un quasi-isomorphisme entre les complexes horizon-
taux.
Considérons pour ﬁnir le carré supérieur : à nouveau, il est clair que le morphisme pr1 induit un





Lemme 4.7. Le morphisme canonique PicT G (G) → PicT G (G lin) ⊕ Pic(Gab) est un isomorphisme.
Démonstration. Déﬁnissons les espaces homogènes W := G/TG et W lin := G lin/TG . Considérons le
diagramme commutatif « exact » de k-variétés suivant :














Remarquons que les inclusions TG ⊂ SAG ⊂ G induisent un morphisme naturel s : Gab → W de sorte
que p ◦ s = idGab . De la même façon, on a un morphisme naturel q : W → W lin obtenu en identiﬁant
W lin à G/SAG , de sorte que q ◦ i = idW lin . Considérons alors la suite de morphismes suivante :
0 → Pic(Gab) p∗−→ Pic(W ) i∗−→ Pic(W lin)→ 0. (22)
Cette suite est clairement un complexe. L’existence des morphismes s et q assure son exactitude en
Pic(Gab) et en Pic(W lin), ainsi que l’existence d’une section du morphisme i∗ . Montrons que cette
suite est exacte en Pic(W ).
On dispose d’un diagramme commutatif, issu du diagramme (21), dont les lignes et les colonnes































Deux applications du lemme du serpent aux deux colonnes de ce diagramme assurent l’existence
d’une suite exacte canonique
0 → Ĝ lin/Ĝ h−→ Ker(i∗) γ−→ Ker(d) → 0
qui s’insère dans le diagramme suivant à lignes exactes :














On vériﬁe alors facilement que ce diagramme est commutatif et on conclut avec le lemme des cinq
que p∗ identiﬁe Pic(Gab) à Ker(i∗), ce qui conclut la preuve de l’exactitude de la suite (22), ce qui
assure donc que l’on a un isomorphisme canonique
s∗ ⊕ i∗ : Pic(W ) ∼=−→ Pic(Gab)⊕ Pic(W lin).
On conclut alors la preuve du lemme 4.7 en utilisant les isomorphismes fonctoriels de [22, proposi-
tion 5.1] Pic(W )
∼=−→ PicTG (G) et Pic(W lin)
∼=−→ PicTG (G lin). 
Utilisons maintenant le lemme 4.7 pour montrer le lemme 4.6. Grâce à [7, théorème 3.13], le






puisque UTG (G) = UTG (Gtor) = 0, en utilisant le lemme 5.4 de [7].












qui est un isomorphisme entre les complexes horizontaux par le lemme 4.7. Enﬁn, on peut identi-
ﬁer canoniquement PicT G (G




ab−−−−−−−−−→ PicT G (G lin) ⊕ Pic(Gab)] au complexe [T̂G
ρ̂⊕′
SAG /G
ab−−−−−−−−→ T̂Gsc ⊕ Pic(Gab)], ce qui assure
que le carré supérieur dans le lemme 4.6 est un quasi-isomorphisme. 
Il est alors clair que le lemme 4.6 implique le théorème 4.5. 
4.1.2. Cas des espaces homogènes de groupes linéaires connexes
Revenons maintenant au cas de l’espace homogène X de G . Le lien LG/X sur H , déﬁni par la
donnée de recollement induite par x ∈ X(k), déﬁnit une k-forme ZHred du centre de H red. De même,
ce lien déﬁnit une k-forme ZHsc du centre de Hsc. Ces deux k-formes ne dépendent pas du point x
choisi. Fixons une décomposition de Levi de H . L’inclusion induite par cette décomposition ZHred → G
n’est pas en général Γk-équivariante. En revanche, on vériﬁe qu’au niveau des modules de caractères,
le morphisme induit Ĝ →̂ZHred est Γk-équivariant et ne dépend pas de la décomposition de Levi
choisie. On dispose ainsi d’un complexe canonique de modules galoisiens :
Ĉ X := [Ĝ →̂ZHred →̂ZHsc ].
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plexe Ĉ X .




















Déﬁnissons les deux morphismes ̂ZHred
∼= PicG(Z) et̂ZHsc ∼= Pic(H ′). Pour le premier, on a un iso-
morphisme ̂ZHred
∼= PicG(G/ZHred) par [21, exemple 2.1] (voir aussi [25, théorème 4]), ainsi qu’un
isomorphisme PicG(Z)
∼= PicG(G/ZHred) puisque G/ZHred → Z est un torseur sous le groupe uni-
potent Hu. Pour le second, on a un isomorphisme bien connûZHsc
∼=−→ Pic(Hsc/ZHsc ), et le mor-
phisme Hsc/ZHsc → H red/ZHred = H ′ est un isomorphisme de groupes algébriques, donc Pic(H ′)
∼=−→
Pic(Hsc/ZHsc ), d’où l’isomorphisme recherché.
On vériﬁe facilement que ce diagramme est commutatif. On voit ce diagramme comme un dia-
gramme entre les complexes de modules galoisiens horizontaux. On vériﬁe que ce diagramme réalise
des quasi-isomorphismes entre les complexes des trois premières lignes.
On déduit de ce diagramme un morphisme dans la catégorie dérivée :
Ĉ X → CG/X ,
qui s’intègre dans le triangle exact suivant (indépendant du choix de x) :
Ĉ X → CG/X → Pic(G)[−1] → Ĉ X [1].
On écrit alors la suite exacte longue associée à ce triangle, ainsi que la suite exacte du théorème 2.1,
et on obtient les suites exactes suivantes :





0 → Pic(X) → H1(k,CG/X ) → Br(k) → Br1(X,G) → H2(k,CG/X ) → N3(k,Gm),
où N3(k,Gm) := Ker(H3(k,Gm) → H3(X,Gm)). On obtient aussi les isomorphismes U (X) ∼=−→
H0(k,CG/X )
∼=←− H0(k, Ĉ X ). On peut donc ﬁnalement énoncer le résultat souhaité :
Théorème 4.8. Soit k un corps de caractéristique nulle, G un k-groupe connexe, X un espace homogène de G,
à stabilisateurs géométriques linéaires connexes H. Déﬁnissons le complexe de modules galoisiens suivant
Ĉ X := [Ĝ →̂ZHred →̂ZHsc ].
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H0(k, Ĉ X ) ∼= H0(k,CG/X ) ∼= U (X).
• On a des suites exactes :
0 → H1(k, Ĉ X ) → H1(k,CG/X ) → Pic(G)Γk → H2(k, Ĉ X )






0 → Pic(X) → H1(k,CG/X ) → Br(k) → Br1(X,G)
→ H2(k,CG/X ) → N3(k,Gm), (26)
où N3(k,Gm) := Ker(H3(k,Gm) → H3(X,Gm)). En particulier, si Pic(G) = 0, on a une suite exacte natu-
relle :
0 → Pic(X) → H1(k, Ĉ X ) → Br(k) → Br1(X,G) → H2(k, Ĉ X ) → N3(k,Gm).
On en déduit facilement ce corollaire concernant le groupe de Picard :
Corollaire 4.9. Considérons les inclusions naturelles
H1(k, Ĉ X )
a−→ H1(k,CG/X ) b←− Pic(X)
induites par (25) et (26).
• Si X(k) = ∅ ou plus généralement si Br(k) s’injecte dans Br(X), alors b est un isomorphisme, donc on a
une suite exacte canonique
0 → H1(k, Ĉ X ) a−→ Pic(X) → Pic(G)Γk .
• Si G est linéaire et Gss simplement connexe (i.e. Pic(G) = 0), alors a est un isomorphisme et on a donc une
suite exacte canonique
0 → Pic(X) b−→ H1(k, Ĉ X ) → Ker
(
Br(k) → Br(X)).
• Si Br(k) s’injecte dans Br(X) (par exemple X(k) = ∅) et Pic(G) = 0, alors on a un isomorphisme cano-
nique
H1(k, Ĉ X ) ∼= Pic(X).
On déduit de même le corollaire suivant, concernant le groupe de Brauer :
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H2(k, Ĉ X )
a−→ H2(k,CG/X ) b←− Bra(X,G)
induits par (25) et (26).
• Si X(k) = ∅ ou si plus généralement H3(k,Gm) s’injecte dans H3(X,Gm), alors b est un isomorphisme,
donc on a une suite exacte canonique





• Si Pic(G) = 0, alors a est un isomorphisme et on a donc une suite exacte





• Si H3(k,Gm) s’injecte dans H3(X,Gm) et Pic(G) = 0, on a un isomorphisme canonique
H2(k, Ĉ X ) ∼= Bra(X,G).
4.1.3. Cas des espaces homogènes munis d’un point rationnel
Dans cette sous-section, on s’intéresse au cas d’un espace homogène X d’un groupe connexe G
quelconque, sans l’hypothèse Pic(G) = 0, mais en supposant que X(k) = ∅. On a besoin d’enlever
l’hypothèse Pic(G) = 0 pour traiter les espaces homogènes de groupes non linéaires.
On ﬁxe x ∈ X(k). Cela revient à se donner un k-sous-groupe connexe H ⊂ G tel que X ∼= G/H .
Suivant [3, proposition 3.1], quitte à quotienter G et H par le sous-groupe ZG ∩ H ⊂ H , on peut
se ramener au cas où le stabilisateur est linéaire connexe. Aussi, dans les énoncés de cette sec-
tion, l’hypothèse de linéarité sur H n’est-elle pas restrictive. Dans la suite, on suppose donc H
linéaire.
Fixons pour commencer une décomposition de Levi de H et des tores maximaux de H , Hsc, G lin
et Gsc de façon compatible. Cela induit un morphisme de complexes
j : CH → CG ,
i.e. un carré commutatif de variétés semi-abéliennes :
THsc TGsc
TH SAG .
On déﬁnit alors CX comme le cône du morphisme de complexes CH → CG , à savoir comme le com-
plexe de longueur 3 suivant :
CX := Cône(CH → CG) = [THsc → TH ⊕ TGsc → SAG ]
formé de variétés semi-abéliennes. On peut alors déﬁnir un nouveau complexe Ĉ ′′X comme le dual de
ce complexe dans la catégorie des complexes de 1-motifs, c’est-à-dire comme le complexe de 1-motifs
suivant :
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[
SA∗G → T̂ H ⊕ T̂Gsc → T̂ Hsc
]
(si S est une variété semi-abélienne, S∗ est le 1-motif dual du 1-motif [0 → S] associé à S). En
écrivant chacun des 1-motifs comme un complexe de longueur 2, Ĉ ′′X s’identiﬁe au complexe de com-
plexes suivant :
̂TG lin T̂ H ⊕ T̂Gsc T̂ Hsc
(Gab)∗ 0 0.
On s’intéresse plus exactement aux sections sur k du cône de ce double complexe, à savoir au com-







(k) ⊕ T̂ H ⊕ T̂Gsc → T̂ Hsc
]
.
On introduit également une variante de ce complexe notée Ĉ ′X :
Ĉ ′X :=
[
̂TG lin → Pic
(
Gab
)⊕ T̂ H ⊕ T̂Gsc → T̂ Hsc].
Montrons que ces complexes ne dépendent pas des tores maximaux choisis : notons ZH,G le sous-
k-groupe algébrique de G/Gu engendré par ZHred et ZG/Gu . On note aussi Z
sc
H,G l’image réciproque de






ZHred TH ZH,G SAG
déﬁnissent un quasi-isomorphisme naturel de complexes entre [ZHsc → ZHred ] et [THsc → TH ] (resp.
entre [Z scH,G → ZH,G ] et [TGsc → TG ]), d’où par dualité un quasi-isomorphisme canonique
Ĉ X
qis−→ [̂ZH,G lin → (Gab)∗(k) ⊕̂ZHred ⊕̂Z scH,G →̂ZHsc ] (27)
(idem pour le complexe Ĉ ′X ). Cela assure que les complexes Ĉ X et Ĉ ′X ne dépendent pas des tores
maximaux choisis : des choix différents de tores maximaux induisent des isomorphismes canoniques
entre les complexes correspondants dans la catégorie dérivée.
En outre, les complexes Ĉ X et Ĉ ′X ne dépendent pas de la décomposition de Levi choisie pour H :
en effet, deux décompositions étant conjuguées par un unique élément de Hu(k), la conjugaison par
cet élément induit des isomorphismes canoniques entre les complexes construits à l’aide de ces deux
décompositions.
Remarquons enﬁn que l’on dispose d’un triangle exact canonique
Ĉ X → Ĉ ′X → NS
(
Gab
)[−1] → Ĉ X [1].
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• Si G est linéaire, on trouve le complexe de modules galoisiens de type ﬁni :
Ĉ X = [T̂G → T̂ H ⊕ T̂Gsc → T̂ Hsc ].
• Si Gss est simplement connexe, on a un quasi-isomorphisme naturel
Ĉ X =
[
Ĝtor → (Gab)∗(k) ⊕ T̂ H → T̂ Hsc].
• Si G est linéaire et Gss est simplement connexe, on obtient le complexe de modules galoisiens de
type ﬁni suivant : Ĉ X = [Ĝ → T̂ H → T̂ Hsc ].
• Si H = 1, i.e. X = G , on obtient le complexe ĈG = [̂TG lin → (Gab)∗(k) ⊕ T̂Gsc ] qui, si G est linéaire,
est exactement [T̂G → T̂Gsc ] ∼= UPic(G) (voir [6, théorème 4.8]).
• Si G est semi-simple simplement connexe, on obtient Ĉ X := [0 → T̂ H → T̂ Hsc ], qui s’identiﬁe à
UPic(H)[−1].
Dans tous les cas, on remarque que les complexes Ĉ X et Ĉ ′X s’intègrent naturellement dans les
triangles exacts suivants :
Ĉ X → ĈG → ĈH → Ĉ X [1],
Ĉ ′X → Ĉ ′G → ĈH → Ĉ ′X [1].
Remarquons que ce dernier triangle exact s’identiﬁe, grâce au théorème 4.5, au triangle exact
Ĉ ′X → UPic(G) → UPic(H) → Ĉ ′X [1].
On voit donc que Ĉ ′X [1] est un cône du morphisme UPic(G) → UPic(H).
Dans la suite, on va utiliser essentiellement la présentation suivante des complexes Ĉ X et Ĉ ′X
faisant intervenir le centre de H , à savoir le quasi-isomorphisme
Ĉ X
qis−→ [̂TG lin → (Gab)∗(k) ⊕̂ZHred ⊕ T̂Gsc →̂ZHsc ].
On souhaite relier le complexe Ĉ X au groupe de Brauer de X . Dans cette section, on considère la
k-forme Z → X associée au torseur G → X déﬁni par x ∈ X(k), comme dans la section 3. Le point
crucial est le théorème suivant :
Théorème 4.12. Soit X = G/H, avec G connexe et H linéaire connexe. Il existe alors dans la catégorie dérivée
un isomorphisme canonique
Ĉ ′X ∼= CG/X
et un triangle exact canonique
Ĉ X → CG/X → NS
(
Gab
)[−1] → Ĉ X [1].
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maximal TG de G lin. Posons Z ′ := TG/ZHred , Z1 := G/ZHred , H ′ := H red/ZHred , H˜ := Ker(H → H ′) et
Z := G/H˜ . On dispose d’un morphisme naturel Z1 → Z qui munit Z1 d’une structure de Z -torseur
sous Hu. On construit un diagramme commutatif analogue au diagramme (24), à savoir :
T̂G
=





ab) ⊕ PicTG (G lin) ⊕ PicTG (Z ′) ̂ZHsc
T̂G
=


























Le morphisme entre la première et la deuxième ligne est clairement un isomorphisme de complexes.
Le morphisme entre la troisième et la deuxième est un isomorphisme de complexes par le lemme 4.7.
Montrons que le morphisme entre les quatrième et troisième lignes est un isomorphisme. Il suﬃt de
montrer que le morphisme central





Lemme 4.13. Soient H1 ⊂ H2 ⊂ G trois k-groupes. On suppose G connexe et H2 linéaire connexe. Alors on a
des isomorphismes canoniques
PicH2(G/H1)
∼=−→ PicH2(G) ⊕ PicH2(H2/H1)
∼=←− Pic(G/H2) ⊕ PicH2(H2/H1).
Démonstration. Notons K := Ker(Ĥ1 → Pic(G/H1)). On considère le diagramme commutatif exact
suivant (voir notamment [22, proposition 5.1]) :







U (G/H2) U (G) Ĥ2 PicH2(G) Pic(G) Pic(H2)
0 K 0 .
Le lemme du serpent assure alors que l’on a une suite exacte canonique
0 → K → Ker(PicH2(G/H1) → PicH2(G))→ Ĥ1/U (G) → 0






0 K Ker(PicH2(G/H1) → PicH2(G)) Ĥ1/U (G) 0,
où le morphisme central est la composée Ĥ1
∼=−→ PicH2 (H2/H1) → PicH2(G/H1). On vériﬁe facilement




∼=−→ Ker(PicH2(G/H1) → PicH2(G)).
Par conséquent, la suite naturelle
0 → PicH2(H2/H1) → PicH2(G/H1) → PicH2(G)
est exacte. Enﬁn, le morphisme PicH2 (G/H1) → PicH2 (G) est scindé via
PicH2(G)
∼=←− Pic(G/H2) ↪→ PicH2(G/H1),
d’où le lemme. 
On applique alors ce lemme à H1 = ZHred et H2 = TG pour obtenir l’isomorphisme souhaité, et
donc les complexes des lignes 3 et 4 du diagramme (28) sont isomorphes.
Poursuivons la preuve du théorème : il est clair que le morphisme entre les lignes 5 et 4 est un
isomorphisme de complexes, puisque PicTG (Z) → PicTG (Z1) est un isomorphisme (car Z1 → Z est un
torseur sous un groupe unipotent).
Le morphisme entre les lignes 6 et 5 est un quasi-isomorphisme de complexes.
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immédiat. En degré 1, c’est clair en utilisant que s : Pic(H ′) → Pic′(Z/X) est injectif et en s’inspi-
rant de la preuve du lemme 4.6. Pour le degré 2, cela résulte du fait que le morphisme canonique
s : Pic(H ′) → Pic′(Z/X) est un isomorphisme grâce au corollaire 1.9.
Finalement, le diagramme (28) déﬁnit un isomorphisme canonique dans la catégorie dérivée
Ĉ ′X
∼=−→ CG/X ,
ce qui conclut la preuve du théorème. 
Déduisons des théorèmes 2.1 et 4.12, le résultat suivant :
Théorème 4.14. Soit X = G/H, avec G connexe, H linéaire connexe. Alors on a des isomorphismes, fonctoriels
en H et G :
H0(k, Ĉ X )




) ∼=−→ Pic(X), H2(k, Ĉ ′X ) ∼=−→ Bra(X,G),
et une suite exacte fonctorielle :
0 → H1(k, Ĉ X ) → Pic(X) → NS
(
Gab
)Γk → H2(k, Ĉ X ) → Bra(X,G) → H1(k,NS(Gab)).
En particulier, si le groupe G est linéaire, on a trois isomorphismes
H0(k, Ĉ X )
∼=−→ U (X), H1(k, Ĉ X ) ∼=−→ Pic(X), H2(k, Ĉ X ) ∼=−→ Bra(X,G).
Démonstration. Par le théorème 4.5, on dispose d’un isomorphisme Ĉ ′X ∼= CG/X et d’un triangle exact
Ĉ X → CG/X → NS
(
Gab
)[−1] → Ĉ X [1].
On considère la suite exacte longue d’hypercohomologie associée à ce triangle, et le corollaire 3.3
assure alors le résultat, puisque G(k) = ∅. 
4.2. Comparaison avec des résultats antérieurs
On compare les résultats des théorèmes 4.8, 4.12 et 4.14 et des corollaires 4.9 et 4.10, avec des
résultats antérieurs de Sansuc, Borovoi et Van Hamel, Harari et Szamuely.
On poursuit avec les mêmes notations que précédemment : X est un espace homogène d’un
groupe connexe G sur un corps k de caractéristique nulle. On suppose les stabilisateurs géométriques
H de X connexes.
4.2.1. Cas où H = 1
On s’intéresse donc aux torseurs sous un groupe connexe G . Suivant le lemme 5.2.(iii) de [6], on
dispose d’un quasi-isomorphisme canonique ϕ : UPic(X) ∼=−→ UPic(G).
On voit que le théorème 4.8 et ses corollaires généralisent les résultats de Sansuc (voir [28, sec-
tion 6]) qui donnent des formules pour U (X), Pic(X) et Bra(X) quand G est un k-tore ou un k-groupe
semi-simple.
Plus récemment, citons les travaux de Harari et Szamuely (voir [20, section 4]) qui obtiennent
une formule pour Bra(X) dans le cas où G est une variété semi-abélienne. Plus exactement, sous
l’hypothèse H3(k,Gm) = 0, les auteurs construisent un morphisme canonique




qui est compatible en un certain sens avec l’accouplement de Brauer–Manin (voir la ﬁn de la section 6
de [20]). Sous la même hypothèse H3(k,Gm) = 0, on étend et on précise ici cette construction pour
un espace principal homogène X sous un groupe connexe G quelconque avec le théorème 4.5 qui




)Γk → H2(k, ĈG ) a−→ Bra(X) → H1(k,NS(Gab)).
En effet, par construction, si G est une variété semi-abélienne, on a un quasi-isomorphisme naturel
G∗(k) ∼= ĈG [1] (avec les conventions de [20] pour le 1-motif G∗).
Enﬁn, Borovoi et van Hamel obtiennent dans [6] des formules dans le cas où G est linéaire connexe





T̂G → T̂ scG
])
,
sous l’hypothèse H3(k,Gm) = 0. On retrouve ici ce résultat comme cas particulier du théorème 4.8.
4.2.2. Cas où G est linéaire
Dans ce cas, le résultat principal est dû à Borovoi et van Hamel (voir [5, corollaire 3.2] et
[7, théorème 7.2]) : il décrit le groupe de Brauer algébrique de X . Plus précisément, les auteurs




k, [Ĝ → Ĥ])
qui est un isomorphisme si X(k) = ∅ ou H3(k,Gm) = 0. On peut retrouver ce résultat, si H est
connexe, à partir du corollaire 4.10, en calculant les éléments algébriques dans H2(k, Ĉ X ).
Remarque 4.15. Notons que tous ces résultats antérieurs se limitent à décrire le groupe de Brauer
algébrique Bra(X) de l’espace homogène X . Dans le présent texte, on considère le groupe Bra(X,G),
contenant Bra(X), mais qui peut contenir des éléments transcendants.
4.3. Lien avec le complexe UPic(X) : groupe de Brauer algébrique
On relie ici les résultats obtenus aux sections précédentes à ceux de Borovoi et van Hamel dans
[5–7], qui traitent du groupe de Brauer algébrique.
Dans cette section, H est un groupe algébrique linéaire connexe, X est une k-variété lisse géomé-
triquement intègre et π : Y H−→ X est un torseur sous H .
















k(Z)∗/k∗ Div(Z) Pic(H ′)
0 0 Pic(H ′)/Pic(Z)
induit un triangle exact



























/Pic(Z) ∼= Pic(H)/Pic(Y ) ∼= Ker(Br(X) → Br(Y )).
Finalement, on en déduit la proposition suivante :
Proposition 4.16. Soit H un k-groupe linéaire connexe, X une k-variété lisse géométriquement intègre et
π : Y H−→ X un torseur sous H. On a alors un triangle exact canonique




où (Pic(H)/Pic(Y )) ∼= Ker(Br(X) → Br(Y )).
En particulier, la suite exacte longue associée à ce triangle exact induit la suite exacte :
0 → H2(k,UPic(X))→ H2(k,CY /X ) → Br(X)Γk .
Alors le théorème 2.1 et la proposition 2.19 de [6] assurent que cette suite exacte s’intègre dans le
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0 Bra(X) Bra(X, Y ) Br(X)Γk
=




qui illustre le lien entre le théorème 2.1 (deuxième colonne) et le résultat de Borovoi et van Hamel
(première colonne).
Considérons également le cas des espaces homogènes : soit d’abord G un k-groupe algébrique
linéaire connexe, tel que Pic(G) = 0, et X un espace homogène de G à stabilisateurs géométriques H
connexes. On a introduit plus haut le complexe
Ĉ X := [Ĝ →̂ZHred →̂ZHsc ]
et on peut également le comparer au complexe UPic(X). En effet, par le théorème 3.1 de [5] (théo-
rème 5.8 de [7]), on a un isomorphisme naturel dans la catégorie dérivée :
UPic(X) ∼= [Ĝ → Ĥ],
dont on déduit aisément la proposition suivante :
Proposition 4.17. Soit G un k-groupe algébrique linéaire connexe, tel que Gss soit simplement connexe (i.e.
Pic(G) = 0), et X un espace homogène de G à stabilisateurs géométriques H connexes. On a un triangle exact
canonique dans la catégorie dérivée
UPic(X) → Ĉ X → Pic(H)[−2] → UPic(X)[1].
Considérons pour ﬁnir le complexe UPic(X), pour un espace homogène X d’un groupe G connexe
non nécessairement linéaire, à stabilisateurs linéaires (pas forcément connexes). Si X(k) = ∅, alors
on a un isomorphisme X ∼= G/H . Comme plus haut, on peut supposer Gss simplement connexe. Le
résultat suivant étend le résultat de Borovoi et van Hamel (théorème 3.1 de [5] et théorème 5.8 de [7])
au cas non linéaire :
Proposition 4.18. Soit X = G/H un espace homogène d’un groupe connexe G, avec Gss simplement connexe et
H linéaire (pas forcément connexe). On dispose alors d’un isomorphisme canonique dans la catégorie dérivée :
UPic(X) ∼= [Ĝ lin → Pic(Gab)⊕ Ĥ].
Démonstration. Notons X lin := G lin/H . Alors le diagramme commutatif :









Ĝ lin ⊕ k(X)∗/k∗ UPicG lin(X)1
k(X)∗/k∗ Div(X)
réalise un isomorphisme dans la catégorie dérivée (voir lemme 4.13)
[
Ĝ lin → Pic(Gab)⊕ Ĥ]∼= UPic(X). 
Donc le théorème 4.5 assure que le triangle exact de la proposition 4.16
UPic(X) → CG/X → Pic(H)[−2] → UPic(X)[1]
est représentable par le triangle exact évident de complexes
[
Ĝ lin → Pic(Gab)⊕ Ĥ]→ [Ĝ lin → Pic(Gab)⊕̂ZHred →̂ZHsc]
→ μ̂H (k)[−2] →
[
Ĝ lin → Pic(Gab)⊕ Ĥ][1].
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