I. INTRODUCTION
It is difficult to simulate quantum rate and relaxation processes in condensed phase chemical and biological systems. The large and often complex nature of these systems necessitates the ability to follow the quantum dynamics of the entire system, often for long periods of time. In many instances the dynamical process of interest can be described by a relevant subset of the degrees of freedom (DOF) of the entire system, but the coupling of this subsystem to its environment or bath cannot be neglected. This partitioning into subsystem and bath has spawned a number of approaches for the computation of quantum rate processes. These include a variety of quantum master and other equations for the density matrix of the subsystem where the bath DOF appear only implicitly through memory kernels or transition rates. In some circumstances, when the bath DOF evolve much more slowly than those of the subsystem, adiabatic dynamics may provide a useful description of the evolution. In adiabatic dynamics one makes the Born-Oppenheimer approximation and first solves the Schrödinger equation for the subsystem variables in the field of the fixed bath coordinates. The resulting energy eigenvalues depend parametrically on the bath coordinates and serve as potential energy functions for the evolution of the bath. While often tractable, adiabatic dynamics does not always provide an adequate description of the system. In such circumstances one must account for nonadiabatic effects.
Nonadiabatic dynamics is a quantum phenomenon which occurs in systems that interact sufficiently strongly with their environments to cause a breakdown of the Born-Oppenheimer approximation. Nonadiabatic transitions play significant roles in many chemical processes such as proton and electron transfer events in solution and biological systems, and in the response of molecules to radiation fields and their subsequent relaxation. Since the bath in which the quantum dynamics of interest occurs often consists of relatively heavy molecules, its evolution can be modeled by classical mechanics to a high degree of accuracy. This observation has led to the development of mixed quantum-classical methods for nonadiabatic processes.
In mixed quantum-classical approaches one is faced with the issue of how to combine quantum and classical dynamics. Adiabatic dynamics discussed above is perhaps the simplest of such methods. To go beyond adiabatic dynamics, mean field and surface-hopping schemes have been constructed. [1] [2] [3] [4] In mean field descriptions, the total wave function is de-composed into a fast part corresponding to the light (quantum) particles and a slow part corresponding to the heavy (classical) particles. The time-dependent Schrödinger equation
for the light particles is solved and the resulting wave function is used to compute the force which determines the evolution of the classical DOF. In surface-hopping schemes, 2 the wave function of the quantum subsystem is again propagated using the time-dependent Schrödinger equation. However, the classical DOF now evolve on single adiabatic potential energy surfaces and hops between these surfaces occur according to probabilistic rules.
The nonadiabatic approach we consider in this chapter is based on the quantum-classical
Liouville equation, [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] which specifies the evolution of the density matrix for a quantum mechanical subsystem coupled to a classical environment. This approach retains quantum coherence in a more rigorous way than surface-hopping or mean field approaches.
In the following sections of this chapter we shall show how the quantum-classical Liouville equation and quantum-classical expressions for reaction rates can be deduced from the full quantum expressions. The formalism is then applied to the investigation of nonadiabatic proton transfer reactions in condensed phase polar solvents. A quantum-clasical Liouvillebased method for calculating linear and nonlinear vibrational spectra is then described, which involves nonequilibrium dynamics on multiple adiabatic potential energy surfaces.
This method is then used to investigate the linear and third-order vibrational spectroscopy of a proton stretching mode in a solvated hydrogen-bonded complex.
II. NONADIABATIC DYNAMICS
In the description of nonadiabatic processes it is often convenient to partition the entire quantum system into a quantum subsystem whose properties are of primary interest and its quantum environment or bath. The Hamiltonian,Ĥ =P 2 /2M +p 2 /2m +V (q,Q), consists of kinetic energy operators of the bath and subsystem, respectively, and the total potential energy. In writing this Hamiltonian we have used lower case symbols to refer to the quantum subsystem and upper case symbols to refer to its quantum environment. If the quantum subsystem is prepared in a specific state, its subsequent evolution may involve transitions among several potential energy surfaces which will determine how the populations and offdiagonal elements of the density matrix will evolve in time.
The evolution of the density matrix,ρ(t), that describes such processes is given by the quantum Liouville equation,
where the brackets signify the commutator and the last equality defines the quantum Liouville operator. The quantum mechanical density matrix can be written in another form that emphasizes the partition into quantum subsystem and quantum bath by taking the partial Wigner transform over the bath DOF:
The subscript W refers to this partial Wigner transform, N is the coordinate space dimension of the bath and X = (R, P ). In this partial Wigner representation the Hamiltonian of the system takes the formĤ W (R, P ) = P 2 /2M +p 2 /2m +V (q, R). If the subsystem DOF are represented using the states of an adiabatic basis, |α; R , which are the solutions of
is the Hamiltonian for the subsystem with fixed coordinates R of the bath, the density matrix elements are ρ
From the solution of the quantum Liouville equation given some initial state of the entire quantum system, the reduced density matrix elements of the quantum subsystem of interest can be obtained by integrating over the bath variables,ρ αα ′ s (t) = dX ρ αα ′ W (X, t), in order to find the populations and off-diagonal elements (coherences) of the density matrix.
Similar considerations apply to the study of quantum reaction rates. In most instances one is interested in a rate process involving a subset of the DOF of the system characterized by some reaction coordinate operator (or set of reaction coordinate operators)ξ. This is the case, for example, for electron and proton transfers from a reactant state A to product state B taking place in a condensed phase chemical or biochemical system. The free energy W along a reaction coordinate often has the typical double-well form shown in Fig. 1 . For a quantum mechanical system in thermal equilibrium undergoing a reaction A
response theory can be used to obtain a correlation expression for the rate constant k AB :
where
A is the equilibrium number density of species A andρ eq = Z −1 Q e −βĤ is the equilibrium quantum canonical density matrix with Z Q the partition function. The microscopic operators corresponding to the densities of species A and B areN A andN B , respectively; for example, referring to Fig. 1 , we may chooseN A = θ(ξ − ξ ‡ ) and
, t * is a time that is long compared to microscopic times but short compared to the chemical interconversion time between species A and B. On this time scale the correlation function reaches a plateau value from which the rate constant can be determined. We can write this quantum mechanical expression for the rate coefficient in another form by taking the partial Wigner transform over the bath DOF. Using the rule for the Wigner transform of the trace of two operators, the rate coefficient in Eq. (3) can be written as
where the partial Wigner transform of an operatorÂ iŝ
and Tr s is a trace over the subsystem. If the subsystem DOF are represented in an adiabatic basis, we can also write this as
In these examples the dynamics is not confined to a single adiabatic potential energy surface so that the full quantum dynamics of the entire system must be followed in order to obtain the observable of interest. For large systems, typical of condensed phase applications, this is a computationally difficult, if not impossible, task. For this reason, we focus our attention on quantum-classical descriptions where such limitations are much less severe. In particular, the formulation based on the quantum-classical Liouville equation is the topic of the remainder of this chapter.
III. QUANTUM-CLASSICAL LIOUVILLE DYNAMICS
The quantum-classical Liouville equation (QCLE) provides an approximate but accurate description of a quantum subsystem coupled in an arbitrary manner to a bath that can be described by classical dynamics in the absence of coupling to the quantum subsystem. The QCLE describes the time evolution of the partially Wigner transformed density matrix of the systemρ W (R, P, t) discussed above, and is given by
In this equation {·, ·} is the Poisson bracket. In the adiabatic basis this equation becomes
where the QCL evolution operator is
The QCL operator comprises two contributions: the first is a classical Liouville operator,
and it yields classical propagation via Hellmann-Feynman forces,
|α; R , on mean surfaces when the quantum indices are different accompanied by quantum mechanical phase oscillations with frequency
The diagonal terms correspond to adibatic evolution on single potential energy surfaces.
The second term
is responsible for nonadiabatic transitions and associated changes in the momentum of the bath in order to conserve energy. The quantity S αβ is defined as 1/2 , and measuring all distances in length units appropriate for the quantum subsystem. 5 In these scaled variables the evolution operator is expanded to first order in the small parameter µ = (m/M) 1/2 . The result, when written in the original unscaled variables, is the QCLE. We note that the reduction to a quantum-classical system can also be justified by arguments based on decoherence. 15 This equation has been shown to provide an accurate description of the quantum dynamics of the subsystem. Given this quantum-classical description of the dynamics, the observables of interest can be computed.
The subsystem density matrix elementsρ αα ′ s (t) can be computed as described above by integrating over the bath phase space variables in order to determine the quantum-classical values of the populations and coherences of the subsystem.
In this quantum-classical formulation, the rate constant can be determined by taking the quantum-classical limit of the dynamics while retaining the full quantum equilibrium structure in the correlation function expression in Eq. (6) . In this limit the rate coefficient takes the form,
where the spectral density function,
contains the quantum equilibrium structural information. In Eq. (12) the time evolution of
We see that the evaluation of the rate coefficient (and other transport properties) entails the solution of the QCLE for the observable of interest and the evaluation of the spectral density function which contains equilibrium structural information about the system.
IV. SIMULATION OF QUANTUM-CLASSICAL DYNAMICS
Several algorithms have been constructed to simulate the solution of the QCLE. The simulation methods usually utilize particular representations of the quantum subsystem.
Surface-hopping schemes that make use of the adiabatic basis have been constructed 12, [16] [17] [18] [19] ; density matrix evolution has been carried out in the diabatic basis using trajectory-based methods 20 some of which make use of a mapping representation of the diabatic states 21, 22 .
A representation of the dynamics in the force basis has been implemented to simulate the dynamics using the multithreads algorithm.
23,24
Here we outline the solution of the QCLE in an adiabatic basis based on a decomposition of the propagator into short-time segments. 16, 18 The quantum-classical evolution of N αα ′ B (R, P, t) in the adiabatic basis can be written as
If we divide the time interval t into N segments such that the j th segment has length ∆t j = t j − t j−1 = ∆t (which may be chosen to be either equal or an integer multiple of the time step), we have
The short-time propagator can be written as
∆t j is the phase factor associated with that time segment. In simulations the operator J is evaluated in the momentum-jump approximation
and
The momentum jump prescribed by this equation corresponds to the energy transfer in a transition and satisfies energy conservation. If there is insufficient kinetic energy available in the bath for the quantum subsystem to make the transition, the transition is not allowed.
This algorithm corresponds to a surface-hopping trajectory picture of the dynamics. The short-time segments involve evolution along the surface (αα ′ ), which may be adiabatic (when α = α ′ ) or the arithmetic mean of two adiabatic surfaces (when α = α ′ ), governed by the propagator e −i(ω αα ′ +L αα ′ )t . These trajectory segments are interrupted by nonadiabatic transitions due to the operator J , which causes the system to undergo a transition to a new surface (or mean surface), followed by subsequent evolution on this surface.
V. PROTON TRANSFER REACTIONS
Proton transfer reactions occur often in chemical and biological systems and an understanding of their mechanisms and a knowledge of their rates are essential for a description of such systems. 25 Consider a prototypical proton transfer of the form AH − B ⇋ A − HB occurring in a condensed phase polar environment. As a result of electrostatic interactions between the proton and polar solvent molecules, solvent dynamics will affect the proton transfer in a hydrogen bond. Hydrogen bonds can be classified as weak or strong. In weak hydrogen bonds the proton acceptor and donor groups are typically far apart and a high energy barrier separates minima corresponding to metastable states of the hydrogen-bonded complex. In strong hydrogen bonds the proton acceptor and donor groups are typically close together and a low (or no) barrier separates metastable minima.
A model for this type of reaction was constructed by Azzouz and Borgis 26 and further details concerning the interaction potentials can be found in Ref. [27] . The AHB complex is linear and the position of the proton is described by a one-dimensional coordinate operator q corresponding to the distance between the center of mass of the complex and the proton.
The potential model incorporates the variation of the charge distribution with the proton position within the complex. The potential energy function describing hydrogen bonding within the complex was chosen to model a slightly strongly hydrogen-bonded phenol (A) trimethylamine (B) complex. The AHB complex is dissolved in a solvent composed of polar, nonpolarizable model methyl chloride molecules. Although the covalent form of the complex, AH −B, is favored in the absence of solvent, the ionic form, A − −HB + , is the more stable configuration in the dipolar solvent. This model has been studied using a number of methods.
27-33
A time dependent rate coefficient for the proton transfer reaction A ⇋ B can be defined by setting t * in Eq. (12) to a general time t. Making use of the symmetry properties of W
the rate coefficient can be written as
To evaluate this expression, a reaction coordinate must be chosen and the spectral density function W α ′ α A must be computed.
The solvent polarization
is a suitable reaction coordinate for this proton transfer process. 34, 35 Here z a e is the charge on atom a, s and s ′ are the positions of the proton in the metastable covalent and ionic states, respectively, and the sums run over all solvent molecules i and atoms a. The species operator that characterizes the B metastable state isN B = θ(ξ(R) − ξ ‡ ) while that for the
, where θ is the Heaviside function. The probability distribution for the reaction coordinate with the quantum system in a given adiabatic state α is
is the conditional probability density of ξ ′ given that the system is in quantum state α and p α is the probability that the system is in state α. From this information the free energy W α (ξ ′ ) corresponding to an adiabatic surface α as a function of the reaction coordinate ξ(R), up to an additive constant, is given by
is the uniform probability density of ξ ′ and
is the relative probability that the system is in state α, regardless of the value of ξ. These free energy profiles are shown in Fig. 1 for the ground and first excited states of our system.
The ground state free energy curve has a sharply defined barrier region and approximately harmonic stable wells. Here, ξ ‡ = ∆E ‡ is the value of ∆E at the transition state. As noted above, the minimum of the (ionic) product state is lower in free energy than the (covalent) reactant state due to the stabilizing effect of the polar solvent. The free energy in the first excited state has a single-well form.
The calculation of the spectral density function W
which describes the quantum equilibrium structure is a difficult problem but is easier than the computation of the full quantum time evolution of a large many-body system. In the limit of high temperature, which is relevant for the proton transfer problem under consideration here, the result for the diagonal
Because the species operator has the form (N B ) W (R) = θ(ξ(R)−ξ ‡ ), the off-diagonal matrix element of the observable, N αα ′ B (R, t), is zero initially and remains very small compared to the diagonal elements for all times. Thus, when W α ′ α A is multiplied by a small off-diagonal contribution, the product will be very small and the off-diagonal part of the rate coefficient can be neglected. Using this diagonal approximation the rate coefficient is given by
where it can be shown that n
dX e −βHα(X) in the high temperature limit. Equation (27) provides a formula whose evaluation entails sampling from the barrier top. If the timescale of the chemical reaction is much longer than that of the microscopic dynamics, one can extract the rate constant k AB from the plateau value of k AB (t). When nonadiabatic effects are important, the term D α (R) (which is of order |d αα ′ | 2 ) contributes significantly to the rate coefficient.
However, in the limit of weak nonadiabatic coupling (i.e., when |d αα ′ | is very small), the first term in Eq. (25) dominates and the expression for the rate coefficient reduces to the simpler form
In the limit where nonadiabatic effects are neglected, the sums over quantum states in
Eq. (28) are restricted to the ground (or any other) adiabatic state and the rate coefficient becomes,
The angular brackets · · · are defined as · · · ≡ dX · · · e −βH 1 / dX e −βH 1 , where the ground-state adiabatic Hamiltonian is The plateau value of the time-dependent rate coefficient k(t) = k AB (t) + k BA (t), which is the sum of the forward and reverse rate constants, determines the overall chemical relaxation time, τ chem = k −1 , for the proton transfer. The nonadiabatic time-dependent rate coefficient Fig. 2 . The rate constant extracted from the plateau value of this plot is k = 0.163 ps −1 . Up to six nonadiabatic transitions were required to obtain converged results.
An examination of the trajectories in the ensemble revealed that the major nonadiabatic correction to the rate comes from two quantum transitions: ground state → coherent state → ground state. This picture of how nonadiabatic transitions influence the reaction rate is quite different from that in standard surface-hopping methods.
This result reveals a crucial aspect of QCL dynamics in determining the rate constant, namely the coherent dynamics on the mean of two adiabatic surfaces. When a nonadiabatic transition takes the system from the ground-state surface to the average of the ground and first excited state surfaces, the solvent polarization tends to fluctuate around its barrier-top value. This enhanced barrier recrossing, which occurs while the system is on the mean surface, lowers the reaction rate. The next transition, which takes the system either back to the ground state or to the first excited state, destroys the coherence created in the first transition.
The rate constant result is obtained using an approximate (i.e., high temperature) expression for the spectral density function that describes the quantum equilibrium structure.
However, in some circumstances, especially for low temperatures, effects arising from the quantum equilibrium structure can lead to significant modifications of the reaction rate. To deal with such cases, one could resort to numerical schemes for computing the equilibrium structure, similar to those based on the initial value representation 32,36,37 and linearization techniques. [38] [39] [40] [41] Furthermore, different formulas for the rate constant can be derived within this framework using other choices of the reaction coordinate and chemical species variables.
This flexibility in choice, along with a more general treatment of the quantum equilibrium structure, should allow one to effectively capture quantum effects in a variety of condensed phase rate processes occurring over a wide range of temperatures.
VI. LINEAR AND NONLINEAR VIBRATIONAL SPECTRA
Linear and nonlinear infrared spectroscopy are powerful tools for probing the structure and vibrational dynamics of molecular systems. [42] [43] [44] [45] [46] [47] In order to take full advantage of them, however, accurate models and methods are required for simulating and interpreting spectra.
A common approach for modeling spectra is based on computing optical response functions (ORFs). 42 Unfortunately, exact calculations of quantum-mechanical ORFs are not feasible for most systems of practical interest due to the large number of DOF. Instead, mixed quantum-classical methods can provide suitable alternatives.
42,48-50
The standard mixed quantum-classical approach to computing ORFs for complex condensed phase systems involves molecular dynamics simulations of the photo-inactive DOF on the adiabatic surface corresponding to the chromphore's ground state, which is based on an ad hoc choice of the ground state potential in the reference Hamiltonian used to arrive at a classical limit of the quantum ORF. 42 However, other equally legitimate choices of the reference potential give rise to different expressions of the classical limit. In order to circumvent such ad hoc choices and to arrive at more rigorous expressions, several semiclassical approaches for calculating linear and nonlinear ORFs have been proposed, including the cellular dynamics method, 42,51 the mixed-state propagation method, 52,53 linearization schemes, [54] [55] [56] [57] and methods based on the forward-backward initial value representation.
56,57
The standard approach has the advantage that ORFs can be efficiently calculated from a single equilibrium molecular dynamics trajectory on the ground state adiabatic surface, as opposed to many nonequilibrium surface-hopping trajectories. This is due to the fact that the time origin can be set anywhere along an equilibrium trajectory, making it possible to average over a large number of trajectory segments and thereby enhancing the computational ease and efficiency. In the case of weak coupling between the chromophore and its environment, the standard approach is expected to be valid since the surface that dictates the dynamics of the photo-inactive DOF is rather insensitive to the quantum state of the chromophore. However, this is not true when the chromophore is strongly coupled to its environment, in which case there can be significant differences between the adiabatic surfaces corresponding to the various states of the chromophore. Consequently, when the state of the chromophore switches, the photo-inactive DOF experience sudden changes in their positions, which can in turn lead to unique spectral signatures.
In this section, we present a rigorous route based on QCL dynamics for deriving quantumclassical expressions for linear and third-order ORFs, which reflect nonequilibrium dynamics on multiple adiabatic surfaces as opposed to equilibrium ground state dynamics. 58 As will be shown, these ORFs consist of contributions from several Liouville pathways that differ with respect to the surfaces on which the dynamics of the photo-inactive DOF takes place between light-matter interactions.
We begin by assuming that the quantum mechanical system under study may be wellapproximated by a mixed quantum-classical system driven by a classical radiation field, in which the photo-active DOF (i.e., chromophore) are treated quantum mechanically and the photo-inactive DOF (i.e., environment) are treated classically. The time-dependent
Hamiltonian for this system is given bŷ
The field-matter interaction term,Ŵ (q, t), is assumed to have the following form
where E(t), ω and φ are the envelope, leading frequency and phase of the radiation field, respectively, and µ(q) is the chromophore's dipole moment operator. The state of this mixed quantum-classical system is characterized byρ W (X, t), whose evolution is dictated by the QCLE. In the adiabatic basis, the equation of motion for ρ αα ′ W (X, t) is given by Eq. (8), where now J αα ′ ,ββ ′ is given by
where W αβ (t) = −µ αβ (R) · E(t) cos(ωt − φ). After photoexcitation, the first two terms of Eq. (32) are responsible for nonradiative population relaxation processes, which are assumed to occur on a time scale longer than that of adiabatic relaxation dynamics on the excitedstate surface. In this treatment, these terms are neglected, thereby restricting it to times that are shorter than the time for them to affect the spectra. However, it should be noted that the effect of these nonadiabatic transitions can be incorporated in terms of rate constants (using Fermi's golden rule). As a result, Eq. (32) simplifies to
The resulting operator enables coupling between the adiabatic states via the matrix elements of the field-matter interaction, W αβ (t).
At this point, we restrict the multi-state quantum chromphore to the ground (|0; R ), firstexcited (|1; R ), and second-excited (|2; R ) adiabatic states, which is the minimum number of states required to describe third-order optical response in ultrafast IR experiments. It is assumed that only transitions between |0; R and |1; R and between |1; R , and |2; R are allowed. Also, the rotating wave approximation (RWA) is invoked, such that the field-matter interaction term may be written as:
where the Rabi frequencies are given by
The phase of the field is given by φ = k · R c , where k is the wave vector of the light pulse and R c denotes the position of the chromophore in the lab frame.
The QCLE with the field-matter interaction term in Eq. (34) may be solved by making the following transformation to a rotating frame:
which upon substitution into the QCLE yields the following equation:
where the detuning, ∆ αα ′ (R), is
andW
The laser pulse which interacts with the chromophore is assumed to be impulsive with a square envelope of width τ 0 and is centered at time t 0 :
Since the pulse is impulsive, no bath dynamics takes place during τ 0 . Also, since the RWA has been invoked (i.e., the leading frequency of the pulse is in resonance with the 0 ↔ 1 and 1 ↔ 2 transitions), one can assume that ∆ αα ′ (R) ≈ 0 when the pulse interacts with the system. Under these conditions, one arrives at the following equation for the evolution during the pulse:
which may be expressed in operator form as:
Given thatW is time-independent (since the pulse has a square envelope) and assuming that the pulses are weak, the state of the system after the interaction with a pulse may be given byρ
where t 0± = t 0 ± τ 0 /2. Finally, the field-free dynamics between pulses is dictated by Eq. (37) withW αβ = 0.
A. Linear optical response
In order to simulate a chromophore's linear optical response as measured in onedimensional IR (1D-IR) spectroscopy, we must consider its interaction with a single impulsive pulse at time t = 0 fs. Prior to the interaction with the pulse, the chromophore is assumed to be in its ground state and the photo-inactive DOF are in the corresponding thermal equilibrium state:ρ
where, in the high temperature limit,ρ 00 eq,W (X) can be well approximated by its classical counterpart:ρ
Using Eq. (43), the state of the system after the interaction with the pulse is given bỹ ρ W (X; 0 + ) = |0; R ρ 
As can be seen, there is a reshuffling of the phase space densities, such that the initial phase space density associated with the 00 density matrix element is split between the 00, 01, 10, and 11 matrix elements. The 10 and 01 matrix elements (i.e., coherences between the ground and first excited states) acquire the weighting factors iχ 10 (R)τ 0 e iφ and −iχ 01 (R)τ 0 e −iφ , respectively, due to the interaction with the pulse.
The field-free dynamics following the pulse is dictated by Eq. (37) withW αβ = 0, which propagates the 00, 01, 10, and 11 density matrix elements independently from one another.
For example, the 10 and 01 density matrix elements are propagated on the average sur-
W (X t , t) can be obtained by propagating ρ Since the signal field is detected in the same direction as that of the incoming field, it is proportional to the expectation value of the dipole moment operator, µ(q), at time t associated with the density matrix element containing the phase factor e −iφ (i.e., the 01 coherence). After transforming back to the non-rotating frame, the QCL expectation value of µ(q) leads to the following expression for the linear ORF:
where the subscript 00 − 10 denotes that R τ is propagated on the average surface,
, with initial conditions {R 0 , P 0 } sampled from ρ 00 eq,W (X 0 ). Finally, the linear absorption spectrum is obtained as follows:
Equation (47) is different from the standard mixed quantum-classical expression for the linear ORF, since the dynamics takes place on the average surface, rather than on the ground state surface. However, the difference between the two expressions becomes negligible in the limit of inhomogeneous broadening, where the linear ORF decays to zero on time scales faster than those associated with the motions of the photo-inactive DOF, or when the ground and excited surfaces are similar (e.g., in the case of weak coupling between the photo-active and photo-inactive DOF). However, in systems where this is not the case, Eq. (47) is expected to give rise to pronounced signatures of the nonequilibrium dynamics on the average surface on the spectrum.
B. Third order optical response
In order to simulate the third order optical response of a chromophore as measured by two-dimensional IR (2D-IR) spectroscopy, we must consider its interaction with three subsequent laser pulses with wave vectors k a , k b and k c (yielding phases φ a , φ b , and φ c , respectively), and time delays t 1 (between pulses a and b) and t 2 (between pulses b and c). This interaction generates a third-order polarization in the sample, which gives rise to a signal field that is heterodyne detected after a time interval t 3 following pulse c, in the background-free directions k r = −k a + k b + k c and k nr = k a − k b + k c , corresponding to the rephasing and nonrephasing signals, respectively. Therefore, we consider a system initially in the state given by Eq. (44), that interacts with three impulsive square pulses at times 0, t 1 and t 1 + t 2 , followed by the detection of the signal field at time t 1 + t 2 + t 3 . As mentioned above, the field-free dynamics between pulses is dicatated by Eq. (37) withW αβ = 0.
Extending the procedure in the case of linear response to three pulses leads to the following QCL expressions for the rephasing and nonrephasing signals:
dτ ω 10 (Rτ ) 00−01−00−01
dτ ω 10 (Rτ ) 00−01−11−01
where ± correspond to the rephasing (r → +) and nonrephasing (nr → −) signals, and the subscripts 00 − 01 − 00 − 01, 00 − 01 − 11 − 01 and 00 − 01 − 11 − 12 correspond to the sequence of surfaces used for propagating the system during the various time intervals.
For example, 00 − 01 − 11 − 12 corresponds to sampling from an equilibrium distribution on the ground state (00), followed by dynamics on [E 0 (R) + E 1 (R)]/2 during t 1 (01), on E 1 (R) during t 2 (11), and on [E 1 (R) + E 2 (R)]/2 during t 3 (12) . Finally, the 2D spectrum is obtained by the following 2D Fourier transform:
46,59
Equation (49) The marked differences between the various FESs suggest that any transition between adiabatic surfaces will be accompanied by pronounced solvent rearrangements. Therefore, one expects significant signatures of nonequilibrium dynamics on the spectroscopy of the proton stretch, thereby making this a suitable model for investigating these effects. This is demonstrated in Fig. 4 , which shows the averaged fundamental transition frequency, ω 10 , along the 00 → 01 → 00 → 01 and 00 → 01 → 11 → 01 Liouville pathways. As can be seen, these two spectral trajectories are very different from one another, one drifting upwards and the other downwards, rather than fluctuating about a fixed equilibrium value. In addition, The 1D-IR spectra of the proton stretch calculated using the standard and QCL approaches are shown in Fig. 5 . Both spectra contain three major bands centered at ∼ 200 cm −1 , ∼ 2150 − 2250 cm −1 and ∼ 2500 cm −1 , which can be assigned to the transition state, covalent, and ionic configurations, respectively. 60 However, the ionic and covalent bands in the QCL spectrum are red-shifted and broader and the transition state band is more intense in comparison to the standard spectrum. These differences are due to solvation during t 1 on the mean (01) surface, which tends to destabilize the ionic and covalent bath configurations and stabilize the transition state configurations, thereby red-shifting and broadening the ionic and covalent bands, while sharpening and intensifying the transition state band.
The 2D-IR spectra of the proton stretch for three different values of t 2 calculated using the standard (top panels) and QCL (bottom panels) approaches are shown in Fig. 6 . The differences between the spectra calculated via the two approaches are due to signatures of nonequilibrium processes taken into account in the QCL approach but not in the standard approach. At t 2 = 0 fs, both approaches yield spectra which contain three positive diagonal peaks that correspond to the ionic, covalent, and transition state bands in the 1D-IR spectrum (see Liouville pathway (see Eq. (49)). The spectra at t 2 = 0 fs are relatively similar since the extent of solvation on the average 01 and 12 surfaces during the coherence periods t 1 and t 3 is limited by the short dephasing time (∼ 150 fs). Nonetheless, nonequilibrium dynamics on the average 01 surface intensifies the diagonal transition-state peak at the expense of the ionic and covalent peaks. The ionic and covalent peaks also broaden and red-shift since the 01 surface drives the system away from the ionic and covalent configurations and toward the transition-state configurations. The negative feature in the lower right corner of the spectrum also broadens, red-shifting along the ω 1 axis and blue-shifting along the ω 3 axis. This is due to the fact that ω 10 decreases during solvation on the 01 surface during t 1 , while ω 21 increases during solvation on the 12 surface during t 3 (see Fig. 3 ). Finally, the nega-
, which only appears in the QCL spectrum, arises since solvation on the 01 surface during t 1 drives the system toward transition state configurations, leading to absorption at the overtone frequency of 1500 cm −1 during the t 3 .
The differences between the two sets of spectra become more pronounced with increasing t 2 . At t 1 , the second pulse either returns the system to the 00 surface or puts it on the 11 surface. If the system is returned to the ground state, the ensuing nonequilibrium dynamics during t 2 will drive the system away from transition-state configurations toward ionic and covalent configurations. On the other hand, if the system is promoted to the first-excited state, the ensuing nonequilibrium dynamics during t 2 drives the system away transitions on the spectra are not incorporated into this formalism, but have been taken into account in Ref. [123] .
VII. CONCLUDING REMARKS AND PERSPECTIVES
Reaction rates and optical spectra associated with specific quantum DOF in condensed phase environments are difficult to compute due to the many-body nature of these systems.
One practical solution to this problem is to take a mixed quantum-classical approach, in which the environment of the quantum DOF of interest is treated classically. Interactions between the quantum subsystem and the classical environment or a radiation field can induce nonadiabatic transitions between the adiabatic states of the subsystem, leading to a breakdown of the adiabatic approximation.
In this chapter, we discussed the nonadiabatic dynamics prescribed by the solution of the QCLE. The nature of the resulting trajectories is quite different from that in standard surface-hopping schemes, 2, 124, 125 where transitions occur between adiabatic states and classical evolution takes place only on single adiabatic surfaces. In the QCL approach, trajectories are generated by a classical-like evolution, either on single adiabatic surfaces or on the mean of two coherently coupled surfaces. Moreover, during the coherent evolution segments the observable of interest acquires a phase, which leads to the creation or destruction of coherence when the observable is averaged over an ensemble of trajectories. In addition, the QCL propagator ensures that energy is exactly conserved along a trajectory even if the momentum-jump approximation is invoked.
Starting from its quantum mechanical origins, we showed how one can arrive at a computationally tractable expression for the rate constant of a condensed phase quantum process.
The calculation of this reactive-flux correlation function expression involves QCL dynamics of the species variables with the initial conditions sampled from the quantum equilibrium distribution. This approach was demonstrated for the calculation of the rate constant of a proton transfer reaction in a hydrogen-bonded complex dissolved in a polar solvent.
The QCL approach has also been used to rigorously derive mixed quantum-classical expressions for linear and third-order ORFs, which reflect the nonequilibrium dynamics of the photo-inactive DOF on multiple adiabatic surfaces due to interactions with a sequence of laser pulses. This QCL ORF approach should be contrasted with the standard approach, which is based on calculating ORFs that reflect equilibrium dynamics of the photo-inactive DOF on the ground-state surface. The nonequilibrium nature of the underlying dynamics is expected to have a pronounced effect on the spectra of chromophores that are strongly coupled to their environments. In general, this approach will be useful for simulating the optical response of many-body systems, such as liquids and biomolecules, for which the excited state adiabatic surfaces are significantly different from the ground state surface.
The studies of intermolecular proton transfer in a polar solvent constitute the first applications of QCL dynamics to the calculation of transport properties and optical spectra in a realistic, large-scale system. The QCL approach for computing rate constants may be widely applied to chemical and biological processes involving proton transfer, electron transfer, and proton-coupled electron transfer, since a quantum mechanical description of the transferring protons and/or electrons is absolutely required. To date, the QCL ORF approach has been used to treat linear and third-order vibrational spectroscopies such as 1D-IR and 2D-IR, but it can also be used to treat second-order spectroscopies such as sum frequency generation and other third-order spectroscopies such as three-pulse photon echo and pump-probe. In addition, the QCL ORF approach may be generalized to take into account vibronic transitions in order to simulate electronic spectra. In any case, methodological improvements and the development of new algorithms for executing QCL dynamics remain worthwhile endeavours due to the need for understanding increasingly complex systems.
