Abstract-We present a per-flow packet sampling method that enables the real-time classification of high-speed network traffic. Our method, based upon the partial sampling of each flow (i.e., performing sampling at only early stages in each flow's lifetime), provides a sufficient reduction in total traffic (e.g., a factor of five in packets, a factor of ten in bytes) as to allow practical implementations at one Gigabit/s, and, using limited hardware assistance, ten Gigabit/s.
I. INTRODUCTION
Accurate real-time identification of network-based traffic is an important factor for solving difficult network management problems including network-security, accounting, traffic engineering, and new class-of-service offerings.
Traditionally, traffic classification was realised by simply inferring the controlling application's identity from the use of TCP or UDP port numbers under the assumption that most applications consistently use 'well-known' ports. However, this technique is no longer effective because many applications are increasingly using ephemeral port numbers [1] .
Recent research on Internet traffic classification has brought many interesting ideas and methods that do not rely on 'wellknown' port numbers. Most of these newer schemes classify traffic by recognizing statistical patterns in externally observable characteristics. Particularly, alongside Intrusion Detection Schemes (IDS) such as Snort [2] , there have been a number of flow-classification mechanisms discussed in the literature (e.g., Li et al. [3] , Bernaille et al. [4] and Crotti et al. [5] ) that are able to provide high accuracy with access to only a limited number of packets from each flow.
However, in order to collect flow features and classify several hundreds of thousands of concurrent flows (which is typical of high-speed links), these schemes are associated with significant consumption of memory and computational resources. There are in fact definite trade-offs to be made between the classification performance and the resource consumption of the actual implementation [6] .
In this paper we present a new method of inline, real-time, classification for high-speed networks. Our method, based upon the partial sampling of each flow, permits sufficient reduction in total traffic (e.g., a factor of five in packets, a This work was done while Marco Canini was visiting the Computer Laboratory, University of Cambridge.
factor of ten in bytes) to just that traffic required to permit practical implementations at one Gigabit/s, and, using limited hardware assistance, ten Gigabit/s.
There already exists a prodigious quantity of work on the sampling of streams of packets; for example, Duffield [7] provides an excellent review of the field. This research differs from most sampling techniques in that we specifically wish to target the first J packets of each flow within a trafficmultiplex. By focusing upon only a fixed number of packets early within each flow we can discard all remaining packets of any flow. Our approach provides the compliment to a number of existing network (application) classification schemespermitting their realization at high speed.
We consider that our approach to flow-sampling permits the implementation of such traffic schemes for the future of advanced network monitoring, network resource management, anomaly detection, application-specific strategies and network auditing activities.
II. METHODOLOGY
This section gives an overview of the design of the perflow packet sampling scheme. This scheme is shown diagrammatically in Figures 1 and 2 . The scheme operates by defining a time window of length Wand identifying the first J packets from each flow that occur within that window (typically several seconds long). As can be seen the scheme is structured into two levels. The first is the sampling mechanism which operates at the per-packet level ( Figure 1 ) and the second is the memory allocation algorithm (Figure 2 ) which operates on a per-window level (and thus the time scale is several orders of magnitude higher) and sets the parameters required in the first level (specifically the mj, j == 1, ... , J).
In this work, we define a flow as a bi-directional stream of packets identified by the usual IP five-tuple: source and destination addresses, IP protocol, and source and destination ports.
At the per-packet level every packet initially has its flow identifier extracted (i.e., the IP tuple). This identifier is then used to query the first Bloom filter to determine if it has been seen before (a Bloom filter may be considered a lossy memory device as will be explained in detail later in Section III). If it has been seen before then the second Bloom filter is queried P(bit not set) = (1 _~)k (1) If i (distinct) elements have already been added then the probability that a particular bit is still 0 is:
And so, when the filter contains i elements, the probability of a false positive (i.e., all k bits have been set) is:
It can be shown [9] that if a Bloom filter is designed to hold at most n (distinct) elements then the optimal value of k mj in S to [0, ... , m -1], and supports two basic operations: add and query.
The index functions are traditionally assumed to be hash functions with the standard assumptions that they are random, uniform, and independent, though these assumptions can be m2 replaced with universal hashing arguments [8] .
Given an element X E U, a Bloom filter supports the operation add (x) which uses the hash functions to generate k indices into the array and sets the corresponding bits to 1. The operation query (y) tests if an element y E U belongs to the set S by computing the k indices for y and checking whether all referenced bits are 1. A negative query clearly indicates that the element is not in the Bloom filter, but a positive query may be due to a false positive; the case in which the queried element was not added to the Bloom filter, but all k queried bits are one (due to other additions).
We now introduce the theory required for selecting the appropriate dimensions of the bloom filters. First a theoretical expression will be constructed and then progressively relaxed to allow easy online implementation. The theory behind Bloom filters is well known but is repeated here as this particular application has several deviations from the usual situation.
During an insertion, the probability that a certain bit is not set by a certain hash function is 1 -11m. Considering all k hash functions, the probability that a certain bit is not set is:
ARmodel Fig. 2 . Per-window level of the sampling scheme.
and so on until either a negative response is returned or all the Bloom filters return a positive response. A negative response in the jth filter indicates that this is the jth packet from this flow (in an ideal case) and it is thus selected for sampling. In addition, this IP tuple is added to the Bloom filter, so that the next packet from this flow will obtain a positive answer from this filter. In the case that all the Bloom filters return a positive answer then (ideally) this is not one of the first J packets in the flow and is discarded. Figure 3 shows the pseudo-code for the described algorithm. As will be explained later, the amount of IP tuples that the jth Bloom filter can hold is directly related to the amount of memory, mj, assigned to this filter. This is discussed in detail in Section IV.
III. PER-PACKET LEVEL SAMPLING
A Bloom filter is a simple space-efficient probabilistic data structure for representing a subset S == {Xl, X2, ... , x n } of n elements of some universe U in order to support membership queries. A Bloom filter is implemented as an array of m bits, initially all set to 0, uses k hash functions mapping elements is In 2(mjn). This value minimizes the probability of a false positive after all n elements have been added to the filter.
However, in this application we are interested in the number of false positives that occur as the Bloom filter is being filled. Consider the start of a new flow. Querying the first filter with the identifier from that flow should obtain a negative answer (if there is no false positive), thus the flow identifier will be included in the Bloom filter. Subsequent packets from this flow will definitely obtain a positive answer and so will be shunted onto the next Bloom filter for consideration (multiple filters will be considered later in this section). Thus, for analyzing the number of false positives, with respect to this Bloom filter, only the first packet from a new flow need to be considered. In fact, each first packet can cause exactly one false positive with probability given by Equation 3. Therefore, we can formulate the expected number of false positives for the first filter, E[F 1 ], by summing over the total number of flows n, which gives:
We now consider the case for multiple Bloom filters. Suppose there are J Bloom filters arranged such that any flow identifier that obtains a match in the first filter is tested for a match in the second and so on until either no match is found (and so this flow identifier is recorded in that filter and the current packet gets sampled) or all the filters report a match (and so the current packet is discarded). Assuming a flow with a number of packets greater than the number of filters, ideally the jth packet from this flow should cause a match in all the filters between the first up to the j -1th, while the jth filter should return a negative answer. However, there is the possibility that a false positive has previously occurred in one of the first j -1 filters, in which case the jth packet will be considered by the j + 1th filter (or discarded if it exhausts all the filters). In this case there will be fewer packets sampled in this flow than desired. In general, for a given flow f, the number of sampled packets is bounded by the minimum between f's packet count and J minus the number of false positives that affects f. Thus a false positive is equivalent to a sampling error and the expected number of false positives E [F] over all the Bloom filters is the appropriate measure to use in evaluating the system:
where nj is the recorded number of flows with (at least) j packets and mj is the memory assigned to the jth Bloom filter. It should be noted that nj will differ from the actual number of flows with (at least) j packets due to two factors; the first is that false positives in the j -1th filter will effectively be treated as flows of length j (thus increasing nj) and the second is that false positives may occur in the jth filter (thus reducing nj). The effect of these factors will be examined in Section V.
In our application, we are clearly interested to find a configuration of the filter parameters that minimizes the number of false positives (Le., Equation 5 ). In Section IV we offer a detailed description of an algorithm that computes an estimate of nj and from that derives the optimal allocation of memory for each filter (mj). Here we just anticipate one result from that section: the ratio mjjnj is constant for any filter j (therefore k is the same across the filters); and we focus on the parameter k which constitutes a complicated factor for accuracy: too many or too few hash functions lead to suboptimal performance.
One approach to minimizing the expected false positives is to differentiate Equation 5 with respect to k and set it equal to 0 to find the global minimum. This method gives us the non-discrete optimal choice of k, but it should be noted that k has to be an integer value. Rounding to the nearest integer is a reasonable fix but does not always result in the best discrete k. However, Dillinger et al. [10] in their work on probabilistic verification of finite-state transition systems, have reported that the value of k that minimizes Equation 5 for a given mj j nj (independent of j) can be estimated using a fitted curve:
n Note that we now use this formula to compute k in Equation 5 because we assume the ratio mj jnj is constant as will be shown in Section IV.
A. Alternatives to Bloom filters
One alternative to Bloom filter is the Counting Bloom filter [11] , where each entry in the filter is not a single bit but rather a small counter. This modification to the standard Bloom filter supports a remove operation which allows the number of stored elements to change over time. Even though this would appear ideal in the current application as flows are constantly starting and finishing, it is not appropriate because another storage mechanism would be required to maintain a state for each flow along with its identifier. In fact, such information is needed to remove the flows from the counting Bloom filter after a time out has been reached. This additional mechanism would add complexity, while we desire to design a simple one and easily implementable in hardware. More importantly, it would contrast with the principles behind our scheme where the main idea is to avoid maintaining per-flow information by exploiting the space efficiency of Bloom filters in combination with a time window that excludes the necessity of removing elements from the filters (except at the end of each interval when the filters are emptied).
Bloom filters are not the only probabilistic data structure that can be used to realize the packet sampling scheme. We briefly comment on the use of Multistage filter [12] and k-ary sketch [13] (although an in depth comparison of these methods is beyond the scope of this paper).
A different approach to using a bank of Bloom filters is the Multistage filter (a variation of Counting Bloom filter). A Multistage filter is composed of d hash stages that operate in parallel. A stage is a table of b counters which is indexed by a hash function computed on the flow identifier. Each stage uses an independent hash function. When a packet comes in, a hash function is computed on its IP tuple for each stage and the indexed counters are incremented by one. If a packet maps to counters of J or more at all d stages then this indicates that J packets or more have already been seen for this flow and so this packet is discarded.
In the Multistage filter, there is the possibility that the counters are incremented by more than one flow (i.e., a collision). When a new flow starts, its first packet might map to d counters that are shared with other flows. This condition leads to sample fewer packets for this flow than desired. The main problem for using this data structure in our application is that it is possible that not even a single packet from a certain flow is sampled (i.e., when all d counters are J or more).
However, when using a chain of Bloom filters, the event of a false positive in one of the Bloom filter is not likely to cause a false positive on a later filter of the chain because the hash functions are chosen independently at random for each filter; this makes the method more robust to the errors of the underlying data structure. Even though the overall number of collisions in the Multistage filter has been found to be lower [12] , the chain of Bloom filters is preferable in this application due to the nature of those false positives.
A k-ary sketch is similar to the Multistage filter. In our situation, we would not perform an insert operation for every flow identifier, because we are only interested to count up to J packets for each flow. Therefore, given a flow identifier x, before updating the sketch we could compute U: st and compare its value with J: if less then the array is updated and the packet is sampled, otherwise the packet is discarded. For the current application, the k-ary sketch presents the same kind of problem as the Multistage filter does: if U: st is in error at the beginning of a new flow then all the packets belonging to this flow will be discarded.
B. Per-packet level implementation
The abundance of flipflops and ease with which pipelines can be constructed within FPGAs make FPGAs well suited for the implementation of the algorithm we present in this paper. As packet data pass through a series of pipeline stages, the components of the flow identifier can be picked out of the packet at line rate. This is a low cost operation in an FPGA.
Once the complete flow identifier has been collected, the J x k hash functions compute their values in parallel.
It is a feature of some hash functions, such as CRC, that a result is available in as few as 1 cycle and since static memories have similarly low access latencies, in many cases the overall result will be ready even before the whole packet has been received. Computationally, the most expensive component of this process is the calculation of the hash, so system speed (i.
Dharmapurikar et al. demonstrated in [14] the feasibility of implementing Bloom filters based packet classification algorithms at OC-192 link rates. The algorithm published there was capable of handling 38 Mpktsls in hardware using external static RAM. Similarly, the algorithm presented here could make use of external static RAM.
IV. PER-WINDOW LEVEL MEMORY ALLOCATION
This section considers the segmentation of the available memory for allocation to each Bloom filter (i.e., the mj in Equation 5 ). There are two issues to be dealt with here; first, Equation 5 is quite cumbersome and is computationally expensive to calculate. Second, the quantities nj are unknown because they correspond to the number of flows with at least j packets that will be seen in the next window, and so these has to be predicted.
The optimum value for the mj is subject to the constraint that there is a fixed amount of memory available:
where M is the total amount of memory available. As far as the authors know a closed form solution for Equation 5 subject to the constraint in Equation 7 is not possible (even using the simplifications known in the literature for the Bloom filter theory). Thus the MATLAB constrained minimization algorithmfmincon was applied to find the optimal allocation of the mj in order to minimize the number of false positives. The optimum mj are very close to those achieved when mj/nj == mi/ni with i i-j. This simplification facilitates easy online estimation. Specifically, given that the (near) optimal value of mj is achieved when mj/nj == mi/ni with i 1= j implies:
where a is the required ratio of mj / nj. Equations 7 and 8 are linear in mj and may be easily and quickly solved.
The second problem, predicting nj is now discussed. There are many time-series forecasting algorithms which can all be applied to this situation (see for example [15] ). However, considering the need for online implementation of these (9) Fig. 4 . TCP bandwidth of our reference trace measured using a 120 s time interval. flow for our trace. Note that a "linear" relationship in such loglog scaled plot indicates consistency of the tail with a Pareto distribution. The plot reveals insight about how efficiently sampling up to the Jth (with J small) can serve in terms of reducing the volume of data that a flow classification application has to deal with. Further, taking J equal to 10 results in less than 4% of the flows not being sampled completely. Figure 7 shows the number of active TCP flows measured using a 120 s time interval. The spikes shown in this figure are very likely port and/or address scans.
AR model
We now describe how we obtained the AR model for our trace and present the related results. First, we measured the actual value of nl (k) for each k, for every 120 s interval of the trace, by substituting an accurate set implementation to the Bloom filters in our scheme. Figure 8 shows the partial auto-correlation function (PACF) for nl (k) and n3 (k) together algorithms, we regard the Auto Regressive (AR) model as appropriate for this situation. An AR model consists of linearly regressing on the time-series of interest using the model:
Dataset overview
In order to evaluate the sampling scheme, we use traffic traces collected from the edge of a research institute connected to the Internet via a full-duplex 1 Gigabit Ethernet link. In this paper, we present the results obtained by using a 12 hour long trace. In addition, results from other sites where tested and found to give similar results (but are not reported for brevity). We only consider TCP traffic, as it constitutes the majority of the traffic volume for our trace. Figures 4 and 5 show the link utilization and packet rate respectively of TCP traffic measured using a 120 s time interval. The actual maximum link utilization is at around 360 Mbit/s while the maximum packet rate is above 56 Kpkts/s. Figure 6 plots the (empirical) complementary cumulative distribution function (CCDF) of the number of packets per or an estimate based on a partial count of nj (k -1) may be used (e.g., if we are half way through the previous window we could simply double the count as an unbiased estimate of nj(k-1)).
Finally, consider the value of W. We can assume that nj depends linearly on W, and so Equation 5 becomes a function of W in nj (W) . Given an acceptable level of false positives (subjectively selected) the appropriate value of W can be easily estimated by use of a search algorithm (as the number of false positives is a function of the window size).
where nj (k) is the predicted value of nj (k) at time (i.e., window) k, (}i is the ith parameter associated with ith regressor, nj(k -i), Ej(k) is a residual, and p is the order of the model. The order of the model may be estimated using the standard Box Jenkins approach by examining the autocorrelation function and the partial-autocorrelation function of the time-series (see [15] for full details). Given the order of the model, the parameters may then be estimated using ordinary least squares or in the presence of outliers some form of robust least squares (although this would increase the complexity of the implementation).
One complication is that the value of nj (k -1) is itself only available at the very instant it is required (at the very end of the last window and start of the current window). Thus, no sampling can take place during the time required to compute the estimate for the memory allocation. In order to avoid this situation from arising, either the previous estimate of nj (k) may used in place: 
with the 95% confidence intervals. As can be seen, there appear to be significant lags at several values for nl (k ).
However, once the outliers are removed from the data the PACF resembles that of n3 (k) which shows significant lags only at 1, 2 and 3 implying that an AR model of order 3, AR(3), may be applicable to this time-series. Further, it was found that an AR(3) model appears applicable in all cases (this is not surprising considering the high degree of crosscorrelation between the nj). The forecast and actual values of nl (k) and n3 (k) are shown in Figure 9 and 10 respectively. Table I , summarize the parameter estimates and statistics for the AR(3) models trained for 10 Bloom filters. In order to estimate the parameters, ordinary least squares was used and the dataset was split randomly into a training set (2/3 of the data) and a test set (1/3), uniformly distributed across the data. As can be seen there is good agreement between the Mean Squared Errors (MSE) obtained in the training and test sets showing that the models have generalized well. The Mean Absolute Percentage Errors (MAPE) are given for easy interpretation of the results, and these show that on average the forecast is within 4% of the actual. Fig. 11 . Number of false positives, measured and theoretical. 
Simulations
To evaluate our method we have run several experiments using a software implementation of the packet sampling scheme. By having a software implementation, we are able to add the capability of detecting false positives using hash sets to mirror the set represented by each Bloom filter.
Choosing k independent hash functions for each Bloom filter constitutes a practical problem. In our implementation, we used two different hashing techniques: (i) universal hashing [8], and (ii) enhanced double hashing [10] . Theoretically, universal hashing has the property of behaving as a random function of the input set which ensures uniformity of the output values. The reason for choosing enhanced double hashing over universal hashing is that it only requires the evaluation of two hash functions to generate k independent indices, making the execution faster [16] . Our implementation of enhanced double hashing uses Jenkins' hash function [17] with two randomly chosen initial values to hash a flow identifier into k indices. We found that the results (omitted for brevity) given by using the universal hashing technique are very similar to those obtained with enhanced double hashing, in accordance with [16] . Figure 11 shows the number of false positives, theoretical according to Equation 5 (shown as "expected fp") and measured for two experiments. For these experiments we used J = 10, W = 120 and M = 512KB. Shown as "ratio sol." is the the simulation in which we have used the memory allocation obtained by computing the Equations 7 and 8 for every interval, using the actual nj previously measured to derive the AR model. This represents the best possible case, i.e., when the forecast of AR model is exactly the actual value. Finally, "ratio ad sol." refers to the simulation of our method using the adaptive memory allocation algorithm. In this case, the estimate of nj is based on the recorded nj for the past three intervals. As can be seen there is good agreement between the expected number of false positives in all cases. The following figures refer to the "ratio ad sol." experiment.
Unfortunately, the estimate of nj is not always correct. Figure 12 shows the estimate of nj over time compared to the recorded value at the end of every interval. These estimation errors yield to sub-optimal memory allocations as it is the case for the traffic spike at about 11 :30 in Figure 11 . There the measured number of false positives is above the 
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Traffic spikes
Interestingly, the scheme is robust to spikes in the number of active flows caused by attacks or scans (both IP or port scans, as they are regarded as an individual flow each). In fact, during these kinds of attacks there are many more flows having a small packet count, typically 1 to 3 packets. Potentially, this is going to create a high number of false positives in the first three Bloom filters, however, it is likely that these flows will end up in later Bloom filters, assuming J is above 6. Therefore, the scheme is sampling all the first packets of each attack or scan flow with high probability.
VI. RELATED WORK
Bloom filters have found application in numerous areas of Computer Science, most notably in database applications, and more recently in networking. In [9] , Broder et al. have surveyed the network applications of Bloom filters.
Related to our work is the traffic accounting scheme described by Estan and Varghese [12] . They proposed a novel byte-counting algorithm based upon a Multistage filter, a structure derived from Counting Bloom filter [11] , which the payload of the few initial packets of each flow. First we run L7 without sampling on the last hour of our trace. It recognizes a total of 2,642,841 flows. Then we feed into L 7 the packets sampled by using our method with M=512KB, J=10 and W=120. In this case the total number of flows is 2,636,549. The difference is 6,292 (0.0024%) flows. These are essentially single or two packets flows that are not sampled because of errors due to the false positives in some of the filters. Another 6,021 (0.0023%) flows are instead present among the sampled ones but are not classified by L 7, which means that not all their packets could have been sampled, still due to false positives in some of the filters. In total the difference is 12,313 (0.0047%) flows, which causes a negligible loss in the accuracy of L7.
However, using this sampling method, L7 experiences a traffic volume which is reduced of an order of magnitude. 
Testing with a flow classification application
Finally we tested our method with one flow classification application and looked at the results obtained by running with and without sampling. We chose to use the layer-7 traffic classifier (L7) described in [18] . This application uses a pattern matching based technique to classify each flow according to the generating application. L7 uses the information carried in expected one by about 60%. However, when we consider the individual number of false positives per Bloom filter, as shown in Figure 13 , it appears that only the first few filters of the chain experience a steep increase of false positives. In contrast, the other filters (which compensate the false positives in early filters by storing more elements), record an evolution of false positives which is in good agreement with the theoretical results. Figure 14a shows the percentage of sampled packets for the "ratio ad sol." experiment compared to the ideal situation of not having false positives. The analogous plot of the percentage of sampled bytes is represented in Figure 14b . It can be seen that, for both metrics the sampling scheme performance is close to the ideal case, despite the high numbers of false positives shown before. In both figures the "ratio sol." curve is actually below the ideal case. This is because for a small number of flows fewer packets than desired are sampled. Finally, note that this scheme achieves reduction in total traffic in the order of a factor of five in packets, and a factor of ten in bytes. Table II reports the average ratio of mj / mI. These determine the memory allocation and reflect the characteristic of Internet traffic in which the majority of the flows are mice but a small number of large flows account for the quasi majority of the packets.
We now illustrate how the parameter M changes the number of sampled packets and bytes, how many false positives we get and how many flows are affected by false positives and how many packets and bytes which were supposed to be sampled don't get sampled. For the following experiments we only test for 1 hour of the trace, the last hour. Figures 15a and I5b represent the percentage of sampled packets and bytes respectively for M =512KB and multiples. Figure 16 reports the total number of false positives for every interval. Table III lists the number of flows that are affected by false positives and the amount of packets and bytes that are not sampled. Note that, for our trace, 5I2KB of memory already provide a good performance, but doubling the memory improves it of an order of magnitude. However, past 1024KB, the benefit given by using more memory quickly decreases. focuses upon the identification and monitoring of a small number of elephant flows and leads to an implementation optimized for that specific metric. Our work, focusing upon packet-counting, results in a different physical structure. Kumar et al. [19] introduced a novel data structure, SpaceCode Bloom filter (SPBF), which enables approximate perflow traffic measurements by using multiple Bloom filter with increasing resolutions and extends the Multistage filter approach which addresses the problem of monitoring just a few large flows. In contrast with that work, we use a chain of J standard Bloom filters where J is expected to be a small number (e.g., in the range of 5 to 10). With such few filters it is not efficient to use a multi-resolution SPBF, which is most suited to account for flow sizes.
In [20] , the authors propose the Time Machine, a system that uses dynamic packet filtering and buffering to enable bulk recording of large traffic streams. This system implements a filtering scheme that realizes a flow cutoff. for every flow, it only keeps up to the first X bytes. Such mechanism is very similar to our sampling scheme, although we use packet count as the unit for flow cutoff. However, our approach is based on probabilistic data structures which can be dimensioned to use just a fraction of the memory occupied by the deterministic data structure implemented in Time Machine.
Finally, an FPGA-based accelerator for Network Intrusion Prevention was presented in [21] . Their approach uses large state tables (maintained in hardware) to define large-volume subsets of traffic which are not interesting for the intrusion prevention system. In our scheme instead, we focus on extracting some packets for each active flow.
VII. CONCLUSION We have presented both a method and practical implementation of a flow-sampling scheme suitable for the inline, realtime, classification of high-speed networks. We demonstrated that our approach, based upon the partial sampling of each flow, permits sufficient reduction in total traffic (e.g., a factor of five in packets, a factor of ten in bytes) to permit practical implementations at one Gigabit/s, and, using limited hardware assistance, ten Gigabit/s.
Future Work
The next stage of development for this project is the implementation in hardware and online testing of the system. In addition, the value of W can be adjusted and the advantage of using a bank of bloom filters which overlap the time windows can be investigated. The advantage of this approach would be to determine (to a limited degree) flows which begin in one window and continue into the next.
