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Abstract
A deterministic multiscale toy model is studied in which a chaotic fast subsystem
triggers rare transitions between slow regimes, akin to weather or climate regimes. Us-
ing homogenization techniques, a reduced stochastic parametrization model is derived
for the slow dynamics. The reliability of this reduced climate model in reproducing
the statistics of the slow dynamics of the full deterministic model for finite values of
the time scale separation is numerically established. The statistics however is sensitive
to uncertainties in the parameters of the stochastic model.
It is investigated whether the stochastic climate model can be beneficial as a forecast
model in an ensemble data assimilation setting, in particular in the realistic setting
when observations are only available for the slow variables. The main result is that
reduced stochastic models can indeed improve the analysis skill, when used as forecast
models instead of the perfect full deterministic model. The stochastic climate model
is far superior at detecting transitions between regimes. The observation intervals for
which skill improvement can be obtained are related to the characteristic time scales
involved. The reason why stochastic climate models are capable of producing supe-
rior skill in an ensemble setting is due to the finite ensemble size; ensembles obtained
from the perfect deterministic forecast model lacks sufficient spread even for moderate
ensemble sizes. Stochastic climate models provide a natural way to provide sufficient
ensemble spread to detect transitions between regimes. This is corroborated with nu-
merical simulations. The conclusion is that stochastic parametrizations are attractive
for data assimilation despite their sensitivity to uncertainties in the parameters.
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1 Introduction
An area of broad research in the atmospheric sciences in recent times is how to most ef-
fectively parametrize subgrid-scale processes. Since the pioneering papers by Leith (1975)
and Hasselmann (1976), the stochastic parametrization of processes which cannot be spa-
tially and/or temporally resolved have recently gained popularity across disciplines in the
atmospheric, oceanographic and climate sciences (Palmer, 2001). Applications range from
the study of atmospheric low-frequency variability (Franzke et al., 2005; Franzke and Majda,
2006), deep-convection and cloud modelling in GCM’s (Lin and Neelin, 2000, 2002; Plant and Craig,
2008), decadal climate changes such as El Nin˜o (Kleeman, 2008) to paleoclimatic modelling
(Ditlevsen, 1999; Kwasniok and Lohmann, 2009). We refer the reader to the books edited by
Imkeller and von Storch (2001) and by Palmer and Williams (2010) which contain excellent
overviews of current trends in stochastic climate modelling.
There exists a plethora of different methods to construct stochastic subgrid-scale parametriza-
tions, including phenomenological approaches such as randomization of existing determin-
istic parametrization schemes (e.g. Buizza et al. (1999)), energetic backscattering (e.g.
Frederiksen and Davies (1997); Shutts (2005)), data driven techniques such as Markov chains
(e.g. Crommelin and Vanden-Eijnden (2008)), and systematic approaches using stochastic
homogenization (e.g. Majda et al. (1999, 2003)). The specific functional forms and pa-
rameter values of the respective parametrization schemes can be heuristically postulated on
grounds of the particular physics involved (e.g. Lin and Neelin (2000)), or estimated using
time series analysis (e.g. Wilks (2005)). In the case of multiscale dynamics, however, the
parameters can be systematically derived using averaging and homogenization techniques
(e.g. Majda et al. (1999, 2001, 2008)). Our work will be concerned with the latter approach.
The general theory of stochastic averaging and homogenization for multiscale dynamical sys-
tems goes back to the seminal papers of Khasminsky (1966), Kurtz (1973) and Papanicolaou
(1976). Starting with Majda et al. (1999) these mathematically rigorous ideas have recently
been applied in the atmospheric context by Franzke et al. (2005) and Franzke and Majda
(2006).
We will introduce a simple deterministic multiscale toy model in which a slow degree
of freedom with multiple stable states, resembling slow weather or climate regimes (eg.
Legras and Ghil (1985); Crommelin (2003); Crommelin et al. (2004); Branstator and Berner
(2005) and Ditlevsen (1999); Kwasniok and Lohmann (2009)), is driven by a fast chaotic sub-
system which also involves metastable regimes. Although simple, this model involves core
phenomena found in realistic applications such as slow and fast metastable states as carica-
tures of climate and weather regimes respectively, and rare transitions between them. The
model is amenable to the theory of homogenization (for an excellent review see Givon et al.
(2004) and Pavliotis and Stuart (2008)), and we will derive a reduced stochastic climate
model describing the slow dynamics of the full higher-dimensional model. Whereas for non-
systematic stochastic parametrizations the results are sensitive to details of the assumed
processes, we will verify here that the homogenized reduced model faithfully represents the
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slow dynamics of the full system even for moderate time scale separation. We have chosen a
system amenable to homogenization precisely for the reason that the issue of the appropriate
choice of the stochastic parametrization does not arise and the validity of the parametriza-
tion is guaranteed by rigorous theorems (at least in the limit of large time scale separation).
Our main focus here is how well homogenized stochastic climate models perform when used
as forecast models in the context of ensemble data assimilation. In data assimilation one
attempts to find an optimal estimate of the state of a system combining information of noisy
observations and a numerical forecast model exhibiting model error (Kalnay, 2002). This
procedure is complicated by the nonlinear chaotic dynamics of the system as well as the
impossibility of observing the entire system at any one time. On larger time scales, it is
often only possible to adequately observe the slow, large scale degrees of freedom of the
system, while the fast, small scale degrees of freedom in general remain unobservable. We
consider one of the state-of-the art data assimilation methods called the ensemble Kalman
filter (EnKF) (Evensen, 1994, 2006). In such a filter one evolves an ensemble of state esti-
mates forward in time using a full nonlinear forecast model, and then estimates the forecast
(or background) mean and its associated error variance from the ensemble. Together with
observations of the system, this covariance is used in a least squares minimization problem
to find an optimal state estimate called the analysis, along with an estimate of the associated
analysis error covariance. This filter is optimal for linear systems with Gaussian errors, as-
sumptions which are generically not consistent with real world systems. Besides their ease of
implementation, the attractive feature of ensemble filters is that the forecast error covariance
is estimated using the full nonlinear forecast model.
Ensemble based Kalman filters, however, suffer from the problem of sampling errors due
to the insufficient ensemble size. These errors usually underestimate the error covariances
which may ultimately lead to filter divergence, when the filter trusts the forecast and ignores
the information given by the observations. To avoid filter divergence the concept of covari-
ance inflation was introduced whereby the prior forecast error covariance is increased by an
inflation factor (Anderson and Anderson, 1999). This is usually done globally and involves
careful and computationally expensive tuning of the inflation factor (for recent methods on
adaptive estimation of the inflation factor from the innovation statistics see Anderson (2007,
2009); Li et al. (2009)).
We will address here the following questions: Under what circumstances can reduced stochas-
tic climate models improve the skill of an ensemble based data assimilation scheme if used
as forecast models? Furthermore, if they do, why so?
Harlim and Majda (2008, 2010) studied ensemble filtering on the Lorenz-96 model (Lorenz,
1996) in the fully turbulent regime, where they found skill improvement for a stochastic
climate forecast model which was constructed by radically replacing all nonlinear terms by
linear stochastic processes whose statistics are estimated by fitting the model to the climato-
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logical variance, the decorrelation time and the observation time correlation. Here we study
the performance of systematically derived climate models, however our results will also shed
light on skill improvements seen in other ensemble based stochastic filtering methods.
Stochastic climate models have often been found to not reproduce the autocorrelation func-
tion of the full deterministic system well, in particular for small time scale separation (see
for example Franzke et al. (2005); Franzke and Majda (2006)). Here we will see that this
inaccuracy in faithfully reproducing the statistics of the slow dynamics does not preclude
stochastic reduced models from being beneficial in data assimilation. We will identify a range
of observation intervals in which the reduced stochastic climate model actually outperforms
the full deterministic model. The range of observation intervals for which skill improvement
is observed will be related to the characteristic time scales of the system. In particular we
find that the observation interval has to be larger than the typical time taken for the slow
state to switch regimes, and smaller than the decay rate of the autocorrelation function of
the slow variable. Hence, stochastic climate models will be beneficial when studying weather
or climate systems on time scales which resolve regime switches.
We find that although climate models with appropriately determined drift and diffusion
terms faithfully reproduce the slow dynamics of a multiscale deterministic model, the statis-
tics of the climate model is rather sensitive to uncertainties in the drift and diffusion terms.
A central result will be that their superior performance in data assimilation is not linked
to their accurate approximation of the statistical slow behaviour but rather to a controlled
increase of the ensemble spread associated with their inherent dynamic stochasticity, with an
effect similar to inflating covariances or increasing ensemble size. Hence optimal performance
of stochastic reduced climate models will be achieved when the diffusion coefficient is larger
than the value which produces the closest match to the full deterministic dynamics.
The remainder of the paper is organised as follows: In Section 2 we introduce the model
and derive the reduced stochastic climate model for the slow dynamics using homogenization
techniques. Estimation of the drift and diffusion terms in the climate model is performed
in Section 3. In Section 4 we examine some of the relevant characteristic time scales of the
dynamics. In Section 5 we then study the sensitivity of these time scales to uncertainties
in the time scale separation parameter as well as in the diffusion and the drift term of the
climate model. After a brief overview of ensemble Kalman filtering in Section 6 we present
numerical results showing the skill improvement in using the reduced climate model over
the full deterministic model in an ensemble Kalman filter in Section 7. We conclude with a
discussion in Section 8.
4
2 The model
We consider the following deterministic system with slow-fast time scale separation proposed
in Givon et al. (2004)
dx
dt
= x− x3 + 4
90ε
y2 (1)
dy1
dt
=
10
ε2
(y2 − y1) (2)
dy2
dt
=
1
ε2
(28y1 − y2 − y1y3) (3)
dy3
dt
=
1
ε2
(y1y2 − 8
3
y3). (4)
Here the slow variable x is driven by a fast chaotic Lorenz system (Lorenz, 1963). The slow
dynamics (1) describes an overdamped degree of freedom in a one-dimensional potential well
V (x) = x4/4 − x2/2 which is being continually “kicked” by the fast chaotic motion of the
Lorenz subsystem (2)-(4). In the following we will set ε2 = 0.01 unless specified otherwise.
In Figure 1 we show a trajectory of the slow variable x obtained from a simulation of the full
deterministic system (1)-(4). The trajectory of the slow variable appears to randomly switch
between two metastable states around the minima of the potential V (x) at x⋆ = ±1. In the
following Section we will derive a reduced stochastic differential equation which describes
the effective slow dynamics.
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Figure 1: Sample trajectory of the slow variable x of the full deterministic 4D model (1)-(4).
The dynamics appears to randomly switch between two metastable states with randomly
distributed sojourn times τi.
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Derivation of the stochastic climate model
The ergodicity of the fast chaotic Lorenz equation (Tucker, 1999) and its mixing prop-
erty (Luzzatto et al., 2005) allows for an application of stochastic model reduction tech-
niques, by which the fast chaotic degrees of freedom are parametrized by a one-dimensional
stochastic process. This can be heuristically justified provided the fast processes decorre-
late rapidly enough; then the slow variables experience the sum of uncorrelated fast dy-
namics during one slow time unit. According to the (weak) Central Limit Theorem this
converges to approximate Gaussian noise in the limit when the time scale separation be-
comes infinite. We will formalize this and apply stochastic singular perturbation theory
(homogenization) (Khasminsky, 1966; Kurtz, 1973; Papanicolaou, 1976; Givon et al., 2004;
Pavliotis and Stuart, 2008) to deduce the following reduced stochastic 1D climate model for
the slow x-dynamics
dX
dt
= X(1−X2) + σdW
dt
(5)
with 1-dimensional Wiener process W , where σ is given by the total integral of the autocor-
relation function of the fast y2 variable with
σ2
2
=
(
4
90
)2 ∫ ∞
0
{ lim
T→∞
1
T
∫ T
0
y2(s)y2(t+ s)ds} dt . (6)
Rather than studying the system (1)-(4) directly, in stochastic homogenization one con-
siders the associated Fokker-Planck or its adjoint backward Kolmogorov equation. Whereas
the original ordinary differential equation is nonlinear, the latter ones are linear partial dif-
ferential equations and can be treated with standard perturbation techniques, expanding
in the small parameter ε and studying solvability conditions of the linear equations at the
respective orders of ε. The solvability conditions are given by Fredholm alternatives and can
be evaluated using the ergodicty of the fast process.
We will analyze the system (1)-(4) in the framework of the backward Kolmogorov equa-
tion for the conditional expectation value of some sufficiently smooth observable φ(x, y)
defined as
v(x0, y0, t) = E [φ(x(t), y(t)) | x(0) = x0, y(0) = y0]
with y = (y1, y2, y3). Here the expectation value is taken with respect to the ergodic measure
induced by the fast dynamics of the chaotic Lorenz system. We drop the 0-subscripts for
ease of exposition from here on. We study the following Cauchy problem for t ∈ [0,∞)
∂
∂t
v(x, y, t) =  Lv(x, y, t)
v(x, y, 0) = φ(x, y) , (7)
with the generator
 L =
1
ε2
 L0 +
1
ε
 L1 +  L2 ,
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where
 L0 ≡ g(y) · ∇y (8)
 L1 ≡ 4
90
y2
∂
∂x
(9)
 L2 ≡ x(1− x2) ∂
∂x
, (10)
and g(y) denotes the scaled vectorfield of the fast Lorenz system g(y) = (10(y2−y1), (28y1−
y2− y1y3), (y1y2−8y3/3)). We remark that equally we could have used the framework of the
Fokker-Planck equation.
Pioneered by Kurtz (1973) and Papanicolaou (1976) a perturbation expansion can be
made according to
v(x, y, t) = v0 + εv1 + ε
2v2 + · · · . (11)
A recent exposition of the theory of homogenization and their applications is provided in
(Givon et al., 2004; Pavliotis and Stuart, 2008). Substituting the series (11) into the back-
ward Kolmogorov equation (7) we obtain at lowest order, Ø(1/ε2),
 L0v0 = 0 . (12)
The chaotic dynamics of the fast Lorenz system, associated with the generator  L0, is ergodic
(Tucker, 1999). Hence the expectation value does not depend on initial conditions, and we
obtain
v0 = v0(x, t)
as the only solution of (12).
Ergodicity implies the existence of a unique invariant density induced by the fast chaotic
dynamics given by the unique solution of the associated Fokker Planck-equation
 L⋆0ρ = 0 ,
where  L⋆0 is the formal L2-adjoint of the generator  L0. We label this solution as ρ∞(y).
At the next order, Ø(1/ε), we obtain
 L0v1 = − L1v0 . (13)
To assure boundedness of v1 (and thereby of the asymptotic expansion (11)) a solvability
condition has to be satisfied prescribed by the Fredholm alternative. Equation (13) is solvable
only provided the right-hand-side is in the space orthogonal to the (one-dimensional) null
space of the adjoint  L⋆0, i.e. if
〈 L1v0〉ρ∞ = −
4
90
〈y2〉ρ∞
∂
∂x
v0(x, t) = 0 ,
7
where we introduced the average of an observable h(x, y) over the fast ergodic density as
〈h〉ρ∞ :=
∫
h(x, y)ρ∞(y) y. . Note that the vanishing of the average of the fast perturbation
in the slow equation with respect to the invariant measure induced by the Lorenz system
implies that classical averaging would only produce trivial reduced dynamics x˙ = O(ε).
Since 〈y2〉ρ∞ = 0, there exists a solution of (13), which we can formally write as
v1(x, y, t) = − L−10  L1v0 +R(x) , (14)
where R(x) lies in the kernel of  L0.
At the next order, Ø(1), we obtain
 L0v2 =
∂
∂t
v0 −  L1v1 −  L2v0 , (15)
which yields the desired evolution equation for v0 as the associated solvability condition
∂
∂t
v0 = 〈 L2v0〉ρ∞ + 〈 L1v1(x, t)〉ρ∞ . (16)
The reduced slow backward Kolmogorov equation is then
∂
∂t
v0 = x(1− x2) ∂
∂x
v0 −
(
4
90
)2
〈y2 L−10 y2〉ρ∞
∂2
∂x2
v0 . (17)
This can be simplified further. For every function h with 〈h〉ρ∞ = 0 we define
H(x, y) = −
∫
∞
0
e L0th dt ,
which, upon using that  L0 corresponds to an ergodic process, implies that  L0H = h (Pavliotis and Stuart,
2008). Hence we can evaluate
〈y2 L−10 y2〉ρ∞ = −
∫
∞
0
〈y2e L0ty2〉ρ∞ dt
= −
∫
∞
0
{ lim
T→∞
1
T
∫ T
0
y2(s)y2(t+ s)ds} dt ,
where the last identity follows from employing Birkhoff’s ergodic theorem. The reduced
backward Kolmogorov equation (17) can then be written as
∂
∂t
v0 = x(1 − x2) ∂
∂x
v0 +
σ2
2
∂2
∂x2
v0 , (18)
with σ2 given by (6). Note that R(x) does not contribute to the dynamics. We can therefore
choose R(x) = 0 in order to assure that 〈v〉ρ∞ = 〈v0〉ρ∞ +O(ε2).
The slow reduced Langevin equation associated with the reduced backward Kolmogorov
equation (18) is then given by our stochastic 1D climate model (5).
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The unique invariant density of the gradient system (5) is readily determined as the unique
stationary solution ρˆ(x) of the associated Fokker-Planck equation
∂
∂t
ρ(x) =
∂
∂x
(
dV
dx
ρ
)
+
σ2
2
∂2
∂x2
ρ . (19)
We find
ρˆ(x) =
1
Z
e−
2
σ
2
V (x) (20)
with
Z =
∫
∞
−∞
e−
2
σ
2
V (x)dx .
Note that the unique invariant density of the full deterministic 4D system (1)-(4) is now
approximated by ρ(x, y) = ρˆ(x)ρ∞(y) +O(ε).
3 Parameter estimation
The value of the diffusion coefficient σ given by (6) cannot be determined analytically for
the reduced stochastic 1D climate model as the unique invariant density ρ∞(y) of the fast
Lorenz subsystem (2)-(4) is not explicitly known. We therefore need to evaluate the diffusion
coefficient σ numerically from simulations of the full deterministic 4D model (1)-(4) under the
assumption that its slow dynamics is well approximated by the stochastic 1D climate model
(5). We do so by coarse-graining the full deterministic 4D system and estimating conditional
averages (Gardiner, 2003; Siegert et al., 1998; Stemler et al., 2007). This method has been
used in the meteorological community to study time series in diverse contexts such as synoptic
variability of midlatitude sea surface winds, Icelandic meteorological data, planetary waves
and paleoclimatic ice-core data (Sura and Barsugli, 2002; Sura, 2003; Egger and Jo´nsson,
2002; Berner, 2005; Ditlevsen, 1999). This approach also allows us to determine the drift
term of the stochastic 1D climate model, which we write for convenience here as
dx = d(x)dt+ σdW , (21)
with drift term d(x) = x(1 − x2). Numerically integrating the full deterministic 4D system
(1)-(4) with a small time step dt, we create a long time series x(ti), i = 0, 1, · · · , n with
ti = i dt. To estimate the parameters of the Langevin system (21) we subsample the time
series x(ti) at a coarse sampling time h ≫ dt. We choose h such that during h the finely
sampled trajectory x(ti) performs roughly 3-4 fast (smooth) undulations induced by the fast
chaotic dynamics.
We estimate the diffusion coefficient σ (and the drift term d(x)) by partitioning the state
space into bins Xi of bin size ∆X . We coarse grain by mapping x into X for x ∈ (X,X +
∆X). To estimate the diffusion coefficient we define the average conditioned on the bins
[X,X +∆X ]
S(X) =
1
h
〈(xn+1 − xn)2〉
∣∣∣
xn∈(X,X+∆X)
, (22)
9
where xn = x(nh). The angular brackets denote a conditional ensemble average over mi-
croscopic realizations x(ti) which fall into a coarse macroscopic bin [X,X + ∆X ]. In the
limit when the deterministic 4D dynamics can be approximated by the stochastic 1D climate
model (21) and for small values of the sampling time h, we can evaluate
S(X) = σ2 +X2(1−X2)2h ,
where we used 〈dW 〉 = 0. In the limit h → 0 we estimate S(X) = σ2. Similarly the drift
d(x) can be estimated by
D(X) =
1
h
〈(xn+1 − xn)〉
∣∣∣
xn∈(X,X+∆X)
, (23)
with D(X) ≈ d(x) in the limit h→ 0.
There are several pitfalls one may encounter using this method to estimate the effective
drift and diffusion coefficients of chaotic deterministic differential equations related to the
choice of the sampling time h. (Sampling issues for purely stochastic multiscale systems
were already reported in Pavliotis and Stuart (2007).) If h is chosen smaller than the typical
time scales on which the fast subsystem decorrelates, the diffusion coefficient does not exist
and S(X) will be close to zero in the limit h → 0. On the contrary, if h is chosen too
large the estimator for the diffusion coefficient will be swamped by the deterministic part
of the dynamics and we will obtain S(X) ≈ X2(1 − X2)2h. Similarly there are problems
with estimating the drift D(X) for sampling times h taken too large. For such subsampling
times h, the coarse-grained dynamics will randomly switch from bin to bin according to the
invariant density ρˆ(x) given by (20). Since in our case ρˆ(x) is symmetric, we can write the
continuous approximation of the estimator for the drift as
D(X) =
1
h
∫
(Y −X) ρˆ(Y ) dY = −X
h
.
This may lead to erroneous classifications of stochastic processes as Ornstein-Uhlenbeck
processes. We remark that if the time series is not sufficiently long, the estimated drift coef-
ficient in our case of a bimodal probability density function will be erroneously estimated as
D(X) = −(X −X0)/h due to the presence of the two metastable states around X0 = ±1.
This procedure can be readily extended to study multi-dimensional stochastic processes
where the bins would be hypercubes; the interpretation of the results in higher dimensions
and the deducing functional dependencies may however be difficult. We remark that one
may also use Kalman filters to estimate the parameters (Cornick et al., 2009), or estimate
the generator directly (Crommelin and Vanden-Eijnden, 2006).
In Figure 2 we show results from the parameter estimation procedure. We choose a coarse-
grain bin size of ∆X = 0.05 and sample the slow variable x at constant sampling intervals
h = 0.005 corresponding to 4 fast oscillations. We used a trajectory of the full deterministic
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4D system (1)-(4) with ε2 = 0.0005 and evolved until T = 3 × 104 time units. We confirm
the 1D climate model (5) by estimating the drift coefficient clearly as
D(X) = X(1−X2) ,
and estimating a constant diffusion coefficient S(X) = σ2 = 0.113. We note that this is
slightly smaller than the value σ2 = 0.126 which was found by Givon et al. (2004) using a
different method.
In Figure 2(c) we show how the diffusion coefficient S(X) depends on the sampling time h
as discussed above. It is clearly seen that the diffusion coefficient σ cannot be unambigously
determined (at least not using this method). We will investigate in Section 5 how sensitive
the statistics of the 1D climate model (5) is to this degree of uncertainty in the estimation
of the diffusion coefficient.
4 Time scales
An important parameter in data assimilation is the observation interval ∆tobs. We will see
in Section 7 that skill improvement of the analysis is dependent on ∆tobs. We therefore
now analyze several characteristic time scales of the deterministic 4D toy model (1)-(4). In
particular we will focus on the slow variable x.
4.1 Autocorrelation time
We first estimate the decorrelation time τcorr, which is linked to the decay rate of the auto-
correlation function of the slow variable
C(τ) = lim
T→∞
1
T
∫ T
0
x(s)x(τ + s) ds . (24)
The autocorrelation time is estimated as the e-folding time of C(τ). The autocorrelation
function C(τ) can be estimated from a long trajectory of x obtained from a simulation of the
full deterministic 4D model (1)-(4). For small values of τ it decays approximately exponen-
tially with a measured decay rate of 0.00481 corresponding to an e-folding time of τcorr = 208
time units.
4.2 Sojourn and exit times
As a second time scale we consider the mean sojourn time
τ¯ =
1
M
M∑
i=1
τi , (25)
11
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Figure 2: Parameter estimation for the (a) drift term D(X), and (b) diffusion coefficient
S(X) from a long trajectory of the full deterministic 4D system (1)-(4) with ǫ2 = 0.0005 and
sample interval h = 0.005. The dashed line depicts the theoretically expected drift from the
stochastic 1D climate model (5) in (a), and the constant diffusion coefficient σ2 = 0.113 in
(b). (c): Diffusion coefficient S(X) as a function of the sampling time h.
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where the sojourn times τi measure the times spent in one of the slow metastable states
around x⋆ = ±1 as depicted in Figure 1. We expect this time scale to strongly correlate with
the autocorrelation time scale τcorr as it is random transitions between the slow regimes which
cause decorrelation of the slow variable. We numerically estimate the mean sojourn time
using two separate methods. Firstly, we estimate the mean sojourn time directly from a long
trajectory of the slow variables x using (25) as τ¯ ≈ 218.2 time units. Secondly, the succession
of rapid transitions and relatively long residence times in the potential wells suggests that
successive jumps between metastable states can be treated as independent random events,
and that the sojourn times are a Poisson process with cumulative probability distribution
function
Pc(τi) = 1− exp
(
−τi
τ¯
)
. (26)
In Figure 3 we show the empirical ranked histogram Pc(τi) for the sojourn times measured
from a long trajectory x(t) of the full deterministic 4D system (1)-(4), allowing us to deter-
mine the mean sojourn time τ¯ ≈ 213.8 time units. Calculating the mean sojourn time by
either the average of individual sojourn times (25) or via the Poisson process approximation
(26) yields results differing by only 2%, indicating that for ε2 = 0.01 the fast chaotic Lorenz
subsystem has almost fully decorrelated and that the rare transitions between the metastable
states are approximately a Poisson process. In the following we will use the average of the
two obtained values of the mean sojourn time and set τ¯ = 216.0.
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Figure 3: Log-plot of the normalised histogram of sojourn times τi of the slow variable x
in each metastable state around x⋆ = ±1 for the full deterministic 4D system (1)-(4). The
dashed line shows a least-square fit. Using (26) the mean sojourn time can be estimated via
the inverse of the slope of the least-square fit as τ¯ ≈ 213.8.
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These numerically obtained results for the full deterministic 4D system (1)-(4) compare well
with the value calculated analytically for the stochastic 1D climate model (5) using Kramer’s
theory (Kramers, 1940) to calculate the first exit time
τe =
1
2
τ¯ .
We define the first exit time τe to be the average time it takes from the potential well at
x = ±1 to reach the saddle of the potential V (x) at x = 0. To calculate the exit time τe we
solve the following Cauchy problem (see for example Zwanzig (2001))
 Lclimτe = −1 , (27)
where
 Lclim = −V ′∂x + σ
2
2
∂xx
is the generator of the stochastic 1D climate model (5), with the boundary conditions
∂xτe(x = ±1) = 0 and τe(0) = 0. Note that the first exit times for the symmetric po-
tential V out of the potential wells at x = −1 or x = 1 are identical. Upon using the
boundary conditions, we solve (27) to obtain
τe = β
∫ 0
−1
dy eβV (y)
∫ y
−1
e−βV (z)dz ,
with β = 2/σ2, which can be numerically evaluated to yield τe = 117.8 for σ
2 = 0.113. The
exact analytical value calculated from the reduced stochastic 1D climate model compares
well with the numerically estimated values of the first exit times of the full deterministic 4D
model τe = 108.0, confirming the accuracy of the homogenized model to faithfully reproduce
the statistics of the full parent model.
4.3 Transit time
As a third characteristic time scale, we study the mean transit time τt which is the average
over the shortest transit time τt,i between the two slow metastable states around x
∗ = ±1.
We define this time to be the mean of
τt,i = min{(ti − tj)|x(ti) = ±1 ∧ x(tj) = ∓1} . (28)
For a long trajectory containing 5000 transitions between the slow metastable states we
numerically estimate τt = 5.90 for the full deterministic 4D model (1)-(4). We found that
the transit time does not vary greatly with the value of ε.
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As for the mean sojourn time τ¯ , the transit time τt can be analytically calculated for the
stochastic 1D climate model (see for example Gardiner (2003)) as
τt = 4
Π+1(0)−Π−1(0)
σ2ρˆ−1(0)
, (29)
where
Π+1(x) = ρˆ+1(x)
∫ 1
x
dx′ρˆ−1(x′)
∫ x′
−1
ρˆ−1(z)ρˆ(z)dz
Π−1(x) = ρˆ−1(x)
∫ x
−1
dx′ρˆ−1(x′)
∫ x′
−1
ρˆ−1(z)ρˆ(z)dz ,
with the splitting probabilities
ρ−1(x) =
∫ 1
x
dzρˆ−1(z)∫ 1
−1
dzρˆ−1(z)
ρ+1(x) =
∫ x
−1
dzρˆ−1(z)∫ 1
−1
dzρˆ−1(z)
.
For the stochastic 1D climate model with σ2 = 0.113 we evaluate this numerically to be
τt = 5.66 which again compares well with the numerically obtained value of the transit time
for the full deterministic 4D system.
5 Validity of the stochastic climate model
In this Section we numerically investigate to what degree the stochastic 1D climate model (5)
faithfully reproduces the slow dynamics of the full deterministic 4D system (1)-(4). It is clear
that such a correspondence can only be of a statistical nature. The close correspondence of
the time scales of the full deterministic 4D system and of the stochastic 1D climate model for
σ2 = 0.113 and ε2 = 0.01 already indicates the validity of the stochastic 1D climate model in
reproducing statistical aspects of the slow dynamics. The rigorous theory by Kurtz (1973)
and Papanicolaou (1976) assures weak convergence of the stochastic climate model in the
limit of ε→ 0. Here we discuss the effect of finite time scale separation ε. Furthermore we
study the sensitivity of the climate model to uncertainties in the diffusion coefficient σ2 as
we have encountered in Section 3. In the Appendix we will also investigate the sensitivity
to possible uncertainties in the drift term.
5.1 Probability density function
We first examine how the probability density function varies for different values of the time
scale separation parameter ε. In Figure 4 we show empirical densities for the slow variable x
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obtained from a long simulation of the full deterministic 4D system (1)-(4) for different values
of the time scale separation ε. The obtained estimates of the empirical invariant densities
exhibit a bimodal structure reflecting the two slow metastable regimes near x⋆ = ±1. The
probability density functions are reasonably insensitive to changes in ε2, with the maxima
of the densities at x⋆ = ±1 differing for ε2 = 0.0005 and ε2 = 0.01 by less than 1%, and
by approximately 5% for ε2 = 0.01 and ε2 = 0.1. This numerically demonstrates the weak
convergence of solutions of the homogenized stochastic 1D climate model to solutions of the
full deterministic slow dynamics.
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Figure 4: Normalised empirical densities for the slow variable x of the full deterministic 4D
model (1)-(4) with ε2 = 0.1 (dashed line), ε2 = 0.01 (solid line) and ε2 = 0.0005 (circles).
The empirical densities were obtained from long trajectories integrated to time T = 109 time
units.
Next we show in Figure 5 how sensitive the empirical density of the stochastic 1D climate
model (5) is to changes in the diffusion coefficient σ2. Unlike for changes in the time scale
parameter ε, the 1D climate model is quite sensitive to changes in the diffusion coefficient.
The invariant density of the full deterministic 4D model is best estimated by the stochastic
1D climate model with σ2 = 0.113.
5.2 Time scales
Differences in the probability density function imply different statistics of the dynamics. In
particular, we will now examine how the characteristic time scales of the full deterministic
16
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0
0.002
0.004
0.006
0.008
0.01
0.012
x
ρˆ
(x
)
Figure 5: Invariant density (20) for the stochastic 1D climate model (5), with σ2 = 0.1
(circles), σ2 = 0.113 (crosses), σ2 = 0.126 (squares) and σ2 = 0.15 (triangles), and empirical
density for the slow variable x of the full deterministic 4D model (1)-(4) with ε2 = 0.01 (solid
line).
4D model (1)-(4) change with the time scale separation ε, and how they change for the
stochastic 1D climate model (5) with varying diffusion coefficients σ2.
Consistent with our earlier observation that the probability density function does not vary
greatly with the time scale separation parameter ε (provided it is sufficiently small), we con-
firm here that the time scales are insensitive to a decrease in ε for ε2 < 0.01. In particular
the transit time τt exhibits very little variation with ε.
We find that with the exception of the transit time τt, the characteristic time scales of Section
4 are very sensitive to uncertainties in the diffusion coefficient σ2. For example, in Figure 6
the autocorrelation function C(τ) is shown as estimated from a long trajectory of x obtained
from a simulation of the full deterministic 4D model (1)-(4), and from simulations of the
stochastic 1D climate model (5) with different values of the diffusion coefficient σ2. Using
σ2 = 0.113 in (5) produces the best fit to the shape of C(τ) for the full deterministic 4D
model (1)-(4).
Table 1 lists the values of the characteristic time scales for the stochastic 1D climate model
(5) for various values of the diffusion coefficient σ2. We show the percentage difference of
each value with that for the full deterministic 4D model (1)-(4) with ε2 = 0.01 in brackets.
All time scales vary by approximately a factor of 5 over the range of values indicated except
17
0 200 400 600 800 1000
−0.2
0
0.2
0.4
0.6
0.8
1
τ
C
(τ
) 0 100 200 300 400
−4
−2
0
τ
ln
(C
(τ
))
Figure 6: Autocorrelation function C(τ) as a function of the time lag τ for the full determin-
istic 4D model (1)-(4) (solid line) and for the stochastic 1D climate model (5) with σ2 = 0.1
(circles), σ2 = 0.113 (crosses), σ2 = 0.126 (squares) and σ2 = 0.15 (triangles).
for the transit time which varies by just 13% and approximates the transit time of the full
deterministic model better as σ2 decreases. The transit time is determined by the rate of
divergence associated with the unstable fixpoint at x = 0 of the deterministic drift term,
making it relatively insensitive to changes in the diffusion coefficient. The transit times of
the full deterministic model however are slightly overestimated, since the definition (28) does
not take into account the skewness of the probability density function (see Figure 4) which
implies that the trajectory spends more time within the range x ∈ [−1, 1] than outside
this range. The table indicates that all time scales (except the transit time τt) are best
approximated by the stochastic 1D climate model with σ2 = 0.113, consistent with the
better approximation of the probability density function for that value of σ2. However, we
will see in Section 7 that in the context of ensemble data assimilation it is not necessarily
ideal to use this value for σ2; in fact it is preferable to use models with larger diffusion to
create a more reliable ensemble with superior analysis skill.
6 Ensemble Kalman filtering
We briefly introduce how data assimilation is performed in an ensemble filter framework.
Given an N -dimensional dynamical system
z˙t = F(zt) , (30)
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Table 1: Characteristic time scales of the stochastic 1D climate model (5) for different values
of the diffusion coefficient σ2. In brackets we indicate the error when compared to values
obtained from the full deterministic 4D model (1)-(4) with ε2 = 0.01.
σ2 = 0.1 σ2 = 0.113 σ2 = 0.126 σ2 = 0.15
τcorr 353.9 (70.1%) 221.7 (6.6%) 129.0 (61.2%) 70.5 (195%)
τe 205.7 (90.5%) 117.8 (9.1%) 75.6 (42.6%) 40.8 (164.7%)
τt 5.86 (0.07%) 5.66 (4.2%) 5.48 (7.7%) 5.17 (14.1%)
which is observed at discrete times ti = i∆tobs, data assimilation aims at producing the best
estimate of the current state given a typically chaotic, possibly inaccurate model z˙ = f(z)
and noisy observations of the true state zt (Kalnay, 2002).
Observations yo ∈ Rn are expressed as a perturbed truth according to
yo(ti) = Hzt(ti) + ro ,
where the observation operator H : RN → Rn maps from the whole space into observation
space, and ro ∈ Rn is assumed to be i.i.d. observational Gaussian noise with associated error
covariance matrix Ro.
In an ensemble Kalman filter (EnKF) (Evensen, 1994, 2006) an ensemble with k members
zk
Z = [z1, z2, . . . , zk] ∈ RN×k
is propagated by the dynamics (30) according to
Z˙ = f(Z) , f(Z) = [f(z1), f(z2), . . . , f(zk)] ∈ RN×k . (31)
This forecast ensemble is split into its mean z¯f and ensemble deviation matrix Z
′
f . The
ensemble deviation matrix Z′f can be used to approximate the ensemble forecast error co-
variance matrix via
Pf(t) =
1
k − 1Z
′(t) [Z′(t)]
T ∈ RN×N . (32)
Note that Pf(t) is rank-deficient for k < N which is the typical situation in numerical
weather prediction where N is of the order of 109 and k of the order of 100.
Given the forecast mean z¯f , the forecast error covariance Pf and an observation yo, an
analysis mean is produced by minimizing the cost function
J(z) =
1
2
(z− z¯f)TP−1f (z− z¯f) +
1
2
(yo −Hz)TR−1o (yo −Hz)
which penalizes distance from both the forecast mean and the observations with weights
given by the inverse of the forecast error covariance and the observational noise covariance,
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respectively. The analysis mean is readily calculated as the critical point of this cost function
with
z¯a = z¯f +Ko [yo −Hz¯f ] (33)
where
Ko = PfH
T
(
HPfH
T +Ro
)
−1
Pa = (I−KoH)Pf . (34)
Using the Shermann-Morrison-Woodbury formula (Golub and Loan, 1996) we may rewrite
the Kalman gain matrix and the analysis covariance matrix in the more familiar – though
computationally more complex – form as Ko = PaH
TR−1o and
Pa =
(
P−1f +H
TR−1o H
)−1
. (35)
To determine an ensemble Za which is consistent with the analysis error covariance Pa, and
satisfies
Pa =
1
k − 1Z
′
a [Z
′
a]
T
,
where the prime denotes the deviations from the analysis mean, we use the method of
ensemble square root filters (Simon, 2006). In particular we use the method proposed in
(Tippett et al., 2003; Wang et al., 2004), the so called ensemble transform Kalman filter
(ETKF), which seeks a transformation S ∈ Rk×k such that the analysis deviation ensemble
Z′a is given as a deterministic perturbation of the forecast ensemble Zf via
Z′a = Z
′
fS . (36)
Alternatively one could choose the ensemble adjustment filter (Anderson, 2001) in which the
ensemble deviation matrix Z′f is pre-multiplied with an appropriately determined matrixA ∈
R
N×N . Note that the matrix S is not uniquely determined for k < N . The transformation
matrix S can be obtained by (Wang et al., 2004)
S = C¯
(
Ik + Γ¯
)
−
1
2 C¯T .
Here CΓCT is the singular value decomposition of
U =
1
k − 1Z
′
f
T
HTR−1o HZ
′
f .
The matrix C¯ ∈ Rk×(k−1) is obtained by erasing the last zero column from C ∈ Rk×k, and
Γ¯ ∈ R(k−1)×(k−1) is the upper left (k − 1)× (k − 1) block of the diagonal matrix Γ ∈ Rk×k.
The deletion of the 0 eigenvalue and the associated columns in C assure that Z′a = Z
′
aS
and therefore that the analysis mean is given by z¯a. This method assures that the mean
is preserved under the transformation (Wang et al., 2004) which is not necessarily true for
general square root filters. We note that the continuous Kalman-Bucy filter can be used to
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calculate Z′a without using any computations of matrix inverses, which may be advantageous
in high-dimensional systems (Bergemann et al., 2009).
A new forecast is then obtained by propagating Za with the nonlinear forecast model to the
next time of observation, where a new analysis cycle will be started.
In the next Section we perform data assimilation for the toy model introduced in Section 2.
We examine when and why the stochastic 1D climate model (5) can be used as a forecast
model to improve the analysis skill. In particular, we will relate the range of validity of
the 1D climate model to the relation between the observation interval and the characteristic
time scales introduced in Section 4.
7 Stochastic climate model as forecast model in data
assimilation
We investigate how the ETKF as described in the previous Section performs when either the
full 4D deterministic system (1)-(4) or the reduced stochastic 1D climate model (5) is used
as a forecast model, when the truth evolves according to the full deterministic 4D model.
We are concerned here with the following questions: Can the dimension reduced stochastic
climate model produce a better analysis than the full deterministic model? And if so, under
what circumstances and why?
We generate a truth zt = (xt, y1t, y2t, y3t) by integrating (1)-(4) using a fourth order Runge-
Kutta scheme with timestep dt = ε2/20. Observations of the slow variables only are then
generated at equidistant times separated by the observation interval ∆tobs according to
xobs = xt + η where η ∼ N (0,
√
Robs) with Robs = 0.5 σ
2 and σ2 = 0.126. Note that this
value is slightly larger than the optimal value σ2 = 0.113 which was found in the previous
section to best approximate the full deterministic 4D model.
To integrate the forecast model we use a fourth order Runge-Kutta scheme with timestep
dt = ε2/20 for the full deterministic 4D model with ε2 = 0.01, and an Euler-Maruyama
scheme for the reduced stochastic 1D climate model using the same timestep. Unless stated
otherwise we use σ2 = 0.126 for the stochastic 1D climate model. We include a spin-up
time of 100 analysis cycles. We perform twin experiments, where both forecast models are
started from the same initial conditions, and are then subsequently assimilated using the
same truth and observations over 5000 time units. In order to avoid rare occasions of filter
divergence due to an underestimation of the forecast covariances we employ a 2% variance
inflation (Anderson and Anderson, 1999).
Figure 7 shows two sample analysis time series created by assimilating the same truth and
observations at regularly spaced intervals of ∆tobs = 50 where the stochastic 1D climate
model and the full deterministic 4D model are used as the respective forecast models. Both
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forecast models track the truth well. The stochastic 1D climate model however tracks the
transitions between the slow metastable states around x∗ = ±1 more accurately.
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Figure 7: Sample truth (solid line) and ETKF analyses (dashed line) for the observed x-
component using the full deterministic 4D model (1)-(4) (top panel) and the reduced stochas-
tic 1D climate model (5) (bottom panel) as the forecast model. The crosses are observations
with error variance Robs = 0.5σ
2 (σ2 = 0.126). Here we have used an observation interval
∆tobs = 50 and used k = 15 ensemble members.
We quantify the improvement made using the reduced stochastic 1D climate model by mea-
suring the RMS error E between the observed truth xt and the analysis mean x¯a,
E =
√√√√ 1
N
N∑
i=1
(x¯a(ti)− xt(ti))2,
where N is the total number of analysis cycles. In Figure 8 we show E as averaged over
1000 realizations, where we have used both the full deterministic 4D model and the reduced
stochastic 1D climate model as forecast models, as a function of the observation interval
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∆tobs. Both filters exhibit the same accuracy for small observation intervals ∆tobs < 10,
when the system is frequently observed, and for very large observational times ∆tobs > 500,
when the forecast is much larger than all the characteristic time scales we discussed in Sec-
tion 4. At very large observation intervals (not shown), when the ensemble of both forecast
models will have explored the state space of the slow variable with climatological variance
σ2clim ≈ 1, the resulting analysis error covariance can be estimated using the Kirchoff-type
addition rule of covariances (35) as P−1a = σ
−2
clim + R
−1
obs as Pa = 0.244
2 for Robs = 0.5σ
2 and
σ2 = 0.126, which corresponds well with the measured asymptote of the RMS error E in
Figure 8. Interestingly, for moderate observation intervals ∆tobs the stochastic 1D climate
model performs considerably better than the full deterministic 4D model. Moreover, the
analysis using the full deterministic 4D forecast model exhibits RMS errors worse than the
observational error of
√
Robs = 0.251. In contrast, when the stochastic 1D climate model is
used as a forecast model for the filter, the analysis error is always below the observational
error, i.e. performing data assimilation is desirable over just trusting the observations (albeit
with an improvement in RMS error of only around 5%).
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Figure 8: RMS errors E of the analysis using the full deterministic 4D model (1)-(4) (crosses)
and the stochastic 1D climate model (5) with σ2 = 0.126 (circles) as forecast models, as a
function of the observation interval ∆tobs. The horizontal dashed line indicates the obser-
vational error,
√
Robs = σ/
√
2 = 0.251 (σ2 = 0.126). The results are averaged over 1000
realisations.
We introduce the proportional improvement in the RMS error E or skill
S = EfullEclim ,
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where Efull and Eclim are the RMS errors when the full deterministic or the reduced stochastic
model is used as forecast model, respectively. Values of S ≥ 1 imply that it is beneficial to
use the reduced stochastic 1D climate model (note that when S = 1 it is still beneficial to use
the stochastic 1D climate model because of the reduced computational expense). Figure 9
shows S as a function of the observation interval ∆tobs, averaged again over 1000 realiza-
tions, with the time scales τt, τe and τcorr superimposed. Skill improvements occur only for
observation intervals larger than the mean transit time τt, with the maximum skill improve-
ment over all forecasts occurring for ∆tobs slightly smaller than the mean exit time τe. If
forecasts are longer than τcorr, the full and climate models are essentially indistinguishable
with S = 1.
Figure 9 also shows how the skill S is distributed over the whole set of the analyses in-
cluding metastable states and transitions between them, as well as only over those analyses
which remain within a metastable state near either x⋆ = −1 or x⋆ = 1, and those which fall
in the transitions between the metastable states. Note that for large observation intervals
∆tobs > τcorr half of all forecasts switch between regimes, so the notion of analyses which
remain within one metastable regime becomes obsolete. As such, we do not plot skill as
calculated over the metastable regimes for τ > τcorr in this case.
Figure 9 illustrates that the major contribution to the skill improvement is from the stochas-
tic 1D climate model better detecting the transitions between slow metastable states. While
there is actually a minor degradation in skill of around 3% for forecasts with τt < ∆tobs < τcorr
made for analyses which remain within metastable states, skill improvements of over 25% are
made for those analyses which fall into the transitions between the metastable states. This is
because analyses which detect transitions between metastable states incorrectly contribute
large RMS errors (O(1)), compared to the small errors (O(Robs)) made by incorrect analyses
within the metastable states. These large errors have a major impact upon the total skill S.
There is also skill improvement as calculated over the transition periods for small values of
the observation interval ∆tobs. However, there is no corresponding overall skill improvement
since for small observation intervals the number of instances where the truth remains within
a metastable regime is overwhelmingly larger, thereby swamping the skill improvement ob-
tained over the rare transitions.
We note that the skill S is insensitive to the observational noise level, provided Robs is
sufficiently small so that observations do not misrepresent the actual metastable state or
regime in which the truth resides. The skill S is roughly the same forRobs = 0.1σ2 and Robs =
0.25σ2, and we observe no skill improvement S ≈ 1 when we take very poor observations
with Robs = 0.5, approximately half the climatological variance of the full slow system.
7.1 Sensitivity of analysis skill to uncertainties in the diffusion
coefficient
As for the time scales in Section 5, we examine how the analysis skill S depends on the
diffusion coefficient σ2 (see the Appendix for dependence on the drift term). Figure 10
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Figure 9: Proportional skill improvement S of the stochastic 1D climate model (5) over the
full deterministic 4D model (1)-(4) as a function of the observation interval ∆tobs. We show
S as calculated over all analyses (circles), the metastable regimes only (crosses), and the
transitions only (squares). Dashed vertical lines indicate the characteristic time scales of the
slow dynamics: the decorrelation time τcorr, first exit time τe and transit time τt. Parameters
are as in Figure 8.
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shows the skill S as a function of the observation interval ∆tobs for several values of σ2. For
very small diffusion and for very large diffusion (not shown) the skill is actually smaller than
1 for all observation intervals, implying that the stochastic 1D climate model performs worse
than the full deterministic 4D model. There exists a range of values of σ2 for which the
stochastic climate model outperforms the full deterministic model with roughly similar skill
values S(∆tobs) > 1 for τt < ∆tobs < τcorr.
The dependence of analysis skill upon the diffusion coefficient can be understood as follows:
for small diffusion (σ2 = 0.1) the stochastic 1D climate model is less diffusive than the
truth and the deterministic 4D forecast model, and its associated forecast is likely to remain
in a metastable state. This produces small ensemble spread and therefore causes more
instances of the forecast not detecting a transition between regimes. On the other extreme,
for large diffusion σ2 ≫ 0.15, the stochastic 1D climate model exhibits regime switches too
frequently, thereby producing a large forecast error which contaminates the analysis. For
moderate values of the diffusion coefficient, the increase in spread of the forecast ensemble
helps the detection of regime switches.
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Figure 10: Proportional skill improvement S of the stochastic 1D climate model (5) over
the full deterministic 4D model (1)-(4) as a function of the observation interval ∆tobs with
σ2 = 0.1 (circles), σ2 = 0.113 (crosses), σ2 = 0.126 (squares) and σ2 = 0.15 (triangles). All
other parameters are as in Figure 8.
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7.2 Effect of ensemble size and covariance inflation
The results from the previous subsection suggest that the observed skill improvement is
linked to the increased forecast ensemble spread of the stochastic climate model, rather than
to the accuracy of the stochastic parametrization. This is exemplified by the fact that for
σ2 = 0.113 for which the stochastic 1D climate model approximates the statistics of the full
deterministic 4D model best, there is no skill improvement S ≈ 1, and skill improvement
S > 1 is given for σ2 > 0.113 where transitions between the metastable states are better
captured.
The lack of sufficient ensemble spread when using the full deterministic system as a forecast
model is caused by the finite size of the ensemble (Ehrendorfer, 2007). In the data assimila-
tion community a common approach to account for insufficient spread is covariance inflation
(Anderson and Anderson, 1999), whereby the forecast variance Pf is artificially inflated by
multiplication with a factor δ > 1. We now investigate how the ensemble size k and inflation
factor δ affect the skill. In particular we show that the RMS error E using the full deter-
ministic model can be reduced by either increasing the ensemble size k or by using larger
inflation factors δ.
Figure 11 shows E as a function of the ensemble size k for ∆tobs = 40 (which is close to the
observation interval yielding maximal skill improvement S; see Figure 9), σ2 = 0.126, and
averaged over 200 realizations with σ2 = 0.126. For large ensembles with k ≥ 35 the overdif-
fusive stochastic 1D climate model and the full deterministic 4D model perform equally well
as forecast models. We have checked that when using a large ensemble (k = 50) the stochas-
tic climate and full deterministic models perform equally well for the range of observation
intervals used in Figure 8. For smaller ensemble sizes k the stochastic 1D climate model
outperforms the full deterministic 4D model. This illustrates that the skill improvement is
linked to the insufficient ensemble spread of the deterministic 4D model which is compen-
sated in the stochastic 1D climate model by a slightly increased diffusion coefficient.
Similarly, for fixed ensemble size k, the ensemble spread can be artificially increased by
inflating the forecast covariance with a constant factor δ. Figure 12 shows E as a function
of the inflation factor δ, for 1 ≤ δ ≤ 3. It is seen that for unrealistically large values of δ
the RMS error decreases when the full deterministic 4D model is used as a forecast model,
whereas it is relatively insensitive to changes in δ for the stochastic 1D climate model. For
even larger values of δ the RMS errors for the two forecast models eventually become equal
(not shown).
7.3 Reliability and ranked probability diagrams
Another way of understanding why the ensemble variance of the stochastic 1D climate model
produces skill better than that of the full deterministic 4D model is through ranked proba-
bility histograms (also known as Talagrand diagrams) (Anderson, 1996; Hamill and Colucci,
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Figure 11: RMS error E as a function of ensemble size k, using the full deterministic 4D
model (1)-(4) (crosses) and the stochastic 1D climate model (5) with σ2 = 0.126 (circles) as
forecast models. We used ∆tobs = 40; all other parameters as in Figure 8.
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Figure 12: RMS error E as a function of inflation factor δ, using the full deterministic 4D
model (1)-(4) (crosses) and the stochastic 1D climate model (5) with σ2 = 0.126 (circles) as
forecast models. We used ∆tobs = 40; all other parameters are as in Figure 8.
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1997; Talagrand et al., 1997). To create probability density histograms we sort the forecast
ensemble Xf = [xf,1, xf,2, ..., xf,k] and create bins (−∞, xf,1], (xf,1, xf,2], ... , (xf,k,∞) at
each forecast step. We then increment whichever bin the truth falls into at each forecast
step to produce a histogram of probabilities Pi of the truth being in bin i. A reliable en-
semble is considered to be one where the truth and the ensemble members can be viewed
as drawn from the same distribution. A flat probability density histogram therefore is seen
as indicating a reliable ensemble for which each ensemble member has equal probability of
being nearest to the truth. A convex probability density histogram indicates a lack of spread
of the ensemble, while a concave diagram indicates an ensemble which exhibits too large
spread. We direct the reader to Wilks (2006) for a detailed discussion.
Hamill (2001) suggested that a single ranked probability histogram is not sufficient for dy-
namical systems with several dynamical regimes as in our case, but that in fact one must look
at the variability of the ensemble in the different dynamical regions individually. We there-
fore construct ranked probability histograms (for both forecast models) over the metastable
regime with characteristic time τ¯ only and over the complementary regime of transitions
with characteristic time τt only, as done for the distribution of the skill over those regimes
(see Figure 9).
In Figure 13, we plot probability density histograms of the forecast for the full deterministic
4D model (1)-(4) and the stochastic 1D climate model (5) with various values of the diffusion
coefficient σ2, (a) over all analyses, (b) over the analyses which fall near the metastable states
x∗ = ±1 and (c) over the analyses which fall in the transitions between metastable states.
We use a long analysis cycle containing 250, 000 forecasts. Although the full deterministic
model produces the most reliable ensemble when averaged over all forecasts, it overestimates
the variance in the metastable regions and underestimates the variance across the transitions.
For the stochastic 1D climate model, the more underdiffusive model with σ2 = 0.1 produces
the most reliable ensemble in the metastable regions while the more diffusive models with
σ2 = 0.126 and σ2 = 0.15 both produce more uniform ranked probability histograms than
the full model does in the transition regions. The reduced stochastic 1D climate model with
optimal diffusion coefficient σ2 = 0.113 behaves similarly to the full deterministic 4D model
as expected. It is thus more desirable to favour the more diffusive stochastic climate models
because a comparatively large improvement in RMS error can be made in the transition
regions compared to in the metastable regions. This agrees with our earlier observation that
the skill improvement is entirely due to the stochastic climate model being more accurate
in the transition regions where large errors can be accrued by misclassifying the regime (see
Figure 9).
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Figure 13: Ranked probability histograms for the full deterministic 4D model (1)-(4) (dashed
line) and the stochastic 1D climate model (5) with σ2 = 0.1 (circles), σ2 = 0.113 (crosses),
σ2 = 0.126 (squares) and σ2 = 0.15 (triangles) over all forecasts (a), as well as only those
forecasts which fall near the metastable states x∗ = ±1 (b) and those which fall in the
transitions between metastable states (c).
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8 Discussion
We have investigated a homogenized stochastic climate model of a bistable multiscale system
with a chaotic fast subsystem, and its usage as a forecast model in ensemble Kalman filter-
ing. The reduced stochastic climate model was numerically shown to faithfully reproduce
the statistics of the slow dynamics of the full deterministic model even in the case of finite
time scale separation where the theorems underpinning homogenization fail. Homogenized
stochastic climate models replace in a controlled fashion the accumulative effect of the fast
chaotic dynamics on the slow dynamics by white noise. We estimated the analytical expres-
sions of the drift and diffusion terms of the reduced stochastic model using coarse-graining
and quadratic variations, and found that the diffusion coefficient is very sensitive to the ap-
plied undersampling time. The statistics of the stochastic climate model, i.e. the probability
density function and averaged characteristic time scales, were found to be very sensitive to
the diffusion and drift terms used. Despite this sensitivity and the implied uncertainties asso-
ciated with the “correct” stochastic climate model, we found that stochastic climate models
can be beneficial as forecast models for data assimilation in an ensemble filter setting. We
have shown numerically that using such a stochastic climate model has the advantage of 1.)
being computationally more efficient to run due to the reduced dimensionality and avoidance
of stiff dynamics, and 2.) producing a superior analysis mean for a range of observation in-
tervals ∆tobs. These skill improvements occur for observation intervals larger than the time
taken to switch between slow metastable states τt but less than the decorrelation time τcorr.
This skill improvement is due to the associated larger ensemble variance of the stochastic
climate model, which allows the ensemble to explore the full state space of the slow variable
better than the full deterministic model does. Forecasts made by the stochastic climate
model will generally contain more ensemble members which cross the potential barrier be-
tween the slow metastable states (weather or climate regimes) than full model forecasts will.
Consequently, there is a greater chance during the forecast of one or more climate model
ensemble members crossing the potential barrier to the opposite metastable state than in
the full deterministic model ensemble. If an observation appears near the other metastable
state from where the forecast began, the Kalman filter analysis equation (33) trusts the ob-
servation more than the forecast, correctly producing an analysis which changes between the
regimes. Thus the stochastic climate model with large enough diffusion better detects tran-
sitions between slow metastable states and so has lower RMS error near these transitions in
which large errors can be accrued. We remark that strict time scale separation is not neces-
sary for the existence of metastable regimes; we have checked that for ǫ = 1 similar dynamics
as depicted in Figure 1 can be observed for increased coupling strength. In this case we can
still obtain skill for observation intervals between the transit time and the decorrelation time
when using a stochastic Langevin equation of the form (5), albeit with decreased diffusion
whose dynamically optimal value is no longer approximated by homogenization.
Similarly, we remark that multimodal probability density functions are not necessary for
the existence of metastable regimes, as was pointed out by Wirth (2001); Majda et al. (2006).
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In cyclostationary systems, i.e. systems which involve time-periodic coefficients, or in aperi-
odic systems in which “regimes” occur intermittently, the probability density function may
be unimodal whereas if restricted to time windows focussing on the regimes the “hidden”
regimes can be identified. This has important implications for interpreting atmospheric data
(Majda et al., 2006; Franzke et al., 2008, 2009) where one needs to reconcile the apparent
paradox of multimodal probability density functions of planetary waves obtained from (rel-
atively short-time) observational data (Kimoto and Ghil, 1993; Cheng and Wallace, 1993;
Corti et al., 1999) and unimodal but non-Gaussian probability density functions obtained
from long-time simulations of atmospheric general circulation models (Kondrashov et al.,
2004; Branstator and Berner, 2005; Franzke and Majda, 2006; Berner and Branstator, 2007)
(for a critical account on the analysis of short climatic data see for example Hsu and Zwiers
(2001); Stephenson et al. (2004); Ambaum (2008)).
However, it is pertinent to mention that the results found here are not dependent on the
existence of metastable states, but only require dynamics with rapid large amplitude excur-
sions as for example in intermittent systems. In Harlim and Majda (2008, 2010) a system
without multiple equilibria was investigated and superior filter performance was found for
stochastic parametrizations (in this case by radically replacing all nonlinear terms by linear
Ornstein-Uhlenbeck processes in Fourier space). We believe that their observed increased
analysis skill can be explained by the increased ensemble spread counteracting finite sam-
pling errors of the underlying ensemble Kalman filter approach as we did. The advantage
when homogenization can be used is that the slow dynamics and its mean are still well
resolved and reproduced and therefore the ensemble spread increasing stochasticity is of a
more controlled nature. The use of homogenized stochastic climate models with adjusted
larger diffusivity therefore amounts to incorporating deliberate but controlled model error
into the data assimilation scheme.
We found that the same skill can be obtained using the full deterministic model either by us-
ing a larger ensemble, or by increasing the covariance inflation factor. The first is undesirable
for large models because of the computational difficulty of simulating large ensembles and
their covariances, while the second is undesirable because it introduces unphysical inflation
(here a multiplicative factor of δ > 2 was needed) and requires expensive empirical tuning
of the inflation factor.
Using stochastic reduced models for multi-scale systems has computational advantages. First
of all, the dimensional reduction allows for a a gain in computational speed. Furthermore, by
replacing a stiff ordinary differential equation by a non-stiff stochastic differential equation
means that coarser integration time steps can be used which otherwise would lead to a break
down when simulating the stiff multi-scale system.
Homogenized stochastic climate models therefore provide a cheap way of simulating large
ensembles, and a more natural way of incorporating forecast covariance inflation into the data
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assimilation algorithm. In particular, we find that the stochastic climate model produces a
more reliable ensemble (as characterised by the ranked probability histogram) which better
detects the transitions between slow metastable states. This leads to a far superior analysis
in these regimes than that produced by the full deterministic model.
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Appendix: Sensitivity of the stochastic climate model
to uncertainties in the drift term
In this appendix we examine how the statistics of the stochastic 1D climate model (5)
depends on uncertainties in the estimation of the drift term
d(X) = ax(b− x2) .
The parameter b controls the location of the metastable states near x∗ = ±√b and their
separation. The height of the potential barrier ∆V (x) = ab2/4 is controlled by a and b.
In Figure 14 we show the invariant density (20) for the stochastic 1D climate model with
σ2 = 0.126 and several combinations of the drift term parameters a and b. The invariant
density is more sensitive to changes in b than in a (not shown) since b simultaneously affects
the distance of the minima of the potential and the height of the potential barrier. The lo-
cation of the maxima of the probability density function changes by approximately 22% and
the actual values of the maxima change by approximately 27% over the range of b values
shown. Varying a produces similar changes in ρˆ(x), but as expected the locations of the
maxima of the probability density function are not shifted.
As for the diffusion coefficient, differences in the approximation of the empirical density
imply a sensitivity of the statistics to changes in the drift term parameters. In Table 2 we
show how the characteristic time scales change for varying drift term parameters. Note that
now the transit time τt varies because by varying a we modify the rate of divergence of the
unstable fixpoint.
We now investigate how uncertainties in the drift term parameters a and b may affect the
skill S in an ETKF data assimilation procedure. Figure 15 shows skill curves for fixed
value of the diffusion coefficient σ2 = 0.126, for different combinations of a and b. As with
the characteristic time scales, the skill S is more sensitive to changes in b than in a. The
sensitivity to changes in the drift term is of a similar nature to the one for diffusion. Whereas
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Figure 14: Invariant density (20) for the stochastic 1D climate model (5), with σ2 = 0.126
and (a, b) = (1, 1) (solid line), (a, b) = (1, 0.8) (circles) and (a, b) = (1, 1.2) (crosses).
Table 2: Characteristic timescales of the stochastic 1D climate model (5) with σ2 = 0.126
for different values of the drift coefficients a and b.
a = 0.8 a = 1.2 a = 1 a = 1
b = 1 b = 1 b = 0.8 b = 1.2
τcorr 77.3 256.3 41.1 645.7
τe 43.7 136.1 31.1 212.9
τt 6.4 4.8 7.2 4.5
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decreasing a or b by 20% produces little change in skill, increasing a or b by 20% makes the
stochastic 1D climate model again less skilful than the full deterministic 4D model. This
is readily explained by noticing that, increasing b increases the difference between the two
metastable states and also the height of the potential barrier; therefore, for fixed diffusion
σ2, this inhibits transitions between the metastable states, thereby decreasing the spread of
the ensemble. Similarly, decreasing a (while keeping b fixed) increases the potential barrier,
inhibiting transitions and thereby decreasing the ensemble spread.
As for the diffusion coefficient σ2, the values of the parameters of the drift term which
are closest to the actual values a = b = 1 for which the stochastic climate model best
approximates the slow dynamics of the full deterministic 4D model is not the optimal value in
terms of skill improvement. Values which increase the ensemble spread are more favourable.
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Figure 15: Proportional skill improvement S of the stochastic 1D climate model (5) over the
full deterministic 4D model (1)-(4) as a function of the observation interval ∆tobs for σ
2 =
0.126, with (a, b) = (1, 1) (black solid line), (a, b) = (0.8, 1) (solid, circles), (a, b) = (1.2, 1)
(solid, crosses), (a, b) = (1, 0.8) (dashed, circles) and (a, b) = (1, 1.2) (dashed, crosses). All
other parameters are as in Figure 8.
35
References
Ambaum, M., 2008: Unimodality of wave amplitude in the northern hemisphere. Journal of
the Atmospheric Sciences, 65, 1077–1086.
Anderson, J. L., 1996: A method for producing and evaluating probabilistic forecasts from
ensemble model integrations. Journal of Climate, 9 (7), 1518–1530.
Anderson, J. L., 2001: An ensemble adjustment Kalman filter for data assimilation. Monthly
Weather Review, 129 (12), 2884–2903.
Anderson, J. L., 2007: An adaptive covariance inflation error correction algorithm for en-
semble filters. Tellus A, 59 (2), 210–224.
Anderson, J. L., 2009: Spatially and temporally varying adaptive covariance inflation for
ensemble filters. Tellus A, 61 (2), 72–83.
Anderson, J. L. and S. L. Anderson, 1999: A Monte Carlo implementation of the nonlin-
ear filtering problem to produce ensemble assimilations and forecasts. Monthly Weather
Review, 127 (12), 2741–2758.
Bergemann, K., G. A. Gottwald, and S. Reich, 2009: Ensemble propagation and continuous
matrix factorization algorithms. Quarterly Journal of the Royal Meteorological Society,
135 (643), 1560–1572.
Berner, J., 2005: Linking nonlinearity and non-Gaussianity of planetary wave behavior by
the Fokker-Planck equation. Journal of the Atmospheric Sciences, 62 (1), 2098–2117.
Berner, J. and G. Branstator, 2007: Linear and nonlinear signatures in the planetary wave
dynamics of an AGCM: Probability density functions. Journal of the Atmospheric Sci-
ences, 64 (1), 117–136.
Branstator, G. and J. Berner, 2005: Linear and nonlinear signatures in the planetary wave
dynamics of an AGCM: Phase space tendencies. Journal of the Atmospheric Sciences,
62 (1), 1792–1811.
Buizza, R., M. Miller, and T. N. Palmer, 1999: Stochastic representation of model un-
certainties in the ECMWF ensemble prediction system. Quarterly Journal of the Royal
Meteorological Society, 125 (560), 2887–2908.
Cheng, X. and J. M. Wallace, 1993: Cluster analysis of the northern hemisphere wintertime
500-hPa height field: Spatial patterns. Journal of the Atmospheric Sciences, 50 (16),
2674–2696.
Cornick, M., B. Hunt, E. Ott, H. Kurtuldu, and M. F. Schatz, 2009: State and parameter
estimation of spatiotemporally chaotic systems illustrated by an application to Rayleigh-
Benard convection. Chaos, 19 (1), 013 108.
36
Corti, S., F. Molteni, and T. Palmer, 1999: Signature of recent climate change in frequencies
of natural atmospheric circulation regimes. Nature, 398 (6730), 799–802.
Crommelin, D. T., 2003: Regime transitions and heteroclinic connections in a barotropic
atmosphere. Journal of the Atmospheric Sciences, 60, 229–246.
Crommelin, D. T., J. D. Opsteegh, and F. Verhulst, 2004: A mechanism for atmospheric
regime behaviour. Journal of the Atmospheric Sciences, 61, 1406–1419.
Crommelin, D. T. and E. Vanden-Eijnden, 2006: Reconstruction of diffusions using spectral
data from timeseries. Communications in Mathematical Sciences, 4, 651 – 668.
Crommelin, D. T. and E. Vanden-Eijnden, 2008: Subgrid-scale parameterization with con-
ditional Markov chains. Journal of the Atmospheric Sciences, 65 (8), 2661–2675.
Ditlevsen, P. D., 1999: Observation of α-stable noise induced millennial climate changes
from an ice-core record. Geophysical Research Letters, 26 (10), 1441–1444.
Egger, J. and T. Jo´nsson, 2002: Dynamic models for Icelandic meteorological data sets.
Tellus A, 54 (1), 1–13.
Ehrendorfer, M., 2007: A review of issues in ensemble-based Kalman filtering. Meteorologis-
che Zeitschrift, 16 (6), 795–818.
Evensen, G., 1994: Sequential data assimilation with a nonlinear quasi-geostrophic model
using Monte Carlo methods to forecast error statistics. Journal of Geophysical Research,
99 (C5), 10 143–10 162.
Evensen, G., 2006: Data Assimilation: The Ensemble Kalman Filter. Springer, New York.
Franzke, C., D. T. Crommelin, A. Fischer, and A. J. Majda, 2008: A hidden Markov model
perspective on regimes and metastability in atmospheric flows. Journal of Climate, 21 (8),
1740–1757.
Franzke, C., I. Horenko, A. J. Majda, and R. Klein, 2009: Systematic metastable atmospheric
regime identification in an AGCM. Journal of the Atmospheric Sciences, 66 (7), 1997–
2012.
Franzke, C. and A. J. Majda, 2006: Low-order stochastic mode reduction for a prototype
atmospheric GCM. Journal of the Atmospheric Sciences, 63 (2), 457–479.
Franzke, C., A. J. Majda, and E. Vanden-Eijnden, 2005: Low-order stochastic mode reduc-
tion for a realistic barotropic model climate. Journal of the Atmospheric Sciences, 62 (6),
1722–1745.
Frederiksen, J. S. and A. G. Davies, 1997: Eddy viscosity and stochastic backscatter param-
eterizations on the sphere for atmospheric circulation models. Journal of the Atmospheric
Sciences, 54 (20), 2475–2492.
37
Gardiner, C. W., 2003: Handbook of Stochastic Methods for Physics, Chemistry, and the
Natural Sciences. 3d ed., Springer, New York.
Givon, D., R. Kupferman, and A. Stuart, 2004: Extracting macroscopic dynamics: Model
problems and algorithms. Nonlinearity, 17 (6), R55–127.
Golub, G. H. and C. F. V. Loan, 1996: Matrix Computations. 3d ed., The Johns Hopkins
University Press, Baltimore.
Hamill, T. M., 2001: Interpretation of rank histograms for verifying ensemble forecasts.
Monthly Weather Review, 129 (3), 550–560.
Hamill, T. M. and S. J. Colucci, 1997: Verification of Eta/RSM short-range ensemble fore-
casts. Monthly Weather Review, 125 (6), 1312–1327.
Harlim, J. and A. J. Majda, 2008: Filtering nonlinear dynamical systems with linear stochas-
tic models. Nonlinearity, 21 (6), 1281–1306.
Harlim, J. and A. J. Majda, 2010: Catastrophic filter divergence in filtering nonlinear dissi-
pative systems. Communications in Mathematical Sciences, 8 (1), 27–43.
Hasselmann, K., 1976: Stochastic climate models. Part 1: Theory. Tellus, 28 (6), 473–485.
Hsu, C. J. and F. Zwiers, 2001: Climate change in recurrent regimes and modes of Northern
Hemisphere atmospheric variability. Journal of Geophysical Research, 106 (D17), 20 145–
20 159.
Imkeller, P. and J.-S. von Storch, (Eds.) , 2001: Stochastic Climate Models. Birkhauser
Verlag, Basel.
Kalnay, E., 2002: Atmospheric Modeling, Data Assimilation and Predictability. Cambridge
University Press, Cambridge.
Khasminsky, R. Z., 1966: On stochastic processes defined by differential equations with a
small parameter. Theory of Probability and its Applications, 11, 211–228.
Kimoto, M. and M. Ghil, 1993: Multiple flow regimes in the northern hemisphere winter. Part
I: Methodology and hemispheric regimes. Journal of the Atmospheric Sciences, 50 (16),
2625–2644.
Kleeman, R., 2008: Stochastic theories for the irregularity of ENSO. Philosophical Trans-
actions of the Royal Society A: Mathematical, Physical and Engineering Sciences,
366 (1875), 2509–2524.
Kondrashov, D., K. Ide, and M. Ghil, 2004: Weather regimes and preferred transition paths
in a three-level quasigeostrophic model. Journal of the Atmospheric Sciences, 61, 568–587.
38
Kramers, H. A., 1940: Brownian motion in a field of force and the diffusion model of chemical
reactions. Physica, 7 (4), 284–304.
Kurtz, T. G., 1973: A limit theorem for perturbed operator semigroups with applications to
random evolutions. Journal of Functional Analysis, 12 (1), 55–67.
Kwasniok, F. and G. Lohmann, 2009: Deriving dynamical models from paleoclimatic records:
Application to glacial millennial-scale climate variability. Physical Review E, 80 (6),
066 104.
Legras, B. and M. Ghil, 1985: Persistent anomalies, blocking and variations in atmospheric
predictability. Journal of the Atmospheric Sciences, 42, 433–471.
Leith, C. E., 1975: Climate response and fluctuation dissipation. Journal of the Atmospheric
Sciences, 32 (10), 2022–2026.
Li, H., E. Kalnay, and T. Miyoshi, 2009: Simultaneous estimation of covariance inflation
and observation errors within an ensemble Kalman filter. Quarterly Journal of the Royal
Meteorological Society, 135 (639), 523–533.
Lin, J. W.-B. and J. D. Neelin, 2000: Influence of a stochastic moist convective parametriza-
tion on tropical climate variability. Geophysical Research Letters, 27 (22), 3691–3694.
Lin, J. W.-B. and J. D. Neelin, 2002: Considerations for stochastic convective parametriza-
tion. Journal of the Atmospheric Sciences, 59 (5), 959–975.
Lorenz, E. N., 1963: Deterministic nonperiodic flow. Journal of the Atmospheric Sciences,
20 (2), 130–141.
Lorenz, E. N., 1996: Predictability - a problem partly solved. Predictability, T. Palmer, Ed.,
European Centre for Medium-Range Weather Forecast, Shinfield Park, Reading, UK.
Luzzatto, S., I. Melbourne, and F. Paccaut, 2005: The Lorenz attractor is mixing. Commu-
nications in Mathematical Physics, 260, 393–401.
Majda, A. J., C. Franzke, A. Fischer, and D. T. Crommelin, 2006: Distinct metastable
atmospheric regimes despite nearly Gaussian statistics: A paradigm model. Proceedings
of the National Academy of Sciences, 9103 (22), 8309–8314.
Majda, A. J., C. Franzke, and B. Khouider, 2008: An applied mathematics perspective
on stochastic modelling for climate. Philosophical Transactions of the Royal Society A:
Mathematical, Physical and Engineering Sciences, 366 (1875), 2427–2453.
Majda, A. J., I. Timofeyev, and E. Vanden Eijnden, 1999: Models for stochastic climate
prediction. Proceedings of the National Academy of Sciences, 96 (26), 14 687–14 691.
39
Majda, A. J., I. Timofeyev, and E. Vanden Eijnden, 2001: A mathematical framework for
stochastic climate models. Communications on Pure and Applied Mathematics, 54 (8),
891–974.
Majda, A. J., I. Timofeyev, and E. Vanden-Eijnden, 2003: Systematic strategies for stochas-
tic mode reduction in climate. Journal of the Atmospheric Sciences, 60 (14), 1705–1722.
Palmer, T. and P. Williams, (Eds.) , 2010: Stochastic Physics and Climate Modelling. Cam-
bridge University Press, Cambridge.
Palmer, T. N., 2001: A nonlinear dynamical perspective on model error: A proposal for
non-local stochastic-dynamic parametrization in weather and climate prediction models.
Quarterly Journal of the Royal Meteorological Society, 127 (572), 279–304.
Papanicolaou, G. C., 1976: Some probabilistic problems and methods in singular perturba-
tions. Rocky Mountain Journal of Mathematics, 6 (4), 653–674.
Pavliotis, G. and A. Stuart, 2007: Parameter estimation for multiscale diffusions. Journal of
Statistical Physics, 127 (4), 741–781.
Pavliotis, G. A. and A. M. Stuart, 2008: Multiscale Methods: Averaging and Homogenization.
Springer, New York.
Plant, R. S. and G. C. Craig, 2008: A stochastic parametrization for deep convection based
on equilibrium statistics. Journal of the Atmospheric Sciences, 65 (1), 87–105.
Shutts, G. J., 2005: A stochastic kinetic energy backscatter algorithm for use in ensemble
prediction systems. Quarterly Journal of the Royal Meteorological Society, 131 (612),
3079–3102.
Siegert, S., R. Friedrich, and J. Peinke, 1998: Analysis of data sets of stochastic systems.
Physics Letters A, 243 (5-6), 275 – 280.
Simon, D. J., 2006: Optimal State Estimation. John Wiley & Sons, Inc., New York.
Stemler, T., J. P. Werner, H. Benner, and W. Just, 2007: Stochastic modeling of experimen-
tal chaotic time series. Physical Review Letters, 98 (4), 044 102.
Stephenson, D., A. Hannachi, and A. O‘Neill, 2004: On the existence of of multiple climate
regimes. Quarterly Journal of the Royal Meteorological Society, 130 (697), 583–605.
Sura, P., 2003: Stochastic analysis of southern and Pacific ocean sea surface winds. Journal
of the Atmospheric Sciences, 60 (4), 654–666.
Sura, P. and J. Barsugli, 2002: A note on estimating drift and diffusion parameters from
timeseries. Physics Letters A, 305 (5), 304–311.
40
Talagrand, O., R. Vautard, and B. Strauss, 1997: Evaluation of probabilistic prediction
systems. Proceedings of the ECMWF Workshop on Predictability, ECMWF.
Tippett, M. K., J. L. Anderson, C. H. Bishop, T. M. Hamill, and J. S. Whitaker, 2003:
Ensemble square root filters. Monthly Weather Review, 131 (7), 1485–1490.
Tucker, W., 1999: The Lorenz attractor exists. Comptes Rendus de l’Acade´mie des Sciences
- Series I - Mathematics, 328 (12), 1197 – 1202.
Wang, X., C. H. Bishop, and S. J. Julier, 2004: Which is better, an ensemble of positive-
negative pairs or a centered spherical simplex ensemble? Monthly Weather Review,
132 (7), 1590–1505.
Wilks, D. S., 2005: Effects of stochastic parametrizations in the Lorenz ’96 system. Quarterly
Journal of the Royal Meteorological Society, 131 (606), 389–407.
Wilks, D. S., 2006: Statistical Methods in the Atmospheric Sciences. Elsevier, Oxford.
Wirth, V., 2001: Detection of hidden regimes in stochastic cyclostationary time series. Phys-
ical Review E, 64 (1), 016 136.
Zwanzig, R., 2001: Nonequilibrium Statistical Mechanics. Oxford University Press, Oxford.
41
