We demonstrate that a family of radial Ornstein-Uhlenbeck stochastic processes displays an ergodic behaviour appropriate for known quantum chaos universality classes of nearest neighbour spacing distributions. A common feature of those parametric processes is an asymptotic balance between the radial (Bessel-type) repulsion and the harmonic attraction, as manifested in the general form of forward drifts b(x) = N−1 2x − x, (N = 2, 3, 5 correspond respectively to the familiar GOE, GUE and GSE cases).
In case of randomness-inflicted quantum spectra, affinities with the statistical theory of randommatrix spectral problems support the viewpoint [1] , that certain features of a fully developed classical chaos can be elevated to the quantum level as universality classes of spectral fluctuations. However, in those cases, an ensemble of large (size is to grow to infinity) random matrices is usually set in correspondence with one quantum system.
Then, an immediate question arises: how may one justify a comparison of a statistical ensemble of randomly disordered spectral series with one only specific energy level sequence of an a priori chosen (be it "quantum chaotic", [2] ) quantum system.
To our knowledge this immediate conceptual obstacle, except for preliminary investigations of Ref. [3] , has not been seriously addressed in the quantum chaos literature. A partial answer to that question, [2] , points towards certain ergodicity properties appropriate for models of the parametric level dynamics (Coulomb gas, plasma or else, evolving in "fictitious time"), that provide a reinterpretation of random-matrix theory in terms of an equilibrium statistical mechanics for a fictitious N -particle system (with N allowed to grow indefinitely).
In the framework of random-matrix theory, an ergodic problem for Gaussian ensembles was analyzed long ago in Ref. [4] , with a focus on the ergodic behaviour for the eigenvalue density and k-point correlation functions of individual random matrices and their statistical ensembles. That involves a local version of the ergodic theorem, where e.g. the spectral averaging over a finite energy span of the level density is compared with the matrix ensemble mean of the level density.
If specialized to the quantum chaos context, the basic hypothesis behind previous arguments is that quantum Hamiltonian may be represented by just one matrix representative drawn from an ensemble of suitable random ones. That particular issue of an individual versus ensemble spectral information is the major objective of our investigation.
We shall focus upon the parametric interpolation scenario for the nearest-neighbor spacing distributions of irregular quantum systems where invariant probability measures are ultimately involved. Disregarding the origins of randomness in diverse settings, we shall take the view that stochastic processes are mathematically appropriate models when the time evolution (parametric "dynamics" being included) of random phenomena is involved. Whenever probability laws are in usage, random phenomena and stochastic processes are always at hand, [5, 6] .
The major difference of our strategy, if compared to other approaches, amounts to considering exclusively the parametric evolution towards equilibiria of nearest neighbour spacing distributions as the major source of probabilistic information. We arrive here at prototype invariant measures of limiting stationary stochastic processes.
We do not invoke any explicit eigenvalue (e.g. a solution of the spectral problem for the quantum system or the related random-matrix model) nor level dynamics input, since those data prove to be irrelevant for the primary ergodic behaviour that is displayed by the adjacent spacing probability densities.
An exploitation of ergodicity (in fact, albeit implicitly, also strong mixing and exactness, [5, 7] ) of certain parametrically evolving Markovian stochastic processes is hereby proposed as an alternative scenario to fictitious gas or plasma level-dynamics models.
It is the level repulsion which is routinely interpreted as a quantum manifestation of classical chaos. Normally that is quantified by means of polynomial modifications of the Gaussian probability law (in association with the Wigner-Dyson statistics of adjacent level spacings for e.g. unitary, orthogonal and symplectic random matrix ensembles). For completness of the argument, let us list the standard formulas:
9π ), corresponding respectively to the GOE, GUE and GSE random-matrix theory predictions.
Let us consider a Markov diffusion-type process X t in R 1 . We can fully characterize an associated random dynamics by means of a transition density p(y, s, x, t) with 0 ≤ s < t and an initial density
One may possibly depart from a formal infinitesimal version of a stochastic differential equation for a random variable X t = X(t) taking values in
is a Wiener process (W t , t ∈ R + is a continuous stochastic process with a starting point W 0 = 0 and such that for any 0 ≤ s < t the random variable
. A suitable function b(x, t) stands for a forward drift of the diffusion-type process X t . Detailed existence criterions for unique nonexplosive solutions we leave aside.
If we assign a probability density ρ 0 (x) with which the initial data x 0 = X(0) for the stochastic differential equation are distributed (weak solutions enter the scene), then the corresponding FokkerPlanck equation can be introduced:
where suitable initial and/or boundary data still need to be specified. The Fokker-Planck equation describes an evolution of a probability density ρ(x, t) that is induced by (and runs in conformity with) an associated stochastic process. Examining the density dynamics amounts to examining an infinite number of (sample) trajectories. Clearly, it is technically easier to handle global features of a stochastic process in terms of evolving densities than in terms of erratic sample paths.
In particular, by exploiting densities instead of sample paths we can formulate explicit criteria that quantify the degree of complications shared by the pertinent stochastic process and the way it visits various areas of the state space X ⊂ R 1 . Those irregularity levels can be quantified in terms of properties borrowed directly from the theory of dynamical systems, namely: ergodicity, mixing and exactness. Provided, suitable (asymptotic) invariant measures can be associated with the pertinent stochastic processes.
The simplest illustration of how invariant probability measures and an ergodic behaviour enter the scene is provided by a standard Ornstein-Uhlenbeck process. By general arguments pertaining to an asymptotic stability of solutions for the Fokker-Planck equation, [5] , we know that the invariant density of the Ornstein-Uhlenbeck process is approached in the large time asymptotic, irrespective of what is an initial choice of ρ 0 (x) of the density to be propagated, except that it must be an element of L 1 . (We specify L 1 to comprise those functions f (x) on the state space X ⊂ R 1 for which
norm of a function f .) Given a transition probability density p(y, s, x, t); s ≤ t of the Markov process we can write a solution of the corresponding Fokker-Planck equation as
where f (0, x) = f (x) = P 0 f (x). P t transforms L 1 -densities into densities again: P t f ≥ 0 and P t f = f for all t ∈ R + and f ≥ 0, f ∈ L 1 . Following Ref. [7] we call P t the Markov operator. By resorting to the uniqueness of solutions of the Fokker-Planck equation, we can actually demonstrate that P t determines a continuous semigroup: for any f ∈ L 1 there holds P t+t ′ = P t (P ′ t f ), [5] . Let P t be a Markov operator with a stationary density f * ∈ L 1 , i.e. we have lim t→∞ P t f (x) = f * (x) and obviously P t f * = f * for all t ∈ R + . (Notice that for any Borel set A ∈ X we have defined its probability measure µ * (A) = A f * (x)dx).
We say that P t is f * -ergodic if for all initial densities f and all bounded measurable functions g there holds:
which actually determines an expectation value < g > * .
Basically, if a stationary density f * exists for a given process X t and if we consider the process X t to begin at t 0 with an a priori prescribed probability density f * of initial data, then X t is an ergodic process, cf. [8] . In that case, for every integrable function g(x), with probability 1 we have satisfied
This relates an expectation value < g > * with a "time average" evaluated along one concrete sample path ω. In particular, we have here a straightforward method to deduce the stationary (invariant) probability density directly from the "time average" along the path. Namely, if χ ǫ (x) = 1 for x ∈ [x − ǫ, x + ǫ] ⊂ X, while vanishing otherwise, we realize that ergodicity implies
almost surely (i.e. with probability 1). That can be verbalized by saying that f * (x)△x, i. e. a probability to locate the process X t in a small neighbourhood of a fixed point x, equals a fraction of time which X t (ω) (where ω is one chosen sample path) spends about x in the course of its erratic wandering through X ⊂ R 1 . The Markov operator of the Ornstein-Uhlenbeck process is known to be f * -ergodic (actually exact, cf. Refs. [5, 7] ), where f * (x) = (
2 ) stands for a unique invariant density of the process. As emphasized before, we shall not be interested in any explicit level (eigenvalue) dynamics scenario. All relevant repulsion mechanisms together with a probabilistic information necessary to construct sample sequences of energy levels (spectral series) can be clearly deduced from the appropriate parametric level spacing dynamics.
We shall consider the previously listed GOE, GUE and GSE probability densities on R + (up to suitable rescalings !) as prototype invariant densities of certain parametric Markovian stochastic processes.
Probability densities on
2 ) and
2 ) appear notoriously in various quantum mechanical contexts (harmonic oscillator or centrifugal-harmonic eigenvalue problems), cf. [9, 10, 11, 12] . Notwithstanding, as notoriously they can be identified in connection with special classes of stationary Markovian diffusion processes on R + , [13, 14, 15] , see also [7] .
Following [14] let us consider a Fokker-Planck equation on the positive half-line of the form:
which may be set in correspondence with the stochastic differential equation
formally valid for a random variable X t with values contained in (0, ∞). Here α ≥ 0. Accordingly, if ρ 0 (x) with x ∈ R + is regarded as the density of distribution of X 0 then for each t > 0 the function ρ(x, t), solving Eq. (6), is the density of X t . In view of a singularity of the forward drift at the origin, we refrain from looking for strong solutions of the stochastic differential equation (7) and confine attention to weak solutions only and the associated tractable parabolic problem (6) with suitable boundary data, cf. [14] .
In all those cases a mechanism of repulsion is modeled by 1 x term in the forward drift expression. The compensating harmonic attraction (respectively linear friction), which is modeled by the −x term, saturates the long distance effects of repulsion-induced scattering and ultimately yields asymptotic steady (stationary) probability densities.
To interpret a density ρ(x) as a stationary (invariant) density of a certain Markovian diffusion process we shall utilize the rudiments of so-called Schrödinger boundary and stochastic interpolation problem, [10, 12, 16, 17] . Our further reasoning relies upon a general theory, originally formulated to establish a stochastic counterpart of the Schrödinger picture quantum dynamics, albeit here exploited in a non-typical context.
Let us notice that both in case of the standard Ornstein-Uhlenbeck process and its Bessel (radial) variant, we have been looking for a stochastic process with an asymptotic invariant density. We could as well start from an invariant density and then address an easier issue of the associated measure preserving stochastic process.
There is a general formula [16, 17] relating the forward drift of the sought for process with an explicit functional form of an invariant probability density. We consider Markov diffusion processes with constant diffusion coefficients, denoted δ. Then, the pertinent formula reads:
In particular, for the Ornstein-Uhlenbeck process we have ρ 1/2 (x) = (
2 ) and δ = 1 2 , so we clearly arrive at b(x) = −x as should be. Quite analogously, in case of the GUE-type spacing density, we have δ = we arrive at the formula: b(x, t) = 1 2x − x. We immediately identify the above forward drift with the one appropriate for the time homogeneous N = 2 radial Ornstein-Uhlenbeck process, whose (N > 0 and otherwise arbitrary integer) transition probability density reads, [14] :
where α = N −2 2
and I α (z) is a modified Bessel function of order α:
while the Euler gamma function has a standard form Γ(x) = ∞ 0 exp(−t)t x−1 dt. We remember that Γ(n + 1) = n! and Γ(1/2) = √ π. The resultant forward drift has the general form:
By setting N = 2 in Eq. (9), and then employing the series representation of I 0 (z), we easily recover the asymptotic density: lim t→∞ p(y, 0, x, t) = 2x exp(−x 2 ) = f * (x). We can also analyze the large time asymptotic of p(y, 0, x, t), Eq. (9) in case of N = 3 which gives rise to an invariant density of the process in the form:
. That obviously corresponds to the GUE-type case with b(x) = 1 x − x. When passing to the GSE case, we are interested in the Markovian diffusion process which is supported by an invariant probability density ρ(x) = (11) shows that we deal with a radial Ornstein-Uhlenbeck process corresponding to N = 5. Accordingly, the transition probability density of the process displays an expected asymptotic:
Here we have exploited Γ(1/2) = √ π to evaluate Γ(3/2) = 1 2 √ π. For any density f ∈ L 1 (R + ) we can consider: f (x, t) = R + p(y, 0, x, t)f (y)dy. A formal analysis of limiting properties of the transition density p(y, 0, x, t) shows that lim t↓0 f (x, t) = f (x) while lim t→∞ f (x, t) = f * (x) for all f ∈ L 1 , cf. [9] . (One make invoke to that end an issue of the uniform convergence of integrands.)
In view of the entrance boundary condition we clearly have f (0, t) = 0. Hence, f (x, t) can be interpreted as a regular solution of the first-initial boundary value problem, [18] , for the parabolic equation (6) with the boundary data: f (x, 0) = f (x) and f (0, t) = 0. An invariant density itself is an obvious example of the stationary solution to that problem, hence f * -ergodicity trivially follows for the process X t .
We have thus identified a universal stochastic law behind the functional form of all (named generic) spacing probability densities appropriate for quantum chaos (we keep in mind all possible reservations coming from the fact that neither of "universal" laws can be regarded as a faithful representation of a real state of affairs).
The underlying parametric diffusion processes, for which those densities arise as densities of asymptotic invariant measures, belong to the family of radial Ornstein-Uhlenbeck processes. Their forward drifts given by the general expression (11) clearly display a combination of radial (Bessel type) repulsion that is mitigated and ultimately saturated (which leads to invariant measures) by the harmonic attraction. We have explicitly analyzed N = 2, 3, 5 radial processes and set them in correspondence with invariant densities of the GOE, GUE and GSE type respectively.
The formulas (9) and (11) allow us to formulate a hypothesis that novel universality classes may possibly be found to be appropriate for quantifying quantum chaos. Straightforwardly, one can verify that transition probability densities (9) refer to asymptotic invariant densities of the form:
The absence of any reported evidence in favor of N = 4, i. e. b(x) = 3 2x − x, universality class allows to expect that e.g. N = 6 may not be realizable, but N = 7 possibly might be. Clearly, larger values of N deserve an investigation as well.
In all considered cases, an asymptotic invariance of probability measures (densities) is sufficient to yield ergodic behaviour. We conjecture that all those processes are in fact f * -exact, cf. [7] .
