The aim of this paper is to train an RBF neural network and select centers under concurrent faults. It is well known that fault tolerance is a very attractive property for neural networks. And center selection is an important procedure during the training process of an RBF neural network. In this paper, we devise two novel algorithms to address these two issues simultaneously. Both of them are based on the ADMM framework. In the first method, the minimax concave penalty (MCP) function is introduced to select centers. In the second method, an l0-norm term is directly used, and the hard threshold (HT) is utilized to address the l0-norm term. Under several mild conditions, we can prove that both methods can globally converge to a unique limit point. Simulation results show that, under concurrent fault, the proposed algorithms are superior to many existing methods.
I. INTRODUCTION
Radial basis function (RBF) neural network is a common algorithm and is widely used in many applications [1] - [3] . Its training process usually includes two stages. In the first phase, the RBF centers are determined. And in the second phase, the corresponding weights of these RBF centers are estimated. These RBF centers are usually selected from the training set. For instance, we can use all input vectors from the training samples as RBF centers [4] , or randomly choose a subset from the training set [5] . However, the first method may result in a complex network structure and the problem of overfitting. The second method cannot guarantee that the constructed RBF network covers the input space well.
To overcome the shortcomings of the above two methods, many other RBF center selection approaches have been proposed. Among them, clustering algorithm [6] , orthogonal least squares (OLS) approach [7] , [8] , and support vector regression [9] , [10] are the most representative methods. None of these algorithms involve situations where network faults have occurred. However, during the training process of neural networks, the network faults are almost inevitable. For example, when we calculate the centers' weights, the roundoff errors will be introduced which can be seen as a kind of multiplicative weight fault [11] - [13] . When the connection between two neurons is damaged, signals cannot transform between them which may result in the open weight fault [14] , [15] .
Over the past two decades, several fault tolerant neural networks have been proposed. Most of them only consider Hao one kind of network fault [16] - [19] . However, the paper [20] first describes a situation when the multiplicative weight fault and open weight fault occur in a neural network concurrently. Due to the modification of its objective function, the solution of this method is biased. To handle this issue, a new approach based on OLS and regularization term is proposed in [21] . The performance of this algorithm is better than most existing methods. But the computational cost is very expensive, since the OLS approach is used in this method. And this method can only carry out the center selection steps before the training process. In order to further improve the performance of an RBF network and perform center selection and training at the same time, a fault tolerant RBF center selection method based on l 1 -norm is proposed in our previous work [22] .
In this paper, we further develop our previous work by replacing the l 1 -norm regularization with the l 0 -norm term. And then we propose two methods to solve this problem. In the first one, we further modify the objective by introducing the minimax concave penalty (MCP) function to substitute the l 0 -norm term. After that, the problem is solved by alternating direction method of multipliers (ADMM) framework. In the second method, the ADMM framework and hard threshold (HT) are utilized to solve the problem. The main contribution of this paper is: (i). Two novel fault tolerant RBF center selection algorithms are developed. (ii). We theoretically prove that the proposed methods can globally converge to a unique limit point. (iii). The performance improvements of the proposed methods are very significant.
The rest of paper is organized as follows. The background of RBF neural network under concurrent faults and the ADMM framework are described in Section II. In Section III, the proposed two approaches are developed. In Section IV, we prove that both our proposed methods can globally converge to a unique limit point under mild conditions. Numerical results for evaluation and comparison of different algorithms are provided in Section V. Finally, the conclusions are drawn in Section VI.
II. BACKGROUND

A. Notation
We use a lower-case or upper-case letter to represent a scalar while vectors and matrices are denoted by bold lower-case and upper-case letters, respectively. The transpose operator is denoted as ( ) T , and I represents the identity matrix with appropriate dimensions. Other mathematical symbols are defined in their first appearance.
B. RBF networks under concurrent fault situation
In this paper, the training set is expressed as D = (x x x i , y i ) : x x x i ∈ R K1 , y i ∈ R, i = 1, 2, ..., N , (1) where x x x i is the input of the i-th sample with dimension K 1 , and y i is the corresponding output. Similarly, the test set can be denoted as
Generally speaking, the RBF approach is used to handle regression problems. The input-output relationship of data in D is approximated by the sums of M radial basis functions, i.e.,
where exp − x x x − c c c j 2 2 /s is the j-th radial basis function, w j denotes its weight, the vectors c c c j 's are the RBF centers, s is a parameter which can be used to control the radial basis function width, and M denotes the number of RBF centers. Usually, the centers are selected from the input data {x x x 1 , . . . , x x x N }. If we directly use all inputs as centers, it may result in some ill-conditioned solutions. Therefore, center selection is a key step in RBF neural network.
For a faulty-free network, the training set error can be expressed as
where w w w = [w 1 , · · · , w M ] T , y y y = [y 1 , · · · , y N ] T , and A is a
However, in the implementation of an RBF neural network, weight failures may happen. Multiplicative weight noise and open weight fault are two common faults in the RBF neural network [11] - [13] , [16] , [18] , [19] , [23] , [24] . When they are concurrent [20] , [21] , the weights can be modeled as
where j = 1, · · · , M , β j denotes the open fault of the jth weight. When the connection is opened, β j = 0, otherwise, β j = 1. The term b j w j in (6) is the multiplicative noise in jth weight. The magnitude of the noise is proportional to that of the weight. We assume that the b j 's are independent and identically distributed (i.i.d.) zero-mean random variables with variance σ 2 b . With this assumption, the statistics of b j 's are summarized as
where · is an expectation operator. Furthermore, we assume that β j 's are i.i.d. binary random variables. The probability mass function of β j is given by
Thus, the statistics of β i 's are
Given a particular fault pattern of b j and β j , the training set error can be expressed as
From (7) and (10), the average training set error [21] over all possible failures is given by
In (12), the term
y 2 i can be seen as a constant with respect to the weight vector w w w. Hence the training objective function can be defined as
where
C. ADMM
The ADMM framework is an iterative approach for solving optimization problems by breaking them into smaller subproblems [25] . This algorithm can be used to solve problems in the standard form min z z z,y y y : ψ (z z z) + g (y y y) (14a)
with variables z z z ∈ R n and y y y ∈ R m , where b b b ∈ R p , C ∈ R p×n and D ∈ R p×m . In the ADMM framework, first we construct an augmented Lagrangian function as
where α ∈ R p is the Lagrange multiplier vector, and ρ > 0.
The algorithm consists of the iterations as:
For updating the dual variable, a step size equal to the augmented Lagrangian parameter ρ is used. III. DEVELOPMENT OF PROPOSED ALGORITHM In (13), we use M RBF centers. To limit the size of the RBF network and automatically select appropriate centers during training process, we further modify the objective function and propose two novel algorithms based on the property of l 0 -norm and ADMM framework.
A. RBF center selection based on ADMM-MCP
In the first method, we consider introducing an additional penalty term λ w w w 0 into (13), then we havê
where w w w 0 represents the number of non-zero entries in w w w.
Due to the nature of l 0 -norm, the problem in (17) is NP hard [26] . To handle this issue, the MCP function is introduced, which is a very attractive approximate function of l 0 -norm [27] , [28] . Thus, the function in (17) can be rewritten as
and
The shapes of MCP penalty function with different parameter settings are shown in Fig. 1 . From this figure, we see that, with appropriate parameter setting, the shape of MCP is very similar with the l 0 -norm term.
Then the ADMM framework is used to handle the problem in (18) . Following the steps of ADMM, we introduce a dummy variable u u u = [u 1 , . . . , u M ] T and transform the unconstrained problem into the standard constrained form
where ψ(w w w) is given by (13) . Then we construct its augmented Lagrangian as
According to (16) , the ADMM iteration of u u u k+1 is
where S denotes the soft-threshold operator [29] given by
All these three cases have a unified approximate solution [27] , [28] 
It is worth noting that when γ → ∞ the function in (27) is similar with the soft-threshold, when γ → 1 the function is close to the hard-threshold. w w w k+1 is directly calculated by first-order optimization condition, the solution is given by
υ k+1 is updated as
B. RBF center selection based on ADMM-HT
In the first method, two parameters λ and γ are used. If we need the number of centers exactly equal to a certain value, we have to regularize λ to meet this requirement. It is very inconvenient. Hence we propose the second method which can directly limit the maximum number of centers. First, the problem in (13) is modified as a constrained form
With the constraint in (30b), we can ensure that the number of RBF centers is equal to or smaller than K. But this problem cannot be directly solved by the ADMM framework. Since the constraint in (30b) is undecomposable. To solve this issue, we introduce an indicator function
where the set c c c(K) = {w w w : w w w 0 ≤ K} (K ≤ M ). After that, the problem in (30) can be rewritten as
Then, we introduce a dummy variable u u u and rewrite problem in (32) as
where g(u u u) denotes the indicator function i c c c(K) (u u u). Its augmented Lagrangian is
According to (34) and (16), we have:
where HT (z z z) sets all elements of z z z equal to 0 except the K entries with the largest magnitudes. Obviously, the HT operation can restrict u u u into the feasible region c c c(K). It is worth noting that the second method just replaces the MCP function in the Lagrangian (22) by the indicator function i c c c(K) (u u u). It does not influence the update of w w w k+1 and υ k+1 . Hence in the second method we still have:
IV. ANALYSIS OF GLOBAL CONVERGENCE
In this section, we discuss the convergence of the proposed methods. We cannot directly follow the general convergence proof for nonconvex ADMM given by [30] . Because some of the assumptions given in [30] are not satisfied. For instance, i c c c(K) (u u u) is not a restricted prox-regular function. But the global convergence of our proposed two methods still can be proved. We first give a sketch of the proof in Theorem 1, and the details are discussed latter.
Theorem 1: If the proposed methods satisfy the following four conditions:
C2 (Boundness condition) The sequences {w w w k , u u u k , υ k } generated by the proposed two methods are bounded and their Lagrangian functions are lower bounded. C3 (Subgradient bound condition) For each k ∈ N, there exists a d d d k+1 ∈ ∂L(w w w k+1 , u u u k+1 , υ k+1 ), and a τ 2 > 0 such that
C4 (Continuity condition) If {w w w * , u u u * , υ * } is the limit point of a sub-sequence {w w w ks , u u u ks , υ ks } (s ∈ N), then L(w w w * , u u u * , υ * ) = lim s→∞ L(w w w ks , u u u ks , υ ks ). Based on these conditions, we can further deduce that the sequences {w w w k , u u u k , υ k } have at least one limit point {w w w * , u u u * , υ * } and any limit point {w w w * , u u u * , υ * } is a stationary point. Moreover, if their Lagrangian functions L(w w w, u u u, υ) are Kurdyka-Łojasiewicz (KŁ) function, then the sequences {w w w k , u u u k , υ k } will globally converge to a unique limit point
The theorem is similar as Proposition 2 in [30] and Theorem 2.9 in [31] . The proof of it is also standard. So we omit it here. The details can be found in the proof of Proposition 2 in [30] .
For the proof of convergence, the key step here is to prove that the above mentioned four conditions are satisfied. Hence, we have the following four propositions.
Proposition 1: If ρ is greater than a certain value, the proposed two methods satisfy the sufficient decrease condition in C1.
Proof: In the following proof, we use the second method as an example. For the first method, the proof is same except replacing the function g(u u u) by P λ,γ (u u u).
For the second method, the Lagrangian function in (34) can be rewritten as
The second-order derivative of ψ(w w w) is
Obviously, it is positive definite. Hence ψ(w w w) is strongly convex. We can further deduce that the Lagrangian in (40) is also strongly convex with respect to w w w. Hence, based on the definition of strongly convex function, we have
where a > 0.
From (36), we have
Combining it with (37), we can deduce that
where l ψ is a Lipschitz constant of function ψ(w w w). The last inequality in (44) is because that ψ(w w w) has Lipschitz continuous gradient. From (35) , we have
Combining (42), (44) and (45), we have
If ρ > 2l 2 ψ /a, we can ensure that l 2 ψ /ρ − a/2 < 0. Hence the
is lower bounded, and the sequences {w w w k , u u u k , υ k } generated by the proposed methods are bounded.
Proof: We still use the second method as an example. The proof of the first method is also similar. Firstly, we prove the L(w w w k , u u u k , υ k ) is lower bounded for all k.
where the inequality in (47) is due to Lemma 3.1 in [31] and the Lipschitz continue gradient of ψ(w w w). According to Lemma 3.1 in [31] , we can deduce that
thus we have the inequality in (47).
Then, we can deduce that
Therefore we can also deduce that
In addation, according to (37) , we have
The proposed two methods satisfy the subgradient bound condition given by C3.
Proof: For the second method,
where the second equality in (53) is according to (35) ,
where ∂ is a generalized notion called limiting-subdifferential [31] . Being given u u u k+1 ∈ c c c(K), the limiting-subdifferential of g(u u u) at u u u k+1 is called the normal cone to c c c(K) at u u u k+1 , which is denoted by N c c c (u u u k+1 ) (for u u u k+1 / ∈ c c c(K) we set N c c c (u u u k+1 ) = ∅ ) [31] . Thus
Combining it with the inequality in (44), we can deduce that
Apparently, for the first method, we just need to replace the function g(u u u) by P λ,γ (u u u), then all other proof is same with the above mentioned process. Then, for proving the condition in C4, the following lemma is introduced.
Lemma 1: The indicator function in (31) is low semicontinuous.
Proof: From [32] , we know that suppose X is a topological space, a function f : X → R ∪ {−∞, ∞} is lower semicontinuous if and only if all of its lower levelsets {x x x ∈ X : f (x x x) ≤ α} are closed for every α.
According to this property, to prove Lemma 1, we just need to prove that for every α, the set g(u u u) ≤ α is closed. Obviously, the set is ∅ or c c c(K) for ∀α. Hence if c c c(K) = {u u u : u u u 0 ≤ K} is closed, then g(u u u) is a lower semi-continuous function.
Then, we prove that c c c(K) = {u u u : u u u 0 ≤ K} (K ≤ M ) is a closed set. In other words, we need to prove that its Proof: If the Lagrangian functions of our proposed methods are lower semi-continuous, the continuity condition in C4 is satisfied [30] , [31] . For the first method, the Lagrangian function is continuous. Thus, it must be a lower semi-continuous function. For the second method, based on Lemma 1, we know that the indicator function g(u u u) is lower semi-continuous. Besides, the terms ψ(w w w), υ T (u u u − w w w) andρ/2 w w w − u u u 2 2 are all continuous function. Then we can deduce that its Lagrangian function is lower semi-continuous. The condition in C4 is satisfied.
Thus, based on C1-C4 in Theorem 1, we know that the sequences {w w w k , u u u k , υ k } generated by the first method and second method both have at least one limit point {w w w * , u u u * , υ * } and any limit point {w w w * , u u u * , υ * } is a stationary point. Finally, to ensure that both of them have global convergence to a unique limit point, we need to prove that their Lagrangian functions are KŁ function. Before that, in order to facilitate the following explanation, we introduce several fundamental definitions.
For a function f : R n → R, dom f denotes the domain of f . A function f is proper means that dom f = ∅ and it can never attain −∞.
A subset S of R d is a real semi-algebraic set if there exists a finite number of real polynomial functions l ij , h ij :
is a semi-algebraic set in R d+1 . The definition of KŁ function is given by [31] . Here we use Lemma 2 to prove that a function is KŁ function.
Lemma 2: Let f : R n → (−∞, ∞] be a proper and lower semi-continuous function. If f is semi-algebraic, then it satisfies the KŁ property at any point of dom f . In other words, f is a KŁ function.
Proof: The proof of Lemma 2 is given by [33] . Then, based on Lemma 2, we prove L(w w w k , u u u k , υ k ) is a KŁ function. Obviously, for each proposed method, the L(w w w k , u u u k , υ k ) is a proper and lower semi-continuous function.
The key is to prove that L(w w w k , u u u k , υ k ) is semi-algebraic. All other terms are obvious, except P λ,γ (u u u) in the first method and g(u u u) in the second method. From [34] , we know that the MCP function P λ,γ (u u u) is a semi-algebraic function.
For g(u u u), according to the definition of semi-algebraic function, we need to prove that its graph {(u u u, t) ∈ R M+1 : In summary, as long asρ > max{2l 2 ψ /ã,l ψ }, both proposed methods have global convergence to a unique limit point.
V. SIMULATION RESULT
A. Settings
In the following experiments, six University of California Irvine (UCI) regression datasets are used [35] . They are respectively Abalone (ABA) [36] , [37] , Airfoil Self-Noise (ASN) [38] , Boston Housing (HOUSING) [36] , [38] , Concrete (CON) [39] , Energy Efficiency (ENERGY) [38] , and Wine Quality (white) (WQW) [40] , [41] . For each dataset, its RBF width is selected between 0.1 to 10. The basic setting of each dataset is given by TABLE I.
In the following experiment, the performance of all algorithms is evaluated by the average test set error
where N ′ denotes the size of test set, y y y ′ = [y ′ 1 , . . . , y ′ N ′ ], A ′ is a N ′ ×M matrix, and its element in ith row and jth column is
To better approximate the l 0 -norm term, the first method uses the MCP function with γ = 1.001. The parameter λ is used to control the number of nodes. The corresponding experimental results are shown in Fig. 2. From Fig. 2 , we know that when the value of λ is large, fewer nodes will be used, but the performance of the algorithm will be poor. While the second method introduce a constraint to restrict its number of centers. Unlike the first method, it can directly set the maximal number of centers without introducing any regularization parameter. With different fault scenarios, the corresponding experimental results are given by Fig. 3 . From Fig. 3 , we see that if we decrease the number of nodes, the performance of the second method will be worse.
B. Convergence
The convergence of the proposed approaches has been discussed. Here we use the dataset ASN with {P β = σ 2 b = 0.01} as an example to intuitively demonstrate their convergence. The results are shown in Fig. 4 . From Fig. 4 , it is observed that within 100 to 200 iterations both methods converge. If we increase the value of λ in the first method or decrease the number of centers in the second method, these algorithms will converge to a larger objective value. For all other datasets, they have similar properties of convergence.
C. Comparison
In this subsection, we compare our two methods with six other algorithms. They are, respectively, the fault tolerant OLS algorithm (OLS) [21] , the fault tolerant l 1 -norm approach (ADMM-l 1 ) [22] , the l 1 -norm regularization approach (l 1 -reg.) [36] , the support vector regression algorithm (SVR) [36] , the orthogonal forward regression algorithm (OFR) [42] and the Homotopy method (HOM) [43] .
The fault tolerant OLS algorithm includes two stages. In the first one, it uses OLS method to generate a sorted list of RBF nodes. In the second stage, it constructs a fault tolerant RBF network with desired number of nodes. The fault tolerant l 1 -norm approach is our previous work. It selects centers and constructs the fault tolerant RBF network simultaneously. But compared with the fault tolerant OLS algorithm, the improvement of the fault tolerant l 1 -norm approach is not very significant.
The l 1 -norm regularization approach [36] also uses the l 1norm to control the nodes' number used in the RBF network. But its fault tolerant ability is inadequate. Especially, when the fault level is high.
The SVR algorithm [36] can also train the RBF network and select centers simultaneously. The parameters C and ǫ are used to control the training process. TABLE II shows the parameter settings for different datasets. The SVR algorithm has fault tolerant ability. Since the parameter C is capable to limit the magnitudes of the trained weights. The parameter ǫ is used to control its approximation ability. However, the main drawback of the SVR algorithm is that there is no simple way to find an appropriate pair of C and ǫ. In our experiment, we use trial-and-error method to determine them.
The Homotopy method [43] is an incremental learning method. It also uses an l 1 -norm regularization term, and it can tune the regularization parameter automatically. The OFR algorithm [42] is also an incremental learning method. It chooses one RBF center at a time with the orthogonal forward regression procedure. For OFR, an l 2 -norm regularization term is used. And it can also tune the regularization parameter automatically during training process.
In the following two experiments, the simulation are ran 20 times. And in each trial, the samples of dataset are randomly assigned to the training set and testing set. First, we compare the proposed methods with all above mentioned approaches under the fault-free situation. The typical examples are given by Fig. 5 . In this case, the performance of the fault tolerant l 1 -norm approach and the l 1 -norm regularization approach are substantially same with each other. For OLS, HOM, OFR and SVR, we select their minimum MSE and the corresponding number of nodes to represent their performance. For other methods, we use the points where the number of nodes is close to the best result of SVR to represent their performance. It is because that their MSEs are basically decreasing with the increasing of nodes' number. Fig. 5 , it is observed that, under fault-free environment, the performance of OLS and HOM are better than others.
Next, we compare the proposed methods with all other algorithms under concurrent faults. We use three different fault levels:
The typical results of one trial for ASN dataset under different fault levels are given by Fig. 6 . Where the first column is the results when {P β = σ 2 b = 0.005}, while the second column and the third one are respectively the results when {P β = σ 2 b = 0.01} and {P β = σ 2 b = 0.05}. Then, we use the first column as an example to explain these figures. The independent point (694, 0.001538) in the first figure is the best result of SVR algorithm. When we use the similar number of nodes, the results of ADMM-HT, ADMM-MCP, convex ADMM-MCP, ADMM-l 1 and OLS are all similar with each other but better than the SVR method. However, when using fewer centers, such as 150, the performance of the proposed algorithms outperforms others. The second figure in the first column shows the results of HOM and OFR. Both of them break down under concurrent faults. Their minimum test set MSEs are marked in the figure. For other trials and datasets, the results are similar.
In each trial, the best results of SVR, l 1 -reg., HOM, and OFR are selected to represent their performance. For all other algorithms, their MSEs are basically always decreasing with the increasing number of nodes. For ADMM-l 1 , we choose the point with similar performance to the best result of SVR to represent its performance. For ADMM-HT, ADMM-MCP and OLS, the points with similar number of nodes to the selected point of ADMM-l 1 are used. After 20 times trials, we calculate the average test set error and average number of nodes for each algorithm. The results are shown in TABLE IV. From this table, we see that, under the concurrent fault situation, even the best results of SVR, l 1 -reg., HOM, and OFR are used, the performance of them is still unacceptable. However, the ADMM-HT, ADMM-MCP, ADMM-l 1 and OLS can effectively reduce the influence of the concurrent faults. Among them, the ADMM-HT and ADMM-MCP are always the best which have smaller average MSE and use fewer number of nodes. Comparing the proposed two methods, if we carefully tune parameters λ and γ in ADMM-MCP method, it may have better performance than ADMM-HT. But the most attractive thing of ADMM-HT is that we can directly select the number of nodes without tuning any indirect parameter.
Finally, we use the paired t-test to illustrate that compared with existing algorithms the improvement of our proposed algorithms are very significant. From Fig. 6 and TABLE IV, the performance of SVR, l 1 -reg., HOM and OFR are worse than the ADMM-l 1 and OLS method. Hence, we only conduct the paired t-test between the proposed algorithms and ADMMl 1 and OLS. The results of the t-test are shown in TABLE V and VI. For the one-tailed test with 95% level of confidence and 20 trials, the critical t-value is 1.729. We can see that all the test t-values are greater than 1.729 and all p-values are smaller than 0.05. In other words, we have enough confidence to say that on average the proposed methods are better than the ADMM-l 1 and the OLS algorithm. Besides, the confidence intervals in TABLE V and TABLE VI do not include zero. Therefore, we can have enough confidence to say that the improvements of our proposed algorithms are very significant.
VI. CONCLUSION
In the paper, the fault tolerant RBF neural network training and its center selection problem are studied. Based on the ADMM framework, two novel algorithms are proposed. They are respectively ADMM-MCP and ADMM-HT. Both of them can handle the two tasks simultaneously. In the first method, the MCP function is introduced to select centers. While, in the second method, an l 0 -norm term is directly used for center selection, and the hard threshold operation is utilized to handle the l 0 -norm term. Both two methods can globally converge to a unique limit point under several mild conditions. From the experimental results, the performance of our proposed approaches are superior to many state-of-the-art methods. The performance of our two algorithms are similar with each other. But ADMM-HT can directly select the number of centers without tuning any regularization parameter. 
