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В статье приведен анализ основных методик рациональ-
ного использования вагонного парка железных дорог. 
Установлено, что в настоящее время на железнодорож-
ном транспорте в области автоматизации перевозочно-
го процесса не уделяется особого внимания факторам, 
которые влияют на элемент оборота грузового вагона. 
Освещены основные понятия нейронных сетей. Разрабо-
тана математическая модель прогнозирования оборота 
грузового вагона. Результаты моделирования позволяют 
оценить внутреннюю адекватность модели прогнозиро-
вания, которые количественно оценивают точность рас-
четов. 
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Постановка проблемы. Оборот грузового ва-
гона является одним из важнейших показателей эк-
сплуатационной работы, выполнение которого хара-
ктеризует качество эксплуатационной работы желе-
знодорожных подразделений и который целесообра-
зно рассматривать как комплексный показатель 
стойкости выполнения перевозочного процесса для 
данной подсистемы или системы в целом. Для раци-
онализации использования вагонного парка, улуч-
шения качественных и количественных показателей 
работы станций необходимо уменьшить время об-
ращения грузового вагона путем соблюдения уста-
новленных технологическими нормативами значе-
ний то есть применять все возможные технологиче-
ские мероприятия относительно стабилизации этого 
показателя. Поставленные задачи наиболее эффек-
тивно реализовать путем разработки математичес-
кой модели прогнозирования оборота грузового ва-
гона, которая базируется на формирование нейрон-
ной сети. 
Анализ последних исследований и публика-
ций. Под нейронными сетями подразумеваются вы-
числительные структуры, моделирующие простые 
биологические процессы, ассоциированные с про-
цессами человеческого мозга. Нейронные сети, ко-
торые адаптируются и те, которые обучают, пред-
ставляют собой системы, способные к обучению пу-
тем анализа положительных и отрицательных воз-
действий [1]. Элементарным преобразователем в 
данных сетях является искусственный нейрон. Ней-
рон является составной частью нейронной сети. В 
состав нейрона входят множители (синапсы), сум-
матор и нелинейный преобразователь. Синапсы 
осуществляют связь между нейронами и умножают 
входной сигнал на число, характеризующее силу 
связи - вес синапса. Сумматор выполняет сложение 
сигналов, которые поступают по синаптическим 
связям от других нейронов, и внешних входных си-
гналов. 
Цель. Целью данной работы является совер-
шенствование технологии управления поездопото-
ками на уровне дирекции железнодорожных пере-
возок (ДН) и железной дороги в целом, что обеспе-
чивает соблюдение нормативного оборота грузовых 
вагонов за счет предоставления приоритетности по-
ездам при организации их пропуска по участкам и 
как следствие способствует устойчивости функци-
онирования железно-дорожной системы. 
Результаты исследования. Нелинейный пре-
образователь реализует нелинейную функцию одно-
го аргумента - выходу сумматора [1]. Эта функция 
называется "функцией активации" или "передаточ-
ной функцией" нейрона. Математическая модель 
нейрона описывается соотношениями: 
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где iw  - вес синапса (i =1, . . ., n); 
b  – значение смещения; 
s  – результат добавления; 
xi  – компонента входного вектора (i =1, . . ., n); 
y  – исходный сигнал нейрона; 
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n  – число входов нейрона; 
f  – нелинейный преобразователь (функция актива-
ции). 
Выходной поток, который формирует нейрон, 
определяется следующим выражением: 
 
( )y f s , 
 
Структуру нейрона отобразим на рис.1. 
 
 
 
Рис. 1. Структура искусственного нейрона 
 
Объединение нейронных сетей с нечеткой ло-
гикой дает принципиально новое качество. Полу-
ченная в результате такого объединения нейро-
нечеткая сеть обладает двумя важнейшими интелле-
ктуальными свойствами: 
а) лингвистичностью, то есть преподавание 
знаний на естественном языке;  
б) возможностью самообучения в реальном ма-
сштабе времени.  
Однако, изучив ряд научных работ и публика-
ций, можно сделать вывод, что любая нейронная 
сеть, даже относительно распространенная для ре-
шения оптимизационных задач, подходит для осу-
ществления вышеуказанных задач. Так, для полнос-
вязной нейронной сети без скрытых нейронов [3] 
справедливо утверждение, что не для любого вход-
ного значения сеть сможет сформировать правиль-
ное значение выхода [4].  
Предусматривается, что «входной слой» будет 
состоять из параметров, которые в формальном виде 
отвечают перечню оперативных параметров. В дан-
ном случае в качестве желательного значения исхо-
дного сигнала имеется в виду адекватное значение 
оборота грузового вагона, которое отвечает вход-
ным параметрам. 
Такая структура нейронной сети обеспечит со-
блюдение требований предоставления оперативных 
прогнозов относительно величины оборота вагона 
на основе сопоставления и обобщения входных па-
раметров. Таким образом, после построения такой 
сети и предоставления входного вектора параметров 
будет получено прогнозное значение оборота грузо-
вого вагона. 
Как отмечалось ранее, построение модели про-
гноза выполнения оборота грузовых вагонов по ДН 
и железной дороге в целом должно базироваться на 
анализе статистических и динамических данных от-
носительно выполнения качественных показателей 
работы их элементов. 
 
  












H
i inin
ii
in
uxw
xwxw
vxF
1
2211
21 ,,,

 xx  
 
В первую очередь, необходимо формально 
определить структуру сети. Существует такое число 
H , набор чисел uijwij,  и набор чисел vi , что приб-
лижает прогнозную функцию  xnF ,,, 21 xx  с по-
грешностью не больше чем (любое малое число ко-
торое воссоздает заданную точность аппроксима-
ции) на всей области определения. Любую непреры-
вную функцию от n  переменных можно точно реа-
лизовать с помощью трехслойной нейронной сети 
[1]. 
Выбор отмеченных параметров основывается 
на наличии в них признаков оперативности элемен-
тов обращения транзитного вагона. Таким образом 
разработав нейронную сеть, которая будет основана 
на наборе отмеченных элементов в дальнейшем бу-
дет получена возможность прогнозировать значение 
оборота транзитного вагона на предплановые сутки 
при задании входного вектора. 
В данном случае задача отражения <вход-
выход> имеет следующий вид: 
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Формирование входного вектора для оборота 
груженого вагона в данном случае не является целе-
сообразным поскольку данный показатель носит ха-
рактеристику отчетного и используется в основном 
для учета [2]. Данный показатель, как правило, ха-
рактеризует усредненный оборот транзитного и ме-
стного вагонов. 
В соответствии с методом наименьших квадра-
тов, целевой функцией ошибки нейронной сети, ко-
торая минимизируется является величина: 
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где )( ,
N
pjy  - реально исходное состояние нейрона 
гоj  исходного слоя N нейронной сети при подаче 
на ее входы гоp образа (спрогнозированное зна-
чение обращения грузового вагона); 
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pjd ,  – идеальное (желательное) исходное состояние 
этого нейрона (нужное значение оборота грузового 
вагона). 
Выводы. На основании проведенного анализа 
установлено, что в настоящее время на железнодо-
рожном транспорте в области автоматизации пере-
возочного процесса не уделяется особого внимания 
факторам, которые влияют на элемент оборота гру-
зового вагона. Для рационализации использования 
вагонного парка, улучшения качественных и коли-
чественных показателей работы станций необходи-
мо уменьшить время оборота грузового вагона пу-
тем соблюдения установленных технологическими 
нормативами значений. Для решения поставленных 
задач разработана математическая модель прогно-
зирования оборота грузового вагона. Результаты 
моделирования в виде прогнозной зависимости по 
сравнению с реальными значениями общего оборота 
вагонов позволяют оценить внутреннюю адекват-
ность модели прогнозирования, которые количест-
венно оценивают точность расчетов. 
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Білецький Ю.В., Будников Є.Д., Полякова Т.Ю. 
Розробка моделі прогнозування значення обігу ванта-
жного вагона. 
У статті наведено аналіз основних методик раціо-
нального використання вагонного парку залізниць. Вста-
новлено, що в даний час на залізничному транспорті в об-
ласті автоматизації перевізного процесу не приділяється 
особливої уваги факторам, які впливають на елемент обі-
гу вантажного вагона. Висвітлено основні поняття ней-
ронних мереж. Розроблено математичну модель прогно-
зування обігу вантажного вагона. Результати моделю-
вання дозволяють оцінити внутрішню адекватність мо-
делі прогнозування, які кількісно оцінюють точність роз-
рахунків.  
Ключові слова: модель, пасажиропотік, система, 
освоєння, інформаційне забезпечення, поїзд. 
 
Beletsky Y, Budnikov E., Polyakova T. Developing 
predictive models value of freight cars. 
The article presents the analysis of the main methods 
rational use rolling stock railways. It was found that at 
present the railways in the transportation process automation 
does not pay particular attention to factors that affect the 
element turnover of freight wagon. Basic concepts neural 
networks. A mathematical model for predicting turnover of 
freight wagon. The simulation results allow to evaluate the 
adequacy of internal forecasting models that quantitatively 
assess the accuracy calculations. This structure neural 
network will ensure compliance with the requirements 
operational forecasts regarding the value turnover car based 
on the comparison and synthesis of the input parameters. 
Thus, after the construction of such a network and provide 
input parameter vector is obtained predictive value turnover 
of freight wagon. As noted earlier, the construction 
forecasting models perform turnover of freight cars by DN 
and the railway as a whole must be based on analysis 
statistical and dynamic data on the implementation high-
quality performance their elements. 
Keywords: model, passenger, system development, 
information technology, train. 
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