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第1章 序論
多様なWebサービスの普及とセンサ技術の発達にともない，データセンタに収集されるデータ
の速度と量は増大を続けている．金融情報処理 [1]やネットワークトラフィックの監視 [2]のよう
なデータ処理タスクは，途切れなく到着するデータに対して解析が行われる．これらのタスクに
は厳しい時間制約が課せられているため，ネットワークの速度向上が著しい現在では，従来型の
“Store-and-Process”のデータ処理モデルにおいてネットワークからの入力がボトルネックとなった
り，計算結果を得るまでのレイテンシが増大するなど，十分な性能が達成できているとは言えない．
Data Stream Management System (DSMS) [3]は，ストリームデータに対して SQLライクな言語
で記述されたクエリ演算を実行する，高いリアルタイム性を持つ計算機構である．DSMSがスト
リームデータに対する演算機構であることから，データの入力元に配置した FPGAなどの計算素
子の活用が提案され，その実装の性能評価がなされている [4, 5]．到着データからペイロードを取
り出す通信プロトコル処理に加えて，演算自体を FPGAが担うことで，低遅延かつ高スループッ
トな処理を実現しようという試みである．
著者らの研究グループでは，DSMSにおいて重要な処理のひとつであるSliding-window Join [6]を
対象に，その並列アルゴリズムであるHandshake join [5]のFPGA実装に取り組んできた [7, 8, 9, 10]．
Sliding-window Joinは，2つのストリームデータを対象に，一定のウインドウサイズごとに，条件
を満たすタプルを取り出す結合処理である．Handshake Joinは，より小さなウィンドウサイズ単
位で結合処理を行う Joinスレッドの並列処理により，スループットを維持したままウインドウサ
イズの拡張に対応するアルゴリズムである．Handshake Joinの FPGA実装においては，FPGA上
に Join Coreを複数配置するハードウェア構造を提案し，性能を評価した [8]．Handshake Joinの
FPGA実装は，遅延，スループットの面で高い性能が得られる一方で，FPGA上に多数の Join Core
が構成されることから，計算可能な最大ウインドウサイズは FPGAのロジック資源の制約を受け
る．そのため，より大きなウインドウサイズでの結合演算を可能にするためには，複数の FPGA
を活用する仕組みが必要である．
本研究報告では，複数の FPGAボードを活用して Handshake Joinを行うデータ通信を仕組みを
提案し，性能評価した結果を報告する．具体的には，FPGAボード間ネットワークを介して Join
Core配列をマルチノードに展開することにより，スケーラブルに大きなウィンドウサイズの結合
演算を実現する．最大 16ノードでの処理性能の測定を行った結果，ソフトウェアによる計算と比
較して，高速且つ良いスケーラビリティが得られることを確認した．
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第2章 背景・関連研究
2.1 ストリームデータ処理
本研究で取り扱うストリームデータ処理を必要とするアプリケーションには，コンピュータに
よる高頻度取引を行う金融情報処理 [1]や，外部からの攻撃を検知するネットワークトラフィック
監視 [2]などが挙げられる．これらのアプリケーションに共通する特徴として，途切れなく到着す
るストリームデータに対して計算を行い，高スループットな性能を要求される厳しい時間的制約
を持つ．このようなリアルタイム性が重要となるストリームデータ処理を行うための仕組みとし
て，Data Stream Management System (DSMS) [3]が存在する．DSMSは図 2.1.1のような構成で処
理を行う．DSMS内部にはストリームデータ処理エンジンが存在し，ストリームデータに対して
行う処理内容を SQLライクな言語で記述されたクエリを予め登録しておくことで演算を実行する．
このようにDSMSはストリームデータ処理をリアルタイムに計算を行う仕組みを持つが，ネット
ワークの速度向上が著しい現在では従来型のコンピュータのアーキテクチャでの処理では，ネッ
トワークのインターフェイス等データの移動がボトルネックになることが多い．
このインターフェイスのボトルネックや処理性能向上の為，データの入力元にField Programmable
Gate Array (FPGA)などの計算素子を配置する試みが行われている [4, 5]．従来のコンピュータの
アーキテクチャとは異なりネットワークインターフェースなどが直接接続された計算素子に通信
プロコトル処理や演算自体を FPGA上で実行することで，低遅延かつ高スループットな性能を実
現している．
ネットワーク
金融情報
トラフィック
決済
クレジットカード
出力結果の利用
迅速な意思決定
異常検知
モニタリング
ストリームデータの例
FPGA
専用H/W
集約演算、結合演算
などのデータの加工
前処理で
負荷を軽減
データ削減
FPGAによる専用HW + DSMS
図 2.1.1: DSMSによるストリームデータ処理
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2.2 ウィンドウ結合処理
DSMSが取り扱う代表的な処理の一つにウィンドウ結合処理がある．ストリームデータを取り
扱う処理はストレージに格納されたデータベースに対する演算とは異なり，無限長の連続的なス
トリームデータを対象としている．また，これらのストリームデータを用いるアプリケーション
は低レイテンシで高スループットなリアルタイム性を要求するため，結合演算を連続的に繰り返
す必要がある．
データベースに格納された 2つのテーブルを元に結合演算を行う際には，それぞれのテーブル
に格納されたデータについて全ての組み合わせでクエリに基づいた比較を行う．このクエリによっ
て定義されている条件が真である場合に，出力が生成される．このとき 2つのテーブルのそれぞ
れの大きさを N，Mとすると，N  Mだけの計算回数と組み合わせを格納するメモリ空間を必要
とする．
この N  Mの組み合わせの結合演算のように，データベースに格納された有限のテーブルの結
合演算とは異なり，無限長のストリームデータを扱う結合処理では，ストリームデータの 1行の
データであるタプル同士の組み合わせから必要とされる計算回数とメモリ空間は無限となるため
計算は不可能となる．
この問題に対応するため，ストリームデータ処理を扱うクエリのほとんどは，”ウィンドウ”と
呼ばれる一定の大きさに分割して計算を行う仕組みを用いて行う [6]．ウィンドウ結合処理の原理
を図 2.2.1に示す．このウィンドウの大きさであるウィンドウサイズはクエリによって与えられる．
ウィンドウは 2つのストリームデータ S treamR，S treamS に対してWindowR，WindowS として
存在し，タプル r 2 R，s 2 S が到着するとウィンドウサイズ以下のタプルがウィンドウ内に格納
される．片方のタプルが到着するともう一方のウィンドウ内の全てのタプルと比較を行い，その
結果を出力する．ウィンドウサイズを超えた数のタプルが到着すると，その時点でウィンドウ内
の最古のタプルが押し出される形で破棄され，新たなタプルがウィンドウに挿入される．これを
繰り返すことでストリームデータのウィンドウ結合処理を実現する．
Stream R
Stream S
Window R
Window S
Tuple R
OutputJoin
Tuple S
Input
図 2.2.1: ストリーム結合処理
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2.3 Handshake Join
ウィンドウ結合処理では，クエリによって示されるウィンドウサイズで結合演算を実行するが，
その計算回数はウィンドウサイズの拡大によって増大する．2.2節で示したウィンドウ結合処理で
は，拡大する計算量に対する対策が難しい．
ウィンドウ結合処理の高速化には，処理の並列化を進めることが有効である．Teubnerらが提案
した Handshake Join [5]は，FPGAやマルチコア CPU等ハードウェアの並列性を有効活用するた
めのアルゴリズムである．
図 2.3.1にHandshake Joinの結合演算の様子を示す．Handshake Joinは 2つのストリームがお互
いに逆方向に進んでいき，ウィンドウサイズですれ違う部分で計算を行う．入力されたストリー
ムデータは，片方のタプルがウィンドウに格納される際に，もう一方のウィンドウに格納された
タプルと結合操作を行い，結果を出力する．ウィンドウ内で最古のタプルは押し出される形で破
棄され，新たなタプルが挿入される．
Handshake Joinは大きなウィンドウサイズに対して，ウィンドウを分割し”Join Core”として並
列動作する特徴がある．この手法はウィンドウを複数のコアで分担し，各コアの結果を集計して
ウィンドウ結合の結果を得る．直列に接続したコアに対して互いに逆の方向からデータを入力す
ることで結合演算の並列性を高め，高速化を実現した．
Handshake Joinのアルゴリズムは FPGAのハードウェアの高い並列性を有効利用できることが，
以前の研究 [8]によって示されている．この実装では，図 2.3.2に示すようにシフトレジスタで実
現されるウィンドウを Join Coreとして分割し，各 Join Coreから出力される結合結果をマージ機構
と呼ぶ集計機構に送ることで FPGAの並列性を活用したストリームデータ結合処理のハードウェ
ア実行を実現した．
Stream R
Stream S
Window R
Window S
Tuple R
Output
図 2.3.1: HanshakeJoinの原理
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Output
Core 0 Core 1 Core 2 Core 3
…
Merging Network
Stream R
Stream S
図 2.3.2: 4コアの Join Coreによる HandshakeJoin
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第3章 マルチノードFPGAによるHJの並列化
本研究では，ストリーム結合演算の処理の規模であるウインドウサイズ拡大を目的に，複数FPGA
ボードを用いた分散結合処理の仕組みを提案する．FPGAボード群が構築する高速な光ネットワー
クと全ボード共有するDRAM領域を活用し，ネットワーク越しに処理を分散して大きなウインド
ウサイズの結合処理を実現する．
3.1節にストリーム結合処理のマルチノード化の概要を示し、3.2節に FPGA間のストリームデー
タ共有と通信オーバーヘッドの隠蔽に用いた手法を示す。3.3節には複数台の FPGAを一括して制
御するための手法について述べる。
3.1 結合処理のマルチノード拡張
提案するストリームデータ分散結合処理の概要を図 3.1.1に示す．ストリーム結合処理をマルチ
ノードへ展開するため，処理するウィンドウを複数の FPGAで分割する．各 FPGAは分割された
ウィンドウサイズ (Local Window Size)での結合処理を実行し，結果を集計することで大きなウィ
ンドウサイズ (Total Window Size)での結合処理を実現する．
各 FPGAは，ホストの計算機とは独立して光ネットワークのインターフェイスを持ち，リング
ネットワークを構築する．FPGA上のDRAMに書き込まれた内容は，自動的に書き込んだノード
からリングネットワーク上に送出され，光 I/Fを経由して全てのボードで常に同期され続ける．同
期速度は最短約 500nsと非常に短いため，本研究では FPGA上のDRAMを全ノードで共有された
DRAM領域として扱う．
ストリームデータは，FPGAボード上のDRAMで構成する共有メモリを用いて全ノードに送付
される．処理に利用するデータは予め共有メモリ内に存在しておく状態にすることによって，各
ノードは処理するべきデータを共有メモリ内から読み出すことで処理を実行できる．
分散結合処理中は，全ノードが計算ノードとして処理を行うとともに，内 1ノードはマスター
ノードとして計算ノードも兼ねる．マスターノードは計算ノードにデータを転送するとともに，計
算結果を集計する役割を持つ．ノードはマスターノードの指示に従ってデータを受け取り，結合
処理を実行し，その後マスターノードへと結果を転送する．各計算ノードが処理するデータをマ
スターノードが適切に指示することで，リングネットワーク中で Handshake Joinを実現する．
ストリームデータの転送と結合処理の制御は，光ネットワークで接続されたノード上のレジス
タを包括して制御することができる FPGA向け分散処理ライブラリの TAMAMO[11]を利用しホ
スト PCからレジスタの制御を行う．
6
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図 3.1.1: マルチノードストリーム結合処理
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3.1.1 ハードウェア実装
提案する結合処理のマルチノード実装を行うハードウェアの構造図を図 3.1.2に示す．本研究で
FPGAノードと呼ぶ 1ノードのハードウェアは，PCと FPGAボードの組で構成される．
FPGAボードと PCは PCI Expressバスで接続され，これを介してホスト PCの OSから FPGA
ボードのDRAM及びレジスタに対してソフトウェア制御を行うことができる．ホスト PCからは
ライブラリ内の関数を通じて FPGA内のDRAMに任意のデータを読み書きでき，共有メモリを利
用することができる．
FPGA内部では，PCI Express，光ネットワークインターフェース，DRAM，結合演算モジュー
ル（Join HW）と独自のバスを介して接続されている．これらのインターフェイスはバスに準拠し
たアクセスを行うことで読み書きを行う．
結合演算モジュール（Join HW）は複数の Join Coreとマージ機構を使用した Ogeらの実装 [8]
を参考にしたモジュールである．Join HWのコア数やウィンドウサイズなどの設定は論理合成時
に指定することで変更が可能である．
Join HWと DRAMの間のやり取りには，“Stream Data Controller”と呼ぶ DRAMに対するスト
リームデータの制御を行うモジュールである．内部には，ストリームデータを読み出し，結果を書
き込むDRAM制御モジュールが 2器実装され，DRAMに対して 2つのストリームを同時に読み出
すことで入力ストリームを制御する．マージ機構からのストリームは一旦”Stream Data Controller“
内部の FIFOによるバッファに溜め込まれ，一定の数の出力ごとに DRAMへの書き込みを行う．
I/F
I/NeFtwork
I/NeFtwork
PCIe
FPGA
APX7142 FPGA Board
Network
DDR3 
SDRAM
Internal Bus
Join HW
Stream Data 
Controller
CPU
PCH
DRAM
C
GiGAC
DDR4 SDRAM
SATA SSD
FPGA Node 0
FPGA Node 1
FPGA Node 2
図 3.1.2: ハードウェア構造図
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3.2 光ネットワークを用いたストリームデータ配布方法
3.2.1 リングネットワークによる共有メモリ
本研究で利用している FPGAボードに実装されている光ネットワークインターフェースは，前節
で述べたように接続されたボードでトークンリングネットワークを構成し通信することができる．
接続されたリングネットワーク内部では，フレームと呼ばれるトークンが周回しており，各ノー
ドのDRAM領域に書き込まれたデータや，共有レジスタ領域の内容はフレームに載せられる．こ
のフレームがリングネットワーク内を一周することで内容が全ての FPGA内部で同期され，それ
ぞれ共有メモリと共有レジスタとして動作することができる．
これらの通信に関わるプロトコル処理などは，FPGA上に実装されているネットワークインター
フェースの IPによって自動的に制御されるため共有メモリや共有レジスタの同期と，ストリーム
結合処理は独立して行うことができる．
3.2.2 DRAM領域活用による通信オーバーヘッドの隠蔽
データ転送にかかるオーバーヘッドを削減するために，結合処理と転送処理のオーバーラップ
を行っている．データ共有領域を 3つに分割してリングバッファを構築する．
リングネットワークで共有される共有DRAM領域は，データ共有用の領域と結果共有用の領域
に分割される．前者はマスターノードのみが書き込み，各ノードが参照を行う．一方で，結果共
有領域はノード台数で更に分割され，計算ノードは各々に割り当てられた領域に結果を書き込む
ことでマスターノードに計算結果を転送する．
図 3.2.1に，共有メモリ領域内のバッファの様子を示す．情報源から新たに入力されたデータは，
結合処理とは独立して空き領域に挿入され，全ノードのDRAMに格納される．一方で，保持する
全てのデータへの処理が終わった領域は，空き領域と見なされ新たなデータの挿入を待つ．
Buﬀer N-2
(Writable)
R8
R11
S8
S11
…
…
Buﬀer N-1
(Next Data)
R4
R7
S4
S7
…
…
R0
R3
Buﬀer N
(Processing)
S0
S3
…
…
Shared Memory
図 3.2.1: DRAM領域を活用したバッファ
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3.2.3 マルチノード実行時のデータの移動
図 3.2.2に，4ノード構成のマルチノード実行の例を示す．逆方向から入力される 2つの入力ス
トリーム Rと S に対して，各計算ノードが処理するデータを交互に進めることで，Handshake Join
のマルチノード化を実現する．
(1). 計算ノードは，共有領域からそれぞれ逆方向から Rと S を読み出す．しかし，この時点で
は．Rと S 両方のデータを有するノードが存在しないため，結合処理は行われない．
(2). ストリーム Rが 1ノード分移動すると，Node0から Node2が順に R2から R0を読み出す．こ
こで初めて Node2上に R0と S 0両方のデータが存在することになり，結合処理が行われる．
(3). 同様にストリーム S が 1ノード分移動すると，Node1から Node3が順に S 0から R1を持つ．
この時点で Node1上で R1と S 0，Node2上で R0と S 1の結合処理が行われる．
(4). ある程度処理が進むと，全ノードで結合処理が実行される．この時 R0は一番端のノード上
にある．
(5). 次のストリーム Rの移動で，R0は読み込まれず，代わって R4が読み込まれる．R4は，計算
ノードによる処理実行中に，リングバッファにより共有されたデータである．
(6). 同様に，次のストリーム S の移動で，バッファS 0は読み込まれなくなり，破棄されたこと
を示す．バッファS 4を読みだす．S 4も同様に，処理中に共有されていたデータである．
実際にはマッチするタプルの数により各ノードのバッファ処理時間にばらつきが生じる．その
ため各ノードはマスターノードからストリームデータとともに TAMAMOによって与えられる処
理対象バッファの組に従い DRAM内にバッファが存在する限り連続して処理を実行する．
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図 3.2.2: マルチノード FPGA上でのストリーム結合処理
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3.3 FPGAノードの制御
ストリームデータの転送と結合処理の制御を行う TAMAMOは，リングネットワーク上で低遅
延で共有される各ノードの共有レジスタに OpeItem構造体を配置し制御を行う．OpeItem構造体
とは各ノード制御情報を格納，共有し，ソフトウェアで扱うことが可能な命令構造体である．
3.3.1 FPGA向け分散処理ライブラリ”TAMAMO”
TAMAMOは，共有レジスタを介してネットワーク内の FPGAを制御する．共有レジスタ自体
は PCI Expressで接続されたホスト PCの OSからソフトウェアでアクセス可能であるが必要なレ
ジスタ情報の共有には領域のアドレス管理や各 FPGAごとの制御が煩雑になる．
そこで TAMAMOは，共有レジスタの領域内に OpeItem構造体を展開することでアドレス管理
などを一括で行い，制御を統括するマスター側のプロセスと FPGAの制御を実行するスレーブ側
のプロセスに分けることで複数台の FPGAの制御を実現する．
3.3.2 マルチノード FPGAの制御
FPGAの制御の流れを図 3.3.1に示す．
(1)マスター側のプロセスが，はじめに各ノードの処理対象バッファの組を命令として生成する．
命令は OpeItem構造体に書き込みリングネットワークを介して各ノードに通知を行う．全ノード
で動作しているスレーブ側のプロセスは常に OpeItem構造体の更新を確認し，通知されたノード
はOpeItem構造体から命令を読み込む．命令に従いDRAMからバッファを読み出しストリーム結
合処理を実行する．
(2)処理の実行時には処理対象のバッファが DRAMに格納されているかどうか，OpeItem構造
体を介した通知を確認しながら処理を進めていく．ストリーム結合処理を実行し，Join HWへス
トリームデータを入力している間は，常に Join HWの入出力 FIFOの空きを確認し状態によって
バッファ制御を行う．
(3)各 FPGAノードは，割り当てられた処理対象バッファの組の処理が完了すると，スレーブ側
のプロセスで OpeItem構造体をポーリングし新たな命令が通知されるのを待つ．
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図 3.3.1: ストリーム結合処理実行中の FPGA制御
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第4章 評価
本章では，提案したマルチノード FPGAのストリームデータ結合処理の性能を，ストリームデー
タの入力スループットの評価を通して確認する．
本研究で実装したストリームデータ結合処理は，クエリで示された条件に一致したタプルのみ
が出力されるため，処理性能を示すスループットは単位時間あたりのタプルの出力数ではなく，タ
プルの入力数で計算される入力スループットを性能指標として取り上げる．
入力スループット評価では，2種類の方法で性能を評価する．(1)Join Coreが持つウィンドウサ
イズを固定し，コア数に比例しウィンドウサイズが拡大する条件での入力スループットを測定す
る．このパターンでは 1コアが持つウィンドウサイズが一定のため，ウィンドウサイズ拡大した場
合でも処理性能は一定となる．これをマルチノードへ展開した時のノード間の通信オーバーヘッ
ドの影響を調査する．
(2)ウィンドウサイズをある固定のサイズに設定し，コア数の増加に対して 1コアが持つウィン
ドウサイズが縮小していく条件のハードウェアで入力スループットを測定する．このパターンで
は 1コアあたりのウィンドウサイズが縮小していくため，コア数の増加，ノード数の増加に対し
て処理性能が向上していく．これをマルチノードへ展開した時の性能向上の様子を調査する．
4.1節に研究で用いた FPGAの仕様とノードを含めた計算機環境を示し，4.2節ではハードウェ
アに実装したクエリを紹介する．4.3節では各性能評価及び考察を述べる．
4.1 計算機環境
提案手法を実装した環境を表 4.1と表 4.2に示す．この計算機を 1ノードとして最大 16ノード
用いた図 4.1.1に示す環境で実験を行った．
表 4.1: 計算機環境
No. of Node 1 to 16
CPU Intel Core i7-6700K 4.00GHz
(4C8T)
Memory DDR4 2133 MHz 32.0 GB
Network Intel Ethernet Controller X540-AT2 10Gbps
on board Ethernet 1Gbps
SSD Transcend TS64GSSD370S
OS CentOS 7.2 (Kernel 3.10.0)
FPGA AVALDATA APX7142改
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表 4.2: FPGAボードの仕様
Product APX-7142改
FPGA Device Stratix V GX
5SGXMA3K1F40C2N
runs at 125 MHz
DRAM (DDR3) 800 MHz, 2.0 GB
Network Proprietary GiGA CHANNEL
Optical token ring network
14 Gbps 2ch
PCIe I/F 2.0 Gen28 Lane
Internal Bus Proprietary AVAL-bus
256 bits-width
図 4.1.1: 実験に使用した計算機環境
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4.2 ベンチマーククエリ
本研究で対象とするクエリを図 4.2.1に示す．クエリは 2つの入力ストリーム R, S を持ち，各ス
トリームからの入力タプル r 2 Rと s 2 S は，4.2.2に示すようなそれぞれ 4つの 32bitデータの組
< key1; key2; value1; value2 >で構成される 128bit幅のタプルを用いる．
図 4.2.1 のクエリは，入力タプル r と s の，それぞれ key1 及び key2 の 2 つの属性値を用い，
WHERE句に記述した条件を満たす結合演算を行うことを示している．この場合ではタプル rの
key1，key2がそれぞれタプル sの key1，key2の 10以内に含まれている場合にタプルが出力さ
れる．
SELECT r.key1, r.key2, r.value1, r.value2,
s.key1, s.key2, s.value1, s.value2
FROM windowR AS r, windowS AS s
WHERE r.key1 BETWEEN s.key1-10 AND s.key1+10
AND r.key2 BETWEEN s.key2-10 AND s.key2+10
図 4.2.1: ストリームデータ結合処理クエリ
key1 key2 value1 value2
0
Touple
31 127
図 4.2.2: タプルの構成
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4.2.1 入力データ構成
実験に用いた入力データの構成を次の図 4.2.3に示す．
入力データはマスターノードの配布時に 1ノードが処理するサイズに分割するとともに，動作
に必要なデータを付与して配布を行う．このストリームデータの入力データは実験用に R, Sの 2
種類生成して利用する．
入力データの構成は大きく分けて 3つに分かれる．はじめに処理対象の有効なタプルを含むデー
タが入力されてくる．“Tuple”部分にはタプルに含まれる 2つのキー（key1, krey2)を乱数で生成
したタプルを 1ノードあたりのウィンドウサイズ（Local Window Size）の数だけ生成する．Join
Coreへ入力された際にはこの “Tuple”に含まれるデータが結合処理に利用される．
“Dummy”部分のデータは実際には結合処理に利用されないダミーのデータとして利用される．
ダミーのデータは結合処理に有効な “Tuple”データが入力し終わった後，Join Coreのウィンドウ
内に残っているタプルをすべて出力に押し出すために利用される．そのため，この “Dummy”部分
のデータは 1ノードあたりのウィンドウサイズ（Local Window Size）の数だけ生成する．
“EOF”部分は Join Coreのロジック部分に対して入力データの終端を通知するための情報である．
中身はすべて 1で埋められたデータとなっており，Join Coreはこの終端情報をロジック部分で検
出することで処理完了のステートへ移行し，次の処理への準備のための一部回路のリセットが行
われる．
Tuple
Dummy
EOF
128bit
Processed Data
(Local Window Size ~)
Extrusion Data
(Local Window Size)
End of Stream
図 4.2.3: 入力データ構成
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4.3 評価
4.3.1 予備評価: ハードウェアロジック使用量
予備評価として Join Coreのコア数に対するリソース使用量の変化を調べた．図 4.3.1に FPGA
に実装したハードウェアのリソース使用量を示す．
”Logic utilization”はFPGAが持つ論理リソースAdaptive LogicModule(ALM)の使用量を示し，”To-
tal block memory bits”は組み込みメモリであるBlock RAMの使用量を示している．また，Handshake
Join及び周辺ハードウェアはVHDLで実装されており，この値は Join Core以外のバスなどの周辺
ハードウェアを含んでいる．
1Join Coreあたりのウィンドウサイズを 128に固定した場合，論理リソースの使用量は Join Core
数に従って増大し，32コア時に最大の 88.53%となった．一方で，組み込みメモリの利用量はウィ
ンドウサイズに強く依存するが，Join Core数の増大による影響は少ない．これは Stratix Vで用意
されている組み込みメモリが 20  1024bitのブロックサイズで与えられるためである．
本研究では，1FPGAボードに実装できる最大の Join Core数を 32とする．
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図 4.3.1: ハードウェア使用量
18
4.3.2 入力スループット評価
ストリームデータ分散結合処理の性能を示すために，(1)Join Coreあたりのウインドウサイズを
128に固定，および (2)全体のウインドウサイズを 4096に固定したそれぞれの条件下で，シング
ルノード及びマルチノードにおける入力スループットの関係を調査した．シングルノードでの結
果から，コア数の増大が処理効率の維持または向上に貢献することを示し，マルチノードでも同
様の傾向が維持されたことを示す．マルチノード評価時は，各 FPGA上の実装コア数は 32で固定
する．
まず (1)コア毎のウィンドウサイズ固定の条件での性能を示す．シングルノードでの測定では，
4; 8; 16; 32コア実装したハードウェアを用いてウィンドウサイズ 512  4096での入力スループット
性能評価を行った．
マルチノードでは 32コア実装したハードウェアを 1ノードとしてノード数を 1; 2; 4; 8; 16ノード
の構成にし，ウィンドウサイズ 4096   65536での測定を行った．この実験ではコア数に比例して
ウィンドウサイズが拡大するが，1コアあたりのウィンドウサイズは一定のため，入力スループッ
トは一定になる．マルチノードへ展開した際に，FPGAをまたいだ通信のオーバーヘッドが性能
低下に影響しないか確認を行った．
シングルノードの結果を図 4.3.2に示す．ウインドウサイズはコア数に従って最大で 4096まで
拡大するが，スループットはコア数によらず一定であり，コア数増大による性能低下は見られな
かった．
マルチノードの結果を図 4.3.3に示す．図 4.3.2で提示したシングルノード評価と比較して，最
大で 16倍のウインドウサイズに対してシングルノード時と同等の入力スループットが維持されて
いる．ノードあたりのスループットの減少率は 0:004[Mt=s]であり，マスターノードによる包括的
な制御を行った今回の実装のソフトウェアによるオーバーヘッドは極めて少ない．更にノードが
増えた場合のスループットの減少を抑えるためには，各ノードの制御に複数台のマスターノード
を配置する分散制御の仕組みを取り入れることが考えられる．
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図 4.3.2: 入力スループット測定 (wsize=128/core)
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(2)全体のウィンドウサイズ固定の条件での性能を示す．シングルノードでの測定では，4; 8; 16; 32
コアを実装し，結合処理全体のウィンドウサイズが 4096一定となるようそれぞれのコアあたり
ウィンドウサイズを 1024; 512; 256; 128設定したハードウェアを用いて入力スループット性能評価
を行った．
マルチノードでは，(1) での実験と同様に 32 コア実装したハードウェアを 1 ノードとして，
1; 2; 4; 8; 16 ノードの構成の入力スループット性能測定を行った．このときそれぞれのノード構
成でのコアあたりウィンドウサイズは 128; 64; 32; 16となる．この実験では同一のウィンドウサイ
ズの処理に対して，コア数が増大していくと 1コアあたりが処理するコアあたりウィンドウサイ
ズが小さくなる．そのため，そのためコア数に対して入力スループットは向上していく．
マルチノードへ展開した際に入力スループット性能の向上の傾向変化の確認を行った．
シングルノードの結果を図 4.3.4に示す．コア数に従って 1コアあたりのウインドウサイズが小
さくなるため，並列性が高まりスループットの向上が確認できる．
マルチノードの結果を図 4.3.5に示す，全体のウィンドウサイズを固定した条件においても，図
4.3.4で示したシングルノード評価と同様に台数に応じた性能向上が確認される．マルチノード環
境において，4ノード以上での性能向上の飽和が見られた．これは 1コアが処理する規模が小さ
く，処理の負荷としては小さいため処理時間よりストリームデータの転送時間が上回っているた
めである．4ノード以降での並列処理であればウィンドウサイズを 4096より大きいサイズに設定
することで効率的な処理が実現できる．
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図 4.3.4: 入力スループット測定 (wsize=4096)
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図 4.3.5: 入力スループット測定 (wsize=4096),マ
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4.3.3 ソフトウェア実行との比較
ソフトウェアでの分散結合処理基盤に対する優位性を示す為に，比較実験を行った．
比較に使用するソフトウェアは，Handshake Join専用のソフトウェアを C++で実装したものを
用いた．シングルノード測定の際には，タプルのマッチ率との関係を調べた．マッチ率は，入力
データとして生成したタプルのうち，結合演算が行われるタプルの数の割合で示される．ソフト
ウェアとの評価の際には 10  100%の間でマッチ率を変化させた入力データを用意し，入力スルー
プット測定を行った．
図 4.3.6に，シングルノードかつ全体ウィンドウサイズを 4096に設定した条件での，入力マッ
チ率とスループットの関係を示す．マッチ率の向上に従いマージ機構に送られる出力タプルの頻
度が増大するため，ソフトウェア，FPGAともにマッチ率の向上に従いスループットが低下する．
しかし，全てのマッチ率の条件下における FPGA実行はソフトウェアと比較して高速であり，最
大 6倍高速であることが確認された．
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図 4.3.6: マッチ率変化による入力スループット比較
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図 4.3.7にマルチノード環境における，ノード数とスループットの関係を示す．比較の公平を期す
るために，ソフトウェア実行時のデータ転送には表 4.2に示した FPGAボードのGiGA CHANNEL
を使用し，実行の制御に TAMAMOを用いた．DDT(Direct Data Transmission)と TAMAMOによ
るデータ転送と結合処理のオーバーラップによりシングルノード以上の性能差が開くことはなかっ
たが，全ての台数設定下で，シングルノード時と同様に約 6倍の高速化を維持した．
また，FPGAボードを使用しない通常のPCクラスタとの性能比較も行った．PCクラスタは10Gbps
のEthernetで相互接続し，ノード間のデータ転送にはEthernetを使用したTCP通信でPoint-to-Point
での通信を行う．結合処理は PC上の C++プログラムで実行する．Ethernetを用いたデータ配布
は，送信側ノードから受信側ノードに対して 1対 1での TCP通信を行うため，ノード数が増える
と通信のオーバーヘッドが拡大していき，16ノードの実験では図 4.3.7に示すように FPGAでの
ハードウェア実行は 10G Ethernetとソフトウェアでの実行と比較して約 375倍高速であることが
分かった．
ハードウェア実行では通信オーバーヘッドの隠蔽の他，ネットワークインターフェースと FPGA
が直接接続しているため，入力スループット性能の差が開いたと考えられる．これらの結果から，
全てのマッチ率で，シングルノードと同等の高速化効率を維持しながらウインドウサイズ拡大を
達成できると考えられる．
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第5章 結論
本研究では，ストリームデータ結合処理のウィンドウサイズ拡大を実現するため，複数台のFPGA
を用いたマルチノード FPGA環境におけるストリームデータ分散結合処理の仕組みを提案した．
FPGA同士をリングネットワークで接続し，共有メモリと共有レジスタを活用した通信オーバー
ヘッドの隠蔽するデータの配布と効率的なマルチノード FPGAの制御方法を実装し，従来 1つの
FPGAでは実現できなかった規模の問題に対するストリームデータ結合処理のハードウェア実行
を実現した．
2つのパターンに基づいた入力スループット性能の評価を通じて，FPGA間の通信のオーバー
ヘッドの影響は極めて小さく，FPGAノードを増設することによって処理の規模，性能を向上が可
能であることを示した．また，特別にチューニングされたソフトウェア実装との性能比較を通し
て，ハードウェア実行がマルチノード FPGAでのストリームデータ分散結合処理においても有利
であることを示した．
今後の展開として，共有メモリ空間のより効率的な利用が考えられる．全体で処理を行うウィ
ンドウサイズだけの領域が共有メモリ内に確保されているため，あるノードで処理が完了した不
要なバッファ領域のデータが，全てのノードでの処理を終えるまで残留している．効率的な共有
メモリ空間の利用を実現するため，ノードごとにバッファ領域の管理を行い効率的な共有メモリ
空間の利用を実現する．
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