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ABSTRACT 
For a polynomial with real roots, inequalities between those roots and the roots of 
the derivative are demonstrated and translated into eigenvalue inequalities for a 
hermitiau matrix and its submatrices. For example, given an n-by-n positive definite 
hermitian matrix with maximum eigenvalue A, these inequalities imply that some 
principal submatrix has an eigenvalue exceeding [(n- l)/n]X. 
INTRODUCTION 
Let A be an n-by-n hermitian matrix, and let Ai, i = 1,. . . , n, denote the 
principal submatrix of A obtained by deletion of row i and column i. Then 
A, is n - 1 by n- 1 and necessarily hermitian. Identify the necessarily real 
eigenvalues hi of A so that 
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and the eigenvalues Xii of Ai so that 
i= ,...,?I. 1 
The well-known interlacing inequalities [2, p. 2191 require that 
~k~hk~~k+l~ k=l,...,n-1. (I) 
For a single principal submatrix Ai, the interlacing inequalities have been 
shown to completely describe the restrictions upon the h,k. Here, however, 
we explore some further inequalities when all the Ai are considered simulta- 
neously. These are of a rather different type, indicating, for example, that 
the largest of the Xi, n_ i must be of a certain minimum size relative to h,. 
Investigation of such relationships was motivated by study of the following 
question regarding the numerical range of a general n-by-n complex matrix: 
For a given dimension, how much of the numerical range of a matrix must 
be “filled up” by the convex hull of the ranges of its principal submatrices? 
Treatment of that problem is given elsewhere [l], where results demon- 
strated here are applied. 
Denote the characteristic polynomial of A by p,(h). If the roots of the 
derivative p;(h) are 
then these numbers interlace the Ai as well: 
bc~~k~~k+l, k=l,...,n-I. 
Furthermore, as has been noted elsewhere (e.g., see the second interlacing 
principle of [4]), 
mm Xi,<r,< max Xik, k=l,..., n-l. (2) 
l<i<n l<i<n 
The inequalities (2) follow directly from the fact that 
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which may easily be verified by differentiation of det( A -AI) with respect 
to A. Because of (Z), inequalities involving the roots of p, and pi can be 
translated into inequalities relating the eigenvalues of A to those of the A,, 
i=l,..., n. This connection has been exploited in [3, 4, 51, for example, and 
we shall continue to do so here. 
We devote the next section exclusively to root inequalities, leaving the 
resulting eigenvalue inequalities until the following section. Certain of these 
inequalities may be of interest in themselves. In this context, we naturally 
omit the dependence of p on A, focusing instead upon an arbitrary poly- 
nomial with real roots. All other notation is retained. 
ROOT INEQUALITIES 
Ignoring the role of A in this section, we concentrate upon the roots of 
P(‘)= ii (h-hi) 
i=l 
(3) 
and of 
n-1 
p'(A)=n II (x-ri) 
j=l 
Recall that the Xi and 7 are real and that 
THEOREM 1. Let the roots of an n th-degree real polymmiul be 
h,<A,cE m.0 <A,, 
and let the roots of its derivative be 
r1Gr2< **. <rn_l. 
Then,foreachj,l<j<n-l,wehave 
(5) 
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Furhnnure, equality holds in the first of these inequalities if and only if 
A,= *. . =Ai#AI+l= *. . =A, or A,=. . . =Xi+l, and equality holds in the 
second if and only if A, = * - * =X,#Ai+l = . . . =A, or A,= . .- =A,. 
Proof. We may assume that the polynomial is monk, and denote it by 
p(h), in conformity with previous notation. Let i be fixed, 1 < j Q n. 
Case 1: X,<~<X,+,. Differentiation of (3) with respect to A, followed 
by division by p(X), yields 
P’(X) - 2 1 . 
P(h) i-1 A-Ai 
Replacing X by ri (1~ i < n - 1) in (6), we obtain 
hence 
(6) 
(7) 
(8) 
All the terms on both sides of (8) are positive, so we may estimate as follows: 
with equality holding if and only if A, = . . - = A i; and 
with equality holding if and only if hi+ 1 = * * . = A,. Therefore 
withequality holding if andonlyifX,=~-~Aiandhi+r=~~+ =A,, whichis 
equivalent to the first of the inequalities (5). The second inequality (5) has a 
similar proof, or may be obtained by applying the first inequality to p( -A). 
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Case 2: Ai=rj=hi+i. Since the roots of a polynomial are continuous 
functions of its coefficients, the inequalities (5) may be established in this 
event via Case 1 and a standard continuity argument. An additional case of 
equality arises, however, in the event that $=hr+i. If hi=. . * =hi+l, then 
the first inequality of (5) is clearly an equality. Conversely, if equality holds, 
then 
Xi’7 _ n--iAl+ &= *A,+$, 
n n 
which in turn implies X, = * . . =hj (=X,+i). The second inequality is 
handled similarly. n 
Letting i = n - 1 in the left-hand inequality of (5) produces 
7 “__l> AAl + n-l ---A 
n n n’ 
while letting i= 1 in the right-hand inequality yields 
(9) 
Together, (9) and (10) imply that 
Tn-1-71 n-2 
A,-A, 5- 
whenever hi #A,,. However, for n > 2, intersection of the cases of equality in 
(9) and (10) leaves the case in which all Ai are the same. This suggests that a 
closer look is necessary to determine the best possible lower bound for the 
ratio 
L1-71 -- 
An-X1 ’ 
A,#&&. 
THEOREM 2. If the roots of an n th-degree real polynomial are 
while those of its derivative are 
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then 
7tI-1 - 71 n-2 l/2 
A,-A, ’ n , ’ (--) (11) 
with equality holding if and only if 
X,+h 
h,=h,=. - f =hn_l= +. 
The proof of Theorem 2 is a sequence of lemmas. We denote the ratio 
(~-1-+rJ/(%,-hJ by r(h,,...> h,). As before, we may assume that the 
polynomial is manic, and denote it by p(h). 
LEMMA 1. For real numbers a,fl, with a>O, we have ah,+,L3< ..- < 
aAn+& and 
r(c&+j3,..., “Xn+j?)=r(X1,...,h,). 
Proof. A straightforward calculation. w 
LEMMA 2. If 
then 
T(A,, x2,..., h,_l,A,)>r(X1,m,...,m,h,), (12) 
with equality if and only if A,= 1.. =?I”__~ (=m). 
Proof. We assume that there are at least two distinct numbers among 
h 2,. . . , A,_ 1, and we prove strict inequality in (12). By the previous lemma, 
we may assume that m -0. If A,=A, (=T~), then (9) implies 
n-l =- 
n 
, ((n-112(h1 +L)2-Wn-2PlL)t =r(hl o 
n(L -A,) 
, ,**-, 0, A”)> 
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so strict inequality holds in (12), as it does if h,_ r = A, by a similar 
argument. Thus, we may assume that Xl<rl<Xe and Xn_-l<r”_-l<hn. We 
replace A, by (1-t)h,, i=2 ,..., n- 1, O< t< 1. Then p(h) becomes p(t, h), 
and the roots or,.. ., T,, of ap/Clh become functions of t which interlace 
A r,. . . , A, for each t~[0, 11. Analogous to (6) and (7), we have the identities 
ap 
ah A!A +i’ 1 1 -=- 
P 1 i=2 x-(l-t)xj + X-X,’ 
and for i= 1 or n- 1, 
o= y&-+5 l +l 
I 1 i=2 y(l-t)h, -* 74, 
(13) 
By a well-known result [6, p. 65, Theorem 11, rr and T,,_~ are differentiable 
functions of t for 0 < t< 1, so we may differentiate (13) with respect to t, 
obtaining after some manipulation 
n-1 
-Iz 
9 _ 
i=2 [Ti-(.l’t)Alj2 
at- 1 n-l 1 
(~~-h,)~ + iZ [7,-(1-l)hi12 + (Tj-1,)” 
(14) 
for i=l or n-l. Since zT,ilXi=O, but not all of h2,...,A,_r are zero, it 
follows that (14) is negative if i = n - 1, and positive if i = 1. Thus 
g.0 whenever 0 < t < 1. 
This fact, together with the continuity of r as a function of t for 0 < t Q 1, 
completes the proof. n 
LEMMA 3. 
r(&,m,..., ( h+L m,L)>rA1, 2 ,..., +,A”)=( y, 
18 CHARLES R. JOHNSON AND HERBERT A. ROBINSON 
with equality throughout if and only if 
Proof. By Lemma 1, it suffices to show that 
r(-l,m,..., m,l)>r(-1,O ,..., O,l)= 
with equality if and only if m = 0. A simple calculation completes the proof: 
r(-1,m ,..., m,l)- -@$ n 
Theorem 2 follows immediately from Lemmas 2 and 3. 
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We now return to the n-by-n hermitian matrix A with characteristic 
polynomial p,(A). The consequences of Theorems 1 and 2 and the inequali- 
ties (5) and (11) are as follows. 
THEOREM 3. lf the eigenvalues of the n-by-n hermitian matrix A are 
and the eigenvalues of the (n - 1)-by-( n - 1) principal subrnutrices Ai of A 
are 
thenforeachj, l<j<n-1, 
max Xii> 
l<i<n 
+,+ $+i 
n (15) 
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and 
min h,,< 
l<i<n 
yxi+ lh,. 
n 
19 
(16) 
In case i = n - 1 in (15) or i = 1 in (16), stronger inequalities may be 
deduced from the “lower quadratic inequality” of [3], namely 
and 
THEOREM 4. If, in addition to the hypotheses of Theorem 3, A, #A,, 
then 
max Ai,“_l- min hi, 
l<i<n I<i<n 
n-2 l/2 
&L-A, 
> 
(-1 n ’ 
07) 
Furthermore, equality is possible if and only if there exists an Hadamard 
matrix of order n. 
Proof. Only the statement concerning equality requires further argu- 
ment. 
Assume that A can be chosen so that (17) is equality. Then 
max hi n_l- min hi, 
I<i<n ’ l<i4?l G-l-71 n-2 l/2 
X,-h, 
= An-A, = y-- * ( 1 
The first equality immediately gives 
max Xi,n--l=Xn--l, 
l<i<n 
min hil=X,. 
l<i<n 
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So, invoking Theorem 1 of [3], 
7 n--l=hi,n_-l and 7r=Xil, i-1 ,***, n. (18) 
According to our Theorem 2, the second equality implies X, = * . . =X,_ r = 
(X r + A ,)/2, so by interlacing, 
ri=hii, i=2 ,...,n-2, 1 <i<n. (1% 
The equalities (18) and (19), together with Theorem 2 of [3], imply the 
existence of an Hadamard matrix of order n. 
Conversely, the same theorem of Thompson asserts that if an Hadamard 
matrix of order n exists, then there exists a hermitian matrix A such that 
A,= - 1, h,= . * * =hn_r =O, X,=1, and ri=Xii, i=l,..., n, j=l,..., n-l. 
It follows that (17) is equality for A. n 
One of the consequences of the interlacing inequalities (1) is the fact that 
if A is positive definite, then so are the principal submatrices A,, , . . , A,,. 
Theorem 4 affords a partial converse. We denote the set of eigenvalues of a 
square matrix X by a(X). 
COROLLARY 1. If Ai,..., A,, are positive definite, m, M are positive 
numbers such that 
and 
n-2 
G>l- - 
Jr n ’ 
u(Ai) C [ m, MI9 i= ,...,n, 1 
then A is positive definite. 
Proof. We adopt the notation 
c= n-2 ‘I2 
(-1 n ’ 
Ai= min Xii, 
l<i<n 
in-l= max Ai,n-_l* 
l<i<n 
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Then, by Theorem 4, 
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SO 
Ch,Zi,-i,_,+CX” 
hi,-i,_,+&_, 
=j\l-(l-c)i,_l 
am-(1-c)M 
>o. 
Therefore h r > 0, and A is positive definite. 
REMARKS 
A natural, and likely extremely difficult, question is that of a complete 
characterization of all the simultaneous eigenvahre possibilities for the A, 
given the eigenvalues of A. More precisely, given A,, . . . , A,, what is a 
complete set of inequalities for the numbers 
Steps have been taken in this direction in [3, 4, 51, and the new inequalities 
contained herein may be added to the list. Another useful step would be to 
generalize Theorem 2 to make analogous statements about intermediate 
roots of a polynomial and its derivative. Although there surely are such 
inequalities, the line of proof which worked for Theorem 2 has not been able 
to capture them. The approach to tight submatrix inequalities through the 
derivative is limited by its optimal applicability only to orders for which an 
Hadamard matrix exists. This naturally raises the question as to what further 
inequalities hold for non-Hadamard orders. 
Another natural question: What analogous types of submatrix eigenvalue 
inequalities are there for nonhermitian matrices? Except for [l], however, 
the outlook in this direction appears quite limited by the fact that, for 
polynomials with complex roots, there do not seem to be inequalities 
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sufficiently analogous to those of Theorems 1 or 2. For example, all roots of 
the polynomial X* - 1 are equal to 1 in absolute value, while all roots of its 
derivative are equal to 0. Moreover, the basic circulant permutation matrix 
has X” - 1 as its characteristic polynomial, while each principal submatrix is 
nilpotent. 
The authors would like to thank professors Morris Newman and Bob Thomp- 
son for helpful discussions during the preparation of this manuscript. 
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