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Abstract
LetX1, X2, . . . be independent identically distributed random elements
of a compact group G. We discuss the speed of convergence of the law of
the product Xl · · ·X1 to the Haar measure. We give poly-log estimates for
certain finite groups and for compact semi-simple Lie groups. We improve
earlier results of Solovay, Kitaev, Gamburd, Shahshahani and Dinai.
1 Introduction
Let G be a group and S ⊂ G a finite set. We study the distribution of the
product of l random elements of S. In particular, we are interested in how fast
this distribution becomes uniform as l grows.
We discuss the problem in two different but very related settings: profinite
groups, and compact Lie groups.
1.1 Two ways to measure uniformity
We begin by describing the details in the first setting. Let G be a finite group
and S ⊂ G be a finite generating set. For simplicity, we assume that 1 ∈ S.
The unit element of any group is denoted by 1 in this paper. Write
Sl = {g1 · · · gl : g1, . . . , gl ∈ S}
for the l-fold product set of S.
The diameter of G with respect to S is defined by
diam(G,S) = min{l : Sl = G}.
The diameter is the minimal length of a product that can express any element
of the group. Hence it is a (very weak) quantity to measure uniformity.
We quantify uniformity in a stronger sense, too. To this end, we introduce
the notion of random walks. Denote by µS the normalized counting measure on
the set S, and let X1, X2, . . . be a sequence of independent random elements of
S with law µS . The (simple) random walk is the sequence of random elements
Y0, Y1, . . . of G such that Y0 = 1 almost surely, and Yl+1 = Xl+1Yl for all l ≥ 0.
∗I gratefully acknowledge the support of the Simons Foundation and the European Research
Council (Advanced Research Grant 267259)
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Denote by µ
∗(l)
S the l-fold convolution of the measure µS with itself. Convo-
lution of two measures (or functions) µ, ν is defined by the usual formula
µ ∗ ν(g) =
∑
h∈G
µ(gh−1)ν(h).
Observe that µ
∗(l)
S is the law of Yl.
We want to understand, how large l is needed to be taken such that µ
∗(l)
S is
“very close” to the uniform distribution. We make this precise with the following
construction. Consider the space L2(G) which is simply the vector space of
complex valued functions on G endowed with the standard scalar product. The
group G acts on this by
RegG(g)f(h) = f(g
−1h) for f ∈ L2(G).
This is a unitary representation called the regular representation.
To a measure µ, we associate an operator (linear transformation) on L2(G):
RegG(µ) =
∑
g∈G
µ(g) · RegG(g).
This is an analogue of the Fourier transform of classical harmonic analysis. In
particular, it has the following property:
RegG(µ ∗ ν) = RegG(µ) · RegG(ν),
which is easy to verify from the definitions. We can recover µ by the formula
µ = RegG(µ)δ1, (1)
where δ1 is the Dirac measure supported at 1. (Recall that G is finite, hence we
can embed the space of probability measures into L2.)
The operator RegG(µS) is of norm 1 and it acts trivially on the one dimen-
sional space of constant functions. We denote by Reg◦G the restriction of RegG
to the 1 codimensional space orthogonal to constants. We define by
gap(G,S) := 1− ‖Reg◦G(µS)‖
the spectral gap of the random walk onG generated by S. Later, we will consider
a slightly more general situation and replace µS by an arbitrary probability
measure µ. Then we write
gap(G,µ) := 1− ‖Reg◦G(µ)‖.
It is clear that∥∥∥RegG (µ∗(l)S )− RegG(µG)∥∥∥ < e−l·gap(G,S). (2)
This shows that if we take say l = 10 log |G|/gap(G,S), then µ∗(l)S is very close
to the uniform distribution (see (1)). In particular, the support of µ
∗(l)
S is the
whole group. Thus spectral gap is a stronger quantity to measure uniformity
than diameter. Somewhat surprisingly we can obtain a bound in the other
direction, as well.
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Lemma 1. Let G be an arbitrary finite group, and 1 ∈ S ⊂ G. Suppose that S
is symmetric, i.e. g ∈ S if and only if g−1 ∈ S. We have:
(diam(G,S)− 1)/ log |G| ≤ gap(G,S)−1 ≤ |S|diam(G,S)2.
This lemma is well-known. The second (and more difficult) inequality of it
can be found for example in [13, Corollary 1 in Section 3]. The other estimate
follows directly from (2). The assumption on symmetricity is not an essential
one. Later, at the beginning of Section 2.1 we show how to reduce the problem
to the symmetric case.
We stop for a moment to connect our terminology to the computer science
and combinatorics literature. If S is symmetric, then the matrix of the operator
RegG(µS) is proportional to the adjacency matrix of the Cayley graph of G
with respect to the generating set S. In that case gap(G,S) is proportional
to the spectral gap of the Cayley graph. If gap(G,S) ≥ c > 0 for a family
of groups and generators than the corresponding family of Cayley graphs are
called expanders.
However, in this paper we are looking for weaker bounds of the form gap(G,S) ≥
log−A |G| which, in light of the above Lemma, is equivalent to diam(G,S) ≤
logA
′ |G| as long as say |S| < 10 and one does not care about the value of A
and A′. We call such bounds poly-logarithmic.
1.2 Prior results
It was conjectured by Babai and Seress [1, Conjecture 1.7] that the family of
non-Abelian finite simple groups have poly-logarithmic diameter, i.e. there is
a constant A such that diam(G,S) ≤ logA |G| holds for any non-Abelian finite
simple group G and generating set S ⊂ G. This has been verified for the family
SL2(Fp) by Helfgott [22, Main Theorem] and for finite simple groups of Lie
type of bounded rank by Breuillard, Green and Tao [11, Theorem 7.1] and
Pyber and Szabo´ [30, Theorem 2] independently. The conjecture is still open
for other families of finite simple groups. The best known bound to date on
the diameter of alternating groups is due to Helfgott and Seress [24] and it is
slightly weaker than poly-logarithmic.
However, the first results on poly-logarithmic diameter were obtained for
non-simple groups. Fix a prime p and a symmetric set S ⊂ SL2(Z) such that
(the projection of) S generates SL2(Z/p
2Z). Gamburd and Shahshahani [20,
Theorem 2.1] proved the poly-log diameter estimate
diam(SL2(Z/p
nZ), S) ≤ C logA |SL2(Z/pnZ)|,
where C depends only on S and A is an absolute constant. Dinai [15, Theorem
1.2] observed that the result holds with C depending only on p and he also
improved the parameter A. Thus the family SL2(Z/p
nZ) enjoys a uniform
poly-log diameter bound with respect to arbitrary generators. Using the result
of Helfgott [22], the constant C can be made absolute. In [16, Theorem 1.1],
Dinai extended the result to the quotients of other Chevalley groups over local
rings.
The result of this paper is also about non-simple finite groups. In fact, it
is part of our assumptions that all simple quotients of the groups we study has
poly-logarithmic diameter. Our result has a huge overlap with [20], [15] and
[16]. We will remark on this later.
3
1.3 The role of quasirandomness
Our approach is based on representation theory, but we will use only very basic
facts of the theory. We explain the key idea of the paper, which allows us to
estimate the spectral gap based on lower bounds for the dimension of nontrivial
representations of the group. Let µ be a probability measure on G. Write χG
and χ◦G respectively for the characters of RegG and Reg
◦
G. Furthermore, we
write
χ(µ) =
∑
g∈G
µ(g) · χ(g),
where χ is the character of a representation of G. Then χG(µ) is the trace of
the operator RegG(µ).
For the moment, assume that µ is symmetric that is µ(g−1) = µ(g) for
all g ∈ G. Then RegG(µ) is selfadjoint. We can decompose L2(G) as the
orthogonal sum of irreducible subrepresentations of RegG. As is well known, if
pi is an irreducible representation of G, then exactly dimpi isomorphic copies of
pi appear in the decomposition of RegG. If λ is an eigenvalue of RegG(µ) then
there is a corresponding eigenvector in one of the irreducible representations
of G. Moreover, there is one in each isomorphic copy. This leads us to the
following inequality which is fundamental to us:
dim(pi) · λ2 ≤ χG(µ ∗ µ), (3)
where pi is an irreducible representation of G such that there is an eigenvector
corresponding to λ in pi. (Note that all eigenvalues of RegG(µ ∗ µ) are non-
negative.)
This idea goes back to Sarnak and Xue [32] and it is also one of the major
steps in the work of Bourgain and Gamburd [2] on estimating spectral gaps and
also in several papers [4], [5], [7], [34], [9], [31] which follow it. Gowers [21]
also exploited the idea, and introduced the term quasirandom for groups that
does not have low dimensional non-trivial representations. He proved several
properties of such groups, in particular that they do not have large product-
free subsets. Nikolov and Pyber [29, Corollary 1] pointed out that Gowers’s
result implies that any element of a quasirandom group can be expressed as the
product of three elements of a sufficiently large subset.
In what follows, G is a profinite group and Ω denotes the family of finite
index normal subgroups of it. An interesting example to have in mind is G =
SLd(Ẑ), where Ẑ is the profinite (congruence) completion of the integers. (The
reader unfamiliar with the notion of profinite groups may assume that G is
finite without loss of generality.) Inspired by Gowers’s terminology, we make
the following definition.
Definition 2. We say that a profinite group G is (c, α)-quasirandom if for every
irreducible unitary representation pi of G, we have
dimpi ≥ c[G : Ker(pi)]α.
1.4 Results about profinite groups
Let G be a profinite group and Γ a finite index normal subgroup. Our plan is
to prove the estimate
gap(G/Γ, S) ≥ c log−A[G : Γ] (4)
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with constants c, A independent of Γ and S. We prove this statement by in-
duction as follows: We find a larger subgroup Γ⊳6= Γ
′ ∈ Ω and assume that the
above spectral gap estimate holds for Γ′. We use this to bound the trace of the
operator RegG/Γ′(µ
∗(l)
S ) for a suitable integer l. This in turn gives an estimate
for the trace of RegG/Γ(µ
∗(l)
S ), and by (3) we can estimate gap(G/Γ, S) and
continue by induction.
In order that the induction step works, we need to ensure that [Γ′ : Γ] is “not
very large” compared to [G : Γ]. Of course, we cannot always find a suitable Γ′,
in particular when G/Γ is simple.
The statement of the following theorem is very technical, so we first explain
it informally: We suppose that G is a quasirandom profinite group and partition
its finite index normal subgroups into two sets: Ω1∪˙Ω2. We assume that for
Γ ∈ Ω1 we can find a larger subgroup Γ′ ∈ Ω so that [Γ′ : Γ] is “not very large”.
We assume further that for Γ ∈ Ω2, the quotient G/Γ has poly-log spectral gap
(i.e. (4) is satisfied). Then we can conclude a poly-log estimate (4) for all Γ ∈ Ω.
Theorem 3. Let c1, α, β and A be positive numbers satisfying β < α and
A ≥ (α− β)−1 − 1.
Then there is a positive number C1 depending only on c1, α, β and A such that
the following holds.
Let G be a (c1, α)-quasirandom profinite group. Let Ω1∪˙Ω2 = Ω be a partition
of the family of finite index normal subgroups of G.
Suppose that for all Γ ∈ Ω1, we have [G : Γ] > C1 and there is Γ′ ∈ Ω with
Γ⊳6= Γ
′ such that
[Γ′ : Γ] ≤ [G : Γ′]β. (5)
Let µ be a Borel probability measure on G and suppose that
gap(G/Γ, µ) ≥ B · log−A[G : Γ] (6)
for all Γ ∈ Ω2.
Then for all Γ ∈ Ω
gap(G/Γ, µ) ≥ C−11 B · log−A[G : Γ].
To verify assumption (6), we need to use known cases of the Babai–Seress
conjecture mentioned above. Fortunately, this is available for many cases in the
papers [22, Main Theorem], [23, Corollary 1.1], [11, Theorem 7.1], [30, Theorem
2]. In particular we can deduce the following.
Corollary 4. Let S ⊂ SLd(Ẑ) be a set generating a dense subgroup. Then for
all integers q > 1, we have
gap(SLd(Z/qZ), S) ≥ c log−A(q),
where A > 0 is a number depending on d and c is a number depending on d and
|S|.
We stress here that c depends only on the cardinality of S. Note that this
dependence is necessary, owing to the following example: It may happen that
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all but one element of S projects into a proper subgroup of SLd(Z/qZ) in which
case the characteristic function of the subgroup is an almost invariant function
if |S| is large.
In the case S ⊂ SLd(Z) one can improve the poly-log bound to a uniform one.
More precisely, Bourgain and Varju´ [9, Theorem 1] proved gap(SLd(Z/qZ), S) ≥
c with a constant c > 0 independent of q but dependent on S. This strongly
resonates with the sate of affairs for compact semi-simple Lie groups to be
discussed below.
Finally, we compare our result to the papers of Gamburd and Shahshahani
[20, Theorem 2.1] and Dinai [15, Theorem 1.2], [16, Theorem 1.1]. These papers
give results similar to Corollary 4, and even more, the proofs have some common
features with our approach. However, they obtain the diameter bound directly
and they use properties of commutators instead of representation theory. A
flaw of our approach that it is not constructive, i.e. we can not give an efficient
algorithm to express an element of G/Γ as a product of elements of S. On
the contrary, [20, Theorem 2.1], [15, Theorem 1.2], [16, Theorem 1.1] give such
algorithms. The advantage of our paper that it seems to apply in more general
situations, e.g. [20, Theorem 2.1], [15, Theorem 1.2], [16, Theorem 1.1] are
restricted to the case when q is the power of a prime.
A comment on the exponents: If one considers the group G = SL2(Zp),
where p is a fixed prime, then the conditions of Theorem 3 can be satisfied
for any A > 2. This via Lemma 1 exactly recovers the diameter bound for
SL2(Z/p
kZ) in the paper [15, Theorem 1.2], but our bound for the spectral gap
is better than what could be obtained from [15]. If one considers SLd with d
large than our bounds deteriorate compared to [15]. However, it seems possible
that a more careful version of our argument could give better bounds, but this
requires a more precise understanding of the representations. In Section 2.2 we
include some remarks about what this would require. These ideas are worked
out in the setting of compact Lie groups.
1.5 Results about compact Lie groups
We turn to the second setting of our paper. Let G be a semi-simple compact
Lie group endowed with the bi-invariant Riemannian metric. We denote by
dist(g, h) the distance of two elements g, h ∈ G. Let ε > 0 be a number and
S ⊂ G be a finite subset which generates a dense subgroup. Again, for simplicity,
we assume 1 ∈ S. We define the diameter of G at scale ε with respect to S by
diamε(G,S) = min{l : for every g ∈ G there is h ∈ Sl such that dist(g, h) < ε}.
We also introduce the relevant spectral gap notion. This requires some basic
facts about the representation theory of compact Lie groups. We follow the
notation in [12], but the results we need can be found in many of the textbooks
on the subject, as well.
Let T be a maximal torus in G and denote by LT its tangent space at 1.
Then T can be identified with LT/I via the exponential map, where I is a lattice
in LT . Denote by LT ∗ the dual of LT and by I∗ ⊂ LT ∗ the lattice dual to I.
We denote by R ⊂ I∗ the set of roots, and by R+ (a choice of) the positive
roots. We fix an inner product 〈·, ·〉 on LT which is invariant under the Weyl
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group. Denote by
K = {u ∈ LT : 〈u, v〉 > 0 for every v ∈ R+}
the positive Weyl chamber and by K its closure.
It is well known (see [12, Chapter IV (1.7)]) that the irreducible representa-
tions of G can be parametrized by the elements of I∗ ∩K. For v ∈ I∗ ∩K, we
denote by piv the unitary representation of G with highest weight v.
For a finite Borel measure µ on G, we write
piv(µ) =
∫
piv(g) dµ(g),
which is an operator (linear transformation) on the representation space of piv.
Let r > 1 be a number, and S ⊂ G a finite set which contains 1 and generates
a dense subgroup. Define the spectral gap at scale 1/r with respect to S by
gapr(G,S) := 1− max
0<|v|≤r
‖piv(µS)‖.
As in the finite case, the notions of spectral gap and diameter are closely
related:
Lemma 5. Let G be a compact connected semi-simple Lie group, and let 1 ∈
S ⊂ G be finite. Then there is a constant C > 0 depending only on G such that
for any ε > 0
diamε(G,S) ≤ C log(ε
−1)
gapCε−C (G,S)
and for any r ≥ 1
gapr(G,S) ≥
1
|S|diam(Cr)−C (G,S)2
.
This lemma is also well-known. We give a proof in Section 4 for completeness.
In Section 3, we develop an analogue for compact Lie groups of the ideas
explained in the previous section. A replacement for (3) was given by Gamburd,
Jacobson and Sarnak [19] and it appeared in various forms in [3] and [6], as well.
However, these are based on direct calculation with characters rather than on
multiplicities of eigenvalues. A more direct analogue of (3) and also of the
results of Gowers [21] and Nikolov and Pyber [29] was developed very recently
by Saxce´ [33].
Our main result in the setting of compact Lie groups is the following:
Theorem 6. For every semi-simple compact connected Lie group G, there are
numbers c, r0 and A such that the following holds. Let µ be an arbitrary proba-
bility measure on G. Then
gapr(G,µ) ≥ c · gapr0(G,µ) · log−A r.
For simple groups, the value of A can be found in Table 1. For semi-simple
groups A is the maximum of the corresponding values over all simple quotients
of G. In particular, A ≤ 2 for all groups.
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An Bn Cn Dn E6 E7 E8 F4 G2
1 + 2n+1 1 +
1
n 1 +
1
n 1 +
1
n−1
7
6
10
9
16
15
7
6
4
3
Table 1: The value of A(G) in terms of the Dynkin diagram
A poly-logarithmic estimate for diamε(SU(2), S) was found by Solovay and
Kitaev independently. Nice expositions are in the paper of Dawson and Nielsen
[14, Theorem 1] and in the book [26, Chapter 8.3], where they obtain the bound
diamε(SU(2), S) < log
3 ε−1. Our theorem provides the same bound for the
diameter of SU(2). On the other hand, our spectral gap bound in Theorem 6
beats anything that could be obtained from a diameter bound via Lemma 5.
Dolgopyat [17, Theorems A.2 and A.3] gave an estimate for the spectral
gap which is weaker than poly-logarithmic but his argument would give a poly-
log estimate without significant changes. His proof consists of a version of the
Solovay-Kitaev argument (that he discovered independently) and a variant of
Lemma 5. The connection between the present paper and [17] was pointed out
to me by Breuillard, see also his survey [10].
We note that Bourgain and Gamburd [3, Corollary 1.1], [6, Theorem 1]
showed that when µ = µS for some finite set 1 ∈ S ⊂ SU(d) and the entries of
the elements of S are algebraic numbers, then
gapr(G,S) ≥ c
for some constant c depending on G and S. Their argument is likely to carry
over to arbitrary semi-simple compact Lie groups, however the assumption on
algebraicity is essential for the proof. It is a very interesting open problem
whether this assumption can be removed. Moreover, we raise the following
question: Is it true that there are numbers c, r0 depending only on G such that
gapr(G,µ) ≥ c · gapr0(G,µ)
for all probability measures µ on G?
Finally, we state a technical result which almost immediately follow from
Theorem 6. Its purpose is that this is the version used in the paper [35] to
study random walks in the group of Euclidean isometries.
For a measure ν on G, we define the measure ν˜ by∫
f(x) dν˜(x) =
∫
f(x−1) dν(x)
for all continuous functions f . We write mG for the Haar measure on G.
Corollary 7. Let G be a compact Lie group with semi-simple connected com-
ponent. Let µ be a probability measure on G such that supp (µ˜ ∗ µ) generates a
dense subgroup in G. Then there is a constant c > 0 depending only on µ such
that the following holds. Let ϕ ∈ Lip(G) be a function such that ‖ϕ‖2 = 1 and∫
ϕ dmG = 0. Then∥∥∥∥∫ ϕ(h−1g) dµ(h)∥∥∥∥
2
< 1− c log−A(‖ϕ‖Lip + 2),
where A depends on G and is the same as in Theorem 6.
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The rest of the paper is organized as follows. In Section 2 we give the proof
of Theorem 3 and Corollary 4. The proof of Theorem 6 is given in Section 3.
Sections 2 and 3 are independent, but there is a strong analogy between the two
arguments. Finally we prove Corollary 7 and Lemma 5 in Section 4.
Throughout the paper we use the letters c and C to denote numbers which
may depend on several other quantities and their value may change at each
occurrence. We follow the convention that c tends to denote numbers that we
consider “small” and C denotes those that we consider “large”.
1.6 Motivation
In recent years there was a lot of progress on the Babai-Seress conjecture men-
tioned above, although it has not been settled yet. In addition, poly-log spectral
gap and diameter is known to hold for some families of non-simple finite groups
as well. What the scope of this phenomenon is, is an interesting question. Our
result on finite groups is a (very modest) step towards understanding this. In
Section 2.2 we include some remarks on how to exploit our approach for non-
quasirandom groups.
Our main motivation for Theorem 6 is the application in the paper [35].
Although it seems easy to extend the Solovay-Kitaev approach to prove similar
poly-log type bounds, we believe that our method gives better exponents, at
least for spectral gaps.
There are many recent applications of spectral gaps. Many of these require
stronger bounds than what we obtain in this paper, e.g. the results in [2],
[4], [5], [7], [34], [9], [31] mentioned above. However, for some applications,
the poly-log type bounds are enough, at least to obtain the same qualitative
result. Prominent examples are the work of Ellenberg, Hall and Kowalski [18],
the Group Large Sieve developed by Lubotzky and Meiri [28], the study of
curvatures in Apollonian Circle Packings by Bourgain and Kontorovich [8] and
the study of random walks on Euclidean isometries by Varju´ [35]. However, our
results are relevant only for the last two of the above papers, because [18] and
[28] requires spectral gaps only for products of two simple groups. In addition,
in the case of [8] a better uniform spectral gap is available.
Acknowledgments. I thank Jean Bourgain for discussions related to this
project, in particular, for explaining to me the relation between the diameter and
the spectral gap. I thank Nicolas de Saxce´ for careful reading of my manuscript
and for his suggestions which greatly improved the presentation of the paper. I
thank Emmanuel Breuillard for calling my attention on the work of Dolgopyat
[17].
2 Profinite groups
2.1 Proof of Theorem 3
Recall that G is a profinite group and Ω is the family of finite index normal
subgroups of it. Assume that the hypothesis of the theorem is satisfied. We
note that α ≤ 1/2, since (dim pi)2 ≤ |G/Γ| for any irreducible representation pi
of the group G/Γ. Consequently A ≥ 1.
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We first explain how to reduce to the case when µ is symmetric. Define the
probability measure µ˜ by∫
f(g) dµ˜(g) =
∫
f(g−1) dµ(g).
(If G is finite, this is can be expressed as µ˜(g) = µ(g−1).) Clearly µ˜ ∗ µ is
symmetric and
Reg◦G/Γ(µ˜ ∗ µ) = Reg◦G/Γ(µ)∗ ·Reg◦G/Γ(µ).
Hence
‖Reg◦G/Γ(µ˜ ∗ µ)‖ = ‖Reg◦G/Γ(µ)‖2.
This yields
gap(G/Γ, µ˜ ∗ µ) ≥ gap(G/Γ, µ) ≥ gap(G/Γ, µ˜ ∗ µ)/2.
This shows that the spectral gap of µ˜ ∗ µ is roughly proportional to that of
µ, hence it suffices to prove the theorem for the first one. From now on, we
assume that µ is symmetric, hence the operator RegG/Γ(µ) is selfadjoint and
has an eigenbasis with real eigenvalues.
We define
lΓ = 2⌊CΓ logA+1[G : Γ]⌋,
where
CΓ := C0(10− log−1/10([G : Γ])),
and
C0 = max
Γ∈Ω2
1
gap(G/Γ, µ) · logA[G : Γ] .
(The role of the subtracted term in the definition of CΓ is simply to cancel lower
order terms later.)
Recall that we denote by χG/Γ the character of RegG/Γ. Our goal is to prove
χG/Γ
(
µ∗(lΓ)
)
≤M, (7)
whereM ≥ 2 is a suitably large number depending on α and β. Once we proved
this, the claim of the theorem will be concluded easily.
The proof is by induction with respect to the partial order ⊳ on Γ ∈ Ω.
Suppose that (7) holds for all Γ′ ∈ Ω with Γ⊳6= Γ′.
We distinguish two cases. First we suppose that Γ ∈ Ω2. Note that
χG/Γ(µ
∗(lΓ)) is the trace of the operator RegG/Γ(µ
∗(lΓ)), hence it is the sum
of its eigenvalues. The non-trivial eigenvalues are bounded by e−lΓ·gap(G/Γ,µ),
hence
χG/Γ
(
µ∗(lΓ)
)
≤ 1 + [G : Γ] · e−lΓ·gap(G/Γ,µ)
≤ 1 + [G : Γ] · e−C0 logA+1[G:Γ]·gap(G/Γ,µ) ≤ 1 + 1
using the definitions of lΓ, CΓ and C0. Hence (7) follows.
Now we suppose that Γ /∈ Ω2, hence Γ ∈ Ω1, in particular [G : Γ] ≥ C1,
where C1 can be taken as large as we need depending on α, β, c1, A. Let Γ
′
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be such that Γ ⊳ Γ′ ∈ Ω and [Γ′ : Γ] is minimal but larger than 1. Then by
assumption, [Γ′ : Γ] ≤ [G : Γ′]β .
Since χG/Γ is pointwise majorized by the function [Γ
′ : Γ] ·χG/Γ′ , and µ∗(l
′
Γ)
is a positive measure, we have
χG/Γ
(
µ∗(lΓ′ )
)
≤ [Γ′ : Γ] · χG/Γ
(
µ∗(lΓ′ )
)
≤M [Γ′ : Γ]. (8)
We applied (7) for Γ′ in the second inequality.
Denote by λ0 = 1, λ1, . . . λk the eigenvalues of the operator RegG/Γ(µ) each
listed as many times as its multiplicity. Then
χG/Γ
(
µ∗(lΓ)
)
= 1 +
k∑
i=1
λlΓi ≤ 1 +
(
k∑
i=1
λ
lΓ′
i
)
·max{λi}lΓ−lΓ′
≤ 1 +M [Γ′ : Γ]max{λi}lΓ−lΓ′ . (9)
We applied (8) in the last line. Also note, that all terms are positive because lΓ
is even by construction.
Our next goal is to obtain a sufficient bound on the λi. This can be deduced
from (8) and the assumption about the dimension of faithful representations.
The representation Reg(G/Γ) can be decomposed as the orthogonal sum of
irreducible subrepresentations. Each irreducible representation occur with mul-
tiplicity equal to its dimension.
Consider now an eigenvalue λi. There is a corresponding eigenvector which
is contained in an irreducible subrepresentation of Reg(G/Γ). Denote this rep-
resentation by pi. Write Γ′′ = Ker(pi).
First we consider the case that Γ′′ = Γ. It follows that λ
lΓ′
i is an eigenvalue
of RegG/Γ(µ
∗(lΓ′ )) with multiplicity at least
dimpi ≥ c1[G : Γ]α,
(by the assumption on quasirandomness). Hence by (8) we can conclude that
λ
lΓ′
i ≤
M [Γ′ : Γ]
c1[G : Γ]α
.
Next, we consider the case when Γ′′ 6= Γ. By the assumption on the mini-
mality of [Γ′ : Γ], we have [G : Γ′′] ≤ [G : Γ′]. We apply (7) for Γ′′ along with
the bound for the multiplicity of eigenvalues and get
λ
lΓ′′
i ≤
M
c1[G : Γ′′]α
.
An easy calculation shows that the bound we obtain for |λi| is worsening when
[G : Γ′′] grows.
Thus in both cases we obtain:
λ
lΓ′
i ≤
M [Γ′ : Γ]
c1[G : Γ′]α
. (10)
We plug this into (9) and we want to conclude χG/Γ(µ
∗(lΓ)) ≤ M . To this
end, we need
M [Γ′ : Γ]
(
M [Γ′ : Γ]
c1[G : Γ′]α
)(lΓ−lΓ′ )/lΓ′
≤M − 1
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that is
M
M − 1[Γ
′ : Γ] ≤
(
c1[G : Γ
′]α
M [Γ′ : Γ]
)(lΓ−lΓ′ )/lΓ′
. (11)
For simplicity, we write X = log[G : Γ′] and Y = log[Γ′ : Γ]. Then by the
definition of lΓ:
lΓ − lΓ′
lΓ′
=
2⌊CΓ(X + Y )A+1⌋ − 2⌊CΓ′XA+1⌋
2⌊CΓ′XA+1⌋
≥ CΓ(X + Y )
A+1 − CΓ′XA+1 − 1
CΓ′XA+1
≥ CΓ′(X + Y )
A+1 − CΓ′XA+1
CΓ′XA+1
+
CΓ − CΓ′
CΓ′
− 1
CΓ′XA+1
≥ (A+ 1)Y
X
+ c2
Y
X11/10
, (12)
where c2 is an absolute constant if X is larger than an absolute constant. (Using
the definition of CΓ, we evaluate (CΓ − CΓ′)/CΓ′ and get the second term of
(12). Notice that this is of larger order of magnitude than 1/XA+1.)
Then the logarithm of the right hand side of (11) is at least(
(A+ 1)
Y
X
+ c2
Y
X11/10
)
(αX − log(M/c1)− Y )
≥ α(A + 1)Y − log(M/c1)(A+ 1)Y
X
− (A+ 1)Y
2
X
+ c3
Y
X1/10
≥ α(A + 1)Y − (A+ 1)Y
2
X
+ c3
Y
2X1/10
if X is sufficiently large depending on α, β, c1, A. Here c3 is a sufficiently small
constant depending on α and β satisfying c3X ≤ c2(αX − log(M/c1) − Y ).
(Recall that Y ≤ βX by assumption.)
To get (11), we need
log(M/(M − 1)) + Y ≤ α(A + 1)Y − (A+ 1)Y
2
X
+ c3
Y
2X1/10
that is
A+ 1 ≥ 1 + log(M/(M − 1))/Y − c4X
−1/10
α− Y/X + c4X−1/10
, (13)
where c4 is yet another number depending on α, β, c1, A.
We consider two cases. If Y ≤ √X (and X is sufficiently large) then Y/X ≤
c4X
−1/10. Clearly Y ≥ log 2, hence (13) holds if
A+ 1 ≥ 1 + log(M/(M − 1))/ log 2
α
.
On the other hand if Y ≥ √X (and X is sufficiently large) then log(M/(M−
1))/Y ≤ c4X−1/10. Recall that Y/X ≤ β by assumption, hence (13) holds if
A+ 1 ≥ (α− β)−1.
By choosing M sufficiently large depending on α, β, we can ensure that
1 + log(M/(M − 1))/ log 2
α
≤ 1
α− β .
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Thus (13) holds in either case if A+ 1 ≥ (α − β)−1, which was assumed in the
theorem. This completes the induction to prove (7).
Let λ be an eigenvalue of Reg◦G/Γ(µ). We want to show that
|λ| < 1− C−11 B · log−A[G : Γ].
Denote by pi an irreducible representation of G/Γ that contains an eigenvector
corresponding to λ. Without loss of generality, we can assume that Γ = Ker(pi).
From quasirandomness and (7) we get
λlΓ ≤ M
c1[G : Γ]α
.
Thus
log |λ| ≤ logM/c1 − α log[G : Γ]
lΓ
.
If we compare this with the definition of lΓ we can conclude the theorem.
2.2 Some remarks about weakening the hypothesis on quasir-
andomness
In this section we present some ideas that lead to a refined version of (9) and (10).
Using this, one could obtain a version of Theorem 3 with a weaker hypothesis
instead of quasirandomness. Namely one would require that the quotient groups
does not have “many” irreducible representations with “small” dimension. This
weaker form of quasirandomness would be very technical hence we do not state
a theorem. However, (based on analogy with compact Lie groups) it seems
possible that these ideas lead to better bounds for the groups SLd(Zp) than
Theorem 3.
Proposition 8. Let G be a finite group and N a normal subgroup. Let ρ1, . . . , ρn
be all irreducible representations of N up to isomorphism. Denote by a(ρj) the
number of G-conjugates of ρj. Denote by d(ρj) the smallest possible dimension
of a representation of G whose restriction to N contains ρj.
Let µ be a symmetric probability measure on G and suppose that
χG/N
(
µ∗(2l)
)
≤M (14)
for some numbers l and M > 1.
Then for all integers l′ > l we have:
χG
(
µ∗(2l
′)
)
≤
n∑
j=1
[
dim(ρj)
2M ·
(
a(ρj) dim(ρj)
2M
d(ρj)
)(l′−l)/l]
. (15)
Observe that
∑
dim(ρj)
2 = |N | and a(ρj) dim(ρj)2 ≤ |N |, hence we obtain
(9) combined with (10), if we estimate d(ρj) using quasirandomness. If d(ρj) is
small only for a very few j, Proposition 8 significantly improves the argument
given in the previous section.
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Proof. We recall some facts from representation theory. Let pi be an irreducible
representation of G, and denote by χpi its character. Denote by pi|N the restric-
tion of pi to N . By Clifford’s theorem, the irreducible components of pi|N is a
G-conjugacy class of representations and each appears with the same multiplic-
ity. We denote by a(pi) the number of different irreducible components of pi|N ,
by b(pi) their common multiplicity and by c(pi) their common dimension. Thus
dim(pi) = a(pi) · b(pi) · c(pi).
Denote one of the irreducible components of pi|N by ρ and its character by
χρ. Let ρ
g1 , · · · , ρga(pi) be all G-conjugates of ρ. In what follows, the function
ϕ =
a(pi)∑
i=1
χρgi
will play an important role. We also extend it to G by setting it 0 in the
complement of N , i.e. we write ϕ˜(g) = ϕ(g) for g ∈ N and ϕ˜(g) = 0 otherwise.
We use two inner products, one on L2(G) and one on L2(N) defined by:
〈f1, f2〉G = 1|G|
∑
g∈G
f1(g)f2(g), 〈f1, f2〉N = 1|N |
∑
g∈N
f1(g)f2(g).
These are the inner products with respect to which the irreducible characters
of the corresponding groups are orthonormal.
We write:
〈χpi, ϕ˜〉G = |N ||G| 〈χpi|N , ϕ〉N =
|N |a(pi)b(pi)
|G| .
A similar calculation shows that the inner product of ϕ˜ with an irreducible
character of G is always non-negative.
Since ϕ˜ is a class function onG, it can be decomposed as a linear combination
of irreducible characters. According to the above calculation, the coefficient of
χpi is |N |a(pi)b(pi)/|G| and all other characters have non-negative contribution.
Thus
χpi
(
µ∗(2l)
)
≤ |G||N |a(pi)b(pi) ϕ˜
(
µ∗(2l)
)
. (16)
(Note that χpi(µ
∗(2l)) ≥ 0 being the trace of a positive operator.)
On the other hand,
‖ϕ˜‖∞ ≤
a(pi)∑
i=1
‖χρgi ‖∞ = a(pi)c(pi).
Thus for every g ∈ G, we have
|ϕ˜(g)| ≤ |N |a(pi)c(pi)|G| χG/N (g).
(Note that for g /∈ N both sides are 0.) Therefore
ϕ˜
(
µ∗(2l)
)
≤ |N |a(pi)c(pi)|G| χG/N
(
µ∗(2l)
)
. (17)
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We combine (16) and (17) and get
χpi
(
µ∗(2l)
)
≤ c(pi)
b(pi)
χG/N
(
µ∗(2l)
)
.
This implies that for all eigenvalues λ of pi(µ∗(2l)), we have
|λ| < c(pi)
b(pi)
M =
a(pi)c(pi)2
dim(pi)
M. (18)
(Here we also used the hypothesis (14).)
Now let pi1, pi2, . . . , pik denote all the irreducible representations (up to iso-
morphism) of G whose restriction to N contain ρ. By a calculation very similar
to the one leading to (16) we get
k∑
i=1
|N |a(pii)b(pii)
|G| χpii
(
µ∗(2l)
)
≤ ϕ˜
(
µ∗(2l)
)
.
Combining with (17), we get
k∑
i=1
b(pii)
c(pii)
χpii
(
µ∗(2l)
)
≤ χG/N
(
µ∗(2l)
)
≤M.
(We used again the hypothesis (14).) Multiplying by a(pi)c(pi)2 = a(pii)c(pii)
2
(which is independent of i) we get
k∑
i=1
dim(pii)χpii
(
µ∗(2l)
)
≤ a(pi)c(pi)2M. (19)
We use (18) and write for an integer l′ ≥ l:
k∑
i=1
dim(pii)χpii
(
µ∗(2l
′)
)
≤ a(pi)c(pi)2M
(
a(pi)c(pi)2M
dim(pi)
)(l′−l)/l
. (20)
We sum (20) for ρ = ρ1, . . . , ρn and get (15).
2.3 Proof of Corollary 4
We first discuss quasirandomness. This was already proved for SLd(Ẑ) by Bour-
gain and Varju´ [9]. In fact, it is easy to deduce it from the corresponding result
about SLd(Zp) which was obtained by Bourgain and Gamburd [4, Lemma 7.1]
for d = 2 and by Saxce´ [33, Lemme 5.1] for d ≥ 2. For completeness, we explain
this deduction.
For an integer q > 0 denote by
Γq = {g ∈ SLd(Ẑ) : g ≡ 1 (mod q)}
the mod q congruence subgroup of SLd(Ẑ).
Let p be a prime, k ≥ 1 be an integer, and let pi be a representation of
SLd(Ẑ)/Γpk which is not a representation of SLd(Ẑ)/Γpk−1 . By [33, Lemme
5.1], pi is of dimension at least
c · [SLd(Ẑ) : Γpk ]1/(d+1),
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where c > 0 is a number depending on d. For any ε > 0, we can replace this
bound by |SLd(Ẑ)/Γq|1/(d+1)−ε if p is sufficiently large depending on ε.
Let pi be an irreducible unitary representation of SLd(Ẑ). Since Γq, q > 1
form a system of neighborhoods of 1 in SLd(Ẑ), there is q such that Ker(pi) ⊃ Γq.
Let q be minimal with this property. Let q = pk11 · · · pknn such that pi are primes.
Then
SLd(Ẑ)/Γq =
(
SLd(Ẑ)/Γpk11
)
× · · · ×
(
SLd(Ẑ)/Γpknn
)
.
Any representation of this group is a tensor product of representations of SLd(Ẑ)/Γpkii
.
Hence
dimpi ≥ cm[SLd(Ẑ) : Γpk ]1/(d+1)−ε, (21)
where m is the number of not large enough primes in the sense of the previous
paragraph. Thus SLd(Ẑ) is (c
m, 1/(d+ 1)− ε)-quasirandom.
We refer the interested reader to the paper of Kelmer and Silberman [25,
Section 4], where quasirandomness is proved with optimal parameter α for some
other arithmetic groups.
We define Ω1 and Ω2. We fix an integer M that we will set later depending
on d. Let Γ ⊳ SLd(Ẑ) be a finite index normal subgroup. Denote by q the
smallest integer such that Γq⊳Γ. We put Γ in Ω1, if q has at leastM +1 prime
factors (taking multiplicities into account) and q is sufficiently large. We put Γ
in Ω2 otherwise.
Let Γ ∈ Ω1 and let q be the same as above. Let p|q be the smallest prime
divisor of q. By simple calculation:
[Γq/p : Γq] ≤ [SLd(Ẑ) : Γq/p]1/M .
Now we define Γ′ := Γq/pΓ. Clearly
[Γ′ : Γ] ≤ [Γq/p : Γq],
so we only need to estimate [SLd(Ẑ) : Γ
′] in terms of [SLd(Ẑ) : Γq/p]. For our
purposes the very crude bound
[SLd(Ẑ) : Γ
′] ≥ cm[SLd(Ẑ) : Γq/p]1/(d+1)−ε
is sufficient which follows from (21). This implies
[Γ′ : Γ] ≤ [SLd(Ẑ) : Γ′](d+2)/M
if q is sufficiently large (and ε is sufficiently small).
We choose α and β in such a way that β < α < 1/(d + 1). Then the
quasirandomness is satisfied, and also (5) if we set M ≥ (d+ 2)/β.
It is left to verify (6) for µ = µS . First we note that by the same argument as
at the beginning of the proof of Theorem 3, we can assume that S is symmetric.
We show that the groups SLd(Ẑ)/Γq for Γq ∈ Ω2 have poly-logarithmic diameter
with respect to any generating set S. In light of Lemma 1 this implies (6).
Let now Γq ∈ Ω2. There are two possibilities. If q is small (e.g. q ≤ C1 or
as in the definition of Ω1), then we have the trivial bound
diam(SLd(Ẑ)/Γq, S) ≤ |SLd(Ẑ)/Γq| ≤ C logA(SLd(Ẑ)/Γq)
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for some suitably large constant C.
The other situation that may happen is that q contains at most M prime
factors counting multiplicities. In this case we can easily deduce the poly-log
diameter bound from [11, Theorem 7.1] and [30, Theorem 2] which contain this
result in the case when q is prime. This deduction is very similar to [9, Proof
of Proposition 3].
Let q0 = 1, q1, q2, . . . , qn = q be a sequence of integers such that qi+1/qi is a
prime number for all i. We will apply the following lemma repeatedly to prove
the diameter bound we are looking for.
Lemma 9. Fix i and write p = qi/qi−1. Then
diam(SLd(Z/qiZ), S) ≤ C(diam(SLd(Z/qi−1Z), S) + diam(SLd(Z/pZ), S)),
where C is a number depending on d.
Proof. Let
D = max{diam(SLd(Z/qi−1Z), S), diam(SLd(Z/pZ), S)}.
Then
SD · Γqi−1 = SLd(Z/qiZ).
Since S is generating, SD+1 must intersect some Γqi−1 -coset in at least two
points. Thus there is
1 6= g0 ∈ S2D+1 ∩ Γqi−1 .
If p ∤ qi−1, and hence Γqi−1/Γqi = SLd(Z/pZ), we also want to show that
g0 can be taken non-central in SLd(Z/pZ). With the same argument as above,
we can show that S(j+1)D+j intersects all Γqi−1 -cosets in at least j + 1 points.
Taking j = |Z(SLd(Z/pZ))|, we can find a suitable g0 in S(j+1)D+j .
We put
X = {g−1g0g, g−1g−10 g : g ∈ SD}.
We show that
XC = Γqi−1/Γqi (22)
for some constant C depending on d.
We have two cases. First, we suppose that p ∤ qi−1. Then Γqi−1/Γqi =
SLd(Z/pZ), and X is a non-trivial conjugacy class. In this case (22) is a result
of Lev [27, Theorem 2].
Now suppose that p|qi−1. In this case Γqi−1/Γqi is isomorphic to sld(Z/pZ),
and the conjugation action
h 7→ g−1hg, g ∈ SLd(Z/qiZ), h ∈ Γqi−1/Γqi
factors throughG/Γp = SLd(Z/pZ). Now the claim (22) follows from [9, Lemma
5].
Therefore, we have SC·D ⊃ Γqi−1/Γqi for some other constant C depending
on d. This implies S(C+1)·D = SLd(Z/qiZ) which was to be proved.
Now Corollary 4 is immediate. By [11, Theorem 7.1] and [30, Theorem 2]
we have
diam(SLd(Z/pZ), S) ≤ C logA(p)
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for all primes p. We can use Lemma 9 repeatedly to show
diam(SLd(Ẑ)/Γq, S) ≤ C logA(p)
for Γq ∈ Ω2, where p is the largest prime factor of q and C is a different
constant depending on M . This is precisely the poly-log diameter estimate we
were looking for.
3 Compact Lie groups
The purpose of this section is to prove Theorem 6. Recall the definitions of
T,LT,LT ∗, I, I∗, R,R+,K and piv from Section 1. Let µ be a probability mea-
sure on G. Denote by χv the character of piv. For a continuous function f and
a measure ν on G, we write
f(ν) =
∫
f(x) dν(x).
If f is a continuous class function on G, then by the Peter-Weyl theorem, we
can decompose it as a linear combination of irreducible characters. Denote by
mv(f) the coefficient of χv in this decomposition.
We introduce two partial orders on the space of continuous class functions
on G. We write f1 ≤ f2, if f1(g) ≤ f2(g) for every g ∈ G. We write f1 ⊑ f2 if
mv(f1) ≤ mv(f2) for all v ∈ K ∩ I∗. Denote by  the transitive closure of the
union of ≤ and ⊑, i.e. we write f1  f2 if there is a sequence of class functions
ϕi such that
f1 ≤ ϕ1 ⊑ ϕ2 ≤ ϕ3 ⊑ . . . ≤ ϕn ⊑ f2.
These relations have a crucial property contained in the following Lemma.
Recall that for a measure ν on G, we define the measure ν˜ by∫
f(x) dν˜(x) =
∫
f(x−1) dν(x)
for all continuous functions f . We say that ν is symmetric if ν = ν˜.
Lemma 10. Let ν be a symmetric probability measure and let f1  f2 be two
continuous class functions on G. Then
f1(ν ∗ ν) ≤ f2(ν ∗ ν).
Proof. Clearly, it is enough to prove the statements for ≤ and ⊑ in place of
. For ≤ it easily follows from the definitions and from the fact that ν ∗ ν is a
positive measure.
Suppose f1 ⊑ f2. Observe that
fi(ν ∗ ν) =
∑
v∈K∩I∗
mv(fi)χv(ν ∗ ν).
Hence the claim follows from mv(f1) ≤ mv(f2) once we prove that χv(ν ∗ν) ≥ 0
for all v. This follows from χv(ν ∗ ν) = Tr(piv(ν ∗ ν)) and from the fact that
piv(ν ∗ ν) = piv(ν) · piv(ν)∗ is a positive selfadjoint operator.
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Now we explain the strategy of the proof. First of all, we note that by the
argument at the beginning of Section 2.1 we can assume that µ is symmetric.
Hence Lemma 10 applies for ν = µ∗(2l) for all positive integers l.
We write for r ≥ 1
χr =
∑
|v|≤r
χv
2 · r− dimLT
which plays the role of χG/Γ used in the previous section. We also write
lr = 2⌊Cr logA+1 r⌋,
where
Cr = C0
(
10− log−1/10(r)
)
and C0 is a suitably large constant to be set later.
Our goal is to prove the inequality
χr
(
µ∗(lr)
)
≤ E (23)
for some constant E independent of r. This will easily imply the theorem.
We assume that (23) holds for some range 1 ≤ r ≤ r1. (This can be verified
easily for r1 = r0 if C0 is suitably large in terms of gapr0(µ).) And then we
show that (23) also holds for a suitable r = r2. Iterating this argument, we can
prove the claim for all r.
We prove the “induction step” in the following way. We find suitable func-
tions ϕ1, . . . , ϕn such that
χr2 ⊑ ϕ1 + . . .+ ϕn.
Then it will be enough to estimate ϕi(µ
∗(lr2 )). We will show that ϕi  Biχr1 ,
where Bi is a number depending on i, r1 and r2. This allows us to estimate
ϕi(µ
∗(lr1 )). We will also show that mv(ϕi) is either “large” or 0, and this will
yield an estimate on the eigenvalues of piv(µ
∗(lr1)) for all v which contributes to
ϕi. Finally this allows us to get a refined estimate on ϕi(µ
∗(lr2 )).
To implement the above plan we need methods to estimate mv(f). In our
examples f will always be the character of a representation which is obtained
from other representations using tensor products. Explicit formulas are avail-
able for mv(f) in such cases, however, they do not seem very practical for our
purposes. Instead, we will use elementary methods to estimate these coefficients
based on double-counting dimensions. However, we still need some very basic
facts about the representations piv.
The first fact is Weyl’s dimension formula [12, Chapter VI. (1.7) (iv)]:
dimpiv =
∏
u∈R+
〈u, v + ρ〉
〈u, ρ〉 ,
where
ρ =
1
2
∑
u∈R+
u
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is the half sum of the positive roots.
The second fact is the content of the following lemma which bounds the
highest weight of possible irreducible constituents of piv ⊗ piu. Recall that we
denote the Haar measure on G by mG.
Lemma 11. There is a constant D depending only on G such that if∫
χvχuχw dmG 6= 0 (24)
for some v, u, w ∈ K ∩ I∗, then |v − w| < D|u|.
Proof. If (24) holds then piw is contained in piv⊗piu. By [12, Chapter VI, Lemma
(2.8)], v + u dominates w that is
〈v + u, t〉 ≥ 〈w, t〉
for every t ∈ K. Similarly, if (24) holds then piv is contained in piw ⊗ piu, hence
〈w + u, t〉 ≥ 〈v, t〉.
Here u is the highest weight of χu.
Now let t1, . . . , tdimT be a basis of LT
∗ consisting of unit vectors in K. By
the above inequalities, we have
|〈w − v, tj〉| ≤ |u|
for all 1 ≤ j ≤ dimT . The claim follows from this with the constant D equal
to the length of the longest vector in the set
{x ∈ LT ∗ : |〈x, tj〉| ≤ 1}.
We proceed by some Lemmata which bound the multiplicities of some irre-
ducible constituents in certain tensor products.
Lemma 12. We have∫ ∑
|v|≤r
χv
2 dmG = |{v ∈ K ∩ I∗ : |v| ≤ r}|.
In particular
c ≤ mχ0(χr) ≤ C,
where c, C > 0 are constants depending on G
Proof. Since characters form an orthonormal basis, we have∫ ∑
|v|≤r
χv
2 dmG = ∫ ∑
|v|≤r
χvχv dmG = |{v ∈ K ∩ I∗ : |v| ≤ r}|.
For the second statement notice that
mχ0(χr) =
1
rdimLT
∫ ∑
|v|≤r
χv
2 χ0 dmG = |{v ∈ K ∩ I∗ : |v| ≤ r}|
rdimLT
.
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Lemma 13. There is a constant C > 0 depending on G such that the following
holds. Let u ∈ K ∩ I∗, and r ≥ 1.
mχu(χr) ≤ C dimχu.
Moreover, mχu(χr) = 0 if |u| > Cr.
Proof. For the first part of the lemma we write
rdim LTmχu(χr) =
∫ ∑
|v|≤r
χv
2 χu dmG
≤ 2
∑
|v|,|w|≤r
dimχv≤dimχw
∫
χvχwχu dmG
= 2
∑
|v|≤r
 ∑
|w|≤r
dimχw≥dimχv
mχw(χvχu)
 .
The sum of the multiplicities of some irreducible components of piv ⊗ piu can
not be bigger than the dimension of piv ⊗ piu divided by the minimal dimension
of the irreducible components we consider. Thus
rdimLTmχu(χr) ≤ 2
∑
|v|≤r
dim(χvχu)
dim(χv)
≤ CrdimLT dimχu.
The second part follows immediately from Lemma 11.
For u ∈ K ∩ I∗ and r ≥ 1, we write
ψu,r = χr ·
∑
w:|u−w|<3Dr
χw.
We show that χz is contained in ψu,r with high multiplicity if |u− z| ≤ Dr.
Lemma 14. Let r ≥ 1 and z, u ∈ K ∩ I∗ with |z − u| ≤ Dr. Then
mχz (ψu,r) ≥ c ·
dim(χz) · rdimG
maxw:|u−w|<3Dr{dim(χw)}
,
where c > 0 is a constant depending only on G.
Proof. We can write
rdimLTmχz (ψu,r) =
∑
w:|u−w|<3Dr
 ∑
|v1|,|v2|≤r
∫
χv1χv2χwχz dmG

=
∑
w:|u−w|<3Dr
mχw
 ∑
|v1|,|v2|≤r
χv1 χv2χz

≥
∑
|v1|,|v2|≤r
dimχv1 · dimχv2 · dimχz
maxw:|u−w|<3Dr dimχw
. (25)
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In the last line we used the fact that all irreducible components of χv1 χv2χz has
highest weight w satisfying |w−z| ≤ 2Dr and hence |u−w| < 3Dr which follows
from two applications of Lemma 11. Hence all possible irreducible component
appears in the range of summation, and the inequality follows by comparing
dimensions.
Let K ′ be a closed convex cone strictly contained in the positive Weyl cham-
ber K. For v ∈ K ′ ∩ I∗ and |v| ≥ r/2 it follows from Weyl’s dimension formula
that dim(χv) ≥ cr|R+| for some constant c > 0 depending only on G,K ′. Thus
the numerator in (25) is bounded below by
c dim(χz) · r2 dimLT+2|R+|.
The proof is finished by noting that dimG = dimLT + 2|R+|.
We continue implementing our plan described above. Recall that r2 > r1 ≥
1, are numbers that we will choose later and that we assume
χr
(
µ∗(lr)
)
≤ E (26)
for r ≤ r1 and for some number E to be chosen later, as well. Our goal is to
prove (26) with r = r2.
Let u0 = 0, u1, . . . um be a maximal Dr1 separated subset of {v ∈ K ∩ I∗ :
|v| ≤ Cr2}, where C is the constant from Lemma 13. For i = 0, . . . ,m, let
Mi =
Cmaxw:|ui−w|<3Dr1{dimχw}
crdimG1
,
where c is the constant from Lemma 14 and C is as above. Write
ϕi =Mi
∑
w:|ui−w|<Dr1
mχw(ψui,r1)χw,
i.e. we removed from ψui,r1 those irreducible components whose multiplicities
we cannot bound below. Hence mχw(ϕi) ≥ C · dim(χw) if |w − ui| < Dr1 by
Lemma 14 (applied with r = r1).
It follows from Lemma 13 (applied with r = r2) that
χr2 ⊑
m∑
i=0
ϕi.
Moreover, we have
ϕi ⊑Miψui,r1 ≤
Mi ∑
w:|ui−w|<3Dr1
dim(χw)
 · χr1 ,
because χr1 is non-negative, and∑
w:|ui−w|<3Dr1
χw(g) ≤
∑
w:|ui−w|<3Dr1
dimχw
for every g ∈ G. Clearly∑
w:|ui−w|<3Dr1
dimχw ≤ CrdimLT1 max
w:|ui−w|<3Dr1
{dimχw},
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hence
ϕi  C
(maxw:|ui−w|<3Dr1{dimχw})2
r
2|R+|
1
· χr1 . (27)
Denote by Ni the number of positive roots v ∈ R+ such that 〈ui, v〉 ≤
4Dr1|v|. Then it follows from Weyl’s dimension formula that
max
w:|ui−w|<3Dr1
dimχw ≤ CrNi1 min
w:|ui−w|<3Dr1
dimχw. (28)
After these preparations, we can give an estimate on ϕi(µ
∗(lr2 )). This is
done in the next two Lemmata.
Lemma 15. Fix 0 ≤ i ≤ m such that Ni < |R+|. If r1 is sufficiently large and
log1/3 r1 ≤ log r2 − log r1 ≤ log1/2 r1,
then
ϕi
(
µ∗(lr2 )
)
≤
(
r1
r2
)(A−1)(|R+|−Ni)
.
Recall that the value of A is given in the statement of Theorem 6 and it also
appears in the definition of lr above.
Proof. For notational simplicity, write
X = max
w:|ui−w|<3Dr1
dimχw,
and note that by Weyl’s dimension formula, we have
X ≤ CrNi1 r|R+|−Ni2 . (29)
By (27), the induction hypothesis and Lemma 10, we have
ϕi
(
µ∗(lr1 )
)
≤ CE X
2
r
2|R+|
1
. (30)
Denote by λmax the maximum of the absolute values of the eigenvalues of the
operators piv(µ) for |v − ui| ≤ Dr1, i.e. for the irreducible characters contained
in ϕi. Clearly
λ
lr1
max ≤ CE X
2
r
2|R+|
1 mχv (ϕi)
, (31)
where χv is the character of the representation, which contains λmax. Recall
that by Lemma 14 and the definition of ϕi, we have
mχv (ϕi) ≥ c dimχv.
If we combine this with (28) and (31), we get
λ
lr1
max ≤ CE X
r
2|R+|−Ni
1
≤ CE r
|R+|−Ni
2
r
2|R+|−2Ni
1
. (32)
(For the second inequality we used (29).)
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By (30), we clearly have
ϕi
(
µ∗(lr2)
)
≤ CE X
2
r
2|R+|
1
· λlr2−lr1max
≤ CE r
2|R+|−2Ni
2
r
2|R+|−2Ni
1
·
(
CE
r
|R+|−Ni
2
r
2|R+|−2Ni
1
) lr2−lr1
lr1
. (33)
By a computation very similar to (12), we get
lr2 − lr1
lr1
≥
(
A+ 1 +
c
log1/10 r1
)
log r2 − log r1
log r1
, (34)
where c is an absolute constant.
Now we write
(log r2 − 2 log r1) log r2 − log r1
log r1
= (log r1 − log r2)
(
1− log r2 − log r1
log r1
)
. (35)
and (
A+ 1 +
c
log1/10 r1
)(
1− log r2 − log r1
log r1
)
≥ A+ 1 + c
2 log1/10 r1
(36)
which follows from our assumption log r2 − log r1 ≤ log1/2 r1.
Combining (34), (35) and (36) we get
(
r
|R+|−Ni
2
r
2|R+|−2Ni
1
) lr2−lr1
lr1
≤
(
r1
r2
)(A+1)(|R+|−Ni)+c·log−1/10 r1
.
If we plug this into (33), we get
ϕi
(
µ∗(lr2)
)
≤
(
r1
r2
)(A−1)(|R+|−Ni)+c·log−1/10 r1
(CE)lr2/lr1 .
Finally we note that by log r2 − log r1 ≥ log1/3 r1, we have(
r2
r1
)c/ log1/10 r1
≥ ec log7/30 r1 ≥ (CE)2
if r1 is sufficiently large depending on G and E. On the other hand, by the
computation leading to (34), we have lr2/lr1 < 2. This finishes the proof.
Lemma 16. Fix 0 ≤ i ≤ m such that Ni = |R+|. If log r2 − log r1 > log1/3 r1
and r1 is sufficiently large then
ϕi(µ
∗(lr2 )) < C,
where C is a constant depending only on G (and not on E).
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Proof. Let v ∈ K ∩ I∗, such that mχv (ϕi) > 0. By Weyl’s formula, we have
dim(χv) ≤ Cr|R+|1 , since Ni = |R+|. Let λ be an eigenvalue of piv(µ). Then by
(31) we get
λlr1 ≤ CE
dimχv
.
In fact, we can get a better bound if |v| ≤ r1. By a similar argument and
using the induction hypothesis for r = |v| ≤ r1, we get
λl|v| ≤ CE
dimχv
.
Weyl’s dimension formula gives dimχv ≥ c|v|, and an easy calculation shows
that
λlr1 ≤
(
CE
|v|
)lr1/l|v|
≤ CE
r1
(37)
if |v| is sufficiently large (depending on G and E).
We suppose that r0 is so large that |v| < r0 for those v which are too small
for the above argument. We set C0 > gap
−1
r0 (G,µ), hence for r0 ≥ |v| 6= 0 we
have
λlr1 ≤ e−gapr0(G,µ)lr1 ≤ e− logA+1(r1),
which is stronger than (37).
By (27), the induction hypothesis and Lemma 10, we have
ϕi
(
µ∗(lr1)
)
≤ CE,
hence
ϕi
(
µ∗(lr1)
)
≤ mχ0(ϕi) + CE
(
CE
r1
) lr2−lr1
lr1
.
Since log r2 − log r1 > log1/3 r1 and
lr2 − lr1
lr1
> c
log r2 − log r1
log r1
we easily get
ϕi
(
µ∗(lr1)
)
≤ mχ0(ϕi) + 1
if r1 is sufficiently large (depending on G and E) which was to be proved.
It is left to estimate the number of ui for which Ni takes a particular value.
This is done with the help of the next lemma.
Denote by S the set of simple roots. (This is not to be confused with the
generating set of the random walk, which is denoted by S in other sections.)
Lemma 17. Let S′ ( S be a set of simple roots. Denote by R′ ⊂ R+ the set
of all positive roots which can be expressed as a combination of elements of S′.
We have
|S| − |S′|
|R+| − |R′| ≤ A(G)− 1,
where the value of A(G) is given in Table 1, for simple Lie groups and for non-
simple ones it is defined to be A(G) = max{A(H)} where H runs through all
simple quotients.
25
Proof. If the Dynkin diagram of G is not connected, we can write R+ = R1 ∪
. . .∪Rn, where Ri is a system of positive roots in a root system with connected
diagram. Clearly
|S| − |S′|
|R+| − |R′| ≤ max1≤i≤n
|S ∩Ri| − |S′ ∩Ri|
|Ri| − |R′ ∩Ri| .
Hence we can assume without loss of generality that the diagram of G is con-
nected.
By a simple calculation, one can verify that |S|/|R+| = A(G)− 1 as given in
Table 1. Now notice that R′ is itself (the set of positive roots in) a root system
and its diagram is the subgraph spanned by S′ in the diagram of G. Examining
Table 1 it is easy to check that
|S′|
|R′| ≥ A(G) − 1 =
|S|
|R+| .
(In fact, it is enough to check that the value in the table is never smaller for
connected subdiagrams.) Then
|S| − |S′|
|R+| − |R′| ≤
|S| − |S||R′|/|R+|
|R+| − |R′| =
|S|
|R+| = A(G)− 1.
Let S′ ⊂ S be a subset of the simple roots. We write Ω(S′) for the set of
indices i such that 〈ui, v〉 ≤ 4Dr1 for v ∈ S if and only if v ∈ S′.
We estimate |Ω(S′)|. Since S′ consist of linearly independent vectors, the
elements of Ω(S′) are in a Cr1 neighborhood of a subspace of LT of dimension
|S| − |S′|. Since they are Dr1-separated, we have
|Ω(S′)| ≤ C
(
r2
r1
)|S|−|S′|
. (38)
All positive roots are positive linear combinations of simple roots, henceNi ≤
|R′| for i ∈ Ω(S′), where R′ is the set of positive roots which are combinations
of the elements of S′. If S′ 6= S, then Lemmata 15 and 17 together with (38)
gives ∑
i∈Ω(S′)
ϕi
(
µ∗(lr2 )
)
≤ C
with a constant C depending on G. If S′ = S, the same follows from Lemma
16. Summing this up for all S′ ⊂ S, we get∑
i
ϕi
(
µ∗(lr2)
)
≤ C. (39)
This completes the proof of (26) for r = r2 with E = C, where C is the constant
in (39).
We explain how to set the various parameters and how to complete the
induction. We set E = C with the constant C from (39) in the previous para-
graph. Then we pick r0 to be sufficiently large (depending on E and G) so that
all of the above arguments are valid with r1 ≥ r0.
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For r0 ≥ r ≥ 1, we have
χr
(
µ∗(lr)
)
≤ mχ0(χr) + e−lr·gapCr(G,µ) ·
∑
0<|v|≤Cr
mχv (χr)
≤ C + Cr−C0·gapCr(G,µ) ·
∑
0<|v|≤Cr
dim(χv)
≤ C + CrC(dimLT+|R+|)−C0·gapCr(G,µ). (40)
Here we first used the definition of gapr(G,µ), then the definition of lr and
Lemmata 12 and 13, finally Weyl’s dimension formula.
We put C0 = C · gap−1Cr0(G,µ), where C is a suitable constant depending on
the constant in (40) such that
χr
(
µ∗(lr)
)
≤ E
for 1 ≤ r ≤ r0. (Recall that the only constraint we had for C0 above is in the
proof of Lemma 16 and it is satisfied with this choice.)
Thus we see that (26) hold for 1 ≤ r ≤ r0. Once we know that (26) holds on
an interval r ∈ [1, a], we can extend it to r ∈ [1, elog(a)+log1/2(a)]. This follows
from the above argument with the choice r2 = r and any r1 ≤ a which satisfies
log1/3 r1 ≤ log r2 − log r1 ≤ log1/2 r1.
If we apply this repeatedly, we can conclude that (26) holds for all r ≥ 1.
Finally, we conclude the proof of the theorem. Fix r ≥ 1 and suppose that
piv0 is the representation for which the maximum in the definition of gapr(G,µ)
is attained. We use Lemma 14 with z = u = v0 and (26) to get
χv0
(
µ∗(lr)
)
≤ Cmaxw:|v0−w|<3Dr{dim(χw)}
dim(χv0) · rdimG
· ψv0,r
(
µ∗(lr)
)
≤ CE
(maxw:|v0−w|<3Dr{dim(χw)}) ·
∑
w:|v0−w|<3Dr
dim(χw)
dim(χv0) · rdimG
.
We evaluate dimensions using Weyl’s formula and get∥∥∥piv0 (µ∗(lr))∥∥∥ ≤ χv0 (µ∗(lr)) ≤ CE/ dim(χv0) ≤ CE/r ≤ r−1/2,
if r ≥ r0 and r0 is sufficiently large, as we may assume. This implies
gapr(G,µ) ≥ (1/10)
log r
lr
.
Inspecting the definition of lr and the above choice of C0, we see that this is
exactly what was to be proved.
4 Some technicalities
We begin this section by proving Corollary 7. First we give a lemma which will
be used for reducing the problem to the connected case:
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Lemma 18. Let G be a Lie group and let µ be a symmetric probability measure
on it such that suppµ generates a dense subgroup and 1 ∈ suppµ. Write G◦ for
the connected component of G and let n = [G : G◦]. Then supp (µ∗(2n−1)) ∩G◦
generates a dense subgroup of G◦.
Proof. Suppose to the contrary that for some h ∈ G◦ and ε > 0 there is no h′
in the group generated by supp (µ∗(2n−1)) ∩ G◦ such that dist(h, h′) < ε. On
the other hand, by assumption, there is g = g1 · · · gl with gi ∈ supp (µ) and
dist(h, g) < ε.
We show that g is in the group generated by supp (µ∗(2n−1))∩G◦, a contra-
diction. If l ≤ 2n − 1, then by definition, g ∈ supp (µ∗(2n−1)) ∩ G◦. Suppose
l > 2n − 1. By the pigeon hole principle, there are i ≤ j ≤ n such that
gi · · · gj ∈ G◦. We can write g = g′ · g′′, where
g′ = g1 · · · gi−1gi · · · gjg−1i−1 · · · g−11 and
g′′ = g1 · · · gi−1gj+1 · · · gl.
Now clearly g′, g′′ ∈ G◦, and g′ ∈ supp (µ∗(2n−1)), since it is a product of length
at most 2n − 1. Since the length of g′′ is strictly less than that of g the proof
can be completed by induction.
If G is a compact connected semi-simple Lie group, the space L2(G) can
be decomposed as an orthogonal sum of finite dimensional irreducible represen-
tations. We write Hr ⊂ L2(G) for the sum of those constituents which have
highest weight v with |v| ≤ r. In the next lemma we construct an approximate
identity in Hr.
Lemma 19. Let G be a compact connected semi-simple Lie group. Then for
each r, there is a non-negative function fr ∈ Hr such that∫
fr dmG = 1, ‖fr‖2 ≤ CrdimG/4 and
∫
fr(g)dist(g, 1) dmG(g) ≤ C/
√
r,
where C is a constant depending on G.
Proof. We fix a maximal torus T ⊂ G. Let pi be a faithful (not necessarily
irreducible) finite dimensional unitary representation of G with real character
χ. We can decompose the representation space as the sum of weight spaces,
i.e. there is an orthonormal basis ϕ1, . . . , ϕm (where m = dimpi) such that the
following holds. For each ϕi, there is a weight uj ∈ I∗ such that for the elements
g ∈ T we have pi(g)ϕj = e2pii〈log g,uj〉ϕj . (Here log : T → LT is a branch of the
inverse of the exponential map.) Since χ is real, we have
χ(g) =
m∑
j=1
e2pii〈log g,uj〉 =
m∑
j=1
cos(2pi〈log g, uj〉).
Since pi is faithful, χ(g) < m for g 6= 1 and we can deduce from the above
formula that
m− c1dist(g, 1)2 ≤ χ(g) ≤ m− c2dist(g, 1)2, (41)
where c1, c2 > 0 are constants depending on G.
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Denote by r0 the length of the highest weight of the irreducible components
of pi. We define
fr(g) = cr(χ(g) +m)
⌊r/r0⌋,
where cr is a normalizing constant so that
∫
fr dmG = 1. Observe that fr ∈ Hr.
By simple calculation based on (41), we get
c
⌊r/r0⌋dimG/2
(2m)⌊r/r0⌋
≤ cr ≤ C ⌊r/r0⌋
dimG/2
(2m)⌊r/r0⌋
,
where c, C > 0 are numbers depending on G.
We have
‖fr‖∞ = cr(2m)⌊r/r0⌋ ≤ CrdimG/2.
The L2 bound now follows from ‖fr‖22 ≤ ‖fr‖1‖fr‖∞.
Now using again (41), we get∫
fr(g)dist(1, g) dmG(g)
≤ cr
∫
(2m− c2dist(g, 1)2)⌊r/r0⌋dist(1, g) dmG(g)
≤ C⌊r/r0⌋dimG/2
∫
e−c3dist(g,1)
2⌊r/r0⌋dist(1, g) dmG(g)
≤ C⌊r/r0⌋dimG/2
∫
RdimG
e−c3|x|
2⌊r/r0⌋|x| dx
= C⌊r/r0⌋−1/2
∫
RdimG
e−c3|y|
2 |y| dy ≤ C/√r,
which was to be proved.
Proof of Corollary 7. Write Reg(g)f(h) = f(g−1h) for f ∈ L2(G), which is the
left regular representation of G.
Assume to the contrary that f ∈ Lip(G), ∫ f = 0, ‖f‖2 = 1 and yet∥∥∥∥∫ Reg(g)f dµ(g)∥∥∥∥
2
= ‖Reg(µ)f‖2 ≥ 1− c0 log−A(‖f‖Lip + 2) (42)
with a constant c0 which will be chosen to be sufficiently small depending on µ.
By the same argument as in the beginning of Section 2, we have ‖Reg(µ)f‖22 =
‖Reg(µ˜ ∗ µ)f‖2. Thus (42) holds (with a different c0) for µ replaced by µ˜ ∗ µ,
hence we can assume that µ is symmetric and 1 ∈ suppµ.
Write n = [G : G◦] as in Lemma 18. Furthermore, we define µ1 to be the
probability measure on G◦ that we obtain from µ∗(2n−1) by restricting it to
G◦ and then normalizing it. By Lemma 18, we can apply Theorem 6 for the
measure µ1. Now we need to find a suitable test function related to f .
First, we want to rule out the possibility that f is “almost constant” on
cosets of G◦. It follows from (42) that there is a set X ⊂ G with µ(X) > 1− ε
such that
‖f − Reg(g)f‖2 < 1/(10n) (43)
where ε > 0 is as small as we wish, if we choose c0 in (42) sufficiently small.
(In fact, we could obtain a much stronger estimate from (42)). In particular,
we can ensure that X ·G◦ generates G/G◦.
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Since
∫
f dmG = 0, ∫
〈Reg(g)f, f〉 dmG(g) = 0.
Hence there is g ∈ G such that 〈Reg(g)f, f〉 ≤ 0, in particular ‖Reg(g)f−f‖2 ≥√
2. We can write g = h1 · · ·hng0, where hi ∈ X and g0 ∈ G◦. By the triangle
inequality, either
‖Reg(h1 · · ·hng0)f − Reg(h1 · · ·hn)f‖2 > 1 (44)
or
‖Reg(h1 · · ·hj)f − Reg(h1 · · ·hj−1)f‖2 > (
√
2− 1)/n (45)
for some 1 ≤ j ≤ n. Since Reg is unitary, the second case yields ‖Reg(hj)f −
f‖2 > (
√
2 − 1)/n which is a contradiction to (43). Thus only the first case is
possible, from which we conclude ‖Reg(g0)f − f‖2 > 1 again by unitarity.
This shows that f can not be “almost constant” on all cosets of G◦. Let
x1, . . . , xn ∈ G be a system of representatives for G◦-cosets. Write fi for the
restriction of f to the coset G◦ ·xi considered a function on G◦. More formally:
fi(g) = f(gxi) ∈ L2(G◦).
We have
‖Reg(g0)f − f‖22 =
n∑
i=1
‖Reg(g0)fi − fi‖22,
hence there is 1 ≤ i0 ≤ n such that ‖Reg(g0)fi0 − fi0‖2 ≥ 1/
√
n.
We define
ϕ =
fi0 −
∫
fi0 dmG
‖fi0 −
∫
fi0 dmG‖2
aiming to estimate ‖Reg(µ1)ϕ‖2 using Theorem 6.
It follows from the above considerations that ‖fi0 −
∫
fi0 dmG‖2 ≥ 1/(2
√
n).
Thus ‖ϕ‖Lip < 2
√
n‖f‖Lip.
From Lemma 18, we know that suppµ1 is not contained in a proper closed
subgroup of G◦. Thus we have
gapr(G
◦, µ1) > 0
for all r. Then Theorem 6 implies that
gapr(G
◦, µ1) > c log
−A(G) r
with a constant c > 0 depending on µ.
To apply this spectral gap estimate, we need to approximate ϕ by a function
in Hr with small r. We use Lemma 19 with r = D(‖ϕ‖Lip + 2)4; we will chose
the sufficiently large number D later. Then the Lemma gives:
‖fr ∗ ϕ− ϕ‖∞ ≤
∫
fr(g)dist(g, 1)‖ϕ‖Lip dmG(g) ≤ C
D1/2(‖ϕ‖Lip + 2)
.
Clearly fr ∗ ϕ ∈ Hr, and moreover∫
fr ∗ ϕ dmG = 0.
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Thus
‖Reg(µ1)ϕ‖2 ≤ ‖Reg(µ1)(fr ∗ ϕ)‖2 + C
D1/2(‖ϕ‖Lip + 2)
≤ 1− gapr(G◦, µ1) +
C
D1/2(‖ϕ‖Lip + 2)
≤ 1− c log−A(G)(D1/2(‖ϕ‖Lip + 2)) + C
D1/2(‖ϕ‖Lip + 2)
.
Now we choose D sufficiently large depending on µ so that for the quantities in
the last line we have
c log−A(G)(D1/2(‖ϕ‖Lip + 2)) ≥ 2C
D1/2(‖ϕ‖Lip + 2)
.
This in turn implies with a different constant c:
‖Reg(µ1)ϕ‖2 ≤ 1− c log−A(G)(‖ϕ‖Lip + 2).
Furthermore, by the definition of ϕ, we have
‖Reg(µ1)fi0‖2 ≤ ‖fi0‖2 − c log−A(G)(‖f‖Lip + 2).
This yields
‖Reg(µ1)f‖2 ≤ 1− c log−A(G)(‖f‖Lip + 2).
By selfadjointness
‖Reg(µ)f‖2n−12 ≤ ‖Reg(µ∗(2n−1))f‖2 ≤ 1− c′(1− ‖Reg(µ1)f‖2),
where c′ = µ∗(2n−1)(G◦) is the normalizing constant in the definition of µ1. This
is a contradiction to (42), if we choose there c0 to be sufficiently small.
The rest of the section is devoted to the proof of Lemma 5. We start with a
Lemma which provides an estimate on the Lipschitz norm of a function in Hr.
Lemma 20. Let G be a connected compact semi-simple Lie group and let f ∈ Hr
with ‖f‖2 = 1. Then ‖f‖Lip ≤ CrdimG/2+1, where C is a constant depending
on G.
Proof. We fix a maximal torus T and write
‖f‖Lip(T ) = max
t∈T,g∈G
{
f(tg)− f(g)
dist(1, t)
}
for f ∈ Lip(G). Since every element of G is contained in a maximal torus, it is
enough to bound this new semi-norm which a priori could be smaller.
As in the proof of Lemma 19, we decompose Hr as the sum of weight spaces
for T . There is an orthonormal basis ϕ1, . . . , ϕm ∈ Hr (where m = dimHr)
such that for g ∈ T we have
pi(g)ϕj = e
2pii〈log g,uj〉ϕj ,
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where uj ∈ I∗ is a weight and |uj | ≤ r. Thus ‖ϕj‖Lip(T ) ≤ Cr. We can write
f =
∑
αjϕj such that
∑
α2j = 1. Then
‖f‖Lip(T ) ≤ Cr
∑
αj ≤ Cr
√
m.
By Weyl’s dimension formula it follows that each irreducible representation in
Hr is of dimension at most Cr|R+| and each appears with multiplicity equal
to its dimension. The number of irreducible components is at most CrdimT .
Putting these together we get m ≤ CrdimG which proves the Lemma.
Proof of Lemma 5. First we bound the diameter in terms of the spectral gap.
Let ε > 0 be a number, and g0 ∈ G. Suppose that for some integer l, there is
no g ∈ Sl such that dist(g, g0) ≤ ε.
We fix a number D that we will specify later, and write r = Dε−2 dimG−2
and let fr be the approximate identity constructed in Lemma 19. Then∫
dist(g,g0)<
ε
2
Reg(µS)
lfr(g) dmG(g) =
∫
dist(g,g0)<
ε
2
∑
h∈Sl
µ
∗(l)
S (h)fr(h
−1g) dmG(g)
≤
∫
dist(g,1)> ε2
fr(g) dmG(g) ≤ C
ε
√
r
. (46)
For the inequality between the first and second lines, we used that dist(h, g) ≥
ε/2, hence dist(1, h−1g) ≥ ε/2.
On the other hand, we have
‖1− Reg(µS)lfr‖2 ≤ CrdimG/4e−l·gapr(G,S).
(Recall ‖fr‖2 ≤ CrdimG/4 from Lemma 19.) Hence∫
dist(g,g0)<
ε
2
Reg(µS)
lfr(g) dmG(g) ≥
∫
dist(g,g0)<
ε
2
1 dmG(g)− Cr
dimG/4
el·gapr(G,S)
≥ cεdimG. (47)
provided
l >
log
(
2CrdimG/4/(cεdimG)
)
gapr(G,S)
≥ C′ · log(ε
−1)
gapr(G,S)
,
where C′ depends on G and D. Now we choose D such that
C
ε
√
r
≤ cεdimG,
where C and c are the constants form (46) and (47), respectively. This is
impossible. We can conclude
diam(G,S) ≤ C log(ε
−1)
gapDε−2 dimG−2(G,S)
.
Now we estimate the spectral gap in terms of the diameter. This argument
was communicated to me by Jean Bourgain. Let r > 0 be a number, and set
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ε = Dr− dimG/2−1, where D > 0 depends on G and will be set later. Let f ∈ Hr
and assume that ‖f‖2 = 1 and
∫
f = 0. Then
∫ 〈Reg(g)f, f〉dmG(g) = 0, hence
there is g ∈ G such that 〈Reg(g)f, f〉 ≤ 0. Thus ‖Reg(g)f − f‖2 ≥
√
2.
Let l = diamε(G,S) and g0 = g1 · · · gl ∈ Sl such that dist(g, g0) ≤ ε. By
Lemma 20 we have
‖Reg(g0)f − f‖2 ≥ ‖Reg(g)f − f‖2 − ‖Reg(g0)f − Reg(g)f‖2
≥
√
2− εCrdimG/2+1 ≥ 1
if we choose D to be sufficiently small in the definition of ε.
By the triangle inequality, there is 1 ≤ j ≤ l such that
‖Reg(gj)f − f‖2 = ‖Reg(g1 · · · gj)f − Reg(g1 · · · gj−1)f‖2 ≥ 1/l.
This implies
‖Reg(gj)f + f‖2 ≤ 2− 1/l2.
Finally, we can conclude
‖Reg(µS)f‖2 ≤ 1|S|
‖Reg(gj)f + f‖2 +
∥∥∥∥∥∥
∑
g∈S\{1,gj}
Reg(g)f
∥∥∥∥∥∥
2

≤ 1− 1|S|diamε(G,S)2
which was to be proved. (Recall the assumption 1 ∈ S.)
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