In this paper, we study several aspects of solitary wave solutions of the rotation Benjamin-Ono equation. By solving a minimization problem on the line, we construct a family of even travelling waves c, . We then prove the uniqueness of even ground states associated with large speed and their orbital stability.
INTRODUCTION
In this paper, we consider the rotation Benjamin-Ono (RBO) equation, which can be written as
where > 0 is a real constant and  denotes the Hilbert transform defined by
where p.v is the Cauchy principal value. Equation 1 models the propagation of long internal waves in a deep rotation fluid (see previous studies [1] [2] [3] [4] ) where u(t, x) represents the free surface of the liquid and the parameter measures the effect of the rotation. The Cauchy problem of (1) is globally well-posed in H 1 2 (R) (see, for instance, Kenig and Takaoka 5 ). Moreover, Equation 1 has the following conserved quantities:
In Cazenave, 6 Cazenave and Lions, 7 and Feng and Zhang, 8, 9 the authors have studied the stability of standing wave solutions of nonlinear Schrodinger equation, and in Esfahani and Levandosky, 10 the authors have studied the ground states and the stability of the set of ground states of the (RBO) equation, and up to our knowledge, no uniqueness result (up to symmetries) is known even for ground state solutions. However, if we take = 0 in (1) and integrate with respect to x, we obtain the Benjamin-Ono (BO) equation:
and thus, for = 0 in (2), we recover the equation of solitons of (BO):
It is known that for every c > 0, there is a unique (up to translations) solution of (4), which is
(see Benjamin 11 and Amick and Toland 12 for the uniqueness statement). This solution is stable in a sense that will be defined later (see Bennet et al 13 and Weinstein 14 ) . In this paper, inspired from Kabakouala and Molinet, 15 we minimize for all c ∈ R + and > 0 in the even functions the functional:
under the constraint:
we also prove the uniqueness of the associated even ground states and establish that the solitary waves of the (BO) equation are the limits in H 1 2 of the even ground states of the (RBO) equation. Finally, we prove that the even ground states of (RBO) are stable in H 1 2 (R). Remark 1.1. We chose this constraint in (7) to be sure that the solitary waves of the (RBO) equation will converge to the solitons Q c .
Let us first recall the definition of orbital stability and define what we will call ground state solutions to (2): (2) . We say that is orbitally stable in H 1 2 (R), if for all > 0, there exists > 0 such that for all initial data u 0 ∈ H 1 2 (R), satisfying
Let X be the space defined by
with the norm:
This space endowed with its metric is an Hilbert space.
then the space X is continuously embedded (resp. compactly embedded ) in L p (R) (resp. L p loc (R)), for all 2 ≤ p < +∞. Definition 1.2. We say that a solution to (2) is an even ground state solution to (2) , if it is also a solution to the constraint minimization problem
This paper will be organized as following: In Section 2, we will prove the existence of even solitary waves c, of (1), and in Section 3, we study the strong convergence in H 1 2 (R) of the family { c, , 0 < < < 1} to the explicit solitons Q c of (5) as goes to 0.
In Section 4, we establish the uniqueness of even ground states for small enough, associated with large speed and their orbital stability in H (1) , which are all stable.
EXISTENCE OF SOLITARY WAVES OF (RBO) EQUATION
In this section, we prove the existence of even solitary waves of (RBO) for > 0, by solving a minimization problem. In this step, we argue as in Levandosky 16 and Esfahani and Levandosky, 10 and we need the following lemma: Lemma 2.1. Let > 0 and c > 0, then the functional I is coercive in the space X.
Proof. We have that
then I is coercive on X.
For > 0 given, we define M as M = inf {I(u), u ∈ X, K(u) = }, M satisfies the following property:
Proof. By Sobolev embedding and by interpolation, we obtain that
Now, by Cauchy-Schwarz, we have that
From (10) and (11), we obtain that
Thus, we can deduce that
This gives that,
Now, we will prove the existence of even ground states of the (RBO) equation; more precisely, we have the following proposition: Proposition 2.1. Let > 0 and c > 0 and { n } n be a minimizing sequence for some > 0. Then there exist a subsequence { k } k of { n } n such that k → in X. Moreover, there exists ∈ R * such that the function is an even ground state of (2).
Proof.
Step 1: Solution of the minimization problem:
We argue similarly as Levandosky. 16 We study the minimization of I in X subject to the constraint K(, ) = K(Q c ). Note that we can easily see that M = 2 3 M 1 so that the strict subadditivity condition
holds for any ∈ (0, ). Let us solve the constraint minimization problem. We take ( k ) k ⊂ X a minimizing sequence of the problem, ie, for all k ∈ N * , we have
From the convergence (13) and the coercivity of I, we can deduce that the sequence ( k ) k is bounded in X. Since X is reflexive, there exists a subsequence ( ) ⊂ X and a function ∈ X such that j → weakly in X. Let
from (13), one can see that ( n ) n is bounded in L 1 (R). After extracting a subsequence, we may assume that lim n→+∞ ∫ n = L < +∞. By normalizing, we may assume further that ∫ n = L for all n ∈ N * . Then by the concentration-compactness lemma, 16 there are three possibilities: vanishing, dichotomy, or compactness conditions. In the same way as in Levandosky 16 and Levandosky and Liu, 17 it follows from the coercivity of I, inequality (12), and the subadditivity condition that both vanishing and dichotomy may be ruled out, and therefore, the sequence n is compact, that is, there exists k ∈ R and an increasing sequence of integer n k such that for any > 0, there exists R( ) such that
One can remark that | n k | ≤ R L∕2 for all k ∈ N * ; otherwise, there exists n k 0 such that {|x − n k 0 | ≤ R L∕2 } ⊂ R + . Then using that n k is even, we get a contradiction:
Thus, we can assume that n k = 0 for all k ∈ N * by taking in (14) as radius R L/2 + R( ). Now, since k is bounded in X, a subsequence k converges weakly to some ∈ X, and by the weak lower semicontinuity of I over X, we have
Furthermore, weak convergence in X, compactness of n , and the inequality (12) imply strong convergence in L 3 . Therefore,
Together with the inequality above, this implies I( ) = M , so is a minimizer of I subject to the constraint K( ) = . Finally, since I is equivalent to the norm on X, k converges weakly to and I( k ) → I( ), it follows that k converges strongly to in X.
Step 2: Even ground state solution to (2): Let us write the Euler-Lagrange equation related to the minimization problem (8) . Since u → I(u) and u → K(u) are obviously of class C 1 in H 1 2 (R), the minimizer satisfies the following equation:
where ∈ R * is a Lagrange multiplier. Now, since the inner product of an even function with an odd function equal zero, then Equation 15 also holds with any odd test-function v ∈ H 1 2 (R), because both members do cancel. Then the minimizer satisfies Equation 15 for all v ∈ H 1 2 (R). Now, by a standard bootstrap argument, we get that is a strong solution of (15), ie,
Let = , then is a solution of (2), and we then have an even ground state of (2). Now let us define the following quantity:
Remark 2.1. In Esfahani and Levandosky, 10 the authors prove that the minimum for m are exactly the even ground states of (2) and remark that if we multiply (2) by and integrate, we obtain that I( , c, ) = K( ); thus, we can deduce that if is an even ground state of (2), then K( ) = I( , c, ) = (m(c, )) 3 .
To prove Theorem 3.1 (Convergence in H 1 2 ), we will need the following proposition: Proof. We will proceed in the same way as in Proposition 2.1. By hypothesis I( n , c, 0) is convergent, but || n || 2 x n | 2 + | n | 2 , ( n ) n is bounded in L 1 (R), then after extracting a subsequence, we may assume that lim k→+∞ ∫ n = L < +∞. By normalizing, we may assume further that ∫ n = L for all n ∈ N * . By the concentration-compactness lemma and as in Proposition 2.1, there exists an increasing sequence of integer (n k ) such that n k is compact, n k converges weakly in H 1/2 towards some , and by the weak lower semicontinuity of I over H = Q c since the even solitary waves of (BO) is unique and is thus the unique ground state to (4) . Finally, weak convergence and convergence in norm prove that k → Q c in H 1 2 . This ends the proof. In this section, we prove the strong convergence of the family of solitary waves to (2) in H 1 2 (R) to the explicit solitons Q c defined in (5) .
CONVERGENCE IN H
More precisely, we have the following theorem: Before proving Theorem 3.1, we need the following lemmas: e (R) and n ∈ N * . We define u n asû n ( ) =û( )1 | |> 1 n ( ). By Parseval identity, we have that
Since ||u n || L 2 (R) ≤ ||u|| L 2 (R) < +∞ and since || 1 2
x u n || L 2 (R) ≤ || 1 2
x u|| L 2 (R) < +∞, u n ( − x) = u n (x), it follows that u n ∈ X. Now,
then for n large enough, we obtain that
This ends the proof.
Lemma 3.2. The function m is strictly increasing in .
Proof. Fix 0 < c and let 1 < 2 . Proof. Since m is strictly increasing in , it suffices to show that m(c, k ) → m(c, 0) for some sequence k → 0. By Theorem 3.1, we may choose a sequence k in X such that || k − Q c || H 1 2 < 1∕k and let us define
.
From Equation 2, we can write that K( n ) = I( n ) > 0. Let
then K(w n ) = K(Q 1 ). Moreover, (w n ) n is a sequence of solutions to M , and as in the proof of the convergence in H 1 2 in Section 2, it follows that w n → Q 1 in H 1 2 . Therefore,
which contradicts (17) .
Remark 4.2. Note that by (5) , we have that ||Q c || 2 L 2 = 16cD, where D > 0 is a constant that does not depend on c. Then d dc ||Q c || 2 L 2 > 0 for any c > 0. Now, let us prove the uniqueness result. Let 1, and̃1 , be two ground states of (2) . Following the idea of Kenig et al 18 (proposition 3), we will prove, arguing by contradiction, thatw = 1, −̃1 , = 0 as soon as is small enough. Note that by (17) , it holds ||w||
Denoting by l 1, the operator defined in Proposition 4.1 with c = 1, it holds
and thus,
We will proceed by contradiction, suppose thatw ≠ 0 and let w =w ||w|| 
w is even and Q ′ c is odd, and then we have the following orthogonality condition:
Moreover, by differentiating Equation 2 with respect to c, and taking c = 1, we find that l 1,0 c | c = 1 Q c = −Q 1 and we get
Then for small enough, w is almost orthogonal to Q 1 . Therefore, we deduce that for > 0 small enough,
which contradicts (20) and proves the uniqueness result for 0 < < . Now, let us prove the orbital stability result using the following proposition (seede Bouard 19 ): 
Then is stable in H 1 2 (R).
Note that by remark (4.1), the orbital stability of 1, is equivalent to the orbital stability of 0 , 0 . To prove the orbital stability of this ground state for > 0 small enough, we will proceed as following: First, by the H 1 2 convergence result, it is easy to see that for > 0 small enough, any v ∈ H 1 2 satisfying < v, 1, >=< v, ′ 1, >= 0 is almost orthogonal in L 2 (R) to Q 1 and Q ′ 1 ; second, l 1,0 is coercive in H 1 2 under these almost orthogonality conditions since d dc | c=1 ||Q c || 2 L 2 > 0 (see Bennett et al 13 ). Moreover, with > 0 and (y) → 0 as y → 0. By proposition (4.1), we infer that there exists > 0 such that for all ∈ ]0, [, 1, is orbitally stable.
