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Abstract
Discrete choice methods model a decision-maker's choice among a set of mutually exclusive and
collectively exhaustive alternatives. They are used in a variety of disciplines (transportation, economics,
psychology, public policy, etc.) in order to inform policy and marketing decisions and to better
understand and test hypotheses of behavior. This dissertation is concerned with the enhancement of
discrete choice methods.
The workhorses of discrete choice are the multinomial and nested logit models. These models rely on
simplistic assumptions, and there has been much debate regarding their validity. Behavioral researchers
have emphasized the importance of amorphous influences on behavior such as context, knowledge, and
attitudes. Cognitive scientists have uncovered anomalies that appear to violate the microeconomic
underpinnings that are the basis of discrete choice analysis. To address these criticisms, researchers have
for some time been working on enhancing discrete choice models. While there have been numerous
advances, typically these extensions are examined and applied in isolation. In this dissertation, we
present, empirically demonstrate, and test a generalized methodological framework that integrates the
extensions of discrete choice.
The basic technique for integrating the methods is to start with the multinomial logit formulation, and
then add extensions that relax simplifying assumptions and enrich the capabilities of the basic model. The
extensions include:
- SpeciJyingfactor analytic (probit-like) disturbances i order to provide a flexible covariance structure,
thereby relaxing the IIA condition and enabling estimation of unobserved heterogeneity through
techniques such as random parameters.
- Combining revealed and stated preferences in order to draw on the advantages of both types of data,
thereby reducing bias and improving efficiency of the parameter estimates.
- Incorporating latent variables in order to provide a richer explanation of behavior by explicitly
representing the formation and effects of latent constructs such as attitudes and perceptions.
- Stipulating latent classes in order to capture latent segmentation, for example. in terms of taste
parameters, choice sets, and decision protocols.
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The guiding philosophy is that the generalized framework allows for a more realistic representation of the
behavior inherent in the choice process, and consequently a better understanding of behavior,
improvements in forecasts, and valuable information regarding the validity of simpler model structures.
These generalized models often result in functional forms composed of complex multidimensional
integrals. Therefore a key aspect of the framework is its 'logit kernel' formulation in which the
disturbance of the choice model includes an additive i.i.d Gumbel term. This formulation can replicate all
known error structures (as we show here) and it leads to a straightforward probability simulator (of a
multinomial logit form) for use in maximum simulated likelihood estimation. The proposed framework
and suggested implementation leads to a flexible, tractable, theoretically grounded, empirically verifiable.
and intuitive method for incorporating and integrating complex behavioral processes in the choice model.
In addition to the generalized framework, contributions are also made to two of the key methodologies
hat make up the framework. First, we present new results regarding identification and normalization of
he disturbance parameters of a logit kernel model. n particular, we show that identification is not always
intuitive, it is not always analogoius to the systematic portion. and it is not necessarily like probit. Second.
we present a general framework and methodology for incorporating latent variables into choice models
via the integration of choice and latent variable models and the use of psychometric data (for example.
responses to attitudinal survey questions).
Throughout the dissertation, empirical results are presented to highlight findings and to empirically
demonstrate and test the generalized framework. The impact of the extensions cannot be known a priori.
and the only way to test their value (as well as the validity of a simpler model structure) is to estimate the
complex models. Sometimes the extensions result in large improvements in fit as well as in more
satisfying behavioral representations. Conversely, sometimes the extensions have marginal impact.
thereby showing that the more parsimonious structuires are robust. All methods are often not necessary.
and the generalized framework provides an approach for developing the best model specification that
makes use of available data and is reflective of behavioral hypotheses.
Thesis Supervisor: Moshe E. Ben-Akiva
Title: Edmund K. Turner Professor of
Civil and Environmental Engineering
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This dissertation is concerned with the enhancement of discrete choice models, which are methods
used to model a decision-maker's choice among a set of mutually exclusive and collectively
exhaustive alternatives. The guiding philosophy is that such enhancements allow for more
behaviorally realistic representations of the choice process, and consequently a better understanding
of behavior, improvements in forecasts, and valuable information regarding the validity of simpler
model structures.
Motivation
There are 4 major factors that motivate the work described in this dissertation:
* The desire to model discrete choice behavior in a broad array of disciplines (transportation,
economics, psychology, public policy, etc.) for a variety of reasons, including:
- to provide forecasts to inform policy and marketing decisions, and
- to better understand and test hypotheses of behavior.
* The complexity of the behavioral processes by which people make choices, which is influenced
by latent concepts such as context, knowledge, and attitudes. (As advanced by behavioral
theorists.)
* Conversely, the simplistic behavioral representation of the standard quantitative models of
behavior, which, in practice, are dominated by the multinomial and nested logit formulations.
(As developed by discrete choice modelers.)
* Continuing advances in the areas of computational power, estimation methodologies, and the
availability of different types of behavioral data.
The work presented here aims to develop, demonstrate, and test a methodological framework to
close the gap between the simplistic behavioral representation in today's models (discrete choice
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models) and the complexity of the actual behavioral process (behavioral theon), thereby improving
the specification and explanatory power of discrete choice models.
The Foundation of Quantitative Models of Discrete Choice Behavior
The standard too! for modeling individual choice behavior is the choice model based on the random
utility hypothesis. These models have their foundations in classic economic consumer theory. which
is the source of many of the important assumptions of the models. Therefore. it is also the source of
much debate surrounding the models as well as the fuel for extensions. In this section we briefly
overview economic consumer theory. discuss how it extends to discrete choice theory. and present
the basics of the random utility choice model.
Economic consumer theory states that consumers are rational decision makers. That is. when faced
with a set of possible consumption bundles of goods. they assign preferences to each of the various
bundles and then choose the most preferred bundle from the set of affordable alternatives. Given the
properties of completeness (any two bundles can be compared. i.e.. either a is preferred to h, or h is
preferred to a, or they are equally preferred). ransilivily (if a is preferred to b and h is preferred to c.
then a is preferred to c) and continuity (if a is preferred to h and c is arbitrarily 'close' to ea. then c is
preferred to b), it can be shown that there exists a continuous function (the utiliy fimction) that
associates a real number with each possible bundle. such that it summarizes the preference orderings
of the consumer. Consumer behavior can then be expressed as an optimization problem in which the
consumer selects the consumption bundle such that their utility is maximized subject to their budget
constraint. This optimization function can be solved to obtain the demand function. The demand
function can be substituted back into the utility equation to derive the indirect utility function. which
is the maximum utility that is achievable under the given prices and income. The indirect utility
function is what is used in discrete choice models. and we refer to this simply as 'utility' throughout
the dissertation. (See, for example. Varian. 1992, for further information on consumer theory.)
There are several extensions to classic consumer theory that are important to discrete choice models.
First. consumer theory assumes homogeneous goods (a car is a car). and therefore the utility is a
function of quantities only and not attributes. Lancaster ( 966) proposed that it is the a/tributes of
the goods that determine the utility they provide. and therefore utility can be expressed as a function
of the attributes of the commodities.
Second is the concept of random utility theory originated by Thurstone ( 1927) and further developed
by Marschak (1960) and Luce (1959). Whereas classic consumer theory assumes deterministic
behavior. random utility theory introduces the concept that individual choice behavior is intrinsically
probabilistic. The idea behind random utility theory is that while the decision maker may have
perfect discrimination capability, the analyst has incomplete information and therefore uncertainty
must be taken into account. Therefore, utility is modeled as a random variable, consisting of an
observable (i.e., measurable component) and an unobservable (i.e.. random) component. Manski
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(1977) identified four sources of uncertainty: unobserved alternative attributes, unobserved
individual attributes (or taste variations), measurement errors. and proxy (or instrumental) variables.
Finally, consumer theory deals with continuous (i.e., infinitely divisible) products. Calculus is used
to derive many of the key results, and so a continuous space of alternatives is required. Discrete
choice theory deals with a choice among a set of finite, mutually exclusive alternatives and so
different techniques need to be used. However, the underlying hypotheses of random utility remain
intact.
The standard technique for modeling individual choice behavior is the discrete choice model derived
from random utility theory. As in consumer theory, the model is based on the notion that an
individual derives utility by buying or choosing an alternative. Usually, the models assume that the
individual selects the alternative that has the maximum utility, but other decision protocols can be
used. The (indirect) utilities are latent variables, and the actual choice. which is what can be
observed, is a manifestation of the underlying utilities. The utilities are specified as proposed by
Lancaster (1966) and McFadden (1974). in which they are assumed to be a function of (i.e.. caused
by) the attributes of the alternatives and the characteristics of the decision maker (introduced to
capture heterogeneity across individuals). The final component of the utility is a random disturbance
term. Assumptions on the distributions of the disturbances lead to various choice models (for
example, probit and logit). The outputs of the models are the probabilities of an individual selecting
each alternative. These individual probabilities can then be aggregated to produce forecasts for the
population.
Simplifying assumptions are made in discrete choice models in order to maintain a parsimonious and
tractable structure. Such assumptions include utility maximizing behavior, deterministic choice sets.
straightforward explanatory variables (for example. easily measurable characteristics of the decision-
maker and attributes of the alternatives), and simple error structures such as GEV disturbances
(multinomial logit, nested logit, cross-nested logit). There is a more extensive discussion of discrete
choice models later in this chapter. and these models and their variants will be described in detail
throughout the dissertation. (For a general discussion of discrete choice theory. see Ben-Akiva and
Lerman. 1985, or McFadden. 1984.)
Qualitative Concepts of Behavioral Theory
Due to the strong assumptions and simplifications in quantitative discrete choice models, there has
been much debate in the behavioral science and economics communities on the validity of such
models. For example, one well-publicized issue with multinomial logit models is the property of
Independence from Irrelevant Alternatives (or 11A), which will be discussed later.
Behavioral researchers have stressed the importance of the cognitive processes on choice behavior.
Far from the concept of innate, stable preferences that are the basis of traditional discrete choice
models, they emphasize the importance of things such as experience and circumstances and a whole
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host of amorphous concepts, some of which are listed in Table -I . These behavioral constructs are
pervasive throughout consumer behavior textbooks (for example, Engel, Blackwell and Miniard,
1995; Hawkins, Best and Coney, 1989; and Olson, 1993) and research journals (for example,
Journal of Applied Social Psychology, .Iournal of Marketing Research, .lournal of Consumer
Psychology, etc.). Many detailed and comprehensive representations of the consumer choice process
have been proposed by behavioral researchers, the most widely cited being those by Engel et al.
(EKB) (1968, 1982, 1995); Howard and Sheth (1969) and Howard (1977 and 1989); and Nicosia
(1966) and Nicosia and Wind (1977). These models are described in many consumer behavior
textbooks including Engel and Blackwell (1982), Onkvisit and Shaw (1994), and Rice (1993). These
researchers take a systems dynamics approach in which equations (often linear) are associated with
connectivity as represented in a flow diagram. The behavioral process that is represented is complex.
with extensive connectivity and feedback between the behavioral states and constructs. For example.
the Howard and EKB frameworks are presented in Figure I -I and Figure 1-2. As would be expected.
mathematically capturing this process is difficult. Some of the issues with the estimation techniques
used for these models are that they are not grounded in economic consumer theory. and they depend
on the use of psychometric indicators (for example. responses to survey questions regarding
attitudes, perceptions, and memory) as causal variables in the process (see Chapter 3 for a
discussion). Nonetheless. such representations are extremely valuable in conceptualizing and
studying the behavioral process.
In addition to the grand behavioral frameworks discussed above. there has been a lot of research on
specific aspects of the behavioral process. including every concept shown in Table I - I. Figure I -1.
and Figure 1-2. It is a huge literature. which we cannot hope to give justice here. Ajzen (2001).
Olson and Zanna (1993), and Wood (2000) provide a summary of research on attitudes. which is a
major emphasis in the literature. Jacoby et al. (1998) and Simonson et al. (2001) provide a broader
review of consumer behavior research.
Furthermore. a great deal of research has been conducted to uncover cognitive anomalies that appear
to violate the basic axioms of the utility maximization foundations of discrete choice theory. The
fundamental work in this area was performed by Kahneman and Tversky (for example, Kahneman
and Tversky, 1979, Tversky. 1977. and Tversky and Kahneman. 1974). who accumulated
experimental evidence of circumstances in which individuals exhibit surprising departures fom
rationality. They found that decision makers are sensitive to context and process. they are
inconsistent at forming perceptions and processing information. and they use decision-making
heuristics. Some of the issues emphasized by cognitive psychologists are the degree of complexity.
familiarity, and risk of the choice at hand (see. for example. Ajzen. 1987. and Gfirling. 1998): the use
of non-utility maximizing decision protocols such as problem-solving. reason-based. and rule-driven
processes (see. for example, Payne et al.. 1992, and Prelec. 1991): and the concept of framing
effects', which is that people often accept and use information in the form in which they receive it
(see. for example, Slovic, 1972, and Schweitzer. 1995): and a whole host of other perceived biases
and errors associated with rational theory.
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Table- 1-1: Influences on the Choice Process
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Figure 1-1: The Howard Model of Consumer Behavior
(Figure taken from Engel and Blackwell, 1982)
Figure 1-2: The EKG Model of Consumer Behavior
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Camerer (1987), Mellers et al. (1998), Rabin (1998), and Thaler (1991) provide surveys of the
research in cognitive anomalies from a behavioral scientists reference point. McFadden (1997)
provides a summary of the work from a discrete choice modelers view. He argues that "most
cognitive anomalies operate through errors in perception that arise from the way information is
stored, retrieved, and processed" and that "empirical study of economic behavior would benefit from
closer attention to how perceptions are formed and how they influence decision-making."
The Gap Between Behavioral Theory and Discrete Choice Models
As implied by the discussion above, there is a large gap between behavioral theory and discrete
choice models. The gap exists because of the driving forces behind the two disciplines: while
discrete choice modelers are focused on mapping inputs to the decision, behavioral researchers aim
to understand the nature of how decisions come about, or the decision-process itself. The graphic in
Figure 1-3 highlights this difference. This figure, as well as the remaining figures in the dissertation,
follows the convention that unobservable variables are shown in ovals, observable variables in
rectangles, causal relationships by solid arrows, and measurement relationships by dashed arrows.
| Explanatory Variables 
I Choice







1-3: The gap between basic Discrete Choice Models (left)












The framework for the basic discrete choice model is shown on the left. The preferences
(represented by utilities) are unobservable, but they are assumed to be a function of explanatory
variables as well as unknown parameters (or weights) and a disturbance term. The choice is a
manifestation of the preferences, and the typical assumption is that the alternative with the maximum
utility is chosen. This model is often described as an "optimizing black box", because the model
directly links the observed inputs to the observed output, and thereby assumes that the model
implicitly captures the behavioral choice process.
The right side of Figure 1-3 is an attempt to show the inherent complexity of the behavioral process
itself. 1 While one could argue about the specific terminology, components, and connectivity, the
objective of the figure is to provide an example of a more realistic representation of the underlying
choice process.
The question is, does the gap matter? Or, is the optimizing black box an adequate representation? In
terms of applying the models, clearly the most desirable model is the one that is as parsimonious as
possible, and yet serves the purpose at hand. We have found in many instances that the multinomial
logit formulation is quite robust. However, there are instances in which a more complex model
structure could be of use, for example:
* To provide confidence that a parsimonious specification is adequate.
* To improve forecasts.
* To test a particular behavioral theory or hypothesis having to do with a construct in the black
box.
* To correct for biases and so-called cognitive anomalies in responses.
* To introduce different types of measurement relationships (beyond just the revealed choice
preference indicator) that are hypothesized to provide information on the choice process.
What specifically can we do to enhance the choice model? Researchers have been working on this
for some time, and this is the topic of this dissertation.
The State of the Practice in Discrete Choice Modeling
and Directions of Research
The background of the random utility model was presented above, and a framework shown in Figure
1-3. The general model is written mathematically as follows:
U,,, = V(X,,; 0) + e,, , "Structural Equation"
y = f (U.) , "Measurement Equation"
1 The figure is adapted from Ben-Akiva. McFadden et al. (1999) and McFadden (2000).
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where: n denotes an individual, n I, N;
i, j denote alternatives, i, j = 1,..., J;
J,, is the number of alternatives considered by individual n;
U,,, is the utility of alternative i as perceived by individual n; U,, is the (J, x 1)
vector of utilities;
y,, is the choice indicator (equal to I if alternative i is chosen, and 0 otherwise),
and y,, is the (,, x 1) vector of choice indicators;
V is a function that expresses the systematic utility in terms of explanatory
variables;
f is a function that represents the decision protocol as a function of the utility
vector;
9 are a set of unknown parameters;
i are random disturbance terms; and
X,, is a (l x K) vector describing n and i; X,, is the (J,, x K) matrix of stacked
x#,.
The most common discrete choice model is the linear'in parameters, utility maximizing, multinomial
logit model (MNL), developed by McFadden (1974), which is specified as:
U,, = X,,, + v,,, v,,1 are i.i.d. Gumbel random variates with scale parameter ,u, [1-1]
1, f U,, = max(U,,, 
yi[ = [1-2]
O, otherwise
Equations [1-1] and [1-2] lead to the following individual choice probability:
et,( &Ad)
P(yi = I I X,,;,8) = e(Xv,.i )
where: C,, is the choice set faced by individual n, comprised of J,, alternatives; and
,8 is a (K x 1) vector of unknown parameters.
One of the most noteworthy aspects of the multinomial logit model is its property known as
Independence from Irrelevant Alternatives (or IIA), which is a result of the i.i.d. disturbances. The
IIA property states that, for a given individual, the ratio of the choice probabilities of any two
alternatives is unaffected by other alternatives. This property was first stated by Luce (1959) as the
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foundation for his probabilistic choice model, and was a catalyst for McFadden's development of the
tractable multinomial logit model. There are some key advantages to IIA, for example, the ability to
estimate a choice model using, a sample of alternatives, developed by McFadden ( 978). However,
as Debreu (1960) pointed out, IIA also has the distinct disadvantage that the model will perform
poorly when there are some alternatives that are very similar to others (for example. the now famous
red bus- blue bus problem).
There are many ways to relax the IIA assumption, and many variations of discrete choice models
aim at doing just that. Nested logit (NL), introduced by Ben-Akiva (1973) and derived as a random
utility model as a special case of GEV by McFadden (1 978, 1981 ), partially addresses this issue by
explicitly allowing correlation within sets of mutually exclusive groups of alternatives. The beauty
of nested logit is that it retains an extremely tractable closed form solution, and therefore is widely
used (second only in popularity to multinomial logit).
Multinomial and nested logit are the workhorses of discrete choice modeling, and form the
foundation of models in areas such as travel demand modeling and marketing. This is because they
are extremely tractable and fairly robust models that are widely described in textbooks (for example.
Ben-Akiva and Lerman, 1985; Greene, 2000; Louviere et al., 2000; Ortuzar and Willumsen. 1994)
and can be easily estimated by numerous estimation software packages (for example. HieLow 2 and
Alogit3). Nested logit models have been used to estimate extremely complex decision processes, for
example, detailed representations of individual activity and travel patterns (see Ben-Akiva and
Bowman, 1998).
Beyond MNL and NL, there are many directions for enhancements that are pursued by discrete
choice modelers. These directions are loosely categorized (with admitted overlap across categories)
and discussed below, and the chapters that follow contain more detailed literature reviews on many
of these topics. For further information, McFadden (2000) provides an excellent review of the
history and future directions of discrete choice theory.
Specification of the Disturbances
There has been a lot of research focused on introducing more flexibility to the covariance structure
of MNL in order to relax IIA and improve the performance of the model. Nested logit is one
example of this area. In addition. there are a numerous other variations on the logit theme. albeit
none that comes close to the popularity of MNL and NL. Cross-nested logit (CNL). relaxes the error
structure of nested logit by allowing groups to overlap. CNL was first mentioned by McFadden
(1978) and further investigated and applied by Small (1987) for departure time choice Vovsha
(1997) for mode choice. and Vovsha and Bekhor (1998) for route choice. MNL. NL, and CNL are ali
members of the General Extreme Value. or GEV. class of models. developed by McFadden ( 1978,
1981), a general and elegant model in which the choice probabilities still have tractable logit form
2~~~~
2Distributed by Stratec.
Distributed by Hague Consulting Group.
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but do not necessarily hold to the IIA condition. There is also the heteroscedastic extreme value logit
model, which allows the variance of the disturbance to vary across alternatives. This was developed
and applied by Bhat, 1995, for travel mode choice and tested against other GEV and probit models
using synthetic data by Munizaga et al. (2000).
The other major family of discrete choice models is the probit family, which has a multivariate
normal distributed disturbance. The early investigations of probabilistic choice models (Aitchison
and Bennett, 1970; Bock and Jones. 1968: Marschak. 1960) were of probit form, because it is natural
to make normality assumptions. Probit is extremely flexible, because it allows for an unrestricted
covariance matrix, but is less popular than the GEV forms primarily due to the difficulty in
estimation (i.e.. lack of a closed form solution). Much of the research on probit is in the areas of
estimation (for example, Clark, 1961. developed an early used approximation; Lerman and Manski.
1981, pioneered the use of simulation for econometric models; and Geweke, Hajivassiliou. and
Keane developed the now common GHK simulator4 . which made great strides in increasing the
tractability of probit) and in simplifying the error structure (for example, McFadden, 1984, proposed
using a factor analytic form to reduce the dimensionality of the integral). Daganzo (1979) provides a
thorough examination of probit. and the model is widely described in Econometrics textbooks. for
example, Amemiya (1985), Ben-Akiva and Lerman (1985). and Greene (2000).
Logit kernel (or continuous mixed logit model) is a model that attempts to combine the relative
advantages of probit and GEV forms. and this is the subject of Chapter 3. It is a powerful and
practical model that has recently exploded in the applied literature (see Chapter 3 for references) and
is making its way into econometric textbooks. for example. Greene, 2000. and Louviere et al.. 2000.
The disturbance of the logit kernel model is composed of two parts: a probit-like term, which allows
for flexibility, and an i.i.d. Gumbei (or GEV) term, which aids in estimation. The technique was used
as early as Boyd ad Mellman ( 980) and Cardell and Dunbar (1980) for the specific application of
random parameter logit. The more general form of the model came about through researchers quest
for smooth probability simulators for use in estimating probit models. McFadden's 1989 paper on
the Method of Simulated Moments. includes a description of numerous smooth simulators. one of
which involved probit with an additive i.i.d. Gumbel term. Stern (1992) described a similar
simulator, which has an additive i.i.d. normal term instead of the Gumbel. At the time of these
papers, there was a strong desire to retain the pure probit form of the model. Hence, the algorithms
and specifications were designed to eventually remove the additive "contamination" element from
the model (for example, McFadden. 1989) or ensure that it did not interfere with the pure probit
specification (for example, Stern. 1992). Bolduc and Ben-Akiva (1991 )' did not see the need to
remove the added noise, and began experimenting with models that left the Gumbel term in tact. and
found that the method performed well. There have been numerous relatively recent applications and
investigations into the model (see Chapter 3). A particularly important contribution is McFadden and
4~~~~~~~~~~~~~~~~~~~~~~~~~~
See Hajivassiliou and Ruud. 1994. for a description of GHK.
Later generalized in Ben-Akiva and Bolduc ( 996).
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Train's (2000) paper on mixed logit, which both (i) proves that any well-behaved RUM-consistent
behavior can be represented as closely as desired with a mixed logit specification and (ii) presents
easy to implement specification tests for these models.
Incorporating Methods fromrn Related Fields
There has been a growing effort to incorporate the findings and techniques from related fields into
applied discrete choice models. We highlighted above the contributions of psychologists and
behavioral theorists, who have studied how decisions are made and have researched cognitive
anomalies that appear to violate the axioms of the discrete choice model. There have also been key
influences from two other groups of researchers.
Psychometricians
Psychometricians, in their quest to understand behavioral constructs, have pioneered the use of
psychometric data, for example, answers to direct survey questions regarding attitudes, perceptions,
motivations, affect, etc. A general approach to synthesizing models with latent variables and
psychometric-type measurement models has been advanced by a number of researchers including
Keesling (1 972), J6reskog (1973), Wiley (I 973), and Bentler (I 980). who developed the structural
and measurement equation framework and methodology for specifying and estimating latent variable
models. Such models are widely used to define and measure unobservable factors, including many of
the constructs shown in Figure 1-3. The incorporation of these latent variable techniques (for
example, factor analysis) into choice models is the topic of Chapter 3.
Market Researchers
Whereas psychometricians tend to focus on behavioral constructs such as attitudes and perceptions.
market researchers tend to focus on preferences. They have long used stated preference (conjoint)
data to provide insight on preferences. The analysis of stated preference data originated in
mathematical psychology with the seminal paper by Luce and Tukey (I 964). The basic idea is to
obtain a rich form of data on behavior by studying the choice process under hypothetical scenarios
designed by the researcher. There are many advantages to these data including the ability to: capture
responses to products not yet on the market, design explanatory variables such that they are not
collinear and have wide variability, control the choice set. easily obtain numerous responses per
respondent, and employ various response formats that are more informative than a single choice (for
example. ranking, rating, or matching). Areas of research include experimental design, design of
choice experiments, developing the choice model, and validity and biases. See Carroll and Green
(1 995) for a discussion of the methods and Louviere et al. (2000) for a general review of all issues.
The primary drawback to stated preference data is that they may not be congruent with actual
behavior. For this reason, techniques to combine stated and revealed preferences (developed by Ben-
Akiva and Morikawa, 1990, and described in Chapter 4). which draw on the relative advantages of
each type of data, are becoming increasingly popular (see Chapter 4 for references).
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Preference and Behavior Indicators
We highlight the different type of indicators because a major emphasis in this thesis is making use of
the various types of information we have to provide insight on the behavioral process. First, there are
many different types of choice indicators, and variations of the logit model have been developed for
the various types, for example ordinal logit when responses are in the form of an ordinal scale or
dynamic choice models for panel data (see, for example, Golob et al.. 1997). Second, there has been
a lot of research on techniques specific to stated preference responses, as mentioned above. Finally,
there can also be indicators for the behavioral process itself (e.g., survey questions regarding
attitudes, memory, or decision protocol). and the latent variable techniques described above aim to
make use of such psychometric indicators; the use of such data in choice models is the topic of
ChIpter 3.
C, oice Process Heterogeneity
A key area of enhancements to discrete choice models is related to the idea that there is
heterogeneity in behavior across individuals, and ignoring this heterogeneity can result in forecasting
errors. For example, Ben-Akiva, Bolduc, and Bradley (1994) demonstrated the significance of
unobserved heterogeneity on the demand curve for toll facilities. The most straightforward way to
address this issue is to capture so-called observed heterogeneity" by introducing socioeconomic
and demographic characteristics in the systematic portion of the utility function (i.e., in V(.)). This
has been an emphasis in forecasting models since the early applications. for example in the urban
travel demand models developed by Domencich and McFadden (975) and Ruiter and Ben-Akiva
(1978). Alternatively, there are numerous techniques aimed at capturing unobserved heterogeneity.
Quandt (1970) and Hausman and Wise ( 978) introduced the concept of random parameters to the
probit model, and Boyd and Mellman (1980) and Cardell and Dunbar (1980) estimated random
parameter logit models. There are numerous recent applications of this technique, see, for example.
Hensher and Reyes, 2000, and Mehndiratta and Hansen. 1997. This will be discussed in Chapter 3
within the context of the logit kernel framework. Another technique is latent class models, which can
be used to capture unobservable segmentation regarding tastes, choice sets, and decision protocols.
The concept of discrete mixing of functions (termed finite mixture models) has been around a long
time (at least since Pearson, 1894), and McLachlan and Basford (1988) offer a review of these
methods. The technique entered the choice behavior context with work by Manski (1977) in the
context of choice set generation and Kamakura and Russell (1987) in the context of taste variation.
Gopinath (1995) developed a general and rigorous treatment of the problem within a choice context.
Latent class models are further discussed in Chapter 4.
Data, Estimation Techniques, and Computational Power
Fueling all of the extensions discussed above are the advances being made in data collection (for
example, information technology, the collection of more refined data. stated preferences, and
psychometric data), estimation techniques (in particular, the use of the simulation techniques
pioneered by Lerman and Manski. 1981, McFadden, 1989, and Pakes and Pollard, 1989, and
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excellently reviewed in Stern, 2000), and computational power. These improvements make the
estimation of behaviorally realistic models more attainable.
Objectives
While there have been numerous advances in discrete choice modeling. typically each of these
extensions is examined and applied in isolation and there does not exist an integrated
methodological framework. The objective of this research is to develop a generalized discrete choice
model to guide the progress of models towards more behaviorally realistic representations with
improved explanatory power. The resulting framework must be mathematically tractable.
empirically verifiable. theoretically grounded. and have the ability to incorporate key aspects of the
behavioral decision making process.
To achieve this objective, we develop, demonstrate, and test an overall framework that meets the
stated specifications, including the synthesis of the various extensions discussed in the preceding
section. We also provide in-depth analysis regarding specification. estimation. and identification of
two of the key components of the framework:
1. The specification of flexible error structures and the logit kernel model.
2. The incorporation of latent variables into discrete choice models.
Overview of the Generalized Framework
The proposed generalized framework is shown in Figure 1-4. The framework draws on ideas from a
great number of researchers. including Ben-Akiva and Morikawa (1990) who developed the methods
for combining revealed and stated preferences: Cambridge Systematics (1986) and McFadden (1986)
who laid out the original ideas for incorporating latent variables and psychometric data into choice
models; Ben-Akiva and Boccara (1987) and Morikawa, Ben-Akiva, and McFadden ( 996) who
continued the development for including psychometric data into choice models; Gopinath (1995)
who developed rigorous and flexible methods for capturing latent class segmentation in choice
models: and Ben-Akiva and Bolduc (1996) who introduced an additive factor analytic parameterized
disturbance to the multinomial logit i.i.d Gumbel.
As shown in Figure 1-4. the core of the model is a standard multinomial logit model (highlighted in
bold), and then extensions are added to relax simplifying assumptions and enrich the capabilities of
the basic model. The extensions include:
Factor analytic (probit-like) diszturbances in order to provide a flexible covariance structure.
thereby relaxing the IIA condition and enabling estimation of unobserved heterogeneity through,
for example. random parameters.
* Combining revealed and satedpreferences in order to draw on the advantages of the two types
of data, thereby reducing bias and improving efficiency of the parameter estimates.
24
· Incorporating latent variables in order to provide a richer explanation of behavior by explicitly
representing the formation and effects of latent constructs such as attitudes and perceptions.
· Stipulating latent classes in order to capture latent segmentation in terms of, for example, taste
parameters, choice sets, and decision protocols.
The framework has its foundation in the random utility theory described above, makes use of
different types of data that provide insight into the choice process, allows for any desirable
disturbance structure (including random parameters and nesting structures) through the factor
analytic disturbance, and provides means for capturing latent heterogeneity and behavioral
constructs through the latent variable and latent class modeling structures. Through these extensions.
the choice model can capture more behaviorally realistic choice processes. Furthermore, the
framework can be practically implemented via use a the logit kernel smooth simulator (as a result of
the additive i.i.d. Gumbel) and a maximum simulated likelihood estimator.
The dissertation includes both an in-depth presentation and application of this framework, as well as
extended investigations into two key aspects of the framework: the specification and identification of
the disturbances and the incorporation of latent variables.
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Outline of the Dissertation
The dissertation is organized as follows:
Chapter 2 focuses on the specification of the random component of the utility function. The basic
idea behind the extension that is discussed is to develop general and tractable models with
flexible error structures. Such structures aim to relax the IIA property of the logit model and are
able to capture a variety of sources of heterogeneity among individuals. The model discussed is a
hybrid between logit and probit, called logit kernel. which is a model that is becoming wildly
popular in the discrete choice model literature. We specify the model using a factor analytic
structure, and we show that this specification can represent any desirable error structure. In
addition, we establish specific rules for identification, which has thus far been largely ignored in
the literature. Empirical results are presented using both synthetic and real data to highlight
issues of specification and identification.
* Chapter 3 focuses on the specification of the systematic part of the utility function. The
motivation for the methodology we investigate is that there are often causal variables and
behavioral constructs that are important to the choice process, but which are not directly
observable. The method discussed in this chapter is the explicit incorporation of latent constructs
such as attitudes and perceptions (or, more generally. any of the concepts in Table I -I or Figure
1-3) in the choice model. The objective is to develop models that more accurately represent the
behavioral process. and therefore provide more accurate forecasts of demand. This method
makes use of what are called psychometric indicators, for example, responses to survey
questions about attitudes or perceptions. which are hypothesized to be manifestations of the
underlying latent behavioral constructs. The chapter presents a general framework and
methodology for incorporating latent variables into choice models. Empirical results from prior
dissertations are reviewed to provide examples of the method and to demonstrate its practicality
and potential benefits.
* Chapter 4 provides the generalized framework that aims to incorporate all extensions to the
discrete choice model. The framework includes as important components the latent variable
techniques described in Chapter 2 and the flexible error structures discussed in Chapter 3. These
methods are summarized along with other techniques that are incorporated in the framework.
Empirical results are presented to demonstrate and test the use and practicality of the generalized
discrete choice model.
Chapter 5 provides a summary and directions for further research.
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Contributions
This dissertation represents a combination of summary, synthesis, and development. The specific
contributions presented in this document are as follows:
Flexible Error Structures and the Logit Kernel Model
The Logit Kernel Model, which is the focus of Chapter 2, is a very flexible and powerful method for
introducing flexible error structures in discrete choice models. It is a relatively new and extremely en
vogue model form - even deemed 'the model of the future' by some. There are two important
contributions in this chapter. The first is the use of a factor analytic form for the error structure,
which we show is able to represent any desirable (additive) error structure. (This contribution was
originally presented by Ben-Akiva and Bolduc, 1996, of which the chapter presented here represents
a major revision). The second contribution is that it turns out that there are numerous specification
and identification issues that are vital to practical application of these models and yet, to our
knowledge, are not recognized in the existing literature. This chapter presents new results in this
area, including the development of specific rules for identification and normalization of the
parameters in the error structure. Empirical results using both synthetic and real data are provided to
highlight the specification and identification issues raised in the chapter.
The research presented here has important implications on the logit kernel model, which is the focus
of the chapter. Furthermore, there are results that are applicable to any kernel specification (for
example, probit kernel) and to any random parameter discrete choice specifications (for example,
random parameter probit).
Integrating Choice and Latent Variable Models
While the ideas of combining choice and latent variables have been around for some time (for
example, Cambridge Systematics, 1986; McFadden, 1986; and Ben-Akiva and Boccara, 1987). the
literature contains only empirical applications to specific problems (for example, the case studies
reviewed here) or restricted model formulations (for example. the elegant formulation for a binary
probit and MIMC model presented in McFadden, 2000. and Morikawa et al., 1996). The contribution
in this dissertation is the development of a general framework and methodology (including
specification, identification, and estimation) for incorporating latent variables in discrete choice
models. The described method provides complete flexibility in terms of the formulation of both the
choice model and the latent variable model. In addition, the method is placed within a larger
framework of alternative approaches, and a theoretical comparison of the various methods is
provided. The case studies reviewed in Chapter 3 were developed earlier by others and are reviewed
here to provide examples of the methodology. The empirical results for the choice and latent
variable model presented in Chapter 4 are new to this dissertation.
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Generalized Discrete Choice Mod el
The final chapter summarizes and synthesizes a variety of extensions to the discrete choice model.
While the existing literature focuses on developing and applying the methods independently, the key
contribution of this chapter is the integration of methods and presentation of a generalized discrete
choice model and estimation method that incorporates all extensions. The basic technique for
integrating the methods is to start with the multinomial logit formulation, and then add extensions
that relax simplifying assumptions and enrich the capabilities of the basic model. These models often
result in functional forms composed of complex multidimensional integrals. The core multinomial
logit formulation allows for relatively straightforward estimation via the maximum simulated
likelihood techniques and the logit kernel simulator. 'rhe proposed framework and suggested
implementation leads to a flexible. tractable, practical. and intuitive method for incorporating and
integrating complex behavioral processes in the choice model. This chapter provides empirical
results that demonstrate and test the practicality of the generalized framework.
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Chapter 2:
Flexible Error Structures and the
Logit Kernel Model
The extension presented in this chapter focuses on the specification of the error portion of the utility
function. The basic idea is the development of general and tractable models with flexible error
structures that relax the independence from irrelevant alternatives (IIA) property of the Logit model.
and are able to capture a variety of sources of heterogeneity among individuals.
The model discussed in this chapter (called the Logit Kernel Model) is a very flexible and powerful
method for introducing flexible error structures in discrete choice models. In this chapter we show
how; factor analytic form of the error structure can be used to replicate all known error structures.
We akt:o present new results regarding normalization and identification of the disturbance parameters
of the .,git kernel model.
Introduction
The logit kernel model is a straightforward concept: it is a discrete choice model in which the
disturbances (of the utilities) consist of both a probit-like portion and an additive i.i.d. Gumbel
portion (i.e., a multinomial logit disturbance).
Multinomial logit (MNL) has its well-known blessing of tractability and its equally well-known
curse of a rigid error structure leading to the IIA property. The nested logit model relaxes the rigidity
of the MNL error structure and has the advantage of retaining a probability function in closed form.
Nonetheless, nested logit is still limited and cannot capture many forms of unobserved
heterogeneity, including, for example, random parameters. The logit kernel model with its probit-
like disturbances completely opens up the specification of the disturbances so that almost any
desirable error structure can be represented in the model. As with probit, however, this flexibility
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comes at a cost, namely that the probability functions consist of multi-dimensional integrals that do
not have closed form solutions. Standard practice is to estimate such models by replacing the choice
probabilities with easy to compute and unbiased simulators. The beauty of the additive i.i.d. Gumbel
term is that it leads to a particularly convenient and attractive probability simulator, which is simply
the average of a set of logit probabilities. The logit kernel probability simulator has all of the
desirable properties of a simulator including being convenient. unbiased, and smooth.
Terminology
There are numerous terms floating around the literature that are related to the logit kernel model that
we present here. McFadden. Train, and others use the term "mixed logit" to refer to models that are
comprised of a mixture of logit models. This is a broad class that encompasses any type of mixing
distribution, including discrete distributions (for example. latent class) as well as continuous
distributions. Within this reference, logit kernel is a special case of mixed logit in which the mixing
distribution is continuous. There are also numerous terms that are used to describe various error
specifications in discrete choice models, including error components. taste variation. random
parameters (coefficients). random effects. unobserved heterogeneity, etc. When such models are
specified in a form that includes an additive i.i.d. Gumbel term, then they fall within the logit kernel
(as well as mixed logit) class of models. Many of these special cases are described later in the
chapter.
We choose to use the term logil kernel, because conceptually these models start with a logit model at
the core and then are extended by adding a host of different error terms. In addition. the term is
descriptive of the form of the likelihood function and the resulting logit kernel simulator.
Organization of the Chapter
The chapter is organized as follows. First. we introduce the logit kernel model and present a general
discussion of identification. Then we discuss specification and identification of several important
special cases, which are all based on a factor analytic representation of the error covariance
structure. Next, we focus on the estimation of logit kernel via maximum (simulated) likelihood. In
the final section. we present empirical results that highlight some of the specification and
identification issues.
Related Literature
There have been many previous efforts to extend the logit model to allow more flexible covariance
structures. The most widely used extension is nested logit. The advantage of nested logit is that it
relaxes the classic IIA assumption and yet has a closed form. Nonetheless it is still a fairly rigid
model. Nested logit is not a logit kernel model, although it can be approximated in the logit kernel
structure. In terms of logit kernel models, the earliest applications were in random parameter logit
specifications. which appeared 20 years ago in the papers by Boyd and Mellman (1980) and Cardell
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and Dunbar ( 1980). The more general form of the model came about through researchers quest for
smooth probability simulators for use in estimating probit models. McFadden's 1989 paper on the
Method of Simulated Moments, includes a description of numerous smooth simulators, one of which
involved probit with an additive i.i.d. Gumbel term. Stern (1992) described a similar simulator.
which has an additive i.i.d. normal term instead of the Gumbel. At the time of these papers. there
was a strong desire to retain the pure probit form of the model. Hence, the algorithms and
specifications were designed to eventually remove the additive "contamination" element rorm the
model (for example. McFadden, 1989) or ensure that it did not interfere with the pure probit
specification (for example, Stern, 1992). Bolduc and Ben-Akiva (1991)' did not see the need to
remove the added noise. and began experimenting with models that left the Gumbel term in tact. and
found that the models performed well. There have been numerous relatively recent applications and
investigations into the model, including Bhat (1997 & 1998). Bolduc. Fortin and Fournier (1996).
Brownstone, Bunch and Train (2000). Brownstone and Train (1999). iGoett. Hudson. and rain
(2000), GoinUl and Srinivasan (1993). Greene (2000). Mehndiratta and Hansen (1997). Revelt and
Train (1998 & 1999). Srinivasan and Mahmassani (2000). and Train (1998). A very important recent
contribution is McFadden and Train's (2000) paper on mixed logit. which both (i) proves that any
well-behaved random utility consistent behavior can b represented as cklosely as desired with a
mixed logit specification, and (ii) presents easy to implement specification tests for these models.
While logit kernel has strong computational advantages. it. like probit. does not have a closed form
solution and can easily lead to high dimensional integrals. The well-known Gaussian Quadrature
method of numerical integration is not computationally feasible for dimensionalities above 3 or so.
and therefore estimation via simulation is a key aspect to applications of the logit kernel model. The
basic idea behind simulation is to replace the multifold integral (the probability equations) with easy
to compute probability simulators. Lerman and Manski ( 1981 ) introduced this concept and proposed
the use of a frequency simulator to simulate probit probabilities. The frequency simulator was found
to have poor computational properties primarily because it is not smooth (i.e., not continuous and not
differentiable). Basically the frequency simulator maps each draw to a value of either 0 or I1. whereas
a smooth simulator would map each draw to a value somewhere between 0 and I (and therefore
retains more information). The result is that discontinuous simulators require a prohibitively large
number of simulation draws to obtain acceptable accuracy. In addition, a theoretical advantage of
smoothness is that it greatly simplifies asymptotic theory. For these reasons. there has been a lot of
research on various smooth simulators (see. for example, Borsch-Supan and Hajivassiliou. 1993:
McFadden. 1989; Pakes and Pollard. 1989; and Stern. 1992). The discovery of the GHK simulator
provided a smooth simulator for probit. which quickly became the standard for estimating probit
models (see Hajiva:ssiliou and Ruud, 1994). Now there is great interest in the logit kernel smooth
simulator because it is conceptually intuitive. flexible. and relatively easy to program.
6Later generalized to Ben-Akiva and Bolduc (1996).
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With simulation, the types and number of draws that are made from the underlying distribution to
calculate the simulated probabilities are always important issues. Traditionally, simple pseudo-
random draws (for example. Monte Carlo) have been used. Bhat (2000) and Train (1999) present an
interesting addition to the econometric simulation literature. which is the use of intelligent drawing
mechanisms (in many cases non-random draws known as Halton sequences). These draws are
designed to cover the integration space in a more uniform way, and therefore can significantly
reduce the number of draws required. We employ this approach for the empirical results presented
later in this chapter.
A final point is that we use Maximum Likelihood Estimation (ML) or Maximum Simulated
Likelihood (MSL). An alternative to this is the Method of Simulated Moments (MSM) proposed by
McFadden (1989) and Pakes and Pollard (1989). MSM is often favored over MSL because a given
level of accuracy in model parameter estimation can be obtained with a fairly small number of
replication draws. The accuracy of the MSL methodology critically depends on using a large number
of simulation draws because the log-likelihood function is simulated with a non-negligible
downward bias. For several reasons. we still stick to the MSIL approach. First. MSL requires the
computation of the probability of only the chosen alternative. while MSM needs all choice
probabilities. With large choice sets this factor can be quite important. Second. the objective
function associated with MSL is numerically better behaved than the MSM objective function.
Third. with the increase in computational power and the implementation of intelligent drawing
mechanisms. the number of draws issue is not as critical as it once was.
The Logit Kernel Model
The Discrete Choice Model
Consider the following discrete choice model. For a given individual n. n = ...... N where N is the
sample size. and an alternative i. i = i ...... ,, where .J,, is the number of alternatives in the choice
set C,, of individual n. the model is written as:
lI f U U,,,U,, for= .... J,,
"= 0 otherwise
u,,I =x,, + C,,,.
where y,, indicates the observed choice, and U,,, is the utility of alternative i as perceived by
individual n. X,,, is a ( x K) vector of explanatory variables describing individual n and
alternative i including alternative-specific dummy variables as well as generic and alternative-
specific attributes and their interactions with the characteristics of individual n. /? is a (K x 1)
vector of coefficients and cE,,, is a random disturbance. The assumption that the disturbances are i.i.d.
Gumbel leads to the tractable, yet restrictive logit model. The assumption that the disturbances are
multivariate normal distributed leads to the flexible, but computationally demanding probit model.
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The logit kernel model presented in this chapter is a hybrid between logit and probit and represents
an effort to incorporate the advantages of each.
In a more compact vector form, the discrete choice model can be written as follows:
n [YI, --, Y.J.,,], 
U,, = X,,/3 + e,, , [2-1]
where y,,, U,,, and e,, are (J, x 1) vectors and X,, is a (J,, x K) matrix.
The Logit Kernel Model with Factor Analytic Fonnrm
Model Specification
In the logit kernel model, the E,,, random utility term is made up of two components: a probit-like
component with a multivariate distribution, and an i.i.d. Gumbel random variate. The probit-like
term captures the interdependencies among the alternatives. We specify these interdependencies
using a factor analytic structure, which is a flexible specification that includes all known error
structures, as we will show below. It also has the ability of capturing complex covariance structures
with relatively few parameters. This formulation of the logit kernel was originally presented in the
working paper by Ben-Akiva and Bolduc (I 996), and this chapter represents a major revision of that
paper.
Using the factor analytic form, the disturbance vector E,, is specified as follows:
,, = F,,<,, + v,,, [2-2]
where ,, is an (M x 1) vector of M multivariate distributed latent factors. F, is a (,, x M) matrix
of the factor loadings that map the factors to the error vector ( F,, includes fixed and/or unknown
parameters and may also be a function of covariates), and v,, is a (J,, x I) vector of i.i.d. Gumbel
random variates. For estimation, it is desirable to specify the factors such that they are independent,
and we therefore decompose ~,, as follows:
:,, = T;,, , [2-3]
where ,, are a set of standard independent factors (often normally distributed). TT' is the
covariance matrix of ,,, and T is the Cholesky factorization of it. The number of factors. M , can
be less than, equal to, or greater than the number of alternatives. To simplify the presentation. we
assume that the factors have standard normal distributions, however, they can follow any number of
different distributions, such as lognormal, uniform, etc.
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Substituting Equations [2-2] and [2-3] into Equation [2-1], yields:
The Factor Analytic Logit Kernel Specification
U,, = X,,fB + F,,T,, + v,, [2-4]
cov(U,,) = F,, TT' F, + (g / 2) [2-5]
(which we denote as £,, = Z,, + F,, ),
where: U,, is a (.,, x I) vector of utilities;
X,, is a (., x K) matrix of explanatory variables;
,3 is a (K x I) vector of unknown parameters;
F, is a {.1,, x M) matrix of factor loadings, including fixed and/or unknown
parameters;
T is a (M x M) lower triangular matrix of unknown parameters, where
T77' = Cov(, = T,, );
,, is a M x 1) vector of i.i.d. random variables with zero mean and unit
variance; and
v,, is a (J,, x 1) vector of i.i.d. Gumbel random variables with zero location
parameter and scale equal to > 0. The variance is g/l 2 . where g is the
variance of a standard Gumbel (,r 2 /6).
The unknown parameters in this model are ,. p,. those in F,. and those in T. X,, are observed.
whereas ,, and v,, are unobserved.
It is important to note that we specify the model in level form (i.e.. U,,,, j = 1...,.,) rather than in
difference form (i.e.. (U,, - U,,,), j = 1 ..., (J, - ) ). We do this for interpretation purposes. because
it enables us to parameterize the covariance structure in ways that capture specific (and conceptual)
correlation effects. Nonetheless, it is the difference form that is estimable, and there are multiple
level structures that can represent any unique difference covariance structure. We return to this issue
later in the chapter.
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Response Probabilities
As will become apparent later, a key aspect of the logit kernel model is that if the factors ;,, are
known, the model corresponds to a multinomial logit formulation:
e#(X,+/,+';.,¢.,)
A(ij4;,,)= E /(\#+1'7H [2-6]
jet'
where A(i I ,,) is the probability that the choice is i given ',,. and F,,, is J' row of the matrix F,,
j = 1,...,J,.
Since the ',, is in fact not known, the unconditional choice probability of interest is:
P(i) = t A(i ()n(;, A, )d ' [2-7]




The advantage of the logit kernel model is that we can naturally estimate P(i) with an unbiased,
smooth, tractable simulator, which we compute as:
D
P (i) =-a, A(i I .,')
where ," denotes draw d from the distribution of 4. thus enabling us to estimate high dimensional
integrals with relative ease.
Finally, note that if T = 0 then the model reduces to logit.
Identification and Normalization
It is not surprising that the estimation of such models raises identification and normalization issues.
There are two sets of relevant parameters that need to be considered: the vector and the
unrestricted parameters of the distribution of the disturbance vector ,,. which include F,, T, and
/u. For the vector fi, identification is identical to that for a multinomial logit model. Such issues are
well understood, and the reader is referred to Ben-Akiva and Lerman (1985) for details.
The identification of the parameters in error structure is more complex, and will be discussed in
detail in this chapter.
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Comments on Identification of Pure Probit versus Logit Kernel
Recall that the error structure of the logit kernel model consists of a probit-like component and an
additive i.i.d. extreme value term (the Gumbel). Bolduc (1992). Bunch (1991), Dansie (1985) and
others address identification issues for disturbance parameters in the multinomial probit model.
Bunch (1 99 ) presents clear guidelines for identification (consisting of Order and Rank conditions.
which are described below) and provides examples of identified and unidentified error structures. He
also provides a good literature review of the investigations into probit identification issues. For the
most part. the identification guidelines for pure probit are applicable to the probit-like component of
the logit kernel model. However, there are some differences, which are touched on here, and will be
expanded on in the detailed discussion that follows.
We will see below that by applying the mechanics that are used to determine identification of a
Probit model (Order and Rank) to the logit kernel model. =I'ectively what happens is that the
number of identifying restrictions that were necessary for a pure probit model are also required for
the probit-like portion of the logit kernel model. However, there are some subtle. yet important.
differences. Recall that one constraint is always necessary to set the scale of the model. n a pure
"t
probit model, this is done by setting at least one of the elements of' the covariance structure' to some
positive value (usually I). Call this element that is constrained a.r . With logit kernel. on the other
hand. the scale of the model is set as in a standard logit model by constraining the / parameter of
the i.i.d. Gumbel term. Since the scale of the logit kernel model is set by /. the normalization of a,
is now a regular identifying restriction in the logit kernel model. One issue with the normalization of
a m for the logit kernel model is that in order to be able to trivially test the hypothesis that a logit
kernel model is statistically different from a pure logit model, it is desirable to set a'P equal to zero
so that pure logit is a special case of a logit kernel specification. A second difference is that while
the specific element of the covariance matrix that is used to set the scale in a probit model is
arbitrary. the selection of o',, is not necessarily arbitrary in the equivalent logit kernel model. This is
due to the structure of the logit kernel model. and will be explained further below (in the discussion
of the 'positive definiteness' condition.)
Finally, it turns out that the fact that o,, must be constrained in a logit kernel model is not exactly
correct. In aprobit kernel model (i.e.. with an i.i.d. normal term), it is true that a.,, must be
constrained. In this case, there is a perfect trade-off between the multivariate normal term and the
i.i.d. normal term. However. in the logit kernel model, this perfect trade-off does not exist because of
the slight difference between the Gumbel and Normal distributions. Therefore. there will be an
optimal combination of the Gumbel and Normal distribution, and this effectively allows another
parameter to be estimated. This leads to somewhat surprising results. For example. in a
heteroscedastic logit kernel model a variance term can be estimated for each of the alternatives,
whereas probit, probit kernel, or extreme value logit requires that one of the variances be
constrained. The same holds true for an unrestricted covariance structure. Nonetheless, the reality is
Technically, the constraint is on the c:ovariancc matrix of utility differences.
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that without the constraint, the model is nearly singular (i.e., the objective function is very flat at the
optimum), as will be demonstrated in the estimation results that follow. Due to the near singularity,
it is advisable to impose the additional constraint, and we proceed using this approach throughout the
rest of the discussion.
Overview of Identification
The first step of identification is to determine the model of interest, that is, the disturbance structure
that is a priori assumed to exist. For example, an unrestricted covariance matrix (of utility
differences) or various restricted covariance matrices such as heteroscedasticity or nesting. Once that
is determined, there are three steps to determining the identification and normalization of the
hypothesized model. The first two have to do with identification. For the model to be identified, both
the order condition (necessary) and the rank condition (sufficient) must hold. The order condition
establishes the maximum number of parameters that can be estimated, which is based on the number
of alternatives in the choice set. The rank condition establishes the actual number of parameters that
can be estimated, which is based on the number of independent equations available. In cases in
which the conclusion from the order and rank conditions is that additional restrictions are in order,
then a third condition (which we refer to as the positive definiteness condition) is necessary to verify
that the chosen normalization is valid. Recall that the reason that an identifying restriction is
necessary is that there are an infinite number of solutions (i.e., parameter estimates) to match the
given model structure. The point of an identifying restriction is to establish the existence of a single
unique solution, but not change the underlying model in any way. The positive definiteness
condition asks the question of whether the models true structure (i.e.. the one on which the rank and
order conditions were applied) is maintained given the chosen identifying restriction. This is not an
important issue for probit, but. as we will see, it has important implications for logit kernel. Each of
the conditions is expanded on below. and we use the heteroscedastic logit kernel model to illustrate
each condition.
The Specification of the Heteroscedastic Loait Kemel Model
8
The heteroscedastic model, assuming a universal choice set (C,, = C Vn), is written as:
Vector notation: U,, = X,,/8 + T;,, + v, , ( M = J and F,, equals the identity matrix I,),
T= 0 (JX J), 4,, (Jxl),
0 0 0 5
and, defining C'r = (C,) 2 , the Cov(U,,) is:










0 v J +g/.t 2
Scalar notation: Uj,, = X,,P + o, + v,,, , i C.
Note that for a heteroscedastic model with a universal choice set, the covariance matrix does not
vary across the sample, and so we can drop the subscript n from fQ,.
We carry the identification conditions through for a binary heteroscedastic model, a three
alternative heteroscedastic model, and a four altemrnative heteroscedastic model, because the
three models serve well to highlight various aspects of identification and normalization. The
covariance structures for these three models are as follows:
J=2: Q=[oal+g/"















0 a44 + / p
Setting the Location
The general approach to identification of the error structure is to examine the covariance matrix of
utility differences, denoted in the general case as A,,. a Taking the differences sets the "location" of
the model, a necessity for random utility models. The covariance matrix of utility differences for any
individual is:
ill. A, =Cov(A.,U,, ) = AiF,7T'F, ' Aj'+ Aj(g / 2)lA.,,
where A , is the linear operator that transforms the J utilities into (J -1) utility differences taken
with respect to the j"i alternative. A., is a (J- 1) x J matrix that consists of a (J -1) x (J - 1)
identity matrix with a column vector of -1 's inserted as the j column. We use the notation QiA
to denote the covariance matrix of utility differences taken with respect to the J ' * alternative.
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Setting the Location for the Heteroscedastic Model
For the example heteroscedastic models using J as the base, the covariance matrices of utility
differences are as follows:
J=2: A.,= [I -1], =[ + ,+2g/2
, o.~33 + g / ,2J =3 A [0 ° -1o C =[, I_ + 3+ 2g/l ,
1 0 0 -1
J=4: A= O 0 -1
o 0 I 1 ,
crI., + 44 + 2g /- 2
A = o'44 + g / 2 a + 44 + 2g / 2
a44 +g//t2 044 +g//: 0. 3 +. 4+2g/p 2 1
Order Condition
The first condition is the order condition, which is necessary for identification. When discussing the
Order Condition, it is useful to separate the covariance matrix into that which is constant across the
sample (called the 'alternative-specific' portion) and that which varies across the sample (for
example, in the case of random parameters). The order condition only applies to the alternative-
specific portion of the covariance matrix. t states that a maximum of s = J(J - 1) / 2-1 alternative-
specific parameters are estimable in Q, which is equal to the number of distinct cells in OA
(symmetric) minus 1 to set the scale (another necessity of random utility models). Therefore:
with 2 alternatives, no alternative-specific covariance terms can be identified;
with 3 alternatives, up to 2 terms can be identified;
with 4 alternatives, up to 5 terms can be identified;
with 5 alternatives, up to 9 terms can be identified;
etc.
When the error structure has parameters that are not alternative-specific, for example, random
parameters, it is possible to estimate more than s parameters, because there is additional
information derived from the variations of the covariance matrix across individuals. Technically,
there still is an order condition, but the limit is large (related to the size of the sample) and is
therefore never a limiting condition.
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The Order Condition and the Heteroscedastic Model
The disturbance parameters in the heteroscedastic model are alternative-specific, so the order
condition must hold. Each heteroscedastic model has J + I unknown parameters: J o, 's and
one P. The order condition then provides the following information regarding identification:
J = 2: unknowns = {01 I,022, P/; s =0 ' 0 variances are identified
J = 3: unknowns = {0cr, I, 0'3, }: s = 2 - up to 2 variances are identified
J = 4: unknowns = {a11, .o, 0'33 0044 l; s = 5 - potentially all variances are identified
Note that there are published probit and logit kernel models in the literature that do not meet the
order condition, see, for example, Greene (2000) Table 19.15 and Louviere et al. (2000) Table B.6.
While the logit kernel models in Greene and Louviere do not meet the order condition, these models
are nonetheless barely identified due to the slight difference between the normal and Gumbel
distributions (as discussed earlier). However, the probit model does not have this luxury. and
therefore the probit model reported in Greene is not identified (as will be demonstrated in the mode
choice application).
While the order condition provides a quick check for identification. it is clearly shown in Bunch
(1991) that the number of parameters that can be estimated is often less than s. depending on the
covariance structure postulated. Therefore, the rank condition must also be checked. which is
described next.
Rank Condition
The rank condition is more restrictive than the order condition. and it is a sufficient condition for
identification. The order condition simply counts cells, and ignores the internal structure of Q. The
rank condition, however, counts the number of linearly independent equations available in Q that
can be used to estimate the parameters of the error structure. Bolduc ( 992) and Bunch (I 991)
describe the mechanics of programming the rank condition. The basic idea behind determining this
count is to examine the Jacobian matrix, which is equal to the derivatives of the elements in 2A
with respect to the unknown parameters. The number of parameters that can be estimated is equal to
the Rank of the Jacobian matrix minus (to set the scale). These mechanics are demonstrated below
with the heteroscedastic example.
The Rank Condition and the Heteroscedastic Model
The first step is to vectorize the unique elements of QA into a column vector (we call this
operator vecu):9
9 Note that there's no need to continue with identification for the binary heteroscedastic case. since the order condition resolved
that none of the error parameters are identified.
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J = 3: vecu(C ) =
J = 4: vecu( ) =
Ia +0.33 +2g/u 2-
0.a22 + 0.33 + 2g//u2
0..33 + g/ 2 ,
J I + a4 2g / l
0.22 +a0.44 +2g /2
CT33 + 0.44 +2g/ ,u2
_ 044 + g / 2 .
By examination, it is clear that we are short an equation in both cases. This is formally
determined by examining the Rank of the Jacobian matrix of vecu(06) with respect to each of
the unknown parameters (0a,. .., 0., g / 2):
Jacobian I





J = 4: matrix of= 0
vecu(na) 
0 1 2
1 1 2 . Rank= 3
0 1 1
0 0 1 2
1 0 1 2
.Rank = 4 +
0 1 1 2
0 0 1 1
can estimate 2 of the parameters;
must normalize u and one 0.,.
can estimate 3 of the parameters,
must normalize u and one 0.aj,.
So for both of these cases, the scale term / as well as one of the ii' s must be normalized.
Which a, should be fixed? And to what value? This is where the positive definiteness condition
comes into play, and it turns out that the normalizations for logit kernel models are not always
arbitrary or intuitive.
Positive Definiteness
When the conclusion from the order and rank conditions is that further identifying restrictions
(normalizations) are required, the positive definiteness condition is used todetermine the set of
acceptable norrmalizations. Conceptually, the need for the positivedefiniteness condition is as
follows. First note that the reason for the additional normalization is that there are infinite possible
solutions that result in the hypothesized covariance structure. The normalization is necessary to
establish the existence of a unique solution, but it does not change the underlying model structure
(i.e., the covariance matrix of utility differences) in any way. The positive definiteness condition is
necessary to verify that the chosen normalization is valid, i.e., that the- remaining parameters that are
estimated are able to replicate the underlying model structure. It turns out that with logit kernel
models, there can be seemingly obvious normalizations that are not valid, because the structure of
the model prevents'the underlying covariance matrix of utility differences from'being recovered.
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To work through the details of the positive definiteness condition, we rephrase the above discussion
as follows. There are two overriding issues behind the positive definiteness condition:
Statement 1: There are infinite possible normalizations that can be imposed to identify the model.
However, note that all valid normalizations for a particular specification will result in identical 2,.,.
that is, {I , from normalization I } = { .(2,N2 from normalization 2)}. For example. with this
relationship, one can convert the estimated parameters from a particular normalization (say or, 0)
to the parameters that will be estimated if a different normalization (say a,, = I ) is imposed (as long
as both normalizations are valid).
Statement 2: The logit kernel covariance matrix is f n = E,, + r,0. where E,, = (F,,T)(F,,T)'
(Equation [2-5]). Therefore. by construction, ,, is necessarily positive semi-definite ( semi'
because F,,T can equal zero).
Given these two issues. any valid normalization must be such that both of the folblowing conditions
hold for all observations:
I. ,,=,,,, + - ,, . = r ,, (by definition of a normalization).
The covariance matrix of utility differences of the normalized model (denoted by
N) equals the covariance matrix of utility differences of the non-normalized
(theoretical) model.
I. ,,V is positive semi-definite (by construction).
If the normalization is such that both Conditions I and 11 cannot be met. the parameter estimates will
be inconsistent and result in a loss of fit. It turns out that for logit kernel, these conditions can
impose restrictions on the feasible set of normalizations, as we describe below.
We have already stated that Condition 11 necessarily holds due to the construction of the model.
Therefore, the issue is whether the imposed normalization is such that Condition I can be met. given
the restriction that ;, is positive semi-definite. Problems can arise with logit kernel models due to
the additive i.i.d. Gumbel portion of the covariance structure. F,,. Because of F,,. there can be
normalizations for which satisfying Condition I requires a negative definite ,N. However. this
conflicts with Condition 11. and so any such normalization is not valid. Note that this issue actually
arises with any model structure that includes an i.i.d. disturbance term along with a parameterized
disturbance. for example, a probit kernel model.
Positive Definiteness and the Heteroscedastic Model
Looking at the heteroscedastic case, we will use the three alternative model as an example. It is
useful in the analysis to deal directly with the estimated (i.e., scaled) parameters, so we
introduce the notation ,; = (,)2. Say we impose the normalization that the third
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heteroscedastic term, 3, is constrained to some fixed value we denote as &j . Condition I can
then be written as:[((a' + a. + ]j6/,c.1 .(d,,+03 + 2g)/p1
(ax +g)//, (&n +A +2g)/l, L (., + g)/. 2 (.. +33 +2g)/l a'
where the matrix on the left represents the normalized model (d N )2) and the matrix
on the right represents the theoretical (non-normalized) model. This relationship states that when
the normalization is imposed, the remaining parameters in the normalized model will adjust such
that the theoretical (or true) covariance matrix of utility differences is recovered. It also provides
us with three equations:
( g/ + g)/, (3  g)/ [2-8]
(&' + + 2g)/ =(, 0. +2g)/  +c +2g)/ 2 .and [2-9]
(v+ + / +2g)/#. =(&, + 6.1 + 2g)/l* [2-10]
Condition 11 states that EN must be positive semi-definite, where:
s.V=_ ° ° C~~~~~~fl '
This matrix is positive semi-definite if and only if the diagonal entries are non-negative and P is
strictly positive, or:
, > 0NI [2-111
6'i"; > 0 [2-12]
a0'2 0 ,and [2-13]
c'r > 0>. [2-14]
The positive definiteness condition requires that all valid normalizations satisfy the restrictions
stated by Equations [2-8] to [2-14]. The question is, what values of irnI guarantee that these
relationships hold?
To derive the restrictions on ah, we first use Condition I (Equations [2-8] to [2-101) to develop
equations for the unknown parameters of the normalized model (N4, &,, and A) as
functions of the normalized parameter a;' and the theoretical parameters
(p2 . , .,. and 6..,) , which leads to:
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2 2( 6 - N + o)I(63 + g) [2-15]I-I rPi o)/\33 +9 
-~ = ((6,, X+ g)6- + (- - 6-33)g)/(6-3 3 + g) , and [2-16]
6-22 =((22 +g)&.f +(0-22 -63 3)g)/(6- 3 3 +g) [2-17]
Equations [2-11] to [2-14] impose restrictions on the parameters of the normalized model, and so
we can combine them with Equations [2-15] to [2-17], which results in the following set of
restrictions:
f > 0, (Eq. [2-14]) [2-18]
1(6-.[ + g)/(6- 33 + g) > 0, (Eqs. [2-1 1] & [2-15]) [2-19]
((6 ,+ g)6- + (-,I- Cr3)g)/(6-33 + g)> 0 and (Eqs. [2-12] & [2-16]) [2-20]
((6-22 + g)&r + (6-22- -c33)g)/(6- 33 + g) >0 (Eqs. [2-13] & [2-17]) [2-21]
The other information we have is that Z is positive semi-definite (by construction), and
therefore:
A2 > 0, 1 ,'2 '- 0, and 633 0 [2-22]
So going back to restrictions [2-18]-[2-21], the first two restrictions are trivial: Equation [2-18] just
states that the normalization has to be non-negative; and given Equations [2-18] and [2-22],
Equation [2-19] will always be satisfied. Equations [2-20] and [2-21] are where it gets interesting,
because solving for 6-f leads to the following restrictions on the normalization:
(3 - ) cr i=1,2 [2-23]
(6-33 is the heteroscedastic term that is fixed.)
What does this mean? Note that as long as alternative 3 is the minimum variance altemrnative, the
right hand side of Equation [2-23] is negative, and so the restriction is satisfied for any &N > 0.
However, when alternative 3 is not the minimum variance alternative, dv must be set "large
enough" (and certainly above zero) such that Equation [2-23] is satisfied. This latter approach to
normalization is not particularly practical since the 6- are unknown (how large is large enough?),
and it has the drawback that MNL is not a case nested within the logit kernel specification.
Therefore, the following normalization is recommended:
The preferred normalization for the heteroscedastic logit kernel model is to constrain the
heteroscedastic term of the minimum variance alternative to zero.




Positive Definiteness and a Probit Model
What about the positive definiteness condition for pure probit? Pure probit models also must satisfy
a positive definiteness condition, but it turns out that these do not impose any problematic
restrictions on the normalization. With pure probit, there is obviously no Gumbel term, so Condition
I can be written as ,,N~ = ,, A . Condition II is similar to that for logit kernel, except that ZN must
now be positive definite (since it cannot equal zero). Since Z,,.A is well-behaved (by construction),
Condition I states that ,Na will also be well-behaved, and, therefore, so will N,,. The result is that
the positive definiteness condition automatically holds for normalizations that are intuitively applied
to probit.
Positive Definiteness and a Probit Heteroscedastic Model
This can be demonstrated for the heteroscedastic pure probit case, Condition I is:
(N +&N)/!4 2[(-11 +0-33)/t 1
fff )/N (&2 * f N I*N ) 9j _ ) (&f22 + 33 1 
where /, is the scale of the probit model (i.e., not the traditional Gumbel # ).
Solving for the unknown parameters from the normalized model:
-2 2 -N/
fJN 8 ff /&33 
&N = N&/N ,andI 0II 1.ff (033





0-22 > 0 , and
&N >0 .
Given that the theoretical A, is well behaved (i.e., all theoretical variances and scale are strictly
positive), it is clear that any &- > 0 will result in Conditions I and 11 being satisfied. So, the
normalization is arbitrary, and the standard practice of normalizing any one of the terms to is
valid.
Examination of the normalization unrestricted probit and logit kernel models are provided in
Appendix A. The heteroscedastic and unrestricted covariance matrix examples illustrate the nature
of the problem. The issue arises due to the manner in which the normalized parameter estimates
adjust to replicate the true covariance structure. With probit, the parameters shift in a simple
45
multiplicative manner. However with logit kernel, the parameters shift in an additive manner. and
this can lead to infeasible 'negative' variances and a factor analytic term that is not positive definite.
The brief summary of identification is that the order and rank conditions need to be applied to verify
that any estimated model is identified, and the positive definiteness condition needs to be applied to
verify that a particular normalization is valid. It is critical to examine identification on a case-by-
case basis, which is how we will proceed in the remainder of the chapter. There is also an empirical
issue concerning identification. which is whether or not the data provide enough information to
estimate any given theoretically identified structure. This is the usual multicollinearity problem, and
it arises when there are too many parameters in the error structure and therefore the Hessian is nearly
singular.
Special Cases
Many interesting cases can be embedded in the general factor analytic logit kernel specification
presented in Equation [2-4]. We will cover the following special cases in this section:
* Heteroscedastic - a summary and generalization of the discussion above.
* Nested and Cross-nesied- analogous to nested and cross-nested logit.
* Error C'ontiponent.s - a generalization of heteroscedastic and nested structures.
* Factor Analylic - a further generalization in which parameters in F, are also estimated.
* General Aulo-Regresvive - particularly useful for large choice sets.
* Random parameterv - where most of the current applications of logit kernel in the literature are
focused.
This is not meant to be an exhaustive list. There are certainly other special cases of the logit kernel
model. some of which are presented in papers listed in the references. The objective of this section is
to show the flexibility of logit kernel, to provide specific examples of specification and
identification, and to establish rules for identification and normalization for some of the most
common special cases.
Heteroscedastic
The heteroscedastic model was presented above. The scalar notation form of the model is repeated
here for convenience:
U,,, =X,,+ +,,,v. ie,,.
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Identification
Identification was already discussed above for J = 2, 3, and 4. These results can be
straightforwardly generalized to the following:
Identification
J = 2 none of the heteroscedastic variances can be identified.
.J > 3 J -1 of the heteroscedastic variances can be identified.
Normalization
For J > 3, a normalization must be imposed on one of the variance terms, denote this as
= where is the true, albeit unknown, variance term that is fixed to the value dv.
This normalization is not arbitrary. and must meet the following restriction:
o' > ci#-' i& l d
cr I- A,)D c ,i-1,..., 
This restriction shows that the natural tendency to normalize an arbitrary heteroscedastic term to
zero is incorrect. If the alternative does not happen to be the minimum variance alternative, the
parameter estimates will be inconsistent. there can be a significant loss of fit (as demonstrated in the
application section), and it can lead to the incorrect conclusion that the model is homoscedastic. This
is an important issue, which, as far as we can tell, is ignored in the literature. It appears that arbitrary
normalizations are being made for models of this form (see, for example Gonul and Srinivasan,
1993, and Greene, 2000, Table 19.15). Therefore, there is a chance that a non-minimum variance
was normalized to zero, which would mean that the model is misspecified. It is important to note
that it is the addition of the i.i.d. disturbance that causes the identification problem. Therefore,
heteroscedastic pure probit models as well as the heteroscedastic extreme value models (see, for
example, Bhat, 1995, and Steckel and Vanhonacker, 1988) do not exhibit this property.
Ideally, we would like to impose a normalization such that MNL is a special case of the model.
Therefore, the best normalization is to fix the minimum variance alternative to zero. However, there
is in practice no prior knowledge of the minimum variance alternative. A brute force solution is to
estimate J versions of the model, each with a different heteroscedastic term normalized; the model
with the best fit is the one with the correct normalization. This is obviously cumbersome as well as
time consuming. Alternatively, one can estimate the unidentified model with all J heteroscedastic
terms. Although this model is not identified. it will pseudo-converge to a point that reflects the true
covariance structure of the model. The heteroscedastic term with minimum estimated variance in the
unidentified model is the minimum variance alternative, thus eliminating the need to estimate J
different models. Examples of this method are provided in the applications section.
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Nesting & Cross-Nesting Error Structures
Nesting and cross-nesting logit kernel is another important special case, and is analogous to nested
and cross-nested logit. The nested logit kernel model is specified as follows:
U,, = X,,p + F,,T4,, + /,, ,
where: 4',, is (M x 1), M is the number of nests, and one factor is defined for each nest.
I if alternativej is a member of nest m
F,, is (J,, x M), f = oherwise
0 otherwise
T is ( x M) diagonal. which contains the standard deviation of each factor.
In a strictly hierarchical nesting structure, the nests do not overlap, and FF,,' is block diagonal. In a
cross-nested structure, the alternatives can belong to more than one group.
Identification
As usual, the order and rank conditions are checked for identification. The order condition states that
at most J(J -1)/2-1 nesting parameters can be identified. However, the rank condition leads to
further restrictions as described below.
Models with 2 Nests
The summary of identification for a 2 nest structure is that only I of the nesting parameters is
identified. Furthermore, the normalization of the nesting parameter is arbitrary. This is best shown
by example. Take a 5 alternative case (with universal choice set) in which the first 2 alternatives
belong to one nest. and the last 3 alternatives belong to a different nest. The model is written as:
Uj,, = ... + ri',, + V,
U,, = .* + u2 r4 + Vi,,
U4 = ... + ;2,. + V4,,













We denote this specification as I, , 2. 2. 2 (a shorthand notation of the matrix F ). The covariance
matrix of utility differences (with alternative 5 as the base) is as follows:
Ci, +ua2 +2g/ '1y
all +22 +g/P 2 ot +02, +2g/p2
g / 2 g / I"
g12g/l'
2g/l#2
g1 2 2g u2
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It can be seen from this matrix that only the sum (, + 22) can be identified. This is verified by
the rank condition as follows:
0,1 +0 22 +2g/p 2 I 1 2
vecu( o) = . +a 22 + g/p 2 Jacobian 1 1 1 RANK=2vecu~fld 9/ P2 mairix 0 0 ij
2g/,u2 0 0 2
e can estimate I of the parameters; must normalize and one a;
Furthermore, unlike the heteroscedastic logit kernel model, either one of the variance terms can be
normalized to zero (i.e., the normalization is arbitrary). This can be seen intuitively by noticing that
only the sum (ar I + a2 ) appears in Q,, and so it is always this sum that is estimated regardless of
which term is set to zero. This can also be verified via the positive definiteness condition, as follows.2~  ~ ~ ~ ~~~~~~~ 
Say we impose the normalization &ia2 = 0. Condition I leads to the relationships N = P and




0 0 0 0
0 0 0 0 0
J1
A matrix is positive semi-definite if all of its eigenvalues are non-negative. The eigenvalues for Z v
shown above are: 2'' //,., , 0. 0. 0. We know from Condition I that . > 0 and a;' > 0.
which means 2'' / #s > 0, EN is positive semi-definite, and the normalization d& = 0 is valid.
Similarly, it can be shown that the normalization 0'' = 0 is also valid.
While it is not possible to estimate both variance parameters of the 1, 1. 2. 2, 2 structure, the
following structures are all identified and result in identical covariance structures (i.e.. identical
models):
{ 1, 10,.0 }={ 00,,2,2.2 { 1, .2,2,2with =. }a .
These results straightforwardly extend to all two nest structures regardless of the number of
alternatives (as long as at least one of the nests has 2 or more alternatives).
Models with Three or More Nests
The summary of identification for models with 3 or more nests is that all of the nesting parameters
are identified. To show this, we will again look at a 5 alternative model. this time imposing a 3 nest
structure (1, 1, 2, 3, 3):
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EN =
U,, =- ... + ,;,, + v,,,
U2,, =...+a,, +V2,,
=... + a,;i 2, v
U3, = ... + 2 2 ,, + V3,, , where: F =
U411,, = ... + 3 3 + 4,,
Us,, = ... + J'3,, + V5.
The covariance matrix of utility differences is:
0C,, + 3 +2g/f 2
A = all +a 33 +g/'P2
a_33 + g / f:'
g/2
al + 33+2g / 2
U3 +g/P 2
g/p2
a22 + 033 + 2g /, 2
g /fie
A check of the rank condition verifies that all three variance parameters are identified:
al + ar33 +2g / P2a.,, +0.33 2g/f2
aT1I + CTi3 + g / /,
0. 33 + g /2

















- can estimate 3 of the parameters; only need to normalize u.
It is an interesting result that 1, 1, 0, 2, 2 structure results in both variance parameters being
identified (by virtue of having a 3 nest structure) whereas only one parameter of the 1, 1, 2, 2, 2
structure is identified.
Conceptually, the number of estimable parameters can be thought of in terms of the number of
differences and number ofcovariances that are left in the utility differences. In a two nest structure.
only one difference remains and no covariances and therefore one parameter is estimable. Whereas
in a three nest structure, there are two differences, plus the covariance between these two
differences. and so three parameters are estimable.
This finding can be extended to any model with 3 or more nests (where 'nests' can have only 
alternative, as long as at least one nest has 2 or more alternatives) as follows. Without loss of
generality, assume that the base alternative is a member of a nest with 2 or more alternatives (as in
the example above). Define m, as the group to which the base alternative belongs, and arh as the
variance associated with this base. Recall that M is the number of nests. The covariance matrix of






















cr. +a, + 2g u2 i ,
2g/l 2~j / ~ 
On the off-diagonal:
a. +g/2,
g+2g / /d2 f




irrelevant: a dependent equation.
irrelevant: a dependent equation.
Equations [2-24] through [2-26] provide identification for all nesting parameters, and the remaining
equations are dependent. In the two-nest case, Equation [2-26] does not exist, and thus is an equation
short of identification.
Cross-Nested Models
T.ere are no general rules for identification and normalization of cross-nested structures. and one
has to check the rank condition on a case-by-case basis. For example. in the five alternative case in














0'22 0-2 + g/ 2
A check of the order and rank conditions would find that both of the parameters in this cross-nested
structure are identified. However. note that the cross-nesting specification can have unintended
consequences on the covariance matrix. For example, in the (, 1. 1-2, 2. 2) specification shown
above, the third alternative is forced to have the highest variance. There are numerous possible
solutions. One is to add a set of heteroscedastic terms, another is to add factors such that all the
alternative-specific variances are identical as with the following specification:
0 0 1 00
0 0 0 1 0
0 0 0 0 1
1 0 0 0 1






















The covariance matrix of utility differences for this structure is as follows:
2aI +20a22 +2g//2
a = 2r + 22 +g/# 2 2a, +2a22 +2g/#2
= 2a,, + g/, U2 + gl/w
20rl + 2g I/: 0, + g / #
s oj+g/j 2 al +g/p2
A check of the rank condition verifies that both variance parn
specification.
20aI + 2 22+2g /P#2
20', 1+ 0'2 +g / #:. 1+*2, + // 2
2a,11 +g/P 2





0.l +g/#2 2ao' +2g/#2







-- can estimate 2 of the parameters, only need to normalize u.
Extensions to Nested Models
There are various complexities that can be introduced to the nesting structure, including multi-level
nests, cross-nested structures with multiple dimensions. and unknown parameters in the loading
matrix (F). While we have investigated various special cases of these extended models, we have
not yet derived general rules for identification. We recommend that identification be performed
automatically on a case-by-case basis by programming the rank and order conditions into the
estimation program.
Error Components
The error component formulation is a generalization that includes the heteroscedastic, nested, and
cross-nested structures. The model is specified as follows:
U. = X. + F,,T+,, + v,
where F,. 4., and T are defined as in the general case, and F,, is a matrix of fixed factor loadings
equal to 0 or 1. If T is diagonal (as it often is). then the disturbances in scalar form are:





1 if the m"' element of ,, applies to alternative i for individual n,
fi'" = 0 otherwise.
The number of factors can be less than, equal to, or greater than the number of alternatives.
Identification
The order condition states that up to J(J - 1) / 2 -1 parameters in T are identified. However, it is
always necessary to check the rank condition for the particular specification and the positive
definiteness condition for valid normalizations. Examples were provided above for the special cases
of heteroscedastic, nesting, and cross-nesting specifications. Note that the rank condition should
always be checked when any combination of nesting, cross-nesting, and heteroscedasticity are
applied. That is, the identification rules cannot be independently applied for combinations.
Factor Analytic
The Factor Analytic specification is a further generalization in which the F,, matrix contains
unknown parameters. The model is written as in the general case:
U,, = X,,# + F,T,, + , .
If T is diagonal, the disturbances can be written in scalar form as follows:
+ Y..i E c.,
A=l
where both the f,,,, 's and a,,, s are unknown parameters.
Identification
This is a very broad class of models. Therefore, it is difficult to go beyond the rank and order
generalizations of identification. However, note that some constraints must be imposed on F,, and T
in order to achieve identification. For alternative-specific error structures, the minimum number of
necessary constraints can be determined from the order condition: a maximum of J(J -1) / 2- 1
parameters can be estimated and there are up to (.J + 1) + I unknown parameters (M in T
diagonal, JM in F,, plus the scale term ). Once the order condition is met, the rank condition
needs to be checked on a case-by-case basis. Finally, it must be verified that any imposed
normalization satisfies the positive definiteness condition.
General Autoregressive Process
A fully unrestricted error correlation structure in models with large choice sets is problematic as the
dimension of the integral is on the order of the number of alternatives and the number of parameters
grows quadratically with the number of alternatives. A generalized autoregressive framework is
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attractive in these situations, because it allows one to capture fairly general error correlation
structures using parsimonious parametric specifications. The key advantage of the method is that the
number of parameters in the error structure grows linearly with the size of the choice set.
The disturbances ~, = (,, ... ,.,,)' '" of a first-order generalized autoregressive process [GAR( 1)1 is
defined as follows:
e = PWe.R +TI# r,,¢, a'(,, j -[2-27]
where W,, is a (J x J) matrix of weights w,,, describing the influence of each 4,, error upon the
others, p is an unknown parameter, and T,,, allows for heteroscedastic disturbances, where T;, is
(J,, xJ,,) diagonal (the subscript n is included to allow for different sized choice sets). Using a
general notation, we write t~j as:
*
w.'W =t Ja ¥ j .i and w,,,, =0 ij, [2-28]
ss
k-i
where w,, is a function of unknown parameters and observable explanatory variables, which
describe the correlation structure in effect. Solving for e,, in Equation [2-27] and incorporating it
into Equation [2-4], leads to a logit kernel form of the GAR[1I] specification:
U = X,. + F,,T,, +v,,, where F =(I-pW,,)-'.
The normalization applied in Equation [2-28] ensures that the process is stable for values of p in the
(-1,1) interval. The interpretation and the sign of p, usually referred to as the correlation
coefficient depend on the definition of proximity embodied in we".
In practice, the parameters in w;, could be estimated. However, there are important special cases in
which they are fixed. For example, spatial studies often use spatial autoregressive of order 1
[SAR(I)] error processes, which define the contiguity structure through a Boolean contiguity matrix.
In this case, w,; = 1 if i and j are contiguous and w = 0 otherwise. For this specification, a p > 0
implies that errors of the same sign are grouped together. A slightly more complex specification.
which requires estimation of a single parameter 0, is to set w;. = (d ), in which the distance d e
plays the role of a contiguity or proximity measure between pairs of alternatives. For examples of
SAR(I) see Anselin (1989), and Cliff and Ord ( 981). For an application of SAR( 1) processes in
economics, see Case (1991). Bolduc, Fortin, and Fournier (1996) use an SAR(I) process to estimate
a logit kernel model with 18 alternatives.
For more details on GAR( I), including a discussion on identification issues, see Bolduc (1992).
i'0 i. has a slightly different interpretation than the ,, used elsewhere in.the paper.
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Random Parameters
The MINL formulation with normally distributed random taste parameters can be written as:
UI,, =X,,,8,, + v, , where a,, - N(,8, Z ).
,, is a K -dimensional random normal vector with mean vector ,. and covariance matrix Zp.
Replacing f,, with the equivalent relationship: , = + T4,,, where T is the lower triangular
Cholesky matrix such that TT'= 1p, leads to a general factor analytic logit kernel specification
where F,, = X,,:
U,, = + Xf+X,,T,, + v,,.
The parameters that need to be estimated in this model are p and those present in T. T is usually
specified as diagonal, but it does not have to be (see, for example, Train, 1998, and the application
presented in Chapter 4). Independently distributed parameters are probably a questionable
assumption when variables are closely related. for example in-vehicle and out-of-vehicle travel
time. ll Also, note that the distribution does not have to be normal. For example, parameters with
sign constraints should be specified with a lognormal distribution. See the telephone case study
presented later for an example of a model with a lognormally distributed 8,, parameter.
Identification
For identification of random parameter models. it is useful to separate the random parameters into
two groups: those that are applied to alternative-specific constants and those applied to variables that
vary across the sample.
Alternative-specific constants
When alternative-specific zero/one dummy variables have randomly distributed parameters, this
is identical to the heteroscedastic, nested, and error component structures. In such cases. the
order and. rank conditions as discussed earlier hold.
Variables that include variation across the sample
As pointed out in the general discussion on identification. the order condition does not hold for
the portion of the covariance matrix that varies across the sample. Rather, as many parameters as
the data will support (without running into multicollinearity problems) can be estimated.
Note that if a subset of the covariances are estimated. then one has o be careful about the way the structural zeros are
imposed on the Cholesky. In order for the structure of the Cholesky T (i.e., the location of the structural zeros) to be transfcrred
to the covariance structure T'. the structural zeros must be in the left-most cells of each row in the Cholesky. Sec Appendix B
for more discussion.
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Continuous Attributes of the Alternatives
When random parameters are specified for continuous attributes of the alternatives, there are no
identification issues per se. Data willing, the full covariance structure (i.e., variances for each
parameter as well as covariances across parameters) can be estimated.
Categorical Attributes of the Alternatives
An interesting and unintuitive identification issue arises when categorical variables ' are
specified with independently distributed random parameters. Say there are M categories for a
variable. Then there is theoretically a /,,, and arn for each category m, m = 1...,M . It is well
known that for the systematic terms (the ,,, 's), only ( M - I) A,,, 's can be identified and
therefore a base must be arbitrarily selected. However, this is not necessarily true for the
disturbance terms. To do the analysis, the rank condition comes into play. Identification of the
ar, 's can be thought of as identification for a nested structure (think of it as examining the
covariance structure for a particular individual). Therefore, if there are only 2 categories, then
only one random parameter is identified and the normalization is arbitrary; if there are 3 or more
categories. then a random parameter for each of the categories is identified. The key here being
that, unlike the systematic portion of the utility function, it is incorrect to set one of the cr,,, s as
a base when there are 3 or more categories. Unlike the identification analysis for a nested
structure, the number of alternatives J does not impact the number of a,,, 's that can be
estimated, hcause of the variation across observations. Note that this analysis applies for a
single categorical variable, and it is not immediately apparent that the conclusion translates to
the case when random parameters are specified for multiple categorical variables in the model.
The issue of identification for categorical variables is not addressed in the literature, see. for
example, Goett, Hudson, and Train (2000), who include random parameters on several
categorical variables in their empirical results.
When covariances are estimated (as they probably should be). then a full set of variances and
covariances can be estimated for the M-1 /,,, 's estimated in the systematic utility.
Characteristics of the Decision-maker
If a random parameter is placed on a variable that is a characteristic of the decision-maker (for
example, years employed), it necessarily must be interacted with an alternative-specific variable
(otherwise it will cancel out when the differences are taken). The normalization or such
parameters then depends on the type of variable with which it interacts. If it interacts with
alternative-specific dummy variables, then the heteroscedastic rules apply (i.e.. J.! - variance
terms can be estimated, and the minimum variance term must be constrained to zero). If it
interacts with nest-specific constants, then the rules for nested error structures apply. etc.
12 An example of a categorical variahble in a housing choice context is A-{strcet parking only, reserved parking space in a lot.
private garage). where each alternative has exactly one of the possible X's associated with it.
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Furthermore, we suspect that if the characteristic is a categorical variable (for example, low
income, medium income, high income), then the rules we presented for categorical attributes
also apply (although this hasn't been verified).
Identification of Lognormally Distributed Parameters
Our application of the Order and Rank conditions for identification assume that the disturbance
component of the utility can be separated from the systematic portion of the utility. With
lognormally distributed parameters, the mean and variance of the distribution are a function of
both of the disturbance parameters and therefore this separability does not exist. While the
identification rules described above cannot be strictly applied, they provide guidelines for
identification. And, as always, empirical tests such as examining the Hessian should also be
applied.
As long as the identification restrictions described above are imposed. the number of random
parameters that can be identified is dependent on the data itself in terms of the variation and the
collinearity present in the explanatory variables. Therefore, empirical methods are used to verify
identification of random parameter models, for example, verifying that the Hessian is non-singular at
the convergence point. An issue with simulation is that identification issues often do not present
themselves empirically unless a large number of draws are used. Therefore. other useful methods are
to constrain one or more parameters and observe whether the likelihood changes. or to test the
impact of different starting values. Also, it is particularly important in random parameter models to
verify stability of parameter estimates as the number of draws increases.
McFadden and Train (2000) note the inherent difficulty of identifying the factor structure for random
parameter models, because many different factor combinations will fit the data approximately as
well.
Parameter Estimation
We now describe the method that we use to estimate the joint vector of parameters 5 = ( YT') 
where is the vector of unknown parameters in'the systematic portion of the utility and is the
vector of unknown parameters in the error structure. For example, in the heteroscedastic model. only
the alternative-specific standard deviations are included in yt. In the GAR( I) version based on a
Boolean contiguity matrix, the same standard deviations are estimated in addition to p (the
correlation coefficient). The factor analytic and the random parameter structures can potentially have
a very large number of unknown parameters.
The approach is to employ probability simulators within a maximum likelihood framework. which
leads to Maximum Simulated Likelihood (MSL). The application of this method is straightforward
and provides great flexibility in terms of the structure of the covariance matrix.
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Maximum Likelihood
The log-likelihood of the sample is:
N
L(a) = In P(i,, 6),
ii=1
where P(i, I ) is the probability associated with the choice made by individual n. The score vector
is:
aL(5) N I aP(i,, 6)
as P(i ,, a) as
Inserting the probability equations for the logit kernel model (Equations [2-6] and [2-7]) leads to the
score for the logit kernel model:
L(5) N 1 t A^(i ,, | ,a) n(I,)d. [2-29]
as ( ) as
Note that we also use the relationship X/Ia = (a ln(X)/0o) in Equation [2-29] in order to
make the derivative tractable: n A(i,, I , C,,) = Xi,,, + Fj,,T4,, - n e, which is easy to
differentiate. .'
Each factor ; introduces a dimension to the integral. Unless the dimension of is small ( 3), the
Maximum Likelihood (ML) estimator just described cannot be computed in a reasonable amount of
time. For models with ' of larger dimension, we use the Maximum Simulated Likelihood (MSL)
methodology, described next.
Maximum Simulated Likelihood
The response probability for alternative i is replaced with the unbiased, smooth, tractable simulator:
1 D
P(i 6) = D A(i I 9,;,) [2-30]
]lJd=!
where 4,d denotes draw d from the distribution of ',, (each draw consists of M elements). Thus,
the integral is replaced with an average of values of the function computed at discrete points. There
has been a lot of research concerning how best to generate the set of discrete points (see Bhat, 2000,
for a summary and references). The most straightforward approach is to use pseudo-random
sequences. However, variance reduction techniques (for example, antithetic draws) and quasi-
random approaches (for example, the Halton draws, which are used in the empirical results in this
chapter) have been found to cover the dimension space more evenly and thus are more efficient.
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Incorporating the simulated probability, the simulated log-likelihood is then:
N
L(a) = I, n P(i,, 18) , [2-31]
and the simulated score is:
IV I i ID ln A(i,, I6,(")
6 86 [2-3 2]A(i,, 1,) 2
A well-known result previously obtained in Borsch-Supan and Hajivassiliou (1993), among others,
indicates that the log-likelihood function, although consistent, is simulated with a downward bias for
finite number of draws. The issue is that while the probability simulator [2-30] is unbiased, the log-
simulated-likelihood [2-31] is biased due to the log transformation. This can be seen by Jensen's
inequality and the concavity of the log function. It can also be seen by taking a second degree
Taylor's expansion of ln(P(i)) around P(i), which gives:
ln(P(i)) ln(P(i)) + p-( (P(i)- P(i))P(i)
2P(i)2 (P(i)- P(i)) 2
Taking the expected value of this relationship implies that:
L() - L ( ) var(P(i 6)) 2-33i,()-(8.. va(Pil))<0. [2-33]2P(i1 8)2
This suggests that in order to minimize the bias in simulating the log-likelihood function, it is
important to simulate the probabilities with good precision. The precision increases with the number
of draws, as well as with the use of efficient methods to generate the draws. The number of draws
necessary to sufficiently remove the bias cannot be determined a priori; it depends on the type of
draws, the model specification. and the data.
Applications
In this section, we consider four applications: two based on synthetic data and two on real data. The
first sample concerns a hypothetical choice situation among three alternatives; the focus is on the
parameter identification issues of heteroscedastic models. The second sample, also using synthetic
data, has 5 alternatives and focuses on identification issues of categorical variables with random
parameter. The third application uses a mode choice dataset that is used for logit kernel models that
appear in two recent textbooks (Greene, 2000, and Louviere, Hensher, and Swait, 2000). We
replicate the models presented in the texts, and use them to highlight practical issues that arise in
estimating logit kernel models. The fourth application is based on a survey collected to predict
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residential telephone demand. We estimate several error structures for the telephone data, including
heteroscedasticity, nesting, cross-nesting, and random parameter, and highlight many of the
important identification and estimation issues of logit kernel models.
Estimation Notes & Practical Issues
Optimization Algorithm
While the likelihood function for linear in the parameters logit models is strictly concave, this is not
true for logit kernel models (note that it is also not true for the nested logit model). Furthermore, the
simple Newton methods that are used for MNL estimation tend to lose their robustness when the
optimization function is not concave. Therefore, modified Newton methods, which address non-
concavity with techniques such as trust regions, should be used for logit kernel models. For details
on these methods, see Dennis and Schnabel ( 983). In the applications presented in this chapter, we
use the DUMIAH routine provided in Fortran's IMSL Libraries. The maxlik routine provided in
Gauss could also be used. 13
Direction Matrix
To decrease estimation time. we analytically program the derivatives and approximate the matrix of
second derivatives (the Hessian) with first order information. The most straightforward
approximation of the Hessian is the BHHH technique (Berndt et al. 1974), which is computed as:
R=,El( a" ' )( "a )[2-34]
where the score is defined as in Equation 2-29] (evaluated per sample observation). For Maximum
Simulated Likelihood, it is computed with the simulated scores [2-32].
Under certain regularity conditions, BHHH can be shown to be a consistent estimator of the
covariance matrix of parameters at the maximum likelihood estimate. There are also numerous other
approximations that can be used, see Dennis and Schnabel ( 983) for further discussion.
Standard Errors at Convergence
For a finite number of simulation draws, BHHH may substantially underestimate the covariance of
the estimator due to simulation error (see McFadden and Train. 2000, for a discussion). BHHH (or
some other approximation) is still preferred for the direction matrix due to the low cost of estimating
the matrix as well as the robustness of estimation with regards to the direction matrix. However, it is
advisable to use robust standard errors to generate the test statistics at convergence. A robust
asymptotic covariance matrix estimator is H-'RH - ' (Newey and McFadden, 1994), where H is the
13 Note that Kenneth Train of UC Berkeley provides Gauss-based estimation code for logit kernel (ak.a. mixed logit) models
from his website: http://emlab.berkeley.eduluscrs/train/indcx.html
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Hessian, calculated numerically or analytically. and R is defined as in Equation [2-34]. When
simulation is used, the simulated Hessian and Score are used. We report robust t-statistics (calculated
using a numerical Hessian) for all estimation results.
Simulation Draws
We primarily use Halton draws for the simulation: however. some of the specifications are also
estimated using pseudo-random draws for comparison. (See Bhat, 2000. and Train. 1999, for more
information on Halton draws.) We have found the Halton draws to be more efficient than pseudo-
r 'ndom draws. For each observation, we draw D random vectors .... '4,. each (M x 1)) from the
g en multivariate distribution of the factors, and these draws are kept constant across iterations so
that the simulator does not "chatter" as 6 changes (see McFadden and Train, 2000, for more
information). The probability is then simulated using Equation [2-30], the log-likelihood using
Equation [2-31], and the derivatives using Equation [2-32].
Simulation Bias and Identification
Two issues critical to estimating logit kernel models are simulation bias and identification.
As noted above, the number of draws. lDl, must be large enough to sufficiently reduce the bias shown
in Equation [2-33]. The problem is that there is no way to know a priori how large is large enough.
because this depends on the particular model structure and data. Therefore it is always necessary. as
we do in these applications, to verify that the estimated parameters remain stable as the number of
draws is increased.
The number of draws also plays an important role in testing for identification. Note that there are
two forms of unidentification: structural, as indicated by the order and rank conditions, and
informational, which is when the data do not provide enough information to support the given
structure (i.e.. multicollinearity). It turns out that identification problems often do not appear (via a
singular Hessian) when a small number of draws is used. For example, in the most extreme case. any
specification (whether identified or not) will always appear identified when only I draw is used.
because this is equivalent to adding explanatory variables to the systematic portion of the utility.
This issue also emphasizes the importance of checking the rank condition prior to estimation, and of
verifying robustness of estimates using different starting values.
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Figure 2-1: 100 Halton Draws for Different Dimemsioms of the Integral
Another issue with the number of draws is that as the dimension of the problem increases the number
of draws necessary to estimate the model also increases. Conceptually, the issue is that it takes more
draws to adequately cover the dimension space: this applies to all methods used to integrate non-
closed form functions (for example, Gaussian quadrature or simulation via pseudo-random or quasi-
random methods). It is interesting to note that with Halton draws, planes develop when small
numbers of draws are used for high dimensional integrals. The generation of Halton draws is
presented very clearly in Train (1999). Briefly, to implement Halton draws, a non-random series is
developed for each dimension, each series is seeded with a prime number, and the seeds are
implemented in order (2, 3, 5, 7, etc.)..As an example of the problem with planes developing, take an
extreme case: 100 draws are often sufficient to estimate a two dimensional model. As shown in
Figure 2- I a, examination of a sample of Halton draws for a particular observation shows that the
draws cover the 1 t and 2nd dimensions of the sample space quite well. However, Figure 2- lb
indicates that 1 00 draws for the 7th and 8th dimensions do not cover the space well, and Figure 2- c
shows that the 1 00 draws for the 20th and 21 st dimensions are even worse.
To summarize, due to the issues of bias and identification. it is critical to empirically verify on a
case-by-case basis that a sufficient number of draws are being used to estimate the model.
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Synthetic Data I: Heteroscedasticity
The first application concerns a hypothetical choice situation among three alternatives. The model
specification is as follows.
Ul, = a, + X,,,f + ,,, + v,.
U2,, = a2 + X2,,l + a22,, + V2,,
U3, = X 3,. + a3'3, + 3,,.
ie true parameter values used to generate the synthetic data are:
a = 1.5, a2 =0.5, =-1, , =3, 2 = 2 a =1, and =l.
The explanatory variable, X, is simulated as a normal variable with a standard deviation of 3,
independent across alternatives and observations. The utilities for each observation are generated by
drawing a single random draw for each ',,, from independent standard normal distributions and each
vj,, from independent standard Gumbel distributions. The utilities are calculated, and the alternative
with the highest utility is then the chosen alternative.
Estimation results using the synthetic data are provided in Table 2- . Table 2- a presents estimation
results regarding selecting and setting the base heteroscedastic term. Recall that only J -1
heteroscedastic terms are identified, and that it is necessary to either set the minimum variance term
to zero, or set any of the other variance terms high enough according to the equation derived earlier
(Equation [2-23]):
r ( t, ) + , i ... J
where .ii is the theoretical (true) variance that is fixed to the value Cr.
All of the models in Table 2-la are estimated with 10,000 observations and 500 Halton draws. The
first model shows estimation results for an unidentified model: this model is used to determine the
minimum variance alternative, and it correctly identifies the third alternative as having minimum
variance. 14 Models 2 through 4 show identified models in which the minimum variance alternative is
constrained to different values (0, , and 2); as expected. the log-likelihoods of these models are
basically equivalent and all of these represent correct specifications. Models 5 through 10 show
identified models in which the maximum variance alternative is constrained to different values (0. ,
1.5, 2.25, 3, and 4). Applying Equation [2-23] (repeated above), the model specification will be
correct as long as ar is constrained to a value above 2.2. The empirical results verify this. First.
there is a severe loss of fit when the o, is constrained below 2.2. Second. the parameter estimates for
14 We were able to calculate t-statistics for the unidentified model here (and elsewhere) for two reasons. First. simulation has the
tendency to mask identification issues. and therefore does not always result in a singular Hessian for a finite number of draws.
Second. the slight difference between the Gumbel and Normal distributions makes the unidentified model only 'nearly' singular,
and not perfectly singular.
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the mis-specified models are biased. This can be seen by examining the ratio of the systematic
parameters (for example, /? / a ) across models. While the scale shifts for various normalizations
(and therefore the parameter estimates also shift), the ratio of systematic parameters should remain
constant across normralizations. A cursory examination of the estimation results shows that these
ratios begin to drift with successively invalid normalizations. Finally. note that these results indicate
a slight loss of fit when the base alternative is constrained to a high value (o =2 and o, =4), and
this is due to the issue addressed earlier regarding the slight difference between the Gumbel and
normal distributions. It must be emphasized that the normalization in heteroscedastic logit kernel
models is not arbitrary.
Table 2-1: Synthetic Data - Heteroscedastic Models
(3 Alternatives)
Table a- Selecting and Setting the Bse Heteroscedastic Term (10.000 Observations & S0 Halton Draws)
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The models shown in Table 2-1 b were estimated to investigate the impact of the number and types
of draws. All of these models are estimating using the normalization =0, and so we report the true
parameters as calculated given this normalization (using Equations [2-15] to [2-17]). The model
estimates verify that the 500 Halton draws used for the models in Table 2-1 a are sufficient. The
results also show that the Halton draws are more efficient then pseudo-random draws, as the
parameter estimates stabilize for a lower number of Halton draws. Table 2-1 c is provided to show
that as the number of observations increases, the estimated parameters converge on their true values.
Note that a potentially large number of observations is required to accurately reproduce the
parameters of the population. However, the required number of observations is highly dependent on
tile model specification and data, and generalizations cannot be drawn.
S nthetic Data I1: Random parameters on Categorical Variables
' ne second application, which also involves synthetic data, concerns the issue of identification of
random parameters for categorical variables. Recall that if the variable has two categories (i.e.. a 0/1
dummy) then one systematic parameter and one random parameter are identified, and the
normalization of each is arbitrary. For variables with 3 (or more) categories. two systematic
parameters are identified but all 3 random parameters (one per category) are identified. Empirical
results are shown in Table 2-2. Table 2-2a. b. and c all use slightly different datasets and model
specifications. The general specification is as follows:
u,,, = a, + [x,,, x,,,, Xj,,,] LA + [ X2 n A3#] a ° ]; + 
LfllJ I a, L¢,,,
. i-=L ....5' n,
where a, = 0 (the base alternative-specific constant) and X is a categorical variable, that is
Xk,,, = {0,1 & X + X 2,,, + Xn, = 1, V i; k = ....3 n. The data are generated using the same
approach as described in the synthetic data above. i.e.. a X. ;, and v are sampled for each person.
the utilities are calculated according to the model and parameters above. and the alternative with the
highest utility is the chosen alternative. 1 0.000 observations are used for all of the models.
The dataset for the models in 2a includes a categorical variable with 2 categories (Xl,, = 0 V i, n ).
While the covariance structure varies across individuals, identification is analogous to a nested
structure with two nests, for example, . 1. 2. 2. 2 or 1. 2. 2. 2. 2 or 1. 2. I. 2. 1, etc. depending on the
values of X for observation n 5 Therefore. I systematic parameter ()) and I random parameter
(ar) can be estimated. Furthermore, the normalization of the random parameter is arbitrary. These
statements are supported by the estimation results. The first two models show that the model with
5 This concept of a categorical variable being analogous to a 2-nest nesting structure is denoted as "-1. , 2. 2. 2" in Table
2-2.
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Table 2-2: Synthetic Data 11I- Categorical Variables with Random Parameters
(5 Alternatives; 10,000 Observations)
Table a: Categorical variables with 2 categories, each enters all 5 utilities (-1, 1, 2, 2, 2)
Identled Identified: Identified:
Unidentified Unidenfied Base 1 Base 2 Base 2
True 500 Halton 500 Halton 500 Halton 500 Halton 1000 Halton
Parameter Value Est tstat Est t-st Est t-stat Est f-stat Est 1-stat
(u1 0.5 0.48 (112) 0.48 (112) 0.48 (11.2) 0.48 (11.2) 0.48 (11.2)
a2 0.5 0.44 (10.2) 0.44 (10.2) 0.44 (10.2) 0.44 (10) 0.44 (102)
a3 1.0 0.92 (22.7) 0.92 (227) 0.92 (22.7) 0.92 (22.7) 0.92 (22.7)
a4 1 0 0.98 (242) 0.98 (24.2) 0.98 (24.2) 0.98 (242) 0.98 (242)
I 0.5 0.50 (7.9) 0.50 (7.9) 0.50 (7.9) 0 50 (7.9) 0.50 (7.9)
C1 2.0 0 4 2.3) 3.91 (13.9) 3.94 (144) 3.94 (144)
02 4.0 3.85 (136) 0.47 (0 7) 3.94 (144)
(, 2,o2 2)112 4.5 3.94 3.94 3.94 3.94 3.94
(Simul.) Log-Ltkebhood. .15310 -15310 -15310 -15310 -15310
Moel: 1 2 3 4 5
Table b: Categorical variables with 2 categories, each enters 4 of 5 utilities (-1. 1, 2 2, 0)
Misspecified 1 Misspecified 2 Identfied Identfed
True 500 Halton 500 Halton 500 Hatton 1000 Halton
Parameter Value Est t-stat Est t-stat Est t-stat Est 1-stat
rl 0.5 0.10 (1 5) 0.41 (96) 0.47 (5 1) 0.47 (5 1)
er2 0 5 0.04 (06) 0.35 (82) 0 41 (4.4) 0 41 (4 5)
c3 1.0 0.52 (78) 080 (195) 0.90 (97) 090 (98)
ca4 1.0 0 57 (8 7) 0.86 (210) 0,95 (103) 0 96 (104)
pl 0.5 053 (8 7) 0.11 (2.8) 0.50 173) 050 (7.3)
o1 2.0 2.29 (160) 1 73 (&4) 1 73 (85)
02 4.0 3.45 (151) 3.55 (132) 3.55 (13.2)
(SimuL) Log-Liehood -15398 -15537 -15378 -15378
Table c: Categorical variables with 3 categories, each enters all utilities (-1. 1 2, 2, 3)
Mmispecfied Identified Identified
True 500 Halton 500 Halton 1000 Halton
Parameter Value Est t-stat Est tstat Est 1-stat
cal 0.5 0.36 (77) 0.36 (77) 036 (77)
2 0 5 0.40 (85) 0.40 (85) 0 40 (8.5)
u3 1 0 0.93 (20.5) 0.93 (206) 0.93 (20.6)
(a4 1.0 092 (202) 0.92 (20.3) 0.92 (203)
pl 1 0 1.06 (64) 1 06 (64) 1.06 (67)
[2 0.5 1.06 (70) 0.69 (4.4) 0 70 (4.4)
ol 2.0 3 47 (12 2) 2 75 (7.5) 2.77 (8 )
a2 3.0 2.52 (6 8) 2.49 r67)
a3 4.0 4.74 (11.1) 4.37 (10.7) 4.38 (10,9)
(Simul.) Log-Likeh: -15376 -15368 -15368
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both random parameters is unidentified, as the fit is identical for very different estimates of the
random parameters. The third and fourth models show that the normalization is arbitrary: the
parameter and fit are the same for either normalization. The fifth model verifies that enough draws
are being used for estimation.
The dataset used for the models in Table 2-2b is similar to that used in Table 2-2a, with the
exception that the categorical variable only applies to the first four alternatives (Xk 5,, =0 V k, n). In
this case, identification is related to a nested structure with three nests (for example, 1, 1, 2, 2, 0);
therefore, I systematic parameter is estimable and both of the random parameters are estimable. This
is shown in the estimation results, where the models with either of the systematic terms fixed to 0
results in a significant loss of fit.
In Table 2-2c, the categorical variable contains three categories. Identification here is also related to
a nested model with 3 nests (for example, 1, 1, 2, 2, 3), and therefore 2 systematic parameters are
identified and all 3 random parameters are identified. This is supported by the estimation results. in
which constraining one of the random terms to zero results in a significant loss of fit.
Empirical Application : Mode Choice
The logit kernel formulation is now making its way into econometric textbooks. In this section, we
investigate the identification issues of logit kernel models that appear in Greene (2000. Table 19.15)
and Louviere, Hensher and Swait (2000. Table B6.5). Both texts make use of the same data and
present similar model specifications.
The Data
This is a revealed choice dataset containing mode choices for travel between Sydney and Melbourne
Australia. The choices available are air, train, bus, and car. 16 There are 210 observations in the
17.sample. and the explanatory variables are7
GCost: Generalized cost ($00)
= in vehicle cost + in vehicle time*value of travel time savings.
TTime: Terminal waiting time for plane. train and bus (hours). Auto terminal time is zero.
Income: Household income ($00,000), which is interacted with the 'air alternative specific
dummy variable.
16 The dataset is actually a choice-based sample. and thereflore the weighted xogenous sample maximum likelihood estimator
(WESIML. sec Bcen-Akiva and Lerman. 1985) should he used for thc logit-hased models (and the probit-equivalent for the prohit
models. see Imbens. 1992) to obtain consistent estimates. However. we did not use WESML in order to replicate the models as
reported in the txtbooks.
17 Note: (i) The L.ouviere. Swait. and Hensher model also included a 'party size' explanatory variable. We based our models on




In this section, we use the models presented in Greene and Louviere et al. to highlight various
practical issues in model estimation. Greene estimated a series of models including probit as well as
several logit kernel specifications (an unrestricted covariance structure, a heteroscedastic model, and
a more general random parameter model). Louviere et al. present an even more general random
parameter model.
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Unrestricted Probit
The first model we present is a probit model in which the covariance matrix of utility differences
(q,) is unrestricted. In this case, the parameters of the Cholesky decomposition of LI are
estimated, or:
, 0 1
T =T 2 1 T 2 0 where T' -
T3 T32 3
Note that even with probit, one has to be careful about identification. The Order Condition states that
only five of the six parameters can be estimated. (Greene indirectly estimates all six. and therefore
reports results for an unidentified model.) The need for this restriction can be verified empirically.
and we present the results in Table 2-3. These were obtained using the GHK simulator with pseudo-
random draws. First we report two sets of estimation results for the unidentified model. The two
models have identical fits and yet different parameter estimates (note that the difference is a scale
shift). The models also have a singular Hessian and therefore t-stats could not be generated. We also
report estimation results for the identified model (setting T, = ). The model is now identified: the
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fit is identical to the unidentified models and the Hessian is not singular. The 5,000 draw result is
provided to verify stability.
Unrestricted Logit Kernel
Greene also presents a logit kernel version of the probit model presented Table 2-3 (which he calls a
constants random parameters logit model'). For the logit kernel version, the disturbance parameters
include the six Tj parameters as well as the logit scale parameter u. The identification of this
model presents some interesting issues. First, an application of the order condition suggests that the
,u as well as one of the T7 s must be normalized for identification. However, as we will show
empirically, this is not exactly the case. The reason is due to the slight difference between the
Normal and Gumbel distribution. Since there is not an exact trade-off between the probit-like term
and the Gumbel, there is an optimal weighting between the two distributions that make up the
disturbance, and this allows an extra term to be estimated. Nonetheless, the model is nearly singular
without a constraint on a T,. and so it is advisable to impose a normalization.
The second issue relates to the manner in which 7T,, is normalized. The covariance matrix of utility
differences for this model is:
ITI2 +2g/ 2u
TIT,I +g/,u 2 T, +T;, +2g1,u 2
T , +g/I- T2IT, + T_.T2 +I2 T +T T + 2g lu2
We want to impose a normalization such that the model can reduce to a pure MNL. Therefore we
want to normalize some T, 0. Note that we cannot set T, = 0 because this will restrict two of
the covariance terms in the probit portion to be zero. We have also found empirical evidence that it
is not always valid to set T2, = 0 due to the positive definiteness condition. However. it appears that
the normalization T3 = 0 (or. more generally normalizing the lowest diagonal element of the
cholesky matrix) is a valid normalization. and this is what we apply for this model. (See Appendix A
for more information.)
The empirical results for the unrestricted logit kernel model are provided in Table 2-4. The first two
columns provide estimation results for the case in which all six T;, s are estimated. The model is
identified as suggested by a non-singular Hessian and stable parameter estimates as the number of
draws is increased. The middle columns provide estimation results for models in which T is
normalized to various values. There is marginal loss of fit due to the normalizations. but the
likelihood function is fairly flat across the normalizations. The final column is provided to verify the
stability of the normalized model with a high number of draws.
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Table 2-4: Mode Choice Model - Unrestricted Logit Kernel
Drws:
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Heteroscedastic Logit Kernel
Greene also reports a heteroscedastic logit kernel model (which he calls an uncorrelated random
parameters logit model'). As with the unrestricted logit kernel model discussed above, the rank and
order conditions suggest a normalization is necessary when this is not exactly the case. Nonetheless,
a normalization is advisable since the model is otherwise nearly singular. Furthermore. as we
emphasized earlier, if a normalization is imposed. the selection of the base alternative to normalize
is not arbitrary.
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The empirical results for the Mode Choice dataset are provided in Table 2-5. We estimate the
'unidentified' model to determine the parameters that are candidates for normalization. The results
suggest that train, bus, or car can be used as the base (Greene normalizes the car alternative). We
then report several identified models with different base alternatives normalized, and show that the
model in which the air heteroscedastic term is the base is a mis-specified model (as indicated by the
loss of fit).
Random Parameter Logit Kernel
Greene also reports a model that expands the unrestricted logit kernel model presented in Table 2-4
by including normally distributed random parameters for the cost, time, and income variables. 18 The
primary issue here is that there are only 210 observations in the sample, and it is not a rich enough
dataset to support the estimation of a large number of disturbance parameters. This is demonstrated
with the empirical results reported in Table 2-6, in which we present a series of random parameter
models starting with more parsimonious specifications.
The first model is the multinomial logit model, provided for comparison. Model 1-2 (estimated with
2000 and 4000 Halton draws) includes independent random parameters on the cost, time, and
income variables. This model appears identified, and results in a large improvement in fit over the
multinomial logit model. 9 The t-stats are low here due to the correlation among the parameter
estimates. Model 4 shows that allowing for a single random parameter on the time variable achieves
much of the total improvement in fit. Model 5-6 (estimated with 2000 and 4000 Halton draws)
allows for a full set of correlations among the random parameters, and this results in a marginal
improvement in fit over the independent model. (Note that the Cholesky parameters and not the
variances and covariances are reported). Model 7 is estimated with a more parsimonious correlated
structure. So far, these models all appear to be identified and provide significant (and similar)
explanation of the disturbances. This is not the case for the remaining models. Model 8-9 includes
the three independent random parameters along with heteroscedasticity, and the model appears
unidentified. Model 10 is the model reported in Greene (although we normalized T3 ) It includes an
unrestricted covariance structure as well as the three independent random parameters, and the model
appears unidentified. Louviere, Hensher and Swait report estimation results for a model similar to
Greene (i.e., an unrestricted covariance structure with additional random parameters), and their
model, too, appears unidentified.
The important points of these random parameter results are that, first, there are often several
specifications that result in a similar improvement in fit. Second, that it is important not to overdue
the specification, because it is easy to end up with an unidentified model.
18 Note that since the time and cost parameters have a sign constraint. hey should h specified with log-normally distributed
parameters.
19 Note that we achieved a much larger improvement in fit than any of the models reported in Greenc and Louviere et aL. cven
with this more parsimonious specification.
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Empirical Application 1: Telephone Service
In this section, we apply these methods to residential telephone demand analysis. The model
involves a choice among five residential telephone service options for local calling. A household
survey was conducted in 1984 for a telephone company and was used to develop a comprehensive
model system to predict residential telephone demand (Train, McFadden and Ben-Akiva 1987).
Below we use part of the data to estimate a model that explicitly accounts for inter-dependencies
between residential telephone service options. We first describe the data. Then we present estimation
results using a variety of error structures.
The Data
Local telephone service typically involves the choice between flat (i.e., a fixed monthly charge for
unlimited calls within a specified geographical area) and measured (i.e.. a reduced fixed monthly
charge for a limited number of calls plus usage charges for additional calls) services. In the current
application, five services are involved. two measured and three flat. They can be described as
follows:
* Budget measured - no fixed monthly charge: usage charges apply to each call made.
* Standard measured - a fixed monthly charge covers Lup to a specified dollar amount (greater that the
fixed charge) of local calling, after which usage charges apply to each call made.
* Localfia - a greater monthly charge that may depend upon residential location: unlimited free calling
within local calling area; usage charges apply to calls made outside local calling area.
* Extended areaflat - a further increase in the fixed monthly charge to permit unlimited free calling
within an extended area.
* Metro areaflat - the greatest fixed monthly charge that permits unlimited free calling within the
entire metropolitan area.
The sample concerns 434 households. The availability of the service options of a given household
depends on its geographical location. Details are provided in Table 2-7. In Table 2-8. we summarize
the service option availabilities over the usable sample.
Table 2-7: Telephone Data - Availability of Service Options
Geographic Location
Service Options Metropolitan Areas Perimeter Exchanges
Metropolitan Areas All OtherAdjacent to Metro Areas
Budget Measured Yes Yes Yes
Standard Measured Yes Yes Yes
Local Flat Yes Yes Yes
Extended Flat No Yes No
Metro Flat Yes Yes No
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Table 2-8: Telephone Data - Summary Statistics on Availability of Service Options
Swice Opton.- Choen PerMt Totl Avdulle
Budge Meaured 73 0 1 434
StWdrd M urd 123 0.283 434
Local Flat 178 0.410 434
Extended Flat 3 0007 13
Mero Flt 67 0.131 280
ToaIl 434 1000 1S5
Models
The model that we use in the present analysis is intentionally specified to be simple. The explanatory
variables used to explain the choice between the five service options are four alternative-specific
constants, which correspond to the first four service options, and a generic cost variable (the natural
log of the monthly cost of each service options expressed in dollars). We investigated three types of
error structures: heteroscedasticity. nested and cross-nested structures, and taste heterogeneity
(random parameters).
Heteroscedastic
The results for the heteroscedastic case are provided in Table 2-9 and Table 2-10. Table 2-9 displays
results from the unidentified model. To explore the issue of normalization of the minimum variance
alternative, we estimated the unidentified model for various numbers of Halton draws and pseudo-
random draws. The results suggest that there is no strong base alternative. and it could be either
alternative 1, 2, 4, or 5. Table 2-10 provides estimation results for identified heteroscedastic models.
Again, to explore the issue of the minimum variance alternatives, 5 identified models were
estimated, each one with a different base heteroscedastic term. (Note that this defeats the purpose of
estimating the unidentified model. but was dione for illustration purposes only.) As indicated by the
unidentified models, the identified model estimation results support the conclusion that any of
alternatives 1. 2, 4, or 5 could be set as the base. However. constraining o'3 to zero results in a
significant loss of fit, whereas constraining it to 4.0 brings it in line with the correctly specified
model. Comparing the correctly specified heteroscedastic models with the MNL model, there is an
obvious gain in likelihood from incorporating heteroscedasticity, primarily due to capturing the high
variance of alternative 3.
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Table 2-9: Telephone Model - Heteroscedastic Unidentified Models to Determine Base
100 Halon 200 HWon 400 Hion 1000 Haltn 2000 HaNon 5000 andom' 10000 Random'
Pasrmeter Est I-stat Est f-staf Es t-sat Eat I-tat Est t-stat Eat tstt Eat I-stat
m Speak constans
BudgetMeawed(1) -3.30 (69) -16339 V .328 (75) -328 (77) -327 f76) -332 (7f2) -329 (77)
StanadMeaured (2) -255 t55) -126 84 we -2 53 (63) -2.53 (64) -2.52 (6el -255 (64) -253 (65)
Local Fi (3) - 38 r35) -7809 we -1 37 (36) -1 37 (36) -136 (36) -138 (37 -137 6)
ExandedFl(4) -1 07 (t 3) -4431 reV -1 04 (13) -1 04 ( 3) -104 ( 51 .106 (1.5) -104 ( 4)
Log Cosl -270 (72) .14518 we -2 68 (79) -268 (8 2) -267 f(84) .2.70 (a I) -269 (76)
at 010 to3) 6029 n/e 006 (03) 003 (02) 000 tOI) 031 (05) 013 (04)
a2 030 to03) 61 19 re 021 to031 014 o(04) 006 o03) 020 (02) 008 (02)
a3 291 12) 19653 wea 288 (33) 288 (34) 287 r36) 291 (43) 291 (31)
eJ4 039 fo3) 1618 e 001 f00) 004 )ot 001 100J 011 (02) 007 (03)
rJ5 022 (02) 8136 w 001 (t1) 009 (03) 001 (oo0) 005 (01o 026 (o)
(Sami.) Log-Lkehood -471 09 468 27 -471 16 471 20 471 19 47089 -471 38
Table 2-10: Telephone Model - Identified Heteroscedastic Models
MNL Idenidied Heteroscedastic Model
1000 Halton 1000 Halton 1000 Halton 1000 Halton 1000 Haltorn 1000 Halton 5000 'Random' 10000 'Random'
Parameter Esat t-tat Est t-stat Est t-stat Est It-slat Est t-stat Est I-stat Est t-stat Est t-stat Est t-stat
Am Spec constants
Budget Measured(1) -246 (84) -327 (9) .3 27 (7l -5 03 f 4 -328 6 o -327 f7a) .391 I22) -3 28 f7s -3 28 (65j
StandardMeasued(2) -1 74 166) -2 53 (66) -252 (621 -3 85 (72 -253 O ij -252 (65) -302 (241 -253 165) -253 tS0!
Local Flt(3) -054 (27) -137 (38) -136 '32) -109 (21) -1 37 (36 -1 36 I 7) -167 (33) -137 (36 -137 (34)
ExendedFlalt(4) -074 r 1) -1 04 p13J -1 04 t 3) -1 37 (15) -1 04 (14. -1 04 ( ) -1 10 (12) -1 05 (I3) -1 04 P.4
LogCost -203 (96) -268 is2) -267 491 -324 (31); -268 t62 -267 t82; -333 (2g9) -268 181) -269 (76i
a1 002 t0) 2 77 i181 003 t*oo 003 to3) 076 104q
Cr2 0 13 in03) 327 (16 014 (01t 0.14 to03) 070 (o3) 011 102) 010 (02)
n3 288 1 9) 288 (24) 288 13 31 287 (3 400 -. 289 (, 4r 291 2 9)
a4 004 t0O) 004 (o1) 1 14 (o5) 004 (to) 011 (o1) 012 (02) 007 ()il
s5 009 (o31 009 o2) 001 o00) 0 10 (00) 133 r13) 003 to; 026 ;(2'
S .)LL.khood 47756 471 20 471 20 47666 -471 20 -471 20 .47142 -47092 47139(Su.Log-Lhood -477 56 .471 20 -47t 20 -47666 .47t 20 -471 20 - 471 42 470 92 471 39
Nested & Cross-Nested Structures
In Table 2-1 1. the estimation results of various nested and cross-nested specifications are provided.
Table 2-1 a reports results for identified model structures (as can be verified by the rank condition).
The best specification is model 3. in which the first two alternatives are nested, the last two
alternatives are nested, and the third term has a heteroscedastic term. This provides a significant
improvement in fit over the MNL specification shown in the first column. and also provides a better
fit than the heteroscedastic models in Table 2-10. The poor fit for many of te nesting and cross-
nesting specifications is due to the fact that the variance for alternative 3 is constrained to be in line
with the other variances. The heteroscedastic models indicated that it has a much higher variance.
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and when this was added to the nested and cross-nested models (see Table 2-11 b) the fit improved
dramatically. 20
Table 2-11 c provides results for the unidentified model in which the first two alternatives are nested
and the last 3 alternatives are nested, and we attempt (incorrectly) to estimate both error parameters.
The first model, estimated with 1,000 Halton draws, appears to be identified. However, the second
model, estimated using different starting values, shows that this is not the case; it has an identical fit,
but very different estimates of the error parameters. This is as expected, because only the sum of the
variances (o + 22) can be identified. The remaining columns show that it can take a very large
number of draws to get the telltale sign of an unidentified model, the singular Hessian - in this case,
80,000 Halton draws. (Again, the actual number depends on the specification and the data.) Table
2-1 d shows that the normalization for the 2 nest model is arbitrary. The table presents three
normalizations resulting in identical fits where:
{ 1 , 0,0,0}={0,0,2,2,2 }= { 1, 1,2,2,2with ao = 2 }.
Table 2-11: Telephone Model - Nested & Cross-Nested Error Structures















1,1,2.2,0 1,1,2,2,3 1,1,2,3,3 1,1,2,3,3
1000 Halton 1000 Haton 1000 Halton 2000 Halton





-3.63 (&0) -3.63 (5.0) -3.79 (5.4) -3.80 (5.3) -3.80 (5.7)
-2.85 (4.3) -2.85 (4.3) -3.00 (4.6) -3.01 (4.6) -3.01 (4.9)
-1.48 (3.1) -1.48 (3.1) -1.63 (3.1) -1.64 (3.1) -1.09 (3.6)
-1.52 (t.5) -1.52 (1.5) -1.18 (1.3) -1.18 (1.3) -1.19 (1.4)
-3.05 (4.5) -3.05 (4.5) -3.19 (5.0) -3.20 (5.0) . -3.25 (6.1)
1.32 (1.1) 1.32 (1.1) 1.55 (1.5) 1.55 (1.6) 2.16 (3.0)
3.02 (2.9) 3.02 (2.9) 3.34 (2.9) 3.37 (2.8)
0.00 (0.0) 0.01 (0.1) 0.01 (0.2)
-471.26 -471.26 -470.70 -470.64 -473.04
Cross-Nested Structures
1-2, 2-3, 3-4, 1-2, 2-3, 3-4,
1,1,1-2,2,2 4-5,5-6
(all ar equal)
1000 Halton 1000 Halton





-3.80 (5.7) -2.83 (2.4) -2.72 (3.1)
-3.00 (4.9) -1.90 (3.1) -1.85 (3.9)
-1.09 (3.5) -0.55 (2.3) -0.54 (2.4)
-1.19 (1.4) -0.76 (1.0) -0.75 (1.0)
-3.25 (6.1) -2.40 (2.1) -2.29 (2.6)
0.01 (0.8) 0.65 (0.6) 0.53 (0.6)
3.04 (3.0)
-473.05 -477.48 -477.51
20 Therefore, the problem identified earlier with the cross-nested 1, 1, 1-2, 2, 2 structure does not apply to this dataset. In fact, as
shown by the models in Table 2-1 Ic, alternative 3 has an even larger relative variance than the 1, 1, 1-2, 2, 2 structure provides.
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Table b: Nesting / Cross-Nesting plus -leterocedsticlty (0, 0, 1,0, 0)
2-3.3-4.4-14.
8pcft*a: 2,2.1- 3 3 2.2.2-143.3,3 54, 6-7(via .3) e2... eqi? l)
Dras: 1000 Hlon 1000 HiAMon 1000 HAn
Pammw Est tat Es t teat Est 14tm
_A. Spati a 1_
BA"p Mulb rt (1) .3.61 s1) -3.80 J) -3.28 (731
SWddMud(2) -3.02 14.) -3.01 t0 -2.53 (3)
LoaI FlI(3) .1.64 (31) -1.64 (f) -1.37 (3.5
Emd dFIt(4) -1.19 (1J -1.18 (1.37 -1.04 f1.3)
Log Ct -3.21 (5.2) -3.20 (50) -2.68 1.0)
1 3 37 "2 3.38 Z.1 2.68 (33)
o2 1.11 (1.) 0.03 (.5) 0.09 (.23
o3 1.55 (1.0)
Sm) _Log.kilMd: -470.64 -470.69 -471.22
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-473.02 -472.99 -47302 -473.02
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-3 01 (17) -3.80 
-3.01 (40) -3.01 l
-1.09 (35) -1.09 de
-1.19 (f.4) -1.19 d
-3.25 t 0 -3.25 dw
1.83 ( tJ1) 1.93 e
2.45 1I. 2.36 e
3.06 3.05
.472.95 -473.02




































1, 1,, 2. 22 (o2)
1000 Ho 2 on
Et .t Est t
-380 (-7< -3.80 (5s1
-3.01 (41) -3.01 (4.9)
-1.09 P/3) -1.09 r)
-1.19 Pf.4) -1.19 (I 
-3.25 ( ) -3.25 (a )
2.16 30) 2.15 (307




' * specimlion irs Ihe fectors (and 5s1m) tht apply to emch od th five arm vm
Random Parameters
We also considered unobserved taste heterogeneity for the parameter on log of cost. Since the
parameter has a sign constraint. a lognormal distribution is used. (Draws from a lognormal
distribution are generated by exponentiating draws taken from a normal distribution.) The results are
shown in Table 2-12. The first model shows that when there are no other covariance parameters
specified. the heterogeneity on log cost is insignificant. However, the second model shows that
heterogeneity does add slightly to the explanatory power of the best nested model as specified in
Table 2-I la. The remaining 4 models report specifications with both heterogeneity and taste
variation. While the rank and order conditions suggest that a model with 4 heteroscedastic
parameters and the lognormal parameter is identified, the estimation results show that there is a
multicollinearity problem. Note that when only 200 pseudo-random draws are used, this model
appears, incorrectly, to be identified.
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1.1.2.3,3 & Taste Vanaston
1000 Halon 2000 Haton
Est .- stat Est t-stat
-348 (57) -350 (43)
-268 (47) -270 (35)
-144 (31) -145 (27)
-096 (I 1) -0.98 ( F)
-3.17 (56) -3 18 /Sf
1.18 ( 1) 1.16 (I0)
040 (0o 1) 050 (01)
3.56 a 0q 358 30)
0,05 (O8) 0 01 (0)
-470 36 -470.28
1.2.3.4,5 & Taste Vanation
1000 Haton 200 'Random' 1000 Hali 1000 Halton
Est (-slat Est t-sat Esr tstat Elt tI-stat
-24.20 w -4 06 /26) -30 36 e -26.84 'e
-1675 wa -306 (28i -22.03 we -1941 Wi
-7.57 ,we -1.57 (24 -1072 ,w -9 77 wa
-333 rw -107 ( 1) -511 W -4 75 wa
-23 30 we -3.69 (27) -28 36 W -26 02 re
18 39 ws 1.65 (1I 1 85 ae 18 54 We
12 38 d 1 00 gOU 13 72 wa 12 19 ad
906 Wa 072 a5) 1134 we 902 we
2450 Wa 413 (23 3045 ae 2896 ni
049 We
0 8 wa 0.24 (06) 1.26 e
-46915 -470.74 -468 69 -469 47
*' e mean and standard eviation of the lognorm are reported
Summary of Telephone Data Models
By far the most important part of the error structure for the telephone dataset is that the Local Flat
Alternative (3) has a significantly higher variance than the other alternatives. Note that a simple
heteroscedastic model outperforms the most obvious nested structure in which the measured
alternatives are nested together and the flat alternatives are nested together. Marginal improvements
can be achieved by incorporating nesting. cross-nesting or taste variation as long as alternative 3 is
allowed a free variance. While this dataset served its purpose in highlighting specification and




In this chapter we presented general rules for specification, identification, and estimation via
maximum simulated likelihood for the logit kernel model. We presented guidelines for examining
identification and normalization, which consisted of three conditions: order, rank, and positive
definiteness. The positive definiteness condition is not an issue for probit models. However, as the
heteroscedastic case highlights, it can have important consequences for logit kernel. We emphasized
that identification must be examined on a case-by-case basis, and that it is not necessarily intuitive.
Furthermore, given the fact that simulation has a tendency to mask identification problems it
becomes even more critical that identification is well understood.
We discussed in detail the specification and identification of many of the special cases. all within a







F, diagonal (fixed): T diagonal.
F,,F,,' block-diagonal (fixed): T diagonal.
F,, fixed to 0/1 :T (usually) diagonal.
F,, unknown; T triangular.
F,, moving average form of a GAR(l ) process: T diagonal.
F,, a function of explanatory variables (fixed); T triangular.
Just as there are well-known standard rules for identification for the systematic parameters in a
multinomial logit, we aimed to develop identification rules for the disturbance parameters of the
logit kernel model. There are critical differences between the identification of these parameters and
the identification of their counterparts in both the systematic portion of the utility as well as their
counterparts in a probit model. The following summarizes these identification rules:
Heteroscedasticitv
J = 2 alternatives:
J > 3 alternatives:
O parameters identified.
.1 - I parameters identified &
must constrain the minimum variance term to 0.
Nesting
M = 2 nests: M - I parameters identified &
normalization is arbitrary.
.4A1 parameters identified.M > 3 nests:
Random paranielers
Beyond the specific rules listed below, can estimate
as many random parameters as the data will support.
Alternate-spec fic variables
Rules for heteroscedasticity. nesting. and error components apply.
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Categorical variables with independently distributedparameters
M = 2 categories: M -1 I parameters identified &
normalization is arbitrary.
M >_ 3 or more categories: M parameters identified.
(Includes a binary categorical variable that does not
enter all utilities.)
Characteristics of the Decision-maker with independently distributed parameters
Interacts with alternative-specific constants: Analogous to the heteroscedastic case:
J -1 parameters identified & must constrain the
minimum variance term to 0.
Interacts with nest-specific constants: Analogous to nested case:
M = 2 nests: M - i parameters identified.
M - 3 nests: M parameters identified.
Our objectives were that through examination of the special cases we would be able to establish
some identification and specification rules, and also highlight some of the broad themes and provide
tools for uncovering other potential issues pertaining to logit kernel models. Clearly there are
numerous identification issues that are not covered by the above list. Therefore, models have to be
examined on a case-by-case basis. For the alternative-specific portion of the disturbance. it is
recommended that the rank and order conditions be programmed into the estimation program. When
the positive definiteness condition comes into play, it is recommended to examine the problem
analytically, where possible. or empirically (by investigating various normalizations). For random
parameter models. it is recommended to use the above identification rules as guidelines, and then
empirically establish identification by () verifying that the parameter estimates are stable as the
number of draws are increased and (2) checking that the Hessian is non-singular at the convergence
point.
One of the most important points of thire chapter is that there are critical aspects to the logit kernel
specification that are often overlooked in the literature. It must be remembered that this is a
relatively new methodology, and there are numerous aspects that warrant further research. including:
* More testing and experience with applications,
* Further exploration of identification and normalization issues.
* Continued compilation and analysis of special cases and rules of identification.
* Better understanding of the impact on analysis of different factor specifications (particularly
since often several factor specification will provide similar fit to the data).
* Investigation of analogous specifications estimated via different methods (for example, logit
kernel versus probit, nested logit, cross-nested logit, heteroscedastic extreme value, etc.)
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· Additional comparisons with GHK and other smooth simulators, and
* Further examination of Halton draws as well as other pseudo- and quasi-random drawing
methods.
Finally, we also may need to look at modifying the specification of the logit kernel model to
alleviate some of the complications. One of the issues with the logit kernel specification is that while
pure logit is a special case of the model, pure probit is not. Our analysis assumes that it is acceptable
to include the Gumbel term in the model. However, the Gumbel term may, in fact, have no business
being in the model. For this reason, we would ideally want to specify and estimate the model in a
way that allows the Gumbel term to disappear. Conceptually, such a model could be specified as a
linear combination of the two error terms, so Equation [2-4] (assuming a universal choice set) would
become:
U,, = X,f + /(g / )(1 2)FT,,, + ,
where A is an unknown parameter. The covariance of the model is then a linear combination of the
two covariance matrices:
COV(") =((I _ A2)Fi;;TT', F + 22,( 2).
Conceptually this Combined Logit-Probit (CLP) specification is an appealing model. Note that a
strict application of the order and rank conditions lead to the conclusion that the model is not
identified. However, as we described in the section on identification, the slight difference between
the Gumbel and Normal distributions makes the model identified (albeit, nearly singular).
To summarize, the logit kernel formulation has a tremendous amount of potential, because it can
replicate any desirable error structure and is straightforward to estimate via maximum simulated
likelihood. However, it also has some issues that must be understood for proper specification. As
increased computational power and readily available software open up these techniques for
widespread use, it is a critical time to understand and address the nuances of the logit kernel model.
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Chapter 3:
Integration of Choice and Latent
Variable Models
Chapter 2 focused on the random portion of the utility function. The extension described in this
chapter focuses on the causal structure and the specification of the systematic part of the utility
function. The methodology we investigate can be used when important causal variables are not
directly observable. The idea is to explicitly incorporate latent constructs such as attitudes and
perceptions, or any amorphous concept affecting choice, in an effort to produce more behaviorally
realistic models. This method makes use of what are called psychometric indicators (for example,
responses to survey questions about attitudes, perceptions, or decision-making protocols), which are
manifestations of the underlying latent variable. The objective of the work presented here is to
develop a general framework and methodology for incorporating latent variables into choice models.
Introduction
Recent work in discrete choice models has emphasized the importance of the explicit treatment of
psychological factors affecting decision-making. (See, for example, Koppelman and Hauser, 1979;
McFadden, 1986; Ben-Akiva and Boccara, 1987; Ben-Akiva, 1992; Ben-Akiva et al., 1994;
Morikawa et al., 1996.) A guiding philosophy in these developments is that the incorporation of
psychological factors leads to a more behaviorally realistic representation of the choice process, and
consequently, better explanatory power.
This chapter presents conceptual and methodological frameworks for the incorporation of latent
factors as explanatory variables in choice models. The method described provides for explicit
treatment of the psychological factors affecting the decision-making process by modeling them as
21 This chapter is based on Ben-Akiva, Walker et al. (1999).This chapter is based on Ben-Akiva., Walker, et al. ( 999).
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latent variables. Psychometric data, such as responses to attitudinal and perceptual survey questions,
are used as indicators of the latent psychological factors. The resulting approach integrates choice
models with latent variable models, in which the system of equations is estimated simultaneously.
The simultaneous estimation of the model structure represents an improvement over sequential
methods, because it produces consistent and efficient estimates of the parameters. (See Everitt, 1984
and Bollen, 1989 for an introduction to latent variable models and Ben-Akiva and Lerman, 1985 for
a textbook on discrete choice models.)
Three prototypical applications from the literature are reviewed to provide conceptual examples as
well as sample equations and estimation results. The applications illustrate how psychometric data
can be used in choice models to improve the definition of attributes and to better capture taste
heterogeneity. They also demonstrate the flexibility and practicality of the methodology, as well as
the potential gain in explanatory power and improved specifications of discrete choice models.
Related Literature
As described in the Chapter 1, discrete choice models have traditionally presented an individual's
choice process as a black box, in which the inputs are the attributes of available alternatives and
individual characteristics, and the output is the observed choice. The resulting models directly link
the observed inputs to the observed output, thereby assuming that the inner workings of the black
box are implicitly captured by the model. For example, discrete choice models derived from random
utility theory do not model explicitly the formation of attitudes and perceptions. The framework for
the random utility discrete choice model shown in Chapter I is repeated in Figure 3-1.22
There has been much debate in the behavioral science and economics communities on the validity of
the assumptions of utility theory. Behavioral researchers have stressed the importance ofthe
cognitive workings inside the black box on choice behavior (see, for example, Abelson and Levy.
1985 and Olson and Zanna, 1993), and a great deal of research has been conducted to uncover
cognitive anomalies that appear to violate the basic axioms of utility theory (see, for example.
CGirling, 1998, and Rabin, 1998). McFadden (1997) summarizes these anomalies and argues that
"most cognitive anomalies operate through errors in perception that arise from the way information
is stored, retrieved, and processed" and that "empirical study of economic behavior would benefit
from closer attention to how perceptions are formed and how they influence decision-making." To
address such issues, researchers have worked to enrich choice models by modeling the cognitive
workings inside the black box. including the explicit incorporation of factors such as attitudes and
perceptions.
A general approach to synthesizing models with latent variables and psychometric measurement
models has been advanced by a number of researchers including Keesling (1972). J6reskog (1 973).
22 Note that the terms in ellipses represent unobservable (i.e.. lalent) constructs. while those in rectangles represent observable
variables. Solid arrows represent structural equations (causc-and-cffcct rclalionships) and dashed arrows represent measurement
equations (relationships between the underlying latent variables and their obscrvable indicators).
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Wiley (1973), and Bentler (1980), who developed the structural and measurement equation
framework and methodology for specifying and estimating latent variable models. Such models are
widely used to define and measure unobservable factors. Estimation is performed by minimizing the
discrepancy between (a) the covariance matrix of observed variables and (b) the theoretical
covariance matrix predicted by the model structure, which is a function of the unknown parameters.
Much of this work focuses on continuous latent constructs and continuous indicators. When discrete
indicators are involved, direct application of the approach used for continuous indicators results in
inconsistent estimates. For the case of discrete indicators, various corrective procedures can be
applied. Olsson (1979), Muthdn (1979, 1983, and 1984), and others developed procedures based on
the application of polychoric correlations (rather than the Pearson correlations used for continuous
indicators) to estimate the covariance matrix of the latent continuous indicators from the discrete
indicators. Consistent estimates of the parameters can then be obtained by minimizing the
discrepancy between this estimated covariance matrix and the theoretical covariance matrix. (See
Bollen, 1989, for more discussion of discrete indicators.) Estimation methods for the situation of
discrete latent variables and discrete indicators was developed by Goodman (1974)-see
McCutcheon (1987) for a discussion.
In the area of choice modeling, researchers have used various techniques in an effort to explicitly
capture psychological factors in choice models. One approach applied is to include indicators of
psychological factors (such as responses to survey questions regarding individuals' attitudes or
perceptions) directly in the utility function as depicted in Figure 3-2 (see, for example, Koppelman
and Hauser, 1979; Green, 1984; Harris and Keane, 1998).
Another frequently used approach is to first perform factor analysis on the indicators, and then use
the fitted latent variables in the utility, as shown in Figure 3-3. (See, for example, Prashker, 1979a,b;
and Madanat et al., 1995). Note that these fitted variables contain measurement error, and so to
obtain consistent estimates, the choice probability must be integrated over the distribution of the
latent variables, where the distribution of the factors is obtained from the factor analysis model. (See,
for example, Morikawa, 1989.)
Other approaches have been developed in market research (in an area called internal market
analysis), in which both latent attributes of the alternatives and consumer preferences are inferred
from preference or choice data. (For a review of such methods, see Elrod, 1991; and Elrod and
Keane, 1995.) For example, Elrod 1988 and 1998, Elrod and Keane 1995, and Keane 1997 develop
random utility choice models (multinomial logit and probit) that contain latent attributes. In
estimating these models, they do not use any indicators other than the observed choices. Therefore,
the latent attributes are alternative-specific and do not vary among individuals in a market segment.
(In this way, they can be described as the alternative-specific factor analytic specification presented
in Chapter 2.) However they do use perceptual indicators post-estimation to aid in interpretation of
the latent variables. The framework for their model is shown in Figure 3-4. Wedel and DeSarbo
(1996) and Sinha and DeSarbo (1997) describe a related method based on multidimensional scaling.
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This research extends the above-described methods by formulating a general treatment of the
inclusion of latent variables in discrete choice models. The formulation incorporates psychometric
data as indicators of the latent variables. We employ a simultaneous maximum likelihood estimation
method for integrated latent variable and discrete choice models, which results in consistent and
efficient estimates of the model parameters. The formulation of the integrated model and the
simultaneous estimator are described in the following sections of the chapter.
Contribution of the Chapter
The work on the methodology presented here began during the mid-I 980s with the objective of
making the connection between econometric choice models and the extensive market research
literature on the study of consumer preferences (Cambridge Systematics, 1986; McFadden, 1986;
and Ben-Akiva and Boccara, 1987). A number of empirical case studies, a sampling of which is
reviewed in this chapter, have been undertaken over the years. While the ideas have been around for
some time, the literature contains only empirical applications to specific problems (for example, the
case studies reviewed here) or restricted model formulations (for example, the elegant formulation
for a binary probit and MIMC model presented in McFadden, 2000, and Morikawa et al., 1996). The
contribution of this chapter is the presentation of a general specification and estimation method for
the integrated model, which provides complete flexibility in terms of the formulation of both the
choice model and the latent variable model. In addition, the proposed method is reviewed within the
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Sequential Estimation: Factor Analysis followed by a Choice Model
Figure 3-4:
Choice Model with Latent Attributes
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Behavioral Framework for Choice Models with Latent Variables
Before presenting the methodological framework and specification, it is useful to discuss the
behavioral framework behind joint choice and latent variable models. The framework is presented in
Figure 3-5 (Ben-Akiva and Boccara, 1987), and the notation will be explained in the next section.
The objective is to explicitly analyze latent psychological factors in order to gain information on
aspects of individual behavior that cannot be inferred from market behavior or revealed preferences.
In this behavioral framework, three types of latent factors are identified: attitudes, perceptions, and
preferences.
Cause-Effect Behavioral Relationships
Attitudes and perceptions of individuals are hypothesized to be key factors that characterize the
underlying behavior. The observable explanatory variables, including characteristics of the
individual (for example, socio-economics, demographics, experience, expertise, etc.) and the
attributes of alternatives (for example, price) are linked to the individual's attitudes and perceptions
through a causal mapping. Since attitudes and perceptions are unobservable to the analyst, they are
represented by latent constructs. These latent attitudes and perceptions, as well as the observable
explanatory variables, affect individuals' preferences toward different alternatives and their
decision-making process.
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Perceptions are the individuals' beliefs or estimates of the levels of attributes of the alternatives. The
choice process is expected to be based on perceived levels of attributes. Perceptions explain part of
the random component of the utility function through individual-specific unobserved attributes.
Examples of perceptions in a travel mode choice context for the transit alternative are safety,
convenience, reliability, and environmentalfriendliness. Examples of perceptions for toothpaste are
health benefit and cosmetic benefit (Elrod, 1998).
Attitudes are latent variables corresponding to the characteristics of the decision-maker. Attitudes
reflect individuals' needs, values, tastes, and capabilities. They are formed over time and are
affected by experience and external factors that include socioeconomic characteristics. Attitudes
explain unobserved individual heterogeneity, such as taste variations, choice set heterogeneity and
decision protocol heterogeneity. Examples of attitudes in a travel mode choice context are the
importance of reliability, preferencesfor a specific mode, and sensitivities to time and cost.
Examples of attitudes about toothpaste are the importance of health benefits, cosmetic benefits, and
price.
In this framework, as in traditional random utility models, the individual'spreferences are assumed
to be latent variables. Preferences represent the desirability of alternative choices. These preferences
are translated to decisions via a decision-makingprocess. The process by which one makes a
decision may vary across different decision problems or tasks, and is impacted by type of task,
context, and socioeconomic factors (Girling and Friman, 1998). Frequently, choice models assume a
utility maximization decision process (as in the case studies reviewed later). However, numerous
other decision processes may be appropriate given the context, for example habitual, dominant
attribute, or a series of decisions each with a different decision-making process. Various types of
decision processes can be incorporated into this framework.
The Measurement Relationships
The actual market behavior or revealed preference (RP) and the preferences elicited in stated
preference (SP) experiments are manifestations of the underlying preferences, and therefore serve as
indicators.2 3 Similarly, there may also be available indicators for attitudes and perceptions such as
responses to attitudinal and perceptual questions in surveys. For example, one could use rankings of
the importance of attributes or levels of satisfaction on a semantic scale. As stated earlier, indicators
are helpful in model identification and increase the efficiency of the estimated choice model
parameters.
23 A method for combining revealed and stated preferences is covered in Chapter 4.A method for combining revealed and stated prefe~rences is covered in Chapter 4.
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Benefits of the Framework
The integrated choice and latent variable modeling framework allows us to explicitly model the
cognitive processes enclosed by the dashed lines in Figure 3-5. Incorporating such latent constructs
in choice models requires a hypothesis of the type and the role of the latent variables, as well as
indicators of the latent variables (i.e., data).
The simple framework shown in Figure 3-5 is a bit deceiving. Attitudes can in fact be any latent
characteristic of a decision-maker and thus incorporate concepts such as memory, awareness, tastes,
goals, etc. Attitudes can be specified to have a causal relationship with other attitudes and
perceptions, and vice-versa. Temporal variables can also be introduced in the specification, and
differentprocesses by which people make decisions could be included, such as those described in
the section above. There is still a tremendous gap between descriptive behavioral theory and the
ability of statistical models to reflect these behavioral hypotheses. Examining the choice process
within this framework of latent characteristics and perceptions opens the door in terms of the types
of behavioral complexities we can hope to capture, and can work to close the gap between these
fields.
As with all statistical models, the consequences of mis-specification can be severe. Measurement
error and/or exclusion of important explanatory variables in a choice model may result in
inconsistent estimates of all parameters. As with an observable explanatory variable, excluding an
important attitude or perception will also result in inconsistent estimates. The severity depends
highly on the model at hand and the particular specification error, and it is not possible to make
generalizations. Before applying the integrated choice and latent variable methodology, the decision
process of the choice of interest must also be considered. For more information on behavioral
decision theory, see Engel, Blackwell and Miniard ( 995) and Olson (1993) for general reference,
Girling, Laitila and Westin (1998) for discussion of behavior regarding activity and transportation
decisions, as well as the other references listed in the "Supporting Research" section of this chapter.
Methodology
Herein we develop a general methodology for the incorporation of latent variables as explanatory
factors in discrete choice models, so that we can capture the behavioral framework represented by
Figure 3-5. The resulting methodology is an integration of latent variable models, which aim to
operationalize and quantify unobservable concepts, with discrete choice methods. The methodology
incorporates indicators of the latent variables provided by responses to survey questions to aid in
estimating the model. A simultaneous estimator is used, which results in latent variables that provide
the best fit to both the choice and the latent variables indicators.
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Notation
The following notation, corresponding to choice model notation, is used:
X,, observed variables, including:
S,, characteristics of individual n,
Zn attributes of alternative i and individual n.
X.* latent (unobservable) variables, including:
S, latent characteristics of individual n,
Zn,, latent attributes of alternative i as perceived by individual n.
, indicators of X, .
(For example, responses to survey questions related to attitudes, perceptions, etc.)
I; indicators of S,
Iz, indicators of Zj,,.
Ui,, utility of alternative i for individual n.
U, vector of utilities.
Yin choice indicator; equal to I if alternative i is chosen by individual n and 0 otherwise
y. vector of choice indicators.
a, fl, unknown parameters.
a, e, v random disturbance terms.
Z, a covariances of random disturbance terms.
D distribution function.
0 standard normal probability density function.
I) standard normal cumulative distribution function.
Framework and Definitions
The integrated modeling framework, shown in Figure 3-6, consists of two components, a choice
model and a latent variable model.
As with any random utility choice model, the individual's utility U,, for each alternative is assumed
to be a latent variable, and the observable choices y,, are manifestations of the underlying utility.
Such observable variables that are manifestations of latent constructs are called indicators. A dashed
arrow representing a measurement equation links the unobservable U,, to its observable indicator
y,. Solid arrows representing structural equations (i.e., the cause-and-effect relationships that
govern the decision making process) link the observable and latent variables (X", X, ) to the utility
Un.
It is possible to identify a choice model with limited latent variables using only observed choices and
no additional indicators (see, for example, Elrod, 1998). However, it is quite likely that the
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information content from the choice indicators will not be sufficient to empirically identify the
effects of individual-specific latent variables. Therefore, indicators of the latent variables are used
for identification, and are introduced in the form of a latent variable model.
The top portion of Figure 3-6 is a latent variable model. Latent variable models are used when we
have available indicators for the latent variables X,. Indicators could be responses to survey
questions regarding, for example, the level of satisfaction with, or importance of, attributes. The
figure depicts such indicators I,, as manifestations of the underlying latent variable X,, and the
associated measurement equation is represented by a dashed arrow. A structural relationship links
the observable causal variables X,, (and potentially other latent causal variables X ) to the latent
variable XI.
The integrated choice and latent variable model explicitly models the latent variables that influence
the choice process. Structural equations relating the observable explanatory variables X,, to the
latent variables X, model the behavioral process by which the latent variables are formed. While
the latent constructs are not observable, their effects on indicators are observable. The indicators
allow identification of the latent constructs. They also contain information and thus potentially
provide for increased efficiency in model estimation. Note that the indicators do not have a causal
relationship that influences the behavior. That is, the arrow goesfrom the latent variable to the
indicator, and the indicators are only used to aid in measuring the underlying causal relationships
(the solid arrows). Because the indicators are not part of the causal relationships, they are typically
used only in the model estimation stage and not in model application.
General Specification of the Model
As described above, the integrated model is composed of two parts: a discrete choice model and a
latent variable model. Each part consists of one or more structural equations and one or more
measurement equations. Specification of these equations and the likelihood function follow.
Structural Equations
For the latent variable model, we need the distribution of the latent variables given the observed
variables, f (X, IX,, ; , ,,). For example:
X,,= h(X,,;2)+w,, and a,, D(O0, ,). [3-1]
This results in one equation for each latent variable.
For the choice model, we need the distribution of the utilities, f 2(U, , I X,,X;,B, ). For example:
U,,= V(X,,,X,, ;/ )+ ,, and ,, D(O, ,) . [3-2]
Note that the random utility is decomposed into systematic utility and a random disturbance, and the
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Figure 3-6: Integrated Choice and Latent Variable Model
Measurement Equations
For the latent variable model, we need the distribution of the indicators conditional on the values of
the latent variables, f 3(I,, I X,, X,;a,) . For example:
In =m(X,,,X,;a)+v,, and v,, -D(O,7). [3-3]
This results in one equation for each indicator (i.e., each survey question). These measurement
equations usually contain only the latent variables on the right-hand-side. However, they may also
contain individual characteristics or any other variable determined within the model system such as
the choice indicator. In principle, such parameterizations can be allowed to capture systematic
response biases when the individual is providing indicators. For example, in a brand choice model
with latent product quality (Z, ), one may include the indicator y,, for the chosen brand, for - -
example, I'. = alrZ', + a2rYin +vtm, where ,,, is an indicator of the perceived quality of alternative
i. This would capture any exaggerated responses in reporting the perceived quality of the chosen
brand, perhaps caused by justification bias.
For the choice model, we need to express the choice as a function of the utilities. For example,
assuming utility maximization:







Note that h(.), V(.), and m(.) are functions, which are currently not defined. Typically, as in the
case studies reviewed later, the functions are specified to be linear in the parameters, but this is not
necessary. Also note that the distribution of the error terms must be specified, leading to additional
unknown parameters (the covariances, Z ). The covariances often include numerous restrictions and
normalizations for model simplification and identification.
Integrated Model
The integrated model consists of Equations [3-1] to [3-4]. Equations [3-1] and [3-3] comprise the
latent variable model, and Equations [3-2] and [3-4] comprise the choice model. From Equations
[3-2] and [3-4] and an assumption about the distribution of the disturbance, C,, we derive
P(y,, X 4X, ,,;, ), the choice probability conditional on both observable and latent explanatory
variables.
Likelihood Function
We use maximum likelihood techniques to estimate the unknown parameters. The most intuitive
way to create the likelihood function for the integrated model is to start with the likelihood of a
choice model without latent variables:
P(Y, ,,; X f8, Z4) [3-5]
The choice model can be any number of forms, for example, logit, nested logit, probit, ordinal
probit, logit kernel, etc., and can include the combination of different choice indicators such as stated
and revealed preferences.
Now we add the latent variables to the choice model. Once we hypothesize an unknown latent
construct, X,, its associated distribution, and independent error components (on, e,), the
likelihood function is then the integral of the choice model over the distribution of the latent
constructs:
P(y I X,, Afi,2,Z ,,,)= JP(y,, I X,,X; fi xE)f (X I X,,; A ,)dX . [3-6]
x'
We introduce indicators to both improve the accuracy of estimates of the structural parameters as
well as to allow for their identification. Assuming the error components (,,, ,,, V,) are
independent, the joint probability of the observable variables y, and I,,, conditional on the
exogenous variables X, is:
f4(Y,,,I I X,;a, fl8, Z, ,Z, ) = [3-7]
P(y,, I X,,,X*;f, Y,)f 3(I,, I X, ,X* a,Z)f(X I X,,;2, Zo)dX*
x
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Note that the first term of the integrand corresponds to the choice model, the second term
corresponds to the measurement equation from the latent variable model, and the third term
corresponds to the structural equation from the latent variable model. The latent variable is only
known to its distribution, and so the joint probability of y,,, I and X,, is integrated over the vector
of latent constructs XI.
Functional Forms
The forms of the variables (for example, discrete or continuous) and assumptions about the
disturbances of the measurement and structural equations determine the functional forms in the
likelihood equation. Frequently we assume linear in the parameter functional forms, and
disturbances that have normal (or extreme value for the choice model) distributions.
The choice model portion of the likelihood function is a standard choice model, except that the
utility isa function of latent constructs. The form of the probability function is derived from
Equations [3-2] and [3-4] and an assumption about the distribution of the disturbance, E,,. For
example, for a choice of alternative i:
U,,, = VJ,, + 6,, and V,, = V,,(X,,, X, ;,8) , i C,,, C, is the choice set for individual.
P(yj,, = X/ X ,;;l, z.) = P(U,, 2 UjN Vj C- CC)
=P(Vj,, +,,, j,, + j ,,,V j EC,,)
= P(j,, - , < 1 - V C) -
If the disturbances, 6,,, are i.i.d standard Gumbel, then:
eVi.
P(yj,, = Xjn X,,; ,) = . [Logit Model]
ez
Or, in a binary choice situation with normally distributed disturbances:
P(yi,, = 11 X,, ,X,;fl) = D(VJ,, - Vi,,) , [Binary Probit Model]
where (D is the standard normal cumulative distribution function
The choice model can take on other forms. For example, ordinal categorical choice indicators would
result in either ordinal probit or ordinal logistic form (for example, see Case Study 3), or the logit
kernel model presented in Chapter 2 can be used.
The form of the distribution of the latent variables is derived from Equation [3-1]; the form of the
distribution of the indicators is derived from Equation [3-3]. The disturbances of the structural and
measurement equations of the latent variable model are often assumed to be normally and
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independently distributed. Thus the latent variables are assumed to be orthogonal, i.e., the indicators
are assumed to be conditionally (on X, and X,, ) independent. In this case, the resulting densities
are:
f,;(,  IXN; A @O'I, 0 "_ (.;_
1=1
R I I. - m(X,,, X,: ;a, 
r= IC
where: 0b is the standard normal density function;
cr , ,o,, are the standard deviations of the error terms of V,, and o,,,, respectively;
R is the number of indicators; and
L is the number of latent variables.
It is trivial to remove the orthogonality assumption for the latent variables by specifying a full
covariance structure for co,, (and by estimating the Cholesky decomposition of this matrix).
Both the indicators and the latent variables may be either discrete or continuous. See Gopinath
(1995) and Ben-Akiva and Boccara (1995) for details on the specification and estimation of models
with various combinations of discrete and continuous indicators and latent constructs. The case of
discrete latent variables (i.e., latent class models) is covered in Chapter 4.
Theoretical Analysis
The methodology presented here improves upon the techniques described by Figure 3-1 through
Figure 3-4.
Figure 3-1 - Omitting important latent variables may lead to mis-specification and inconsistent
estimates of all parameters.
Figure 3-2 - A priori, we reject the use of the indicators directly in the choice model - they are not
causal, they are highly dependent on the phrasing of the survey question, there can be
multicollinearity issues, and they are not available for forecasting.
Figure 3-3a - The two-stage sequential approach without integration leads to measurement errors
and results in inconsistent estimates.
Figure 3-3b - The two-stage sequential approach with integration results in consistent, but
inefficient estimates. Furthermore, note that since the choice model involves an integral over the
latent variable, a canned estimation procedure cannot be used. Therefore, there is no significant
advantage to estimating the model sequentially.
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Figure 3-4 - The choice and latent variable model without indicators is restrictive in that the latent
variables are alternative-specific and cannot vary among individuals.
In summary, the approach we present is theoretically superior: it is a generalization of Figure 3-1
and Figure 3-4 (so cannot be inferior) and it is statistically superior to sequential methods
represented by Figure 3-3. How much better is the methodology in a practical sense? The answer
will vary based on the model and application at hand: in some cases it will not make a difference
and, presumably, there are cases in which the difference will be substantial.
Identification
As with all latent variable models, identification is certainly an issue in these integrated choice and
latent variable models. While identification has been thoroughly examined for special cases of the
integrated framework presented here (see, e.g. Elrod 1988 and Keane 1997), necessary and sufficient
conditions for the general integrated model have not been developed. Identification of the integrated
models needs to be analyzed on a case-by-case basis.
In general, all of the identification rules that apply to a traditional latent variable model are
applicable to the latent variable model portion of the integrated model. See Bollen (1989) for a
detailed discussion of these rules. Similarly, the normalizations and restrictions that apply to a
standard choice model would also apply here. See Ben-Akiva and Lerman (1985) for further
information.
For the integrated model, a sufficient, but not necessary, condition for identification can be obtained
by extending the Two-step Rule used for latent variable models to a Three-step Rule for the
integrated model:
1. Confirm that the measurement equations for the latent variable model are identified (using, for
example, standard identification rules for factor analysis models).
2. Confirm that, given the latent variables, the structural equations of the latent variable model are
identified (using, for example, standard rules for a system of simultaneous equations).
3. Confirm that, given the latent variables, the choice model is identified (using, for example,
standard rules for a discrete choice model).
An ad-hoc method for checking identification is to conduct Monte Carlo experiments by generating
synthetic data from the specified model structure (with given parameter values), and then attempt to
reproduce the parameters using the maximum likelihood estimator. If the parameters cannot be
reproduced to some degree of accuracy, then this is an indication that the model is not identified.
Another useful heuristic is to use the Hessian of the log-likelihood function to check for local
identification. If the model is locally identified at a particular point, then the Hessian will be positive
definite at this point. The inverse Hessian is usually computed at the solution point of the maximum
96
likelihood estimator to generate estimates of the standard errors of estimated parameters, and so in
this case the test is performed automatically. (See Chapter 4 for more discussion.)
Estimation
Maximum likelihood techniques are used to estimate the unknown parameters of the integrated
model. The model estimation process maximizes the logarithm of the sample likelihood function
over the unknown parameters:
N
max Zlnf 4 (y,,,I,, X,,;a,fl, A, ). [3-8]
~,a,A,' n=I
The likelihood function includes complex multi-dimensional integrals, with dimensionality equal to
that of the integral of the underlying choice model plus the number of latent variables. There are
three basic ways of estimating the model: a sequential numerical approach, a simultaneous
numerical approach, and a simulation approach.
The sequential estimation method involves first estimating the latent variable model (Equations [3-1]
and [3-3]) using standard latent variable estimators. The second step is to use fitted latent variables
and their distributions to estimate the choice model, in which the choice probability is integrated
over the distribution of the latent variables. 24 The two step estimation method results in consistent,
but inefficient estimates. See McFadden (1986), Train et al. (1 986), and Morikawa et al. (1996) for
more details on the sequential approach.
An important point is that a sequential estimation procedure that treats the fitted latent variables as
non-stochastic variables in the utility function introduces measurement error and results in
inconsistent estimates of the parameters. If the variance of the latent variable's random error (w) is
small, then increasing the sample size may sufficiently reduce the measurement error and result in
acceptable parameter estimates. Increasing the sample size results in a more precise estimate of the
expected value of the latent variable, and a small variance means that an individual's true value of
the latent variable will not be too far off from the expected value. Train et al. (1986) found that for a
particular model (choice of electricity rate schedule) the impact of the inconsistency on parameter
estimates was negligible using a sample of 3,000 observations. However, this result cannot be
generalized; the required size of the dataset is highly dependent on the model specification, and it
requires that the variance of the latent variable's error (co) be sufficiently small. Note that the
sample size has no effect on the variance of co. In other words, the measurement errors in the fitted
latent variables do not vanish as the sample size becomes very large. Therefore, without running
tests on the degree of inconsistency, it is a questionable practice to estimate these integrated choice
and latent variable models by chaining a canned latent variable model software package with a
canned choice model package. Performing these tests requires integration of the choice model.
24 Note that technically this distribution should also include the estimation error from the parameter estimates.
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The inconsistency issue already makes application of the sequential estimation approach quite
complex, and it produces inefficient estimates. Alternatively, a fully efficient estimator can be
obtained by jointly estimating Equations [3-1 ] through [3-4]. This involves programming the joint
likelihood function (Equation [3-8]) directly in a flexible estimation package (for example, Gauss),
which, ideally, has built in numerical integration procedures. This is the method that is used in the
second and third case studies reviewed in this chapter.
The dimensionalities of the likelihoods in all three of the reviewed case studies are such that
numerical integration is feasible and preferred. However, as the number of latent variables increases
(and therefore the dimension of the integral increases), numerical integration methods quickly
become infeasible and simulation methods must be employed. Typical estimation approaches used
are Method of Simulated Moments or Maximum Simulated Likelihood Estimation, which employ
random draws of the latent variables from their probability distributions. For illustration purposes,
consider the use of maximum simulated likelihood for the model that we later review as Case Study
1. This is a binary choice (probit) model with 2 latent variables (assumed to be orthogonal) and six
indicators (see the Case Study for further details). The likelihood function is as follows:
f4(y, ,,I X,,;a, f, ', 1)= $z' f y,(,,fl, + Z* f2)}
6[ i pI,, Z 1* 2 1 LZ "t
= IT., ___ Zr X L .,
Note that since this is only a double integral, it is actually more efficient to estimate the model using
numerical integration (as in the case studies that are reviewed later). However, the model serves well
for illustration purposes.
Typically, the random draws are taken from a standard multivariate normal distribution (i.e.,
- N(O, I)) distribution, so we re-write the likelihood with standard normal disturbance terms for the
latent variable structural equation as follows:
Z, = X,,,l + to,, , = 1,2 , o,, N(O,Z,,, diagonal)
co,, = ra,,i°,, where J,, - N(O,1).
The likelihood is then written as:
A(y ,, I X,,; ia,?, , ) f E+ XyI,,xi + (,, )  awtr E) + x 2 + a )i22))
=l I X + cr 11 , )a, -(X il + rf C2 )2 ] d
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To simulate the likelihood, we take D] random draws from the distributions of &I and d, for each
observation in the sample denoted , and 3/,,. dl....D. The following is then an unbiased
simulator for .f4 (y,, ,, I X,,; a, ,8 A, F):
f 4(y,,,1,, I X,,;a.fi.A,Z) -
e Iy,,(XA,,p, + +  + (X,,A + .  -1n)f2 }
6 1 I (X. Ae +C^ a., " )A, r (X t + a.' 2#I )a2, r
The parameters are estimated by maximizing the simulated likelihood over the unknown parameters:
N
max , In 4 (, ,, I X,,:a. fi, A. F)
Note that, by Jensen's Inequality. (n .4 ) is a biased estimator of (In f4 ) though consistent by the
Slutsky theorem. When a small number of draws is employed, this results in a non-negligible bias in
the parameter .stimates. Therefore, one has to verify that a sufficient number of draws is used to
reduce this bias. This is usually done by estimating the model using various number of draws. and
showing empirically that the parameter estimates are stable over a certain number of draws. This
issue was discussed more thoroughly in Chapter 2.
For more information on simulation methods for estimating discrete choice models, see McFadden
(1989) and Gourieroux and Monfort (1996).
Model Application
The measurement equations are used in estimation to provide identification of the latent constructs
and further precision in the parameters estimates for the structural equations. For forecasting. we are
interested in predicting the probability of the choice indicator, P(y,, I X,,:a, flA,Z). Furthermore.
we do not have forecasts of the indicators, I . Therefore, the likelihood (Equation [3-7]) must be
integrated over the indicators. This integration trivially leads to the following model structure, which
is what is used for application:
P(y,, I X,,;a,fl,A., ) = P(y,, X ,,;,,Fi,.)f(X I X, ;A.,,,)dX'. [3-9]
Once the model is estimated. Equation [3-9] can be used for forecasting and there is no need fobr
latent variable measurement models or the indicators. Typically, the latent variable structural model
is substituted into Equation [3-9]. and the function is then simply a choice model integrated over the
distribution of the latent variable disturbances. w.
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Reviewed Case Studies
The unique features of the integrated choice modeling framework are demonstrated by reviewing
three case studies from the literature. For each case study, the original source, the problem context, a
problem-specific modeling framework, survey questions, model equations, and results are presented.
The models from the original sources were re-framed (and in some cases simplified) using the
terminology, notation, and diagram conventions (including the creation of the full-path diagrams)
used in this chapter.
The Role of the Case Studies
These case studies have been assembled from a decade of research investigating the incorporation of
attitudes and perceptions in choice modeling. The review of the case studies provide conceptual
examples of model frameworks, along with some specific equations, estimation results, and
comparison of these models with standard choice models. The aim is to show that the methodology
is practical, and to provide concrete examples. The reviewed case studies emphasize the general
nature of the approach by providing likelihood functions for a variety of model structures, including
the use of both SP and RP data, the introduction of an agent effect, and the use of logit, probit, and
ordinal probit.
Model Estimation
The dimensionalities of the likelihoods in each of the three case studies were small enough such that
numerical integration was feasible and preferred over simultaneous estimation techniques.
Therefore, numerical integration was used in all three studies. The first reviewed case study was
estimated sequentially (accounting for the distribution of the latent variable), resulting in consistent,
inefficient estimates of the parameters. In the second and third reviewed case studies, the latent
variable and choice models were estimated jointly, resulting in consistent, efficient estimates.
Identification was determined via application of the Three-step Rule as described earlier, as well as
using the inverse Hessian to check for local identification at the solution point.
Additional References
Applications of the integrated approach can be found in Boccara (1989), Morikawa (1989), Gopinath
(1995), Bernardino (1996), B6rsch-Supan et al. (1996), Morikawa et al. (1996), and Polydoropoulou
(1997). A joint choice and latent variable is also presented in Chapter 4.
Case Study 1: Mode Choice with Latent Attributes
The first case study (Morikawa, Ben-Akiva, and McFadden, 1996) presents the incorporation of the
latent constructs of convenience and comfort in a mode choice model. The model uses data collected
in 1987 for the Netherlands Railways to assess factors that influence the choice between rail and car
for intercity travel. The data contain revealed choices between rail and auto for intercity trips. In
addition to revealed choices, the data also include subjective evaluation of trip attributes for both the
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chosen and unchosen modes, which were obtained by asking questions such as those shown in Table
3-1. The resulting subjective ratings are used as indicators for latent attributes. It is presumed that
relatively few latent variables may underlie the resulting ratings data, and two latent variables, ride
comfort and convenience, were identified through exploratory factor analysis.
Figure 3-7 presents the framework for the mode choice model. The revealed choice is used as an
indicator of utility, and the attribute ratings are used as indicators for the two latent variables.
Characteristics of the individual and observed attributes of the alternative modes are exogenous
explanatory variables. Figure 3-8 provides a full path diagram of the model, noting the relationships
between each variable.
Table 3-1: Indicators for Ride Comfort and Convenience
Please rate the following aspects for the auto trip:
Relaxation during the trip
Reliability of the arrival time
Flexibility of choosing departure time
Ease of traveling with children and/or heavy baggage
Safety during the trip
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Figure 3-8: Full Path Diagram for Mode Choice Model with Latent Attributes
(SeeTable 3-2 and the model equations for notation.)
The mode choice model with latent attributes is specified by the following equations. All variables,
including the latent variables, are measured in terms of the difference between rail and auto. This
was done to reduce the dimensionality of the integral (from 4 to 2), and was not necessary for
identification of the joint choice/latent variable model.
Structural Model
Z, = X,,+ w,, , = 1,2 , ,, - N(O, ,,, diagonal), 2 equations}
IlXl) (1X10l)(10X1) (lXl)
U, = X,f, + Z ,2 +, e,, N(0,1). {I equation}
(X1) (lX1O)(1OX11 (X2)(2X1ll (X1)
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Measurement Model
I,,n = Z,,a + ,, , r = 1,..., 6 , ,, N(O, ,, diagonal), {6 equations}
(lX1) (1X2)(2X1) 11X1)
y 1, if Us, >0 {I1 equation}
" -1, if U, <O
(1X1) (lXl )
Note that the covariances of the error terms in the latent variable structural and measurement model
are constrained to be equal to zero (denoted by the "£diagona'l" notation).
Likelihood function
f(y, I,, I X,;a,,,A, ,) -f. {y,,(X,,/i, + Z,/l2)} *
I-I VI 0d
Results
The parameters to be estimated include: /8 (9 parameters estimated), a (8 parameters estimated, 2
parameters constrained to one for identification, 2 parameters constrained to zero based on
exploratory factor analysis), v,, N(O, Z diagonal) (8 parameters estimated), and the standard
deviations ao (6 parameters) and ao (2 parameters), where the covariances of the latent variable
equations are restricted to zero. Unless otherwise noted, parameters were set to zero based on
statistical tests and a priori hypotheses regarding the behavior. All parameters except the variances
are reported.
The results are shown in Table 3-2. Estimation was performed via a sequential estimation procedure
that is described in Morikawa et al. (1996). The dataset included 219 observations. The top panel
displays the estimation results of two different choice models: the second column is the choice
model without the latent variables, and the first column is the choice model with the latent variables.
The integrated choice and latent variable model consists of the choice model with latent variables
(the first column of the upper panel) and the latent variable model (displayed in the lower panel of
Table 3-2). The table for the latent variable model displays the estimation results of both the
structural and measurement equations for each of the two latent variables comfort (the first column)
and convenience (the second column). The latent variable model is made up of many equations: one
structural equation for comfort, one structural equation for convenience, and six measurement
equations for comfort and convenience.
Both of the latent attributes have significant parameter estimates. Inclusion of the latent attributes
identified by the linear structural equation resulted in a large improvement in the goodness-of-fit of
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Table 3-2: Estimation Results of Mode Choice Model with Latent Attributes
CHOICE MODEL
WITHOUT Latent
WITH Latent Attributes Attributes
Explanatory Variables Est. a t-stat Est. a3 t-stat
X10 Rail constant 0.32 1.00 0.58 2.00
X9 Cost per person -0.03 -4.10 -0.03 -4.20
X3 Line-haul time 0.08 0.20 -0.41 -1.60
X6 Terminal time -1.18 -2,60 -1.57 -4.20
X5 Number of transfers -0.32 -1.70 -0.20 -1.30
X8 Business trip dummy 1.33 3.60 0.94 3.60
X7 Female dummy 0.65 2.60 0.47 2.30
ZI * Ride comfort (latent) 0.88 2.70 ------ ------
Z2* Convenience (latent) 1.39 4.10
Rho-bar-Squared 0.352 0.242
LATENT VARIABLE MODEL
Structural Model Comtort ZI * Convenience Z2*
(2 equations total. I per column) Est. k1 t-stat Est. 2 t-stat
X2 Age >40 -0.23 -1.40 041 3.30
Xl First class rail rider 0.29 !.00 ------ ------
XY3 Line haul travel time (rail-auto) -0.29 -1.30 ------ ------
X6 Term inal time (rail-auto) ------ ------ -0.52 -2.10
X5 Number of transfers by rail ------ ------ -0.05 -0.60
X4 Availability of free parking for auto ------ ------ 0.16 1.60
X (Age >40) * (Line haul travel time) -0.04 -0.10 ------ ------
Measzurement Model Comfort ZI* Convenience Z2*
(6 equations total, one per row) Est. c I t-stat Est. ac2 t-stat
11 Relaxation during trip 1.00 ------ 0.17 0.80
12 Reliability of the arrival time 0.77 1.80 1.00 ------
15 Flexibility of choosing departure time ------ ------ 1.49 4.30
16 Ease of traveling with children/baggage ------ ------ 1.16 1.16
13 Safety during the trip 0.69 3.10 0.33 2.00
14 Overall rating of the mode 1.64 2.60 2.43 5.90
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the discrete choice model. The rho-bar-squared for the model with latent attributes uses a degree-of-
freedom correction involving two variables beyond those used in the model without latent variables.
and thus this degree of freedom adjustment only accounts for the estimated parameters of the choice
model. Note that some of this improvement in fit would probably be captured in the choice model by
including in the base choice model the additional variables that are included in latent variable
structural model.
While the indicators used for comfort and convenience in this case study are adequate, the structural
equations are not particularly strong because of the limited explanatory variables available for
comfort and convenience. In general. it can be difficult to find causes for the latent variables. This
issue needs to be thoroughly addressed in the data collection phase.
Note that numerous variations on this model are presented in Chapter 4.
Case Study 2: Employees' Adoption of Telecommuting
The second case study (Bernardino, 1996) assesses the potential for the adoption of telecommuting
by employees. Figure 3-9 presents the modeling framework. The behavioral hypothesis is that an
employee faced with a telecommuting arrangement will assess the impact of the arrangement on
lifestyle, work-related costs and income, and then decide whether to adopt telecommuting.
Telecommuting is expected to influence lifestyle quality by providing the employee with the benefit
of increased flexibility to adjust work schedule, workload. personal needs. and commuting patterns.
The perceived impact is expected to vary according to the characteristics of the individual and of the
program. Telecommuting is also expected to impact household expenditures. such as utilities,
equipment. day care, and transportation. Figure 3-10 provides a full path diagram of the model,
noting the relationships between each variable.
The employee's decision to adopt a telecommuting program in a simulated choice experiment is
modeled as a function of her/his motivations and constraints, as well as the impacts of the available
program on lifestyle quality, work-related costs, and income. Changes in income are included in the
telecommuting scenarios, while latent constructs of benefit (i.e.. enhancement to lifestyle quality)
and cost are estimated. To obtain indicators for benefit, respondents are asked to rate the potential
benefits of the telecommuting program on a scale from I to 9 as shown in Table 3-3. These
responses provide indicators for the latent variable model. The latent cost variable is manifested by
the employees' responses to questions about the expected change in home office costs. child and
elder care costs, and overall work-related costs as shown in Table 3-4. The employee is assumed to
have a utility maximization behavior, and thus will choose to adopt a particular telecommuting
option if the expected change in utility is positive. This decision is influenced by the characteristics
of the arrangement, the individual's characteristics and situational constraints. and the perceived
benefits and costs of the arrangement.
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Modeling Framework for Employee's Adoption of Telecommuting
The adoption of telecommuting model is specified by the following equations.
Structural Model
Z* = X,,A + col,, = 1,2 , ,,- N(O.,,, diagonal), {2 equations}
(lXl) (1X14)(14X1) (X1!
U. = X,,fi + Z,;f2 + ,, , ,, standard logistic.
(lXl}) (X14)(14X1) (1X2) (2X1) (lXl)
Measurement Model2 5




{ 1 equation)= t, if < U < Y" = t, if v,'1 < u,7 • vt"
(1Xi) (lXi)
Likelihood Function
f (y, I,, I X,;a, , ,Z) =
lztI 1+exp(VP.+Z 1 3l2)yn J I -. r







Table 3-3: Indicators of Benefit
What type of impact would you expect the telecommuting arrangement to have on:
Your schedule flexibility
Your productivity
Your autonomy in your job




Your opportunity for promotion




negative ......................... positive12 34 56 78 912 34 56 78 912 34 56 78 912 34 56 78 912 34 56 78 912 34 56 78 912 34 56 78 912 34 56 78 912 34 56 78 912 34 56 78 912 34 56 78 9
Table 3-4: Indicators of Cost
How would you expect the telecommuting arrangement to impact your expenditures on:
home utilities: ( )decrease ( ) remain the same ( ) increase
child care: ( ) decrease ( ) remain the same ( ) increase
elder care: ( ) decrease ( ) remain the same ( ) increase
overall working costs: ( ) decrease ( ) remain the same ( ) increase
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25 Note that the indicators for the cost latent variable were on a 3-point scale and thereforc the specified measurement equations







Full Path Diagram for Model of Employee's Adoption of Telecommuting













The parameters to be estimated include: 8 (5 parameters estimated), a (13 parameters estimated, 1
parameter constrained to one for identification), A (11 parameters estimated), and the standard
deviations o (14 parameters estimated) and cr,o, (2 parameters: the benefit parameter is estimated,
the cost parameter is constrained for identification rather than constraining an a ), where the
covariances of the latent variable equations are restricted to zero. Unless otherwise noted, parameters
were set to zero based on statistical tests and a priori hypotheses about the behavior.
The estimation results are shown in Table 3-5 (estimated variances of the disturbance terms are not
reported). The model was estimated using observations from 440 individuals and employed a
simultaneous numerical integration estimation procedure. The top panel displays the results of the
choice model, which includes the latent explanatory variables benefit and cost. The lower panel
displays the results for the latent variable model. The latent variable model consists of many
equations: a structural equation for benefit, a structural equation for cost, I measurement equations
for benefit (one equation per row), and 3 measurement equations for cost (again, one equation per
row).
This model of the employee's adoption decision contains more information and allows for a clearer
behavioral interpretation than standard choice models. It demonstrates the impact of different
telecommuting arrangements on the employee's lifestyle and work-related costs, as a function of the
employee's characteristics and situational constraints. The results indicate that females and
employees with young children perceive a higher beneficial impact from telecommuting on lifestyle
quality than their counterparts. Note that unlike the other two case studies reviewed in this chapter, a
survey was conducted that was designed specifically for this model, and, as a result, the structural
models are quite strong with solid causal variables. For more information on these models and other
models for telecommuting behavior, see Bernardino (1996).
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Table 3-5: Estimation Results of a Telecommuting Choice Model
with Latent Attributes
CHOICE MODEL
Explanatory Variables Est. [3 t-stat
X8 Telecommuting specific constant 2.02 8.94
X9 · Higher salary to telecommuters (relative to 'same') 0.50 1.12
XIO Lower salary to telecommuters (relative to 'same') -2.36 -5.78
ZI * Benefit (latent variable) 0.99 7.01
Z2* Cost (latent variable) -0.37 -3.12
Rho-bar-Squared 0.35
LATENT VARIABLE MODEL
Structural Modelfor Benefits ZI * ( equation) Est. yl t-stat
XI Min # of telecommuting days/week -0.15 -6.65
X2 Max # of telecommuting days/week * team structure dummy 0.10 3.02
X3 Max # telecommuting days/week * individual structure dummy -0.04 -1.99
X4 Telework center telecommuting dummy -1.02 -14.75
X5 Travel time * female dummy 0.69 7.47
X6 Travel time * male dummy 0.27 3.21
X7 Child under 6 years old in household dummy 0.55 7.46
Squared multiple correlation for structural equation 0.28
Measurement Modelfor Benefits Z * (I 1 equations) Est. I t-stat
II Social life 0.59 11.61
12 Family life 0.80 18.37
13 Opportunity for job promotion 0.32 6.19
14 Job security 0.41 8.15
15 Schedule flexibility 0.76 14.40
16 Job autonomy 0.60 12.51
17 Your Productivity 0.92 20.87
18 Group productivity 0.61 12.43
19 Sense of well being 1.04 24.86
110 Job satisfaction 1.07 24.84
111 Life overall 1.00 
Structural Model for Cost Z2* (I equation) Est. X2 t-stat
XII Day care costs proxy 0.39 2.00
X12 Home office utilities proxy -0.36 -2.70
X13 Equipment costs 0.76 2.50
X14 Weekly transportation costs 0.65 2.91
Squared multiple correlation for structural equation 0.21
Measurement Modelfor Cost Z2* (3 equations) Est. a2 t-stat
112 Day care costs 0.37 4.78
113 Home office utilities costs -0.11 -3.07
114 Overall working costs 0.50 3.63
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Case Study 3: Usage of Traffic Information Systems
The objective of the third case study (Polydoropoulou, 1997) is to estimate the willingness to pay for
Advanced Traveler Information Systems. The model uses data collected for the SmarTraveler test
market in the Boston area. SmarTraveler is a service that provides real-time, location-specific, multi-
modal information to travelers via telephone.
Figure 3-11 shows the framework for the model, which includes a latent variable of satisfaction as an
explanatory variable in the usage decision. Travelers' satisfaction ratings of SmarTraveler are used
as indicators of the satisfaction latent construct. Table 3-6 shows the survey questions used to obtain
ratings of satisfaction. The model assumes that each traveler has an underlying utility for the
SmarTraveler service. The utility is a function of the service attributes such as cost and method of
payment, as well as the overall satisfaction with the service. Since utility is not directly observable, it
is a latent variable, and the responses to the alternate pricing scenarios serve as indicators of utility.
Respondents were presented with several pricing scenarios, and then asked what their usage rate (in
terms of number of calls per week) or likelihood of subscribing to the service would be under each
scenario. Two types of scenarios were presented: a 'measured' pricing structure in which travelers
are charged on a per call basis (corresponds to SP1 responses) and a 'flat rate' pricing structure in
which travelers pay a monthly subscription fee (corresponds to SP2 responses). Travelers' revealed
preference for free service is reflected by the actual usage rate, which serves as an additional
indicator of utility. Figure 3-12 provides a full path diagram of the model, noting the relationships
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Figure 3-11:





Full Path Diagram for Model of Usage of SmarTraveler












Table 3-6: Indicators of Satisfaction with SmarTraveler Service





Up to the minute information
Availability on demand
Accuracy of information
Level of detail of information
Provision of alternate routes
Hours of operation
Coverage of major routes
Cost of service
Overall satisfaction with service
1 2 3 4 5 6 78 9
1 2 3 4 5 6 78 9
1 2 3 4 5 6 78 9
1 2 3 4 5 6 78 9
1 2 3 4 5 6 78 9
1 2 3 4 5 6 78 9
1 2 3 4 5 6 78 9
1 2 3 4 5 6 78 9
1 2 3 4 5 6 78 9
1 2 3 4 5 6 78 9
All of the choice variables are ordinal categorical, and therefore ordinal probit choice models are
used. The revealed preference choice (yeY ) and the stated usage rate (y,'/') can take on the
following values:
1, if less than 1 call per week
2, if I to 4 calls per week
Y" = 3, if 5 to 9 calls per week
4, if more than 9 calls per week
The stated likelihood of subscription (y,, 2 ) can take on the following values:
1, if very unlikely to subscribe
2, if somewhat unlikely to subscribe
Y" 3, if somewhat likely to subscribe
4, if very likely to subscribe
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s;,P,"' - N(O,o C 2, ),
2" - N(O,.,2)!~~~~S 
(1X13)(13X1) (1X1)(1X1) (1X1) (lXl)
m denotes a particular measured rate scenario, and
q denotes a particular flat rate scenario.
The disturbance in the utility equations, ,,, are made up of 2 components: a respondent-specific
component and a dataset/scenario specific component. The random disturbance characterizing each
respondent, ,,, is constant for any respondent across pricing scenarios, and captures the correlation
among responses from the same individual (an "agent effect"). The assumed distribution for the
agent effect is ,N - N(0, C2).
Measurement Model
Il,, = Z>,r + Vn,, r = ,...,10 , v,, - N(0, ,, diagonal) , { 10 equations}
(lX1) (X1)(lX) (1X1)
RI' tRI'mY=t, ,i <U < , t= 1,...,4 ,
· r SIl SP11I ,IPI Ymn t, if ,, < U ;1, t=1,. ,4, m=
yS'P 2 t , r;S' 1,2 2t1,...4, q=1Yq =, tl, 4 qUl.
~~~v q I m... ,
r are unknown threshold parameters, with r o = -oo zl =0 (for identification), 4 = .
Additional Notation
RP_' ify, = t
n {0, otherwise
p 1, ifY lI = t
Y" { 0, otherwise and
NI'P2 1, ifyq; 2 = t
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Results
The parameters to be estimated include: /? (9 parameters estimated), a (9 parameters estimated, I
parameter constrained to for identification), A (5 parameters estimated), the threshold parameters
r, and the standard deviations o, (10 parameters), ( parameter), crs (1 parameter), CSP2 (1
parameter), crN (1 parameter), where c',?,, was constrained to for identification and the covariances
of the latent variable equations are restricted to zero. Unless otherwise noted, parameters were set to
zero based on statistical tests and a priori hypotheses about the behavior.
Table 3-7 shows the estimation results for this model (estimated threshold parameters, , and
variances of the error terms are not reported). The model was estimated using observations from 442
individuals, all of whom are SmarTraveler users, and a simultaneous numerical integration
estimation procedure. Results of two choice models are presented: one without the satisfaction latent
variable (the right column of the top panel) and one that includes the satisfaction latent variable (the
left column of the top panel). The integrated choice and latent variable model consists of the choice
model with the satisfaction variable and the latent variable model (one structural equation and 10
measurement equations).
The incorporation of satisfaction in the utility of SmarTraveler model significantly improved the
goodness of fit of the choice model. Note that some of this improvement in fit would probably be
captured in the choice model by including in the base choice model the additional variables that are
included in latent variable structural model. The rho-bar-squared for the model with latent attributes
uses a degree-of-freedom correction involving one variable (for the satisfaction latent variable)
beyond those used in the model without the latent variable, and thus this degree of freedom
adjustment only accounts for the estimated parameters of the choice model. See Polydoropoulou
(1 997) for additional model estimation results for this model, and for additional models of behavior
regarding SmarTraveler.
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Table 3-7: Estimation Results of ATIS Usage Model with Latent Satisfaction
CHOICE MODEL
WITH the Satisfaction .s . l . e -i t
Utility of SmarTraveler Service Latent Variable
Explanatory Variables Est. p t-stat . ..... - ti
.6 Constant for actual market behavior 0.94 5.20 '0.97 ,'90
.4 Constant for measured service 0.56 3.90 . 0.59 4.30
X7 Constant for flat rate service 0.10 0.70 ;- 0.1: 0;80
XS Price per call (cents/!O) -0.31 -15.90 ' ..31 -. 15:80
.r8 Subscription fee ($/10) -1.29 -15.50 -1.;27 -16.30
XI Income: S30,000-$50,000 0.02 0.10 0.15 1.00
,Y2 Income: $50.001-$75.000 0.32 2.10 03. ? . .2.60
A'3 Income: >$75.000 0.35 2.40 0.22 1.60
Z* Satisfaction Latent Variable 0.16 4.50 .. .
Rho-bar-Squared 0.65 0A49
LA TENT VA RI,4BLE MODEL
Structural Model ( I equation) Est. A t-stat
X9 Gender (male dummy) -0.19 -2.40
X10 NYNEX user -0.86 -10.50
XI Cellular One user -1.08 -8.20
X12 Age: 25-45 years -0.26 -1.60
X13 Age: >45 years -0.24 -1.40
Squared multiple correlation for structural model 0.104
Measurement Model ( 10 equations) Est. a t-stat Rt
11 Ease of use 0.46 7.80 0.15
12 Up to the minute information 1.26 21.60 0.64
13 Availability on demand 0.47 8.2 0.18
14 Accuracy of information 1.19 23.10 0.69
15 Level of Detail of information 1.10 22.60 0.63
16 Suggestions of alternative routes 0.75 7.80 0.16
17 Hours of operation 0.57 7.40 0.13
18 Coverage of major routes 0.59 12.60 0.25
19 Cost of service 0.19 5.30 0.06
110 Overall satisfaction with service 1.00 ----- 0.82
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Practical Findings from the Case Studies
In the case studies reviewed here, and in our other applications of the methodology, the general
findings are that implementation of the integrated choice and latent variable model framework
results in:
* Improvements in goodness of fit over choice models without latent variables, or, alternatively.
confidence that the simple choice model is adequately specified:
* Latent variables that are statistically significant in the choice model, with correct parameter
signs; and
* A more satisfying behavioral representation.
Several practical lessons were learned from our application of the methodology. First. in terms of the
measurement equations [3-3], a sufficient number of indicators relevant to the latent variable under
consideration, as well as variability among the indicators, are critical success factors. Second. for the
structural equations [3-1 ], it can be difficult to find solid causal variables (X ) for the latent
variables. In some cases, it is difficult to even conceptually define good causal variables, that is,
cases in which there are no good socioeconomic characteristics or observable attributes of the
alternatives that sufficiently explain the latent attitudes and/or perceptions. However, frequently it
happens that even if one can define good causal variables, these types of data have not been
collected and are not included in the dataset. To address both of these issues, it is critical for the
successful application of this methodology to first think clearly about the behavioral hypotheses
behind the choices, then develop the framework, and then design a survey to support the model. The
final major lesson is that these integrated models require both customized programs and fast
computers for estimation. The estimation programs and models tend to be complex. and therefore
synthetic data should be used to confirm the program's ability to reproduce the parameters as a
matter of routine. Such a test provides assurance that the model is identified and that the likelihood
,s programmed correctly, but does not otherwise validate the model specification.
Conclusion
In this chapter, we presented a general methodology and framework for including latent variables-
in particular, attitudes and perceptions-in choice models. The methodology provides a framework
for the use of psychometric data to explicitly model attitudes and perceptions and their influences on
choices.
The methodology requires the estimation of an integrated multi-equation model consisting of a
discrete choice model and the latent variable model's structural and measurement equations. The
approach uses maximum likelihood techniques to estimate the integrated model, in which the
likelihood function for the integrated model includes complex multi-dimensional integrals (one
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integral per latent construct). Estimation is performed either by numerical integration or simulation
(MSM or MSL), and requires customized programs and fast computers.
Three applications of the methodology are presented. The findings from the reviewed case studies
are that implementation of the integrated choice and latent variable model framework results in:
improvements in goodness of fit over choice models without latent variables, latent variables that are
statistically significant in the choice model, and a more satisfying behavioral representation.
Application of these methods requires careful consideration of the behavioral framework. and then
design of the data collection phase to generate good indicators and causal variables that support the
framework.
To conclude. we note that the methodology presented here and the empirical case studies that were
reviewed have merely brought to the surface the potential for the integrated modeling framework.
Further work is needed including investigation in the following areas:
Behavioral Framework: By integrating latent variable models and choice models, we can begin to
reflect behavioral theory that has here-to-for primarily existed in descriptive. flow-type models. The
behavioral framework and the methodology we present needs to be extended to continue bridging
the gap between behavioral theory and statistical models. For example. including memory.
awareness, process. feedback. temporal variables. tastes. goals. context, etc. in the framework.
Validation: The early signs indicate that the methodology is promising: the goodness of fit improves.
the latent variables are significant. and the behavioral representation is more satisfying. For specific
applications it would also be useful to conduct validation tests. including tests of forecasting ability.
consequences of misspecifications (for example. excluding latent variables that should be present).
and performance comparisons with models of simpler formulations.
Identification: Other than the methods we present for identification (the Three-step Rule. the use of
synthetic data, and the evaluation of the Hessian), there are no additional rules for identification of
the general formulation of the integrated choice and latent variable models. Similar to the way that
necessary and sufficient rules were developed for LISREL. the knowledge base of identification
issues for the integrated model must be expanded.
Computation: Application of this method is computationally intensive due to the evaluation of the
integral. Estimation time varies significantly with the particular application. but is usually on the
order of a few hours to several days using. for example. a 500 plus MHz Pentium processor.
Investigation of techniques such as parallel computing, particularly for estimation by simulation.
would greatly ease the application of such models.
The approach presented in this chapter is a flexible. powertful, and theoretically grounded
methodology that will allow the modeling of complex behavioral processes.
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Chapter 4:
Generalized Discrete Choice Model
In this chapter, we present a generalized discrete choice model that synthesizes a wide variety of
enhancements that have been made to the basic discrete choice paradigm. The model has the ability
to incorporate key aspects of behavioral realism and yet remains mathematically tractable. The
chapter begins by summarizing a variety of extensions, including those described in Chapters 2 and
3 as well as others, and then presents a generalized framework and specification. The basic
technique for integrating the methods is to start with the multinomial logit formulation, and then add
extensions that relax simplifying assumptions and enrich the capabilities of the basic model. The
extended models often result in functional forms composed of complex multidimensional integrals,
and so a key part of the generalized model is the implementation of the logit kernel smooth simulator
described in Chapter 2. This chapter also provides empirical results that demonstrate and test the
generalized discrete choice modeling framework.
Introduction
As described in the introductory chapter, researchers have long been focused on improving the
specification of the discrete choice model. A guiding philosophy in these developments is that such
enhancements lead to a more behaviorally realistic representation of the choice process, and
consequently a better understanding of behavior, improvements in forecasts, and valuable
information regarding the validity of simpler model structures. The objective of this chapter is to
extend the basic discrete choice model by integrating with it a number of extensions, including:
* Factor Analytic Probit-like Disturbances




We present a generalized framework that encompasses these extensions, describe each enhancement
and associated equations, and show relationships between methods including how they can be
integrated. Note that we summarize the material presented in Chapters 2 and 3 in order to provide a
complete picture of the generalized framework and to allow this chapter to stand on its own.
The extended models often result in functional forms composed of complex multidimensional
integrals. Therefore, we also describe an estimation method consisting of Maximum Simulated
Likelihood Estimation with a Logit Kernel smooth simulator, which provides for practical estimation
of such models.
The Discrete Choice Model
The framework for the standard discrete choice model is again shown in Figure 4-1. The model is
based on the notion that individual derives utility by choosing an alternative. The utilities U are
latent variables, and the observable choices y are manifestations of the underlying utilities. The
utilities are assumed to be a function of a set of explanatory variables X, which describe the
decision-maker n and the alternative i, i.e.:
Uj = V(X 1 ; 9) + s ,
where: V is a function of the explanatory variables,
0 is a vector of unknown parameters, and
si,, is a random disturbance.
This formulation is grounded in classic microeconomic consumer theory; brings in the random
utility paradigm pioneered by Thurstone (1927), Marshak (1960), and Luce (1959); and incorporates
the manner of specifying utilities developed by Lancaster (1966) and McFadden (1974).
Starting from this general equation, assumptions on the decision protocol and on the distributions of
the disturbances lead to various choice models, most commonly the utility maximizing GEV forms









Figure 4-1: Discrete Choice Model
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Simplifying Assumptions and the Base Model
In this chapter, we present the generalized discrete choice model as a set of methods that extend the
multinomial logit model (MNL). For each of the described methods, MNL forms the core, and all
extensions are built upon it. As will become apparent, this formulation offers complete flexibility
(for example, probit-like disturbances and nested structures can easily be implemented), enables
straightforward combination of methods, and has computational advantages.
In order to clarify the presentation of the generalized framework, we also make several simplifying
assumptions: we assume utility maximizing behavior, linear in the parameters systematic utilities,
and a universal choice set across respondents. It is straightforward to relax these assumptions, and
we will do so where a deviation is useful for the discussion.
Given this, the base discrete choice model is specified as follows: [4-1]
U,, = Xi,,,8 + v,,,, or, in vector notation U,, = X,,/1 + v,,, "Structural Equation"
1, if Uj,, = maxfU#, }Yi = 1J Ui "Measurement Equation"
O0, otherwise
where: n denotes individuals, n = 1,...,N, where N is the size of the sample;
i, j denote alternatives;
C is the choice set, which is comprised of J alternatives;
U,,, is the utility of alternative i as perceived by n; U, is the (J x 1) vector of
utilities;
Xi,, is a (1 x K) vector describing n and i; X,, is the (J x K) matrix of stacked
Xm .
,
,8 is a (K x 1) vector of unknown parameters;
yi,, is the choice indicator, and y,, is the (J x 1) vector of choice indicators; and
Finally, making the assumption that the disturbance (v,, ) is i.i.d. Extreme Value or
Gumbel (0, ,), the structural and measurement equations lead to the MNL formulation:
P(i X,,) = ex and the likelihood is P(y,, I X,,) = P(i I X, )Yin [4-2]
where P(i X.) is the probability that yi,, = 1, given X,, (and parameters 8 ). We denote the
logit probability as A(i I X,,). The variance of vi,, is g/u 2, where g is the variance of a
standard Gumbel (r 2 /6).
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Overview of the Components of the Generalized Framework
In this section, we provide background material and a brief presentation of each of the four
extensions. (Appendix D provides further detail on each of the extensions.) We will end with a
summary of the generalized discrete choice model.
Factor Analytic Disturbances and Logit Kernel
This first extension deals with both the disturbances of the choice model and computational issues.
The primary limitations with multinomial logit models, or Generalized Extreme Value models in
general, derive from the rigidity of the error structure. One relatively new solution to this problem is
the logit kernel model presented in Chapter 2, and which we briefly summarize here. This is a
discrete choice model that has both probit-like disturbances, which provide flexibility, as well as an
additive i.i.d. Extreme Value (or Gumbel) disturbance, which aids in computation.
Framework
The framework for the model is shown in Figure 4-2, which is just like the framework of a standard
discrete choice model except it has a parameterized disturbance. We parameterize the error structure
using a factor analytic form because this provides great flexibility and also enables one to represent
complex covariance structures with relatively few parameters and factors. This is a general
formulation that can be used to specify all known (additive) error structures, including,








Figure 4-2: Discrete Choice Model
with Factor Analytic Disturbances and a Logit Kernel
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Specification
The structure of the model (expanded on in both Chapter 2 and Appendix D) is:
U, = X,,/ + F,, T,, + v,,
where: F,,T,, are the factor analytic disturbances
F, is a (J x M) matrix of factor loadings, including fixed and/or unknown
parameters,
T is an (M x M) lower triangular cholesky matrix of unknown parameters,
where IT'= Cov(T,,),
4,, is an (M x 1) vector of unknown factors with independent standard
distributions, and
U, X, fl, v are as in the base MNL model (Equation [4-1 ] ).
While the factor analytic disturbances provide for flexibility, the i.i.d. Gumbel term aids in
computation. Namely, if the factors ,, are known, the model corresponds to a multinomial logit
formulation:
A(i X,,, ,) = eXp+,.c) 
Z, e(Xn+/J')
.jEC
Since the ',, is in fact not known, the unconditional choice probability of interest is:
P(i I X,,) = t A(i I X,,;)n(;, IM )d ,
where n(, IM ) is the joint density function of '. We can naturally estimate P(i I X,,;c5) with an
unbiased, smooth, tractable simulator, which we compute as:
IDP~i| n =1 EA(iI|X,(,,).;
where ,d, denotes draw d from the distribution of ,, thus enabling us to estimate high
dimensional integrals with relative ease.
Applications
The earliest applications of logit kernel were in random parameter logit specifications, which
appeared 20 years ago in the papers by Boyd and Mellman (1980) and Cardell and Dunbar(1980).
Since then, there have been numerous applications and investigations into various aspects of the
model, including Ben-Akiva and Bolduc (1996), Bhat (1997, 1998), Bolduc and Ben-Akiva (1991),
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Bolduc, Fortin and Fournier (1996), Brownstone, Bunch and Train (2000), Brownstone and Train
(1999), Goett, Hudson, and Train (2000), GonUl and Srinivasan (1993), Greene (2000), Mehndiratta
and Hansen (1997), Revelt and Train (1998 & 1999), Srinivasan and Mahmassani (2000), and Train
(1998). Most of the applications in the literature are in the area of random parameters, but there are
also applications of heteroscedasticity (Ben-Akiva and Bolduc, 1996, and Greene, 2000), nesting
(Ben-Akiva and Bolduc, 1996), cross-nesting (Bhat, 1997), dynamics (Srinivasan and Mahmassani,
2000), and auto-regressive applications (Bolduc, Fortin and Fournier, 1996). A very important recent
contribution is McFadden and Train's (2000) paper on mixed logit (a generalization of logit kernel
in which the mixing function does not have to be continuous), which both (i) proves that any well-
behaved random utility consistent behavior can be represented as closely as desired with a mixed
logit specification and (ii) presents easy to implement specification tests for these models.
Combining Stated and Revealed Preferences2 6
The second extension deals with the issue of combining choice data from different sources. There
are two broad classes of choice or preference data that are used to estimate discrete choice models:
revealed preferences, which are based on actual market behavior, and stated preferences, which are
expressed responses to hypothetical scenarios. Each type of data has its advantages and
disadvantages, including:
Choices: Revealed preferences are cognitively congruent with actual behavior,
whereas stated preferences may be subject to various response biases.
Alternatives: Revealed preferences can only be gathered for existing alternatives, whereas
stated preferences can be elicited for new (i.e., non-existing) alternatives.
Attributes: The attributes of the alternatives in a revealed preference setting often have
limited ranges, include measurement errors, and are correlated. Stated





The actual choice sets are often ambiguous for revealed preferences, whereas
for stated preferences they are well defined (albeit the respondent may not
consider all alternatives).
It is difficult to obtain multiple revealed preferences from an individual (for
example, it requires a panel setting), whereas repetitive questioning using
hypothetical scenarios is easily implemented in stated preference surveys.
Revealed preferences only provide information on the actual choice, whereas
stated preferences can employ various response formats such as ranking,
rating, or matching data that provide more information.
26 This SP/RP discussion in this chapter is based on Ben-Akiva and Morikawa 1990, Morikawa 1989, and Morikawa, Ben-
Akiva, and McFadden 1996.
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Given these strengths and weaknesses, the two types of data are highly complementary, and
combined estimators can be used to draw on the advantages of each. A fundamental assumption in
conducting SP surveys is that the trade-off relationship among major attributes is common to both
revealed and stated preferences. When there is such an overlap between the RP model and the SP
model, there are advantages to jointly estimating the models.
Framework
Ben-Akiva and Morikawa (1990) developed techniques for combining the two types of data. (See
also the review in Ben-Akiva et al., 1994.) The framework for the combined estimator is shown in
Figure 4-3, in which both stated preferences and revealed preferences are indicators of the
unobservable utilities. The benefits of the combined model include correcting bias that may exist in
:Ie SP responses, identifying the effect of new services, identifying the effects of attributes that have
:ither limited range or are highly correlated in the RP data, and improving efficiency of the
arameter estimates. In order to combine the preference data, there are two important issues
involving the RP and SP disturbances that need to be considered. First, they are most likely
correlated across multiple responses for a given individual. Second, the scale (i.e., the variances of




RP and SP Disturbances




Figure 4-3: Joint Revealed and Stated Preference Model
Applications
These techniques are becoming fairly common in the literature. For example, joint SP/RP models
have been used to model recreational site choice (Adamowicz et al., 1994), intercity mode choice
(Ben-Akiva and Morikawa, 1990), choices among gasoline and alternative fueled vehicles
(Brownstone et al., 2000), and pre-trip decisions as influenced by traveler information systems
(Khattak et al., 1996).
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Choice and Latent Variables
This extension deals with the causal structure of the model, and the ideas include capturing latent
causal variables and also making use of different types of behavioral data. Often in behavioral
sciences, there are concepts of interest that are not well defined and cannot be directly measured, for
example knowledge, ambition, or personality. These concepts are referred to as latent constructs.
While there exists no operational methods to directly measure these constructs, latent variable
modeling techniques are often applied to infer information about latent variables. These techniques
are based on the hypothesis that although the construct itself cannot be observed, its effects on
measurable variables (called 'indicators') are observable and such relationships provide information
on the underlying latent variable. We consider first the incorporation of continuous latent factors as
explanatory variables in discrete choice models (a summary of what was presented in Chapter 3),
and in the subsequent extension we also incorporate discrete latent constructs.
The behavioral framework for integrated choice and latent variable models is presented in Figure
4-4. The aim is to explicitly treat the psychological factors, such as attitudes and perceptions,
affecting the utility by modeling them as latent variables. Psychometric data, such as responses to












Figure 4-4: Behavioral Framework for Including Attitudes and Perceptions
in Discrete choice Models
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A general approach to synthesizing models with latent variables and psychometric-type
measurement models has been advanced by a number of researchers including Keesling (1972),
J6reskog (1973), Wiley (1973), and Bentler (1980), who developed the structural and measurement
equation framework and methodology for specifying and estimating latent variable models. Such
models are widely used to define and measure unobservable factors. Much of this work focuses on
continuous latent constructs and continuous indicators and is not described in relation to discrete
choice models. When discrete indicators are involved, direct application of the continuous indicator
approach results in inconsistent estimates. Various corrective procedures have been developed for
discrete indicators (see, for example, Olsson 1979, Muth6n 1979, 1983, and 1984), and methods
have been developed when both the latent variables and indicators are discrete (see, for example,
Goodman, 1974, and McCutcheon, 1987).
In the area of discrete choice models, researchers have used various techniques in an effort to
explicitly capture latent psychological factors in choice models. Alternative approaches include
directly introducing the indicators as explanatory variables, or sequentially estimating a latent
variable model and then a choice model (see Chapter 3 for a discussion). The method presented here
is a general treatment of the inclusion of latent variables and psychometric data in discrete choice
models. The methodology integrates latent variable models with discrete choice models, resulting in
a rigorous methodology for explicitly including psychological factors in choice models. A
simultaneous maximum likelihood estimation method is employed, which results in consistent and
efficient estimates of the model parameters.
The work on the methodology presented here began during the mid-I 980s with the objective of
making the connection between econometric choice models and the extensive market research
literature on the study of consumer preferences (Cambridge Systematics, 1986; McFadden, 1986;
and Ben-Akiva and Boccara, 1987). Since then, a number of researchers have continued developing
and testing the techniques as evidenced by the variety of applications discussed below.
Framework
The integrated modeling framework, shown in Figure 4-5, consists of two components, a choice
model and a latent variable model.
The choice model is as before, except that now some of the explanatory variables are not directly
observable. It is possible to identify a choice model with limited latent variables using only observed
choices and no additional indicators (see, for example, Elrod, 1998). However, it is quite likely that
the information content from the choice indicators will not be sufficient to empirically identify the
effects of individual-specific latent variables. Therefore, indicators of the latent variables are used
for identification, and are introduced in the form of a latent variable model.
The top portion of Figure 4-5 is a latent variable model. Latent variable models are used when we
have available indicators for the latent variables. Indicators could be responses to survey questions
regarding, for example, the level of agreement, satisfaction with, or importance of attributes or an
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attitudinal statement. The figure depicts such indicators as manifestations of the underlying latent
variable, and the associated measurement equation is represented by a dashed arrow. A structural
relationship links the observable causal variables (and potentially other latent causal variables) to the
latent variable, and these are shown as solid arrows.
Explanatory 1I Variables X 
~~\%^4~~~~~ Latent Variable
Model
V I Latent Latent Variable







Figure 4-5: Integrated Choice & Latent Variable Model
The integrated choice and latent variable model explicitly models the latent variables that influence
the choice process. Structural equations relating the observable explanatory variables to the latent
variables model the behavioral process by which the latent variables are formed. While the latent
constructs are not observable, their effects on indicators are observable. Note that the indicators do
not have a causal relationship that influences the behavior. That is, the arrow goes from the latent
variable to the indicator, and the indicators are only used to aid in measuring the underlying causal
relationships (the solid arrows). Because the indicators are not part of the causal relationships, they
are typically used only in the model estimation stage and not in model application.
Applications
The following are examples of how latent variables have been incorporated into choice models
(some of which were described in detail in Chapter 3):
* Bernardino (1996) modeled telecommuting behavior and included latent attributes such as the
costs and benefits of a program,
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* Brsch-Supan et al. (1996) modeled the choice of living arrangements of the elderly and
included a latent health characteristic,
* Hosoda (1999) modeled shoppers' mode choices and included latent sensitivities to time, cost,
comfort, and convenience.
* Morikawa et al (1996) modeled intercity mode choices and included the latent attributes of
comfort and convenience,
* Polydoropoulou (1997) modeled responses to advanced traveler information systems and
included latent variables such as knowledge and satisfaction,
* Ramming (2000) modeled commuters' choice of route to work and included a latent
characteristic that represents knowledge of the transportation system, and
* Train et al. (1987) modeled consumers' choices of public utility rate schedules and included
latent characteristics such as the importance of energy consumption and the importance of
finding new energy sources.
Choice and Latent Classes
This extension focuses on capturing latent segmentation in the population. As with random
parameter models and latent variable models, latent class models also capture unobserved
heterogeneity, but are employed when the latent variables are discrete constructs. The idea is that
there may be discrete segments of decision-makers that are not immediately identifiable from the
data. Furthermore, these segments (or classes) may exhibit different choice behavior in terms of
choice sets, decision protocols, tastes, or model structure (for example, nesting). While we cannot
deterministically identify the classes from the observable variables, we presume that class
membership probabilities can be estimated.
Framework
The framework for a latent class model is shown in Figure 4-6, in which the latent classes are shown
to either impact the formulation of the utilities in terms of, for example, taste variation, decision
protocols, or choice sets. The basic form of the latent class model is:
P(i I X,,) = P(i X,,; s)P(s I X,,).
In this equation, the choice model, P(i X,,;s), is class-specific and may be specified differently for
different classes of individuals, s. The class membership model, P(s I X,,), is the probability of











Figure 4-6: Discrete Choice Model with Latent Classes
Applications
The following are examples of how latent classes have been used to improve the behavioral
representation and explanatory power of choice models:
* Ben-Akiva and Boccara (1996) modeled commuters' mode choices allowing for different choice
sets among travelers,
* Gopinath (1995) modeled intercity travelers' mode choices allowing for different decision
protocols among classes (for example, utility maximizers versus habitual choosers),
* Gopinath (1995) modeled shippers' choices between train and truck allowing for different
sensitivities to time and cost, and
* Hosoda (1999) modeled shopper's mode choice allowing for different sensitivities of time and
cost, for example, distinguishing between patient and impatient travelers.
The Generalized Discrete Choice Model
Integrating the extensions described above leads to the generalized discrete choice model as shown
in Figure 4-7. The framework draws on ideas from a great number of researchers, including Ben-
Akiva and Morikawa (1990) who developed the methods for combining revealed and stated
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preferences; Cambridge Systematics (1986) and McFadden ( 986) who laid out the original ideas for
incorporating latent variables and psychometric data into choice models; Ben-Akiva and Boccara
(1987) and Morikawa, Ben-Akiva, and McFadden (1996) who continued the development for
including psychometric data in choice models; Gopinath (1995) who developed rigorous and flexible
methods for capturing latent class segmentation in choice models; and Ben-Akiva and Bolduc (1996)
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Figure 4-7: Generalized Discrete Choice Framework
As shown in Figure 4-7, the core of the model is the standard multinomial logit model (highlighted
in bold), and then the extensions are built upon it:
Factor Analytic (probit-like) disturbances in order to provide a flexible covariance structure,
thereby relaxing the independence from irrelevant alternatives (IIA) condition of MNL and









Combining revealedpreferences (what people actually do) and statedpreferences (what people
say that they would do) in order to draw on the advantages of the two types of data.
Explanatory 
Variables
RP and SP Disturbances
-. Choice Indicators




Incorporating latent variables in order to integrate behavioral indicators and to provide a richer
explanation of behavior by explicitly representing the formation and effects of latent constructs













* Stipulating latent classes in order to incorporate yet another type of behavioral indicator and to
capture latent segmentation that may influence various aspects of the choice process including













Most of the methodological developments and applications found in the literature apply a single one
of the extensions we describe in this chapter. Exceptions that we have found are G6niil and
Srinivasan (1993) who developed a model with random parameters and latent classes and Hosoda
(1999) who included continuous latent variables as explanatory variables in a latent class model. The
generalized framework proposed here integrates the various extensions available for discrete choice
models.
The framework has its foundation in the random utility model, makes use of different types of data
that provide insight into the choice process, allows for any desirable disturbance structure (including
random parameters and nesting structures) through the factor analytic disturbances, and provides
means for capturing latent heterogeneity and behavioral constructs through the latent variable and
latent class modeling structures. Through these extensions, the choice model can capture more
behaviorally realistic choice processes and enable the validity of more parsimonious structures to be
tested. Furthermore, the framework can be practically implemented via use of the logit kernel
smooth simulator (as a result of the additive i.i.d. Gumbel) and a maximum simulated likelihood
estimator.
Generalized Discrete Choice Model
In this section, we discuss the specification, estimation, and identification for the generalized model.
Framework
The framework for the generalized discrete choice model is in Figure 4-7, which shows how the
extensions (factor analytic disturbances, joint SP/RP, latent variables, and latent classes) are
conceptually integrated into a single framework.
Specification
In specifying the generalized discrete choice model, it is useful to think of two different aspects to
the process. The first is specifying the behavioral model of interest, i.e., a model that explains market
behavior (revealed preferences) and the causal relationships behind this behavior. Typically, a model
with a rich behavioral structure cannot be estimated by drawing on revealed preferences alone. So,
the second aspect of the specification has to do with incorporating additional behavioral indicators to
aid in estimating and identifying the parameters in the model of interest. Each of these aspects is
addressed below.
The Generalized Choice Model
The generalized model that explains the market behavior consists of several components. The core
of the model is the multinomial logit probability, which we denote as A(y,7, IX,,). As discussed
above, adding features such as factor analytic disturbances (FT' ), latent variables (Xi), and latent
classes (s) can be used to relax the limiting restrictions of the multinomial logit formulation and
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enrich the behavioral representation of the model. While these additional elements are all unknown
factors, we can write the multinomial logit probability given the latent variables, latent classes, and
factors, which we denote as A(y ,, ,X,s,.
However, because the latent variables, classes, and factors are, in fact, unobservable, there are
additional components to the model that are necessary in order to specify their distributions. These
include:
* The distribution of the factor analytic disturbances, f(;);
* The distribution of the latent variables, as defined by the latent variables structural (i.e., causal)
model, f(X IX,,); and
* The class membership model, P(s I X,,), which is the probability of belonging to class s given
explanatory variables X,,.
These components are integrated together to form the generalized choice model:
s
P(Y I X,) = (A(y, IX,X*, s, )P(s I X,, ))f(X I X,,)f(')dX d; [4-3]
..=I
The conditional logit probabilities, A(yR I X,,,X,,s,4), are first summed over the latent classes,
and then integrated over the unknown latent variables and factor analytic disturbances. The resulting
function is the probability of the revealed behavior as a function of observable explanatory variables.
This is the model of interest in that it explains market behavior. It also allows for a rich causal
specification through incorporation of flexible disturbances, latent variables, and latent classes. This
generalized choice model includes the parameters of the systematic utilities from the basic logit
model (,8 ), the parameters of the factor analytic disturbances, the parameters of the class
membership model, and those of the structural equations of the latent variables. This is a lot to
estimate using only the revealed choices, and this is where the other sources of data come into play.
The Likelihood Function
While the revealed preferences are the only behavior that we are interested in explaining and
predicting, there also exists a host of other behavioral indicators that can provide assistance in
estimating the parameters of the behavioral model presented above. These include:
* Stated preferences, y, which aid in estimating the parameters of the choice model (,B).
* Psychometric indicators, 1,,, which help with the estimation of the class membership model,
P(s X,,), and the latent variable structural model, f(X,, I X,,).
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To make use of this information, we introduce two more elements to the model. The first is the SP
model, which is analogous to the RP model as written above:
A(yS' I X,,,X2,s,4), and q 1,...,Q,,, denoting multiple responses per individual.
The SP model will share some parameters with the RP model. Thus by using appropriate
experimental designs for the SP experiment, the inclusion of SP data can improve the estimation of
the RP choice model parameters. Note that there is often correlation among SP responses and
between SP and RP responses that should be captured in the joint model. (See Appendix D for
further discussion.)
The second element is the measurement model for the latent constructs. This is written as the
distribution of the indicators given the latent variables and the class, s, as follows:
f (I I Xt, s)
Note that the addition of the SP model and the measurement model will add nuisance parameters,
which are not a part of the behavioral model of interest (i.e., Equation [4-3]), but also must be
estimated.
Incorporating these additional elements into Equation [4-3], the likelihood function is then:
py, , ,, I X,, ) = [4-4]
A(y, ' X,,,X ,s, A(y' X,"  X ,sf(I,, Xs)P(s X,)f(X* I X,,)f()dX*dff~~~~~ y,,, x,'s, of(I, I x* s)P( I x., x
q--I
Alternatively,
P(y , y; , I,, X, ) =
SIJ•([y, y, I ,,,x ,,,s, )f(I,, I X*,s)P(s I X,,))f(X* I X,,)f(4)dX*d4,
s'l
where p(yly;l X ,,, X,, s, ) = A(y," I X,,,X , s, ;)]7 A(y;, X,,, Xs, .
q=1
Application
While the full specification shown in Equation [4-4] is used to estimate the model, the aim of
including the additional behavioral indicators is simply to improve the specification of the




We use maximum simulated likelihood (MSL) techniques for estimation, although clearly other
methods (for example, Method of Moments) could be implemented. We choose MSL because of its
straightforward interpretation and implementation, as well as its performance and asymptotic
properties.
As described above, Equation [4-4] is used for estimation. One key in estimation is to write the
equation such that the distribution over which the integral is taken is independent multivariate
standard normal, because this allows the application of general estimation code. For example,
making the assumption that the latent variable structural model is of the form:
X, = h(X,,) + cv,
where h(.) is a vector function of the explanatory variables and co is a vector of random
disturbances. Given these relationships, X, can then be replaced in the likelihood by X,, and c.
Thus, f(I,, I X,s) becomes f(I,, X,, c, s); f(X,, I X,,) becomes f(co); and
P(ypI y,;2 l I X, XXPs,) becomes P(y,,'' ,y,, I X,,,cw,s,;), which leads to the following likelihood
function:
P(y, ,Y,, I I X,,) =
S I' 'SP ,cvs4 
'I( P(y R ' ,y,' I X,,,o, s,C)f (In |X,,,o,s)P(s l x,,))f (o))f (C;).dod
s=l
By construction, the factors co (from the latent variables) and ; (from the factor analytic
disturbances and correlation among RP and SP disturbances) are i.i.d. normally distributed (via the
Cholesky decomposition, if necessary). A second key to the estimation is to keep the dimensionality
of the integral down. The dimension is determined by the factor analytic parameters (in 4), the
RP/SP correlation terms (also in 4), and the latent variables (c). It is also desirable to keep the
number of classes small. When the dimension of the integral is above 3, simulation techniques are
required in order to evaluate the integral. The basic idea behind simulation is to replace the multifold
integral (the likelihood function) with easy to compute probability simulators. The advantage of the
logit kernel formulation is that it provides a tractable, unbiased, and smooth simulator for the
likelihood, namely:
P(YnR, Yt,I,, IX,, ) [4-5]
D s
d=I s=
where 4d and ,C are particular realizations (or draws) from a standard normal distribution. Thus,
the integral is replaced with an average of values of the function computed at discrete points. There
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has been a lot of research concerning how best to generate the set of discrete points. The most
straightforward approach is to use pseudo-random sequences (for example, Monte Carlo). However,
variance reduction techniques (for example, antithetic draws) and quasi-random approaches (for
example, Halton draws, which are used in this chapter) have been found to cover the dimension
space more evenly and thus are more efficient. See Bhat (2000) for further discussion.
Using the probability simulator, the simulated log-likelihood of the sample is:
N
L(a) = '1nP(y,' y;, , I X,, ) , [4-6]
n=1
where S is the vector of all the unknown parameters. The parameters are then estimated'by
maximizing Equation [4-6] over the unknown parameters.27
A well-known issue is that the simulated log-likelihood function, although consistent, is simulated
with a downward bias for finite number of draws. The issue is that while the probability simulator
(Equation [4-5]) is unbiased, the log-simulated-likelihood (Equation [4-6]) is biased due to the log
transformation. In order to minimize the bias in simulating the log-likelihood function, it is
important to simulate the probabilities with good precision. The precision increases with the number
of draws, as well as with the use of intelligent methods to generate the draws. The number of draws
necessary to sufficiently remove the bias cannot be determined a priori; it depends on the type of
draws, the model specification, and the data. Therefore, when estimating these models, it is
necessary to verify stability in the parameter estimates as the number of draws is increased. In
Appendix E, we provide results verifying that the models we present in the case study (next) have
'stabilized', which we somewhat arbitrarily define as when the estimation results converge'to within
one standard error. Note that as the dimensionality of the integral increases, so too does the required
number of draws. Also note that some of our models (particularly the high dimensional random
parameter models) required 20,000 Halton draws, and they are still not perfectly stable. This
suggests that the model may need to be simplified in order to make estimation feasible.
Identification
Identification can be difficult, particularly as the model gets more complex. While specific
identification rules have been developed for special cases of the generalized framework, there are no
general necessary and sufficient conditions for identification. The best we can do is to apply the
sufficient, but not necessary technique of conditionally identifying each sub-module (as in the two-
and three-step approaches). However, in many cases there remains uncertainty regarding
identification and, furthermore, even models that are theoretically identified often have
multicollinearity issues that impede estimation of the parameters. Therefore, the use of empirical
27 In some cases, sequential estimation methods could be used (see, for example, Ben-Akiva et al., 1999, Morikawa 1989, and
Morikawa et al., 1996), which produce consistent but inefficient estimates.
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identification tests is highly recommended. There are several possible techniques in this category,
including:
* Conducting Monte Carlo experiments by generating synthetic data from the specified model
structure (with given parameter values), and then attempting to reproduce the parameters using
the maximum likelihood estimator. If the parameters cannot be reproduced to some degree of
accuracy, then this is an indication that the model is not identified.
* Verifying that the parameters converge to the same point and likelihood given different starting
values.
Verifying that the Hessian of the log-likelihood function is non-singular (a test of local
identification). This test is usually performed automatically in order to generate estimates of the
standard errors of estimated parameters.
* Constraining one or more parameters to different values, and verifying that the log-likelihood
shifts as a result. (This test is particularly useful when there is one or more suspect parameters.)
* Verifying that the parameters are stable as the number of simulation draws is increased. This is
critical, as an unidentified model will usually appear identified with a small number of draws.
Case Study
To demonstrate and test the generalized discrete choice model, we applied the technique to a single
model application. Appendix D provides the general equations for each of the methods, and here we
provide them for a particular application.
Data
The models presented use data collected in 1987 for the Netherlands Railway. (A subset of these
data was used for Case Study in Chapter 3.) The purpose in collecting the data was to assess the
factors that influence the choice between rail and auto for intercity travel. The data were collected by
telephone, and consist of people who had traveled between Nijmegen and Randstad (approximately a
two-hour trip) in the 3 months prior to the survey. The following information was collected for each
of 228 respondents:
* Demographic data:
Characteristics of the respondent, for example, age and gender.
* Psychometric data:
Subjective ratings of latent attributes of rail and auto, for example, relaxation and reliability.
* Revealed Preference data (RP):
Characteristics of the Nijmegen to Randstad trip made by the respondent, including:
- the chosen mode (rail or auto);
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- characteristics of the trip, such as trip purpose (business or other), number of persons
traveling, and whether or not there was a fixed arrival time requirement; and
- attributes of the alternatives, including cost, in-vehicle and out-of-vehicle travel times,
number of transfers (rail only).
Stated Preference data I (SPJ - rail versus rail):
Responses to a stated preference experiment of a choice between two hypothetical rail services.
For each experiment, the respondent was presented with two hypothetical rail alternatives for the
particular intercity trip reported in the RP experiment. Each alternative was described by travel
cost, travel time, number of transfers, and level of amenities. Level of amenities is a package of
different aspects such as seating room and availability, quietness, smoothness of ride,
heating/ventilation, and food service, but is presented at only three levels (0, 1, and 2, the lower
the better). Given the two alternatives, the respondent was asked to state his or her preference on
the basis of a five point scale:
1 - definitely choose alternative 1,
2 - probably choose alternative 1,
3 - not sure,
4 - probably choose alternative 2, and
5 - definitely choose alternative 2.
Each respondent was presented with multiple pairs of choices, and a total of 2,875 responses
were collected (an average of about 13 per person).
* Stated Preference data 2 (SP2 - rail versus auto):
Responses to a stated preference experiment of a choice between hypothetical rail and auto
services.
For each experiment, the respondent was presented with a hypothetical rail alternative and a
hypothetical auto alternative for the particular intercity trip reported in the RP experiment. Each
alternative was described by travel cost, travel time, number of transfers (rail only), and level of
amenities (rail only). Given the two alternatives, the respondent was asked to state his or her
preference on the basis of a five point scale:
- definitely choose auto,
2 - probably choose auto,
3 - not sure,
4 - probably choose rail, and
5 - definitely choose rail.
Each respondent was presented with multiple pairs of choices, and a total of 1,577 responses
were collected (an average of about 7 per person).
For additional information on the data, see Bradley, Grosvenor, and Bouma (1 988).
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Base Models for the Case Study
For binary choice models, it is convenient to introduce a slightly different notation than in the
general case. There are 2 utilities, only the difference between the utilities matters, and so we
express one utility equation, which is the difference between the two utilities:
U,,n =U1, - u 2 = , + n 
where U,, is (lx 1), X,, is (lxK) and isequal to (X,,, - X 2,,), fJ (K x 1) is as before, and v,, is
the difference between two independent Gumbel distributed random variables (and is therefore
logistically distributed).
For the revealed preference data, the choice indicator is a standard 0/1 binary choice indicator, and
we redefine the choice indicator as:
,Y' = - if URp" 0 (person n chose rail)
i" - if U,,R' < 0 (person n chose auto)
The likelihood for an RP response is then:
^(y ,d" I )
+ e-"~' X'r~)y'
[4-7]
The stated preference choice indicators consist of a five-point preference rating, and so an ordinal
logit model is used. The utility is specified as above (in differenced form), and threshold values
(r) are specified in the utility scale such that:
1 ' -L O T'!;' < 
2 ¶3 ,y 4 U.
where r0 =-oo and r 5 =o .
We define the ordinal choice indicator as:
I ifr. 1 <U' riyzsFP=T1 if god <u;}~' = -"; i= 1.. 5.
m 0 otherwise
and the vector of these indicators is y." = Y , Y )
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-1 11 kill - I k S, O _ -, ".;,. 9, i ) ,
P 2) = P (r < U,,"p :5 r2 ) ,11
P"(3) = P(-r2< U,,"' <,r3 ) ,
P,,(4) = P(r, < U,,"" < r4 ) ,
P,, (5) = P(,r4< U,"," <'r5),
'r 
The likelihood for each ordinal preference rating is then:
5 (1+ 1
p~y;~) X ;fivu = 11 t\I +ehG'~/~)-1+ e-P(x~'ii
where there is a different specification for each SP dataset (SPI and SP2).
One final detail on the ordinal model is the normalization of the threshold parameters. For the Rail
versus Rail stated preference data, the order of the alternatives is irrelevant (i.e., they can be
swapped without affecting the model), therefore, the threshold parameters must be symmetric, i.e.,
T' = - 4 and r 2 = 3 . We verified that the data support this constraint (via a likelihood ratio test),
and all models presented here impose the constraint. For the Rail versus Auto stated preference data,
the symmetry condition is not necessary (and statistical tests on the data verified that it does not
hold). However, since we estimate a constant in the model, we must impose one constraint on the
threshold parameters to identify the model. The constraint we impose is r 2 = -r 3, because this
maintains zero as the center point of the threshold parameters.
Table 4-1: Revealed Preference Binary Logit Mode Choice Model
Mode Choice Model: Rail versus Auto
Parameter U,1 Uauto Est. Std Er. t-stat
Rail constant v1 0.637 0.425 (1.5)
Work trip dummy v 1.21 0.48 (2.5)
Fixed arrival time dummy / 0.736 0.368 (2.0)
Female dummy 1 0.949 0.352 (2.7)
Cost per person in Guilders i -0.0477 0.0122 (3.9)
Out-of-vehicle time in hours V / -2.90 0.80 (3.6)
In-vehicle time in hours / -0.554 0.462 (1.2)
Number of transfers 1 -0.255 0.255 (1.0)




The first model we present using the mode choice data is a binary logit model using the revealed
preference data. This is equivalent to a classic mode choice model. The likelihood for this model is
as written in Equation [4-7]. The estimation results are shown in Table 4-1. We report robust
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standard errors2 8 and/or t-statistics for all models. The check marks in the Urail and Uauto columns
signify whether the parameter is included in the rail and/or auto utility. The signs of the parameters
are as expected. With the exception of in-vehicle time and number of transfers, the parameters are
significantly different from zero. The monetary value of in-vehicle time is 1 1.6 Guilders per hour or
about $5.60 per hour29, and for out-of-vehicle time it jumps to 60 Guilders or $29 per hour.
Joint Stated and Revealed Preference Model
We first apply the joint RP/SP technique, because this model then forms the basis for all other
models that we estimate. For each respondent, we have the following choice indicators available:
Type of Indicator
Revealed preference




R,,Stated preferences from rail versus auto hypothetical scenarios
The utilities are:
Un =X l + MU IL + Vn, 
US)I xsl"l +eUllq= X?' + ,nq +I
= ' ,,





Where an agent effect (q7) is included to capture correlation among the SP responses and between
the SP and RP responses for a given individual. It does not enter the SPI model, because it does not
have defined alternatives (i.e., it is rail versus rail).
The likelihood function for the joint model is:
P(yf, xyI ',y; 2, I X,) =
where:
[4-8]
JA(y,," I X,, ')P(y"' I X,", ,)P(.y,," I ,X; rl'2,q);b(r)dq,
q is a scalar parameter,
0(.) denotes the standard normal distribution,
8 includes ,6,,t,
1
1 +e-(X , fi+vR",,, )yRP" [4-9]
28 Using the robust asymptotic covariance matrix estimator H - I BH - i , where H is the Hessian (calculated numerically, in
our case) and B is the cross product of the gradient. (Newey and McFadden. 1994)
29 In 1985 dollars, using 1985 exchange rate.
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A R X,,r7, 
P(y,V" I X;"Il)
,
Qh, 5 1 1
=iii X . ' l e I)qrl .ji I + ¢-#w ','-., ' -r! 2 · ] + e-#.",l(,!'.. ,8- rli )) [4-10]
p(y'12; , , X ,1 )
R,, 5 1 1 I,
= i-v-ir,.,, ?., - , ,.,~(X~~~~~~~~~~~~~~~.,,.,,+W.1 [4-11]nT nt 1+ eP/t./2 (X"I' 2f +W -) 1 -eIt (Xy;S2 "I +'1W2 )-r2 )1
r=Table i=2:Joint Stated Preference & Revealed Preference Mode Choice Model + + e
Table 4-2: Joint Stated Preference & Revealed Preference Mode Choice Model
Joint RP/SPI/SP2 RP Only (Rail vs. Auto) SP1 Only (Rail vs. Rail) SP2 Only (Rail vs. Auto)
Parameter U,, U,,,o Est. Std Er. t-stat Est. Std Er. t-stat Est. Std Er. t-stat Est. Std Er. t-stat
Rail constant RP / 0.444 0.493 (0.9) 0.637 0.425 (1.5)
Rail constant SP2 v -0.466 0.777 (0.6) -2.10 0.63 (3.3)
Work tip dummy / 1.17 0.51 (2.3) 1.21 0.48 (2.5)
Fixed arrival time dummy ' 0.723 0.381 (1.9) 0.736 0.368 (2.0)
Female dummy v 0.990 0.381 (2.6) 0.949 0.352 (2.7)
Costper person in Guilders v' -0.0608 0.0132 (4.6) -0.0477 0.0122 (3.9) -0.141 0.012 (11.8) -0.0703 0.0180 (3.9)
Out-of-vehicletime n hours " V -2.23 0.83 (2.7) -2.90 0.80 (3.6) . -0.841 0.935 (0.9)
In-vehicletimeinhours V/ V -0.710 0.158 (4.5) -0.554 0.462 (1.2) -1.64 0.16 (10.2) -1.23 0.41 (3.0)
Numberof transfers V -0.100 0.036 (2.8) -0.255 0.255 (1.0) -0.238 0.066 (3.6) 0.0798 0.1995 (0.4)
Amenities v -0.361 0.080 (4.5) -0.821 0.073 (11.2) -0.925 0.237 (3.9)
Inertia dummy (RP Choice) V/ 2.97 1.02 (2.9) 5.92 0.68 (8.7)
AgenteffectRP 0.686 0.490 (1.4)
Agent effect SP2 2.44 0.50 (4.9) 3.11 0.29 (10o.8)
Scale (mu) SP1 2.31 0.50 (4.6)
Scale (mu) SP2 1.31 0.30 (4.4)
Taul SPI (=-Tau4 SP1) -0.195 - -0.450 -
Tau2 SP1 (=-Tau3 SP1) -0.0127 - - -0.0292 - -
Tau3SP1 0.0127 0.0036 (3.5) 0.0292 0.0060 (4.9)
Tau4SP1 0.195 0.049 (4.0) 0.450 0.038 (11.7)
Taul SP2 -0.986 0.219 (4.5) -1.30 0.13 (10.2)
Tau2 SP2 (=-Tau3 SP2) -0.180 - -- -0.238 - --
Tau3 SP2 0.180 0.053 (3.4) 0.238 0.055 (4.3)
Tau4 SP2 1.32 0.32 (4.1) 1.75 0.18 (9.6)
Number of observations: 4680 228 2875 1577
Numberof draws (Halton): 1000 1000 1000 1000
Log-likelihood: -4517.43 -109.89 -3131.10 -1271.29
Rho-bar-squared: 0.380 0.254 0.322 0.495
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The estimation results are presented in Table 4-2.3O The joint model is presented along with models
estimated individually on each of the three datasets. A likelihood ratio test was performed to verify
that the restrictions imposed by the joint model are supported by the data: the 8 restrictions result in
a reduction of under 6 log-likelihood points and therefore the restrictions are not rejected at a 10%
significance level.
One clear benefit of the joint model is that the parameters for in-vehicle travel time and number of
transfers are now statistically significant. The monetary value of in-vehicle time remains consistent
with the RP model at about $5.60/hour, whereas the value of out-of-vehicle time falls from around
$29 to under $18/hour. Another benefit is that the concept of 'amenities' is now captured in the
model. Both the inertia and agent effect are highly significant, and therefore estimating this model
with the inertia effect and without the agent effect would result in biased estimates of the parameters.
Random Parameter (Factor Analytic) Model
As an example of a logit kernel model, we have taken the joint SP/RP mode choice model presented
in the previous section and allowed some of the parameters to be randomly distributed. Separating
out the parameters that are fixed across the population ( ) from those that are allowed to vary
across the population (,,), the model is now specified as follows:
-- x J + W.' r + V/ = . . ., ,
USP) IWSPI i Sil+
Unq _ iiq ii6 P n -q =
U2' 2 = X2' 2 SP2 + W;2y + 2 V;, 2 , r = 1,..., R,,.
where X and W are the explanatory variables (formerly all included in X).
In the random parameter model presented, we allow the parameters associated with attributes of the
alternatives to be distributed, i.e., W includes the following five variables:
* Cost per person
* Out-of-vehicle travel time
* In-vehicle travel time
* Number of transfers
* Amenities
All of these parameters have sign restrictions, and therefore we specify the parameters with a
multivariate lognormal distribution. Replacing ,, with the equivalent lognormal relationship
30 All models are estimated using Maximum Simulated Likelihood Estimation techniques. The method and related issues (for
example, number of draws and Halton draws) will be covered when estimation is discussed for the integrated model.
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7,, = -mexp(y + T',,), (where the minus constrains the signs to be negative and mexpO is defined
below) the model is then written as follows:
U = X,l + W, (-mexp(y + T,,)) + ,, +J,
U''I : X:" + W, ' (-mexp(Y + T,.)) + v;,nq,
U 2 : X;i'2fli + WS 2 (-mexp(y + T4,,))+ sr + / v;2 , ', 2
where: v is a (5 x 1) vector of unknown parameters,
( is a (5 x 1) vector of independent standard normals,
T is a (5 x 5) lower triangular matrix of unknown parameters, and
mexp(x) is an operator that exponentiates each element in the vector x.
The likelihood is then:
s/ RI' nq RI' '!p(yf , y; ", y;''2 1 X,) = ( AyR I XI- , ,7 )I- n 'Y I n 
q--I
R 5
*H p(y;l2 I X;(,2 , ?))dHd'7 ,
r=lI k=I
where the unknown parameters include , p,, T,y7, and T (using the notation defined earlier).
The results for the random parameter mode choice model are shown in Table 4-3.31 The first model
is the joint SP/RP model shown in Table 4-2, and is repeated here for comparison purposes. The
second model provides estimation results for a random parameter model in which the parameters are
independently distributed (i.e., T is diagonal). We find that there is a large improvement in fit over
the model with fixed parameters. The third model allows for correlations among the random
parameters (i.e., T is lower triangular), which provides a marginal improvement in fit.
Note that because of the structure of the lognormally distributed parameters, the t-stats do not have
their normal interpretation. The parameter estimates and standard errors reported in Table 4-3 for the
distributed parameters are y and the elements of T. However, these parameters are related to the
mean and variance of the distributed parameters as follows:
mean(yk,, ) = eA '+0.'5(7"),
variance(yk,, ) = e2r" (e2('7")'k' - e("77') )
where (TT'),k is the kh diagonal element of TT'
31 See Random Paraeter section of Chapter 2 for a discussion of identification of lognormally distributed random parameters.See Random Parameter section of Chapter 2 for a discussion of identification of lognormally distributed random parameters.
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First, note that it is meaningless to test that the location parameter, y, is different from zero. What
we want to test is that the mean(y,,,) is different from zero. Second. testing that the parameters in T
are significantly different from zero provides some information, but again it would be better to test
the (co)variances directly. We did generate t-stats for the mean and standard deviations of the
population parameters for the independently distributed parameters (not shown), and the t-stats for
the standard deviations ranged between 1.8 and 4.8. which are more in line with the t-stats for the
other parameters in the model. Regardless of the t-stats. we can tell by the increase in fit that the
additional parameters improved the model.
T; Ale 44 provides the estimated mean and standard deviation for each of the distributed parameters.
Table 44: Mean and Standard Deviations of the Distributed Parameters
Base RP/SP Model DsrnbJed Model 1 Dstnbuted Model 2
Not Istrinbuted Independent ltnbubtons Multibvante Distnbutons
Parameter Mean Sid Dev Mean Sid Dev Mean Std Dev
Cost per per.on Guildrs -0 060 0000 .0183 0 237 -0.223 0 459
Out.of-vehcle tne m hours -223 0000 -8 19 512 -388 357
In-veh.e time in hours -0710 0000 -1.86 181 -201 284
Numbe of trwsfers -0100 0 000 -0 669 4629 .0 728 4971
Armnates .0.361 0 000 .0922 1331 -104 199
Choice and Latent Variable Model
Our mode choice dataset includes information pertaining to the respondents' subjective ratings of
various latent attributes. Following the RP portion of the survey. the respondents were asked to rate
the following aspects for both rail and auto:
* Relaxation during the trip
* Reliability of arrival time
* Flexibility of choosing departure time
* Ease of traveling with children and/or heavy baggage
* Safety during the trip
* Overall rating of the mode
Responses for the first 5 attributes were in the form of a 5-point scale (from very bad to very good).
and the overall rating was on a I10-point scale (again, from very bad to very good).
Clearly these responses provide information on the behavior. The question is how do we use this
information? Frequently, such data are directly inserted as explanatory variables in the choice model.
resulting in highly significant parameter estimates and large improvements in model fit. However,
there are several issues with such an approach. First, the data are not available for forecasting, so if
forecasting is desired then such a specification is problematic. Second. the multicollinearity inherent
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in responses to such a string of questions often makes it difficult to estimate the full set of
parameters. The third and most fundamental issue is that it is not clear that such data are causal. For
these reasons, we use the latent variable modeling approach, which assumes that these responses are
indicators for a smaller number of underlying causal latent attributes. Furthermore, these latent
attributes can be explained by observable attributes of the alternatives and characteristics of the
respondent.
The equations for the RP/SP mode choice and latent variable model follow. First, some notes on the
model:
* All variables, including the latent variables and their indicators, are measured in terms of the
difference between rail and auto. This was done to simplify the specification: it reduces the
dimensionality of the integral by 2, it cuts down on the number of parameters, and it lowers the
potential for multicollinearity among the latent variable structural equations.
* The indicators in differenced form have a 9-point scale for the first 5 attribute ratings, and a 19-
point scale for the 'overall' attribute rating, and therefore are treated as continuous variables.
* We performed a combination of exploratory and confirmatory analysis to arrive at the final
structure of the latent variable model, which consists of 2 latent variables labeled comfort and
convenience.
* The indicators pertain to the RP choice, and therefore the latent variables are specified using
only RP data in the structural equation. However, we hypothesize that these latent perceptions
also impact the stated preference rail versus auto experiment (SP2), and so we include the latent
variables in the SP2 model, but allow them to have different weights (i.e., 8 's).
To specify the joint choice and latent variable model, we need to write the structural and
measurement equations for both the latent variable component and the choice component. The
equations are as follows:
Latent variable structural equations:
X = XvA+o,, ;l 1=1,2; c,, N(O, I).
The variances of the disturbance c,, are set equal to to set the scale of the latent variables
(necessary for identification). We experimented with models that allowed a covariance term (i.e.,
non-orthogonal latent variables), but it was consistently insignificant.
Choice model structural equations (as before, but with the addition of the latent variable):
u/.u' ~~~ n.,'= X;, + +.4,,4  rh,, + ' 
U = X'q A + v;,' q = 1,..., Q,,
u;s'12 sl,2 + SIP i, 2
=-.,, +=X,,"2X' + ,,+, , r =1,..., R,,
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Latent variable measurement equations.
Ihb, = X,,ah + Vh,, ; b = 1,..., 6 ; v,, - N(0, Z diagonal).
Choice model measurement equations (as before):
I> = I if U, O
I -1 if U," < 0
s if 1 ,i < U,PI < r;/,IST] -ri - I
0 otherwise
if Sr;12 <u;Si'2 < S'2




The likelihood function for the joint model is:
p(YRP, YS ,, Y11, I",IX,, ) =




A,,RI, RI' * n, SI' SI p,-~ S'2 S ,'2 *A(y, I X,, X,,, q,,), P(y;, X, "' ) , and P,,(y,/2 2 X ) are as in Equations
[4-9], [4-10], and [4-1 1], but with the latent explanatory variables (i.e., the utilities as
written above);
f2(i., IX)= 1- q(






f(X* I X,')=Ilo(x;-x,t;2',) ;and
I=1
The unknown parameters (using the notation defined earlier) include fl,,A,,a,2, and o,,.
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i L.. 5, = Q, 
Table 4-5: Choice and Latent Variable Mode Choice Model
CHOICE MODEL
Base RPISP Choice and Latent VariableBase RPISP RPISP Model
Choice Model RPISP Modal(latent variable portion beiow)
Parameter Est. Std. Er. t-stat Est. Std Er. t-stat
Rail constant RP 0.444 0.493 (0. 9) -0.442 0.750 (0.6)
Rail constant SP2 -0.466 0.777 (0.6) -0.890 0.837 f1.1)
Work trip dummy 1.17 0.51 (2.3) 1.67 0 64 (2.6)
Fixed arrival time dummy 0.723 0.381 (1.9) 0 692 0.532 (1.3)
Femaie dummy 0.99 0.38 (2.6) 1.13 0.45 (2.5)
Cost per person n Guilders -0.0608 0.0132 (4.8) -0.0605 0.0163 (3.7)
Out-of-vehicle time in hours -2.23 0.83 (2.7) -0.983 0.936 (1.1)
In-vehicle time in hours -0.710 0.158 (4.5) -0.691 0 186 (3.7)
Numboer of transfers -0.100 0.036 (2.8) -0.0982 0.0384 (2.6)
Amenities -0.361 0.080 (4.5) -0 358 0.097 (3.7)
Latent Comfort - RP 1 16 1.17 (1 0)
Latent Comfort - SP2 1.16 0.55 (2.1)
Latent Convenience - RP 1.30 0.76 (1.7)
Latent Convenience - SP2 0.764 0.331 (2.3)
Inertia dummy (RF Choice) 2.97 1.02 (2.9) 2.52 1.24 (2.0)
AgenteffectRP 0.686 0.490 (1,4) 0.210 0.611 (0.3)
Agent effect SP2 2.44 0.50 (4.9) 2.08 0 64 (3.3)
Scale (mu) SP1 2.31 0.50 (4.6) 2.32 0.63 (3.7)
Scale (mu) SP2 1.31 0.30 (4.4) 1.31 0 42 (3.1)
Taul SP1 (=-Tau4 SP1) -0.195 - -0.194 ...
Tau2 SP1 (=-Tau3 SP1) -0.0127 - - ..0.0126 ---- ---
Tau3 SP1 0.0127 0.0036 (3.5) 0.0126 0.0041 (3 0)
Tau4 SP! 0.195 0.049 (4.0) 0 194 0.058 (3.3)
Taul SP2 -0.986 0.219 (4.5) -0 988 0.313 (3.2)
Tau2 SP2 (=-Tau3 SP2) -0.180 .- -0.181 ---- ----
Tau3 SP2 0.180 0.053 (3.4) 0 181 0.065 (2.8)
Tau4 SP2 1.32 0.32 (4.1) 1.33 0.44 (3 0)
Number of observations 4680 4680
Number of draws (Halton) 1000 5000
Log-likelihood (Choice&Latent) -6656.12
Log-likelihood (Choice). -4517.43 -4517.97
Rho-bar-squared (Choice): 0.380 0.380
LA TENT VARIABLE MODEL
Structural Equations (2 equations, per column)
Comfort Equation Convenience Equation
Parameter Est. Std. Er t-stat Est. Std Er t-stat
Constant- Comfort 0.106 0.219 (0 5)
Constant - Convenience 0.489 0.303 (1.6)
Age dummy - over 40 -0 449 0 622 (0 7) 0.871 0 287 (3 0)
First class rail rider 0.431 0 567 (0 8)
In-vehicle time in hours -0.481 0 331 (1 5)
Out-of-vehicle time in nours -1.18 0.71 (1.6)
Number of transfers -0122 0.199 (0.6)
Free parking dummy (auto) 0 222 0.242 (0.91
Variance(,,) 1.00 -- 1.00 ---- ---
Squared Multiple Correiation (SMC) 0.092 0.230
Measurement Equations (6 equations. 1 per row)
Comfort Parameters Convenience Parameters Disturbance Params. (StdDev(u)) Fit (SMC)
Equation Est. Std. Er. t-stat Est, Std. Er t-stat Est Std Er. t-stat
Relaxation 0522 0.240 (2.2) 0131 0.135 (1.0) 1 17 0.13 (9.31 0.172
Reliability 0331 0.105 (3.1) 0446 0.089 (5 01 0.899 0055 (16.3) 0263
Flexibility I 0 731 0.288 (2.5) 0 877 0 242 (3 6) 0.366
Ease 0571 0.168 (34) 1.15 009 (12.1) 0188
Safety 0.381 0.135 (2.8) 0 132 0.117 (1.1) 0.803 0.081 (10.0) 0 197
Overall Rating 1 25 0.82 (1 5) 1 39 0.51 (2.7) 1.28 0.26 (5.0) 0.616
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The likelihood is a 3 dimensional integral: I for the agent effect and for each latent variable. To
estimate the model, we substitute the structural equation throughout, and the likelihood function is
thien an integral over 3 independent standard normal distributions.
The results of the model are provided in Table 4-5, and again we provide the base RP/SP model
(shaded) for comparison. 32 In this case, the latent variables of comfort and convenience are
borderline significant in the choice model (t-stats of 1.0 to 2.3). The latent variable model appears to
reasonably capture the latent constructs, and it does add richness to the behavioral process
represented by the model. However, the impact is certainly not overwhelming. We also report the
log-likelihood for just the choice model portion of the joint model. Note that there are various ways
to calculate this log-likelihood. What we report is the case in which the latent variable score and
distribution are extracted using the structural equation only (a partial information extraction), and
then the log-likelihood of the choice model is calculated given this information. This method is
representative of the forecasting process, in which the measurement equation is not used (since the
indicators are not known). The log-likelihood actually increases slightly over the base choice model.
The decrease in fit for the choice model portion does not necessarily mean that the joint model is
inferior. First, a full information extraction method (using both the structural and measurement
equations) would improve the fit of the choice model portion (particularly since, in this case, the
structural model is relatively weak.) Second, it is not surprising that the likelihood increases slightly,
because we compare a value that is already optimized to the choice data (the base choice model)
versus a value that is optimized to both the choice and indicator data, i.e., the comparison is made
across different metrics. As long as the parameters for the latent variables in the choice model are
significant, then the latent variable portion is bringing some explanation to the model. The best
method to determine the magnitude of the benefits of the joint choice and latent variable model is to
perform forecasting tests using either a hold out sample or real data.
Latent Class Model
For the latent class mode choice model, we estimate a model that is analogous to the random
parameter model presented in Table 4-3. However, instead of representing the unobserved
heterogeneity with random parameters, we specify that there are two distinct classes of people, each
with its own set of parameters for the 5 attributes of the alternatives. Parameters other than those for
the 5 attributes are common across the classes. The likelihood is as follows:
2
P(y, ',y;,,yS |X,,) = E P(y,, , y ,,' 2 X,,,s)A(s X,,)
where P(y'" /,y1), ,y;'12 X,,) is as in Equation [4-8], with the exception that there are a different set
of parameters for each class, and A(s X,,) is a binary logit model.
32 There are 3 additional explanatory variables in the choice and latent variable model (age dummy, first class rail rider, and free
parking), which enter the latent variable structural equations. These variables were tested in the base RP/SP model and are not
significant (t-stats of 0.9, 0.4, and 0.2. respectively).
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The estimation results are presented in Table 4-6. The model suggests that there are at least two
classes. Class one is defined by younger travelers, recreational travelers, and people traveling in
groups who are more sensitive to cost, in-vehicle time, and transfers. Class two is defined by
business travelers and older travelers who are more sensitive to out-of-vehicle time and amenities.
The sample is skewed towards class 2 as the class membership statistics show at the bottom of the
table. The 2 latent classes do provide a significant improvement in fit over the base model, but the fit
of the model falls well below that captured by the random parameter model. This is not surprising
since we did not have strong behavioral justification for two distinct segments of the travelers, and
therefore a continuous distribution provides more explanatory power.
Combination Models
The estimation results thus far have provided examples of integrating joint RP/SP models with
random parameters, latent variable, and latent class, individually. Here we provide examples of
further combinations. Ideally. one would like to have strong behavioral justification or motivation to
introduce more complexity.. In the case of our mode choice example. we really do not. Our
objectives of further integrating the model are to both improve the overall fit and behavioral
representation of the model, as well as to strengthen the relationship between the latent variables and
the choice model. Several models are presented below.
* Choice and Latent Variable Model with Lalent C.'lass Heterogeneity of Mode Attribues
provides estimation results for a model that is a direct combination of the choice and latent
variable model presented in Table 4-5 and the latent class model presented in Table 4-6. The
generalized model now captures the latent concepts of comfort and convenience, as well as the
unobserved heterogeneity represented by the latent class structure
* Choice and Latent Variable Model with Random Parameters
Table 4-8 provides results for the latent and choice variable model in which we have added
random parameters to both the choice model portion and the structural equations of the latent
variable model. To keep the dimension of the integral down and to avoid potential
multicollinearity issues, it is important to be selective in terms of the parameters that are
distributed. We selected 4 parameters in the choice model (those with the most significant
distributions from the random parameter model presented in Table 4-3) and 3 parameters in the
structural equations (those with highest significance in the fixed parameter model presented in
Table 4-5). There is a significant improvement in the overall fit of the model. However, again.
the latent variables have only a marginal impact on the choice model.33
33Note that the original estimate of this model was empirically unidentified (the parameters trended away from zero}. and so the
parameter corresponding to the RP agent efkct is constrained to be equal to I.
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C* hoice and Latent Variable Model with Unohserved Heterogeneity of Latent Variable Parameters
In an effort to strengthen the relationship between the latent variable constructs of comfort and
convenience with the choice model, we experimented with unobserved heterogeneity of the
parameters for the latent variables in the choice model. First we specified the parameters to be
lognormally distributed. Next we specified the parameters as having latent heterogeneity defined
by a two-class structure, in which the latent variables only impact one of the classes. We used a
naive class membership model, because a richer specification proved to have identification
problems. The results for the choice model portion of both of these models are shown in Table
4-9. We did not report the estimation results for the latent variable model. because they are very
close to the results reported in Table 4-5. Note that neither approach significantly impacted the
choice model. Therefore to improve the specification. the latent variable model probably needs
major reworking. One possibility is to not specify the latent variables in their differenced form
(rail-auto), and therefore specify the measurement equations as having discrete indicators.
Another possibility is to specify different latent variable models for different latent classes. Early
experimentation with this latter approach showed some promise.
Conclusion
We presented a flexible. powerful framework that incorporates key extensions to discrete choice
models. The experimental results we have provided using the mode choice dataset explored various
specifications and demonstrated the practicality of the generalized model. The conclusions from the
application of the generalized model to the mode choice case study are that introducing stated
preferences and random taste variation greatly improves the specification of the model. whereas
latent variables and latent classes had less significant impacts. It is important to note that we cannot
draw conclusions on the various methods from the series of estimation results presented in this
chapter. The results will vary based on the application and data. For example. in contrast to the
results we presented here. we have had cases in which a latent class model outperforms a random
parameter specification. and also have had cases in which the latent variable model has a large
impact on the choice model.
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Table 4-6: Latent Class Mode Choice Model
MODE CHOICE MODEL
.::aseRP/SPModel. - - Latent Class Model
Parameters Common Parameters Unique Parameters Unique
Across Classes to Class 1 to Class 2
Parameter . Est Std. Er.' t-stat Est. Std. Er. t-stat Est. Std. Er. t-stat Est. Std. Er. t-stat
Rail constant RP 0.444 - -.0,493 -(0.9) 1.26 0.756 (1.7)
Rail constant SP2 .. :.46 .77 (0.J- 1.42 0.772 (1.8)
Work tnp dummy 1;17 0.51 . (2.3) 1.10 0.620 (1.8)
Fixed aival time dummy 0.723 0381 (1.9) 0.641 0.497 (1.3)
Female dummy 0. 90 0.381 (-2 6) 1.03 0.432 (2.4)
Cost per person in Guilders -0.608- 0.0132 (4-6) -0.231 0.063 (3.7) -0.0408 0.0115 (3.5)
Out-of-vehicletimeinhours ..- 2.23 ' 0.83 (2.7) -1.31 1.21 (I. 1) -3.47 1.34 (2.6)
In-vehicle time in hours -0.710 0-.0;158 (4.5) -1.69 0.48 (3.5) -0.876 0.244 (3.6)
. : ..- ... . .
Number of transfers -0.100- .0036- (2.8) -0.216 . 0.092 (2.31 -0.149 0.055 (2.7)
Amenities -0,361 '0.080 -.. 4.5) -0.408 0.114 (3.6) -0.540 0.146 (3.7)
Inertia dummy (RP Choice) 2 - Z97 1.02 ' (2.9) 0.99 0.696 (1.4)
Agent effect RP 0.686 0490 (1.4) 2.09 0.76 (2.8)
Agent effect SP2 2.44 ';0.50 (4.9) 2.87 0.73 (3.9J
Scale (mu) SP1 2.31 .0.50 (4.6) 2.25 0.59 (3.8)
Scale (mu) SP2 1.31 .030 (4.4) 1.56 0.35 (4.5)
Taul SP1 (=-Tau4 SP1) -0.195 - -0.236 ---- ----
Tau2 SP1 (=-Tau3 SP1) : -0.0127 - - -0.0154 -
Tau3 SP1 0.;0127. 0,0036 (3.5) 0.0154 0.0050 (3.1)
Tau4SP1 - 0.195 0.049 (4.0) 0.236 0.070 (3.4)
Taul ~ ~ ~ ~ ~ ~~~~~ S P -.. : .. . -....
Tau1 SP2 -0.986 0219 (4.5) -0.895 0.210 (4.3)
Tau2 SPI (=-Tau3 SP2) -0.180: -0.161 ---
Tau3 SP2 0:180- . 0.053 (3.4) 0.161 0.051 (3.1)
Tau4 SP2 1.32. 0.32 (4.1) 1.17 0.28 (4.2)
Number of observations: 4680 4680
Number of draws (Halton): 1000: .. 1000
Log-likelihood: -4517.43- - . -4283.04
Rho-bar-squared: 0. -- ,380 : 0.411
CLASS MEMBERSHIP MODEL
Parameter Est. Std. Er. t-stat Class Membership Statistics
Constant -0.455 0.395 (1.2) Probability(Class 1) < 0.2 for 16% of the sample
Female dummy -0.0832 0.3625 (0.2) 0.2 <= Probability(Class 1) <0.4 for 19% of the sample
Number of persons in party 0.174 0.121 (1.4) 0.4 <= Probability(Class 1) < 0.6 for 62% of the sample
Work trip dummy -1.94 0.73 (2.7) 0.6 <= Probability(Class 1) < 0.8 for 3% of the sample
Age over 40 dummy -0.472 0.371 (1.3) Probability(Class 1) >= 0.6 for 0% of the sample
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Table 4-9: Choice and Latent Variable Models with Heterogeneity of Latent Variable Parameters
CHOICE MODEL (Latent Variable Portion not Shown)
Choice and Latent Variable RPISP Model Choice and Latent Variable RP/SP Model
with Randomly Distributed Parameters (Lognormal) with Latent Class Heterogeneity
Parameter Est. Std. Er. t-stat Est. Std. Er. t-stat Est. Std. Er. t-stat Est. Std. Er. t-stat
Rail constant RP -0.390 0.707 (0.6) -0.391 0.722 (0.5)
Rail constant SP2 -0.856 0.748 (1.1) -0.908 0.778 (1.2)
Work trip dummy 1.76 0.74 (2.4) 1.72 0.66 (2.6)
Fixed arrival time dummy 0.707 0.504 (1.4) 0.702 0.520 (1.4)
Female dummy 1.16 0.48 (2.4) 1.17 0.48 (2.4)
Cost per person in Guilders -0.0637 0.0165 (3.9) -0.0635 0.0174 (3-7)
Out-of-vehicle time in hours -1.09 0.88 (1.2) -1.14 0.99 (1.2)
In-vehicle time in hours -0.728 0.192 (3.8) -0.726 0.198 (3.7)
Number of transfers -0.103 0.040 (2.6) -0.103 0.041 (2.5)
Amenities -0.377 0.100 (3.8) -0.376 0.104 (3.6)
Latent Comfort -RP:- 0.161 0.699 0.187 0.787 (0.2) 1.34 0.94 (1.4) 0.000 ....
Latent Comfort -SP2 0.186 0.391 0.340 0.079 (4.3) 1.42 0.63 (2.3) 0.000 ....
. . - .
- ... - ..... 
Latent Convenience- RP ' 0.267 0.467 0.314 0.511 (0.6) 1.48 0.61 (2.4) 0.000 __-
Latent-Convenience- SP2 -0.252 0.359 0.214 0.115 (1.9) 0.834 0.366 (2.3) 0.000 ....
...::..;.,..,,...........:..L...:.................. .
Inertia dummy (RP Choice) 2.56 1.07 (2.4) 2.62 1.21 (2.2)
Agent effect RP 0.256 0.566 (0.5) 0.125 0.571 (0.2)
Agent effect SP2 2.10 0.61 (3.5) 2.12 0.66 (3.2)
Scale (mu) SP1 2.20 0.58 (3.8) 2.21 0.61 (3.6)
Scale (mu) SP2 1.26 0.38 (3.3) 1.24 0.41 (3.0)
Taul SPI (=-Tau4 SP1) -0.204 ---- -- -0.204 ---- ----
Tau2 SP1 (=-Tau3 SP1) -0.0133 -| --- 0.0132 ---- ----
Tau3 SP1 0.0133 0.0043 (3.1) 0.0132 0.0044 (3.0)
Tau4 SP1 0.204 0.060 (3.4) 0.204 0.062 (3.3)
Taul SP2 -1.03 0.31 (3.4) -1.05 0.34 (3.1)
Tau2 SP1 (=-Tau3 SP2) -0.189 ---- --- -0.192 ---- ----
Tau3 SP2 0.189 0.064 (3.0) 0.192 0.070 (2.7)
Tau4 SP2 1 39 0.43 (3.2) 1.41 0.49 (2.9)
Number of observations: 4680 4680
Number of draws (Halton): 10000 10000
Log-likelihood (Choice&Latent): -6655.79 -6655.96
Log-likelihood (Choice): -4518.08 -4518.19
Rho-bar-squared (Choice): 0.379 0.380
CLASS MEMBERSHIP MODEL
Parameter Est. Std. Er. t-stat
Constant 2.50 1.39 (1.8)
.. __ _ _ _ _ _ _ _ _ _ _ _ _  Probability (Class 1) 92%
Summary of Latent Variable Parameters from the Different Models
Base Random Parameter Latent Class
Model: Model Model Model
Parameter Fixed Mean Std. Dev Class 1 Class 2
Latent-Comfort -RP .. 1.16 1.20 0.23 1.34 0.000
,. " . :.'":-' . '
Latent.ComfortSP2 '. : 1.16 1.28 0.45 1.42 0.000
-;= i : .--; ; : -: ....... . - . : .: -.'
Latent Convenience - RP - 1.30 1.37 0.44 1.48 0.000





We started the discussion by pointing out the gap between traditional discrete choice model and
behavioral theory, which is depicted in Figure 5-I. Researchers have long been working on a host of
different enhancements to improve the performance of discrete choice model. These new techniques
are mostly explored and applied in isolation from one another. In order to develop models that are
behaviorally realistic, reflecting anything close to the complexity depicted in Figure 5-1. we must
draw on a toolbox of methodologies. To meet this end, we proposed an generalized discrete choice
modeling framework (Figure 5-2) that incorporates key extensions to the discrete choice model,
including:
The ability to represent any desirable (additive) error structure via the parameterized disturbance
with factor analytic formn. enabling us to relax the IIA restriction as well as represent unobserved
heterogeneity, for example. in the form of random parameters:
* The use of different behavioral indicators, including revealed preferences. stated preferences,
and psychometric data, all of which provide insight on the choice process;
* The capability of explicitly modeling the formation of important latent behavioral constructs,
such as attitudes and perceptions, and their effect on the choices; and
* The capacity to represent latent segmentation of the population (or multimodal behavior, for
example, leisure or rushed time) as well as the respective tastes. decision protocols. and choice
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The basic integration technique that is recommended is to start with multinomial logit formulation.
and then add extensions that relax simplifying assumptions and enrich the capabilities of the basic
model. This technique results in a logit kernel' formulation of the model, and leads to a
straightforward probability simulator for use in maximum simulated likelihood estimation.
We provided estimation results using a mode choice application to demonstrate and test the use and
practicality of the generalized model. Some of our applications result in large improvements in fit as
well as a more satisfying behavioral representation. However, in some cases the extensions have no
impact on the choice model. These latter cases provide the valuable information that the
parsimonious structures are robust.
In addition to the overall generalized model. we also provided expanded coverage of two of the key
methodologies that make up the generalized framework. The first methodology that we emphasized
was the logit kernel model (Figure 5-3), which is a discrete choice model in which the disturbance is
composed of a probit-like multivariate normal (or other) distributed term and an i.i.d Gumbel term.
We showed that a factor analytic specification of the disturbances can be used to specify all known
(additive) error structures. including heteroscedasticity. nested and cross-nested structures. and
random parameters. The inclusion of the i.i.d Gumbel term leads to a convenient smooth probability
simulator. which allows for straightforward estimation via maximum simulated likelihood. A key
contribution is our investigation of the normalization and identification of logit kernel models. We
found that it is not necessarily intuitive. and the rules can differ from those for the systematic portion
of the utility as well as those for analogous probit models. We established specific rules of
normalization and identification for many of the most common forms of the logit kernel model. We
also presented empirical results that highlighted various specification and identification issues.
The second emphasized methodology was the development of a general framework and
methodology for incorporating latent variables into choice models. The framework is shown in
Figure 54: it is essentially the integration of the latent variable methodologies developed by
psychometricians and a classic discrete choice model. This method is critical for developing
behaviorally realistic models. because so many of the constructs that cognitive researchers
emphasize as being essential to the choice process (for example, the ovals in Figure 5- ) cannot be
directly measured. However. we can build surveys that gather psychometric data on all aspects of the









Figure 5-3: Emphasized Methodology I-













Figure 5-4: Emphasized Methodology II-
Integration of Choice and Latent Variable Models
161
Research Directions
The methodology presented here and the empirical case studies have merely brought to the surface
the potential for the generalized modeling framework. These are relatively new, untested methods.
and they require further investigation into numerous issues, including:
Applications: The first issue is simply that more testing and experience with applications are
necessary to uncover related issues and to better understand the potential of the generalized
framework.
Validation: Thus far for validation we have looked at aspects such as the goodness of fit.
significance of the parameters that are part of the extensions. and simply examining the behavioral
process represented by the model structure. The findings so far suggest that the advanced
methodologies provide promise. Now more work needs to be done in conducting validation tests.
including tests of forecasting ability. consequences of misspecifications (for example. excluding
latent variables or heterogeneity that should be present), and performance comparisons with models
of simpler formulations.
Identification: There is a need for further exploration of identification and normalization issues.
including pursuit of general necessary and sufficient rules for identification as well as continued
compilation and analysis of special cases and rules of identification. Also more fundamental
identification issues of identification need to be explored related to, for example. the shape of the
objective function.
Comparison of Various Approaches for Estimation, Simulation. and Specification: One of the things
we do in this dissertation is suggest a particular modeling approach in terms of estimation
(maximum simulated likelihood), simulation (Halton draws and logit kernel). and specification (the
use of the factor analytic disturbance to reflect the covariance structure). We suggest these
approaches because it leads to a flexible. tractable. practical, and intuitive method for incorporating
complex behavioral processes in the choice model. However, there are alternative approaches in
each of these directions, method of simulated moments; other types of pseudo- and quasi-random
draws; semi-parametric approaches: empirical Bayes estimation (versus classic techniques); probit
and the GHK simulator; classic nested, cross-nested, and heteroscedastic logit formulations: and
many more. We need a better understanding of the relationships among various techniques, and the
implications of various specifications. In addition. investigations into new techniques such as the
Combined Logit Probit model described in Chapter 2 would be valuable.
Dynamics: We have not directly addressed the issue of dynamics in this dissertation. although
dynamics is clearly a critical aspect of behavior. With the existing generalized framework. the
choice indicators could be of panel data form, and it is then relatively straightforward to introduce
standard dynamic choice modeling techniques into the framework. However a more elusive issue is
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that of feedback. which is very prevalent in behavioral theory, and more thought needs to be put into
this area.
Computation: Applying these methods are computationally intensive. Estimation time varies
significantly with the particular application. The models presented in Chapters 2 and 4 were
estimated using 550-733 MHz Pentium 11 processors. Depending on the specification. they took on
the order of either hours or days to estimate. For example. the telephone service models in Chapter 2.
which involve only 434 observations, took less than an hour. The mode choice models presented in
Chapter 4 that did not involve random parameters took on the order of several hours (more
observations than the telephone dataset and also a more complex logit kernel with its RP/SP
specification). The models using synthetic datasets in Chapter 2 (which have 0.000 observations)
and the random parameter mode choice models in Chapter 4 took on the order of a day (24 hours) to
estimate. Furthermore, all of the models presented in this dissertation are relatively small in terms of
the number of observations and number of alternatives. and therefore the estimation time for real
applications could easily extend to over a week. Due to the long estimation times. investigation into
techniques such as parallel computing. for which simulation is a perfect application. would greatly
ease the application of such models.
Data. One of the key ideas of the generalized framework is to make use of various types of
indicators that can provide insight on the choice process. These include the revealed preferences.
stated preferences. and attitudinal and perceptual indicators that are dealt with in some detail in this
document. More generally. it includes any type of verbal or other indicator for the behavioral
process depicted in Figure 5-1. including. for example. verbal descriptions of decision protocols.
Cognitive researchers as well as others have long investigated data collection and surveys. and this
research needs to be synthesized in conjunction with the behavioral framework and generalized
methodological framework.
Behavioral Framework.: Our focus throughout the dissertation has been on methodological tools and
not on the substantive issues in psychology and behavioral sciences. The generalized framework
provides potential to reflect behavioral theory that has here-to-for primarily existed in descriptive.
flow-type models. Clearly. application requires careful consideration of the behavioral framework.
strong behavioral justification for the added complexity and. ideally. design of a data collection
effort that generates good indicators and causal variables to support the framework.
Conclusion
Behavior is clearly complex. and the basic discrete choice model is a simplistic representation of this
behavior. We have the tools available to improve the behavioral representation of models by
integrating methods that exploit the use of different types of data. capture unobserved heterogeneity
for all aspects of the choice process. and explicitly model behavioral constructs such as attitudes and
perceptions. With increasing computational power and increasingly rich datasets. techniques such as
those described in this dissertation can be practically applied and offer great potential to better
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Funderstand behavior and test behavioral hypothesis, instill confidence in parsimonious
specifications, and improve forecasts. The approach presented in this dissertation is a flexible,
powerful, practical, intuitive, and theoretically grounded methodology that allows the modeling of
complex behavioral processes.
There are still practical questions. How much of a difference do these techniques make? t is highly
dependent on the question being asked, the behavior being modeled, the strength of the behavioral
framework, and the quality of the data. Do we really need to capture the inner workings of the black
box if we are only interested in the bottom line choices? It is certainly debatable. However, the best
way, and perhaps the only way, to answer the question is to explore more behaviorally realistic
models and then compare their performance against parsimonious specifications.
The best test of this framework would be to start with a situation in which there are strong behavioral
hypotheses and objectives for the modeling; then develop a methodological framework that
represents the assumed behavior (making use of the various methodologies and potential data
sources); then develop a data collection plan to gather data that supports the framework, and then
estimate a series of models to test the impact of various levels of complexity. The problem is, that
each of these four stages is difficult: we are dealing with behavior like in Figure 5-1 and complex
equations.
The bottom line is that we need to continue to explore, and the answers lie in bringing together the
techniques and expertise of econometricians, psychometricians, cognitive researchers, and market
analysts.
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Appendix A: Normalization of
Unrestricted Probit and Logit
Kernel Covariance Structures
This appendix examines the normalization of unrestricted probit and logit kernel models. The
important point is that while the normalization of pure probit leads to straightforward scale shifts of
all of the parameter estimates, this is not the case for logit kernel.
Case 1: Probit with 4 Alternatives
Using the notation from Chapter 2, the unrestricted four alternative probit model written in
differenced form has the error structure T4,,, where:
aH I fj 0 0
T= a21 / 2 a 22 /1 i 0
a31/l a32 / 33 /33
Note that we use a 's instead of cr 's since these aren't variance terms. Also i is the scale of the
probit model (i.e., not the traditional Gumbel/u).
The covariance structure is then (using new notation):
TT' theoretical: (a' a 2 1 (a2 +a 2) 2(a2) / fJ2 a2221 +a~2) / + (al,) /A, (a21a3, + a22a32)/ (a21 +32 0:3)
NanA normalization must be made in order to achieve identification. Normalizing a 33 = and
noting the unknown parameters as a and u, then the normalized covariance structure is:
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TT' normalized:
(aN )2 / ,(a, I~ )i'
( 11 21 ) iN
(aN, a3 ) i2
(aN )2 + (aN )2 )/ 
(aN a N + a Na N )/ N ~9
21~, 31 2 32 
Setting TT' normalized = TT theoretical, leads to the following equations:
( )2 i,&2 (= 11)2 ~,
N -),,2 )//l- 2(ala) I/.tN = (al, a,
((a2 2 + ( N)2 )/ 7 (( )2
(a 2 a + a2 2a32 )//G2 = (' 2 1a31 + a22a3 2 ) /2
((aN (a) 2 +(a)),N =((a3 1 ) +(a32 )2 ) 2 )/ ,232 + )+¢.f).,N (a3.. + (a32) + (C'3
And solving for each of the unknown parameters in the normalized model leads to:
Solution: 2
-,
N a 1la 21 ,L;
aN, aN iaI I1 a 21 a 2 1 /U
N at 1la 3 pNa31 = _ _.N 1 . a = 
3N 1N
31 -0 3 1. /l
(aN)2 = (a2 )2 +
N3 2 (a2a 3 1a32 2 TN
a22 ) A (a )
- 2-
+a 2 a Na N
-2"{ 0
(a 3 1 )2 + (a 3 2 )2 +(a 3 3 )2
N a 'UN0 a22 = 22 -
P
N = Na32 a 32 -
N




-) 0:IV = a ~Na11 A1 -
ON
(aN)2 + (aN\2
+ (a22 )2 I'a
)2 /,&I
FTherefore, for probit, the normalization just scales all of the parameters, and any positive
normalization is acceptable.
Case 2: Logit Kernel with 4 Alternatives
Now, we will show that the equivalent logit kernel case is not so straightforward. Following the








(a2 1 a31 +a 22 a3 2 +)/ 2 (a321 +a 2 +a 23 +2g /W , 0~12 33 )/ //
Imposing the normalization a33 = aff leads to:
TT'+G
normalized:
((a2 +(a2) a+2g)// 1t
(021 _ +22a32 +g N) / g
Setting the normalized covariance structure to the normalized structure leads to the following
equations (the C notation is just to clean up the math later on):
((')+ 2g) /ju}= (a',+ 2g) /a2-_C
3/~~~ NU 2 2=
(a')a2 =+ (a +2g)/ C2
(a' a3 l + g) /, = (a, ,a3, + g)/j2 -C3
2((a ) + a2 ) 2g)/ = (a a + 2g)/2 
(a 31 +(0: N a,a3
(a3 (a +2a g) /4 = (a21a31 +a22a32 +g)/ 2 C5
((a21 +(a 31 2 32(a f ) 2g)/, = (a31 + a32 + a1 3 + 2g)/ ,u _C6
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a 2 g U
N 3 N )' + (ON + N )2(a '2)2 + 2g 1,u"
31 ff N
And solving for the estimated parameters in the normalized model leads to:
CN 2
J FUN-2g
N Cg/4-g(a1 =CIJQ/C/ -2g
=N C2/L-g
(a2 )2 = C /-2 2g-( CN-2g
(C212_ g)(C3/ -g)
Ca32 = - (C/4-g)Nt 2C 4 1 42 -2
(C,/4 -2g)
N IV
2 1 (C3 N,-g)+
/N = C6 Ct4, -2g a# ) + 2g
Unlike probit, this is not a simple scale shift, i.e., the model must adjust to the normalization in
complex, non-linear ways. Furthermore, it is not clear from these equations what the potential
restrictions are on the normalization.
Empirical results exploring the normalization issue for a 4 alternative unrestricted logit kernel model
are shown in Table A-1. The table includes estimation results using two different synthetic datasets
(the true parameters vary across the datasets). There are 4 alternatives, and the model is specified
with three alternative specific: dummy parameters, one explanatory variable, and then an unrestricted
covariance structure. The final column in the first table shows that, under some circumstances,
restricting a22 to zero is an invalid normalization. The remaining estimation results suggest that
restricting a33 to zero is a valid normalization regardless of the true parameter estimates. However,
these results are not conclusive.
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Table A-i: Normalization of Unrestricted Logit Kernel Model
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-8984.556 -8984.62 -8984.222 -8983.735
Case 3: Logit Kernel with 3 Alternatives
The three alternative logit kernel case is a bit easier to compute. Following the same process as
above:
T [a,,/, 0 1
La2, 1 //U a22 //
TT'+ G
theoretical:
((a 1 )2 +2g)/ .u2














































- (( )2 2g) // =((a,1)2+2g)/2 C1
(a,, a , +g)/= (aa2, + g)/ -C2
((aN)2 (a)2'+ 2g)/l =((a2 )2 (33 )2+ 2g)/,2 - C3
Solution
N =C2
a = C N - 2g




.. or ... a,= 2 -
IC3lN-a 3 -2g
... or... a2 = C3 -(a)-2g
-(2g(CI- C2 + C3) + (a )2 C)
-2+c3)+(a; )2 C1 )-4(C22 -CC 3)(-2g(a)2 - 3g2)±~~~ 2gCs )+
'2 ff~~~~~~~~3 22jfiN=
Here, the restrictions are
2~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~(2g(CI - C2 + C3)+(X) a .f -4(C2 - C, C3j)-2g (a., -3 -> 
.
2 >0,
C, 2- 2g > 0 ... or .. C3P2 - (a ) - 2g>O ,I/f_ ~ -2
a(a2i )- (ata2 )0 , where a,, = f(a) and a2, = f(a) ,,
and only 1 of the two possible u2 satisfies the conditions.
Again, it's not clear in which cases these restrictions become limiting. Our empirical tests suggests
that the normalization of the lowest diagonal element in the cholesky matrix is, in fact, a valid
normalization regardless of the true parameters (unlike, for example, the heteroscedastic case).
170
N) ('N)
(a NG )2 +2g /P 1
Appendix B: Structural Zeros in
Random Parameter Models
For random parameter models in which a subset of possible covariances are estimated. there is an
issue as to how to impose the constraints in order to obtain the desired covariance structure. For
example. in the random parameter model presented in Chapter 4, say we want to include covariances
among the travel time parameters and not among all 5 random parameters.
Recall that the random parameter logit kernel model is specified as:
U,, = X,, + XTr,, + ,, .
where the notation is as in Chapter 2.
The issue arises because the constraints are placed on the Cholesky Matrix. T. and not the
covariance structure 77TT' . The key is that introducing the constraint T, = 0 does not necessarily leac
to the equivalent cell of the covariance matrix 77TT' to be zero.
Guideline for Imposing Structural Zeros
The solution is to place the structural zeros in the left-most cells of each row in the Cholesky. If this
is done, then TT' will have the same structure as T. To implement this may require reorganizing




Say we have 3 variables with random parameters, and we desire the following covariance structure
(i.e., 2 of the 3 covariance terms estimated):
[.-11 °21 i731
[0-~~~
TT' 021 22 
r3 0 033
The following restriction on the Cholesky does not retain the structural zero in the covariance
matrix:
a,1 1 0 0
T = a21 a 22 0 "
a3 1 0 a 3 3
But by reorganizing the variables
covariances estimated:
a 22 0 0
T= a2, a, 0 ->







a 31 a 1 1
a2 + 2a3 + 3 3







a2 1 + a33
General Case
A general cholesky matrix can be written as follows:
a,,





a 4 3 a 44
aK 2 aK3 aK 4 ... aKK hiwer rin-MrIp
The covariance matrix is then:
V = TT', where
K
V,= = I aa.k and i < j, which simply takes advantage of the symmetry.
k=l




TT' = a2 1a2 2
L 0
---........... e ....
(I) Vj O as longas a 0 and a i 0.
Explanation: iK = ... +at, +... O .
(II) Vjj = 0 if al,..., a u = O .
Explanation: V1, = TT, where T is the i'h row of T and is the jh row of T.
The first j elements of 1T are zero (due to the restriction),
the last K - j elements of T, are zero (due to the lower diagonal structure of the Cholesky),
which leads to Vi = = 0.
Therefore, as long as the data are reorganized such that the structural zeros are entered at the
beginning of each row of the Cholesky matrix, then the structure of the covariance matrix (TT') will
match the structure of the Cholesky matrix (T).
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Appendix C: Identification of
Agent Effect Parameters
This appendix examines the identification of agent effect parameters as described for the joint
revealed and stated preference models described in Chapter 4.
General Specification
The general utility equation for alternative j, person n, and response q
Ujnq = Xj,,,? + J,7, + Vjyq
The utility consists of:
a systematic portion XAj,,,fl,
the agent effect Vi,/,., and
a Gumbel white noise vi,,,q, which has variance g/p2,
3 Alternative Model, 2 Responses per person:
In levels form, the utilities are as follows:
U for response I from person n:
U for response 2 from person n:
Ull = Xll + rl1771n + ll 
U2n, = X 2nlfl + V/272 + 2 1, and
U3,,, = X3nlfl + 3113,,7 + V3,, 
Uln2
2,n2
= X 1,,,2 + 17,r,, + Vl,,2 ,
-= X2, 2-J + ([/2172. + V2n12 , and
= X3 n2fl + / 3773 n + V3n2 -
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rAssuming the 7 's are independent, the covariance matrix is:
















I + g / U2
0
0
/22 + g /12
0
where /,/ = (V )2
The Utility Differences are as follows:
Response 1: U, 1 -U 3,, = ... + Vll,, - 33,, + Vl - 3ni , and
U2,,, - U3nI = + V'2)2 -... 22 31 + V2 I - V3n
Response 2: U1 12-U3 n2 = -- + /17ln - 313n + V2 -V3n2 I and
U2 1 2 - U3 n12 = ' + 2172n - 31 3n + V22 V3n2
The covariance matrix of utility differences is:
Cov(AU,,, ,AU i,.2) =
/ + 33 +2g /,u2
(33 + g // t2
/I I + /V33
/33
V/22 + //33 + 2g / 2
//33
/22 + V/33
V/Il + /33 + 2g //l 2
V/33 + g / ~2
Applying the rank condition:
vecu (Cov(A U,,,, AU ,2 ) ) =
VI I + 33 + 2g / 2/V22 + 1/33 + 2g / ,u2
1/33 + g /u 2




1 0 1 2
0 1 1 2
0 0 1 1
1 0 1 0
0 0 1 0
0 1 1 0
-' Rank = 4.
Therefore, we can estimate all 3 of the agent effect parameters and the only required normalization is
to u. Empirical verification of this result using synthetic data is provided in Table C-2.
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V33 + g / 1 2
V/22 + V33 2g / 'U2
Table C-2: Empirical Tests of Agent Effect Normalization
Synthetic Data
3 Alternatives, multiple responses per respondent.
Beta is a generic parameter for an attribute.
Alphas are the alternative specific onstants (Alpha.3 is the base).
Psis are the agent effect parameters.
Base tests (1000 records, 500 Halton draws)
True Parameter Est StdErr t-stat Est StdErr t-stat Est StdErr t-stat Est StdErr t-stat
1.00 Beta 1.04 0.15 (6.9) 1.03 0.15 (6.9) 1.03 0,15 (7.0) 1.06 0.15 (7.2)
1.50 Alpha 1 1.23 0.53 (2.3) 1.26 0.52 (24) 1.17 0.59 (2.0) 0.24 0.46 (0.5)
1.50 Alpha_2 1.23 0.56 (2.2) 1.19 0.62 (1.9) 1.40 0.52 (2.7) 0.28 0.43 (0.6)
1.00 Psi_1 1.32 0.62 (2.1) 0.00 -- 2.31 0.27 (8.5) 3.48 0.51 (6.9)
2.00 Psi_2 1.83 0.50 (3.6) 221 0.27 (8.3) 0.00 -- - 3.32 0.47 (7.0)
4.00 Psi 3 4.05 0.60 (6.8) 4.31 0.62 (6.9) 4.08 0.55 (7.3) 0.00 -
Log-likelihood -706.76 -708.26 -707.61 -737.32
# respondents . 100 100 100 100
# responses/respondent 10 10 10 10
# of records 1000 1000 1000 1000
# of draws (H) 500 500 500 500
Doubling the number of draws, and everything is within a standard error.
True Parameter Est StdErr t-stat Est StdErr t-stat
1.00 Beta 1.04 0.15 (7.0) 1.03 0.15 (6.9)
1.50 Alpha..1 1.11 0.54 (2.1) 1.25 0.52 (2.4)
1.50 Alpha..2 1.24 0.54 (2.3) 1.19 0.62 (1.8)
1.00 Psil 1.67 0.56 (3.0) 0.00 - -
200 PsL2 1.56 0.56 (2.7) 2.23 0.27 (8.3)
4.00 Psi 3 3.98 0.59 (6.8) 4.27 0.61 (6.9)
Log-likelihood -706.49 -708.23
# respondents 100 100
# responses/respondent 10 10
# of records 1000 1000
#of drawe H) 1000 1000
Using 10 times the number of respondents, and the parameters gt closer to te.
True Parameter Est StdErr t-stat
1.00 Beta 0.98 0.06 (20.6)
1.50 Alphal 1.46 0.16 (9.1)
1.50 Alpha_2 1.50 0.16 (9.1)
1.00 Psi_1 1.25 0.20 (6.3)
ZOO Psi_2 1.77 0.15 (11.9)




# of records 10000
#of draws (H) 500
2 Alternative Model, 2 Responses per person:
In levels form, the utilities are as follows:
Ufor response I from person n: U1111 = Xfl + Vly1r,, + vl,,
U2 ,l = X2.[,l + /2172., + V2.1
U for response 2 from person n: U1,,2 = X1,,,2 + y,11, + ,  2
U2,2 X 2 .2,0 + 27 2,, + V2N2
176
Assuming the 's are independent, the covariance matrix is:
X,, + g / / a
COV(UIv Uj,,2 ) ' 22 0 ±+ g g
0 7/22 0 /22 + g /
The Utility Differences are as follows:
Response 1: U.,,i -U2 = ... + i71t,, - V/2/72,, + V1,,1 - V2,,i
Response 2: Ul,,2 - U2n2 = ..+ i71 - V 2/72. + V1, 2 - V2 n 2
The covariance matrix of utility differences is:
Cov(AUl,,,,AUi,2)= I V + V/22 + g +Y22+2g/ 2
By inspection, we can only estimate one agent effect parameter, and the normalization is arbitrary.
By inspection, we can only estimate one agent effect parameter, and the normalization is arbitrary.
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Appendix D: Specification and
Estimation of the Components of
the Generalized Discrete Choice
Model
In this appendix, we provide more detail regarding the specification. estimation, and identification of
each of the components included in the generalized discrete choice model presented in Chapter 4.
Factor Analytic Disturbances and Logit Kemel
Specification
The disturbance of the logit kernel model has a probit-like portion as well as an i.i.d. Gumbel
portion, and is specified as follows:
,, = F,, ,, + v,, [D- !]
where ~, is an (M x 1) vector of M multivariate distributed latent factors. F, is a (J, x M) matrix
of the factor loadings that map the factors to the error vector ( F, includes fixed and/or unknown
parameters and may also be a function of covariates). and v,, is an i.i.d. Gumbel term. For
computational reasons. it is desirable to specify the factors such that they are independent. and we
therefore decompose ~,, as follows:
r,, = T~,, [D-2]
where ',, are a set of standard independent factors (often normally distributed), 7T" is the
covariance matrix of 4,. and T is the Cholesky factorization of it. To simplify the presentation. we
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assume that the factors have standard normal distributions, however, they can follow any number of
different distributions, such as lognormal, uniform, etc.
Substituting Equations [D-I and [D-2] into the standard random utility equation, yields the Factor
Analytic Logit Kernel Specification (the framework for which was shown in Figure 4-2):
U,, = X,,p + F,,T4,, + v,,, [D-3]
where: F,, is a (J x M) matrix of factor loadings, including fixed and/or unknown
parameters.
T is an (M x M) lower triangular cholesky matrix of unknown parameters.
where 77TT'= Cov(T4,,),
,, is an (M x 1) vector of unknown factors with independent standard
distributions. and
U. X. ,8. v are as in the base MNL model.
The covariance structure of the model is:
cov(U.)= F,,TT ' F, '+ (g /u ),.
where I1 is a (J x J) identity matrix. and g and p are as in the base MNL model.
F,,T4,, provides for flexibility, as highlighted by the special cases presented below. and v,, aids in
computation. as will be explained in the section on estimation.
Special Cases
The logit kernel model with its probit-like component completely opens up the specification of the
disturbances so that any desirable error structure can be represented in the model. In particular.
several useful special cases of the model are:
Heteroscedaslic
The heteroscedastic model relaxes MNL's i.i.d. Gumbel error structure by allowing the variances to
vary across alternatives. The model is specified as:
U,, = X,,fi + T;,, + v,, 
where: F,, from the general logit kernel equation [-3] equals the identity matrix.
T is (J x .1) diagonal, which contains the standard deviation of each alternative,
;,, is (xl).
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Nested & Cross-Nested Error Structures
Models that are analogous to nested and cross-nested logit can also be specified. The nested logit
kernel model is as follows:
U. =-X,,fl + FT,, + v,, 
where: A' is (M x 1). M is the number of nests, and one factor is defined for each nest,
F is (J x M), F = { falernativej is a member ofnest m
T is (M x M) diagonal, which contains the standard deviation of each factor.
In a strictly hierarchical nesting structure, the nests do not overlap, and FF' is block diagonal. in a
cross-nested structure. the alternatives can belong to more than one group.
Error Components
The error component formulation is a generalization that includes the heteroscedastic. nested, and
cross-nested structures. The model is specified as follows:
U,, = X,,f + FT4,, + v,, .
where: F is a (.1 x M) matrix of fixed factor loadings equal to 0 or I.
I ifthem' elementof 4,,appliestoalternativej
{o otherwise
~',,.T are defined as in the general case (Equation [D-3]).
Factor Analytic Errors
The Factor Analytic specification is a further generalization in which the F,, matrix contains
unknown parameters. The model is written as in the general case:
U, = X,,# + F.T4,, + v,,.
If T is diagonal, the disturbances can be written in scalar form as follows:
M
e,,,r = E f,,,nd +; a.
where both the f4,, 's and a,, 's (the diagonal elements of T ) are unknown parameters.
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Random Parameters
The MNL formulation with normally distributed random taste parameters can be written as:
U., = X.l,, +V,, 
where ,, - N(f.).
Replacing a, with the equivalent relationship: A,, = a + T;,,. where T is the lower triangular
Cholesky matrix such that TT'= Ilp, leads to a general factor analytic logit kernel specification
where F, = X,,:
U,, = X,, + X,,TM + V. 
The unknown parameters are the vector and those present in T. Note that T is often diagonal.
but does not have to be. Also. the distribution does not have to be normal. For example. it is often
specified as lognormal for parameters that have sign constraints.
Autoregressive Process
The disturbances n,, = (-. * .. ) of a first-order generalized autoregressive process [GAR( l)] is
defined as follows:
,, = pA,,g,, + 7',, 
where: A,, is a (.1 x .1) matrix of weights a,,,, describing the influence of each X,,, error
upon the others. A,, can either be fixed or a function of unknown parameters:
p is an unknown parameter: and
T;,, allows for heteroscedastic disturbances.
T is (Jx.J) diagonal and ,, is (J x ).
Solving for ,, and incorporating it into the logit kernel general form. leads to a logit kernel GAR I]
specification:
U,, = X,,/f + F,,T,, + v,,
where F,, =( - pA,, )-'.
Estimation
As with probit, the flexibility in specifying the error terms comes at a cost. namely the probability
functions consist of multi-dimensional integrals that do not have closed form solutions. Standard
practice is to estimate such models by replacing the choice probabilities with easy to compute and
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unbiased simulators. A key aspect of the logit kernel model is that if the factors a, are known, the
model corresponds to a multinomial logit formulation:
e#(X ,4.; .)
A(i X,,,;,) = (Xj. p+,.)t.,.r)
.ie
where A(i X, ,, ,; 8) is the probability that the choice is i given X,. and 4,,. The unknown
parameters include u,,6, and those in F and T.
Since the (,, is in fact not known, the unconditional choice probability of interest is:
P(i I X,,) = .[ A(i I X,,f)n(f, IM )df [D,4]
where n(, IM ) is the joint density function of ', which, by construction, is composed of i.i.d.
standard normal components. The advantage of the logit kernel model is that we can naturally
estimate P(i X,,; 6) with an unbiased, smooth, tractable simulator, which we compute as:
D
P(i X,, = E A(i I X,,, n'),
]}d=1
where (a denotes draw d from the distribution Of ,,, thus enabling us to estimate high
dimensional integrals with relative ease. The logit kernel probability simulator has all of the
desirable properties of a simulator including being convenient, unbiased, and smooth, and can
straightforwardly be applied in maximum simulated likelihood estimation.
Identification
It is not surprising that the estimation of such models brings identification and normalization issues.
There are two sets of relevant parameters that need to be considered: the vector 6 and the
unrestricted parameters in the disturbance term, which include F,, T, and u. For the vector ,
identification is identical to that for a multinomial logit model. Such issues are well understood, and
the reader is referred to Ben-Akiva and Lerman (1985) for details.
The identification of the parameters in the disturbances is much more complex. Identification and
normalization, including the order, rank, and positive definiteness conditions were covered in detail
in Chapter 2. The summary is that one has to be careful with identification of the logit kernel model.
In particular:
* Identification is not necessarily intuitive. For example, only one disturbance parameter is
identified with a two nest structure, whereas three disturbance parameters are identified with a
three nest structure.
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* Identification is not necessarily analogous to the systematic portion. For example, if random
parameters are estimated for a categorical variable with 3 categories, only two systematic
parameters are identified, whereas three disturbance parameters are identified.
* Normalization is not necessarily like probit. For example, the normalization for a probit
heteroscedastic model is arbitrary, whereas the normalization for a logit kernel heteroscedastic
model is not (the minimum variance alternative must be normalized).
* Using a small number of draws in simulation will mask identification problems, which makes
analytical verification of identification even more critical.
Combining Stated and Revealed Preferences
Specification
The framework for combining stated and revealed preferences is shown in Figure 4-3. The choice
models for the RP and SP models can be written individually as follows:
Revealed: U,1P = XRP + RP
Stated: U;' =X;I', +E,;
where X ° 'P and X;s' are the explanatory variables for the RP and SP experiments, respectively,
and /3 are the unknown parameters where at least a subset of the parameters are common across the
two models. In order to combine the models, there are two important issues involving the
disturbances er and e;"' that need to be considered. First, they are most likely correlated across
multiple responses for a given individual. Second, the scale (i.e., their variances) may vary across the
two models.
Issue 1. Correlation Across Responses from the Same Individual
It is highly likely that multiple responses from a given individual will exhibit correlated disturbance
terms. In the best possible scenario, ignoring potential correlation will result in consistent, but
inefficient estimates. However, in the worst case, it can lead to inconsistent estimates. This occurs,
for example, when the revealed choice (y,7/') is included in the SP model (often done to capture
response bias); if ,' and cI' are correlated then y/It is endogenous to the SP model, and therefore
the resulting estimates are inconsistent.
To deal with the issue of correlation, the model should be specified in a way that allows for
correlation among the SP responses as well as correlation between the SP and RP responses from a
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given individual. To achieve this, Morikawa et al. (1996) suggest decomposing the error component
into two portions 34 :
6 RP - TpRP R P Y,Ey = + Vy ,
SI' = vr%7 + P v,' 
where: i,, is a (J x 1) vector of i.i.d. standard normal disturbances. These are assumed
independent across alternatives, but identical across responses for a given
individual (also called an 'agent effect').
TPN, ps'"P are (J x J) diagonal matrices, which contain unknown parameters that capture
the correlation across responses.
vRP, v;v are (Jx 1) vectors of disturbances (white noise), and each vector is i.i.d.
Gumbel.
7n, v', v;' are independent.
Thus, this structure allows for correlations between RP and SP responses for the same individual:
RI'U, ST,,) = R1`Ws.';`
where yi; denotes the i' diagonal element of the matrix T.
If there are multiple SP responses per individual, for example, SPa and SPb, then:
COV(U'< U;S' ^ ) = (; P 2
Given this structure, the likelihood for, say, 1 RP response (y,,'P) and Q SP responses
(yJS = {y}'' . , y; }) observed for the respondent n is:
RI, STI (R, ' I-[SIPty, i, y, X,) = JA(y,,' X, ', r )1P A(y,~ I X , )f(r/)d , [D-5]q.1
where the unknown parameters include fl, u, and T, and it is necessary to integrate out over
the unknown correlation factor 7.
In calculating the probabilities within the integral, the scale issue becomes important, which is
described next.
3Again, we're assuming that the MNL specification is appropriate tfor both the SP and RP model, although clearly any choice
model can be substituted.
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Issue 2. Different Scales for Different Datasets
Since the effect of unobserved factors will be different between revealed and stated preference
surveys, there is good reason to suspect that v,, /' and v;,' have different variances, which leads to
different scales uR, and uS,,. The conditional probabilities are then:
e R"P ( x,, f +,%7E.)
~~A(i~ ~I" ~ X ) E P(E RI e [D-6]X',?,ri) = ehL,.(x, +vf,,,.
R e
./e('C
e S ( X;.4}, +,/'?7'n )
A(iS, 7.l ,7= [D-7]
Estimation
The likelihood for the sample can then be built from Equations [D-5], [D-6], and [D-7]. Joint
estimators are obtained by maximizing the log-likelihood of the sample over the unknown
parameters (, u, ).
This model requires numerical integration with respect to q to evaluate the likelihood, and therefore
requires customization of the likelihood in a flexible programming package. However, if serial
correlation is not considered, the model simplifies considerably as the integration over the agent
effect (i7) is no longer necessary, or:
P(y"', y;'" IX,,) = (y,7 X" )17 A(yI X ),
q=l
where the unknown parameters are fl and u .
In this case the log-likelihood can be decomposed into the standard log-likelihood for the RP data
plus the log-likelihood for the SP data. The independent model can be estimated either sequentially
or simultaneously. (See Morikawa, 1989, for a discussion.) Bradley and Daly (1997) developed a
method for estimating this model (no agent effect) simultaneously by creating an artificial tree
structure and using a standard Nested Logit software package.
Identification
The standard identification rules for discrete choice apply to the specifications of both the RP and SP
portions (see Ben-Akiva and Lerman, 1985). The only unique issues here are with the agent effect
parameters, T, and the scale terms, Su. The required normalizations for T' are determined by a
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rank condition (see Appendix C), and the resulting identification restrictions depend on the
specification, for example3 5:
Number of Number of Number of Number of
RP Responses SPI' Responses Alternatives Identification Restrictions
Case I: 1 1 or more 3 or more none
Case II: 1 2 or more 2 one (either RP or SP)
Case III: I 1 2 one for RP & one for SP
For the scale normalization, recall that in order to identify the coefficients of a discrete choice
model, the scale must be set by arbitrarily fixing the variance of the disturbance term, i.e., by fixing
/u. For the joint SP/RP model, it is only necessary to fix one of the two scale terms. Therefore, we
arbitrarily set the scale of the model to be that of the RP data (i.e., aRI, = 1) and we estimate one
parameter pu, which equals the ratio of standard deviations between v,R ' and v;'p , or = s/
The conditional probabilities are then:
i<(RP I xts 71 1 A) (XI' RI" r7 e
e(X~ '+ / qA(i i x,',,7,) I e
let
A (isvp ;v'r,, q,,) ,
= p (X-`~fi y" 1Ze, fi +~ x j.[
.ieC
Choice and Latent Variables
Specification
The framework for the integrated choice and latent variable model is shown in Figure 4-5. The
integrated model is composed of two parts: a discrete choice model and a latent variable model.
Each part consists of one or more structural equations and one or more measurement equations.
Specification of these equations and the likelihood function follow. 36
Structural Equations
For the latent variable model, we need the distribution of the latent variables, denoted as X,, given
the observed variables, for example:
X = X,,2 + c,, and c,, -N(O,,o) . [D-8]
35 The mirror image of Cases I and 11 also hold in which there are multiple RP responses and a single SP response.
36 Here, as elsewhere in the chapter, we make simplifying assumptions to clarify the explanation, for example, we assume linear
in the parameters and normally distributed disturbances (except for the Gumbel term for the choice model).
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This results in one equation for each latent variable. Equation [D-8] can also be generalized to
include latent variables as explanatory variables.
The structural equation for the choice model is as before, except now contains latent explanatory
variables:
U, = XAf, + X, 2+ .. [D-9]
Measurement Equations
For the latent variable model, we need the distribution of the indicators () conditional on the
values of the latent variables, for example:
I,, = X,a + ,, and v,, - N(O, o). [D-10]
This results in one equation for each indicator (for example, each survey question). These
measurement equations usually contain only the latent variables on the right-hand-side. However,
they may also contain individual characteristics or any other variable determined within the model
system such as the choice indicator. In principle, such parameterizations can be allowed to capture
systematic response biases when the individual is providing indicators.
The measurement equation for the choice model is exactly as before:
1, if U = max(U/}
yi, = [D- 1]
O, otherwise
Integrated Choice and Latent Variable Model
The integrated model consists of Equations [D-8] through [D- 11]. Equations [D-8] and [D-10]
comprise the latent variable model, and equations [D-9] and [D-1 ] comprise the choice model.
Estimation
Likelihood Function
The most intuitive way to create the likelihood function for the integrated model is to start with the
likelihood of a choice model without latent variables:
P(Y I X",,) 
The choice model can be any number of forms, for example, logit, nested logit., random parameter
logit, probit, ordinal probit, and can include the combination of different choice indicators such as
stated and revealed preferences.
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Now we add the latent variables to the choice model. Once we hypothesize an unknown latent
construct, X, its associated distribution, and independent error components (co, ), the likelihood
function is then the integral of the choice model over the distribution of the latent constructs:
P(y,, IX,,) = P(y,, X,,, X,,*)f(X,,* I X,,)dX*
X.
where the unknown parameters include the ,8 from the choice model (as well as any estimated
disturbance terms), and the and parameters in Ea from the latent variable structural model.
We introduce indicators to. improve the accuracy of estimates of the structural parameters. Assuming
the error components (, , v) are independent, the joint probability of the observable variables y,
and I,,, conditional on the exogenous variables X,,, is:
f4 (y",I X,,) = [D-12]
P(y,, I X, X,,* )f (I , ) (X,,* I X , )dX*
X'
which now includes the unknown parameters from the measurement model: a and those in E,.
Note that the first term of the integrand corresponds to the choice model, the second term
corresponds to the measurement equation from the latent variable model, and the third term
corresponds to the structural equation from the latent variable model. The latent variable is only
known to its distribution, and so the joint probability of y, I, and X* is integrated over the vector
of latent constructs X".
Identification
As with all latent variable models, identification is certainly an issue in these integrated choice and
latent variable models. While identification has been thoroughly examined for special cases of the
integrated framework presented here (see, for example, Elrod 1988 and Keane 1997), necessary and
sufficient conditions for the general integrated model have not been developed. Therefore,
identification of the integrated models needs to be analyzed on a case-by-case basis.
In general, all of the identification rules that apply to a traditional latent variable model are
applicable to the latent variable model portion of the integrated model. See Bollen (1989) for a
detailed discussion of these rules. Similarly, the normalizations and restrictions that apply to a
standard choice model would also apply here. See Ben-Akiva and Lerman (1985) for further
information.
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For the integrated model, a sufficient, but not necessary, condition for identification can be obtained
by extending the Two-step Rule used for latent variable models to a Three-step Rule for the
integrated model:
1. Confirm that the measurement equations for the latent variable model are identified (using, for
example, standard identification rules for factor analysis models).
2. Confirm that, given the latent variables, the structural equations of the latent variable model are
identified (using, for example, standard rules for a system of simultaneous equations).
3. Confirm that, given the distribution of the latent variables, the choice model is identified (using,
for example, standard rules for a discrete choice model).
Because identification is not always straightforward, empirical tests of identification can be
extremely useful for these models, which are discussed later.
Choice and Latent Classes
Specification
The framework for the latent class model is shown in Figure 4-6. The model is written as:
s
P(i l X,,) = P(i l X,,,s)P(s I X,,) , [D-13]
P(i I X,,; s) is the class-specific choice model, and can include variation across classes in terms of
all aspects of the choice process, for example taste parameters, choice sets, decision protocol, or
covariance structure (for example, nesting). P(s X,,) is the class membership model, i.e., the
probability of belonging to class s given X,,.
The primary issue in latent class models is how to specify the class membership model. Gopinath
(1995) provides extensive detail on this issue, and a summary is provided here. Many applications of
latent class choice models in the literature employ a naYve class membership model in which
P(s X,,;0) is a logit model and the class-specific constants are the only parameters (see, for
example, Kamakura and Russell, 1987). Such models are more commonly called 'finite mixture
models' (see McLachlan and Basford, 1988, for a review).
The most straightforward extension of the naive model is to include descriptive information about
the decision-makers as explanatory variables in P(s I X,,;0) to improve the prediction of the class
probabilities. If P(s X,,; ) is an MNL (or analogous) model, then this is called a 'categorical
criterion model' (see, for example, Dillon et al., 1993, or Gupta and Ghintagunta, 1994). If it is
ordinal MNL (i.e., the classes represent varying degrees along a single dimension) than it is called an
'ordinal criteria model'. Gopinath (1995) developed a flexible and rigorous methodology for
specifying latent class membership models. His methodology includes those methods described
above as well as models in which the class membership specification has ordinal criteria in more
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than one dimension. For example, if the latent classes represent taste variations, the class
membership could be based on an individual's sensitivity to two or more attributes (for example,
time and cost).
As with the continuous latent variables, it is helpful if indicators of the latent classes are available.
This is similar to the continuous latent variable case in which another component (the measurement
equations for the indicators) is added to the likelihood. See Ben-Akiva and Boccara (1995) and
Gopinath (1995) for more information.
Estimation
Like the other models described in this chapter, estimation can be performed using maximum
likelihood techniques. However, one key difference is that as long as the conditional choice model
does not require integration, then the latent class model does not require integration.
One important issue with latent class models is that there can be numerous local maxima. Therefore,
it is necessary to explore different starting values. In our empirical tests, we have found that it works
well to start the model at a point with very distinct class-specific behavior, and allow the classes to
move together.
Identification
Identification of latent class models follows the general rules for latent variable models. A sufficient
but not necessary two-step rule can be used in which the first step is to verify that the class
membership model is identified, and the second step is to verify that the conditional choice model is
identified given the class.
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Appendix E:
Stability of Parameter Estimates
The results presented in this appendix are used to test the stability of the models presented in
Chapter 4. With the exception of the random parameter models, the final parameter estimates are
within one standard deviation of a model estimated with fewer draws, and therefore are very stable.
The random parameter models tend to be more unstable, particularly with lognormal (as opposed to
normal) distributions. Nonetheless, with a couple of exceptions, all parameter estimates are within 2
standard deviations, and therefore fairly stable. The parameters that are outside of 2 standard
deviations (2 in Table E-4 and 3 in Table E-8, shown in bold) are in all cases lognormal distribution
parameters that have extremely small standard deviations.
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Distributed Model 2: Multivariate Distributions
1000 5000 10000 20000
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193
Table E-5: Stability of Choice and Latent Variable Model (Table 4-5)
CHOICE MODEL
Draws: 1000 5000
Parameter Est. Est. Std. Er.
Rail constant RP -0.525 -0.442 0.750
Rail constant SP2 -1.193 -0.890 0.837
Work trip dummy 1.70 1.67 0.64
Fixed arrival time dummy 0.748 0.692 0.532
Female dummy 1.15 1 13 0.45
Cost per person in Guilders -0.0593 -0.0605 0.0163
Out-of-vehicle time in hours -0.946 -0.983 0 936
In-vehicle time in hours -0 679 -0.691 0 186
Number of transfers -0.097 -0.0982 0.0384
Amenities -0 351 -0.358 0 097
Latent Comfort -RP 1.10 1.16 1 17
Latent Comfort- SP2 1.14 1 16 0.55
Latent Convenience - RP 1.38 1.30 0.76
Latent Convenience - SP2 0.746 0.764 0.331
Inerbia dummy (RP Choice) 3.04 2 52 1.24
Agent effect RP -0.087 0 210 0.611
Agent effect SP2 2.02 2 08 0.64
Scale (mu) SP1 2.37 2 32 0 63
Scale (mu) SP2 1 27 1 31 0.42
Taut SP1 (=-Tau4SP1) -0.190 -0.194 ----
Tau2 SP! (=-Tau3 SP1) -00124 -0.0126 ----
Tau3 SP1 0.0124 0.0126 0 0041
Tau4 SP1 0190 0.194 0.058
Taul SP2 -1014 -0988 0313
Tau2 SP2 (=-Tau3 SP2) -0.185 -0.181 ---
Tau3 SP2 0 185 0.181 0 065
Tau4 SP2 1.36 1.33 0.44
Log-likelihood (Choice&Latent): -6656.87 -6656.12
Log-likelihood (Choice): -4518.72 -4517.97
LATENT VARIABLE MODEL
Structural Equations (2 equations, 1 per column)
Comfort Equation Convenience Equation
Draws: 1000 5000 1000 5000
Parameter Est. Est. Std. Er. Est. Est. Std. Er.
Constant -Comfort 0.087 0.106 0.219
Constant - Convenience 0.529 0 489 0.303
Age dummy - over 40 -0.444 -0 449 0.622 0 885 0.871 0.287
First class rail rider 0.441 0.431 0 567
In-vehicle time in hours -0.505 -0.481 0.331
Out-of-vehicle time in hours -1.22 -1 18 0 71
Number of transfers -0.151 -0.122 0199
Free parking dummy (auto) 0 242 0 222 0 242
Variance((o) 1 00 1.00 - 1.00 100
Measurement Equations (6 equations, per row)
Comfort Parameters Convenience Parameters Disturbance Params. (StdDev(u))
Draws: 1000 5000 1000 5000 1000 5000
Equation Est. Est. Std. Er. Est. Est. Std. Er. Est. Est. Std. Er.
Relaxation ! 0.540 0.522 0.240 0126 0131 0135 1.16 1.17 0.13
Reliability 0.329 0.331 0 105 0.443 0.446 0.089 0.903 0.899 0.055
Flexibility 0 714 0.731 0.288 0.894 0.877 0.242
Ease 0.570 0.571 0.168 1.15 1 15 0.09
Safety 0.394 0.381 0.135 0.134 0.132 0.117 0.796 0.803 0.081
Overall Rating 1.21 1.25 0.82 1.42 1 39 0 51 1.29 1.28 0.26
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Table E-6: Stability of Latent Class Model (Table 4-6)
MODE CHOICE MODEL
Parameters Common Parameters Unique Parameters Unique
Across Classes to Class 1 to Class 2
Draws 500 1000 500 1000 500 1000
Parameter Est Est. Std. Er Est Est Std Er Est Est Std Er
Rail constant RP 1.28 1.26 0.756
Rail constant SP2 1 45 1.42 0 772
Worktnrip dummy 111 1 10 0620
Fixed arrival time dummy 0 637 0 641 0.497
Female dummy 1 03 1 03 0 432
Cost per person in Gudders -0 227 -0 231 0.063 -0 0405 -0.0408 00115
Out-of-venicle tme m hours -1.38 -1 31 1 21 -3 51 -3 47 1 34
In-vehicle time in hours -1.66 -1.69 0 48 -0 871 -0 876 0 244
Number of transfers -0.211 -0 216 0092 -0149 -0 149 0055
Amenities -0 4C2 -0 408 0 114 -0.537 -0 540 0 146
Inertia dummy (RP Choice) 0 97 0 99 0 696
Agent effect RP 2 12 2 09 0 76
Agent effect SP2 2 91 2 87 0.73
Scale (mu) SP1 2 27 2 25 0 59
Scale (mu) SP2 1 56 1 56 0 35
Taut SP1 (--Tau4 SP1) -0 235 -0 236 -
Tau2 SP1 (=-Tau3 SPI) -0 0153 -0 0154 -
Tau3 SP1 0 0153 0 0154 00050
Tau4 SP1 0 235 0 236 0.070
Taul SP2 -0 895 -0 895 0 210
Tau2 SPI (=-Tau3 SP2) -0161 -0.161 -
Tau3 SP2 0 161 0161 0 051
Tau4 SP2 117 1 !7 0.28
Log-likelihood: -1283 14 -4283 04
CLASS MEMBERSHIP MODEL
Draws. 500 1000
Parameter Est Est Std Er
Constant -0.450 -0.455 0,395
Female dummy -0 0776 -0 0832 0 3625
Number of persons m party 0175 0174 0 121
Work trip dummy -1.93 -1 94 0 73
Age over 40 dummy -0 476 -0 472 0 371
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Table E-7: Stability of Choice and Latent Vzriable with Latent Classes Model (Table 4-7)
MODE CHOICE MODEL
Parameters Common Across Parameters Uraque Parameters UrKque
Classes to Ctass 1 to Class 2
Draws 1000 5000 1000 5000 1000 5000
Parameter Est Est Std Er Es t Est S Er Est Est Std Er
Ra conlant RP 0119 0293 0906
Rdl constan SP2 O 4 0 940 1 143
Work trip dummy 1 94 196 126
Fixed amval time duny 0 619 0 590 0 60
Femnle durny 104 104 0.529
Cost perperson in G ers -0232 -0220 0104 -00412 0 0406 00196
Out-of-vhdcle Ille m hours 0251 00541 1560 -1 44 2 27 1 64
n. vecle m m nhours -171 -161 076 -093 -0909 0375
Number of transfers -0 207 -080 0 127 0 158 -0 167 0 079
Amentls .0 419 -0 415 0 166 .0 557 0 566 0 241
Len Cor fort- RP 1 53 1 32 069
Larnt C to - SP2 1 75 1 62 053
Lat ont venience- RP 2 08 1 90 1 04
LeaConaenr nc - SP2 1 42 1 32 061
ineria dummy (RP Choice) 0124 0 0277 10414
Agenr effet RP 209 224 161
Age effect SP2 2 45 2 73 1 13
Scale (iu) SP1 220 221 092
Scale (mu) SP2 1 48 1 38 0 43
Tau I SPI (=-T.u4 SP1) -0 242 -0 242 --
Tau2 SP (-Tau3 SP1) -0 0158 -00157 --
Tau3 SP1 001s58 0 0157 00070
Tau4 SPI 0 242 0 242 0 111
Taul SP2 -0 937 -1 00 0 32
Tu2 SP1 (-Tau3 SP2) -0 169 -0 t81
Tau3 SP2 0169 0181 0 071
Tau4 SP2 1 23 1 31 0 43
Logkelihood (Choce&Latent) -6419 63 -6423 09
Log-ltelhood (choice) -4282 48 -4284 96
LATENT VARIABLE MODIL
Structural Equahtions (2 equatbons I per column)
Comfort Equation Conveence Equation
Draws 1000 5000 1OO0 5000
Parameter Est Est Std Er Est Est Std Er
Constant- Comfort 0 149 0 132 0 158
Constnt Convenience 0497 0497 0245
Age dummy - over 40 -0 565 -540 0 400 0 851 0 876 0 246
Fest class rd nder 0 386 0 454 0 402
Inwvehie C e inm hours -0 417 -0 519 0 324
Out-o-vehicle Im in hours .1 09 -1 23 0 54
Numnterof transers -0 139 -0 107 0 156
Free parug dummy (auto) 0 264 0 218 0 259
Vnnce(,) 1 0 100 --- 100  1 -0
Measurement Equations (6 oquahons. I per row)
Comfort Parameters Convrwence Parameters Datubane Parms (SldDev(u))
Draws 1000 500 1000 5000 1000 5000
Equabon Est Est Std Er Est Est Std Er Est Est Std Er
Relaxtion 0559 0551 0 183 0160 0156 0 134 1 15 115 010
Relablty 0340 0343 0 106 0488 0462 0090 0888 0887 0055
Fleabldy 0 736 0 716 0171 0 875 0 692 0139
Ease 0 57 0570 0128 1 14 15 0 09
Safely 0 398 0 377 0092 153 0 153 0 103 0 789 0 800 0 051
Overal1 Ratng 1 09 1 10 0 38 143 144 026 140 137 018
CLASS MEMBERSHIP MODEL
Draws 1000 5000
Parameter Est Est Std Er
Constant -0 442 0 375 0 467
Female dummy -0 00192 0 0489 0 4128
Nunmber ot persons m palrty 0 169 0 165 0 125
Work trip dunmmny . 93 -1 85 0 74
Age over 40 dunmmny -0 472 -0 498 0 384
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Distribution Parameters
10000 20000
Est Est Std Er
1 18 1.02 .08 onS ora
0 938 0 864 0 040 lognorma
1 60 176 015 ognonlM
1 24 1.13 0.06 1gnnal
LATENT VARIABLE MIODEL





Age dummy. over 40
First class rail nder
In-vehicle tlme m hours
Out.-o0-vehiclde time mi ours
Number of transers





Est Est Std Er
. _ _ _ _ _ _ _ _ _ _ _~.
00916 o00688 0 1362
-0 485 -0435 0 145
-0 35a -0 434 0 211
.2.67 .3 03 043
100 1 00 -
Distribubtion Parameters
10000 20000
Est Est Std Er




Est Est Sod Er
0 467 0 649 0 239
0963 0961 0286
0379 0246 0386
.0162 0 294 0 126
-0 188 0147 0180
1 00 1 00 -
Distrton Parameters
10000 20000
Est Est St Er
-0 101 0.281 0.072 n
0 536 -0674 0 133 l/onomal
Measurement Equations (6 equations. per row)
Comlort Parameters Convenience Parameters Dsaice Pans (Sdl)e())
Draws 10000 20000 10000 20000 10000 20000
Equabtion Est Est Std Er Est Est Sid Er Est Est Std Er
Relxsaton 0 384 0408 0 138 0 201 0136 0084 1 20 1 20 0 07
Relaililgy 0 217 0 220 0 100 0 424 0402 0 072 0903 0 896 0052
Flexiblty 0 597 0 603 0 109 0 909 0 870 0 087
Ease 0468 0453 0085 I 16 16 007
Safely 0211 0242 0095 0 182 0152 0069 0845 0838 0044
Overatl Rating 0 949 1 05 0 13 1 24 I12 012 145 1 39 014
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Table E-9: Stability of Choice and Latent Variable Models with
Heterogeneity of Latent Variable Parameters (Table 4-9)
CHOICE MODEL (Latent Variable Portion not Shown)
Choice and Latent Variable RP/SP Model Choice and Latent Variable RP/SP Model
with Randomly Distributed Parameters (Lognormal) with Latent Class Heterogeneity
Draws: 2000 10000 2000 10000 5000 10000 5000 10000
Parameter Est. Est. Std. Er. Est. Est. Std. Er. Est. Est. Std. Er. Est. Est. Std. Er.
Rail constant RP -0.383 -0.390 0.707 -0.389 -0.391 0.722
Rail constant SP2 -0.923 -0 856 0.748 -0.797 -0.908 0.778
Work trip dummy 1.80 1.76 0.74 1.70 1.72 0.66
Fixed arrival time dummy 0.706 0 707 0.504 0.688 0.702 0.520
Female dummy 1.21 1.16 0.48 1.17 1.17 0.48
Cost per person in Guilders -0.0648 -0.0637 0.0165 -0.0637 -0.0635 0.0174
Out-of-vehicde time in hours -1.18 -1.09 0.88 -1.12 -1.14 0.99
In-vehicle time in hours -0.742 -0.728 0.192 -0.727 -0.726 0.198
Number of transfers -0.105 -0.103 0.040 -0.103 -0.103 0.041
Amenities -0.384 -0.377 0.100 -0.377 -0.376 0.104
... .... ............. ... ._ .. ... . ..... ... ,......... ' 'E P5C tI
Latent.Cofott- RP . - 0.267 0.161 0.699 0,320 0.187 0.787 1.37 1.34 0.94 0.000 0.000
iLtent,Co'df SP2 . 0.280 0.186 0.391 0.291 0.340 0.079 1.42 1.42 0.63 0.000 0.000 --
LatintConvniiene-iRP- - 0.233 0.267 0.467 0.362 0.314 0.511 1,.48 1.48 0.61 0.000 0.000 --
Lateit Connlence- SP2 -0.430 -0.252 0.359 0.379 0.214 0.115 0.894 0.834 0.366 0.000 0.000.... .... . .. .................I
Inertia dummy (RP Choice) 2.69 2.56 1.07 2.38 2.62 1.21
Agent effect RP 0.225 0.256 0.566 0.245 0.125 0.571
Agent effect SP2 2.21 2.10 0.61 2.11 2.12 0.66
Scale (mu) SP1 2.16 2.20 0.58 2.20 2.21 0.61
Scale (mu) SP2 1.20 1.26 0.38 1.26 1.24 0.41
Taul SP1 (=-Tau4 SP1) -0.208 -C.204 ---- -0.204 -0.204 ---
Tau2 SP1 (=-Tau3 SP1) -0.0135 -0.0133 ---- -0.0133 -0.0132 ---
Tau3 SP1 0.0135 0.0133 0.0043 0.0133 0.0132 0.0044
Tau4 SP1 0.208 C.204 0.060 0.204 0.204 0.062
Taul SP2 -1.08 -1.03 0.31 -1.03 1.05 0.34 
Tau2 SPI (=-Tau3 SP2) -0.198 -0.189 --- -0.188 -0.192 | -
Tau3 SP2 0.198 0.189 0.064 0.188 0.192 0.070
Tau4 SP2 1.45 1.39 0.43 1.38 1.41 0.49 
Log-likelihood (Choice&Latent): -6655.46 -6655.79 -6656.10 -6655.96
Log-likelihood (Choice): -4518.59 -4518.08 -4518.06 -4518.19
CLASS MEMBERSHIP MODEL
Draws: 5000 10000
Parameter Est. Est. Std. Er.
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