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Remarks on the Cayley-Hamilton theorem
L. Gatto I. Scherbak
Abstract
We revisit the classical theorem by Cayley and Hamilton, “each endo-
morphism is a root of its own characteristic polynomial”, from the
point of view of Hasse–Schmidt derivations on an exterior algebra.
1 Formulation of the Main Result
Let A be a commutative ring with unit, M a free A-module of
rank r and
∧
M =
⊕r
j=0
∧j
M its exterior algebra.
To any endomorphism f of M we associate (see Section 3)
the unique A-module homomorphism
f(t) :
∧
M −→
∧
M[[t]], f(t) =
∑
j>0
fjt
j, fj ∈ EndA(
∧
M),
such that
• f(t)(α∧ β) = f(t)α ∧ f(t)β, ∀α,β ∈
∧
M;
• f(t)|M = 1M +
∑
j>1 f
jtj,
where 1M is the identity endomorphism of M.
Let
det(1Mt− f) = t
r − e1t
r−1 + . . .+ (−1)rer (1)
be the characteristic polynomial of f. We prove, in Section 3,
the following generalization of the Catyley-Hamilton theorem.
1.1 Theorem. For each j = 1, . . . , r, the sequence {fk}k>0
satisfies the following linear recurrent relation of order j,
fi+j|∧r−j+1M− e1fi+j−1|∧r−j+1M+ . . .+ (−1)
jejfi |∧r−j+1M= 0,
for all i > 0.
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Let Er(t) := det (1M − ft). Using (1), we get explicitly
Er(t) = 1− e1t+ . . .+ (−1)
rert
r. (2)
For each i > 0, define
Ui(f) = fi − e1fi−1 + . . .+ (−1)
rerfi−r ∈ EndA(
∧
M), (3)
with the convention that fk = 0 if k < 0.
1.2 Corollary. We have
f(t) =
U0(f) + U1(f)t+ . . .+ Ur−1(f)t
r−1
Er(t)
. (4)
Moreover, for each j = 1, . . . , r and ∀α ∈
∧r−j+1
M,
f(t)(α) =
U0(f)(α) + U1(f)(α)t + . . .+ Uj−1(f)(α)t
j−1
Er(t)
.
1.3 Remark. In the case j = r, Theorem 1.1 gives
fi+j|M
− e1fi+j−1|M
+ . . .+ (−1)jejfi |M = 0, ∀i > 0.
Thus the sequence {fk}k>0, where f
0 := 1M, satisfies the linear
recurrence relation of order r,
fi+r − e1f
i+r−1 + . . .+ (−1)rerf
i = 0, ∀i > 0.
This is the classic Cayley-Hamilton theorem.
1.4 IfA contains the rational numbers, then the formal Laplace
transform L sending series
∑
n>0 ant
n to
∑
n>0 ann!t
n, is in-
vertible, [2]. In this case we can make some additional obser-
vations.
Consider the series:
u−j(t) := L
−1
(
tj
Er(t)
)
∈ A[[t]], 0 6 j 6 r− 1,
which, as it was shown in [4], form an A-basis of solutions to
the linear ODE


y(r)(t) − e1y
(r−1)(t) + . . .+ (−1)rery(t) = 0,
y(t) ∈ A[[t]].
(5)
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Equality (4) then implies
∑
n>0
fn
tn
n!
=
r−1∑
j=0
Uj(f)u−j(t). (6)
1.5 Corollary. If A is a Q–algebra, then
∑
n>0 fn
tn
n!
solves
(5) in EndA(
∧
M)[[t]].
By restricting (6) to M and recalling that
∑
n>0
fn
tn
n!
= exp(ft),
one obtains the refinement by Leonard [5, 1996] and Liz [6,
1998] of Putzer’s method [7, 1966] to compute the exponential
of a complex valued square matrix.
1.6 Corollary. If A is a Q–algebra and f ∈ EndA(M) has
the characteristic polynomial (1), then
exp(ft) = v0(t)1M + v1(t)f + · · · + vr−1(t)f
r−1,
where vj(t) is the unique solution to (5) in A[[t]] with the initial
condition v
(i)
j (t) = δij, 0 6 i, j 6 r− 1.
2 Derivations on Exterior Algebra
2.1 Preliminaries. (See [1, 3]) Fix an A-basis b0, . . . ,br−1
of the ring M. Consider
∧
M =
⊕r
j=0
∧j
M, where
∧
0
M = A,
and
∧j
M, 1 6 j 6 r, is the A-module generated by {bi1 ∧ . . .∧
bij } with the relation:
biσ(1) ∧ . . .∧ biσ(j) = sgn(σ)bi1 ∧ . . .∧ bij , σ ∈ Sj,
where Sj denotes the permutation group on j elements. In
particular,
∧
1
M = M. The exterior algebra structure on
∧
M
is given by juxtaposition



∧ :
∧h
M×
∧k
M −→
∧h+k
M,
(bH,bK) 7−→ bH ∧ bK,
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where bH := bi1 ∧ . . . ∧ bih and bK := bj1 ∧ . . . ∧ bjk are
monomials in
∧h
M and
∧k
M respectively.
Let t be an indeterminate over
∧
M and denote by
∧
M[[t]]
and EndA(
∧
M)[[t]] the corresponding rings of formal power
series with coefficients in
∧
M and EndA(
∧
M) respectively. If
D(t) =
∑
i>0 Dit
i, D˜(t) =
∑
j>0 D˜jt
j ∈ EndA(
∧
M)[[t]], their
product is defined as:
D(t)D˜(t)α = D(t)
∑
j>0
D˜jα ·t
j =
∑
j>0
(D(t)D˜jα) ·t
j, ∀α ∈
∧
M.
Given D(t) ∈ EndA(
∧
M)[[t]], we use the same notation for
the induced A-homomorphism D(t) :
∧
M →
∧
M[[t]] map-
ping α ∈
∧
M to D(t)α =
∑
i>0 Diα · t
i ∈
∧
M[[t]].
The formal power series D(t) =
∑
i>0 Dit
i is invertible in
EndA(
∧
M)[[t]] (i.e. there exists D(t) ∈ EndA(
∧
M)[[t]] such
that D(t)D(t) = D(t)D(t) = 1∧M), if and only if D0 is an
automorphism of
∧
M. If D(t) is invertible, we shall write
its inverse as D(t) =
∑
i>0(−1)
iDit
i. With this convention,
D(t)D(t) = D(t)D(t) = 1∧M if and only if
D0Dj −D1Dj−1 + . . .+ (−1)
jDjD= = 0, ∀j > 1. (7)
2.2 Proposition The following statements are equivalent:
i) D(t)(α∧ β) = D(t)α∧D(t)β, ∀α,β ∈
∧
M;
ii) Di(α∧ β) =
∑i
j=0Djα∧Di−jβ, ∀i > 0.
Proof. i)⇒ ii). By definition of D(t), write i) as
∑
i>0
Di(α∧ β)t
i =
∑
j1>0
Dj1α · t
j1 ∧
∑
j2>0
Dj2β · t
j2 . (8)
Hence Di(α∧ β) is the coefficient of t
i on the right hand side
of (8), which is
∑
j1+j2=i
Dj1α∧Dj2β =
∑i
j=0Djα∧Di−jβ.
ii)⇒ i) We have
D(t)(α∧ β) =
∑
i>0
Di(α∧ β)t
i =
∑
i>0
(
∑
i1+i2=j
Di1α∧Di2β)t
i
=
∑
i1>0
Di1α · t
i1 ∧
∑
i2>0
Di2β · t
i2
= D(t)α∧D(t)β. (9)
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2.3 Definition. (Cf. [1]) Let D(t) ∈ EndA(
∧
M)[[t]]. The
induced map D(t) :
∧
M→
∧
M[[t]] is called a Hasse–Schmidt
derivation on
∧
M (HS-derivation for short), if it satisfies the
(equivalent) conditions of Proposition 2.2.
We denote by HS(
∧
M) the set of all HS-derivation on
∧
M.
2.4 Remark. IfD(t) ∈ HS(
∧
M), thenD1 is an A–derivation
of
∧
M, i.e. the usual Leibniz’s rule D1(α ∧ β) = D1α ∧ β +
α∧D1β. holds.
2.5 Proposition. (Cf. [1, 3]) The product of two HS-derivations
is a HS-derivation. The inverse of a HS-derivation is a HS-
derivation.
Proof. For the product of HS-derivations D(t) and D˜(t), the
statement i) of Proposition 2.2 holds:
D(t)D˜(t)(α∧ β) = D(t)(
∑
j>0
∑
j1+j2=j
D˜j1α∧ D˜j2β)t
j
=
∑
j>0
∑
j1+j2=j
D(t)Dj1α · t
j1 ∧D(t)Dj2β · t
j2
= D(t)D˜(t)α∧D(t)D˜(t)β.
Similarly, for D(t), the inverse of the derivation D(t), we have
D(t)(α∧ β) = D(t)(D(t)D(t)α∧D(t)D(t)β)
= (D(t)D(t))(D(t)α∧D(t)β)
= D(t)α∧D(t)β.
The following property of HS-derivations on the exterior
algebra was called in [3] the integration by parts formula.
2.6 Proposition. If D(t) is the inverse of a derivation D(t),
then
D(t)α∧ β = D(t)α∧D(t)D(t)β = D(t)(α∧D(t)β). (10)
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2.7 Remark. Equating the coefficients of tj on the left and
right hand sides of (10) gives an equivalent set of conditions:
for any j > 0,
Djα∧β = Dj(α∧β)−Dj−1(α∧D1β)+. . .+(−1)
jα∧Djβ. (11)
2.8 Proposition. For any g(t) =
∑
j>0 gjt
j : M →
∧
M[[t]]
there exists a unique HS-derivation D(g; t) on
∧
M such that
D(g; t)|M = g(t).
Proof. For the chosen A-basis of the ringM (see the beginning
of Section 2.1) we necessarily have D(g; t)(bj) = g(t)bj, 0 6
j 6 r− 1. Hence, by Proposition 2.2 i), the action of D(g; t) is
uniquely defined on all the basis vectors of
∧
M:
D(g; t)(bi1∧. . .∧bij) = g(t)bi1∧. . .∧g(t)bij , 1 6 j 6 r. (12)
3 Proof of the Main Results
Let f ∈ EndA(M). Denote by f(t) =
∑
j>0(−1)
jfjt
j the unique
HS-derivation of
∧
M (see Proposition 2.8) extending
(
1M − ft) : M→M[t] ⊆
∧
M[[t]].
3.1 Proposition. For each i = 1, . . . , r, the restriction of fj
to
∧i
M vanishes, for all j > i.
Proof. Induction on i. For i = 1 the statement holds, by
definition of f(t). Assume the statement true for 1 6 k 6 i−1,
and consider α ∈
∧i
M. Due to A-linearity, its enough to take
α =m1 ∧ . . .∧mi, where m1, . . . ,mi ∈M. For j > i we have,
according to Proposition 2.2 ii),
fj(m1 ∧ . . .∧mi) =
j∑
k=0
fk(m1)∧ fj−k(m2 ∧ . . .∧mi−1).
But each summand on the right hand side vanishes. Indeed,
if k = 0, 1, then j − k > i − 1 and by the induction hypothesis
fj−k(m2 ∧ . . .∧mi−1) = 0. If k > 2, then fk(m1) = 0.
In particular, fj vanishes on the entire
∧
M, for j > r.
6
3.2 Corollary. f(t) = 1∧M − f1t+ . . .+ (−1)rfrtr.
Let f(t) =
∑
j>0 fjt
j be the inverse HS-derivation of f(t).
3.3 Proposition. For each i > 1, fi(m) = f
i(m), ∀m ∈M.
Proof. Induction on i. Notice that f1(m) = f1(m) = f(m).
Now assume fk(m) = f
k(m), for 1 6 k 6 i − 1. According to
(7), we have
fi(m) = f1fi−1(m) − f2fi−2(m) + . . .+ (−1)
i−1fi(m).
By the induction hypothesis, fk(m) ∈ M for 1 6 k 6 i − 1,
therefore Proposition 3.1 implies the vanishing of all terms on
the right hand side, but the first one. Then
fi(m) = f1fi−1(m) = f1(f
i−1(m)) = f(fi−1(m)) = fi(m).
Take the basis element ζ := b0 ∧ b1 ∧ . . . ∧ br−1 of
∧r
M
(see Section 2.1). It is unique up to the multiplication by an
invertible in A. It is a common eigenvector of all of fi and
fj. Recall that e1, . . . , er ∈ A stay for the coefficients of the
characteristic polynomial of f and of Er(t), see (1), (2). It
turns out that they are eigenvalues of fi |∧rM .
3.4 Proposition. We have fi(ζ) = eiζ, 1 6 i 6 r.
Proof. Recall that f(t) is the HS-derivation extending 1M−ft.
Hence, like in the proof of Proposition 2.8,
f(t)(ζ) = f(t)(b0 ∧ . . .∧ br−1)
= (1M − ft)b0 ∧ . . .∧ (1M − ft)br−1
= det (1M − ft) (b0 ∧ . . .∧ br−1) = det (1M − ft) (ζ).
Thus the eigenvalue of fi on ζ is the coefficient of t
i in
det (1M − ft) = Er(t),
see (2).
Define endomorphisms Ui(f), i > 0, via the equality
Er(t)f(t) =
∑
i>0
Ui(f)t
i. (13)
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Comparing the coefficients of ti on the both sides gives the
explicit formula (3).
3.5 Lemma. We have Uj(f)ζ = 0 for all j > 0.
Proof. Denote by hj the eigenvalue of fj on ζ, and write
fi(ζ) = hiζ, f(t)ζ = Hr(t)ζ, Hr(t) = 1+
∑
j>1
hjt
j.
By construction, Er(t)Hr(t) = 1. Equivalently, we get
hj − e1hj−1 + . . .+ (−1)
jej = 0, j > 1.
Therefore
Uj(f)ζ = (fj −
r∑
i=1
(−1)iejfj−i)ζ
= (hj − e1hj−1 + . . .+ (−1)
jej)ζ = 0.
3.6 Lemma. We have
Ui(f)α∧ β =
i∑
j=0
(−1)jUi−j(f)(α∧ fj(β)). (14)
Proof. According to definition (13), we write
∑
i>0
(Ui(f)α)t
i ∧ β = Er(t)f(t)α∧ β, (15)
then apply integration by parts formula (10), and again use
(13),
= Er(t)f(t)(α∧ f(t)β)) =
∑
i>0
Ui(f)(α∧ f (t)β)t
j
=
∑
i>0
Ui(f)(α∧
∑
j>0
(−1)jfj(β))t
j+i
=
∑
i>0
(
i∑
j=0
Ui−j(f)(α∧ (−1)
jfj(β))
)
ti. (16)
Comparing the coefficients of ti on the left hand side of (15)
and the right hand side of (16) gives (14).
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3.7 Proof of Theorem 1.1. We shall show that Uk(f)α = 0,
for any k > j and any α ∈
∧r−j+1
M. For such α and for
any β ∈
∧j−1
M, we have α ∧ β ∈
∧r
M. Write Uk(f)α ∧ β,
according to Lemma 3.6, as
Uk(f)(α∧ β) − Uk−1(f)(α∧ f1(β)) + . . .+ (−1)
kα∧ fk(β).
We see that each term but the very last is zero, by Lemma 3.5.
The very last term also is zero, by Proposition 3.1 as k > j−1.
Since Uk(f)α ∧ β = 0 for any β ∈
∧j
M, then Uk(f)α = 0, for
all α ∈
∧r−j+1
M. Hence the statement holds.
In particular Uj(f) vanishes on the entire exterior algebra∧
M for all j > r.
Now we restrict each Uk(f), 0 6 k 6 r− 1, to M getting:
Uk(f)|M = pk(f) = f
k − e1f
k−1 + . . .+ (−1)kek.
Then (13) takes the form,
∑
j>0
fjtj =
1M + p1(f)t+ . . .+ (−1)
r−1pr−1(f)t
r−1
Er(t)
. (17)
3.8 Proof of Corollary 1.6. Given a Q-algebra A, the
formal Laplace transform L : A[[t]]→ A[[t]] and its inverse L−1
act as follows, see [2],
L
∑
n>0
ant
n =
∑
n>0
n!ant
n, L−1
∑
n>0
cnt
n =
∑
n>0
cn
tn
n!
.
Consider
u−j := L
−1
(
tj
Er(t)
)
, 0 6 j 6 r− 1.
Applying L−1 to (17), we get the following expression for exp(ft),
exp(ft) = u0 + p1(f)u−1 + . . .+ pr−1(f)u−r+1.
It will be convenient to re-write the series u0,u−1, . . . ,u−r+1
in terms of
Hr(t) =
1
Er(t)
= 1+
∑
j>0
hjt
j,
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introduced in the proof of Lemma 3.5. We obtain
u−j = L
−1(tjHr(t)) =
∑
n>0
hn−j
tn
n!
, 0 6 j 6 r− 1.
According to [4], these series form an A-basis of solutions to
the ODE (5) in A[[t]]. Hence exp(ft) solves this ODE in A[[t]].
Take the standard A-basis of solutions, {vj(t)}06j6r−1, where
vj(t) denotes the unique solution to (5) in A[[t]] satisfying
v
(i)
j (t) = δij, 0 6 i, j 6 r − 1. In the standard basis, the
coefficients are the initial conditions of the solution. In the
case of exp(ft), these are 1M, f, . . . , f
r−1.
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