Abstract: This article presents the advances on applying a MapReduce approach for solving optimisation problems using Hadoop on cloud computing systems. The main advantages and limitations of the proposed strategy are presented and commented. A concrete case study is reported, analysing several algorithmic approaches to solve the 3-SAT, a well-known version of the Boolean satisfiability problem. Several variants of the MapReduce 3-SAT solver are designed and evaluated to demonstrate that the collaborative approach is a promising option for solving optimisation problems in the cloud.
Introduction
Nowadays, optimisation problems with large search spaces and/or many variables appear in important real-world application areas, such as artificial intelligence, operations research, bioinformatics, electronic commerce, etc. Prominent examples are finding shortest or cheapest round trips in graphs (related to smart city problems), energy-aware planning and renewable energy management, finding models of propositional formulas, determining the 3D-structure of proteins, and many others (Satchell, 2009) .
Most combinatorial optimisation problems are within the NP-hard problem class, and the space of potential solutions is exponential in the size of a given problem instance (Korte and Vygen, 2007) . The efficiency of most state-of-the-art optimisation algorithms deteriorates rapidly as the dimension of the search space increases. In order to find solutions in reasonable execution times different programming techniques must be used, which could be implemented in practice for real-world problems.
Optimisation algorithms have long been discussed in the literature, and many of them have been used as benchmarks to test different hardware infrastructures and/or algorithms performance (Chong and Zak, 2013) . A basic, yet powerful idea for solving combinatorial optimisation problems is to apply an iterative search approach to generate and evaluate possible solutions for a problem. In the case of combinatorial decision problems, the procedure means to decide whether it is an actual solution or not. Evaluating candidate solutions for a NP-Hard combinatorial problem is usually fast, and can be performed in polynomial execution time.
Distributed computing comes to help researchers to face complex problems by applying a cooperative approach that proposes splitting a big problem into many smaller subproblems in order to speed up the search (Foster, 1995) .
Last decade has witnessed an extreme growth of digital information, generated from many different sources: systems logs, web searches, online transactions, user actions like sending images or text message, online shopping, etc. With the advent of new technologies, any practical application must be able to scale up for handling datasets of interest. Analysing all these information is a powerful tool for any organisation, but at the same time, it is a difficult task. As a result, the community has paid a lot of interest in distributed computing for data analysis and other complex information processing problems (Zikopoulos and Eaton, 2011) .
The MapReduce programming paradigm was conceived to easily implement algorithms to solve large scale problems in distributed computing systems. It provides a simple parallelisation model, resulting in shorter development times and easy-to-maintain distributed algorithms. MapReduce was designed to execute data intensive algorithms, and it has scarcely been applied for optimisation (Cohen, 2009) .
Different frameworks have been proposed to analyse big amounts of information in distributed computing systems (clusters, grid, and cloud) . Hadoop is one of the most well-known frameworks for analysing big data in distributed systems, providing fault tolerance, replication, and communication between processes (White, 2009) .
This article presents our advances on applying a MapReduce approach for solving optimisation problems using Hadoop. The main advantages and limitations of the proposed strategy are presented and commented. After that, a concrete case study is reported, analysing several algorithmic approaches to solve the 3-SAT, a well-known version of the Boolean satisfiability problem (Hoos and Stutzle, 2004) . We design a deterministic algorithm for solving the 3-SAT problem using a divide-and-conquer approach, based on how Hadoop splits the tasks in mappers and reducers. Afterwards, we propose a cooperative approach to deal with the challenges of designing a MapReduce algorithm for optimisation. Finally, we design three variants of the MapReduce 3-SAT solver and evaluate them to demonstrate that the collaborative approach is a promising option for solving optimisation problems in the cloud.
The manuscript is structured as follows. Distributed computing techniques, MapReduce and Hadoop are introduced in Section 2. An description of combinatorial optimisation problems and 3-SAT is presented in Section 3. Section 4 presents the proposed algorithms to solve the 3-SAT using divide-and-conquer, cumulative learning techniques as well as a randomised approach.
Distributed computing, MapReduce and Hadoop
Distributed computing is an umbrella term that defines a model and a set of programming techniques for solving problems by using a set of connected computing elements (Attiya and Welch, 2004) . Distributed processes executing on those computing elements communicate and coordinate their actions to cooperatively solve a common problem. In the last 20 years, distributed computing has been applied to efficiently solve complex problems with large computing demands (Foster, 1995) .
MapReduce
MapReduce is a programming model for processing large data sets in a distributed environment like clusters, grids and cloud computing systems. The MapReduce paradigm is based on applying a map function that performs (in parallel) filtering, sorting, and/or computation and a reduce function that performs a summary operation based on the results of the map function (Dean and Ghemawat, 2008) . A MapReduce job has two main phases: the map phase and the reduce phase. The map phase has four steps: record reader, mapper, combiner, and partitioner. The output of the map phase is a set of intermediate keys and values that are grouped by key, which will be sent to the reduce phase of the algorithm. The reduce phase of a MapReduce job has four steps: shuffle, sort, reduce, output format.
Hadoop
Hadoop is currently the most used framework to analyse large volumes of information using the MapReduce programming model. Hadoop is a distributed system initially proposed as a framework to execute MapReduce tasks. It also includes an open source distributed file system implementation, called Hadoop distributed file system (HDFS) (Shafer et al., 2010 ).
Hadoop provides an abstraction level that allows implementing distributed algorithms easily, even for developers with little knowledge about distributed computing. These algorithms can be executed on hundreds of commodity computing resources to analyse huge amounts of information in reasonable execution times. Hadoop includes a full ecosystem that provides extended capabilities for task management distributed programming, database interfaces, and other features.
Hadoop was not designed to solve optimisation or computing intensive problems. Nevertheless, the framework provides the infrastructure to run MapReduce jobs, without dealing with classical issues of distributed systems (faulttolerance, communications, data replication, etc.) . In this article, we propose adapting the MapReduce/Hadoop paradigm to solve optimisation problems.
Hadoop MapReduce implementation
The most known and widely used implementation of the MapReduce programming model is the Hadoop implementation. Although the MapReduce paradigm is easy to understand and describe, it is not always easy to express an algorithm in terms of map and reduce functions.
In Hadoop, the input of the mapper is usually raw data saved in HDFS. The default format is text input format, which specifies the lines of the raw file as values for the mapper and the byte offset of the beginning of the line from the beginning of the file as key. A MapReduce job consists of the input data, the MapReduce program, and configuration information. Hadoop runs the job by dividing it into map tasks and reduce tasks. The user can implement customs partitioners, record readers, input formats and combiners depending on the specific needs (White, 2009) .
A Hadoop cluster includes a master node and multiple slave nodes. The master node has several processes: JobTracker, TaskTracker, namenode, and datanode. A slave node has datanode and TaskTracker processes. JobTracker coordinates all jobs on the system by scheduling tasks to run on TaskTrackers. TaskTrackers run tasks and send progress reports to the JobTracker, which keeps a record of the overall progress of each job. If a task fails, the JobTracker can reschedule it to execute on a different TaskTracker. Both the namenode and the datanode belong to the HDFS cluster. Figure 1 shows the execution flow of a MapReduce job executed in Hadoop. First, a MapReduce job is created in the client node which is executed inside a Java Virtual Machine (JVM). The JobClient submits a new job to the JobTracker, which centralises all job executions and a new job identification is returned (step 2). After that, the execution file and distributed cache information needed for execution are copied to the nodes (step 3). Then, the job is submitted (step 4) and the JobTracker, using the job id (step 5) initialises the job and retries the input for the job (step 6). The JobTracker, assigns the job execution to a TaskTracker with availability to run the map or reduce task (step 7). The TaskTracker, retrieves the resources to run the task (step 8). Finally, the TaskTracker launches a new JVM (step 9) and executes the map or reduce task (step 9). 
Combinatorial optimisation and 3-SAT
This section introduces combinatorial optimisation and the 3-SAT problem, and reviews the main related works about algorithms to solve the 3-SAT.
Combinatorial optimisation
Combinatorial optimisation is a specific field of computing science that deals with finding a specific element (solution) within a finite set of elements (Korte and Vygen, 2007) . The searched solution usually fulfils some specific properties or optimises (minimises/maximises) a given objective function. Combinatorial optimisation arises in many problems that model relevant real-world situations.
Many combinatorial problems are decision problems, where the solution for a given problem instance is specified by a set of logical conditions. The problem faced in this article, the propositional satisfiability problem (SAT), is a classical combinatorial decision problem. It consists in finding a truth assignment value for a list of variables that make a set of clauses simultaneously true, each being a disjunctive set of literals. Several other combinatorial problems can be formulated as satisfiability problems (Cook, 1971) . A candidate solution for SAT, satisfying the logical conditions, is called feasible or satisfable.
A fundamental difference between search/optimisation algorithms is on the way candidate solutions are generated, which can have a very significant impact on the theoretical properties and practical performance of the algorithm. A search algorithm can be deterministic or stochastic, and constructive or perturbative. A deterministic search algorithm walks through the search space of a problem instance in a deterministic manner. This search guarantees that eventually either a (optimal) solution is found, or, if no solution exists, this fact is determined with certainty. On the other hand, in stochastic algorithms some decisions are performed randomly. In this case, if the algorithm fails to find a solution, there is no guarantee that the problem instance does not have a solution.
The 3-SAT problem
In propositional logic, a literal is either a logical variable or its negation, and a Boolean expression in its conjunctive normal form (CNF) is a conjunction of a set of m clauses, each of whom is a disjunction of literals. Given a Boolean expression, the Boolean satisfiability problem (SAT) consists of determining, if it exists, a truth assignment for the variables that makes a given Boolean expression true.
The propositional satisfiability problem restricted to clauses with k literals is k-SAT. For k = 2 the problem can be solved in polynomial time (Aspvall et al., 1979) . The 3-SAT problem is a special case of k-SAT for which k = 3, i.e., each clause is limited to at most three literals. The k-SAT for k > 3 can be reduced to an instance of a 3-SAT.
Despite the simple formulation of the problem, the best known 3-SAT solver runs in exponential time. In fact, 3-SAT was the first problem demonstrated to be NP-Complete (Cook, 1971 ) and many other NP-complete polynomial time to an instance of those problems.
Thus, if a polynomial time algorithm to solve the 3-SAT is known, then every NP-complete problem can be solved in polynomial time. However, no such efficient algorithm to solve the 3-SAT is known up to date.
The mathematical formulation of the 3-SAT problem is as follows. Consider the following elements: a set of Boolean literals X = {x 1 ,…,x n }, x r = {0, 1}.
A set of clauses C = {C 1 ,…,C m ". Each clause C i is the conjunction of three elements, The 3-SAT problem consists in determining a truth assignment, i.e., a set of values for the literals {x 1 ,…,x n }, that makes the Boolean expression Ф true, or guaranteeing that no such assignment exists.
The best known algorithms to solve the 3-SAT have exponential complexity. The main algorithmic proposals to solve the 3-SAT are reviewed in the next subsection.
Related work
This subsection reviews the related work on literature about deterministic and stochastic algorithms, both in sequential and parallel flavours, for solving the 3-SAT problem.
Exact 3-SAT solvers
The state-of-the-art exact solver for 3-SAT is Davis-Putnam-Logemann-Loveland (DPLL), a backtracking search algorithm introduced in Davis et al. (1962) . DPPL starts by assigning a truth value to a literal, then simplifies the formula taking into account the previous truth assignment, and recursively checks satisfiability. If satisfiability is not fulfilled, the algorithm recursively checks using the opposite truth value for the considered literal. DPPL applies a divide-and-conquer approach, splitting the problem into simpler sub-problems to be solved recursively. The algorithm uses two rules at each step: unit propagation and pure literal elimination in order to avoid exploring naive parts of the search space. The recursion ends when all variables are assigned or all clauses are satisfied, and then the formula is satisfiable, or when one clause becomes empty, and then, the formula is not satisfiable.
Other state-of-the-art exact solvers are based on DPLL, such as the conflict analysis clause learning (CDCL) algorithm (Silva and Sakallah, 1996) . This method improves over the traditional DPLL because it includes specific logic to learn new clauses by applying conflict analysis and non-chronological backtracking. The learned clauses are then used to guide the search. DPLL and other exact algorithms are effective for solving small instances of the 3-SAT problems. However, they are inefficient when solving large problem instances, because the unsatisfiability of a given formula only is detected after performing an exhaustive search of the solution space.
Stochastic 3-SAT solvers
Stochastic algorithms (Motwani and Raghavan, 1995) are successful alternatives to address hard-to-solve problems, like 3-SAT and many other decision and optimisation problems. Among stochastic methods, heuristics and metaheuristics (Nesmachnow, 2014) have been widely used to solve hard problems from the real world.
The state-of-the-art metaheuristics to solve 3-SAT are variations of Schöning algorithm. Schöning is a randomised search that starts from a random state and performs a local search on a space of 3n elements. If no solution is found, another state is chosen and the process is repeated. Schöning runs in O(1.33 n ) for n clauses and succeeds with high probability to decide a 3-SAT formula after performing t = k × (4/3)n restarts. The probability of not finding a satisfying assignment using Schöning is at most e -k (Schöning, 1999) .
Several other metaheuristics have been proposed for 3-SAT, combining Schöning with exact methods. The PPSZ algorithm (Paturi et al., 1998 ) is a randomised search that runs in O(1.3631 n ) for n clauses and succeeds with high probability to decide 3-SAT. The randomised PPSZ with independent repetitions (Paturi et al., 2005) executes in O(1.3633 n ). Up to now, the current best algorithm to solve the 3-SAT is the PPSZ-based algorithm by Hertli (2011) , which solves the 3-SAT in O(1.3071 n ) time.
Parallel 3-SAT solvers
Two main strategies have been proposed in the literature to solve large 3-SAT instances using parallel computing: divide and conquer and portfolio.
The divide and conquer approach is based on splitting the search space into subspaces, which are successively allocated to sequential SAT solvers. Cooperation between solvers is achieved mainly by two means:
1 by the application of load balancing strategies that dynamically transfer unprocessed subspaces to idle workers 2 through the exchange of learned clauses, which represent knowledge discovered during the search.
This approach has been extensively used in many SAT solvers (Huang and Darwiche, 2003; Deleau et al., 2008; Vander-Swalmen et al., 2009; Hyvärinen et al., 2010; Barreto et al., 2011) . A description of the divide and conquer approach is presented in Figure 2 . The portfolio approach uses several sequential SAT solvers that compete and cooperate solving the same formula.
As the solvers run independently and process the whole search space, there is no need for load balancing overheads.
Cooperation between solvers is achieved by exchanging learned clauses. Portfolio solvers became prominent in the related literature since 2008. Several well-known portfolio SAT solvers have been proposed in recent years, including ManySAT (Hamadi and Sais, 2009) , Plingeling (Biere, 2010) and SArTagnan (Kottler and Kaufmann, 2011) . A description of the portfolio approach is presented in Figure 3 . Other parallel algorithms for 3-SAT use incomplete local search solvers, such as a previous parallel quantum search algorithm combining a parallel Schöning, a local search, and a quantum search (Barreto et al., 2011) . Another example is GPU4SAT (Deleau et al., 2008) , that considers the number of satisfied clauses as a quality function, and uses a local search to evaluate neighbourhoods, looking for the best literal to flip.
Parallel 3-SAT solvers in grid and cloud
Specific issues of the infrastructure must be considered for 3-SAT parallel algorithms on a grid or cloud system. Regarding cooperation, the communication to/from running processes is extremely time-expensive in a distributed grid/cloud. In addition, the distributed platform may impose resource limitations, e.g., a predefined time limit for the solver execution. Hyvärinen et al. (2009) proposed storing learned clauses on a master database, to deal with cooperation issues on a distributed platform. The database is used for clause sharing only when a solver starts: the solver imports a part D of the database permanently into its instance [i.e., it solves (Ф & D) instead of Ф], and when a solver timeout is detected, then (a subset of) the current learned clause is merged into the database. This approach is known as cumulative parallel learning with hard restarting solvers (see Figure 4 ). Several works have proposed using grids and networks of commodity computers for solving the 3-SAT problem.
GridSAT (Chrabakh and Wolski, 2003 ) is a distributed 3-SAT solver based on a variation of the DPLL algorithm using conflict clause and clause sharing. It is implemented for a grid of heterogeneous commodity computers, optimising the use of resources by applying a scheduling technique that request resources on demand. GridSAT uses a divide and conquer approach sending different search spaces to several solvers, improving the performance and also solving problem instances that a baseline algorithm fails to find.
PaMiraXT (Schubert et al., 2009 ) applies a domain decomposition using the MPI library for parallel computing. Other 3-SAT solvers are conceived to be executed on volunteer grid platforms (Schulz and Blochinger, 2010; Posypkin et al., 2012) , where the computing nodes are volatile and they are heterogeneous, both in hardware and software. These parallel implementations focus on scheduling and failure tolerance to support changes on the infrastructure (e.g., a node joins or leaves the volunteer platform).
HordeSat (Balyo et al., 2015 ) is a portfolio-based algorithm for solving 3-SAT in the cloud, executed in a cluster of commodity computers. HordeSat applies a master-slave paradigm for communication, implemented using MPI. Each solver runs a different algorithm in parallel and communicate with the master process to share learned clauses. Significant speedup improvements are reported for hard 3-SAT instances when running on a cluster with up to 2,048 cores.
The review of related works indicates that no previous proposals have been presented to develop a 3-SAT parallel solver using MapReduce and Hadoop. Our proposal is to develop an hybrid algorithm that combines a divide and conquer approach to split the problem in small subproblems and a cooperative portfolio approach applying MapReduce in cloud systems. This idea improves over previous distributed approaches for grid and cloud systems (Schulz and Blochinger, 2010; Posypkin et al., 2012) , by including a novel approach using Hadoop to manage the distributed computing infrastructure, seemingly handling failure tolerance, resource managing and communications between nodes.
MapReduce 3-SAT solvers in Hadoop
The proposed solvers were designed following an incremental approach, from a simple solver to more complex ones. In each step, different improvements are included to deal with specific issues of 3-SAT by applying the MapReduce paradigm. This way, we explore the capabilities of Hadoop and MapReduce for solving optimisation problems.
3-SAT solver in Hadoop
The baseline 3-SAT solver applies a divide and conquer approach and portfolio with and without cooperation. HDFS is used to provide support for cooperation.
A domain decomposition technique is used to split the problem with a master-slave approach. The main MapReduce job is the master process, which splits the domain in subproblems, to be processed by mapper and reducers processes. The domain is decomposed by fixing d literals, so each mapper searches for solutions in different (exclusive) search spaces, and two mappers cannot find the same solution to the problem. For this, all mappers and reducers must select the literals to fix in the same manner and order.
The domain is split on different mappers by writing a file to HDFS, defining a subproblem in each line. The problem is divided by fixing d literals. For example, let the formula with three clauses defined in Figure 5 (a), the file written to HDFS with the problem split, using x 1 , x 2 as literals to fix, is shown in Figure 5 (b). Using this problem decomposition, each mapper receives one line describing a 3-SAT subproblem. Two strategies were applied for selecting the literals to fix: by order (literal 1 to literal n), and based on the frequency of appearance (literals that appear more frequently in the clauses are selected first), focusing on the biggest subproblems first.
The main MapReduce job is described in the diagram in Figure 6 . The job receives as input an HDFS file defining the formula in CNF form. The initialisation process uploads the CNF formula received as input to the distributed cache, so it will be available to all mappers and reducers in execution. Domain decomposition is also performed in the initialisation, by setting r literals. The number of splits is controlled in the first devised algorithms by an input parameter and after that it is optimised (and calculated in the MapReduce job) to improve memory consumption and performance.
After the initialisation process, the MapReduce job is launched using as input format the NLineInputFormat with N = 1 so that, in the example described above, four mappers are created, receiving one subproblem definition each. Depending on the algorithm, different methods are used in the mapper to search for candidate solutions. Finally, the reduce phase receives the candidate solutions found by the map phase and checks if a solution is found. If a solution was found, it is saved to HDFS to a file with name solution˙-problem˙instance˙name˝ (in the randomised approach described in Section 4.6, the solution is written to HBase) and increments in one the solutions counter. If a solution was not found, valid candidate solutions received are emitted as key in the output, which will be used as input for a new MapReduce job created afterwards.
After each iteration, the main MapReduce job checks if a solution was found by checking the solutions counter. In case a solution was found, then the algorithm ends. Otherwise, a new MapReduce job is created using the output of the previous iteration as input, and a new folder is created in HDFS to save the output of the next iteration.
The Hadoop framework includes two special functions for MapReduce (setup and cleanup), where initialisation and cleanup can be performed in both the map and in the reduce phase. The setup and cleanup methods are executed once by each mapper and reducer process at the start and at the end of the process respectively. We use the setup method in our different proposed algorithms to either retrieve the formula from HDFS (or from HBase) or to retrieve solutions found in the collaborative approaches presented. The cleanup method is not used in the proposed algorithms. In the proposed approach, the main MapReduce job splits the problem using a constructive strategy, by fixing d initial literals. Then, a depth first search (DFS) algorithm is used to search inside the mappers. Applying a DFS to split the problem among mappers seems to be a better strategy for a deterministic 3-SAT solver. MapReduce has been proposed to search on large scale graphs (Cohen, 2009 ), but the model is not appropriate for DFS algorithms, because the mappers cannot communicate between each other.
In a straightforward application of the proposed MapReduce algorithm to solve 3-SAT, d literals are fixed in each iteration, thus generating 2 d possible candidate solutions. If the number of mappers is not limited, the algorithm would generate 2 d mappers (using a NLineInputFormat with one line per mapper). This will certainly result in out-of-memory errors, because of the creation of too many mappers. Moreover, creating one mapper for each possible assignment is not an efficient option, because Hadoop creates a new Java Virtual Machine process for each task, thus producing a significant overhead in both CPU and memory. In the proposed algorithms, the number of mappers is limited by a given number specified as an input parameter, in order to avoid out-of-memory errors.
When a solution is found in a mapper, the standard MapReduce algorithm cannot finish execution until all mappers have processed the assigned data. This is a big inconvenient for search algorithms (especially for large problem instances), because it means that a lot of unnecessary processing (of thousands of possibilities) must be performed after a solution is found in a given mapper.
Some other performance challenges when solving optimisation problems with MapReduce must be taken into account. All of them are related to specific features and design limitations of the Hadoop framework and the MapReduce paradigm itself:
Mappers and reducers work using (key,value) pairs, so all information must be translated to that structure.
The number of mappers is controlled by the framework and the input format. Special considerations must be taken to correctly manage the number of mappers the framework creates.
Iterations in Hadoop are expensive.
Mappers do not interact with each other. As a consequence, peer-to-peer distributed computing techniques cannot be used, as clients (in this case, mappers and reducers) cannot communicate.
Intermediate keys and values created by the mappers, must be managed carefully. Load balancing issues when handling intermediate keys could significantly impact in the performance of the resulting algorithm.
We propose a number of different algorithms and strategies to deal with these main issues. The proposed models are described next.
Non-cooperative domain decomposition
Non-cooperative domain decomposition (NDD) applies a domain decomposition and a perturbation search algorithm that works fixing d literals in each iteration, and exploring new candidate solutions with different combinations for the other literals (see a description in Algorithm 1). An example of the NDD search is described in Figure 7 .
The NDD algorithm performs the domain decomposition, assigning different combination of truth values to mappers. Each mapper receives a literal assignment, e.g., x 1 = 0, x 2 = 0. Then, new candidate solutions are created by including the fixed values and different combinations for the other literals. Candidate solutions are evaluated: if a given assignment makes a clause false, all candidate solutions having that assignment are marked as invalid; otherwise, if the candidate solution is valid, the mapper emits a (key, value) pair, where the key is the same received as input and the value is the candidate solution found. This procedure continues until exploring all possible combinations for non-fixed literals that define that search subspace, following a breath first search (BFS) approach, and it is described in Algorithm 2. The NDD reducer checks if each received candidate solution is a solution to the problem. Since the key emitted by each mapper is the same key received as input, the number of reducers is the same as the number of mappers. A drawback of this approach is that NDD suffers of severe load imbalance in the reducers (i.e., a reducer may receive many values for a key, and other reducer could receive few of them). Nevertheless, in NDD the reducers only prepare the information for the next iteration, setting the received values as output of the MapReduce algorithm. Using this non-cooperative domain decomposition approach, the resulting mapper algorithm is very inefficient. Having no communications avoid performing any pruning on the search space when finding a literal assignment that generates invalid solutions, which is very useful to improve the efficiency. In consequence, the whole search space must be explored (e.g., if each mapper fixes 15 literals, then it will explore 2 15 possible assignments). This approach do not scale for solving large 3-SAT problems, and even when dealing with small problems the algorithm demands significantly large execution times. Furthermore, as all mappers are independent and do not collaborate, in case one mapper finds a solution, the MapReduce algorithm do not end until all MapReduce executions are performed.
NDD is not efficient in memory consumption, reaching memory limits on a 16 GB RAM Intel server for even small problems with more than 30 literals. If the main job splits the problem into four subproblems and each mapper tries to fix 15 literals, each mapper generates 215 = 32,768 assignments and after the first iteration 4 × 32.768 = 131.072 subproblems are generated. The second iteration would generate 131.072 mappers, which easily causes outof-memory errors.
Non-cooperative depth first search with partial assignments
Non-cooperative depth first search with partial assignments (NDFS-PA) is a first improvement over NDD that proposes improving the search in the mappers. In addition, NDFS-PA also proposes reducing the memory utilisation of the whole MapReduce process by reducing the number of intermediate output keys and values. NDFS-PA is described in Figure 8 . The mappers applies a DFS search with pruning, instead of a perturbation search as in NDD. Each time a candidate solution is invalid (e.g., it contains an invalid assignment, thus it cannot generate a valid solution for the problem), the whole branch is pruned, avoiding searching in branches where there are no solutions, as shown in the example of Figure 9 . Regarding HBase queries, in the example on Figure 10 the mapper input for the third iteration has different assignments for literals 5 and 6. The mapper process that receives the fixed literals (-5 -6) queries the database and retrieves (3 4), (-3 -4) . After that, the database is queried again to retrieve the remaining previous assignments: the literal assignment (1 2) is retrieved using (3, 4) as key and the literal assignments (1 2), (-1 2), (-1 -2) are retrieved using (-3, -4) as key. Finally, for each retrieved assignment, HBase is queried again to check if a full candidate solution can be rebuilt. In this last step, HBase returns no data, so mappers and reducers know they have all information to reconstruct the full candidate solution. In the example, each mapper and reducer on the third iteration has to query HBase six times.
The NDFS-PA algorithm is yet not collaborative; if a mapper finds a solution to the problem, the algorithm still has to execute all mappers and assignments until the end.
Non-cooperative depth first search with recalculated mappers
Non-cooperative depth first search with recalculated mappers (NDFS-RM) is a variation of NDFS-PA that reverts the approach of emitting as output only the set of literals in each iteration. Instead, NDFS-RM outputs all the assignments, but recalculates the number of mappers to be created, based on the candidate solutions found in the previous iteration of the MapReduce algorithm. NDFS-RM does not limit the number of mappers by reducing the number of assignments, but fixes the number of mappers by changing the number of lines (i.e., problems) each mapper receives. In Hadoop, the number of mappers created depends mainly on the InputFormat and the input files. The maximum number of mappers max_mappers is specified as an input parameter of the MapReduce job, used to split the problem in 2 × max_mappers subproblems, Another improvement included in NDFS-RM it that the literals to fix are selected based on its frequency of appearance in the formula. This strategy allows improving the pruning of branches, because selecting literals that appear more frequently in different clauses increase the probability of selecting an invalid candidate solution.
The mappers in NDFS-RM applies a recursive DFS search. The search finishes when a literal assignment for both for true and false values makes at least one clause false; in that case, the branch is pruned. When the mapper succeeds in fixing d literals, then a key-value pair is written, using as key the mapper key received as input (byte offset) and the value is the concatenation of the fixed literals received and the new fixed ones. The search is described in Algorithm 3. 
Cumulative learning technique
The next step in the incremental approach to design an effective 3-SAT solver using MapReduce in Hadoop was including collaboration between mappers. To implement such collaborative approach, we propose applying a cumulative learning technique, using a master database to store learnt clauses and solutions found during the search. The master database is implemented using HBase, with two column families: invalid˙literals and solutions˙found.
In each mapper, the setup method retrieves from HBase a set of solutions already found in the search, or a set of all invalid literals assignments that make at least one clause false (see a description in Algorithm 5). In the mapper search, each time an assignment makes a clause false, it is saved as an invalid assignment to HBase. This assignment could be used by another mapper in the next iteration. The set of invalid literals is used to avoid unnecessary checks in order to speedup the search. When a solution is found, it is send and stored in HBase. This way, that solution will be available to all other mappers and reducers to speed up their search. Two cooperative strategies were devised: collaborative with invalid literals (CID) and collaborative without invalid literals (CnoID). Both CID and CnoID share a common algorithmic structure, described in Figure 11 . The main difference between them is that CID uses the master database for storing and sharing invalid literals and solutions found, while CnoID uses the master database only for storing and sharing solutions found in the search. In step 3, CnoID does not use or retrieve invalid literal assignments, while the setup method in CID (called once for each mapper when it is created), retrieves from HBase invalid literal assignments found in the search. In step 4, CnoID does not send invalid literal assignments found in the search, since they are not used in this variant of the algorithm. On the other hand, CID saves invalid literal assignments found in the execution in the cleanup method, called once when the mapper ends.
Randomised MapReduce 3-SAT algorithm
Our final approach to improve the search of the MapReduce 3-SAT solver consists in including randomisation in the search pattern, as proposed in previous 3-SAT algorithms (Schöning, 1999; Barreto et al., 2011) . The randomised MapReduce 3-SAT algorithm (Rand-MR) takes advantage of the available processing power to include a search in both mappers and reducers. In addition, Rand-MR hybridises that parallel search with a variant of the well known deterministic DPLL, and the non-deterministic Schöning algorithm. The motivation of designing this hybrid implementation is that, with some probability, a solution can be found in any iteration of the algorithm.
Rand-MR applies a domain decomposition of the search space, splitting the problem in 2 × number_of_mappers subproblems. After that, reducers apply unit propagation pure literal elimination (UPPLE) (Davis et al., 1962) to simplify the formula based on fixed literals. For each partial solution a new formula is generated and saved in HBase.
Both mappers and reducers retrieve from HBase the formula associated to the partial assignment received, or they use a default formula, initially saved by the main MapReduce job. Each time a mapper or reducer finds a solution, or a new formula is generated by UPPLE, the corresponding information is saved to HBase. HDFS is only used to save intermediate keys and values used by the MapReduce engine in Hadoop; this information is shared between mappers, reducers, and processes in consecutive iterations of the algorithm. Using HBase for storing all data related to the algorithm represent a clear improvement over using HDFS: small pieces of information are read and written, thus a fast access must be provided in a write-many read-many pattern. The mapper and reducer in Rand-MR are described next. 
Rand-MR mapper for 3-SAT
The master follows the general structure described in Algorithm 3, but includes an important feature to improve the search: the Schöning algorithm is performed in selected subspaces of solution space, defined by the literals fixed in the DFS search. Figure 12 presents a description of the Rand-MR mapper, which applies six steps: 3 For each candidate solution received by the mapper, the Hadoop MD5 hash function is applied to the string composed by the fixed literals as a key to retrieve the corresponding formula. This step is needed because each time the UPPLE algorithm changes the formula based on the current assignments. If no formula is found in HBase for such MD5 hash, the default formula is returned.
4 The mapper uses a DFS search algorithm to fix d new literals and, in case of failing to find a solution, the result of this algorithm will be emitted to the reducers.
5 In case that a solution is found, it is saved to HBase; otherwise, the fixed literals are used as input of the Schöning's algorithm. 6 Schöning's algorithm is applied in a subspace of the search space, defined using the fixed literals received and the new fixed literals result of the DFS algorithm. If a solution is found, then it is saved to HBase.
The Rand-MR mapper is described in Algorithm 6 and Figure 13 presents a graphical representation of the search applied in its subspace (gray/blue areas). The mapper first applies DFS for recalculated mappers in the subspace defined by the fixed literals received as input. After that, if the DFS search does not fix all literals, the Schöning algorithm is executed for each possible partial solution (i.e., the partial assignment is used as input). These partial solutions define a subspace of the entire solution space, taking into account the literals set by the DFS search.
Schöning is not deterministic. It performs a local search (represented in yellow in Figure 13 ) in each execution, exploring a neighborhood of the current solution and jumps to a different region of the solution space of each mapper to search for new solutions. Each Schöning execution explores different regions of the search space and can succeed in finding a solution at any time (with a given probability).
If Schöning fails to find a solution to the problem, the mapper outputs a pair (key, value), where key is the same key originally received by the mapper and the value are the literals set by the DFS algorithm.
Rand-MR reducer for 3-SAT
In Rand-MR, the reducer plays a more significant role than in previous variants. Each reducer prepares the information for the next MapReduce iteration (as in previous variants), but it also searches for solutions using DFS, UPPLE, and Schöning. This way, the hybrid search capabilities incorporated in Rand-MR are applied in two phases of the algorithm, and working over different solution spaces. The number of reducers is the same as the number of mappers, as in previous variants. Algorithm 7 presents the Rand-MR reducer and Figure 14 describes the search.
The reducer works according to the following steps:
1 Each reducer receives a list of candidate solutions emitted by the Rand-MR mappers.
2 In the setup method, the Rand-MR reducer checks Hbase to determine if a solution was already found. If a solution was already found, the algorithm ends.
3 Otherwise, the Rand-MR reducer retrieves from HBase the corresponding 3-SAT formula for each assignment received. The MD5 hash of the candidate solution is used. If no formula is found, the reducer uses the formula received as an input parameter by the MapReduce job, which was saved in Hbase in the initialisation. 5 If not all literals are set in the new assignment produced by UPPLE, DFS is applied to the new assignment and to the new formula generated by the UPPLE algorithm.
6 If DFS finds a solution, it is saved in HBase and the algorithm ends. Otherwise, Schöning is applied in a subspace of the solution space where the literals in the received candidate solution are already fixed. Schöning uses the UPPLE result as the formula to evaluate if a new candidate solution solves the original 3-SAT problem.
7 In case the reducer fails to find a solution, the assignment returned by the DFS algorithm is saved in HDFS and emitted as output. In addition, the MD5 hash value is used to save the formula returned by the UPPLE algorithm to HBase, in order to prepare the information for the next iteration of the MapReduce algorithm.
Experimental analysis
This section presents the experimental analysis of the proposed MapReduce algorithms for 3-SAT. 
Computational platform and software
All algorithms were implemented in Scala 2.10 (Odersky et al., 2008) using Hadoop 2.2 and HBase 0.98.22. The software developed is publicly available at https://github. com/marbarfa/mapreduce_sat/releases/tag/v3.0. The experimental analysis was performed in AMD Opteron 6272 servers (24 cores at 2.09GHz, with 72GB RAM) from from Cluster FING (Nesmachnow, 2010) using HBase with its default semi-distributed configuration.
Methodology for the experimental evaluation
The main goal of the study was to analyse the computational efficiency of the proposed algorithms and their scalability when solving problem instances with increasing dimension.
The analysis studies the execution time of each version of the algorithm when solving different problem instances. For the deterministic algorithms (NDD, NDFS-PA, CID, and CnoID), ten executions were performed, to reduce the impact of possible variations regarding load balancing and the availability of the computational platform. On the other hand, taking into account that the Rand-MR algorithm is not deterministic, 30 independent executions were performed for each problem instance solved. Rand-MR is not deterministic because of the application of Schöning algorithm, so the execution times of Rand-MR vary depending on the probabilistic decisions taken in the Schöning search. In each case, we evaluate and report the average of the execution time, and the standard deviation computed on the 30 independent executions performed by each problem instance.
3-SAT instances
A set of standard 3-SAT problem instances, considering different (increasing) values for both the number of literals and the number of clauses, were solved.
Many empirical studies of SAT solvers have used randomly generated CNF formulas . In most cases, instances are built using a random generator that samples SAT instances using an underlying probability distribution over CNF formula. The probabilistic generation process is typically controlled by various parameters, which mostly determine syntactic properties of the generated formula, such as the number of variables and clauses, in a deterministic or probabilistic way .
Some of the most widely studied randomly generated SAT instances are based on the random clause length model: given a number of variables n and clauses m, the clauses are constructed independently from each other by including each of the 2 n literals with a fixed probability (Franco and Paull, 1983) . Theoretical and empirical results show that this family of instances is easy to solve (on average), using rather simple deterministic algorithms (Cook and Mitchell, 1996; Franco and Swaminathan, 1997) . As a consequence, the random clause length model is not useful for evaluating the performance of advanced SAT algorithms.
Up to date, instances most used for evaluating SAT solvers are based on the fixed clause length model (uniform random k-SAT) (Franco and Paull, 1983; Mitchell et al., 1992) . For a given number of variables n, a number of clauses m and a clause length k, uniform random k-SAT instances are built as follows: 1 k literals are chosen independently and uniformly from the set of 2 n possible literals to generate a clause 2 clauses are not included into the problem instance if they contain multiple copies of the same literal, or if they are tautologies 3 clauses are generated and added to the formula until it contains m clauses overall.
The 3-SAT problem instances used in this work were built by the G3 algorithm (Motoki and Uehara, 1999) . The relation between n and m to generate hard-to-solve 3-SAT instances is defined by m ≥ 4, 24 × n + 6, 21, based on theoretical and experimental analysis (Crawford and Auton, 1993; Williams and Hogg, 1994) .
Execution time analysis
The main goal of the analysis is studying the efficiency of the proposed MapReduce approaches for 3-SAT, taking into account that Hadoop was not developed for solving this kind of optimisation problems, but for data intensive problems instead. More specifically, we focus on the combined divide and conquer and cumulative learning approaches and the randomised MapReduce 3-SAT algorithm.
Comparison of deterministic algorithms
First, we compare the non-cooperative MapReduce algorithm (NDD) with the cooperative strategies sharing invalid literal configurations (CID) and only saving solutions found in the search (CnoID). Table 1 reports the execution time (in seconds) demanded by NDD, CID, and CnoID when solving 3-SAT instances of increasing dimension, up to problem instances with 50 literals and 280 clauses. Results correspond to the average execution times, computed in ten executions performed for each algorithm, in order to avoid biased results due to non-determinism in the parallel execution. Results in Table 1 indicate that small problem instances (less than 40 literals) are solved in reduced execution times for all algorithms. CnoID is the fastest method, but the differences are small. Execution times increase significantly for problem instances with more than 34 literals, because all algorithms splits the problem fixing 6 literals, according to log(2 _ ) . log(2) mex mappers In each iteration, 15 literals are fixed. Thus, at least two MapReduce iterations are needed to find a solution. Iterative algorithms do not run efficiently in Hadoop, because the job initialisation process is expensive: new tasks for job clients are created and new Java virtual machines may also be created for new executions. The information needed to execute a new MapReduce job is not kept in the main system memory; it is usually retrieved from the hard drive, thus slowing the execution times.
The proposed algorithms differ in two aspects: the stop condition and how they evaluate if a literal assignment makes one clause false. The key feature that speeds up CnoID is stopping the search as soon as a solution is found. NDD finishes only when all mappers are processed, slowing down the whole algorithm. Execution time differences between CID and CnoID grow with the size of the problem, as more invalid literal assignments are found and stored/retrieved from HBase. This interaction increases the time needed to retrieve information from the centralised database, which is higher than evaluating each candidate solution.
Empirical analysis demonstrates that storing a set of invalid literals in a centralised repository has a huge impact on the performance when working with many literals. The execution time of evaluating a particular assignment in a formula is significantly smaller than the network cost of sending the literals to HBase. Nevertheless, the proposed algorithm use the invalid literal set just to speed up the evaluation. A smarter use of the invalid literal set could be based on exploiting the information to reduce the mapper search space. Some possible strategies to reduce the communication costs of the CID algorithm are: 1 sending invalid literals configurations in the cleanup method of the mapper (executed only once) 2 using the invalid literal assignments found in the map phase to prune the search space in the reduce phase 3 using the invalid literal configurations to fix literals and prune branches of the search space.
All these experimental results give important hints about the main performance issues of developing the deterministic MapReduce algorithm to solve the 3-SAT problem.
Evaluation of the randomised algorithm
The efficiency of the randomised algorithm (Rand-MR) was compared with the best deterministic algorithm (CnoID) over instances with up to 100 literals and 200 clauses. Table 2 reports the execution time of Rand-MR and CnoID. The exact execution time for CnoID for the problem instance with 100 literals and 200 clauses is not reported, because the algorithm was not able to complete the execution in two days. Considering the time needed for the 3-SAT instance with 50 literals and 280 clauses, we conjecture that CnoID would require a significantly larger execution time to solve 3-SAT instances with larger dimension. Efficiency results show that Rand-MR uses the available processing power to perform an efficient search, using more mappers and reducers. The search is accelerated up to 10 × when comparing with the best deterministic MapReduce algorithm. Furthermore, Rand-MR is fully scalable and takes advantage of the Hadoop system, being able to use any number of computing resources (for example, available in cluster, grid, or cloud) to solve large scale problems. The main difference between CnoID and Rand-MR is that the randomised method exploits both map and reduce phases, improving the search. CnoID, does not exploit the reduce phase, wasting execution time just preparing the information for the next MapReduce iteration. Hadoop reinitialisation is expensive because it involves creating and launching new Java virtual machines and a new job that will check for TaskTrackers available and data in HDFS. CnoID always demands a given number of iterations for a specific problem instance, while Rand-MR can succeed to find a solution in less iterations, but never using more iterations than CnoID.
Let us consider as an example a 3-SAT instance with 40 literals to analyse the behaviour of the algorithms. Suppose that initially the problem is split into 16 subproblems and d = 15 literals are fixed in each iteration. CnoID needs at least three iterations to find a solution (if any). On the other hand, Rand-MR could succeed in finding a solution in any iteration (using the Schöning algorithm). Moreover, a solution could also be computed deterministically if the formula is not hard to solve, for example when the fixed literals causes that UPPLE significantly simplifies the problem. Rand-MR fixes at least d = 15 literals in each iteration in a deterministic manner, as CnoID does, so for this toy example, at most three iterations are needed to find a solution to the problem (if any).
From the analysis, we conclude that the execution time can be improved in at least one order of magnitude applying a randomised MapReduce approach. The acceleration is more than 10× over the fastest deterministic MapReduce algorithm for problem instances up to 50 literals, and better for larger instances. For small problem instances (e.g., less than 34 literals), Rand-MR succeeds to find a solution in less than one second. When facing larger problem instances, the randomised approach significantly outperform CnoID in terms of computational efficiency, being able to solve the problem having 100 literals and 200 clauses in about two and a half hours, while CnoID cannot find a solution in two days.
There is only one issue regarding Rand-MR: the UPPLE algorithm used in the reducers modifies the original formula, reducing it by fixing literals that appear only once in a clause or removing from clauses those literals that are already fixed, and propagating its value to other clauses. UPPLE produces a new set of fixed literals and a new formula, which is saved to HBase using the MD5 of the candidate solution as the key. The MD5 for different candidate solutions found in different mappers could eventually collide. As different mappers search for solutions in different search spaces and so the same candidate solution is never tested in two mappers, the algorithm assumes that these collisions do not happen. Nevertheless, to deal with this issue we included in Rand-MR a final check with the original formula (the one received as input parameter) when a solution is found, just to be sure that the result is correct. Anyway, the collision situation only happens with a very low probability. Rand-MR found the correct solution in every execution performed in the experimental analysis reported in this section.
Rand-MR can be further improved by including UPPLE and/or the Schöning search in the mappers. Rand-MR was designed to be extensible in the mappers and reducers to any combination of algorithms can be applied in both phases. The depth used when fixing the literals in all the proposed algorithms must be fine tuned and trained to find the best suitable values for mappers and reducers. A small value of d could lead to waste time in many iterations of the MapReduce algorithm. On the other hand, large values of d could imply that mappers and reducers end up demanding too much time to apply the DFS, but fewer iterations might be required to find a solution and UPPLE would have more information to further simplify the formula. All these configurations should be deeply studied to analyse the trade-off between the search capabilities and the execution time of the proposed approach using MapReduce to solve the 3-SAT problem.
Complexity analysis
This subsection presents the time and space complexity analysis of the proposed algorithms.
The proposed MapReduce algorithms have three components: the main MapReduce job that configures the algorithm and then iterates until a solution is found, the mapper algorithm, and the reducer algorithm. n-2d-r ).
Conclusions and future work
This work presents different variants of parallel algorithms to solve a classical constraint satisfaction problem (3-SAT) using the MapReduce model and the Hadoop framework. Up to our knowledge, this is an original contribution as no proposals applying MapReduce/Hadoop for optimisation have been published until now. We review the state-of-the-art about problem solving using distributed approaches and comment on the main mechanisms for information sharing to speed up the resolution of combinatorial optimisation problems having large search spaces. The main features that can be applied on the MapReduce model and the implementation provided in the Hadoop framework are highlighted and discussed.
We follow an incremental approach to design and evaluate MapReduce algorithms for 3-SAT. The proposed algorithms combine several strategies for parallel/distributed problem solving, including divide and conquer, cumulative learning, and stochastic local searches. All algorithms are specifically designed for Hadoop, taking into account particular fetures of the MapReduce paradigm and the underlying software infrastructure (i.e., the way Hadoop creates the mapper and reducer processes, how the map phase is executed, etc.).
Mapreduce and Hadoop abstract the developer from common distributed computing issues, such as communications among processes, fault tolerance, etc. However, the computing paradigm and the framework add several other issues related to the design of the algorithm and limitations for a MapReduce job, including the model used to split the problem, how to implement the stop condition or the search used to explore solutions, etc. All these algorithmic features and their implementations can have a significant impact on performance. Furthermore, some of them can lead to important execution time improvements, which are useful to overcome situations of poor algorithm performance.
We implement four variants of the MapReduce 3-SAT solver: three deterministic approaches and a randomised algorithm. The deterministic methods include a standard MapReduce search applying domain decomposition without cooperation (NDD), and two collaborative approaches applying the cumulative learning technique to exchange useful information found in the search: using invalid literals (CID) and without using invalid literals (CnoID). The randomised algorithm (Rand-MR) combines several heuristics and a stochastic local search such as the one used in the Schöning algorithm.
The main results of the experimental evaluation indicate that the cumulative learning approach without using invalid literals improves over the performance of a simple divide and conquer MapReduce algorithm. The strategy using HBase as a collaborative database of solutions allows improving the execution times, but only when sharing small pieces of information. Using a central database to share solutions and all the information about invalid literals is ineffective to speed up the search, as it becomes more time consuming when the dimension of the problem instances grows (and it has more information to share).
The randomised algorithm significantly improves the performance of the fastest deterministic approach (CnoID).
The execution time improvements of Rand-MR over CnoID is at least of one order of magnitude: the acceleration is 10× for problems with up to 50 literals and better for larger instances. Rand-MR succeeds to find a solution in less than one second for small problem instances and it also solves instances with 100 literals and 200 clauses, for which CnoID cannot find the solution(s) in more than two days.
Using HBase as a centralised repository helps the synchronisation and cooperation among mappers and reducers, providing a fully distributed method for sharing information. In Rand-MR solutions and formulas are saved to HBase, leading to significant performance improvements when using many small saves that are read many times.
We conclude that the proposed approach is a promising strategy for solving 3-SAT and other combinatorial optimisation problems. Although MapReduce and Hadoop were not conceived for optimisation, by including few modifications and tweaks researchers have a powerful platform to deal with complex problems.
The main lines for future work are related to improve the performance of the randomised algorithm and to extend the evaluation of the proposed approach. We plan to implement Rand-MR over Spark, a fast engine for big data processing that is more efficient for iterative, in-memory computing. In addition, we suggest several improvements to the mapper and reducer processes, including fine tunning and incorporating new search strategies in order to better exploit the MapReduce paradigm. Regarding the evaluation of Rand-MR, we propose using a larger distributed system (e.g., hundreds of processing elements) to solve larger problem instances with up to 600 literals. The proposed approach should also be tested to solve other combinatorial optimisation problems too.
