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In strong-field ionization interferences between electron trajectories create a variety of interference structures
in the final momentum distributions. Among them, the interferences between electron pathways that are driven
directly to the detector and the ones that rescatter significantly with the parent ion lead to holography-type
interference patterns that received great attention in recent years. In this work, we study the influence of
the magnetic field component onto the holographic interference pattern, an effect beyond the electric dipole
approximation, in experiment and theory. The experimentally observed nondipole signatures are analyzed via
quantum trajectory Monte Carlo simulations. We provide explanations for the experimentally demonstrated
asymmetry in the holographic interference pattern and its non-uniform photoelectron energy dependence as well
as for the variation of the topology of the holography-type interference pattern along the laser field direction.
Analytical scaling laws of the interference features are derived, and their direct relation to either the focal volume
averaged laser intensities, or to the peak intensities are identified. The latter, in particular, provides a direct access
to the peak intensity in the focal volume.
I. INTRODUCTION
Recently, holographic interferences were observed in strong-
field ionization of atoms and molecules. They have the poten-
tial to provide information about the target and the ionization
process with attosecond time- and ångstro¨m spatial-resolution
[1–4]. The original concept of holography is based on the
interference of two waves: a direct reference wave and a signal
wave that scattered off the target. The information about the tar-
get is encoded in the interference pattern of the two waves. The
holographic interference pattern from strong-field ionization is
contained in the photoelectron momentum distribution (PMD)
and is based on the recollision concept [5]. The reference beam
of the holography scheme [6] is the directly ionized electron
wave packet, while the signal beam is the electron wave packet
scattered off the ionic core during recollision. This concept of
strong-field holography enables to extract time-resolved infor-
mation on the underlying electron dynamics [7–9] and on the
molecular structure [10–14].
Strong-field holography has been commonly applied in the
regime of the electric dipole approximation. However, aiming
at increased resolution of the holographic interference pattern,
shorter de-Broglie wavelengths of the sampling electron wave,
i.e. larger recollision energies of the electron, are required.
This can be achieved by an increase of the ponderomotive en-
ergy Up of the electron in the laser field. Thereby nondipole
effects related to the magnetic field of the laser become impor-
tant for the description of holographic measurements [15–19].
The leading nondipole effect for the continuum electron in
the strong-field ionization process is a drift along the laser prop-
agation direction. This forward drift has been measured cycle
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averaged [20], sub-cycle time resolved [21] and theoretically
analyzed in Ref.[15, 22–27]. The drift induced by the laser
magnetic field is known to reduce the probability of electron
recollision with the parent ion [28–33].
As demonstrated in a recent experiment [34] the drift in-
duced by the laser magnetic field affects recollisions with the
parent ion and modifies the Coulomb focusing, resulting from
the electron multiple forward scatterings [35]. The breakdown
of the dipole approximation has been manifested in the coun-
terintuitive shift of the peak of the photoelectron distribution
against the laser propagation direction, which is due to the
interplay between the nondipole and Coulomb field effects
[36–39], observed also in elliptically polarized light [40, 41].
The shift of the photoelectron distribution ridge along the laser
propagation direction is negative for low energy electrons and
positive for high energy ones [39]. Similar asymmetries have
been predicted theoretically for the strong-field holography
pattern [15–18].
In this paper we report the first experimental observation of
nondipole signatures in the photoelectron holographic interfer-
ence pattern from strong-field ionization. The onset of rela-
tivistic (nondipole) effects is expected at high laser intensities
and long wavelengths [42–44], which have been investigated
in experiments with highly charged ions [28, 45–52]. However,
the precision of the presented measurement allows us to ob-
serve nondipole features with nonrelativistic laser intensities,
when the nondipole momentum shift in the laser propagation
direction is smaller by an order of magnitude with respect to
the width of the transverse PMD. The holography pattern in
the PMD shows an asymmetry with respect to the laser prop-
agation direction in this regime. Our theoretical description
using quantum trajectory Monte Carlo (QTMC) simulations
confirms and explains the observed asymmetry. The analytical
scaling laws of the observed features are derived. We show how
the interplay between the momentum transfer due to the laser
radiation pressure and Coulomb focusing lead to a nonuniform
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FIG. 1. Experimental PMD from strong-field ionization of xenon
atoms: (a) Tomographic reconstruction of the 3D PMD, (b) measured
PMD slice within |py| ≤ 0.05 a.u., (c) PMD enlarged in, with removal
of the zero energy spot due to electrons captured in Rydberg states.
A 6-cycle laser pulse of linear polarization is used with an intensity
of 5.8 × 1013 W cm−2, and a wavelength of 3.4 µm, (d) corresponding
semiclassical simulation.
distortion of the holography pattern.
The structure of the presented work is the following. In
Sec. II the experimental details and observations are discussed.
Our theoretical model is introduced in Sec. III. The analysis
of the obtained results is carried out in Sec. IV, followed by a
conclusion in Sec. V. Atomic units are used throughout.
II. EXPERIMENT
We access the weakly relativistic nondipole regime of strong-
field ionization with linearly polarized mid-infrared pulses gen-
erated by an OPCPA-system. The system delivers 45 fs long
pulses at a central wavelength of 3.4 µm with a pulse energy
of up to 21.8 µJ at a repetition rate of 50 kHz [53, 54]. The
pulses are tightly focused in a back-focusing geometry by a di-
electric mirror into the gas target. The PMDs from strong-field
ionization with few-cycle-mid-IR pulses were recorded with
a velocity map imaging spectrometer (VMIS) [55, 56]. We
ensured that the dielectric mirror does not induce any signifi-
cant asymmetries along the beam propagation direction with
reference PMDs recorded at a wavelength of 800 nm.
The VMIS can only image projections of the full 3D PMD
onto the detector plane. In those projections the interference
features are partially washed out and the kinetic energy spectra
of the photoelectrons cannot be accessed directly. In order
to enhance the visibility of the interference patterns we con-
sider cuts through the full 3D PMD. We obtain the full 3D
PMD from tomographic reconstruction [57–59] as the com-
monly used Abel inversion cannot be applied in our case: The
PMD does not feature the needed cylindrical symmetry in the
case of strong-field ionization beyond the limit of the electric
dipole approximation. We recorded PMDs at a peak inten-
sity of 5 × 1013 W cm−2 in angle steps of 1◦ covering the full
range [0◦, 180◦) that is required to obtain the reconstructed
3D PMD with the required resolution. The full 3D PMD was
reconstructed with the filtered back-projection algorithm. Sub-
sequently we choose the region of |py| < 0.05 a.u. and project
it onto the px-pz-plane (Fig. 1).
The momentum zero is calibrated according to Ref. [34],
namely by projecting a thin slice of |px| < 0.01 a.u. onto the
beam propagation axis and fitting this distribution as a function
of pz with a Lorentzian profile. The peak of this distribution is
dominated by electrons stemming from atoms that are left in a
highly excited, but neutral state after the laser pulse and that
were subsequently ionized by the DC field of the spectrometer
and end up centered around zero momentum [20, 60, 61].
Although our experimental parameters are in a regime that
is considered the weakly relativistic regime we observe a sig-
nificant influence of the laser magnetic field in the holography
pattern of the photoelectron. The definition of the coordinate
system is illustrated in Fig. 1: The laser beam propagates in pos-
itive z-direction and the laser field is polarized linearly along
the x-direction. The momentum space coordinates (pi) are co-
aligned with the corresponding spatial coordinates. Through-
out this article we focus on cuts, i.e. projections onto the
px-pz-plane from a range of |py| < 0.05 a.u. (Fig. 1).
The main target studied in this work is xenon with an ioniza-
tion potential of Ip = 12.13 eV. We performed additional mea-
surements with a diatomic molecule, oxygen (Ip = 12.07 eV),
with an ionization potential close to the one of xenon to support
the general nature of our findings from xenon (Fig. 2).
In the experimental momentum images we observe a main
lobe around pz ≈ 0 a.u., accompanied by additional lobes on
both sides. Both, the main lobe and the sidelobes show an
asymmetry along pz. The asymmetry is especially visible in
the lineouts created from the cut (Fig. 2). For the lineouts, we
projected slices centred at fixed px of a width of 0.04 a.u. in px
on the pz axis. The lineouts show, that the main ridge as well
as the sidelobes are offset towards negative pz-momenta. The
right sidelobes are stronger in intensity than the left ones.
The difference of the data from the two targets is marginal,
showing that the observations are mostly independent of the
initial state. Accordingly, the subsequent analysis and theoreti-
cal description focuses on the propagation of the photoelectron
in the continuum.
III. TRAJECTORY-BASED SEMICLASSICAL MODEL
The observed holographic interferences can be qualitatively
described by the perturbative nondipole strong-field approxi-
mation (SFA) [32], where the rescattering is treated as a per-
turbation. However, a quantitative correct picture, including
the effect of Coulomb focusing, can be obtained only with
a nonperturbative treatment of the Coulomb potential of the
ionic core. Our theoretical treatment is based on 3D QTMC
simulations. In the latter the ionized electron wave packet is
formed at the tunnel exit according to tunnel ionization theory
[62, 63], and further propagated in the continuum via the clas-
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FIG. 2. Lineouts of the experimental PMDs from strong-field ionization at linear polarization of the two targets xenon and oxygen at different px
positions along the laser polarization axis (in atomic units). The integration band for the lineouts in px direction has a width of 0.04 a.u.. The
linouts are normalized to the integrated signal and for clarity of the figure offset in absolut intensity by the value of the px position. Both targets
show a very similar holography pattern with cutoffs for the number of interference maxima around px = 0.35 a.u. and px = 0.75 a.u. and an
asymmetry in the intensity of the corresponding left and right sidelobe peak in laser beam propagation direction pz (for details see text).
sical equations of motion in the laser and Coulomb field of the
atomic core. In the QTMC simulation a phase is attached to
each trajectory, which accrues along the trajectory and allows
to describe quantum interferences between trajectories [64, 65].
The photoelectron momentum distribution is calculated as the
coherent sum over all trajectories
|M(p)|2 = lim
t→∞
∣∣∣∣∣∣∣∑l
√
W
(
p(l)i
)
exp[iS(l)(t(l)i ,p)]
∣∣∣∣∣∣∣
2
, (1)
where W(p(l)i ) is the tunnel ionization probability of the elec-
tron with the initial momentum p(l)i at the tunnel exit. The
summation in Eq. (1) is carried out over all possible trajecto-
ries [labelled by (l)] in the laser and Coulomb field that start
at the ionization time t(l)i at the tunnel exit r
(l)
i , with the initial
momentum p(l)i = (0, p
(l)
yi , p
(l)
zi ), and end up asymptotically at a
given final momentum p of the photoelectron. The tunnel exit
is derived using the quasistatic model of Ref. [66], including
the Coulomb field of the atomic core, and the static atomic
polarizability. The trajectories are found numerically solving
Newton equations in the relativistic formulation:
dp
dt
= −E(φ) − v × B(φ) − ∇V(r), (2)
with the laser electric E(φ), and magnetic B(φ) fields, respec-
tively, the laser phase φ = ω(t − z/c), and the potential of the
atomic core V(r).
The phase of the lth-trajectory S(l)(t,p) is determined by
the classical action along the trajectory r(l)(t) in the laser and
Coulomb field [67]:
S(l)(t,p) = −p · r(l)(∞) +
∫ ∞
t
dτ
[
L(l)(τ) − (c2 − Ip)
]
,
(3)
where p is the final photoelectron momentum, and L(l) is the
relativistic Lagrangian of the electron in the laser and Coulomb
field [68]:
L(l) = −c2
√
1 − v2(t)/c2 − A(φ) · v(t) + ϕ(φ) + V(r(t)), (4)
with the time-dependent electron coordinate r(t), and velocity
v(t) along the trajectory. The laser field propagating along
the z-axis, with the electric and magnetic field along the x-
and y-axis, respectively, is described by the potentials in the
Go¨ppert-Mayer gauge: A(φ) = −zˆ(xE(φ))/c and ϕ = −xE(φ)
[69]. Using the electron equation of motion, the classical action
can be represented as
S(l)(t,p) = −pi · ri −
∫ ∞
t
dτ
{
ε(τ) + Ip + V(r(τ))
−r(τ) · ∇V(r(τ)) − z(τ)
c
v(τ) · E(τ)
}
, (5)
with the kinetic energy ε = c2(γ − 1), the Lorentz γ-factor, the
initial coordinate ri and momentum pi. Note that pi · ri = 0 in
the tunneling regime as the electron longitudinal momentum
along the field is vanishing at the tunnel exit.
The full QTMC simulation for the given parameters is pre-
sented in Fig. 3. It incorporates all possible trajectories, as
well as focal volume averaging. To elucidate the contribution
of the different type of trajectories in forming the holography
structure, we also carried out a model simulation where we
included the two main type trajectories, only (Fig. 3). When all
trajectories are included, the momentum distribution becomes
more smooth, however, the main features of the interference
structure are already given by the spectra based on the two
main trajectories. The PMD reveals interference structures
with a middle lobe and with side wings, that qualitatively
were already known from the nonrelativistic regime [1]. The
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FIG. 3. (a) Schematic examples of recolliding trajectories: the trajec-
tory with a single recollision (recollisions are indicated by dots) exists
for 0.2E0/ω < |px| < E0/ω (green); the second and third returns
exists for trajectories up to 0.1E0/ω < |px| < 0.2E0/ω (yellow), four
or more recollisions exist at |px| < 0.1E0/ω (blue), and so on, see
Eqs. (8)-(9). The momentum transfer at a recollision is enhanced for
the specific trajectories (purple and red) when the recollision velocity
is vanishing (slow recollision) [74, 75]. (b) The smallest px cutoff
for trajectories with a single recollision (solid), corresponding to the
1st slow recollision, and three recollisions (dashed), corresponding to
the 2nd slow recollision; (long) The slow recollision condition in a
monochromatic laser field; (short) The slow recollision conditions in
a 50 fs laser pulse, and (est.) The analytical estimates of Eqs. (8) and
(9). The cutoffs are clearly visible in the PMDs from the QTMC (c)
and simplified model simulations (d). For the simulations the laser
and atom parameters are the same as in Fig. 1.
nondipole effects shift the holography interference pattern to
the negative pz direction breaking the symmetry with respect
to pz. The Coulomb field from the parent ion squeezes the
interference structure in the whole transverse plane.
The focal averaging is carried out by incoherent superposi-
tion of PMDs from QTMC simulations for 10 different intensi-
ties. Each intensity is weighted by the factor F(I) = −dV/dI
according to the weight of the partial focal volume [70, 71],
calculated for the paraxial model of a focused laser beam: V =
[2pi2w40/(3λ)]
(
2C +C3/3 − 2 tan−1 C
)
, with C =
√
I0/I − 1,
the instantaneous intensity I, and the peak intensity I0 .
We would like to point out that we analyzed in the QTMC
simulations two types of the effective potentials for the atomic
core (xenon singly charged ion) [72, 73] and the polarizability
of the atom. However, we could not find any significant influ-
ence on the holographic pattern as the recollisions take place
fairly far from the atomic core.
IV. ANALYSIS AND DISCUSSION OF THE
INTERFERENCE PATTERN
A. Classification of trajectories
The interference pattern in the strong-field holography is
due to interference of several paths with close ionization times,
along which the electron scatters forward at recollisions, and
finally yields the same asymptotic momentum [4]. It is known
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FIG. 4. The examples of 8 types of trajectories identified in the
QTMC simulation at px = 0.5: (a) Trajectories with no significant
rescattering (blue), and with a significant rescattering at the 3rd recol-
lision (red), (b) Trajectories with a significant rescattering at the 2nd
recollision (green), and at the 2nd or 3rd recollisions (violet), (c) at
all recollisions (yellow), or at the 1st and 2nd recollisions (coral), (d)
at the 1st (black), or at 1st and 3rd recollisions (magenta). (e) The
final transverse momentum, pz vs the initial, pzi, which determined
the type of trajectories indicated by color. The color of trajectories in
panels (a)-(d) indicate the type according to the panel (e). The type of
pair trajectories in each of panels (a)-(d) is interchanged with continu-
ous variation of pzi (e.g. blue-type of trajectory becomes red-type at
decreasing pzi, at pzi > 0).
that the inter-cycle interference induce a horizontal interference
structure (perpendicular to px) [76], which is usually not ob-
served in experiments because of focal volume averaging and
is neglected in our consideration. The interference (inter-half-
cycle) of short and long trajectories also induces horizontal
structures of a larger energy scale. The holographic interfer-
ence structure is due to interference of recolliding trajectories
(intra-cycle interference), along which the electron forward
scatters by the atomic core. One of the trajectories is not sig-
nificantly disturbed due to the rescattering (reference wave),
while other paths are significantly disturbed (signal wave).
The trajectories can be classified by the number of recol-
lisions, which depend on the ionization time, i.e. the point
in time where the electron is emitted into the continuum, or
equivalently the final momentum px of the electron along the
5laser field. Accordingly, in different regions of the PMD as
a function of px, the number of the contributing trajectories
is different, creating different topological structures. In the
simplified simulation (Fig. 3(d)) three regions can be clearly
identified: |px| > 0.75 a.u., 0.35 a.u. < |px| < 0.75 a.u., and
|px| < 0.35 a.u., also visible in in the full simulation, Fig. 3
(c), and in the experimental results, Fig. 2 (more clearly in
the lineouts). For |px| > 0.75 a.u. at given laser parameters,
a single return to the atomic core exists (see the details in
Sec. IV B), and consequently, 2 types of recolliding trajecto-
ries, see Fig. 4 (a), with no significant rescattering and with
one significant rescattering are possible. For smaller momenta
(0.35 a.u. < |px| < 0.75 a.u.), the trajectories have three rec-
ollisions. Therefore, in this case 8 types of trajectories exist
[with no significant rescattering, or one (taking place either
at 1st, 2nd, or at 3rd recollision), two (at 1st and 2nd, or at
1st and 3rd, or at 2st and 3rd recollisions), or three significant
rescatterings, depending on the initial transverse momentum],
see Fig. 4 (a)-(d). The smallest px cutoff for the trajectories
with a single and three recollisions are shown in Fig. 3 (b) in
dependence on the laser field strength.
The initial momentum space, and the weight of the contri-
bution of these recolliding trajectories are quite different. The
largest contribution is from those with none and one significant
rescattering. The initial momentum space of other trajectories
is very small. This can be deduced from Fig. 4 (e), which shows
the relation between the initial, pzi, and the final transverse
momentum, pz, at px = 0.5 a.u.. The color of the line indicates
the type of the trajectory, which are visualized in Fig. 4 (a)-(d).
The contributing initial momentum space of each trajectory
can be estimated by the δpzi region for the given δpz, which is
inversely proportional to the slope of the curves in Fig. 4 (e).
As Fig. 4 (e) shows, the type of pair trajectories in each of
panels (a)-(d) is interchanged with continuous variation of pzi.
For momenta smaller than |px| < 0.35 a.u., the electron revis-
its the atomic core more than three times, therefore, multiple
rescatterings and more types of trajectories are possible.
B. Topological structures in the PMD with respect to the
longitudinal momentum
We connect the cutoffs in px momentum, determining the
number of recollisions, with the regions where the topology
of the interference pattern is unchanged, and define them in
terms of the laser parameters. The cutoffs in px correspond to
the slow recollision condition, when the longitudinal velocity
at the recollision vanishes, x˙(φr) = 0 (compare Fig. 3 (a)).
The slow recollision can take place at one of the returns to the
parent ion. The ionization phase leading to a slow recollision
at the n-th return can be approximated in a plane wave case
(see Appendix A):
φi(n) ≈ 2/ [(2n + 1)pi] , (6)
from which the cutoff momenta are found:
pcutoffx (n) =
E0
ω
sin
[
φi(n)
]
(7)
pcutoffx (1
st) ≈ 0.211E0
ω
, (8)
pcutoffx (2
nd) ≈ 0.127E0
ω
, (9)
with the laser field amplitude E0, and the frequency ω. These
equations are illustrated in Fig. 3 (b) and can be used to classify
interfering trajectories in strong-field holography. In the region
px > pcutoffx (1
st), a single recollision exists, at pcutoffx (2
nd) <
px < pcutoffx (1
st) three recollisions, and so on. Accordingly, the
borders of the topologically uniform regions in the holographic
interference pattern are px = pcutoffx (1
st), px = pcutoffx (2
nd), and
so on.
The model simulation, shown in Fig. 3(d) includes the two
main types of the intra-cycle trajectories [blue and red in Fig. 4
(a) and (e)]: the trajectory without significant rescattering
and the trajectory with the most significant rescattering (for
|px| > 0.75 a.u. it takes place at the single recollision; for
0.35 a.u. < |px| < 0.75 a.u. at the third recollision). When all
trajectories are included, see Fig. 3(b), the momentum distri-
bution becomes more smooth. However, the main features of
the interference structure is already given by the spectra based
on the two main trajectories. The PMD reveals an interference
structure with a middle lobe and with side wings, that quali-
tatively were already known from the nonrelativistic regime
[1]. The nondipole effects shift the holography pattern to the
negative pz direction breaking the symmetry with respect to pz.
The effect of the Coulomb field is to squeeze the interference
structure in the transverse plane. The topology of the inter-
ference pattern changes at px ≈ 0.35 a.u. and px ≈ 0.75 a.u.,
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FIG. 5. (a) Longitudinal momentum distribution. The distributions
for 10 sampling intensities are shown as overlapping multicolor lines.
The peaks for each intensity correspond to the 1th transitions points
(cutoff momenta) of the holography pattern for the given intensity. The
distribution of the total focal averaged spectrum from (b) can be found
in (a) as blue line and the distribution from the experimental data as
green line. The knee position of the px-distribution at px ≈ 0.75 a.u.
corresponds to the transition border of the topological structures for
the intensity very close to the peak intensity.
6due to the change of the number of recolliding trajectories.
The cutoff value of px at respective changes corresponds to
the slow recollision conditions. Within each band of px, the
pz-positions of the sidelobes continuously vary with px, while
discontinuity arises at the transition points of the bands.
The distribution of the intensities in the focal volume affects
the transition points in px between the regions with unchanged
topology in the holographic interference pattern. These transi-
tion points can be more quantitatively identified in the longi-
tudinal momentum distribution integrated over the transverse
pz components, see Fig. 5(a). We compare the experimental
distribution with the QTMC simulation including the focal
volume averaging and with the distributions corresponding to
each intensity in the focal volume. The px-distribution for a
single intensity has a peak corresponding to the end of the
sidelobes of the holographic interference pattern. With larger
intensity this peak moves to larger px. The simulated focal
volume averaged px-distribution exhibits a dominant and from
one side sharp maximum at px ≈ 0.675 a.u., which rolls off to
the knee at px ≈ 0.75 a.u., followed by a smooth flat behavior.
The experimental distribution does not have a sharp maximum,
but shows a knee at the same px ≈ 0.75 a.u.. The knee position
corresponds to the transition border of the topological struc-
tures for the intensity very close to the peak intensity. Although
the focal volume of the intensities close to the peak intensity is
small, along with the corresponding contribution in the PMD,
nevertheless, the end of the sidelobes of the peak intensity,
which is correlated with the transition region of the topological
structures, can be visible in PMD due to the largest shift in
px. Thus, we conclude that the knee position can be used to
determine the laser peak intensity according to Eq. (7). For
the applied parameters, the cutoff px = 0.75 a.u. corresponds
to the laser peak field E0 = 0.0528 a.u., i.e. laser intensity of
I0 = 9.8 × 1013 W cm−2.
C. Nondipole effects
Generally, the nondipole effects disturb the recollision
physics when the relativistic recollision parameter ΓR is large
[42]:
ΓR ≡
√
U3pIp
2c4ω2
, (10)
with the electron ponderomotive potential Up = E20/(4ω
2). At
ΓR = 1 the electron typical drift momentum in the laser propa-
gation direction pz = Up/c equals the momentum spread ∆⊥
of the tunneled electron wave packet transverse to the electric
field, ∆⊥ =
√
E0/
√
2Ip [77] (or the size of the photoelectron
wave packet spreading at the recollision moment equals the rel-
ativistic drift distance). Although the relativistic recollision pa-
rameter is rather small in our experiment, ΓR ≈ 7.4 × 10−3, the
photoelectron momentum resolution in our experiment is suffi-
ciently high to resolve the nondipole effect on the holography
pattern of the order of δpz ∼
√
ΓR∆⊥ = Up/c ∼ 2 × 10−2 a.u..
The nondipole signature in the holographic interference pat-
tern is the asymmetry with respect to the laser propagation
direction: a nonuniform shift of the momentum distribution
along the laser propagation direction, already noted in [15–17].
The shift fades out for vanishing longitudinal momenta. It is
negative and increases in absolute value with the increase of px
(the right sidelobes are slightly stronger than the left ones for
momenta px > 0.75 a.u.). However, this behavior is reversed
in the case of larger px. For px > 1.75 a.u., the shift of the
interference structure is fully in positive pz direction (Fig. 2).
1. The nondipole shift of the main lobe
We study the scaling laws for the nondipole characteristic
features of the holographic interference pattern. The position
of the lobes of the holography structure is determined by the
phase difference of the direct (trajectory 1) and the rescattered
(trajectory 2) trajectories, which we estimate using Eq. (5). We
find for the phase difference (see appendix B for details):
∆ϕ ≈
(
δpCz 2 − δpCz 1
) [
δpCz 2 + δp
C
z 1 − 2(pz + T z)
] φr − φi
2ω
,
(11)
with the average drift momentum during the recollision process
T z ≡ 1
φr − φi
∫ φr
φi
Tz(φ) dφ (12)
=
1
c(φr − φi)
∫ φr
φi
[
pxA(φ) +
A2(φ)
2
]
dφ . (13)
Here, φi and φr denote the ionization and the recollision phase,
respectively, and δpCz 1,2 are the Coulomb momentum transfer
upon recollision for the trajectory 1 and 2, respectively.
We can show that the main lobe of the quantum interference
pattern (∆ϕ = 0) coincides with the position of the sharp
ridge due to Coulomb focusing [19, 39, 78]. The electrons
undergoing a single recollision and starting with pzi = −pzd −
δpCz (pzd is the average of the pzd(φ) during the rescattering
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FIG. 6. Nondipole shift of the PMD ridge at px = 0.5 a.u. vs the laser
field strength: The analytical prediction of Eq. (14), with φr corre-
sponding to the first, fast recollision (FR) (solid), and corresponding to
the the second, slow recollision (SR) (long-dashed); The numerically
found classical trajectory that end at the ridge (short-dashed).
7process), have the same recollision impact parameter as in the
dipole case (the same δpCz ), and end up on the ridge with
p(0)z = −T z. (14)
Each pair of trajectories contributing to the ridge which have
pzi 1,2 = −pzd ± |δpCz | with the same |δpCz | interfere construc-
tively with ∆ϕ = 0, creating the main lobe of the holographic
interference pattern. This follows from Eqs. (11) and (14), and
the condition δpCz 1 + δp
C
z 2 = 0, fulfilled for these trajectories.
In the case of multiple recollisions (at small values of the
final |px|), the ridge position is closer to zero: p(0)z = −T z + p˜C ,
where p˜C is positive and determined by multiple recollisions,
see Eq. (53) in [39]. We can prove that again the trajectories
contributing to the ridge interfere constructively. For instance,
we take two trajectories with pyi 1 = −pyi 2 and pzi 1,2 = 0,
which contribute to the ridge (py = 0, pz = −T z + p˜C) and
have δpCz 1 = δp
C
z 2, yielding ∆ϕ = 0 according to Eq. (11). In
this way the remarkable relation between the main lobe of
the quantum interference pattern and the PMD ridge due to
Coulomb focusing is confirmed.
The negative offset given by Eq. (14) depends on the laser
field acting on the electron during the excursion in the contin-
uum, taking place between the ionization and the recollision.
The position of the ridge with respect to the laser electric field
intensity at px = 0.5 a.u. is shown in Fig. 6. We can see that
at low intensities the numerically found position approaches
to the result of Eq. (14), with φr corresponding to the first fast
recollision. As the intensity increases, the numerical solution
approaches the estimation for φr corresponding to the first slow
recollision, which is shifting closer to the parent ion and starts
gaining on importance.
Both, the ridge and the main lobe in QTMC demonstrate
the same nonuniform dependence of the nondipole pz-shift on
the longitudinal momentum (Fig. 5). In the case of a single
recollision (for px & 0.75 a.u. in the case of the applied laser
parameters) the momentum of the main lobe is determined
by Eq. (14). When the final momentum is large such that
rescattering is negligible, |px| > 1.75 a.u., the ridge shift is
in the positive z-direction: p(0)z ≈ A(ti)2/2c. For smaller px,
it is negative. The largest negative shift can be estimated
p(0)z ≈ −Up/c. For low px < 0.75 multiple recollisions take
place, and consequently, the average drift momentum decreases
for increasing order of recollision, and the negative shift of the
ridge declines [39].
2. Effect of the focal volume averaging for the main lobe shift
The position of the ridge depends on the laser intensity and is
disturbed because of focal volume averaging. We address this
issue in Fig. 7. We calculate the focal volume averaged momen-
tum distribution of the ridge, from which the focal averaged
intensity can be deduced (i.e. a single intensity which produces
the same peak as the focal averaged ridge distribution).
With the same procedure we have also analyzed the focal
volume averaging of the momentum distribution ring in the
case of a circularly polarized laser field. We show that the focal
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FIG. 7. Focal volume averaging and the measured effective intensity:
(a) for the ridge in the transverse PMD in linearly polarized laser
field; (b) for the PMD radius in the polarization plane in a circularly
polarized laser field. The distributions at each laser intensity are
shown in blue. The position of the maxima in (a) and (b) are shown in
(c) and (d), respectively. The focal averaged intensity deduced from
the ridge in the case of linear polarization [red cross in (c)] is different
from that deduced from the case of a circular polarization [red cross
in (d)].
averaging influences the position of the ridge (in the case of
linear polarization) differently than the radius of the momentum
distribution ring (in the case of circular polarization). Our
conclusion is that the focal averaged intensity extracted from
the circular polarization case [79, 80] cannot be applied to
correctly reproduce the size of the holographic pattern in the
PMD for linear polarization.
The nondipole momentum shift of the main lobe of the
holography pattern can be employed for calibration of the focal
volume averaged laser intensity. For the applied parameters,
the main lobe position is pz = −0.009 a.u., at px = 0.5 a.u.,
which according to Fig. 6 gives the focal volume averaged field
E = 0.032 a.u., corresponding to the focal volume averaged
laser intensity of I = 3.5 × 1013 W cm−2.
3. Sidelobes
The position of the sidelobes in the interference pattern is
defined by the phase difference via ∆φ = 2pin, with an integer n.
For rather large n we can approximate δpz 1 ≈ 0 for the direct
trajectory, and δpz 2 ≈ pz for the rescattered trajectory. In that
case Eq. (11) yields
∆φ ≈
[
p2z
2
+ pzT z
]
φr − φi
ω
= 2pin. (15)
In the dipole limit (T z = 0) the sidelobe positions are
p(n)z dip = ±
√
4pinω
φr − φi , (16)
8and nondipole corrections shift the sidelobes slightly: p(n)z ≈
p(n)z dip + δpz, with δpz  p(n)z dip. From Eq. (16), δpz = −T z, and
the sidelobe positions in the nondipole case are:
p(n)z = ±
√
4pinω
φr − φi − T z. (17)
The latter indicates that the holography pattern in the nondipole
regime is shifted as a whole for a fixed px, in the direction op-
posite to the laser propagation direction. However, the shift
is not uniform and depends on px, similar to the ridge. Qual-
itatively we can estimate the rescattering phase difference as
(φr−φi) ∼ 2piδ, assuming the rescattering time is a δ-fraction of
the laser period. The distance between, e.g., the main and the
2nd lobes in momentum space is |p(1)z − p(0)z | ≈
√
2ω/δ, which
applies in the region of a single rescattering px > 0.75 a.u..
For px < 0.75 a.u. multiple recollisions take place which in-
creases the effective recollision time, consequently, decreasing
the separation of the lobes.
Equation (17) explains also why the left interference lobe
is weaker than the right one. In fact, for the direct electrons
p(n)zi = p
(n)
z , and the initial transverse momentum for the elec-
tron contributing to the left side-lobes is larger than that of the
right ones of the same nth-order. Therefore, the probability
of the left side-lobes W (n−) are suppressed compared to the
right-lobes W (n+) due to a smaller tunneling probability:
W (n−)
W (n+)
= exp
− p(n−)2z − p(n+)2z
∆2⊥
 = exp −4|p(n)z, dip|T z∆2⊥

≈ exp
−2
√
nIp
ωδ
E0
cω
 , (18)
where the estimation T z ≈ Up/c is used. For instance
W−1/W1 ≈ 0.75 at given parameters. With these simple estima-
tions all qualitative features of the interference structure can be
reproduced, showing how the laser magnetic field interaction
alters the holography image of the momentum distribution.
D. The role of the accurate description of the quantum
scattering phase
We observe small discrepancies between the PMD lineouts
of the experiment and the QTMC simulations. The sidelobes
from the QTMC simulations are closer to the main lobe than in
the experiment (Fig. 9). We assume that the latter comes from
the fact that in the QTMC simulates the rescattering phase
is based on the quasiclassical approximation, which slightly
deviates from the exact quantum scattering phase. The quan-
tum rescattering phase was rigorously calculated for several
potentials [81]. The quantum phase acquired by an electron
during scattering off the Coulomb potential is
φC = arg
[
Γ(l + 1 + iη)
]
, (19)
where Γ is the gamma function, l is the quantum number of the
orbital angular momentum, and η = Z/p is the Sommerfeld
parameter with the electron momentum p and charge Z. On
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FIG. 8. Comparison of quantum and quasiclassical recollision phases
(a). The lineouts of the 2D calculation of PMD at px = 0.9 a.u. on
panel (b) and px = 0.5 a.u. on panels (c) and (d) taking into account
two (b) and (c) or all eight (d) interfering trajectories. The blue full
lines represent the 2D calculation with the common classical SFA
Coulomb phase and the the red dashed lines the results corrected by
the quantum phase at each rescattering.
the other hand, in our quasiclassical simulation the Coulomb
scattering phase is calculated analytically along the classical
trajectory r(t) as
φCclass =
+∞∫
−∞
dt Z/r(t), (20)
which after extraction of the divergence [65] yields
φCclass = −
Z√
2E ln
(
1 + 2EL2
)
, (21)
where L is the total angular momentum and E is the energy of
the incoming electron. The comparison of the quasicalssical
scattering phase with the exact one shows that the difference
between the phases can reach up to pi/2 for small angular mo-
menta, which may affect the interference pattern and positions
of the fringes (Fig. 8 (a)). We analyze the role of the quantum
phase on the interference pattern and focus on two slices at
px = 0.8 a.u. and px = 0.5 a.u., and the cases of interference of
two or all (eight) trajectories (Fig. 8 (b)-(d)). For these values
of px, all recollisions are fast, taking place at the maximal
speed. Therefore, we can assume that the recollision resembles
the field free case and apply the phase correction φC−φCclass. As
we can see, in all cases the correction of the scattering phase
leads to widening of the interference pattern.
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FIG. 9. Comparison of the lineouts obtained from experiment (exp.) and QTMC calculation with a focal averaged intensity (avg.) and the peak
intensity (peak) for different positions along the laser polarization axis px.
We also analyzed numerically the role of the under-the-
barrier dynamics for the phase difference of the direct and
rescattered trajectories, with a conclusion that its effect on the
phase difference is negligible.
V. CONCLUSION
In our experiment we have resolved the holographic inter-
ference structures in the PMD with a momentum precision
of 1 × 10−2 a.u. which enables us to discern the signatures of
the nondipole interaction with the laser field at nonrelativistic
laser intensities. We show that the competing effect of the laser
magnetic field induced drift in beam propagation direction
and Coulomb focusing explain the longitudinal momentum
dependent shift of the holography pattern. We prove that the
main lobe of the interference pattern coincides with the ridge
described fully classical by Coulomb focusing. Its position in
momentum along the propagation direction is positive at large
longitudinal momenta, negative at intermediate and tends to-
wards zero at low longitudinal momenta. We provide analytical
estimates for the nondipole momentum shift of the holography
interference pattern, as well as for the ratio of the intensities of
the left to right sidelobes.
We show that the focal averaging alters the position of the
ridge from which the focal averaged intensity can be deduced.
The latter is shown to deviate from the focal averaged intensity
extracted from the radius of the momentum distribution ring
in the case of circular polarization. Consequently, care has to
be taken when using the focal averaged intensity read out from
the circular polarization case for accurate predictions about the
PMD’s holographic interference pattern.
We relate the change of the topological structure of the
holography pattern as a function of the longitudinal momentum
to the number of recolliding trajectories, and show that the
transition points of the topological structure are very sensitive
to the intensity. In particular, these transition points encode the
peak intensity during the strong-field ionization process.
Finally, we explain the slight discrepancy in the position of
the interference lobes between QTMC and the experiment by
the deviation of the quasiclassical scattering phase from the
exact quantum phase.
Appendix A: Derivation of the cutoff momenta
The phase at the slow recollision condition can be estimated
from the longitudinal component of the laser driven trajectory
(for the estimate we use a monochromatic laser field described
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by the vector potential A(φ) = E0/ω cos(φ)):
x0(φ) =
E0
ω2
[
cos φ − cos φi + (φ − φi) sin φi]
+
pxi(φi)
ω
(φ − φi) + xi(φi), (A1)
where the trajectory evolves with the phase of the laser field φ
and starts at ionization phase φi. Here, xi(φi) ≈ −Ip/(E0 cos φi)
is the tunnel exit, and pxi(φi) = ZpiE0 cos φi(2Ip)−3/2 is the
Coulomb momentum transfer to the phototelectron at the tun-
nel exit [82], with the charge Z of the atomic core, which we
have included in the initial condition for simplicity. From the
slow recollision conditions x˙0(φr) = 0, the phase of the nth
slow recollision can be derived
φr(n) = −φi(n) + (2n + 1) pi − δn, (A2)
where δn ≡ ωpxi (φi(n)) /(E0 cos (φi(n))) accounts for the
Coulomb effects at the moment of ionization. The ioniza-
tion phase φi(n) leading to the nth slow recollision can be now
determined from the general recollision condition x0 (φr) = 0.
Using Eq. (A1) and the leading terms of the expansion over φi
and δn, one obtains:
φi(n) ≈
2
(
1 + γ
2
K
4
)
− (2n + 1)pi2 Z
κ
E0
Ea
γK
(
1 − 12n+1 Zκ E0Ea γK
)
(2n + 1)pi
(
1 − 22n+1 Zκ E0Ea γK
) .
(A3)
Here κ =
√
2Ip is the characteristic momentum of an electron
from a target with ionization potential Ip, Ea = (2Ip)(3/2) the
characteristic atomic field of the target and γK = ωκ/E0 the
Keldysh parameter. For the employed parameters (κ ≈ 1 a.u.,
E0/Ea  1 and γK ≈ 0.4) Eq. (A3) simplifies to
φi(n) ≈ 2/ [(2n + 1)pi] , (A4)
and from the latter, the cutoff momenta are found:
pcutoffx (n) = (E0/ω) sin
[
φi(n)
]
(A5)
pcutoffx (1
st) ≈ 0.211E0
ω
, (A6)
pcutoffx (2
nd) ≈ 0.127E0
ω
. (A7)
Appendix B: Derivation of the phase difference for direct and
rescattered trajectories
We start from Eq. (5) and replace the last term using the
equation for the kinetic energy evolution:
dε
dt
= −v · E − v ·∇V(r) . (B1)
This allows integration by parts, yielding
S(l)(φ,p) ≈ −
∫ φ f
φ
dφ′
ω
{
[ε + V(r)] − r ·∇V(r)
1 − βz
}
+ Ip(t f − t),
(B2)
where βz = vz/c is the Lorentz-factor, and the integration
variable is changed from the time t to the laser phase φ =
ω(t − z/c). Then, the classical action in the order of 1/c will
read
S(l)(φ,p) ≈ −
∫ φ f
φ
dφ′
{
p2(φ′))
2
+ V(r(φ′)) − r(φ′) ·∇V(r(φ′))
}
+Ip(t f − t). (B3)
Let us estimate the phase difference of the interfering trajec-
tories in the nondipole case, which creates the holography
pattern. The main phase difference arises during the electron
dynamics between the ionization and recollision, because the
momenta of the direct and rescattering trajectories coincide
after the recollision [4]. Further, we assume that the Coulomb
momentum transfer to the electron takes place at the recolli-
sion points, while the electron motion during the excursion is
governed only by the laser field [40]:
px(φ) = A(φ) − A(φi)
py(φ) = pyi (B4)
pz(φ) = pzi + pzd(φ)
with the drift momentum pzd(φ) = [A(φ)−A(φi)]2/(2c), and the
initial momentum at the tunnel exit pi. As the px and py mo-
mentum components for the direct and rescattering trajectories
are the same, the phase difference is derived:
∆ϕ ≈
∫ φr
φi
dφ
ω
 p2z2(φ)2 − p
2
z1(φ)
2
 , (B5)
where φ1, φr are the ionization and the recollision phases, and
pz1(φ) , pz2(φ) are the direct and rescattered electron momenta
given by Eq. (B4). We can express Eq. (B4) via the electron
final momentum pz = pzi + A2(φi)/(2c) + δpCz , which is the
same for the direct and rescattered electrons:
pz 1,2(φ) = pz + Tz(φ) − δpCz 1,2. (B6)
with the Coulomb momentum transfer at the recollision δpCz 1,2,
and
Tz(φ) ≡ 1c
[
pxA(φ) +
A2(φ)
2
]
, (B7)
is the contracted drift momentum along the laser propagation
direction, with the asymptotic momentum px. With Eqs. (B5)-
(B6) the phase difference is derived:
∆ϕ ≈
(
δpCz 2 − δpCz 1
) [
δpCz 2 + δp
C
z 1 − 2(pz + T z)
] φr − φi
2ω
,
(B8)
with the average contracted drift momentum during the recolli-
sion process
T z ≡
∫ φr
φi
dφ
φr − φi Tz(φ). (B9)
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