ABSTRACT This paper proposes a hybrid algorithm called ISSA based on the combination of squirrel search algorithm (SSA) proposed in 2019 and invasive weed optimization (IWO) proposed in 2006. About 36 benchmark functions are employed to test the performances of ISSA. Then, ISSA is combined with support vector machine (SVM) and deterministic maximum-likelihood (DML) algorithm, respectively, and the two corresponding models ISSA-SVM and ISSA-DML are established for performing the grade classifications of air quality and the direction of arrival (DOA) estimation of MEMS vector hydrophone, respectively. The results of 36 benchmark functions prove that the proposed ISSA is able to provide very competitive results in terms of the average values, the standard derivation, and the convergence curves. The average accuracy rate of classification of ISSA-SVM model is the best and reaches 87.91971%, and the DOA estimations of ISSA-DML have the least root mean square error (RMSE) and the closest to the actual angles. Therefore, it is concluded that the proposed ISSA is an effective algorithm for function optimizations and is suitable to be combined with other algorithms and machine learning for classification and estimation.
I. INTRODUCTION
Many problems in the real world can be attributed to optimization problems. With the complexity of problems increasing, it is obvious that the need for optimization techniques becomes more and more. Initially, mathematical optimization techniques used to be the only tools for optimizing problems. And then heuristic optimization techniques appear.
Genetic algorithm (GA) proposed by Holland in 1992 [1] is a kind of randomized search method, which simulates Darwinian evolution: Survival of the fittest, elimination of the fittest. Particle swarm optimization (PSO) proposed in 1995 [2] simulates birds' behavior for food. GA and PSO have been improved and applied into various areas, such as clustering [3] , [4] , fault diagnosis [5] , [6] , the Vehicle Routing Problem [7] , data mining [8] , spam detection [9] , image processing [10] and stock prediction [11] - [13] .
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Since then, many swarm intelligence algorithms have sprung up. Especially, Seyedali Mirjalili himself or he and his co-authors have proposed many swarm intelligence algorithm and applied them to solve different problems, such as ant lion operator(ALO) [14] , sine cosine algorithm (SCA) [15] , moth-flame optimization (MFO) algorithm [16] , whale optimization algorithm (WOA) [17] , dragonfly algorithm (DA) [18] , grey wolf optimizer (GWO) [19] , Multi-objective ant lion optimizer (MOALO) [20] , MultiVerse Optimizer (MVO) [21] . In addition, there are more swarm intelligence algorithms proposed, such as the artificial tree (AT) algorithm [22] , artificial bee colony (ABC) algorithm [23] , fruit fly optimization algorithm (FOA) [24] , bat algorithm (BA) [25] , invasive weed optimization (IWO) [26] , and squirrel search algorithm (SSA) [27] .
These swarm intelligence algorithms inspired by nature have been applied into various areas. For example, in the reference [13] , SCA is improved and applied to optimize the parameters of BP neural network for predicting the direction of stock markets with Google Trends. In the reference [14] , ALO mimics the hunting mechanism of antlions in nature, whose algorithm needed to be performed consist of five main steps of hunting prey such as the random walk of ants, building traps, entrapment of ants in traps, catching preys, and re-building traps, and has been used to perform function optimization, constrained optimization and ship propeller design. In the reference [19] , GWO inspired by grey wolves has been utilize to realize function optimization and the classical engineering design problems.
Support vector machine (SVM) proposed in 1995 is a machine learning algorithm based on the VC dimension theory of statistical theory and the structural risk minimization principle [28] . In SVM, a classification hyper-plane is created and regarded as the decision surface, which separates positive from negative samples and maximizes the isolation edge between them [29] . SVM has not only enriched statistical theory itself, but also has the wide applications, such as text categorization [30] , image analysis [31] , fault detection [32] . SVM is also combined with more than one of the intelligence algorithms for solving many problems. For example, in the reference [33] , a time-varying inertia weighting (TVIW) strategy based on a combination of gravitation search algorithm (GSA) and PSO is called the TVIW-PSO-GSA which is utilized to optimize the penalty parameter C and kernel function parameter γ of a SVM to create a hybrid TVIW-PSO-GSA-SVM algorithm for classification problems.
In this paper, the reproduction of weed in IWO is introduced into the reproduction of SSA, thus the hybrid algorithm ISSA is proposed. Firstly, ISSA is used to perform function optimization on 36 benchmark functions and is compared with ALO, DA, PSO, IWO, SSA for evaluating the function performances. Then ISSA is utilized to optimize the penalty parameter C and the kernel function parameter γ of support vector machine (SVM), thus a new model ISSA-SVM is built. Further, ISSA-SVM is used to classify the grade of air quality and is compared with the other six models: SVM, ALO-SVM, DA-SVM, PSO-SVM, IWO-SVM and SSA-SVM. Finally, ISSA is combined with the deterministic maximum-likelihood (DML) algorithm, thus the new model ISSA-DML is established. ISSA-DML model is applied to perform the direction of arrival (DOA) estimations of the simulate signals with two kinds of incident angles by comparison with ALO-DML, DA-DML, PSO-DML, IWO-DML and SSA-DML models.
The remaining of the paper is organized as follows. The basic SSA and IWO are described in Section II, and Section III shows a novel hybrid algorithm ISSA based on SSA and IWO. The proposed algorithm ISSA is used to solve 36 benchmark functions in Section IV. Section V and Section VI show that ISSA is combined with SVM for grade classifications of air quality and with DML for the DOA estimation, respectively. Section VII gives the analysis of results and discussion. The conclusion is in Section VIII.
II. BASIC ALGORITHMS A. SQUIRREL SEARCH ALGORITHM
The squirrel search algorithm (SSA) proposed by Mohit Jain, et al. in 2019 [27] was a novel nature-inspired algorithm for optimization, where there are four simplified assumptions in the search process of flying squirrels:
(1) n flying squirrels and n trees in a deciduous forest and one squirrel on one tree; (2) a dynamic foraging behavior of every flying squirrel individually searching for food and optimally utilizing the available food resources; (3) only three types of trees such as normal tree, oak tree (acorn nuts food source) and hickory tree (hickory nuts food source) in forest; (4) only three oak trees and one hickory tree in the forest. Let N fs = 4 be the number of nutritious food resources, which consist of 1 hickory nut tree and 3 acorn nut trees, whereas other trees have no food source.
• Random initialization. There are n flying squirrels (FS) in a forest. The location of the i th flying squirrel on the i th tree is represented by a vector (1) where FS ij represents the j th dimension of the i th flying squirrel. The initial location of each flying squirrel in the forest is defined as
where FS L and FS U are lower and upper bounds in j th dimension of i th flying squirrel, respectively, and U (0, 1) is a uniformly distributed random number in the range [0,1].
• Fitness evaluation. Fitness function f is defined by a user.
is the fitness function value of the i th flying squirrel, which depicts the quality of food source searched by the i th flying squirrel i.e. optimal food source (hickory tree),normal food source (acorn tree) and no food source (flying squirrel is on normal tree).
• Sorting, declaration and random selection.
The fitness values of all flying squirrels are sorted in ascending order, and the tree with the minimal fitness value is declared to be the hickory nut tree. The next three trees with the next three minimal fitness values are considered to be the acorn nuts trees. The remaining trees are the normal trees. Thus the corresponding flying squirrels are on the hickory nut tree, the acorn nuts trees and the normal trees.
Here the flying squirrels on the acorn nuts are supposed to move towards hickory nut tree. Some randomly selected squirrels are assumed to fulfill their daily energy requirements and then are considered to move towards hickory nut tree. And the remaining squirrels will move towards the acorn nut trees in order to meet their daily energy need. But the presence of predators has an influence on the foraging behavior of flying squirrels. Let P dp denote the predator presence probability for employing the location updating mechanism. VOLUME 7, 2019 • Generate new locations. During the dynamic foraging of flying squirrels, there exist three situations in the absence of predator, where flying squirrel glides and searches efficiently throughout the forest for its favorite food. But owing to the presence of predator, flying squirrel is cautious and is obliged to take a small random walk to search a nearby hiding location.
Let d g be a random gliding distance, R 1 , R 2 and R 3 be the random numbers belong to the range [0, 1], FS ht be the location of flying squirrel that reached hickory nut tree, FS at be the flying squirrel squirrels on the acorn nut trees moving towards hickory nut tree, FS nt be the flying squirrels on normal trees moving towards acorn nut trees to fulfill their daily energy needs and t denotes the current iteration. And G c is the gliding constant in order to keep the balance between exploration and exploitation.
Thus three mathematically modeled cases of the dynamic foraging behavior can be as follows:
Case 1: FS at may move towards hickory nut tree. The new location of squirrels can be updated as follows:
Case 2: FS nt may move towards acorn nut trees to fulfill their daily energy needs. The new location of squirrels can be updated as follows:
Case 3: FS nt which already consumed acorn nuts may move towards hickory nut tree in order to store hickory nuts in case food scarcity. The new location of squirrels can be updated as follows:
• Aerodynamics of gliding. When a flying squirrel travels from a tree to another tree, its gliding mechanism is described by equilibrium glide in which sum of lift (L) and drag (D) force produces a resultant force (R) whose magnitude is equal and opposite to the direction of flying squirrelaŕs weight (Mg), shown in FIGURE 1 [34] . Thus R provides a linear gliding path to flying squirrel at constant velocity (V ). FIGURE 2 shows an approximated model of gliding behavior [35] .
As shown in FIGURE 1, lift-to-drag ratio or glide ratio of a flying squirrel gliding at steady speed is defined as follows [36] : The lift (L) results from downward deflection of air passing over the wings, defined as:
where ρ is density of air and ρ = 1.204 kg/m −3 , C L is lift coefficient, V is speed and V = 5.25 m/s, and S is the surface area of body and S = 154 cm 2 [36] . The frictional drag (D) is defined as:
where C D is the frictional drag coefficient. The gliding angle at steady state from Eq.(6) is obtained as:
From FIGURE 2, the approximated gliding distance d g is obtained as follows:
where h g is the loss in height occurred after gliding and h g = 8m. And the parameter C L is in the range 0.675 ≤ C L ≤ 1.5 and C D is fixed at 0.60. Then d g is divided by a suitable non-zero value. Here sf is called as the scaling factor and sf is able to help to achieve the desired balance between exploration and exploitation phases.
• Seasonal monitoring condition. A seasonal monitoring condition introduced in SSA helps the proposed algorithm to escape from local optimal solutions, shown in the following steps:
Step 1: The seasonal constant S c is calculated as follows:
Step 2: S min is the minimum value of seasonal constant computed as:
where t and t m are the current and the maximum iteration values, respectively. S min affects the exploration and exploitation capabilities of SSA. Then check the seasonal monitoring condition: S t c < S min .
Step 3: If S t c < S min , that is, winter season is over, randomly relocate those flying squirrels which could not explore the forest for optimal winter food source.
• Random relocation at the end of winter season. The winter season is over and flying squirrels are active due to low foraging cost. The flying squirrels which could not explore the forest for optimal food source in winter and still survived may forage in new directions. It is supposed that only those squirrels which could not search the hickory nuts food source and still survived will move to different directions in order to find better food source.
The relocation of such flying squirrels is defined as:
where Lévy distribution encourages better and efficient search space exploration and The Lévy flight is calculated as follows:
where r a and r b are two normally distributed random numbers in the range [0,1], β is a positive constant which is less than 2, and σ is calculated as:
where (n) = (n − 1)!. The pseudocode of SSA is provided in [27] .
B. INVASIVE WEED OPTIMIZATION
Invasive weed optimization (IWO) is a novel numerical stochastic optimization algorithm inspired from colonizing weeds [26] , which was proposed by A.R. Mehrabian and C. Lucas in 2006.
• Random initialization.
Randomly initialize the population P whose size is P size , where every individual is a vector with d dimension. In the initialized process, there are some parameters: the number of the maximum iteration, iter max , the numbers of maximum seeds, S max , and the numbers of minimum seeds, S min , nonlinear modulation index,m, the initial value σ initial , the final value σ final . • Reproduction. FIGURE 3 shows the seed production procedure in a colony of weeds. The number of seeds produced by every weed is obtained from From FIGURE 3.
• Spatial dispersal. The generated seeds in IWO are being randomly distributed over the d dimensional search space by normally distributed random numbers with mean equal to zero and varying variance σ 2 . Standard deviation σ of the random function will be reduced from σ initial to σ final in every iteration. σ iter is the standard deviation of the current iteration iter, defined as
This alteration makes the probability of dropping a seed in a distant area decrease nonlinearly at each time step, which results in obtaining the new population superior to the pre-population according to the fitness values. Thus r-selection mechanism is transformed into K-selection mechanism.
• Competitive exclusion. If a plant leaves no offspring, it will go extinct, otherwise it will take up the whole world. Thus, the size of the population is limited in order to keep the competition between plants. The number of the weeds is up to the maximum value p max using fast reproduction in a colony after some iterations. According to the rule of competitive survival, every weed performs the reproduction and spatial dispersal. Then the fitness values of the generated offsprings and the weeds in the population are sorted from the minimum to the maximum value, and further the weeds with the P size minimum fitness values are selected to be the new population once the number of weeds is more than P size and the remaining weeds are eliminated.
III. THE PROPOSED HYBRID ALGORITHM BASED ON SSA AND IWO A. THE PROPOSED HYBRID ALGORITHM
Every flying squirrel in SSA is only on one tree in the forest and every flying can have its offsprings in nature, which gives a inspire that the reproduction in IWO can be introduced into VOLUME 7, 2019 the flying squirrels in SSA. Thus a novel hybrid algorithm based on SSA and IWO is proposed, written as ISSA. The proposed improvement of ISSA is based on three cases of generating new locations in SSA, as follows:
Case 1: FS at may move towards hickory nut tree. If R 1 ≥ P dp , determine the number of offspring of every flying squirrel on the hickory nut tree according to FIGURE 3, use the standard derivation obtained from Eq.(16) to achieve the offspring of flying squirrel on hickory nut tree by normal distribution and determine the flying squirrel on the hickory nut tree again. flying squirrels on the acorn nut trees. Otherwise, FS t+1 at takes a random position of search space.
Case 2: FS nt may move towards acorn nut trees to fulfill their daily energy needs. If R 2 ≥ P dp , determine the number of offspring of every flying squirrel on the acorn nut tree according to FIGURE 3, use the standard derivation obtained from Eq.(16) to achieve the offspring of flying squirrel on acorn nut trees by normal distribution and determine the flying squirrel on the acorn nut tree again. Then utilize Case 3: FS nt which already consumed acorn nuts may move towards hickory nut tree in order to store hickory nuts in case food scarcity. If R 3 ≥ P dp , determine the number of offspring of every flying squirrel on the hickory nut tree according to FIGURE 3, use the standard derivation obtained from Eq.(16) to achieve the offspring of flying squirrel on hickory nut tree by normal distribution and determine the flying squirrel on the hickory nut tree again. Then utilize FS t+1 nt Diversity plot shows the average distance between all solutions in each iteration. FIGURE 5 shows the diversity plots of ISSA, SSA and IWO. From FIGURE 5, the diversity plot of IWO is the decreasing curve with iterations. It can be seen that since the reproduction of weeds in IWO is introduced into that of squirrels in SSA, the population in ISSA is updated constantly, but diversity plot of ISSA is fluctuated around the average distance 50, which is similar to that of SSA.
B. COMPLUTATIONAL COMPLEXITY
From the proposed ISSA, we can note that the computational complexity of the ISSA mainly depends on three process: initialization, fitness evaluation, and the updating of squires. There are N squirrels in ISSA, and the computational complexity of the initialization is O(N ). In ISSA, there are three parameters n 1 , n 2 , n 3 which represent the total flying squirrels which are on acorn trees and moving towards hickory nut tree, on normal trees and moving towards acorn trees, and on normal trees and moving towards hickory nut tree, respectively. Therefore, according to FIGURE 4, the computational complexity of the updating mechanism is O((n 1 + n 2 + n 3 ) × N ×T )+O((n 1 +n 2 +n 3 )×N ×T ×D), which is composed of the best squirrel on the hickory tree and the updating squirrels on the whole trees, where T is the maximum number of the iterations and the D is the dimension of the discussed problems. Hence, the computational complexity of ISSA is O(N × ((n 1 + n 2 + n 3 ) × (TD + 1) + 1). According to ISSA, it is obvious that n 1 + n 2 + n 3 = N − 1. Therefore, the computational complexity of ISSA is O(N × (N × TD − TD + N )).
IV. EXPERIMENTS ON FUNCTION OPTIMIZATION A. BENCHMARK FUNCTIONS
In this paper, the proposed ISSA is the combination of IWO and SSA and is tested on 36 benchmark functions from the optimization literature [14] , [27] , [37] , [38] . These benchmark functions are shown in TABLE 1, TABLE 2 and  TABLE 3 . Table 1 shows that 14 benchmark functions with n dimension, where n = 30 in this paper . TABLE 2 and  TABLE 3 show that 22 benchmark functions with fixed and lower dimension and the dimension is 2,3,4,5,6 or 10. FIGURE 6 shows 2D plots of some functions in these 36 functions when their dimension equals to 2.
B. FUNCTION OPTIMIZATION
Similarly to SSA [27] , the parameters of ISSA are set to be: P dp = 0.1, C D = 0.6, ; G c = 1.9, β = 1.5, and sf = 18. To verify the efficiency of ISSA, the proposed ISSA is compared with five other meta-heuristic optimization algorithms: SSA, IWO, PSO, DA, and ALO. Each algorithm is performed by the number of maximum iteration 500 and the population size 50 and is run 30 times independently in the experiments. In PSO, the inertia weight is taken as 1 and the acceleration coefficients c 1 and c 2 are all set to be 1.49445. The parameters of DA and ALO algorithm are similar to those in [14] and [18] . And the parameters in IWO algorithm are set to be the same as those in [26] .
Based on the above parameters, the average function values and the corresponding average standard derivations (Std) are listed in TABLE 4, TABLE 5 and TABLE 6 . The convergence curves of the average function values on these 36 benchmark functions are shown in FIGURE 7, FIGURE 8 and FIGURE 9.
From TABLE 4, the average function values of ISSA on functions F 1 (x) − F 3 (x), F 5 (x), F 6 (x), F 10 (x), F 12 (x) − F 14 (x) that are closer to their minimum values than those of SSA, IWO, PSO, DA and ALO, and IWO gives the better optimization results for functions F 4 (x), F 7 (x)−F 9 (x), F 11 (x) than ISSA, SSA, PSO, DA, ALO. Therefore, TABLE 4 shows that ISSA is superior to SSA, IWO, PSO, DA and ALO. The same result is obtained from FIGURE 7. And from FIGURE 7, it is shown that the average function values of functions F 1 (x) − F 14 (x) by performing ISSA are all nearest to the minimum values within 100 iterations.
According to the average function values of functions 
and DA has a better result on function F 27 (x). Therefore ,  TABLE 5 and TABLE 6 show that ISSA is superior to SSA, IWO, PSO, DA and ALO. From FIGURE 8 and FIGURE 9 , the same results are obtained, and the convergence curves of functions F 15 (x) − F 36 (x) by performing ISSA trend to their minimum values within 100 iterations.
By comparison, the proposed ISSA is more suitable to solve the function optimization and has better optimization ability.
In the following sections, the performance of ISSA is verified by the combination with SVM for challenging an actual application for the grade classification of air quality and with the DML algorithm for the DOA estimation of MEMS vector hydrophone, respectively. 
V. GRADE CLASSIFICATIONS OF AIR QUALITY BASED ON ISSA-SVM
A. DATA SOURCE According to [39] , the air quality data consist of daily average PM 2.5 , PM 10 , SO 2 , CO, NO 2 concentrations, 8-hour average O 3 and the meteorological data consist of daily minimum temperature (MinT), daily maximum temperature (MaxT), daily average atmospheric pressure (AP), daily total precipitation (PR), daily surface air relative humidity (RH), and daily surface wind speed (WS), which are all thought to be the factors influencing the air quality. Therefore, we take daily average PM 2.5 , PM 10 , SO 2 , CO, NO 2 concentrations, 8-hour average O 3 , daily minimum temperature (MinT), daily maximum temperature (MaxT) as the factors which influence air quality in this paper.
In this paper, we take dataset on the air quality and temperature conditions of Taiyuan Province, Shanxi, China (whose location is depicted in FIGURE 10 ) from According to air quality index (AQI), the condition of air quality evaluation is classified into six grades: excellent, good, light pollution, medium pollution, heavy pollution, and serious pollution, whose corresponding grade of AQI evaluation is signed to be grade 1, grade 2, grade 3, grade 4, grade 5 and grade 6, respectively, shown in TABLE 7.
The distribution of 1829 data according to the grade of air quality is shown in FIGURE 11 and the Box visualization of AQI dataset is shown in FIGURE 12. 
B. THE HYBRID MODEL BASED ON ISSA AND SVM
SVM is a well-known data-driven technique used for the classification of linear and nonlinear data. In SVM, the optimal hyper-plane needs to be found out to separate positive samples from negative samples. Similar to the reference [33] , is a given training set, where x i ∈ R n , y i ∈ {1, −1}(i = 1, 2, · · · , n), x i is the i th sample, y i is the label for x i , and n is the number of samples. The i th training sample meets
Maximizing the boundary of SVM by Eq. (18) is equivalent to solving the following optimization problem:
where ξ i ≥ 0 is the relaxation term, the constant C > 0 is used to control the penalty level for misclassified samples that exceed the error . The dual form of the above quadratic program is:
105662 VOLUME 7, 2019 where α i represents Lagrange multipliers and kernel function
. In this paper, the Radial Basis Functions (RBFs), which are widely used and perform, were chosen as kernel function.
where γ is the kernel function parameter. After solving the above problem, the optimal discriminant function is as follows:
In this paper, the penalty parameter C in Eq. (20) and kernel function parameter γ in Eq. (21) are need to be optimized in SVM. In ISSA, the population is created and every individual is composed of two parameters: the penalty parameter C and the kernel function parameter γ of RBF in SVM. The function
discussed here is regarded as the fitness function of ISSA, where n is the number of training samples,y j i and y j i are the actual output value and the predicted output value of the i th input sample, respectively, D is the dimension number of the output. Therefore, ISSA is utilized to optimize the penalty parameter C and kernel function parameter γ . Thus the optimal C and γ of SVM are obtained. Then SVM is used to perform the grade classification of AQI. Therefore, based on ISSA and SVM, the hybrid model is established, named by ISSA-SVM.
C. EXPERIMENTAL RESULTS
In this paper, 1281 data from Mar. 9, 2014 to Sep. 9, 2017 are taken to be the trained set and 548 data from Sep.10, 2017 to Mar.17, 2019 are taken to be the tested set. SVM is combined with ALO, DA, PSO, IWO, SSA and ISSA to build the hybrid models: ALO-SVM, DA-SVM, PSO-SVM, IWO-SVM, SSA-SVM and ISSA-SVM, respectively. The parameters in ALO-SVM, DA-SVM, PSO-SVM, IWO-SVM, SSA-SVM and ISSA-SVM models are set to be the size of population, 20, and the number of iterations, 20. And the parameters of the conventional SVM is that c = 1 and γ = 1.2.
The SVM, ALO-SVM, DA-SVM, PSO-SVM, IWO-SVM, SSA-SVM and ISSA-SVM models are applied to classify the air quality dataset into six classes and are performed ten times independently, respectively. The average accuracy rate of classifications are obtained and shown in TABLE 8. From  TABLE 8 , it can be seen that the accuracy rate of ISSA-SVM model is up to the maximum value 87.91971%, which illustrates that ISSA-SVM ourperforms the SVM, ALO-SVM, DA-SVM, PSO-SVM,IWO-SVM, and SSA-SVM models. We also observe that the order of models is ISSA-SVM, IWO-SVM, PSO-SVM, SSA-SVM, DA-SVM, SVM and ALO-SVM models according to the decreasing accuracy rates of these seven models. TABLE 9 is obtained by performing these seven models: SVM, ALO-SVM, DA-SVM, PSO-SVM, IWO-SVM, SSA-SVM and ISSA-SVM only once. From TABLE 9, the number of correctly classified tested samples and accuracy rate of ISSA-SVM model reach the maximum values,484 and 88.3212%, respectively. FIGURE 13 shows the classification results of these seven models. It is shown that ISSA-SVM model is superior to the other models: SVM, ALO-SVM, DA-SVM, PSO-SVM, IWO-SVM, and SSA-SVM for the grade classifications of air quality.
VI. SIMULATION EXPERIMENTS ON THE DIRECTION OF ARRIVAL ESTIMATION BASED ON ISSA-DML
In the reference [40] , DOA estimation is an important research field in array signal processing, and has been widely used in various regions such as radar direction and mobile communication. The DOA methods include the conventional beamforming (CBF), multiple signal classification (MUSIC), estimating signal parameters via rotational invariance techniques (ESPRIT), maximum likelihood(ML), weighted subspace fitting (WSF) algorithm and their improvements. ML is divided into stomatic maximum likelihood (SML) and DML. In this paper, ISSA and DML are combined to be a hybrid method ISSA-DML for DOA estimation.
A. UNIFORM LINEAR ARRAY SIGNAL MODEL
In this paper, we simulate array signal processing of MEMS vector hydrophone, and utilize it to perform the DOA estimation. Here, we take the uniform linear array signal model L into account, whose structure is shown in FIGURE 14 .
In FIGURE 14 , the uniform linear array L consists of M array elements and the distant between two adjacent array element is d. We consider P narrowband far-field signals from distinct directions [θ 1 , θ 2 , · · · , θ P ] impinging on the M −element uniform linear array. We suppose that the narrow-band far-field signal is incident by plane wave mode.
Then the received data by the linear array model L are represented by vector at N time snapshots as follows [40] , [41] : (23) where 
is the gaussian white noise with the mean value 0 and the variance σ 2 , and A(θ) = [a(θ 1 ), a(θ 2 ), · · · , a(θ P )] T is the M × P array manifold matrix whose qth steering vector is given by
where λ represents the signal wavelength and θ q represents the angle between the incident signal and the array normal vector. The covariance matrix of the array output is shown as follows:
where R S is the covariance matrix of signals and R V is the covariance matrix of noises.
B. THE HYBRID MODEL BASED ON DML AND ISSA
By signal sampling on x m (t)(m = 1, 2, · · · , M ; t = 1, 2, · · · , N ), the discussed problem of DOA estimation becomes to estimate the angles [θ 1 , θ 2 , · · · , θ P ] of DOA by observing sampled data. It is assumed that background noise and received noise are emitted by a large number of independent noise sources. Therefore, these noises can be regarded as stationary zeromean Gauss random white noise with the variance σ 2 , and then
According to probability theory, the joint probability density function of independent and identically distributed received data is as follows:
where | · | denotes the determinant of the matrix.
We take the negative logarithm of Eq. (22) and obtain the following formula:
According to the above Eq. (23), the DML of the unknown variables σ 2 and S are the following:
whereR is the estimation of the covariance matrix, tr() represents the trace of the matrix, and A + (θ) is the pseudo-inverse of matrix A(θ). Then Eq. (24) and Eq.(25) are introduced into Eq.(23) and the DML of the variable θ is obtained as follows:
where P ⊥ A is the matrix orthogonal to P A(θ) and
In this paper, we take the function P(θ) = tr(P A(θ)R ) in Eq. (26) as the fitness function of ISSA. Thus a hybrid model DOA based on DML and ISSA is proposed for DOA estimation, written as ISSA-DML.
C. SIMULATION EXPERIMENTAL RESULTS
We also choose that ALO, DA, PSO, IWO and SSA are combined with DML to become the models ALO-DML, DA-DML, PSO-DML, IWO-DML and SSA-DML for being compared with ISSA-DML. In the platform of MATLAB, we use ALO-DML, DA-DML, PSO-DML, IWO-DML, SSA-DML and ISSA-DML for performing the DOA estimation.
In the experiments, the number of iterations and the size of population in ALO-DML,DA-DML, PSO-DML, IWO-DML, SSA-DML and ISSA-DML are set to be 100 and 50, respectively.
In the experiments, the used array model is the uniform linear array with the element number of array 8, the number of snapshots 100, and the Gaussian white noise. The searched range in the uniform linear array is between −90 • and 90 • . We take two incident angles (20 • , 50 • ) and three incident angles (−10 • , 20 • , 50 • ) for granted, respectively. VOLUME 7, 2019 TABLE 10. The DOA estimation by performing these six models with SNR = 0dB.
TABLE 11.
The DOA estimation by performing these six models with SNR = −5dB.
TABLE 12.
The DOA estimation by performing these six models with SNR = 5dB.
We run these six models ALO-DML,DA-DML, PSO-DML, IWO-DML, SSA-DML and ISSA-DML 30 times independently. We take the root mean square error (RMSE) as the indicator of evaluating a model, which is defined as follows [42] :
where P is the number of signal sources, N MC is the number of independent experiments, θ(k) is the actual angle of the kth signal source andθ i (k) is the estimated angle of the kth signal source in the ith experiments. We take SNRs of the Gaussian white noise 0dB, −5dB and 5dB, respectively. Then the average incident angles of DOA estimation and RMSE are obtained, shown in Table 10,  Table 11 and Table 12 .
From TABLE 10 with SNR = 0dB, we find that the estimated DOAs used by DA-DML, PSO-DML, IWO-DML, SSA-DML and ISSA-DML models are closer to the known incident angles (20 • Therefore, the proposed ISSA-DML model has the least RMSE with two incident angles or three incident angles among ALO-DML, DA-DML, PSO-DML, IWO-DML SSA-DML and ISSA-DML models. The results shown that ISSA-DML is superior to ALO-DML, DA-DML, PSO-DML, IWO-DML and SSA-DML models. It is concluded that the proposed ISSA-DML model is more suitable to perform the DOA estimation than ALO-DML, DA-DML, PSO-DML, IWO-DML and SSA-DML models.
VII. ANALYSIS OF RESULTS AND DISCUSSION
ISSA is proposed by introducing the reproduction of IWO into SSA, which is compared with ALO, DA, PSO, IWO, and SSA in the whole paper. In this paper, ISSA is utilized to perform on 36 benchmark functions for the minimum optimization and is applied to be combined with SVM (ISSA-SVM) for the grade classification of air quality and with DML (ISSA-DML) for DOA estimation of MEMS vector hydrophone.
The hypotheses in SSA are that there is only one squirrel on every tree. In this paper, every squirrel is regarded to have its offsprings. The number of offsprings of every flying squirrel on the hickory nut tree, or the acorn nut trees, or the normal trees according to FIGURE 3 of IWO is determined, respectively. Then the population of the flying squirrels is redetermined by the way of the ascending fitness values, shown in FIGURE 4, which makes the population diversity. The flying squirrels are redistributed on the hickory nut tree, or the accord nut trees, or the normal trees. Thus the flying squirrel on the hickory nut tree is kept to be the optimal in every iteration.
The updated approach in ISSA is performed by reobtaining the squirrel on every tree from the offsprings of the squirrel on every tree, which shows the diversity of population. Besides this approach, the remaining of ISSA is the same as SSA. According to FIGURE 5, although the diversity plot of IWO is decreasing with the iterations, the fluctuation of diversity plots of ISSA and SSA is similar. But the reproduction of ISSA updates the population constantly, which makes ISSA have the longer execution time and the larger computational complexity. In addition, the size of population and the number of iterations have an influence on ISSA.
There are many improvements on SSA to be needed, such as initialization, the updated locations, seasonal monitoring condition and random relocation at the end of winter season. In addition, more than one swarm intelligence algorithm is employed to be combined with SSA to establish the new hybrid algorithm.
VIII. CONCLUSION
In this paper, every squirrel on every tree in SSA proposed in 2019 with the help of the reproduction of weed in IWO proposed in 2016 has its reproductive ability, and the final squirrel that stay on the hickory tree is the best squirrel. And the hybrid algorithm ISSA is established by combining SSA with IWO for optimizing the 36 benchmark functions.
Then two models ISSA-SVM and ISSA-DML are built for performing the grade classifications of air quality by combining ISSA with SVM and estimating the angles of DOA on simulation experiments by combining ISSA with DML, respectively.
By comparison, the proposed ISSA has the better convergence performance and the better average function values on 36 benchmark functions, which shows that ISSA is capable of function optimization. Then the proposed ISSA-SVM model has the highest classified accuracy 87.91971% for realizing the grade classification of air quality, and the proposed ISSA-DML model has the least RMSE and the DOA estimations of ISSA-DML are the closest to two kinds of incident angles (20 • , 50 • ) and (−10 • , 20 • , 50 • ).
Therefore, the proposed algorithm ISSA in this paper is suitable for function optimization, and the established models ISSA-SVM and ISSA-DML are fit for grade classifications of air quality and the DOA estimation, respectively. These give us indications that in a future work, we will propose new or improved swarm intelligence algorithms and apply them to optimize the parameters of machine learning for classifications and estimation in the real world by being combined with other approaches.
