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Zusammenfassung
BLUF (Blue Light sensing Using Flavin) Domänen sind Blaulichtphotorezeptoren, die ein
Flavinmolekül als Chromophor in ihrer Bindungstasche enthalten. Durch Photoabsorpti-
on am Flavin wird ein Photozyklus angestoßen, der durch eine Konformationsänderung
des Proteins den anfänglichen Dunkelzustand in einen Signalzustand überführt. Dabei
auftretende Wechselwirkungen zwischen dem Chromophor und dem Apoprotein können
vermittels Schwingungsspektroskopie charakterisiert werden. Die resultierenden Schwin-
gungsspektren enthalten strukturelle Informationen in kodierter Form. Computerbasierte
Hybridmethoden, die eine dichtefunktionaltheoretische (DFT) Beschreibung eines Chro-
mophors mit einer molekül-mechanischen (MM) Beschreibung seiner Proteinumgebung
kombinieren, sollten in der Lage sein, diese Informationen zu entschlüsseln.
Diese Arbeit ist einer genauen Beschreibung der Schwingungsspektren von Flavinen
im Allgemeinen und speziell in BLUF Domänen gewidmet. Aus den dazu durchgeführten
DFT/MM Simulationsstudien sind drei Publikationen entstanden (1-3), die das Kernstück
dieser kumulativen Dissertation darstellen.
Da Schwingungsspektren von Flavinen in der Gasphase experimentell nicht zugäng-
lich sind, befasst sich der erste Artikel mit den Schwingungsspektren von oxidierten Flavi-
nen (Fl) in wässriger Lösung. Es wurde eine DFT/MM Methode entwickelt, die es erlaubt,
die Schwingungsfrequenzen im mittleren Infrarotbereich von 1500 cm−1 bis 1800 cm−1
mit einer Genauigkeit von 10 cm−1 zu reproduzieren und vermittels einer entwickelten
Routine zur Aufklärung der Normalmodenzusammensetzung detailliert zu analysieren.
In der zweiten Publikation wurde die DFT/MM Methode auf unterschiedliche Re-
doxzustände von Flavinen in Wasser angewendet. Hier zeigte sich, dass die berechneten
Schwingungsspektren für ein anionisches Flavinradikal Fl•− und ein neutrales Flavinra-
dikal FlH• die experimentellen Resultate im betrachteten Frequenzbereich mit derselben
Genauigkeit wie für ein oxidiertes Flavin vorhersagen können.
Der dritte Artikel beschäftigt sich anhand sechs verschiedener Kristallstrukturen mit
den Schwingungsspektren von Flavinen in unterschiedlichen BLUF Domänen. Eine die-
ser Strukturen erwies sich auf Grund elektrostatischer Wechselwirkungen als dynamisch
instabil. Für zwei weitere Strukturen konnte bewiesen werden, dass die ermittelte Kris-
tallstruktur auf Grund der resultierenden DFT/MM Schwingungsspektren nicht mit der
solvatisierten Struktur, bei der die experimentellen Schwingungsspektren gemessen wur-
den, übereinstimmen kann. Nur drei der sechs untersuchten Kristallstrukturen ermöglich-
ten somit eine Vorhersage und Analyse der Schwingungsspektren. Ferner zeigte sich auch
eine Kernspinresonanzstruktur in Bezug auf die resultierenden Schwingungsspektren als
offensichtlich zu ungenau bestimmt.
Methodisch zeigte sich, dass ein übliches MM Kraftfeld (hier CHARMM22) kei-
ne adäquate Berechnung der Schwingungsspektren erlaubt. Erst mit der Einführung ei-
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nes polarisierten MM Kraftfeldes für die BLUF Bindungstasche konnten die berechneten
DFT/MM Frequenzen die experimentellen Bandenlagen mit großer Genauigkeit vorher-
sagen.
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Und Gott sprach: Es werde Licht!
Und es ward Licht.
Und Gott sah, dass das Licht gut war.
Da schied Gott das Licht von der Finsternis
und nannte das Licht Tag und die Finsternis Nacht.
Da ward aus Abend und Morgen der erste Tag.
(Genesis, 3-5, Die Bibel)
In den Biowissenschaften stehen Proteine und deren biochemische Reaktionen in wässri-
ger Umgebung schon seit langem im Fokus verschiedenster Untersuchungen. In der Struk-
tur und Funktion von biologischen Zellen zeigt sich die große Bedeutung der Proteine,
da sie als elementare Bestandteile in jeder Zelle zu finden sind. Es gibt etwa 1010 bis
1012 verschiedene natürlich vorkommende Varianten von Proteinen, welche jeweils für ei-
ne spezielle biologische Funktion verantwortlich sind [1–4]. So wird die Weitergabe der
in der DNS kodierten genetischen Erbinformation über die Steuerung der Transkription
und Translation durch Proteine geregelt. Als Bausteine der Haut und der Knochen tragen
Proteine zur mechanischen Stabilisierung des Körpers bei. Ferner fungieren sie bei der
Immunabwehr als Antikörper oder ermöglichen als Rezeptoren eine Reaktion auf äuße-
re Umweltbedingungen. Dies sind nur einige wenige Beispiele für die Vielfältigkeit von
Proteinfunktionen [1–4]. Trotz größter Anstrengungen in der jüngeren Vergangenheit sind
jedoch bisher zahlreiche Aspekte der Proteinfunktionen sowohl experimentell als auch
theoretisch nicht verstanden.
1.1 Struktur und Dynamik von Proteinen
Auf Grund evolutionärer Prozesse sind Proteine hochoptimierte molekulare Maschinen.
Dabei sind sie lediglich lineare Polymere, die in den Zellen aus einer kleinen Zahl chemi-
scher Bausteine, den 20 verschiedenen natürlich vorkommenden Aminosäuren, gebildet
werden. 1 Berücksichtigt man die Vielzahl der kombinatorischen Möglichkeiten, mit der
sich diese Bausteine dreidimensional zusammensetzen lassen, so wird deutlich, warum
die verschiedenen Funktionen der Proteine so mannigfaltig sind.
Um den Aufbau von Proteinen zu verstehen, betrachten wir zunächst deren chemi-
sche Bestandteile. Die sogenannten α-Aminosäuren besitzten alle ein zentrales Cα-Atom,
1Im Anhang A sind die 20 verschiedenen Aminosäuren sowie die in Biochemie und Biophysik übliche
dreibuchstabige und einbuchstabige Kurzbezeichnung angegeben.
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an das vier weitere Gruppen kovalent gebunden sind. Neben einem einzelnen Wasser-
stoffatom (H) sind dies eine Carboxylgruppe (COO−), eine Aminogruppe (NH+3 ) sowie
eine charakteristische Seitengruppe (R), anhand derer sich die einzelnen Aminosäuren
unterscheiden lassen. Da die verschiedenen Seitengruppen auch dementsprechend unter-
schiedliche chemische Eigenschaften aufweisen, können die Aminosäuren beispielsweise
als polar, apolar, sauer oder basisch klassifiziert werden [1, 2].
Abbildung 1.1: Synthese von Aminosäuren. Bei der Peptidsynthese werden zwei Aminosäu-
ren (AS1 und AS2) unter Abspaltung eines Wassermoleküls (H2O) zu einem Dipeptid verbunden.
Im Dipeptid bildet sich ein torsionsstabiles Peptidplättchen (grau hinterlegt) aus, welches ein aus-
geprägtes statisches Dipolmoment (schwarzer Pfeil) besitzt.
Abbildung 1.1 zeigt schematisch den Vorgang der Peptidsynthese, bei der zwei einzel-
ne Aminosäuren (AS1 und AS2) an ihren beiden Enden (COO− und NH+3 ) miteinander
verbunden werden. Dabei entsteht unter Abspaltung eines Wassermoleküls (H2O) ein so-
genanntes Dipeptid, dessen Teile durch ein torsionsstabiles Peptidplättchen (grau hinter-
legt) verbunden sind. Auf Grund der großen Elektronegativität des Stickstoffs (N) und des
Sauerstoffs (O) ziehen diese beiden Atome die Elektronen des benachbarten Wasserstoff-
bzw. Kohlenstoffatoms an sich heran. Durch diese Ladungsverschiebung entsteht ein aus-
geprägtes statisches Dipolmoment (schwarzer Pfeil), welches für das Peptidplättchen cha-
rakteristisch ist.
Indem der Vorgang der Peptidsynthese stetig wiederholt wird, werden im Ribosom ei-
ner Zelle typischerweise einige 100 bis 1000 Aminosäuren zu einem Protein polymerisiert
[1, 2]. Die so erzeugte Aminosäurenkette wird die Primärstruktur des Proteins genannt. Sie
ist für jedes Protein eindeutig bestimmt und im genetischen Kode der DNS verschlüsselt.
Abhängig von ihrer Primärstruktur bilden Proteine unter natürlichen Umgebungsbedin-
gungen nach der Synthese ihre charakteristische dreidimensionale Struktur aus.
Bei der Bildung der nativen Proteinstruktur entstehen sogenannte Sekundärstruktur-
motive, die bei fast jedem Protein zu beobachten sind. In Abbildung 1.2 sind die beiden
wichtigsten Sekundärstrukturmotive, die α-Helix und das β-Faltblatt schematisch darge-
stellt. Wie hier illustriert wird, werden beide Sekundärstrukturmotive durch die elektro-
statischen Wechselwirkungen zwischen den Dipolen der einzelnen Peptidplättchen stabili-
siert. Bei der spiralförmig gewundenen α-Helix 1.2(a) wird diese Stabilisierung durch par-
allel ausgerichtete Dipole des i-ten und (i+4)-ten Peptidplättchens erzielt. Das β-Faltblatt
1.2(b) mit seinen parallel nebeneinander liegenden Strängen zeigt bei den Dipolen längs
2
1.1 Struktur und Dynamik von Proteinen
Abbildung 1.2: Sekundärstrukturmotive. Die spiralförmig gewundene α-Helix (a) wird durch
die elektrostatischen Wechselwirkungen zwischen den parallel ausgerichteten Dipolen (schwarze
Pfeile) benachbarter Peptidplättchen stabilisiert. Bei den parallel nebeneinander liegenden Strän-
gen des β-Faltblatts (b) wird diese Stabilisierung durch kollinear-parallel ausgerichteten Dipole
verschiedener Peptidstränge und die axial-antiparallel ausgerichteten Dipole im Strang benachbar-
ter Peptidgruppen erzielt.
der einzelnen Stränge eine antiparallele und zwischen den Strängen die energetisch günsti-
gere parallele Ausrichtung. Sowohl die α-Helix als auch das β-Faltblatt sind relativ rigide
Strukturen und tragen somit stark zur definierten Struktur im nativen Zustand bei. Die-
jenigen Bereiche des Proteins, die eine hohe Flexibilität zeigen und oftmals als offene
Schleifen bezeichnet werden, ermöglichen dagegen dynamische Funktionen des Proteins.
Der gesamte Prozess bis hin zur Ausbildung der nativen Proteinstruktur wird Proteinfal-
tung genannt und ist bis heute Gegenstand aktueller Forschung [5–8].
Die sich aus der Proteinfaltung ergebende dreidimensionale Struktur, die sogenannte
Tertiärstruktur eines Proteins, und die daraus abgeleitete Beweglichkeit sind nun für die
spezifische Funktion der einzelnen Proteine verantwortlich [9–12]. Auch wenn die phy-
siologische Struktur durch die Sequenz der Aminosäurenkette festgelegt ist, so ist man bis
heute nicht in der Lage, die Tertiärstruktur oder die damit einhergehende Funktionalität
eines gefalteten Proteins aus dieser Aminosäurenkette mit atomarer Auflösung vorher-
zusagen. Um solche Informationen gewinnen zu können, müssen Proteine in ihrer nativ
gefalteten Struktur untersucht werden. Da häufig nur wenige 10 Atome in den eigentlich
biologisch aktiven Prozess involviert sind, müssen sowohl experimentelle als auch theore-
tische Methoden herangezogen werden, um die biologisch aktiven Zentren eines Proteins
auf atomarer Ebene zu identifizieren. Bevor jedoch die entsprechenden Methoden zur Un-
tersuchung von Proteinen erläutert werden, wird zunächst ein Blick auf die dynamischen
Prozesse der Proteinfaltung geworfen.
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Dynamische Prozesse der Proteinfaltung. Um die einzelnen dynamischen Bewe-
gungen und Prozesse, die sich aus dem eben diskutierten Aufbau der Proteine ergeben, zu
skizzieren, wird im Folgenden ein Überblick gegeben, der sich angefangen bei den schnel-
len Bindungsschwingungen bis hin zur Bildung der Sekundärstrukturmotive erstreckt.
Prozess/Bewegungen Zeitskala
(i) Bindungs- und Winkelschwingungen 10 fs · · · 100 fs
(ii) Bewegungen von Peptid- und Seitengruppen 10 ps · · · 1 ns
(iii) Kollektive Bewegungen 10 ns · · · 1 ms
(iv) Bildung von α-Helizes 10 ns · · · 100 ns
(v) Aufbau von β-Faltblättern 1µs · · · 10µs
(vi) Proteinfaltung m Ganzen 4µs · · · 1000 s
Tabelle 1.1: Zeitskalen der Proteinfaltung. Die einzelnen Dynamiken umfassen atomare Bewe-
gungen im Femtosekundenbereich bis hin zu Prozessabläufen von einigen Mikrosekunden. Insge-
samt erstrecken sich die Vorgänge der Proteinfaltung über einen Zeitbereich von etwa 17 Größen-
ordnungen [13–16].
In Tabelle 1.1 sind die wichtigsten dynamischen Zeitskalen aufgelistet, die folgende in
Proteinen stattfindenden Prozesse umfassen:
(i) Kleinskalige Schwingungen und thermische Fluktuationen von einzelnen Atomen
oder kleineren Gruppen um ihre gegebenen Gleichgewichtslagen, die durch lokale
Bindungen definiert sind. Diese Schwingungen stellen die schnellsten Bewegungen
in einem Protein dar und laufen innerhalb einiger Femtosekunden (fs, 10−15 s) ab
[13].
(ii) Rotationen ganzer Seitengruppen und das Umklappen einzelner Peptidplättchen sind
Bewegungen, die auf Zeitskalen von einigen Pikosekunden (ps, 10−12 s) bis zu einer
Nanosekunde (ns, 10−9 s) vonstatten gehen [13].
(iii) Kollektive Bewegungen der Sekundärstrukturmotive, die zum Beispiel mit schar-
nierartigen Deformationen der Peptidkette verbunden sein können, erstrecken sich
von 10 ns bis hin zu Millisekunden (ms, 10−3 s) [13, 14].
(iv) Die Ausbildung der helikalen Sekundärstrukturelemente gehen im ns-Bereich von-
statten, wobei schnellere Prozesse auf der ps-Zeitskala diese Abläufe beeinflussen
können [15].
(v) Die Formierung eines β-Faltblattes, wobei als Vorstufe zwei Ketten zu einem so-
genannten Hairpin gewunden werden, benötigt auf Grund entropischer Barrieren
mit einer Zeitkonstante im Bereich einiger Mikrosekunden (µs, 10−6 s) relativ lange
[15].
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(vi) Der gesamte Faltungsvorgang, bei dem ein Protein von seinem anfänglich unge-
ordneten Zustand zu seiner funktionellen nativen Strukur gefaltet wird, kann sogar
einige Minuten beanspruchen. Momentan gelten kleine Proteine, die innerhalb von
4µs ihre native Form annehmen als die schnellsten, wohingegen zum Beispiel die
Faltung großer Eiweißkomplexe deutlich langsamer abläuft [13, 16].
Neben den verschiedenen Zeitskalen unterscheiden sich die dargestellten dynamischen
Prozesse auch in Bezug auf die Größenordnung der einhergehenden Geometrieänderungen
eines Proteins. So durchläuft ein Protein sehr rasch viele geometrisch ähnliche Strukturen,
wenn lediglich die schnellen Freiheitsgrade (i) fluktuieren. Im Gegensatz dazu können
die anderen Prozesse zu Änderungen ganzer Strukturbereiche des Poteins führen, welche
dann in unterschiedlichen sogenannten Konformationen eines Proteins resultieren. Dabei
bezeichnet der Begriff Konformation einen metastabilen Zustand eines Proteins, in wel-
chem es eine gewisse Zeitspanne verweilt und thermisch fluktuiert, bevor es dann wieder-
um relativ spontan in einen anderen, meist auch geometrisch deutlich unterschiedlichen
Zustand übergeht. Eine Konformation entspricht daher einem lokalen Minimum der Freien
Energie, das von anderen Konformationen durch Barrieren innerhalb der Freien Energie-
landschaft abgetrennt ist [17, 18]. Während der Ausübung seiner Funktion wechselt ein
Protein oftmals zwischen verschiedenen Konformationen, um die einzelnen funktionalen
biochemischen Prozesse zu ermöglichen [1, 13]. Um die strukturelle Beschaffenheit sowie
die dynamischen Prozesse eines Proteins zu identifizieren und zu verstehen, bedient man
sich mehrerer Untersuchungsmethoden, die im nun folgenden Abschnitt erläutert werden.
1.2 Experimentelle Methoden zur Untersuchung von
Biomolekülen
Zu den wichtigsten biophysikalischen Methoden zur Untersuchung von Biomolekülen
zählen die Röntgenstrukturanalyse [12, 19], die Kernspinresonanz (NMR, von engl.: nucle-
ar magnetic resonance) [20, 21] und die kurzzeit-spektroskopischen Experimente mit La-
sern [15]. Diese Methoden werden eingesetzt, um die Struktur, die Form und die Funk-
tionalität von Peptiden und Proteinen zu bestimmen. Diejenigen experimentellen Unter-
suchungsmethoden, die für die anfängliche Datenbasis dieser Arbeit von entscheidender
Bedeutung sind, sollen nun kurz vorgestellt werden.
1.2.1 Zur Strukturaufklärung
Die Röntgenstrukturanalyse von Kristallstrukturen stellt die verbreitetste Methode zur
Analyse von biomolekularen Strukturen dar. Anhand der Beugungsmuster gestreuter Rönt-
genstrahlung an Einkristallen des zu untersuchenden Biomoleküls wird dabei die Anord-
nung der Atome dreidimensional ermittelt [19, 22].
Allerdings sind dieser Analysemethode entscheidende Grenzen auferlegt, die nun kurz
skizziert werden. Um eine Röntgenstrukturanalyse zu ermöglichen, muss das zu untersu-
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chende Biomolekül aus seiner natürlichen Umgebung entnommen werden, damit es kris-
tallisiert und anschließend bei tiefen Temperaturen bestrahlt werden kann [23, 24]. Dabei
ist jedoch unklar, ob die Struktur auf Grund der im Kristall veränderten Umgebungsbedin-
gungen unverändert bleibt, das heißt, inwieweit also die Röntgenstruktur dann tatsächlich
auch die native Struktur wiedergibt. Ferner besitzt die Röntgenstrukturanalyse durch die
Verwendung von Röntgenstrahlen eine endliche Auflösung, sodass nicht alle Atome eines
Biomoleküls im Beugungsmuster erkennbar sind. Gerade die Wasserstoffatome, die einen
sehr kleinen Wirkungsquerschnitt für Röntgenbeugung aufweisen, können meist nicht de-
tektiert werden. Daher ermöglicht die Röntgenstrukturanalyse keine Aussage über Pro-
tonierungszustände einzelner Gruppen und liefert somit beispielsweise auch keine Infor-
mationen über Reaktionsmechanismen von Protontransferprozessen, wie etwa im Fall des
Bakteriorhodopsins [25–28]. Neben den Wasserstoffatomen ergeben auch flexiblere Be-
reiche von Biomolekülen, die meist eine funktionale Bedeutung haben [29], oftmals keine
verwertbaren Beugungsmuster. Des Weiteren können dynamische Prozesse, wie enzyma-
tisch katalysierte Reaktionen oder Faltungsprozesse von Proteinen, nicht zeitaufgelöst dar-
gestellt werden, da sich entsprechende Röntgenmethoden noch in der Entwicklungsphase
befinden [30].
Eine weitere experimentelle Methode zur Strukturauflösung von Biomolekülen ist die
NMR Spektroskopie. Bei dieser Methode wird der räumliche Abstand zwischen zwei Ato-
men anhand der Dipol-Kopplung ihrer jeweiligen Kernspins ermittelt [20, 21, 31]. Im Ge-
gensatz zur Röntgenstrukturanalyse können hier jedoch die Positionen der Wasserstoffa-
tome bestimmt werden. Die vollständige Zuordnung aller paarweise gemessenen Atomab-
stände wird mit wachsender Größe des zu untersuchenden Moleküls immer schwieriger
und reicht ferner nicht aus, um die dreidimensionale Struktur eines Biomoleküls eindeutig
zu charakterisieren [32–34]. Daher werden in einem weiteren Strukturverfeinerungspro-
zess beispielsweise die Topologie von Aminosäuren und die empirisch bekannten Längen
und Winkel chemischer Bindungen herangezogen, um eine oder auch mehrere Strukturen
zu generieren, die jeweils gleichzeitig die paarweise gemessenen Atomabstände am besten
wiedergeben [35, 36].
Strukturen, die für Biomoleküle mit Hilfe der eben geschilderten Methoden ermittelt
wurden, sind in der Protein Daten Bank (PDB) [37] hinterlegt und haben somit einen
wichtigen Beitrag zum Verständnis der Form und Funktionalität von Biomolekülen gelie-
fert [7, 12]. Da jedoch weder mit der Röntgenstrukturanalyse noch mit der NMR Spektro-
skopie alleine eine Ableitung der Struktur und Funktionsweise eines Biomoleküls aus den
entsprechenden Daten möglich ist, bedarf es weiterer Untersuchungsmethoden, um eine
detaillierte Aufklärung zu erreichen.
1.2.2 Spektroskopische Untersuchungen
Eine Vielzahl spektroskopischer Methoden bedient sich einer Kombination aus einem La-
serpuls zum Aktivieren einer Reaktion (Pump-Puls) gefolgt von einem zeitlich verzöger-
ten Laserpuls (Proben-Puls), der zur Untersuchung der angeregten Probe verwendet wird
[38]. In Abhängigkeit der Wellenlänge des Pump-Pulses können unterschiedliche Anre-
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gungen, zum Beispiel Molekülschwingungen im elektronischen Grundzustand oder elek-
tronische Übergänge, erzielt werden. Zur anschließenden Untersuchung der Probe stehen
mehrere spektoskopische Techniken zur Verfügung [38].
Verwendet man zum Beispiel Licht des sichtbaren oder des ultravioletten (UV/vis)
Bereichs zur Untersuchung der Probe, so können Absorptionsbanden, die von elektro-
nischen Übergängen hervorgerufen werden, analysiert werden [38]. Ein verändertes Ab-
sorptionsspektrum, das auf Grund struktureller Konformationsänderungen, der Anregung
von Schwingungen oder auf Grund chemischer Reaktionen entsteht, erlaubt es, die ver-
antwortlichen Prozesse mit einer hohen Zeitauflösung zu beschreiben [39–41]. Allerdings
ist eine strukturelle Aufklärung mit dieser Methode nicht möglich.
Schwingungsspektroskopische Untersuchungen, bei denen die Absorption oder die
Streuung elektromagnetischer Strahlung an Biomolekülen ermittelt werden (z.B. Infra-
Rot (IR) oder Resonanz Raman (RR) Spektroskopie), können allerdings einen entschei-
denden Beitrag zur Aufklärung sowohl der Struktur als auch dynamischer Prozesse liefern.
Hierbei wird die quantenmechanische Natur der Biomoleküle ausgenutzt, auf Grund derer
sich ein diskretes Spektrum von Zuständen verschiedener Energien ergibt, die wiederum
für jede molekulare Gruppe ganz charakteristische Eigenschaften aufzeigen [42].
Aus einem experimentell gemessenen Schwingungsspektrum können ferner struktu-
relle Informationen in verschlüsselter Form nicht nur über das Biomolekül selbst, sondern
auch über dessen Umgebung gewonnen werden. Das Schwingungsspektrum eines Biomo-
leküls ist nämlich unter anderem von seiner Polarisation abhängig, die durch die elektro-
statischen Wechselwirkungen mit der Umgebung hervorgerufen wird (Solvatochromieef-
fekte). So zeigen beispielsweise die beiden schon angesprochenen Sekundärstrukturmoti-
ve unterschiedliche Charakteristika im IR Spektrum, wodurch entschlüsselt werden kann,
ob eine α-Helix oder ein β-Faltblatt (siehe Abb. 1.2) in der Molekülstruktur vorhanden
ist [43–46]. Verwendet man darüberhinaus zeitaufgelöste Methoden, so können aus den
Spektren auch Informationen über die Dynamik des betrachteten Biomoleküls gewonnen
werden.
Das Problem besteht jedoch darin, die dekodierten strukturellen Informationen aus
den gemessenen Spektren zu extrahieren. Da ein nichtlineares N -atomiges Biomolekül
3N − 6 Schwingungsmoden besitzt [47, 48] und die Frequenzen der einzelnen Moden
eines großen Moleküls oftmals sowohl sehr nahe nebeneinander liegen als auch breite
Banden, wie beispielsweise die sogenannten Amidbanden [43–45], beinhalten, erhält man
experimentell ein quasi-kontinuierliches Spektrum.
Die Information über das biologisch aktive Zentrum eines Proteins ist somit meist
im Molekülspektrum versteckt, da die mitgemessenen starken Banden der Amidschwin-
gungen, der verschiedenen Seitengruppen und des Lösungsmittels, hier ist vor allem das
Wasser zu nennen, die spektral interessanten Bereiche überlagern. Um die Überlagerung
zu vermeiden, wird die sogenannte Differenzspektroskopie herangezogen, welche insbe-
sondere in der IR Spektroskopie häufig angewendet wird.
Bei dieser Untersuchungsmethode werden zwei separate Spektren zu unterschiedli-
chen Zuständen eines Biomoleküls subtrahiert. Durch die Subtraktion werden diejenigen
Bereiche, die sich in den verschiedenen Zuständen des Biomoleküls nicht unterscheiden,
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aus dem Spektrum eleminiert und im resultierenden Spektrum zeigen sich diejenigen Ban-
den, die sich beim Übergang von dem einen in den anderen Zustand verändert haben. Um
unterschiedliche Zustände eines Biomoleküls zu realisieren, werden beispielsweise Iso-
topenmarkierungen, Mutationen (ein Austauch einer bestimmten Aminosäure durch eine
andere) oder chemische Reaktionen verwendet. Je nach Beschaffenheit der Modifikation
werden zum Beispiel im Protein eingebettete Kofaktoren [46, 49–53], Teilbereiche eines
Biomoleküls [45, 46] oder Reaktanden der vom Biomolekül katalysierten Reaktion [54]
untersucht. Die Abhängigkeit der Spektren der betrachteten Bereiche von ihrem chemi-
schen Zustand oder der Struktur ihrer Umgebung wird dann verwendet, um strukturelle
Informationen aus den entsprechenden Spektren zu erhalten [46, 52, 55, 56].
Abbildung 1.3: Differnzspektrum von Slr1694 BLUF. Licht-minus-Dunkel FTIR Diffe-
renzspektrum des Slr 1694 BLUF Proteins aus dem Cyanobakterium Synechocystis sp. PC6803
(schwarze Linie) sowie eines Slr1694 Mutanten (rote Linie), bei dem das Trp91 durch ein Alanin
ersetzt wurde (entnommen aus [57]).
Abbildung 1.3 zeigt ein Beispiel für ein IR Differenzspektrum. Bei diesem Spektrum
wurde das ermittelte Fourier-transformierte IR (FTIR) Spektrum vom Dunkelzustand des
Slr1694 BLUF Proteins aus dem Cyanobakterium Synechocystis sp. PC6803 vom entspre-
chenden Spektrum des Lichtzustandes abgezogen (schwarze Linie) [57]. Auf Grund unter-
schiedlicher Schwingungsfrequenzen in den beiden Zuständen können nun Rückschlüsse
auf Konformationsänderungen gezogen werden [57]. Weitere Informationen ergeben sich
zum Beispiel auch aus dem Vergleich mit einem mutierten Protein, wobei hier die Amino-
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säure Trp91 des Slr1694 Proteins durch ein Alanin ersetzt wurde (rote Linie). Im späteren
Verlauf dieser Einleitung wird auf dieses Spektrum noch näher eingegangen werden.
Durch den Einsatz von zeitaufgelöster Spektroskopie ist es ferner möglich herauszufin-
den, wie lange ein beobachteter Prozess benötigt, um vom Eduktzustand in den Produkt-
zustand überzugehen [58]. Des Weiteren können intermediäre Konformationen, das sind
Konformationen, die zwischen der anfänglichen und finalen Konformation eingenommen
werden, ermittelt werden, sofern sich deren Spektren von denen des Edukts und des Pro-
dukts unterscheiden. Allerdings ist dabei eine Aussage über die Struktur der Intermediate
allein auf Grund der spektralen Änderungen meist nicht möglich. Hier kommen nun die
theoretischen Methoden ins Spiel, die herangezogen werden müssen, um die experimentell
gewonnenen Daten zu analysieren und zu verstehen. So können zum Beispiel berechnete
Spektren mit experimentell gemessenen Spektren verglichen werden, wodurch man in der
Lage ist, gewisse Konformationen eines Biomoleküls bestimmten Spektren zuzuordnen,
sofern die experimentellen und berechneten Spektren hinreichend genau bestimmt sind.
Daher wird nun ein Blick auf die theoretischen Methoden geworfen, wobei die Dichte-
funktionaltheorie (DFT) [59, 60] und die Molekulardynamik (MD) Simulationen [61] im
Vordergrund stehen.
1.3 Theoretische Methoden
Da die in dieser Dissertation vorgestellten biophysikalischen Simulationen vornehmlich
anwendungsorientiert sind, werden die verwendeten Methoden hier nur kurz skizziert.
Für detaillierte Darstellungen der verwendeten Methoden sei daher auf die angeführten
Literaturzitate verwiesen [61–67].
Um Proteine näherungsweise zu beschreiben, verwendet man sogenannte molekülme-
chanische (MM) Kraftfelder VK(rK), die von den Kernkoordinaten rK aller Atome eines
Biomoleküls und seiner Lösungsmittelumgebung abhängen. Mit Hilfe dieser Kraftfelder
ist man in der Lage, experimentelle Röntgen- bzw. NMR-Daten durch Informationen über
lokale chemische Strukturen (z.B. Bindungslängen und -winkel) zu erweitern. So können
beispielsweise auch diejenigen Atompositionen, die durch eine Röntgenstrukturanalyse
nicht eindeutig bestimmt wurden, durch die Verwendung von MM Kraftfeldern im Nach-
hinein ermittelt werden [68]. Bei der oben schon erwähnten NMR Strukturverfeinerung
werden sogenannte „Simulated Annealing“ Verfahren zur Minimierung einer durch Ver-
nachlässigung der Elektrostatik teils vereinfachten und durch Einbeziehung experimen-
teller Randbedingungen teils erweiterten Potentialfunktion VK(rK) durchgeführt [35, 36].
Die berücksichtigten experimentellen Einschränkungen ermöglichen somit die Einhaltung
der NMR generierten, experimentell paarweise gemessenen Atomabstände. Weil dabei die
Elektrostatik üblicherweise nicht berücksichtigt wird, können derart berechnete Struktu-
ren größere Fehler aufweisen.
MD Simulationen verwenden dagegen MM Kraftfelder, welche die elektrostatischen
Wechselwirkungen näherungsweise berücksichtigen. Durch Integration der resultierenden
Newtonschen Bewegungsgleichungen erlauben es MD Simulationen dann auch, ausge-
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hend von experimentell ermittelten Strukturen, Informationen über die dynamischen Pro-
zesse von Proteinen auf atomarer Ebene zu gewinnen [69]. Eine erste Anwendung der MD
Simulation für Proteine fand im Jahre 1977 am bovine pancreatic trypsin inhibitor (BPTI)
Protein statt [70]. Nachfolgende Anwendungen haben eine Vielzahl von wertvollen Infor-
mationen zur Dynamik und Funktionsweise von Proteinen aufgezeigt. Einige herausra-
gende Beispiele finden sich in den angegebenen Literaturzitaten [8, 34, 71–74].
Selbstverständlich sind auch der MD Simulation Grenzen auferlegt. Bei heutigen MD
Simulationsprogrammen [68, 75–77] werden in der Regel Kraftfelder [76–78] verwendet,
denen zum Zweck einer möglichst schnellen Berechenbarkeit verschiedenste Näherungs-
verfahren zu Grunde liegen und die deshalb auch erhebliche Artefakte produzieren können
[75, 79, 80]. Insbesondere wird in den üblichen MM Kraftfeldern [76–78] die Polarisier-
barkeit der Elektronenhüllen der Atome gänzlich vernachlässigt, sodass deren Reaktion
auf äußere elektrische Felder nicht explizit modelliert wird. Weiterhin kann selbst mit mo-
dernsten Computern und trotz der eingesetzten Näherungen lediglich eine stark begrenzte
Anzahl von Simulationsschritten ausgeführt werden, wenn zum Beispiel ein Protein in
realistischer Lösungsmittelumgebung betrachtet wird. Als Folge sind die Zeitskalen von
Millisekunden bis Minuten, auf denen die Proteinfaltung vonstatten geht [13–16], nicht
zugängig. Es können somit nur schnell ablaufende Prozesse mit MD Simulationen im
angemessenen Rahmen untersucht werden. Ein weiterer Nachteil ist, dass beispielswei-
se chemische Reaktionen oder Schwingungsspektren von Biomolekülen sehr genau be-
rechnet werden müssen, um einen hinreichenden Informationsgewinn zu erhalten. Hierzu
reichen jedoch übliche MM Kraftfelder nicht aus. Um die erforderliche Genauigkeit zu
erzielen, werden deshalb quantenmechanische Rechnungen eingesetzt, die den Rechen-
aufwand nochmals drastisch steigern. Mit der DFT sind auf diese Weise Systeme bis zu
einer Größe von etwa 100 Atomen handhabbar, was es immerhin erlaubt, die biologisch
aktiven Zentren eines Proteins genauer zu untersuchen. Um dabei auch den Einfluss der
Umgebung des betrachtenen Bereichs zu beschreiben, wurden sogenannte Hybridmetho-
den [64, 81] entwickelt, welche die DFT mit einem MM Kraftfeld kombinieren.
Im Rahmen dieser Arbeit wurden sowohl die MD Simulation als auch das eben ge-
nannte DFT/MM Verfahren eingesetzt, um eine bestimmte Proteinklasse zu analysieren.
Im Abschnitt 1.6 wird auf die dabei auftretenden Fragen und Probleme eingegangen. Zu-
nächst wollen wir uns aber der Klasse der Photorezeptoren zuwenden, zu denen auch die
in dieser Arbeit untersuchten Proteine zählen.
1.4 Photorezeptoren
Die Sonne spendet das Licht, welches die Grundlage für das Leben auf der Erde darstellt.
Es ist sowohl Energiequelle als auch ökologischer Stimulator, besitzt jedoch auch die Fä-
higkeit organische Zellen zu beschädigen. Die Aufnahme von Lichtenergie, die Wahrneh-
mung von Licht sowie die Anpassung an unterschiedliche Lichtverhältnisse sind daher ent-
scheidende Faktoren für Wachstum, zirkadiane Rhythmen und den Sehprozess. In evolu-
tionären Prozessen haben Lebewesen ganz unterschiedliche photosensorische Rezeptoren
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hervorgebracht, um auf äußere Lichtverhältnisse zu reagieren. Daher können sie zwischen
der Lichtqualität (Wellenlänge), der Lichtquantität (Intensität) und der Einfallsrichtung
differenzieren. Dabei sind es photosensorische Proteine, die vermittels unterschiedlicher
atomarer Mechanismen die physiologischen Reaktionen auf das Licht steuern [82–84].
Die wohl bekannteste lichtinduzierte Reaktion ist die Photosynthese, bei der Kohlenstoff-
dioxid in den für atmende Lebewesen notwendigen Sauerstoff umgewandelt wird. Aller-
dings gibt es eine Vielzahl anderer Reaktionen, deren Wirkungsweise auf eine Entschlüs-
selung wartet.
Die Aufgabe der einzelnen Photorezeptoren besteht darin, das breite elektromagneti-
sche Spektrum vom ultravioletten bis hin zum infraroten Bereich (150 bis 780 nm Wel-
lenlänge) [85] abzudecken, um dadurch das einfallende Licht wahrnehmen und verarbei-
ten zu können. Daher unterscheiden sich die einzelnen Rezeptoren nicht nur in ihrem
strukturellen Aufbau, sondern bedienen sich auch unterschiedlicher Kofaktoren, welche
durch Absorption eines Photons einer ganz bestimmten Wellenlänge angeregt werden. Bis
heute sind sechs Photorezeptorfamilien bekannt, welche folgende Mitglieder enthalten:
Die Rhodopsine, welche das Retinal als Chromophor verwenden, die Phytochrome, eine
Familie der Rotlichtrezeptoren, die alle das Phytochromobilin als Kofaktor besitzen und
die Xanthopsine, die sogenannten photoactive yellow proteins, bei denen die Cumarsäure
als Farbstoff fungiert [84]. Ferner kennt man drei verschiedene Blaulichtrezeptorklassen,
welche alle ein Flavin als Chromophor aufweisen [84]. Da sich diese Arbeit mit einem
Blaulichtphotorezeptor befasst, soll zunächst der verwendete Flavinfarbstoff vorgestellt
werden, bevor die verschiedenen Blaulichtrezeptorklassen und deren Charakterisierung
erläutert werden.
1.4.1 Das Flavinmolekül
Um über die Absorption eines Photons die Wahrnehmung von blauem Licht zu ermögli-
chen, bedienen sich die Blaulichtphotorezeptoren eines bestimmten Pigments: dem Flavin.
Dabei leitet sich der Name vom lateinischen “flavus” (gelb) ab, da eine Lösung bestehend
aus oxidierten Flavinen im Blauen absorbiert (Absorptionsmaximum um 450 nm) und
dementsprechend eine gelbliche Färbung aufweist [1].
Wie in Abbildung 1.4 dargestellt ist, bildet der sogenannte Isoalloxazinring die Grund-
struktur der Flavinmoleküle. In Abhängigkeit der angebundenen Molekülkette ergeben
sich daraus die einzelnen Flavinderivate, wobei das Lumiflavin, das Riboflavin (RF), das
Flavin-Mononukleotid (FMN) und das Flavin-Adenin-Dinukleotid (FAD) zu den wich-
tigsten gehören [1].
Im Allgemeinen können Flavine an unterschiedlichen Reaktionen beteiligt sein, da sie
in der Lage sind, verschiedene Redox-Zustände einzunehmen und daher mit einer Viel-
zahl von Edukten reagieren können [1]. Auf Grund ihrer Wasserlöslichkeit werden Fla-
vine zum Beispiel in Bindungstaschen von Proteinen meist nicht-kovalent gebunden. In-
nerhalb der jeweiligen Bindungstasche erfolgt der Informationsaustausch zwischen dem
jeweiligen Flavinderivat und dem bindenden Protein auf atomarer Ebene. Ist ein Flavin
als Kofaktor in einer Bindungstasche eines Proteins gebunden, so spricht man üblicher-
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Abbildung 1.4: Die verschiedenen Flavinderivate. Die Grundlage der Flavine bildet ein Ring-
system, das Isoalloxazin. Hier sind die Atombezeichnungen angegeben, die in dieser Arbeit ver-
wendet wurden. Durch die Anbindung unterschiedlicher Molekülketten an das N10 Atom des
Isoalloxazins ergeben sich die einzelnen Flavinderivate.
weise von einem Flavoprotein. Da Flavine Elektronentransportketten katalysieren können
[1], sind Flavoproteine in biologischen Elektronentransferprozessen, wie zum Beispiel in
der mitochondrialen Atmungskette, zu finden. Das Flavin dient dabei als Elektronenüber-
träger (Elektron-Transfer-Flavoproteine ETF), Elektronendonor (Oxidasen) oder Elektro-
nenakzeptor (Reduktase). Wie jedoch die Wechselwirkungen zwischen dem Flavin und
den umgebenden Proteinen genau vonstatten gehen, ist bis heute nicht genau geklärt und
ist nach wie vor Gegenstand aktueller Forschung. Da es mehrere Flavin-Protein-Systeme
gibt, die alle unterschiedliche Reaktionsmechanismen aufweisen [84], soll nun die Klasse
der Blaulichtrezeptoren vorgestellt werden, bevor ein bestimmtes Flavin-Protein-System




Die Klasse der Blaulichtrezeptoren, bei denen ein Flavin (RF, FMN, FAD) meist nicht-
kovalent als Chromophor gebunden wird, stellt einen großen Anteil der Photorezeptoren
dar. Heutzutage werden die Blaulichtphotorezeptoren in drei verschiedene Gruppen un-
terteilt, welche die Cryptochrome, die sogenannten LOV (Light-Oxygen Voltage sensing)
und BLUF (Blue Light sensing Using Flavin) Domänen umfassen [84].
Die Cryptochrome bilden eine eigene Gruppe der Blaulichtrezeptoren und wurden als
erstes in Pflanzen nachgewiesen. Auf Grund ihrer genetischen Homologie wurden sie zu
den Photolyasen gezählt [86], welche unter Blaulichtbedingungen die Reparatur von be-
schädigter DNA katalysieren [87, 88]. Auch wenn beide Proteinsorten an die DNA binden
können, so zeigen die Cryptochrome jedoch keinen aktiven Beitrag zur DNA Reparatur.
In Kombination mit anderen Proteinen sind Cryptochrome neben der De-Etiolierung, der
Pigmentbildung und der Samenkeimung auch an der Steuerung der physiologischen Uhr
beteiligt [89, 90]. Da die Cryptochrome auch in Bakterien, Insekten, Vögeln und Säu-
getieren entdeckt wurden [91], wird vermutet, dass sie als Photopigmente zum Beispiel
die zirkadiane Rhythmik von Mäusen aufrecht erhalten [92]. Inwieweit allerdings Crypto-
chrome hier als Blaulichtrezeptoren fungieren, ist bis dato noch nicht geklärt. So zeigten
Untersuchungen an Tauben, dass Cryptochrome, welche in der Retina zu finden sind, an-
scheinend als magneto-sensorische Rezeptoren das Erdmagnetfeld visualisieren können
[93].
Eine weitere Gruppe der Blaulichtphotorezeptoren umfasst die LOV Domänen, von
denen das Phototropin die bekannteste ist [94, 95]. In Abhängigkeit der Intensität von
blauem Licht induziert das Phototropin in Planzen verschiedene Reaktionen. Zu diesen
Reaktionen gehören zum Beispiel Stomata- [96] und Chloroplastenbewegungen [97]. Fer-
ner reguliert das Phototropin den sogenannten Phototropismus [97], welcher allerdings
auch durch die eben vorgestellten Cryptochrome beeinflusst wird [98].
Heutzutage ist bekannt, dass während des Photozyklus der LOV Domäne, welcher
durch die Absorption eines blauen Photons gestartet wird, einige unterschiedliche mo-
lekulare Konformationen durchlaufen werden. Als erstes wird ein Intermediat gebildet,
das in spektroskopischen Untersuchungen eine Rotverschiebung zur anfänglichen Struk-
tur aufweist [99, 100] und innerhalb von einigen Millisekunden in ein langlebiges blauver-
schobenes Intermediat übergeht [99, 100], wobei eine Reduzierung des Flavins stattfindet.
Eine Adduktbildung, also die Ausbildung einer kovalenten Bindung, zwischen dem C4A
Kohlenstoffatom des Isoalloxazinrings und der Seitengruppe eines konservierten Cysteins
der LOV Domäne [99–101] verursacht diese Reduzierung. Das entstandene Addukt ist
bei fehlender Lichteinstrahlung vollständig reversibel und führt schließlich in den Dun-
kelzustand der LOV Domäne zurück [99], womit der Photozyklus abgeschlossen ist. Wie
jedoch im einzelnen die Reaktionsmechanismen aussehen, wird noch von mehreren For-
schergruppen analysiert.
Die dritte und letzte Gruppe der Blaulichtphotorezeptoren umfasst die BLUF Domä-





BLUF Domänen sind das jüngst bekannte Mitglied der Blaulichtphotorezeptorfamilie und
wurden in eukariotischen und prokariotischen Mikroorganismen gefunden [84, 102]. Ob-
wohl sie, wie die LOV Domäne, eine redox- und blaulichtregulierte Domäne darstellen, so
wurde keine Sequenzhomologie zwischen diesen beiden Domänen festgestellt. Mit Hilfe
der Anionen-Austausch-Chromatographie und Dünnschichtchromatographie konnte ge-
zeigt werden, dass in der BLUF Domäne ein oxidiertes Flavinderivat nicht-kovalent ein-
gebettet ist [103].
Zu den bis heute identifizierten BLUF Proteinen gehören das AppA (Activator of Pho-
topigment and Puc expression A), das BlrA (Blue light receptor A) und das BlrB (Blue light
receptor B) aus dem Bakterium Rhodobacter Sphaeroides [104, 105], das PAC Protein
(photoactivated adenylyl cyclase) aus dem Einzeller Euglena gracilis [106], das Slr1694
(oder auch PixD genannt) und das Tll0078 aus den Cyanobakterien Synechocystis sp.
PCC6803 und Thermosynechococcus elongatus [107, 108]. Dabei haben die einzelnen
Proteine unterschiedliche Funktionen. Das Multidomänenprotein AppA, welches das am
besten untersuchte BLUF Protein ist, reguliert in Abhängigkeit des zur Verfügung ste-
henden Sauerstoffs und der vorherrschenden Lichtintensität die Steuerung der Expression
des Photosynthese-Apparates [104, 109–112]. Die Funktionalitäten der Proteine BlrA und
BlrB sind dagegen bis heute noch nicht entschlüsselt worden [105]. Die Domänen PAC,
Slr1694 und Tll0078 ermöglichen photophobische und phototaxische Reaktionen und re-
gulieren so die Bewegung von Zellen in Abhängigkeit des einfallenden Lichts [108, 113].
Um die Funktionsweise der BLUF Proteine verstehen zu können, ist es nötig, deren
Aufbau zu kennen. Daher wurden verschiedene Kristall- und NMR-Strukturen von un-
terschiedlichen BLUF Proteinen ermittelt [105, 114–117]. In den folgenden Abschnitten
wird am Beispiel der Proteine AppA und Slr1694 die Struktur der Photorezeptordomäne
sowie deren Photozyklus, soweit er bisher entschlüsselt wurde, dargestellt. Die Erkennt-
nisse bilden die Grundlage für die Modellierung und die Computersimulationen, die im
Zuge dieser Arbeit getätigt wurden, um die essentiellen Wechselwirkungen während des
Photozyklus der BLUF Proteine weiter zu analysieren und zu verstehen.
1.5.1 Aufbau und Struktur der BLUF Domäne
Der Wildtyp des Multidomänenproteins AppA tritt in nativer Umgebung als Monomer auf
[104, 118]. Da das Interesse jedoch auf der Funktion als Photorezptor liegt, wurden redu-
zierte AppA-Mutanten gezüchtet, die lediglich aus der BLUF Domäne bestehen. Hierzu
wurden unter anderen fünf verschiedene Strukturen in der PDB veröffentlicht, die sich
auf den ersten Blick nur geringfügig voneinander unterscheiden. Vier stammen aus Rönt-
genstrukturanalysen [114, 115] (PDB-Kodes: 2IYG, 2IYI und 1YRX) und die fünfte aus
einer NMR-Analyse [117] (PDB-Kode: 2BUN). So sind sie, abgesehen vom N- und C-
Terminus, nahezu identisch [114, 115, 117] und da sie sich nur in einzelnen Aminosäuren
von den BLUF Domänen anderer Proteine unterscheiden, geht man davon aus, dass es
sich bei der BLUF Domäne um eine universelle Domäne handelt [105, 116]. Die reduzier-
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ten AppA Proteine treten in Lösung allerdings, im Gegensatz zum Wildtyp, nicht mehr als
Monomere, sondern als Dimere auf, wie zum Beispiel Untersuchungen durch Gelfiltration
gezeigt haben [117, 119].
Abbildung 1.5: Struktur der BLUF Domäne. Illustration (a) zeigt den strukturellen Aufbau
der AppA BLUF Domäne und (b) die typische Dimerstruktur [115]. In der Proteinbindungstasche
zwischen den beiden α-Helizes befindet sich das Flavinderivat FMN.
Abbildung 1.5 zeigt die 3D Kristall-Struktur (2IYG) des reduzierten AppA Monomers (a)
und Dimers (b) aus einer Röntgenstrukturanalyse [115]. Der Dimer zeigt eine asymmetri-
sche Konstellation, wobei die Wechselwirkungen zwischen den beiden Monomeren durch
hydrophobe Oberflächen der β-Faltblätter vermittelt werden.
Die BLUF Domäne ist ein α-β-Sandwich mit der Topologie βαββαββ, wobei das
fünf-blättrige β-Falltblatt von zwei paralell verlaufenden α-Helizes flankiert wird. Das
Flavinderivat, in diesem Fall ein FMN, befindet sich zentral in einer Bindungstasche zwi-
schen den beiden α-Helizes, wobei die unpolare Dimethylphenyl-Seite (Ring I in Abb.
1.4) in einer hydrophoben Proteintasche (bestehend aus den Aminosäuren Ile37, Phe61
und His85) und die polare Pyrimidin-Seite (Ring III in Abb. 1.4) über Wasserstoffbrücken-
bindungen durch konservierte Aminosäuren (Asn45, Gln63) stabilisiert wird. Die Ribityl-
5’-Phosphat Seitenkette des FMN zeigt zur Proteinoberfläche und ist teilweise lösungs-
mittelexponiert. Die BLUF Domäne kann auch andere Flavinderivate binden, und da der
Adeninrest des FAD völlig dem Lösungsmittel exponiert ist, kann er durch eine Rönt-
genstrukturanalyse nicht identifiziert werden, ist aber beispielsweise in der NMR Struktur
detektiert worden [117]. Untersuchungen am AppA Protein haben ergeben, dass die ein-
zelnen Flavinderivate mit unterschiedlichen Wahrscheinlichkeiten gebunden werden. So
wird das RF zu 28 %, das FMN zu 35 % und das FAD zu 37 % in der Bindungstasche
eingebunden [115].
Die BLUF Domäne wird durch die Absorption eines Blaulicht-Photons am FMN
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vom Dunkelzustand in einen langlebigen, transienten Zustand überführt, bei dem sich die
Wechselwirkungen zwischen dem Protein und dem Flavin verändern. Dies resultiert in
einer Konformationsänderung des Proteins, also in der Bildung eines Signalzustands. Die
Aufklärung der Wechselwirkungen zwischen Chromophor und Protein, die vor, während
und nach der Photoreaktion vorliegen, ist essentiell, um den Mechanismus der Photore-
aktionen auf atomarer Ebene und die damit verbundene molekulare Signalübertragung zu
verstehen.
Abbildung 1.6: Konformationen der BLUF Domäne. Im AppA Protein gibt es zwei unter-
schiedliche Konformationen, die in den Kristallstrukturen gefunden wurden. Dies sind (a) die Trpin
[114] und (b) die Metin [115] Konformation. Beide Strukturen wurden mit Hilfe von MD Simu-
lationsprogrammen um die Wasserstoffatome ergänzt. Die gepunkteten Linien markieren Wasser-
stoffbrückenbindungen, die innerhalb der entsprechenden Konformation bestehen.
Betrachtet man nun die Struktur der BLUF Domäne genauer, so findet man zwei unter-
schiedliche Konformationen, die sowohl im AppA Protein [114, 115, 117] als auch im
Slr1694 [116] vorkommen. Abbildung 1.6 zeigt diese beiden Konformationen für das Ap-
pA Protein, welche maßgeblich durch Änderungen im β-Faltblatt 5 charakterisiert sind.
Bei der ersten Konformation in Abbildung 1.6(a) befindet sich das Trp104 (Trp94 in
Slr1694) aus Faltblatt 5 innerhalb der Bindungstasche und wird deswegen Trpin Kon-
formation bezeichnet. In diesem Fall wird die molekulare Struktur durch Wasserstoff-
brückenbindungen zwischen Trp104-N–H und O-Gln63 sowie zwischen Gln63-N–H und
O-Tyr21 stabilisiert. Zwischen dem Apoprotein und dem FMN gibt es drei wesentliche
Wasserstoffbrückenbindungen, wobei Gln63-N–H an das Atom N5-FMN und Asn45 stark
elektrostatisch an den Ring III des Isoalloxazins gebunden ist.
Die zweite Konformation, Abbildung 1.6(b), zeigt, dass sich hier das Met106 (Met96
in Slr1694), welches wie Trp104 zum Faltblatt 5 gehört, in der Nähe des FMN befindet,
während das Trp104 an der Proteinoberfläche lokalisiert ist. Diese Konformation wird
dementsprechend Metin genannt. Auf Grund des Positionswechsels von Trpin zu Metin
sieht die Wasserstoffbrückentopologie etwas anders aus. Wie in der Trpin Konformation
existieren zwei starke Wasserstoffbrücken zwischen Asn45 und dem Ring III des Isoal-
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loxazins. Die Seitengruppe des Gln63 hingegen ist um 180◦ rotiert und bildet nun eine
Wasserstoffbrücke zum O4-FMN aus. Des Weiteren agiert nun das Gln63 in der Verbin-
dung mit Tyr21 als Wasserstoffbrückenakzeptor.
Es wird vermutet, dass eine der beiden Konformationen den Dunkelzustand der BLUF
Domäne beschreibt (z.B. Trpin) und die andere höchstwahrscheinlich den Lichtzustand.
Allerdings ist man sich bisher bei der Zuweisung nicht einig. So wurden in Kristall- und
NMR-Strukturen von im Dunklen gewachsenen BLUF Proteinen sowohl die Trpin Kon-
formation [114, 116, 117] als auch die Metin Konformation [105, 115] gefunden. Ferner
haben Fluoreszenzexperimente am Slr1694 gezeigt, dass das Trp im Lichtzustand Lö-
sungsmittel exponiert zu sein scheint [116], wohingegen solche Experimente am AppA
Protein darauf hinweisen, dass sowohl im Dunkel- als auch im Lichtzustand die Trpin
Konformation vorliegt [120].
Die Analyse der BLUF Domäne gestaltet sich auf Grund der chemischen, struktu-
rellen und dynamischen Heterogenität des Systems als kompliziert. Experimente zeigen,
dass sich die einzelnen Reaktionen des Photozyklus auf verschiedenen Zeitskalen abspie-
len, die im Pikosekundenbereich anfangen und bis hin zum Minutenbereich reichen. Diese
Umstände und eventuelle lichtintensitätsabhängige Seitenreaktionen, die eine Reduktion
des Flavins oder eine Auslösung des Kofaktors aus der Bindungstasche verursachen kön-
nen, gestalten die Analyse des Mechanismus der Photoreaktion zusätzlich schwierig [82].
Trägt man jedoch die bisher gesammelten Daten zusammen, so läßt sich ein möglicher
Photozyklus der BLUF Domäne beschreiben.
1.5.2 Der Photozyklus der BLUF-Domäne
Es gibt bisher noch keine einheitliche Theorie darüber, wie der Photozyklus der BLUF
Domäne genau vonstatten geht. Der Reaktionszyklus, der durch die Absorption eines
Photons am Flavin in den unterschiedlichen BLUF Domänen gestartet wird, wurde da-
bei nicht nur durch ultraschnelle Spektroskopie im ultravioletten und sichtbaren Bereich
(UV/Vis) [40, 41] charakterisiert, sondern auch durch RR und IR Schwingungsspektren
[58, 107, 121, 122]. Letztere sind dabei von besonderem Interesse, denn im Gegensatz zu
den strukturell unspezifischen UV/Vis Spektren enthalten IR Spektren detaillierte struktu-
relle Informationen in verschlüsselter Form (siehe Abschnitt 1.2).
Abblidung 1.7 zeigt schematisch den Photozyklus, wie er in dieser Arbeit auf Grund
experimenteller Ergebnisse sowohl am AppA [40, 120] als auch am Slr1694 [41, 58] de-
duziert worden ist. Für die Darstellung des Zyklus ist dabei angenommen, dass es sich
bei dem gebundenen Flavinderivat um ein FAD handelt. Unabhängig von der vorliegen-
den Konformation der BLUF Domäne bildet sich aus dem Dunkelzustand BLUFd durch
Absorption eines blauen Photons ein angeregter Singletzustand FAD*, der, wie am AppA
Protein gezeigt wurde [40], in 5 ns in einen Triplettzustand FADT übergehen kann und
nach weiteren 3µs wieder direkt in den Dunkelzustand zurückkehrt.
Um den Lichtzustand BLUFl zu erreichen, zerfällt der angeregte Zustand FAD* mul-
tiexponentiell, wobei beim AppA Protein Zeitkonstanten von 90 ps und 570 ps ermittelt
wurden [40], bis der Signalzustand erreicht ist. Beim Slr1694 wurde ebenfalls ein multi-
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Abbildung 1.7: Photozyklus der BLUF-Domäne. Schematischer Ablauf des Photozyklus der
BLUF Domäne, wie er auf Grund verschiedener Experimente am AppA [40, 120] und am Slr1694
[41, 58] Protein hier konstruiert wurde. Die angegebenen Zeitkonstanten stammen von Untersu-
chungen an AppA Proteinen, in Klammern sind die Zeitkonstanten für das Slr1694 angegeben. Für
eine detaillierte Beschreibung siehe Text.
exponentieller Zerfall nachgewiesen, der mit Zeitkonstanten von 6-7 ps, 26-40 ps und 92-
180 ps durch einen Elektrontransfer des benachbarten Tyr11 (Tyr21 in AppA) zunächst
in ein anionisches Flavinradikal FAD•− überführt wird [41, 58]. Durch einen sich schnell
anschließenden Protonentransfer zum FAD•−, wobei das Proton ebenfalls vom Tyr11 ab-
gegeben wird, entsteht innerhalb von 6 ps ein neutrales Flavinradikal FADH•, welches
auch im AppA Photozyklus nachgewiesen wurde, für dessen Lebensdauer jedoch keine
Angaben gemacht wurden [123]. Innerhalb von 65-67 ps wandelt sich im Slr1694 dann
das neutrale Flavinradikal FADH• durch Deprotonierung und Reoxidation zurück in das
oxidierte FAD [41, 58]. Dieser Zustand wird nun mit dem Signalzustand BLUFl assoziiert
[40, 41, 58] und weist eine Lebensdauer von 5 s (Slr1694) beziehungsweise 1800 s (Ap-
pA) auf. Im Gegensatz zum Slr1694 wurde das anionische Flavinradikal FAD•− im AppA
Photozyklus nicht detektiert, jedoch wird vermutet, dass es auch hier als Intermediat auf-
tritt [120, 123].
Dass das Tyrosin im Photozyklus der BLUF Domäne sowohl Elektron- als auch Pro-
tondonor ist, konnte dadurch gezeigt werden, dass dessen Ersetzung durch eine andere
Aminosäure zur Folge hat, dass die Bildung des Signalzustandes gehemmt wird. Des Wei-
teren wird die Annahme des Protonentransfers während der Photoreaktion dadurch unter-
stützt, dass eine verzögerte Relaxation in den Dunkelzustand nach einem H/D-Austausch
und eine beschleunigte Relaxation bei Zugabe von neutralem Imidazol als putativer Pro-
18
1.5 Die BLUF-Domäne
tonendonor erfolgt [118]. Neben dem konservierten Tyr21 (Tyr11 in Slr1694) ist auch das
Trp104 maßgeblich an der Photoreaktion beteiligt. Wird das Trp104 durch ein Phenylala-
nin ausgetauscht, so relaxiert der Signalzustand um etwa ein Faktor 150 schneller in den
Dunkelzustand zurück [121, 124].
Letztendlich konnte also gezeigt werden, dass die Bildung des Lichtzustandes BLUFl
nicht auf strukturellen Veränderungen des Flavins selbst basiert, sondern mit einer Neuan-
ordnung der Wasserstoffbrückenbindungen zwischen dem Flavin und den umgebenden
Aminosäurenseitenketten als auch durch Konformationsänderungen einhergehen muss.
Dies konnte ferner auf der Basis der Bandenzuordnung von Schwingungsmoden des Isoal-
loxazinrings belegt werden [107, 121, 122].
Der langlebige Signalzustand BLUFl unterscheidet sich UV/Vis-spektroskopisch durch
eine Rotverschiebung des Absorptionsmaximums von etwa 10 nm im Vergleich zum Dun-
kelzustand BLUFd, weswegen der Lichtzustand oftmals BLUFred genannt wird. Im Licht-
zustand BLUFl liegen nun allerdings veränderte Wechselwirkungsverhältnisse zwischen
dem Apoprotein und dem gebundenen Flavin vor, welche für die Signalpropagation zu
intramolekularen oder intermolekularen Partnern verantwortlich ist. Die Ähnlichkeiten zu
HSCQ (Heteronuclear Single Quantum Coherence) Spektren legt dabei nahe, dass sich
keine größeren Konformationsänderungen beim lichtinduzierten Zustand ergeben [40, 119,
121]. So stellt sich die Frage, ob das Umschalten zwischen den beiden gefundenen Konfor-
mationen (Trpin und Metin) des β-Faltblatts 5 den Übergang vom Dunkelzustand BLUFd
zum Lichtzustand BLUFl überhaupt beschreiben kann, da es sich hierbei um eine deut-
liche Konformationsänderung handelt. Ob nun solch eine Konformationsänderung inner-
halb der angegebenen Zeit (< 1 ns) vonstatten gehen kann, ist nicht direkt ersichtlich, wenn
man die typischen Zeitskalen molekularer Bewegungen in Tabelle 1.1 mit einbezieht.
Auf Grund der langen Lebensdauer des Lichtzustandes BLUFl stellt sich natürlich
auch die Frage der Photoreversibilität. So konnte gezeigt werden, dass die BLUF Domäne
nicht photoreversibel ist und auch keinen alternativen Reaktionsweg aufweist, wenn ein
weiteres Photon am Flavinderivat absorbiert wird [120]. Wie im Zyklus für den Dunkel-
zustand kann auch der Lichtzustand BLUFl gemäß Abbildung 1.7 ein Photon absorbie-
ren. Im Fall des AppA Proteins wird wiederum ein angeregter Singletzustand des Flavins
(FAD*) erzeugt, der über einen Triplettzustand FADT direkt wieder in den Lichtzustand-
zustand BLUFl zurückkehren kann. Für diesen Übergang sind allerdings keine Zeitkon-
stanten bekannt [120]. Des Weiteren besteht die Möglichkeit, dass der angeregte Zustand
FAD* innerhalb von 7 ps in das neutrale Flavinradikal FADH• und anschließend in 60 ps
in den Lichtzustand BLUFl überführt wird [120]. Ein anionisches Flavinradikal FAD•−
wurde dabei nicht nachgewiesen, jedoch vermutet [120]. Ferner wurden auch keine mole-
kularen Veränderungen des Wasserstoffbrückenbindungs-Netzwerkes im Lichtzyklus des
AppA Proteins entdeckt, wie sie im Zyklus des Dunkelzustandes vonstatten gehen. Dies
ist anscheinend der Grund dafür, dass der erneute Zyklus im Signalzustand auch schneller
abläuft als im Dunkelzustand [120].
Die skizzierten Eigenschaften machen die BLUF Domänen zu bisher einzigartigen
Photorezeptoren, denn hier liegt sowohl dem Dunkel- als auch dem Lichtzustand der glei-
che Chromophor, ein oxidiertes FAD, zu Grunde [84, 120]. Unklar hingegen sind die
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molekularen Mechanismen, die verantwortlich sind, den Lichtzustand zu bilden.
1.5.3 Molekulare Mechanismen des Photozyklus
Neben einer Konformationsänderung spielt auch die damit einhergehende Veränderung
des Wasserstoffbrückenbindungs-Netzwerkes eine entscheidende Rolle, welche durch den
Elektron- und Protontransfer zum und vom Flavin hervorgerufen werden. So ist aus expe-
rimentellen Schwingungsspektren, wie zum Beispiel aus dem Differenzspektrum in Ab-
bildung 1.3, ersichtlich, dass sich an der Position C4=O4 des Isoalloxazins eine neue oder
auch verstärkte Wasserstoffbrückenbindung ausbilden muss [57, 107, 121, 122]. Im darge-
stellten FTIR Differenzspektrum [57] des Slr1694 wird nämlich die Bande bei 1713 cm−1
des Dunkelzustands beim Übergang zum Lichtzustand zu der Frequenz von 1697 cm−1
verschoben, wofür, wie auch in der vorliegenden Arbeit belegt werden wird, eine ver-
stärkte Wasaserstoffbrückenbindung am FMN-O4 verantwortlich sein muss. Die genann-
te Bande wird der C4=O4 Streckschwingung zugeordnet, und es konnte gezeigt werden,
dass auch in weiteren Schwingungsspektren des AppA und des Slr1694 Proteins eine Rot-
verschiebung von etwa 16 cm−1 als Folge des Übergangs in den Signalzustand auftritt
[82, 107, 121, 122, 125]. Die Zuordnung der anderen Banden gestaltet sich allerdings als
sehr schwierig, da hier die Flavin- und Proteinbanden starke Überlagerungen aufweisen.
Basierend auf Röntgenstrukturen, NMR Daten, UV/Vis Spektren, IR und RR Schwin-
gungsspektren und/oder quantenchemischen Berechnungen wurden verschiedene detail-
lierte Modelle vorgeschlagen, die auf Grund der Ladungstransfer-Prozesse den Übergang
vom Dunkelzustand zum Lichtzustand und die damit einhergehende Reorientierung des
Wasserstoffbrückenbindungs-Netzwerkes in BLUF Domänen beschreiben [41, 58, 114,
116, 117, 126–133]. Hierbei stehen diejenigen Aminosäuren, die einer lichtinduzierten
Konformationsänderung unterliegen und zu der inneren Bindungstasche gehören (Tyr21,
Trp104/Met106) oder direkten Kontakt zum Isoalloxazin besitzen (Gln63) im Fokus (sie-
he Abb. 1.6). Tyr21 und Gln63 sind dabei wohl die Schlüsselfiguren der ultraschnellen
photochemischen Ereignisse, die den Signalzustand erzeugen. Weitere wichtige Amino-
säuren sind nur schwer auszumachen, da nicht jede Aminosäure in allen BLUF Domänen
konserviert ist.
Die genauen molekularen Mechanismen bei der Bildung des Signalzustandes sind Ge-
genstand laufender Debatten, was sich daran zeigt, dass derzeit vier unterschiedliche Mo-
delle von verschiedenen Forschergruppen vorgeschlagen wurden. Die vorgeschlagenen
Modelle beinhalten einen oder mehrere atomare Mechanismen, die eine Rotation und/oder
eine Tautomerisierung der Gln63 Seitenkette, sowie den Flip von Trpin zu Metin oder vice
versa umfassen [41, 58, 114, 116, 117, 126–133]. Auch die Umwandlung des Signalzu-
standes in ein proteineigenes Signal ist derzeit noch unklar.
Insgesamt gilt, dass die experimentellen und theoretischen Resultate es bisher nicht
erlauben, eines der vorgeschlagenen Modelle für die molekularen Mechanismen zur Bil-
dung des Signalzustands den anderen Modellen vorzuziehen. Das heißt, im Moment ist
es nicht möglich, mit nur einem Modell alle beobachteten Sachverhalte zu verstehen und
zu beschreiben. Daher sind weitere Untersuchungen notwendig, um eine exakte Beschrei-
20
1.6 Ziele und Überblick
bung der dem BLUF Photozyklus zu Grunde liegenden molekularen Veränderungen zu
erreichen. Auf Grund dieser Gegebenheiten wurde diese Arbeit im Rahmen der Forscher-
gruppe 526 iniziiert, um einen weiteren Teil zur Aufklärung beizutragen. Im folgenden
Abschnitt werden deshalb die Ziele und die mit der Umsetzung verbundenen Fragen dar-
gestellt.
1.6 Ziele und Überblick
Wie in den vorangegangenen Abschnitten dargestellt wurde, sind nach wie vor einige Fra-
gen in Bezug auf die BLUF Domänen und deren photochemische Prozesse unbeantwortet.
Deshalb war es Ziel dieser Arbeit, basierend auf computergestützter Modellbildung und
Simulation, weitere Puzzleteile zu liefern, die beitragen können, um das Bild über die
BLUF Domänen zu vervollständigen.
Um dieses Ziel mit einer anwendungsorienterten Arbeit zu erreichen, waren allerdings
einige vorbereitende Schritte notwendig. Zu Beginn dieser Arbeit war es erforderlich, ein
MM Kraftfeld für Flavinmoleküle zu generieren, da in üblichen MM Kraftfeldern wie
CHARMM22 [78] für diese Molekülsorte kein Parametersatz zur Verfügung stand. Unter
zur Hilfenahme von DFT Rechnungen wurde daher als erstes ein MM Kraftfeld für das Lu-
miflavin entwickelt, das an die CHARMM22 Topologie angelehnt ist. Um das Lumiflavin
zu einem FMN zu erweitern, wurde das entsprechende Kraftfeld mit bereits existierenden
Modellen für die angehängte Molekülkette erweitert.
Bevor Flavine und deren Schwingungsspektren in BLUF Domänen untersucht wer-
den konnten, war es nötig zu testen, wie gut der mittlere IR Spektralbereich, und hier
insbesonders der Bereich von 1500 cm−1 bis 1750 cm−1, der Schwingungsspektren von
Flavinen mit einem DFT/MM Hybridverfahren, im Vergleich zum Experiment, bestimmt
werden kann, wenn ein weniger komplexes System betrachtet wird. Üblicherweise kali-
briert man solche DFT/MM Berechnungen in der Gasphase und überträgt sie dann erst in
die kondensierte Phase. Da aber keine Schwingungsspektren von Flavinen in der Gaspha-
se experimentell bekannt sind, wurde die erforderliche Kalibrierung der Flavinspektren in
Wasser realisiert.
Technisch gesehen gibt es mehrere Möglichkeiten, DFT/MM IR Spektren eines Mo-
leküls in kondensierter Phase zu berechnen. Da das Lumiflavin, mit seinen 31 Atomen
ein relativ großes Molekül darstellt, war der dynamikbasierte Zugang über die Berech-
nung der Fouriertransformierten der Zeit-Korrelations-Funktion [134–138] rechentech-
nisch nicht realisierbar. Aus diesem Grund wurde die Methode der Instantanen Normal-
Moden Analyse (INMA) gewählt [52, 134, 139–141], bei der rechenzeit-effiziente MM-
MD Simulationen verwendet werden, um den Konfigurationsraum anhand zufällig ge-
wählter Schnappschüsse abzutasten. Die anschließende, DFT/MM basierte Normal-Moden
Analyse des Lumiflavins innerhalb der festgehaltenen Lösungsmittelkäfige aller ausge-
wählten Schnappschüsse liefert dann die Beschreibung eines IR Schwingungsspektrums,
das durch die Lagen, die Breiten sowie die Intensitäten der einzelnen Banden gegeben ist.
Die sich daraus ergebende Aufgabe bestand also darin, zu testen, mit welcher Genau-
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igkeit die DFT/MM-INMA Methode die experimentellen Schwingungsspektren von Fla-
vinen in wässriger Lösung [142–151] beschreiben kann, wenn man, wie in theoretischer
Schwingungsspektroskopie üblich [152], einen Frequenzskalierungsfaktor heranzieht, der
hier zu dem verwendeten Wassermodell [153] und dem eingesetzten DFT-Funktional [154–
156] gehört. In der ersten Publikation dieses Projektes, die in Abschnitt 2.1 abgedruckt
ist, wird gezeigt, dass die DFT/MM-INMA Methode einen präzisen Einblick in die Zu-
sammensetzung der Normal-Moden von oxidierten Flavinen in Wasser liefert, was durch
eine Abweichung von nur etwa 10 cm−1 zwischen den experimentellen und berechneten
Schwingungsfrequenzen deutlich wird.
In Abschnitt 2.3 ist die zweite Veröffentlichung eingebunden, die sich mit der Fa-
ge beschäftigt, ob auch unterschiedliche Redoxzustände der Flavine mit der entwickel-
ten DFT/MM-INMA Methode beschrieben werden können, wenn weder das zu Grunde
gelegte MM Wassermodell noch das eingesetzte DFT-Funktional und der ermittelte Fre-
quenzskalierungsfaktor verändert werden. Diese Frage ist deswegen von besonderem In-
teresse, da während des Photozyklus der BLUF Domäne unterschiedliche Flavinradikale
detektiert wurden (siehe Abschnitt 1.5.2) und eine detaillierte Analyse ihrer Schwingungs-
spektren weitere Informationen liefern können. In dieser Arbeit wird gezeigt, dass auch
die DFT/MM Schwingungsspektren von Flavinradikalen in Wasser die experimentellen
Beobachtungen [55, 145–149, 157] reproduzieren und erklären können.
Durch die beiden ersten Arbeiten wurden die nötigen Hilfsmittel geschaffen und ge-
testet, um sich schließlich mit den Schwingungsspektren von Flavinen in BLUF Domänen
zu befassen. Um eine hochwertige Beschreibung zu ermöglichen, waren allerdings meh-
rere Fragen zu beantworten. So galt es als erstes herauszufinden, ob die experimentell be-
stimmten BLUF Strukturen überhaupt mit einer MM-MD Beschreibung verträglich sind.
Des Weiteren war unklar, ob die experimentell bestimmten Proteinstrukturen ausreichend
genau für die DFT/MM Berechnung der IR Spektren des Flavinchromophors sind. Fer-
ner musste bei Kristallstrukturen geprüft werden, ob sie den solvatisierten Strukturen, bei
denen die experimentellen Schwingungsspektren ermittelt wurden, entsprechen.
Abgesehen von der Eignung der verwendeten Proteinstrukturen für DFT/MM Berech-
nungen der Schwingungsspektren des Chromophors galt es auch methodische Fragen zu
beantworten. Da übliche MM Proteinkraftfelder die Polarisierbarkeit der Elektronenhül-
len einzelner Atome vernachlässigen, musste überprüft werden, ob die Verwendung ei-
nes solchen Kraftfeldes überhaupt eine akkurate Beschreibung der Schwingungsspektren
von Flavinen in BLUF Domänen zulässt, oder ob, wie im Fall des Bakteriorhodopsins
[139, 158], eine Modellierung der Polarisierbarkeit in das MM Kraftfeld integriert werden
muss, um die benötigte Genauigkeit der Spektren zu erreichen. Eine weitere Unklarheit
bestand in der Frage, ob der ermittelte Frequenzskalierungsfaktor bei einer Änderung des
MM Kraftfeldes, also bei dem Übergang von Wasser zu einer Proteinstruktur, übertragbar
ist oder ob er für eine hinreichend genaue Beschreibung der DFT/MM Schwingungsfre-
quenzen von Flavinen in BLUF Domänen neu angepasst werden muss.
Die dritte und letzte Publikation dieses Projekts, abgedruckt in Kapitel 3, beinhaltet die
Ergebnisse zur Untersuchung der dynamischen Stabilität sowie der Schwingungsspektren
von Flavinen anhand sieben verschiedener Strukturen von BLUF Domänen, die aus der
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PDB entnommen wurden. Sie liefert Antworten auf jene Fragen, mit denen die DFT/MM
Beschreibung der Flavinschwingungsspektren in BLUF Domänen konfrontiert war.
Im abschließenden Kapitel 4 werden die Ergebnisse noch einmal kompakt zusammen-




2 DFT/MM Schwingungsspektren von
Flavinen in Wasser
Zunächst werden die vorbereitenden Arbeiten dargestellt, die notwendig waren, um die
Werkzeuge zu schaffen, die eine hochwertige Beschreibung der Schwingungsspektren von
Flavinen in BLUF Domänen ermöglichen. Dazu wurden die Schwingungsspektren von
unterschiedlichen Redox-Zuständen des Lumiflavins in Wasser vermittels einer DFT/MM
Hybridmethode berechnet. Die erste Arbeit (siehe Abschnitte 2.1 und 2.2) galt dabei der
Modellbildung des oxidierten Lumiflavins sowie der Kalibrierung der berechneten IR
Spektren in Bezug auf experimentelle Ergebnisse. Im zweiten Schritt (siehe Abschnitte
2.3 und 2.4) wurde das damit entwickelte Verfahren auf Radikalzustände des Lumiflavins
übertragen und somit die entsprechenden DFT/MM Schwingungsspektren vorhergesagt
und mit experimentellen Resultaten verglichen.
2.1 Oxidiertes Lumiflavin in Wasser
Die nachfolgend abgedruckte Publikation 1
„Density Functional Theory Combined with Molecular Mechanics:
The Infrared Spectra of Flavin in Solution“
Benjamin Rieff, Gerald Mathias, Sebastian Bauer und Paul Tavan
in Photochem. Photobiol. 87, 511–523 (2011),
die ich zusammen mit Gerald Mathias, Sebastian Bauer und Paul Tavan verfasst habe,
befasst sich mit der DFT/MM Berechnung der Schwingungsspektren von oxidiertem Lu-
miflavin, das in zwei unterschiedliche Wassermodelle eingebettet war. Neben der Ablei-
tung eines MM Kraftfeldes für Flavine aus DFT Rechnungen und der Entwicklung einer
automatisierten Methode zur Analyse der Zusammensetzung von Normal-Moden wird in
diesem Artikel gezeigt, dass die verwendete DFT/MM-INMA Methode eine hochwerti-
ge Beschreibung und Erklärung für die experimentell gemessenen Schwingungsspektren
von Flavinen in wässriger Lösung liefert. Diese bezieht sich nicht allein auf die spek-
trale Bandenlage, sondern erlaubt auch Aussagen zur Breite und Intensität der einzelnen
Schwingungsbanden sowie zu den Effekten einzelner Isotopenmarkierungen auf das IR
Spektrum.
1Mit freundlicher Genehmigung des Wiley Verlags.
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ABSTRACT
The photophysics and photochemistry of ﬂavin dyes determine
the functional dynamics of a series of blue light photoreceptors
that include the so-called BLUF (blue light sensors using ﬂavin)
domains. To enable molecular dynamics (MD) simulation studies
of such signaling processes, we derived molecular mechanics
(MM) models of ﬂavin chromophores from density functional
theory (DFT). Two 300 K ensembles of lumiﬂavin (LF) in
aqueous solution were generated by extended MM-MD simula-
tions using different MM potentials for the water. In a
DFT ⁄MM hybrid setting, in which LF was treated by DFT
and the polarizing environment at atomistic resolution by MM,
we applied instantaneous normal mode analyses (INMA) to these
ensembles. From these data we determined the inhomogeneously
broadened solution spectra as mixtures of Gaussian bands using
a novel automated procedure for mode classiﬁcation. Compar-
isons with vibrational spectra available in the literature on native
and isotopically labeled ﬂavins in aqueous solution serve us to
determine suitable frequency scaling factors and to analyze the
accuracy of our scaled DFT ⁄MM-INMA approach. We show
that our approach not only agrees with established computa-
tional descriptions but also extends such methods substantially
by giving access to inhomogeneous line widths and band shapes.
INTRODUCTION
Flavin dyes play an important role in many enzymatically
catalyzed biochemical processes as versatile cofactors (1). They
exhibit a series of different redox and protonation states and,
therefore, are able to participate in electron and proton
transfer processes (2). The basic building block of ﬂavin dyes is
isoalloxazine as drawn in Fig. 1. The different kinds of ﬂavins,
e.g. riboﬂavin (RF), ﬂavin mononucleotide (FMN) or ﬂavin
adenine dinucleotide (FAD), differ by the respective substit-
uents R, which, however, hardly affect the electronic structure
of the isoalloxazine ring (1).
The light-induced reactions of many blue light photorecep-
tors are governed by the photophysics and photochemistry of
ﬂavin molecules (3). Prominent examples are the photolyases
(4), the so-called light-oxygen-voltage (5), or the ‘‘blue light
sensoring using FAD’’ (BLUF) (6) domains. The latter are
found in a variety of organisms, where they control cellular
processes such as gene expression, nucleotide metabolism and
motility.
Electron transfer reactions generating different redox states
of ﬂavins in blue light photoreceptors were intensely studied by
various techniques and, here, in particular by vibrational
spectroscopy (7–12). To identify the modiﬁcations of the
chromophore properties, which are induced by the respective
protein environments, reference spectra were obtained for
ﬂavins in different solvents (10–19), because vibrational
spectroscopy can monitor the effects of the environment on
the intramolecular force ﬁeld (20). Vibrational bands observed
for ﬂavin dyes were experimentally analyzed using isotopically
labeled compounds (10,13). The observed bands were assigned
to vibrational modes by applying normal mode analyses to
isolated ﬂavin molecules (21).
Generally, the identiﬁcation of ﬂavin bands in the infrared
(IR) spectra of ﬂavoproteins is difﬁcult, because apoprotein
bands are also found in the corresponding spectral region.
Fortunately, however, the stretching vibrations of the two
carbonyl groups in the isoalloxazine (see Fig. 1) can be
frequently identiﬁed in the IR spectra and, therefore, can be
used to analyze the chromophore-protein interactions (8,10).
Reliable band assignments require accurate computational
methods capable of dealing with ﬂavin molecules embedded in
condensed phase environments (22). Such theoretical methods
can then help to decode the structural basis of observed
spectral band positions. For molecules isolated in the
gas phase accurate calculations of vibrational spectra have
become readily feasible through the development (23,24) and
Figure 1. Chemical structure and atom labels of isoalloxazine.
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accessibility (25–27) of density functional theory (DFT)
(28–30). In contrast, the computation of vibrational spectra
in complex condensed phase environments such as proteins is
still neither simple nor standard (22).
For dye molecules dissolved in homogeneous and isotro-
pic solvents a simpliﬁed description of the solvent by a
dielectric continuum may sufﬁce to model the solvent–solute
interactions generating the apparent solvatochromic shifts in
the IR spectra of ﬂavin dyes (31). Corresponding continuum
models are available in common DFT program packages
like Gaussian09 (25) or Turbomole (26) under the names
‘‘polarizable continuum model’’ (32) and ‘‘conductor like
screening model’’ (Cosmo) (33), respectively. However, if a
dye is embedded in an inhomogeneous and highly structured
protein environment, a microscopic and atomistic model of
that environment is required for a sufﬁciently accurate
description of the protein–chromophore interactions (22,34).
Corresponding hybrid methods, which combine a quantum
mechanical (QM) treatment of a molecule with a simpliﬁed
molecular mechanics (MM) model of the condensed phase
environment, date back to the early work of Warshel and
Levitt (35). A further advanced version, which combines the
parallelized DFT program package CPMD (27) with the
parallelized MM molecular dynamics (MD) program package
EGO (36), was suggested by Eichinger et al. (37) and has
proven its quality for the computation of chromophore IR
spectra since then in several applications (see e.g. Refs.
[34,38,39]).
In such DFT ⁄MM hybrid calculations a given macromo-
lecular simulation system containing a chromoprotein and,
possibly, also its surrounding solvent is split into two
fragments. One fragment covers the molecule of interest,
which is treated quantum mechanically by DFT. The other
part of the simulation system is made up of the molecule’s
condensed phase environment and is usually described by a
conventional MM force ﬁeld (e.g. Ref. [49]). A suitable
DFT ⁄MM Hamiltonian then accounts for the interactions
between these two fragments (37,41,42).
With this contribution we want to initiate a DFT ⁄MM
description of the vibrational spectra of ﬂavins embedded in
protein environments and, here, particularly in BLUF
domains. This description aims at shedding light on the largely
unknown structural details of the light-induced reaction cycles
in BLUF domains, which lead, on a subnanosecond time scale
(9), from the dark-adapted initial states to the light-adapted
signaling states.
Various models were suggested for the sequences of
structural rearrangements leading from an initial hydrogen
bonded network stabilizing the dark-adapted structure of a
BLUF domain to a ﬁnal network deﬁning the light-adapted
structure. These models were either based on crystallographic
data of putative light- and dark-adapted X-ray structures (43)
or on QM ⁄MM model calculations involving putative transi-
tion states (44,45). While the quoted hypotheses on the
structural basis of the observed dark ⁄ light transition
are certainly useful for qualitative discussions of various
possibilities, there is no clear experimental evidence that would
allow preferring one of these suggestions over the others.
This situation could change, if one would be able to decode
the existing time-resolved spectroscopic data in a reliable
fashion.
In fact, the reaction cycles, which follow the ﬂavin’s light
absorption in several different BLUF domains, have been
carefully characterized not only by ultrafast spectroscopy in
the visible (46,47) but also by optical-pump ⁄ IR-probe spec-
troscopy (9). The latter data are of particular interest, because
IR spectra, in contrast to the structurally quite nonspeciﬁc
UV ⁄Vis spectra, actually do contain detailed structural infor-
mation in a coded fashion.
These spectroscopic data suggest that in BLUF domains an
electron is transferred on the time scale of a few picoseconds
from a neighboring tyrosine to the excited singlet state of the
oxidized ﬂavin dye FAD* thus generating a radical pair of two
ions. Again within a few picoseconds [i.e. 6 ps in Synechocystis
Slr1694 BLUF (9)] the anionic FADÆ) radical accepts a proton
such that the neutral semiquinone radical FADHÆ is formed.
In Slr1694 BLUF the FADHÆ is subsequently reoxidized and
deprotonated within about 60 ps thus restoring the FAD,
which, however, is now associated with the signaling state.
This state then lives for a few seconds. If one wants to apply
DFT ⁄MM methods with the aim to identify the structural
rearrangements encoded in the quoted time-resolved IR
spectra observed for BLUF domains, one has ﬁrst to estimate
the quality, at which DFT ⁄MM calculations can describe the
vibrations of ﬂavins in condensed phase environments. For the
thus required calibration of such DFT ⁄MM descriptions it is
wise to use a simpler system than a ﬂavin chromophore in a
complex protein binding pocket. Flavins in aqueous solution
represent such a simpliﬁcation and have the advantage that
many experimental data are available.
Technically, there are several procedures by which one can
sample the ensemble IR spectra of a molecule in a condensed
phase environment by applying DFT ⁄MM calculations. There
are dynamics-based procedures, which sample the atomic
ﬂuctuations by extended DFT ⁄MM-MD simulations and
compute the IR spectra from Fourier transforms of time-
correlation functions (22,48–53). Such techniques give easy
access to accurate line widths and shapes, but require a
separate simulation for each considered isotope substitution.
There are also static procedures, which sample the initial states
in Fermi’s ‘‘golden rule’’ by selecting snapshots from a
computationally inexpensive MM-MD trajectory and apply
DFT ⁄MM normal mode analyses to the molecule of interest in
its rapidly frozen solvent cages (‘‘instantaneous normal mode
analyses,’’ INMA) to obtain the relevant ﬁnal states
(22,34,38,50–52). Due to the neglect of motional narrowing
these static techniques overestimate the inhomogeneous line
widths, but have the advantage that speedy MM-MD tech-
niques can be applied to the sampling of conformational space.
Because ﬂavin chromophores are quite large compounds, the
dynamics-based approach is excluded for reasons of lacking
computational manageability. Corresponding DFT ⁄MM-MD
simulations would have to cover at least 100 ps at a time step
of 0.25 fs (53,54), which implies that 400 000 DFT ⁄MM
calculations are required to compute an approximately con-
verged IR spectrum of a speciﬁc ﬂavin isotopomer in solution.
In contrast, the computationally much more efﬁcient INMA
technique (22,52) can yield the solution spectra of all isotop-
omers at about 20% of the computational effort characterized
above. Therefore, we had to resort to this method in our
attempts to compute the IR spectra of ﬂavins in solution and,
subsequently, in BLUF domains.
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Thus, it is the speciﬁc purpose of this contribution to check
for an aqueous solution of lumiﬂavin (LF), which is the methyl
derivative (R=CH3) of the isoalloxazine shown in Fig. 1, at
what accuracy DFT ⁄MM calculations can describe the exper-
imental vibrational spectra. Here, two different MM models
will be applied to the solvent, which will be simulated at
ambient temperature and pressure. Subsequently, we will ﬁrst
give details on the applied methods before presenting and
discussing the computational results.
MATERIALS AND METHODS
Lumiﬂavin was chosen as our ﬂavin model compound, because it
contains only N = 31 atoms, i.e. many atoms less than RF, FMN or
FAD and, thus, requires less computation time in DFT ⁄MM calcu-
lations. Such calculations were carried out with the hybrid method
developed by Eichinger et al. (37), which combines the MM-MD
program EGO (36) with the plane-wave DFT code CPMD (27).
IR spectra from DFT. For the DFT description of LF we chose the
gradient-corrected exchange functional of Becke (55), the correlation
functional of Perdew (56) (BP) and the norm-conserving pseudopoten-
tials of Martin and Troullier (MT) (57). The rectangular box containing
the grid for the plane-wave expansion of the Kohn-Sham orbitals was
centered on the LF in such a way that none of its atoms came closer than
3 A˚ to one of the faces and that the box volume became minimal. We
applied a 70 Ry cutoff to the plane-wave basis set, because test
calculations had shown that the vibrational spectrum of the isolated LF
most closely resembled the experimental solution spectrum at this cutoff
(data not shown). Following earlier work (34,38,39) we denote this DFT
approachby ‘‘MT ⁄BP.’’ The quality of theMT ⁄BPdescriptionobtained
with CPMD for the isolated LF molecule was checked by additionally
applying the all-electron code Turbomole (26) choosing again the
Becke-Perdew functional (55,56) but now combined with the Gaussian
triple-zeta basis set including polarization functions called TZVP (58).
We call this approach ‘‘TZVP ⁄BP.’’
The minimum energy structure of the isolated LF molecule, the
associated Hessian, the normal modes and frequencies were calcu-
lated both by MT ⁄BP and TZVP ⁄BP. The dipole gradients required
for computing IR intensities were calculated by ﬁnite differences
displacing the atoms by ±0.01 A˚ from their respective equilibrium
positions. Normal modes were classiﬁed by visual inspection and by
calculating potential energy distributions (PED) with the program
Gamess (59).
MM force ﬁeld for LF. Because the CHARMM22 force ﬁeld (40)
does not contain MM models for ﬂavins, we had to derive a new
CHARMM22-type force ﬁeld for this class of dye molecules. For this
purpose we adopted the general CHARMM22 force ﬁeld structure
together with many parameters describing analogous chemical motifs.
Other parameters were derived from our DFT descriptions of the
isolated LF. Here, force constants of atomic bond lengths and angles
were calculated from the MT ⁄BP and TZVP ⁄BP Hessians via the
program Gamess (59). The force constants and the equilibrium values
of these internal coordinates, which enter the MM force ﬁeld of LF as
parameters, were chosen by averaging the MT ⁄BP and TZVP ⁄BP
results.
Flavins are planar molecules due to the sp2 hybridization of the
carbon and nitrogen atoms making up the isoalloxazine moiety.
CHARMM22 parameterizes several planar structures of analogous
chemical composition by providing so-called improper dihedral poten-
tials. These parameters and potentials were adopted to ensure isoallox-
azine’s planarity. Similarly, Lennard-Jones (LJ) parameters were taken
from homologous chemical motifs deﬁned in CHARMM22. Also the
residueR required to complement the thus establishedMMmodel of LF
towardFMNwasparameterized byhomologywithmolecular structures
provided by CHARMM22 (40).
As atomic partial charges we chose electrostatic potential derived
(ESP) charges (37,60) calculated from ﬁts to the DFT electrostatic
potential in the surface region of LF. Here, the overall neutrality of
certain substructures such as methyl groups was imposed. All
calculated parameters characterizing the thus obtained MM force
ﬁeld of LF and FMN are shown in Figure S1 and Tables S1–S4 (see
Supporting Information) available online.
MM-MD simulation setup. In our DFT ⁄MM calculations on the
vibrational spectra of LF in aqueous solution the MM fragment
consisted of 1970 rigid water models described either by the ‘‘trans-
ferable interaction potential using three points (TIP3P)’’ or by the
corresponding four point model (TIP4P) (61). The DFT fragment was
conﬁned to LF. To separate the electron density from the partial
charges of the MM atoms in the surrounding solvent, each atom in the
DFT fragment was surrounded by a LJ sphere (37). For this purpose
we adopted, applying homology modeling as described above, for the
various atoms of LF certain standard LJ parameters, which are
provided by CHARMM22 for similar chemical motifs.
As our simulation system we chose an orthorhombic dodecahedron
with periodic boundary conditions. Up to a distance of 18 A˚ the
electrostatic interactions were calculated by means of the fast
structure-adapted multipole method (62,63). At larger distances they
were covered by the moving boundary reaction ﬁeld approach
introduced in Ref. (36). Here, we employed a dielectric constant of
80 for the distant aqueous continuum. Temperature and pressure were
controlled by coupling a Berendsen (64) thermostat (time constant:
500 fs) and barostat (time constant: 5 ps; compressibility: 0.46 GPa)1)
to the MM fragment. For the integration of the MD we used the Verlet
algorithm (65) with a time step of 1 fs.
In a pure MM-MD setting, i.e. by applying the MM force ﬁeld
introduced above to the LF, the LF was ﬁrst embedded into pre-
equilibrated boxes solely containing the respective water models. Here,
all water molecules closer than 2 A˚ from any LF atom were removed.
Subsequently the two solvent–solute systems were equilibrated for 1 ns
in the NPT ensemble at a temperature of 300 K and a pressure of
1 atm. After these equilibrations we selected two sets of 20 snapshots
from 200 ps trajectories to compute average ESP atomic partial
charges of LF in solution in a DFT ⁄MM setting. With the new solvent
adapted partial charges the systems were once again equilibrated for
another 200 ps in the NPT ensemble. Then the barostats were switched
off and the systems were simulated in the NVT ensemble for another
500 ps from which NS = 50 snapshots were taken at 10 ps time
intervals for the DFT ⁄MM computation of LF’s liquid phase IR
spectra. Radial distribution functions of the water molecules in the
neighborhood of the ﬂavin oxygen atoms O2 and O4 were extracted
from subsequent 1 ns NVT simulations during which the system
conﬁguration was sampled every 200 fs.
IR spectra from DFT ⁄MM. The DFT ⁄MM spectra of LF embed-
ded in our TIP3P and TIP4P models of an aqueous solution were
calculated by applying the INMA protocols suggested by Schmitz and
Tavan (51,52). The resulting spectra and the underlying snapshot
ensembles will be labeled by the shortcuts T3 and T4, respectively. As
indicated above, these spectra were generated from NS = 50 snapshots
chosen from 500 ps MM-MD trajectories at 10 ps intervals. Such
intervals are long enough to enable exchanges of the hydrogen bonded
water molecules forming the solvent cage (50) and, therefore, guaran-
tee the statistical independence of the snapshots. Keeping the solvent
cages ﬁxed the LF molecule’s structures of minimum potential energy
were calculated by steepest gradient descent. The dipole gradients and
Hessians were determined by ﬁnite differences like in the MT ⁄BP
calculations on the isolated molecule.
Automated mode matching. Due to the large numbers NS of
snapshots and M = 3N-6 of LF normal modes, it would be cumber-
some to classify all these modes by visual inspection. Such a
classiﬁcation is necessary, because the spectral order and the compo-
sition of the normal modes vary from snapshot to snapshot. Therefore,
we designed a procedure for an automated mode classiﬁcation, which
we will describe now.
For the ith snapshot (i = 1, …, NS) the energy minimized LF
conﬁguration
ci ¼ ðr1;i; . . . ; rN;iÞT 2 R3N ð1Þ
is given by the position vectors rn;i 2 R3 of the LF atoms (n = 1,…,N).
From the mass weighted DFT ⁄MM Hessian calculated for snapshot i
we obtained theM eigenvectors qi;a 2 R3N, which are associated to the
normal modes a = 1,…, M with nonvanishing frequencies mi,a „ 0.
Because we are mainly interested in the mid-IR spectral region cov-
ering the range from 1150 to 1750 cm)1, we restricted our analysis to
the m < M normal modes featuring frequencies vi,a within that range.
Thus, our automated mode classiﬁcation was restricted to m = 25
normal modes a instead considering the complete set (M = 87).
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If one wants to compare the modes qj;b of another snapshot j with
those of the given snapshot i, the conﬁguration cj has to be ﬁtted to ci
by suitably rotating and translating the coordinates rn;j. For the
conﬁguration cj this transformation may be formally written as
cij ¼ Xij cj þ tij; ð2Þ
where Xij 2 R3N  R3N and tij 2 R3N rotate and translate, respectively,
the coordinates rn;j of all atoms in an identical fashion. The optimal ﬁt
is then given by the requirement that the Euclidean distance
dij ¼ jcij  cij ð3Þ
of the transformed conﬁguration cij from the reference conﬁguration ci
becomes minimal. The rotations Xij may then be used to transform the
normalized eigenvectors qj;b into the coordinate system of the best ﬁt
through
qij;b ¼ Xijqj;b: ð4Þ
The transformed eigenvectors qij;b can now be compared with the
eigenvectors qi;a associated to the reference conﬁguration ci by forming
scalar products and computing absolute values, i.e. by
ðVijÞa;b ¼ jqi;a  qij;bj: ð5Þ
If the modes qi;a and q
i
j;b derived for the snapshots i and j are as
identical as the frequency orderings, then the m · m matrix ðVijÞa;b is
the unit matrix da,b. For differing frequency orderings and identical
modes it is the matrix da,p(b), which derives from da,b by permuting the
m columns with a permutation p. For similar modes one obtains a
matrix with elements 0  ðVijÞa;b  1, which still resembles one of the
permutation matrices just characterized and, in each row a, has a
maximum entry ðVijÞa;bðaji;jÞ at a location bðaji; jÞ. The pointers bðaji; jÞ
represent a classiﬁcation of the modes qij;b, b = 1,…,m, obtained for
the snapshot j in terms of the modes a of snapshot i.






for the matching of the m modes qij;b on the references qi;a. This score





hViji; 0  hVii  1 ð7Þ
then measures, how well the modes qi;a of snapshot i represent the
modes of all other snapshots j. Choosing each of the NS snapshots i as
the reference, evaluating the global scores Eq. (7) and searching for the
maximal value hVi^i among the NS results hVii yields the snapshot i^,
whose modes qlb  qi^;b feature the best representation of all modes qij;b
calculated by DFT ⁄MM for the liquid phase (‘‘l’’) and matched onto
the LF geometry c1
i^
in snapshot i^. Clearly, we will obtain such a best
representative i^ for each liquid model considered.
For each liquid model, the representative modes qlb were ﬁnally
classiﬁed in terms of the DFT reference modes qga, which had been
calculated by MT ⁄BP for the isolated LF and had been assigned to
local modes by visualization as well as by calculation of the PED.
Here, we identiﬁed the position bðaÞ of the maximum entry ðVg1Þa;bðaÞ
in each row a of the overlap matrix
ðVg1Þa;b ¼ jqga  q1bj ð8Þ
and took this value ðVg1Þa;bðaÞ as a measure for the quality, at which the
liquid phase modes are classiﬁed by our automated procedure. For the
evaluation of Eq. (8) the structure c1
i^
of the liquid phase representative
i^ was matched to the structure cg from the MT ⁄BP treatment of the
isolated LF (‘‘g’’).
Liquid phase IR spectra. To obtain the liquid phase spectra from the
DFT ⁄MM snapshot ensembles we performed mode speciﬁc statistics.
Based on the classiﬁcation bðaji^; jÞ of the modes qj;bðaji^;jÞ in terms of the
reference modes q1a we obtained the frequencies vj;bðaji^;jÞ associated to
the reference frequency vi;a and calculated for each snapshot ensemble
the average frequencies hvai and the corresponding variances
q2a ¼ hðva  hvaiÞ2i. Furthermore, we evaluated the average mode
intensities hIai. Following the arguments and assumptions presented in
(22) and (52) and denoting the speed of light by c0 the liquid phase IR











of Gaussian peaks centered at the mode frequencies hvai and
inhomogeneously broadened with the scaled standard deviations
ra ¼ 0:6qa. The scaled widths ra serve to approximately
compensate the corresponding overestimate inherent to the INMA
approach (52).
RESULTS AND DISCUSSION
As a decisive prerequisite for the intended comparison of our
DFT ⁄MM descriptions [cf Eq. (9)] with experimental IR
spectra of ﬂavins in solution (10–12,14–19), we have to make
sure that we can reliably extract the peak positions hvai of the
IR bands from the INMA ensembles, which cover the
frequencies vi;b and normal modes qi;b calculated for
NS = 50 snapshots i. Here, the challenge is that, within a
snapshot ensemble, the normal mode frequencies and compo-
sitions exhibit strong variations, which are caused by differ-
ences of the solvent cages.
The automated procedure for normal mode classiﬁcation
introduced above in Materials and Methods represents our
way of meeting this challenge and we will ﬁrst show that it
actually enables a high quality mode classiﬁcation. As our
sample data set we chose the INMA results associated with the
T3 snapshot ensemble described in Materials and Methods. T3
comprises data on snapshots taken from a 500 ps MM-MD
simulation of LF in TIP3P water.
Quality of mode matching
For each snapshot i in T3 we evaluated the score hVii deﬁned
by Eq. (7), which measures the quality, at which the 25 mid-IR
normal modes of snapshot i can represent the corresponding
normal modes of all other snapshots j. Subsequently, we
ordered the snapshots according to decreasing hVii, i.e.
½hVii>hVji ) i<j.
Figure 2 shows the resulting scores hVii for the properly
ordered snapshots i in T3 and demonstrates by the small
variation of the values hVii that the modes of all snapshots can
represent those of the T3 ensemble at a comparable quality. In
Figure 2. Mode matching scores hVii as deﬁned by Eq. (7) for the 50
properly ordered snapshots i in T3.
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fact, the score of the best representative (i = 1) is only by
5.7% larger than the average score hhViii ¼ 0:6873.
Next we used the overlap matrix ðVg1Þa;b deﬁned by Eq. (8)
to compare the normal modes q1b ¼ q1;b of the best represen-
tative with the reference modes qga determined from the DFT
treatment of the isolated LF. Figure 3 plots the maximum
entries ðVg1Þa;bðaÞ found in the m = 25 rows a of the matrix
over the unscaled average liquid phase frequencies
hvai 2 ½1150cm1; 1750cm1.
Figure 3 reveals that for most modes a the maximum
overlaps ðVg1Þa;bðaÞ are large and close to one. Correspond-
ingly the average value is 0.83. Only in the spectral region
between 1350 and 1450 cm)1 the overlaps are 14% below the
average such that, here, the classiﬁcation of the liquid phase
modes in terms of the DFT results on the isolated molecule is
a little less accurate. From the PED classiﬁcation of the DFT
modes one ﬁnds (data not shown) that many modes in this
region belong to methyl vibrations.
Further below, in comparisons between computed and
observed vibrational spectra, we will concentrate on ﬁve high
frequency marker bands, whose mode matchings are high-
lighted in Fig. 3 by black bars. The corresponding bands
dominate the experimental spectra of oxidized ﬂavins in the
mid-IR spectral region and have the additional advantage to
be detectable in spectroscopic studies on ﬂavins embedded in
protein binding pockets (9,66). For the corresponding modes
the overlaps are seen to be quite large indicating that their
classiﬁcation in liquid phase calculations should be straight
forward.
The latter statement is corroborated by Fig. 4, which
complements the quantitative mode match of Fig. 3, by
graphical representations of the atomic displacements charac-
terizing the ﬁve marker modes in the isolated LF (column
MT ⁄BP) and in the liquid phase representative (column T3),
respectively. Line wise comparisons of the mode pictures
immediately demonstrate that the mode compositions hardly
change upon transfer of LF from the vacuum into the TIP3P
liquid. In contrast, the frequencies are quite strongly redshifted
by this transfer.
According to Fig. 4 the two highest frequency marker
bands belong to stretching vibrations of the two carbonyl
groups C4=O4 and C2=O2, whereas the three lower frequency
marker bands belong to C=N and C-C stretches localized
within the isoalloxazine moiety. In the mode labels listed in the
central column of Fig. 4 the subscripts ‘‘+’’ and ‘‘)’’ indicate
in-phase and out-of-phase relations, respectively, among the
various bond stretches contributing to the normal modes. Note
here that Table S5 in Section 3 of the Supporting Information
contains a characterization of all those fourteen mid-IR
normal modes in terms of PED, for which experimental data
and results of a previous normal mode analysis (13,21) are
available.
In summary, the above mode matching results have
demonstrated that the automated classiﬁcation of the modes
contained in the INMA ensembles is quite reliable. Partic-
ularly for the marker bands it allows us to identify the mode
compositions and the peak positions hVai at a high
accuracy. Thus it enables a vibrational analysis of the
IR spectra observed for fully oxidized ﬂavins in solution
(10–12,14–19).
Figure 3. Maximum mode overlaps ðVglÞa;bðaÞ [cf Eq. (9)] between the
normal modes of the isolated lumiﬂavin and those of the best
representative for the snapshot ensemble T3 calculated by DFT and
DFT ⁄MM, respectively, and plotted over the liquid phase frequencies
hvai. Highlighted in black are the mode matchings of the ﬁve marker
bands used further below in comparisons with experimental data.
DFT ⁄MM, density functional theory ⁄molecular mechanics.
Figure 4. Drawings of the modes computed for the ﬁve marker bands.
MT ⁄BP: isolated lumiﬂavin (LF); T3: ensemble representative for LF
in TIP3P water. The symbols at the center are the mode labels
explained in the text. The frequencies are the DFT results va (MT ⁄BP)
and the instantaneous normal mode analyses averages hvai from
DFT ⁄MM (T3). DFT ⁄MM, density functional theory ⁄molecular
mechanics.
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Vibrational analysis of dyes in solution: Role of frequency
scaling
For a quantitative comparison of a calculated with an
observed vibrational spectrum one generally needs a scaling
factor, which serves to minimize the inevitable difference
between the two sets of numbers [see e.g. Ref. (30)]. Such a
scaling factor is method speciﬁc. In a DFT treatment of an
isolated molecule, for instance, it is valid for a combination of
certain functionals with a speciﬁc basis set. It is usually
determined for a set of small reference molecules with well-
known gas phase spectra. Subsequently it enables quite
accurate predictions of the vibrational gas phase spectra of
other molecules with similar chemical composition and size.
Clearly one needs a suitable factor for frequency scaling
also in any attempt to describe the solution spectra of a large
dye molecule in a DFT ⁄MM setting. Here, one would
preferentially like to use a scaling factor applicable to the
prediction of the gas phase spectra by the chosen DFT
approach, because then the comparison of DFT ⁄MM spectra
for ﬂavins in solution or in protein binding pockets with
corresponding observations can enable conclusions on the
quality, at which the MM model of the environment can
describe the solvatochromic shifts in the vibrational spectra.
For ﬂavin dyes, however, vibrational gas phase spectra are (to
our best knowledge) unknown and, therefore, no data basis for
evaluating a scaling factor for the speciﬁc MT ⁄BP approach
used by us (see Materials and Methods for details) is available.
Because we eventually aim at computing the IR spectra of
ﬂavin chromophores in blue light receptor proteins and will
need a suitable scaling factor for this purpose, we are now
forced to employ the well characterized vibrational spectra of
ﬂavins in aqueous solution (10–12,14–18) for the computation
of the desired factor.
A scaling factor applicable to a DFT ⁄MM description of
solution spectra will not only depend on the applied DFT
approach, e.g. on the MT ⁄BP method used by us, but also on
the speciﬁcs of the MM model applied to the solvent
environment.
Comparison of unscaled DFT ⁄MM frequencies and IR
solution data
To study the issue of proper scaling we decided to use two
different and well-known potential functions for the water
molecules in the liquid, i.e. the Jorgensen’s TIP3P and TIP4P
models (61). These simple models have dipole moments of 2.35
D and 2.18 D, respectively. At the temperature of 298 K and
the density of 0.99 g cm)3 a TIP3P liquid has a dielectric
constant of about 97 (67,68), which is larger than that of liquid
water, which is 78 (69) at these conditions. A TIP4P liquid, in
contrast, has a much smaller dielectric constant of about 55
(70–72). On the other hand, the quadrupole moment of the
TIP4P model is about 23% larger than that of the TIP3P
model and will, therefore, lead to a stronger short range order
within the solvation shells of the water molecules in the liquid
phase.
To assess the inﬂuence of the solvent on the vibrational
spectra, we ﬁrst consider Fig. 5, which compares for the ﬁve
marker bands characterized in Fig. 4 the unscaled DFT ⁄MM
frequencies hvi of LF in TIP3P (T3) and TIP4P (T4) water, on
the one hand, with the vibrational frequencies observed for
FMN and FAD in water (H2O) by resonance Raman (RR)
(10,11,14) and IR (16,17) spectroscopy, on the other. Here, the
frequencies shown in the column H2O are averages of the
frequencies given in the quoted experimental studies. In
addition, Fig. 5 provides IR frequencies for RF in dimethyl
sulfoxide (DMSO) (19) and in deuterated acetonitrile
(CD3CN) (73). Note here that the dielectric constant of
DMSO is 49 (74) and that of acetonitrile 39 (75). Thus, DMSO
is only a little less polar than our TIP4P water model.
Comparing ﬁrst in the right part of Fig. 5 the frequencies of
the two carbonyl bands measured for the fully oxidized ﬂavins
in the protic and highly polar solvent H2O with the corre-
sponding frequencies observed in the aprotic and increasingly
less polar solvents DMSO and CD3CN, one immediately
recognizes blueshifts of the average carbonyl frequencies
hvc¼oi  ðv½c4¼o þ v½c2¼oÞ=2 with decreasing polarity of the
solvent. In the transition from H2O to DMSO the shift is
2 cm)1 and to CD3CN it is 8 cm
)1.
For the [C2 = O] band the blueshift, which is associated
with the transfer from H2O to the much less polar acetonitrile,
measures 14 cm)1 and, thus, is much larger than the 3 cm)1
blueshift of the [C4=O] band. In the transition from H2O to
DMSO the [C4=O] band is even shifted by 2 cm
)1 to the red.
Therefore, the 2 cm)1 blueshift of the average carbonyl
stretching frequency hvc¼oi is exclusively due to the 6 cm)1
blueshift of the [C2=O] band. Considering ﬁnally the spectral
locations of the three bands with strong C=N stretching
contributions one recognizes smaller blueshifts upon transition
from H2O to the less polar solvents or even a near invariance
([C=N]+).
Already the ﬁrst glance at the unscaled DFT ⁄MM frequen-
cies displayed in the left part of Fig. 5 reveals that all
computed values are predicted by about 45 cm)1 to the red
Figure 5. Our unscaled DFT ⁄MM frequencies hvi calculated for
lumiﬂavin in TIP3P (T3) and TIP4P (T4) water are compared with
experimental frequencies observed for fully oxidized FMN ⁄FAD in
water (H2O) (10,11,14,16,17) as well as for riboﬂavin in dimethyl
sulfoxide (DMSO) (19) and acetonitrile (CD3CN) (73). The experi-
mental H2O data were calculated by us as averages over the
frequencies given in the quoted studies. DFT ⁄MM, density functional
theory ⁄molecular mechanics; FMN ⁄FAD, ﬂavin mononucleotide ⁄ ﬂa-
vin adenine dinucleotide.
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of the experimental references. Thus, our DFT ⁄MM force ﬁeld
systematically underestimates all stretching force constants
indicating that a scaling factor larger than one will be required
for quantitative comparisons with experimental frequencies.
Considering next in more detail the inﬂuence of the two
different solvent models TIP3P and TIP4P, respectively, on the
DFT ⁄MM predictions of the spectral band positions one sees
that also in our theoretical model the C=O bands are
blueshifted upon transfer from a highly polar (T3) to a less
polar (T4) solvent. Like in the experimental H2O to CD3CN
transition also in the transfer of LF from T3 to T4 the
predicted blueshift is larger for the [C2=O] (17 cm
)1) than for
the [C4=O] band (4 cm
)1). This difference suggests that the
C2=O2 group interacts more strongly with a polar solvent
than the C4=O4 group (we will check this suggestion further
below).
The larger inﬂuence of the solvent polarity on the [C2=O]
frequency implies that the spectral gap Dvc¼o  v½c4¼o  v½c2¼o
increases with the solvent polarity, i.e. in the transition from
T4 to T3. Experimentally Dvc¼o increases from 32 cm)1 in
CD3CN, to 35 cm
)1 in DMSO and to 43 cm)1 in H2O,
whereas according to our DFT ⁄MM results it increases from
26 cm)1 for T4 to 39 cm)1 for T3. If one considers the proper
description of Dvc¼o as an important goal for a DFT ⁄MM
treatment of LF in aqueous solution, then the frequencies
displayed in Fig. 5 argue that we should choose the highly
polar TIP3P as our solvent model.
For the bands with C=N stretching contributions the
DFT ⁄MM model calculations predict blueshifts upon transfer
from TIP3P into the less polar model TIP4P, which is in nice
agreement with the experimental ﬁndings. Here, one should
bear in mind, however, that the T3 to T4 transition is one
among water models, whose polarities (as measured by
the dipole moments) and protic strengths (as measured by
the quadrupole moments) differ in opposite ways, whereas the
experimental transitions move from a polar and protic solvent
composed of small molecules (H2O) to less polar and aprotic
solvents composed of larger molecules.
To ﬁnalize the choice of our MM model for water we
minimized for the ﬁve marker bands the root mean square
deviation (RMSD) between the experimental H2O data and
our scaled DFT ⁄MM frequencies calculated for LF within the
T3 and T4 settings. We found for T4 that the scaling factor
1.0254 reduces the RMSD to the minimal value 13.1 cm)1,
whereas for T3 the minimal RMSD is 12.2 cm)1 at the scaling
factor 1.0310. Thus, the optimally scaled T3 treatment models
the experimental data for all marker bands better than T4,
which is why we choose the optimally scaled T3 results from
now on in comparisons with vibrational data on ﬂavins in
aqueous solution.
Solvation of LF’s carbonyl groups
The above suggestion that the C2=O2 group features stronger
interactions with a polar solvent than the C4=O4 group can be
checked by comparing the associated radial distribution
functions gOH(r) of the hydrogen atoms H, which are
contained in the liquid water near the carbonyl oxygen atoms
O. These distribution functions have been extracted from the
1 ns MM-MD simulation of LF in TIP3P water as described in
Materials and Methods section.
Figure 6 shows the distribution functions gOH(r) thus
obtained for the atoms O2 (solid line) and O4 (dashed line)
of the LF molecule in TIP3P water. The ﬁgure clearly
demonstrates that more H atoms are found near the oxygen
O2 than near O4. Integrating the functions gOH(r) up to a
distance of 2.5 A˚ and, thus, covering the ﬁrst solvation shell
one ﬁnds on average 2.6 hydrogen atoms near O2 but only 2.3
hydrogen atoms in the vicinity of O4.
The differently strong solvation of the two ﬂavin carbonyl
groups is explained by our DFT and DFT ⁄MM results on the
isolated and the solvated LF molecule, which comprise ESP
atomic charges (37,60). According to these partial charges (see
Table S1) the dipole moment p2 of the C2=O2 group is by
about a factor of two larger than the dipole moment p4 of the
C4=O4 group. This factor is independent of the environment
as both dipole moments are predicted to be 31% larger for the
solvated than for the isolated ﬂavin. Correspondingly, the
stronger dipole p2 can bind and order the dipolar water
molecules much better than the weaker dipole p4.
Conversely, the enhanced ordering in the solvation shell of
O2 as compared to that of O4 will cause a stronger reaction
ﬁeld at O2 than at O4. The different strengths of these reaction
ﬁelds, which are generated by the respective solvation shells,
are the reason why the solvation shifts are larger for the
[C2=O] than for the [C4=O] mode [for a detailed explanation
of such an effect see Ref. (54)].
Choice of Lennard-Jones potentials
The variation of the solvent model discussed in connection
with Fig. 5 above is by no means the only modeling choice, on
which one has to decide in a DFT ⁄MM description of solution
spectra. Another subtle issue is the choice of the LJ potentials
surrounding LF’s carbonyl oxygen atoms, which also may
affect the carbonyl solvation. This insight leads to the
question, to what extent the calculated solvation patterns
and the solution spectra are inﬂuenced by this choice.
The connection between LJ parameters and local solvation
patterns has been investigated by Freindorf et al. (76) in a
DFT ⁄MM setting. For a series of small organic molecules
described by DFT and embedded in TIP3P water these authors
studied the hydrogen bonding between the DFT fragment and
the surrounding MM water. From these DFT ⁄MM calcula-
tions the authors determined optimized LJ potentials, which
keep the atoms of the DFT fragments at proper hydrogen
bonding distances and interaction energies with respect to the
surrounding MM water molecules. For essentially all atom
types occurring in the studied DFT fragments the resulting LJ
Figure 6. Radial distribution functions gOH(r) of the water hydrogen
atoms surrounding the ﬂavin oxygen atoms O2 (solid line) and O4
(dashed line) of lumiﬂavin in TIP3P water.
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parameters were found to differ from the standard values
prescribed by the applied AMBER (77) force ﬁeld.
As we have seen above, LF features two carbonyl groups
capable of forming strong hydrogen bonds with the surround-
ing water. In view of the quoted results we were uncertain,
whether the standard LJ parameters suggested by our
CHARMM22 force ﬁeld (40) for the carbonyl oxygen atoms
lead to a reasonable description of the hydrogen bonding at
these locations and, therefore, to an accurate DFT ⁄MM
calculation of the solvatochromic shifts determining the
carbonyl frequencies (20,54).
We checked this parameterization issue by calculating
additional INMA spectra of LF in TIP3P and TIP4P water
using altered LJ parameters for the LF oxygen atoms O2 and
O4. Here we chose the values, which are suggested in
CHARMM22 (40) for oxygens in hydroxyl groups. These
atom types feature increased van der Waals radii. As docu-
mented by Figures S2 and S3 in Section 2 of the Supporting
Information, the increased van der Waals radii of the oxygen
atoms O2 and O4 actually cause weaker solvations of the two
carbonyl groups both in TIP3P and TIP4P water and
corresponding blueshifts (10–15 cm)1) of the carbonyl stretch-
ing frequencies while leaving the spectral positions of other
bands nearly invariant. However, concerning the description
of the experimental spectra (10,11,14,16,17) of fully oxidized
ﬂavins in water the altered LJ parameter did not seem to
render better results. Therefore, we decided to stick to the
combination T3 of the TIP3P water model with the original LJ
parameters suggested by CHARMM22 for oxygen atoms in
C=O groups.
Comparison to a continuum method
The conventional approach to estimate solvation effects in
quantum chemical calculations is the use of continuum models
such as Cosmo (33). Using this approach, the B3LYP
functional (78,79) and the TZVP basis set (58), Klaumu¨nzer
et al. (31) have recently presented a DFT description of the
solvation effects in the IR spectra of RF upon transfer from
the gas phase into DMSO. Despite the differences of DFT
functionals, basis sets and solvent polarities it is interesting to
compare the solvation effects predicted by Klaumu¨nzer et al.
with a continuum model for the mildly polar DMSO with our
explicit and microscopic modeling of a strongly polar aqueous
solution.
This comparison is shown in Fig. 7. It is simpliﬁed by the
availability of experimental spectra on ﬂavins in H2O and on
RF in DMSO (19). To guarantee the fairness of the compar-
ison we have applied analogous scaling procedures to the two
computational methods, which implies for the frequencies of
the ﬁve marker bands calculated by Klaumu¨nzer et al. (31) for
RF in DMSO that we have minimized the RMSD from the
associated IR data (19) and have applied the resulting scaling
factor of 0.993 also to their vacuum results.
Concerning the gas phase IR spectra of LF and RF, the
scaled frequencies displayed in columns MT ⁄BP and B3LYP
of Fig. 7 represent predictions. These two DFT predictions
are remarkably similar with a RMSD of only 6.6 cm)1
implying that the differences of the residues R attached to
the isoalloxazine atom N10 and the choices of the DFT
descriptions are of minor importance. The qualities, at which
the two computational approaches describe the respective
experimental solution data, can be compared by considering
the RMSDs 12.2 cm)1 (T3) and 7.7 cm)1 (Cosmo) of the
calculated from the corresponding experimental frequencies.
Thus, our DFT ⁄MM-INMA approach performs on the
spectra of fully oxidized ﬂavins in H2O slightly worse than
B3LYP ⁄Cosmo on the spectra of RF in DMSO. Because
both DFT methods describe the spectra of isolated ﬂavins at
a similar quality, the suboptimal performance of the
DFT ⁄MM approach must be assigned to deﬁciencies of
the applied water model. As we have seen further above, the
TIP3P model substantially overestimates the dielectric con-
stant of water [97 vs 78]. Therefore, the average carbonyl
frequency hvc¼oi predicted by T3 underestimates the exper-
imental H2O value by 12 cm
)1. Correspondingly, the spec-
tral gap between the C=N and the C=O modes is
systematically underestimated by 9 cm)1. In contrast, no
systematic deviation appears in the Cosmo description of the
DMSO data.
On the other hand, if one looks at the spectral gap Dvc¼o
between the two carbonyl bands one recognizes that
DFT ⁄MM (T3) apparently performs with 41 cm)1 better on
the experimental data for H2O (43 cm
)1) than B3LYP ⁄Cosmo
with 46 cm)1 on the IR data for DMSO (35 cm)1). Thus, it
may well be that the microscopic modeling of the solvation
shells furnished by the DFT ⁄MM approach produces, despite
the use of a too polar water model, slightly more realistic
solvation shifts at the carbonyl positions than the much
simpler continuum method. Nevertheless, one should deﬁnitely
use a more realistic MM water model in future attempts to
describe the IR spectra of molecules embedded in aqueous
solutions.
In summary, because the DFT ⁄MM and DFT ⁄Cosmo
descriptions of solvation effects are very similar, our
DFT ⁄MM approach is certainly at least as much ‘‘state of
Figure 7. Frequencies of marker bands scaled with a factor of 1.0310,
which we calculated for lumiﬂavin in the vacuum (MT ⁄BP) or
embedded in a TIP3P water box (T3), are compared with the
experimental data on ﬂavins in water [H2O, c.f. the caption to
Fig. 5]. The marker band frequencies calculated by Klaumu¨nzer et al.
(31) for isolated riboﬂavin (RF) (B3LYP) and for RF embedded in a
dimethyl sulfoxide (DMSO) continuum with the dielectric constant
46.68 (Cosmo) were scaled with a factor of 0.993 for optimal
comparison with infrared data (19) on RF in DMSO.
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the art’’ for isotropic solutions as well-established continuum
approaches. In contrast to the latter, however, it can be
applied also to nonisotropic environments such as protein
binding pockets. In addition, the DFT ⁄MM approach yields
information on the inhomogeneously broadened line widths of
the IR bands, which is outside the scope of mean-ﬁeld type
DFT continuum descriptions.
The IR spectrum of LF in water as predicted by DFT ⁄MM
To illustrate the differences between the line spectra typical for
DFT treatments and inhomogeneously broadened spectra
resulting from DFT ⁄MM-INMA calculations Fig. 8 compares
(a) the line spectrum calculated by MT ⁄BP for isolated LF
with (b) the prediction Eq. (9) for the IR spectrum of LF in
water constructed from the snapshot ensemble T3 and its
INMA treatment. Note here, that Section 4 of the Supporting
Information provides material [Eq. (S1) and Figure S4]
showing that the assumptions underlying Eq. (9) are valid in
this case.
Apart from the solvatochromic shifts of the ﬁve marker
bands, which were already discussed in connection with Fig. 5,
the comparison of Fig. 8a,b demonstrates that the C=O
stretches exhibit a much stronger inhomogeneous line broad-
ening than the C=N and C-C stretches. Note here that the
small sharp peak at 1652 cm)1 distorting the broad and intense
[C2=O] band centered at 1659 cm
)1 belongs to a C-C
stretching vibration localized within ring I of isoalloxazine
(cf Fig. 1), which generally has a small IR intensity and,
therefore, has been omitted in our previous analyses. Further-
more, in the liquid phase the combination mode [C=N]++[C-
C] + (cf Fig. 4) generates the dominant IR peak at 1559 cm
)1
whereas the higher frequency band at 1580 cm)1 (mode
[C = N]+), to which the MT ⁄BP description of the isolated
LF assigns a similar intensity, becomes relatively small.
Unfortunately, well-resolved absolute IR spectra of ﬂavins
in H2O or D2O, to which we could visually compare our
INMA spectrum in Fig. 8b, are rare. In Fig. 4 of Ref. (15),
however, there is a quite nice IR spectrum of oxidized FAD in
D2O, which exhibits a pattern of marker band intensities that
closely resembles our INMA description on LF in aqueous
solution. In particular, also here the dominant peak is located
at 1546 cm)1 and a much smaller peak at 1578 cm)1. Like in
Fig. 8b the two C=O bands at 1701 and 1640 cm)1 are
relatively broad with the lower frequency band carrying a
larger intensity and featuring a sharp side peak at 1621 cm)1.
The latter becomes much less intense in FMN (15), in which
case the similarities between our result and observations should
become even more striking. Regrettably, the FMN spectrum
was not shown in Ref. (15) but the shown FAD spectrum
nevertheless indicates that the intensities and band patterns
calculated by us using Eq. (9) seem to be quite realistic.
The visual impressions following from the inspection of
Fig. 8 are corroborated by the marker band data in Table 1,
which provide information on the band widths through the
standard deviations r and compare the intensities calculated
for LF in TIP3P water with those obtained for the isolated
chromophore through the quotients hIi=Ig. Upon transition
into the condensed phase the two carbonyl bands are seen to
become 2–3 times more strongly broadened than the C=N
and C-C bands. Furthermore, they gain a little intensity. This
intensity gain of the two carbonyl bands can be nicely
explained by the fact that the two carbonyl dipole moments
p2 and p4 increase by 31% upon transfer of an isolated ﬂavin
dye into aqueous solution (cf the discussion of Fig. 6).
Furthermore, our above ﬁnding that, independently of the
environment, p2 is about two times larger than p4 explains why
already in the isolated compound the intensities Ig of the
modes [C2=O] and [C4=O] differ by a factor of two (cf
Fig. 8a). Finally, the data in Table 1 particularly emphasize
that the transition into the liquid implies for the combination
mode [C=N]++[C-C]+ an intensity gain by about a factor of
two, whereas the mode [C=N]+ suffers an intensity loss of
about a factor 1 ⁄ 2. Thus the near equality of intensities
predicted for these modes in the isolated compound does not
prevail in the aqueous solution.
Quality checks using isotopic shifts
Compared to dynamics-based methods for the computation of
solution spectra, the INMA approach has the unique advan-
tage to make the computation of isotope effects on the IR
spectra of the solvated compounds relatively straight forward.
Figure 8. The MT ⁄BP prediction for the line spectrum of isolated
lumiﬂavin (LF) (a) is compared with the DFT ⁄MM description Eq. (9)
of the inhomogeneously broadened solution spectrum of LF in water
(b). Note that the TIP3P water is transparent and is decoupled from
the LF, because TIP3P is a stiff model. DFT ⁄MM, density functional
theory ⁄molecular mechanics.
Table 1. Instantaneous normal mode analyses results for the ﬁve
marker bands of lumiﬂavin in TIP3P water: Average frequencies hmi
scaled by 1.031; Gausssian line widths r; ratios hI i=Ig of the average
condensed phase intensities hIi to the intensities Ig of the isolated
molecule.
Mode hvi ⁄ cm)1 r ⁄ cm)1 hIi=Ig
[C4=O] 1700 15.40 1.65
[C2=O] 1659 12.99 1.19
[C=N]+ 1580 3.84 0.42
[C=N]++[C-C]+ 1559 3.82 1.95
[C=N]) 1524 5.98 1.29
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Of course, for such studies our automated procedure for mode
classiﬁcation is a decisive prerequisite, because the data
analysis rapidly becomes unmanageable without such a tool.
Studies comparing calculated with observed isotopic IR band
shifts give deeper insights into the merits of a computational
procedure, because they enable the analysis of mode compo-
sitions. Fortunately there are many spectral data (10,11,21) on
isotopically labeled ﬂavins with which we can compare our
descriptions.
To be speciﬁc, we did consider LF isotopically labeled with
13C, 15N and 2H nuclei at the positions C2, C4,0A, H3, N1,3 and
N5 within the isoalloxazine moiety, because IR (11,21) and RR
(10) spectra are available for these isotopomers of LF and
FAD, respectively. When adopting observed band shifts from
these studies, we generally took the RR data, because only
these measurements refer to a ﬂavin (FAD) in aqueous
solution. The IR data, in contrast, were measured for solid
state probes of ﬂavins dried on KBr disks. Because the [C2=O]
mode is not detected in the RR measurements, we were forced
to adopt the solid state IR isotope shifts for this mode. Only
for one isotope label, i.e. for the deuteration of the N3H3
group, there are many IR data on fully oxidized ﬂavins in D2O
(10,12,15,18). To determine an experimental consensus on the
spectral shifts induced by deuteration we formed averages of
the available shift data. By adding the observed shifts to our
consensus H2O marker band spectrum shown in Fig. 5 we
constructed ‘‘experimental’’ marker band spectra of isotopi-
cally labeled ﬂavins in aqueous solution.
Figure 9 compares for the ﬁve chosen isotopomers the
calculated (black) and experimental (gray) frequencies of the
marker bands. The numbers at the frequency terms of the
isotopomers are the isotope shifts. Note, that the Supporting
Information provides in Table S6 a detailed list of the isotope
shifts calculated for a series of further ﬂavin bands.
Already the ﬁrst glance at Fig. 9 demonstrates that the
pattern of calculated level shifts (black lines) nicely agrees with
the observed pattern. The associated RMSD is 4.5 cm)1. A
closer inspection of the details shows certain expected fre-
quency shifts.
The label 13C2 mainly shifts the calculated [C2=O] band by
36 cm)1 to the red, which closely matches the experimental shift
of 32 cm)1. Thus, this band is dominated by the C2=O2
vibration as illustrated by Fig. 4. Similarly, the substitution
13C4,0A is predicted to shift the [C4=O] band by 38 cm
)1 to the
red.Here, the experimental value of 51 cm)1 is somewhat larger,
but theory and experiment agree that this substitution leads to
sizable redshifts also of the C-C and C=N stretching bands.
Interesting are the simultaneous redshifts of the carbonyl
bands upon deuteration of N3, because it indicates that the
N3H3 bending mode couples to the stretches of both neigh-
boring C=O groups in the native compound. Deuteration
strongly shifts this bending mode toward lower frequencies
and, thus, decouples the bend from the C=O stretches. For
the native compound the coupling is clearly revealed by the
mode patterns depicted in Fig. 4, according to which the N3H3
bend makes a larger contribution to [C2=O] than to [C4=O].
Correspondingly, the [C2=O] band is predicted to shift more
strongly (19 cm)1) than the [C4=O] band (10 cm
)1). Here the
experimental redshifts are 27 cm)1 and 13 cm)1, respectively.
On the other hand, the isotopic labels at N1,3 and N5 entail
much less dramatic variations of the marker band positions,
indicating for the C = N stretches that these modes are
strongly delocalized (cf Fig. 4).
SUMMARY AND OUTLOOK
The above discussion of isotopic shifts has demonstrated
by the close match of experimental and calculated values, that
the DFT ⁄MM description provides a precise insight into the
normal mode compositions of oxidized ﬂavins in water.
The preceding results have additionally shown that it can,
after proper scaling, not only quite accurately predict the
frequencies of the IR bands for such ﬂavins, but also their
intensities and line-shapes.
With the scaling factor of 1.031 determined in our study, we
have established a DFT ⁄MM approach that should be suited
to compute the IR spectra of fully oxidized ﬂavins in protein
environments like, e.g. BLUF domains at a reasonable
accuracy. Here, ‘‘reasonable accuracy’’ means that the RMSD
between experimental spectra and DFT ⁄MM predictions
should not exceed the value of 10 cm)1 by a large margin –
provided that the molecular model of the solvated protein is
close to the solution structure [cf e.g. Ref. (38) for a detailed
discussion of this issue]. It will be also interesting to see how
our scaled DFT ⁄MM-INMA method will perform on the
condensed phase IR spectra of ﬂavins in other redox states. If
the expected accuracy can be demonstrated to prevail also for
such ﬂavins in solution, the application of our scaled
Figure 9. Comparison of scaled DFT ⁄MM (black) and experimental
frequencies (gray) for native and isotopically labeled ﬂavins. The
experimental reference data were extracted from the literature




15N5 indicate the isotopic substitutions. The column
‘‘native’’ repeats the scaled DFT ⁄MM-INMA results ‘‘T3’’ from Fig. 7
and the consensus experimental data ‘‘H2O’’ given in Fig. 5.
DFT ⁄MM, density functional theory ⁄molecular mechanics; INMA,
instantaneous normal mode analyses.
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DFT ⁄MM-INMA approach to protein structures and the
comparison with time-resolved IR data can provide insights
into structural details of the protein–chromophore interactions
and their changes during the light-induced functional photo
cycles.
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SUPPORTING INFORMATION
Additional Supporting Information may be found in the online
version of this article:
On nine pages the Supporting Information provide in four
sections a total of four ﬁgures (S1–S4), six tables (S1–S6), one
equation (S1) and various pieces of text explaining and
documenting (1) our CHARMM22 type force ﬁeld for LF
and FMN; (2) the consequences of choosing different LJ
potentials for the carbonyl oxygens on the carbonyl solvation
and the LF solution spectra; (3) the assignment and isotopic
shifts for nine additional vibrational bands of LF in aqueous
solution; and (4) the validity of the Gaussian model Eq. (9) for
the DFT ⁄MM-IR spectra derived by the INMA procedure.
This material can be found as PDF document.
Please note: Wiley-Blackwell are not responsible for the
content or functionality of any supporting information sup-
plied by the authors. Any queries (other than missing material)
should be directed to the corresponding author for the article.
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Der folgende Abdruck 1
„Supporting Material to the manuscript:
Density Functional Theory Combined with Molecular Mechanics:
The Infrared Spectra of Flavin in Solution“
Benjamin Rieff, Gerald Mathias, Sebastian Bauer und Paul Tavan
enthält zusätzliche Informationen über die Betrachtungen der DFT/MM generierten IR
Schwingungsspektren von oxidiertem Lumiflavin in Wasser, die nicht im Haupttext der
ersten Veröffentlichung enthalten sind. Auf neun Seiten, gegliedert in 4 Abschnitte, stellt
die Supporting Information insgesamt vier Abbildungen, sechs Tabellen, eine Gleichung
und verschiedene Diskussionen bereit, die (i) das CHARMM22 ähnliche MM Kraftfeld
für das Lumiflavin und das FMN, (ii) die Konsequenzen von unterschiedlich gewählten
Lennard-Jones Parametern der Carbonylsauerstoffe auf die Solvatisierung sowie die IR
Schwingungsspektren von Lumiflavin, (iii) die Bandenzuordnung und Isotopenshifts für
weitere neun Schwingungsbanden des Lumiflavins und (iv) die Aussagekraft der zu Grun-
de gelegten Gauss‘schen Modelle für die DFT/MM-INMA Spektren von Lumiflavin do-
kumentieren und erklären.
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1 CHARMM22 TYPE FORCE FIELD FOR ISOALLOXAZINE
1 CHARMM22 type force field for isoalloxazine
The CHARMM22 [1] force field does not cover the isoalloxazine moiety. Because we needed a
corresponding parameter set for our MM-MD simulations of LF in aqueous solution, we had to
generate such a set. As explained in Section Methods we carried out, for this purpose, DFT
calculations on the isolated LF and DFT/MM calculations on LF in TIP3P and TIP4P water to
determine many of the required parameters and applied homology modeling for the remaining
ones. According to Figure S1 the results are given in the tables S1-S4.
Figure S1: Chemical structure and atom labels of isoalloxazine and a definition of labels for
bonds (numbers) and angles (capital letters).
Fig. S1 uses the chemical structure of LF to introduce names for the atoms, labels for the bond
lengths (integer numbers) and for the bond angles (capital letters).
atom type qg ql atom type qg ql
N1 NN3A −0.4291 −0.6632 C8 CA3 0.1146 0.1272
C2 CN1A 0.5123 0.7244 C9 CA4 −0.2497 −0.2561
O2 ON1 −0.4890 −0.6419 H9 HP 0.1968 0.2345
N3 NN2U −0.2315 −0.2509 C9A CPTA −0.1534 −0.1809
H3 HN2 0.2631 0.3129 N10 NN2G 0.3171 0.3518
C4 CN1B 0.2558 0.3368 C0A CN5A 0.0847 0.2462
O4 ON1 −0.4266 −0.5287 C7M CT3 −0.2709 −0.3123
C4A CN5B 0.3475 0.2929 H7x HAI 0.0903 0.1041
N5 NN3A −0.4759 −0.5408 C8M CT3 −0.3117 −0.3879
C5A CPTB 0.3114 0.3861 H8x HAI 0.1039 0.1293
C6 CA1 −0.2004 −0.2774 C0M CT3 −0.3078 −0.5520
H6 HP 0.1339 0.1647 H0x HAI 0.1026 0.1840
C7 CA2 0.1184 0.1621
Table S1: CHARMM22 atom types and partial charges calculated by DFT for isolated LF (qg)
and by DFT/MM for LF in water (qg) are associated to the atom names defined in Fig. S1.
Table S1 associates certain atom types to the atom names defined in Fig. S1. In CHARMM22
S1
1 CHARMM22 TYPE FORCE FIELD FOR ISOALLOXAZINE
such types serve as selectors for force field parameters. The table extends the set of CHARMM22
standard types CN1, CN5, CPT, and CA by adding capital letters (A,B) or numbers (1,2,3,4) to
uniquely define a certain positions within isoalloxazine. The table also contains partial charges
applicable to LF in the gas phase (qg) or in water (ql). These charges were calculated by the
procedures described in Section Methods. Comparing the gas phase values |qg| with the liquid
phase values |ql| one recognizes a general increase, i.e. an enhanced polarity of the LF molecule.
CHARMM22 models the bond stretches, the angle deformations, and the stiffnesses of sp2
hybridized atoms by harmonic potentials specified by force constants and equilibrium values of
the associated internal coordinates, which are the bond lengths li, the bond angles θj , and the
so-called improper dihedral angles φk, respectively.
bond i kl[kcal/mol] l0[A˚] bond i kl[kcal/mol] l0[A˚]
1 300.2 1.384 15 384.4 1.090
2 749.1 1.227 16 326.7 1.405
3 185.1 1.420 17 300.2 1.388
4 472.2 1.024 18 295.7 1.392
5 310.3 1.386 19 265.9 1.508
6 767.6 1.225 23 265.0 1.507
7 187.6 1.503 27 249.1 1.470
8 463.5 1.307 20-22 359.4 1.100
9 284.9 1.370 24-26 359.4 1.100
10 346.1 1.409 28-30 359.4 1.100
11 379.9 1.092 31 425.9 1.312
12 327.0 1.388 32 295.0 1.461
13 315.6 1.426 33 311.6 1.425
14 354.0 1.396
Table S2: Force constants kl and equilibrium values l0 calculated by DFT for the isoalloxazine
bond lengths li, whose labels i are defined by the numbers in Fig. S1.
Table S2 lists the parameters calculated by DFT for the harmonic potentials of isoalloxazine’s
bond lengths li. Table S3 displays the corresponding data for the bond angles θj .
A dihedral angle φk is usually characterized by a label k denoting a set of four atoms. For
the improper dihedrals φk used by us to ensure the planarity of isoalloxazine the labels k are
listed in Table S4. All associated harmonic potentials have the same force constant kφ =
100 kcal/(mol·rad2) and equilibrium value φ0 = 180◦.
The description of the isoalloxazine force field is complete, as soon as also the parameters of the
Lennard-Jones (LJ) potentials are given. For these parameters we adopted the values specified
in the CHARMM22 force field [1] for the basic atom types.
The LF molecule was extended towards FMN by attaching a glycerol chain and phosphate ion
to atom N10 (cf. Fig. S1). The CHARMM22 force field provides a parametrization for these two
chemical motifs, which was adopted.
S2
2 CHOICE OF LENNARD-JONES POTENTIALS.
angle j kθ [kcal/mol rad
2] θ0 [degrees] angle j kθ [kcal/mol rad
2] θ0 [degrees]
A 105.00 123.33 M 77.00 120.14
B 249.75 117.61 N 52.20 118.65
C 70.00 115.51 O 230.00 121.27
D 91.60 127.94 P 52.25 122.71
E 117.00 122.84 Q 422.50 120.99
F 81.00 112.44 R 70.00 120.17
G 33.60 118.60 S 70.50 120.61
H 250.00 118.13 T 81.25 120.16
I 75.00 118.86 methyl at CA2 38.00 110.10
J 53.75 116.62 methyl at CA3 38.00 110.10
K 220.70 122.20 methyl at NN2G 40.50 110.10
L 78.50 118.45 methyl H-C-H 35.50 108.40
Table S3: Force constants kθ and equilibrium values θ0 calculated by DFT for the isoalloxazine
angles θj , whose labels j are given by the capital letters in Fig. S1.
labels k of improper dihedrals φk labels k of improper dihedrals φk
ON1 NN3A CN1A NN2U CPTB NN3A CA1 HP
NN3A CN1A NN2U HN2 NN3A CPTB CA1 CA2
CN1A NN3A NN2U CN1B CA1 CPTB CA2 CA3
CN1A NN2U CN1B ON1 CA2 CA1 CA3 CA4
NN2U CN1A CN1B CN5B CA2 CA3 CA4 HP
NN2U CN1B CN5B NN3A CA3 CA2 CA4 CPTA
CN1B CN5B NN3A CPTB CA3 CA4 CPTA NN2G
CN5B NN3A CPTB CA1 CA4 CPTA NN2G CN5A
Table S4: The labels k of the improper dihedral angles φk, which are employed to guarantee the
planarity of isoalloxazine, are quadruples of atom types pointing to the four atoms, which are
harmonically forced to be coplanar.
2 Choice of Lennard-Jones potentials.
In a microscopic description of a solvent surrounding a molecule one explicitly includes the
van der Waals interactions. In addition to the electrostatics, also these interactions affect the
solvent’s short range order characterized by Fig. 6 for the neighborhood of the flavin carbonyl
groups. This insight leads to the question, to what extent the solvation patterns are influenced
by the choice of the LJ parameters for the carbonyl oxygens.
Steering the carbonyl solvation. We checked this parameterization issue by calculating
additional INMA spectra of LF in TIP3P and TIP4P water using altered LJ parameters for the
LF oxygen atoms O2 and O4. Here we slightly increased the van der Waals radii from 3.0291
A˚ to 3.1538 A˚ and the depths of the LJ potentials from 0.1200 kcal/mol to 0.1521 kcal/mol.
In CHARMM22 [1] the former values belong to atom type ON1 and the latter to ON5 (in
guanosine, e..g., ON1 models the carbonyl and ON5 the hydroxyl oxygen atoms). Depending on
the solvent model, DFT/MM spectra obtained for the modified LJ potentials will be labeled by
T3LJ and T4LJ, respectively. To assess the steering of the solvation, we have first calculated the
radial distribution functions gOH(r) of the TIP3P hydrogen atoms around the modified models
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of the LF oxygen atoms O2 and O4 from a 1 ns MM-MD simulation.
Figure S2: Radial distribution functions gOH(r) of the TIP3P hydrogen atoms surrounding
the flavin oxygen atoms O2 and O4 using standard (solid lines) and altered (dashed lines) LJ
parameters.
Figure S2 compares the distribution functions gOH(r) for the standard (solid lines) and mod-
ified (dashed lines) LJ models of the carbonyl oxygens O2 and O4. The graphs immediately
demonstrate for each of the two carbonyl groups that the larger van der Waals radii of the flavin
oxygens assumed in the modified parameterization (dashed lines) shift the distances rmax of the
first maxima to larger values. Furthermore, the number of hydrogen atoms in the first solvation
shell is found to decrease by 5 % at O2 ( from averages 2.56 to 2.43) and by 8 % at O4 (from
averages 2.28 to 2.09). The consequences of the correspondingly weakened solvation of the two
LF carbonyl groups on the calculated IR spectra will now be scrutinized. One expects, of course,
that this weakened solvation causes a blue shift of the carbonyl bands.
DFT/MM frequencies for modified Lennard-Jones parameters. Figure S3 compares
the DFT/MM vibrational frequencies of our five LF marker bands, which were obtained using
the standard LJ parameters at the carbonyl oxygens (left part) and two solvent models (T3,
T4), with the corresponding frequencies calculated by applying the modified parameters (right
part) and the two solvent models (T3LJ, T4LJ). The central column (H2O) of Fig. S3 are
the experimental consensus data from Fig. 5. For a simplified visual comparison with these
experimental data, all DFT/MM frequencies have been scaled by the factor 1.0334. This factor
has been chosen as to minimize the RMSD of the four average DFT/MM frequencies 〈νC=O〉
from the corresponding average experimental frequency.
Up to the scaling of the DFT/MM frequencies, the columns T4, T3, and H2O in Fig. S3 contain
the same data as the corresponding columns in Fig. 5. Thus the patterns of band shifts induced
by exchanging the mildly (T4) by the strongly (T3) polar solvent model are essentially identical
in the two figures. If one now increases the van der Waals radii of the LF carbonyl oxygen
atoms and, thus, applies the weaker solvation characterized by Fig. S2 to the two carbonly
groups, the DFT/MM calculations predict the expected blue shifts of the cabonyl frequencies
for both solvents (cf. columns T3LJ and T4LJ in Fig. S3). In the case of the TIP4P water model
the average carbonyl stretching frequency 〈νC=O〉 is blue shifted by 16 cm−1 and for TIP3P by
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Figure S3: DFT/MM frequencies calculated by INMA for LF in liquid water using different
models and scaled with a factor of 1.0334 are compared with the experimental consensus fre-
quencies “H2O” for fully oxidized flavins in water (see Fig. 5). The scaled DFT/MM results
cover the data already shown in Fig. 5 in an unscaled fashion, which were obtained for LF in
TIP3P (T3) and TIP4P water (T4) with the standard LJ parameters of CHARMM22 for the
carbonyl oxygens. Furthermore, they cover frequencies obtained for the modified LJ parameters
and for LF in TIP3P (T3LJ) and TIP4P water (T4LJ).
10 cm−1 by the increased van der Waals radii. In contrast, the average frequencies 〈νC=N〉 of the
three C=N marker bands are nearly invariant (±2 cm−1) upon the change of the LJ potentials at
the carbonyl oxygens for both solvents. Thus, a modification of the LJ potentials at the carbonyl
oxygens can be used to tune the spectral gap between the C=O and C=N modes. Furthermore,
such a modification apparently has only minor effects on the spectral spacings among the C=N
modes.
In contrast, the spectral gap ∆νC=O between the two high frequency carbonyl modes can be
modified somewhat more strongly by the change of the LJ potentials. In the TIP3P case, for
instance, the gap ∆νC=O decreases by 29 % [from 41 cm
−1 (T3) to 29 cm−1 (T3LJ)], whereas
for TIP4P it increases by 7 % [from 27 cm−1 (T4) to 29 cm−1 (T4LJ)]. As compared to the
experimental value of 43 cm−1 for the gap, however, solely the original T3 model furnishes a
reasonable description (41 cm−1). Therefore, we decided to consider the T3 combination of the
TIP3P water model with the standard CHARMM22 parameters for the LJ potentials of the LF
carbonyl oxygens as the most promising choice for the DFT/MM description of the IR spectra
of flavins in solution or protein environments.
There are, most probably, better choices for the solvent model and for the LJ parameters of
flavin dyes in DFT/MM calculations of condensed phase IR spectra. However, a systematic
search for an optimal parameterization is excluded by the enormous computational cost posed
by any such attempt. Here, we solely wanted to check to what extent two reasonable choices of
LJ potentials for oxygen atoms, which are used in the CHARMM22 force field [1] for different
chemical motifs, can modify spectral descriptions in a DFT/MM setting and whether, by chance,
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we might detect a better description than the CHARMM22 standard, which is T3.
3 Assignment and isotopic shifts of additional flavin bands
Here we present additional data on flavin bands in the spectra region between 1200 cm−1 and
1750 cm−1 . Table S5 shows IR frequencies for solid state LF dried on KBr discs together with
a PED assignment based on an empirical normal mode analysis [2]. These data are compared
with our scaled (1.031) DFT/MM-INMA frequencies and PED values, derived from the MT/BP
normal mode analysis of the isolated LF by using the program Gamess [3].
No. exp/cm−1 PED T3/cm−1 PED
81 1708 61 νC4=O 20 νC2=O 1700 79 νC4=O 4 νC2=O
80 1662 82 νC2=O 16 νC4=O 1659 77 νC2=O 7 δN3H
79 1621 31 νC5AC9A 15 νC4AN5 1652 17 νC6C7 17 νC5AC6
78 1583 29 νN1C0A 19 νN10C0A 1580 31 νC4AN5 18 νC0AN1
77 1552 33 νN1C0A 18 νC4AN5 1559 32 νC7C8 18 νC0AN1
76 1513 33 νC4AN5 14 νC9AN10 1524 57 νC0AN1 40 νC4AN5
68 1461 20 νC7C8 15 νC8Me 1451 18 νC8C9 5 νC5AC6
64 1425 29 νC7C8 23 νC6C7 1409 35 νC8C9 15 νC7C8
63 1413 71 δN3H 8 νC4=O 1411 65 δN3H 9 νC4=O
62 1396 33 νC2N3 33 νC2N1 1382 20 νC7C8 12 νC4C4A
61 1346 17 νC5AC6 16 νN10C0A 1353 13 νN10C0A 10 νC4C4A
60 1301 30 νN5C5A 14 νC8C9 1312 32 νN10C0A 7 νC0AN1
58 1272 22 νC4AC0A 17 νC4N3 1288 49 δCH 11 νN5C5A
57 1238 43 νC4N3 23 νC4C4A 1236 24 νC4N3 17 νC8CMe
Table S5: IR frequencies (exp) observed for solid LF in a KBr disc and assigned by an empirical
normal mode analysis to PED’s [2] (left) are compared with our scaled DFT/MM-INMA (T3)
frequencies of LF and the PED associated to the MT/BP normal modes calculated for the
isolated LF. Only the two largest local contributions to a normal mode are given in % .
To illustrate the normal mode compositions we calculated in addition to the PED also DFT/MM-
INMA isotopic band shifts for the isotope labels enumerated in the caption to Fig. 9 (omitting,
however, the deuterated case and all marker modes). Table S6 compares the isotopic band shifts
calculated for LF in TIP3P water with IR data [2, 4] on solid state LF and with RR shifts
measured for FAD in water [5].
The mode compositions of the five marker bands α = 81, 80, 78, 77, and 76 are extensively
discussed in the paper. At this point we, therefore, solely add a few remarks on the character and
compositions of some of the remaining 9 modes additionally covered by the Table S6. According
to our DFT/MM results the modes 75-69 and 67-65 are dominated by methyl deformations,
which carry mostly negligible intensities. The corresponding bands were experimentally not
determined and, therefore, these modes are not listed here.
Inspecting Table S6 clearly demonstrates that the calculated level shifts nicely agree with the
observed ones. If we choose as experimental reference, whenever possible, the average shifts
resulting from the IR and RR experiments we find that our calculated shifts deviate from the
observed shifts by an RMSD of only 2.9 cm−1. This value is well within the limits of the
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cm−1 T3 IR RR T3 IR RR T3 IR RR T3 IR RR
79 1652 0 0 −1 −2 0 0 −1 0 0 −1
68 1451 −2 −2 −1 −5 −3 −5 −1 −2 −1 −2 −2 −1
64 1409 −3 0 −3 −6 0 0 0
63 1411 0 0 −3 −2 −1 0
62 1382 −5 −13 −1 −8 −2 −4 −12 −2 −1 −1 0
61 1353 −5 −6 −2 −12 −12 −8 −2 −2 0 −2 −2 +1
60 1312 −1 −1 −6 −4 −1 −3 −3
58 1288 −2 −3 −2 −4 −1 −1 −2 −4
57 1236 0 −11 −4 −4 −3 −8 −9 −1 −2 +1
Table S6: Comparison of scaled DFT/MM and experimental frequencies representing IR [2, 4]
and RR [5] data for native and isotopically labeled flavins. The column labels 13C2,
13C4,0A,
15N1,3, and
15N5 indicate the isotopic substitutions. The column ”native” repeats the scaled
INMA results of the T3 ensemble. The data for the five marker bands are omitted here, because
they are displayed in Fig. 9.
experimental uncertainty, because the RMSD between the isotopic shifts determined by IR and
RR, respectively, is 4.5 cm−1.
Also the details of our band assignment agree very well with the observed isotopic shifts. Con-
sider, for instance, mode 79. Applying an empirical normal mode analysis Abe and Kyogoku
[2] calculated PEDs (see Table S5), which indicate that this mode is mainly a mixture of the
C5A-C9A and C4A=N5 stretching vibrations. In contrast, our DFT (and DFT/MM) calculations
assign only C-C stretches localized in ring I of isoalloxazine but no contribution of the C4A=N5
stretch to mode 79. Our result is consistent with the spectroscopic data for the isotopic substi-
tution at N5. In agreement with our DFT/MM result, experimentally this substitution induces
shifts of at most 1 cm−1. If mode 79 would contain a substantial contribution of the C4A=N5
stretch, then one would expect a larger effect of this particular isotope substitution. Thus, for
this mode our DFT(/MM) based normal mode analysis provides a more realistic description of
the mode compositions than the quoted empirical normal mode analysis.
We leave it to the reader to compare for some of the other modes the details of the observed and
calculated isotopic shifts with the predicted mode compositions. Admittedly, we cannot explain
some of the discrepancies between the RR and IR data, which are most strikingly visible for
mode 62 and may be due to the different experimental conditions with RR referring to aqueous
solution and IR to the solid state.
4 Gaussian approximation for IR line shapes obtained by INMA
Eq. (9) assumes Gaussian shapes for the inhomogeneously broadened IR bands of flavin in
solution. To check this assumption Fig. S4 compares three different representations of the
INMA results on the IR spectrum of LF in TIP3P water.
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Figure S4: The IR spectrum of oxidized LF generated directly from the INMA snapshot ensemble
through Eq. (S1) (green line) is compared with the Gaussian model Eq. (9) (black line) and with
a correponding model (red line), which employs instead of the scaled widths σα = 0.6ρα for each
mode α the unscaled standard deviations ρα of the frequencies να,j within the ensemble of
snapshots j = 1, . . . , NS .

















in which the double sum runs over all modes α and all NS snapshots j in the ensemble. Thus,
the IR spectrum is represented as an ensemble average of normalized Gaussian lines centered
at the INMA frequencies να,j and weighted with the INMA intensities Iα,j . As widths of the
Gaussians we chose the small value κ = 4 cm−1.
The green kernel estimate Eq. (S1) of the IR spectrum is compared with a Gaussian model
drawn in red, which derives from Eq. (9), if one replaces the scaled line widths σα by the
unscaled standard deviations ρα of the mode frequencies να,j within the ensemble of snapshots
j. Finally, the black spectrum exactly represents Eq. (9), i.e. is constructed using the scaled
widths σα = 0.6ρα, which serve to approximately correct the neglected effects of motional
narrowing.
The red spectrum represents a smoothened version of the green spectrum, which is characterized
by sizable fluctuations. Particularly in the high-frequency region of the two carbonyl modes the
superposition Eq. S1 is by no means smooth indicating not quite sufficient statistics. On the
other hand, in the green and red spectra the line widths are quite similar. Particularly, the
two C=O bands ar not easily distinguishable. Upon scaling of the band widths, which tries to
correct the systematic overestimate of band widths characteristic for the INMA approach, the
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2.3 Lumiflavinradikale in Wasser
In BLUF Domänen ist ein oxidiertes Flavin eingebettet. Nach der Photonenabsorption
wird das gebundene Flavin auf Grund von Elektron- und Protontransfer Prozessen in tran-
siente Radikalzustände überführt und liegt im Lichtzustand wiederum als oxidiertes Mo-
lekül vor. Da also Redox-Effekte eine entscheidende Rolle beim Photozyklus der BLUF
Domäne spielen, galt es zu ergründen, ob auch Radikalzustände des Lumiflavins mit der
in Abschnitt 2.1 eingesetzten Methode adequat beschrieben werden können.
Der nachfolgend abgedruckte Artikel 1
„IR spectra of flavins in solution: DFT/MM description of redox effects“
Benjamin Rieff, Sebastian Bauer, Gerald Mathias und Paul Tavan
in J. Phys. Chem. B 115, 2117–2123 (2011),
den ich zusammen mit Sebastian Bauer, Gerald Mathias und Paul Tavan veröffentlicht ha-
be, beschäftigt sich deshalb mit der Frage, wie sich unterschiedliche Redoxzustände des
Lumiflavins auf das DFT/MM generierte IR Schwingungsspektrum auswirken. Ausge-
hend von der vorangegangenen Arbeit wurden mit demselben DFT/MM Hybridverfahren,
demselben Wassermodell und demselben Frequenzskalierungsfaktor die IR Schwingungs-
spektren für ein anionisches und ein neutrales Lumiflavinradikal in Wasser berechnet.
Auch wenn in diesen Fällen eine deutlich dünnere Basis experimenteller Resultate in der
Literatur vorliegt, so kann gezeigt werden, dass die verwendete DFT/MM-INMA Methode
auch für diese Radikalzustände eine exzellente Vorhersage der experimentellen Resultate
liefert und somit in der Lage ist, die beobachteten Schwingungsspektren zu charakterisie-
ren und zu erklären.
1Reproduced with permission. Copyright 2011 American Chemical Society.
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ABSTRACT: The functional reactions in blue light photo-
receptors generally involve transiently reduced ﬂavins ex-
hibiting characteristic infrared (IR) spectra. To approach a
theoretical understanding, here we apply density functional
theory (DFT) to ﬂavin radicals embedded in a molecular
mechanics (MM)model of an aqueous solution. Combining
a DFT/MM approach with instantaneous normal-mode
analyses (INMA), we compute the IR solution spectra of
anionic and neutral ﬂavin radicals. For a set of mid-IR
marker bands, we identify those changes of spectral locations, intensities, and widths, which are caused by sequentially adding
an electron and a proton to the oxidized ﬂavin. Comparisons with experimental IR solution spectra of ﬂavin radicals show the
accuracy of our DFT/MM-INMA approach and allow us to assign the observed bands. The room temperature ensembles of solvent
cages required for the INMA calculations of the IR spectra are generated in an MM setting from molecular dynamics (MD)
simulations. For the solvated ﬂavin radicals, these MD simulations employ MM force ﬁelds derived from DFT/MM calculations.
’ INTRODUCTION
Many enzymatically catalyzed biochemical reactions use ﬂavin
dyes as cofactors.1 These dyes exhibit diﬀerent redox and proton-
ation states and, therefore, can promote both electron and proton
transfer processes.2 Figure 1 depicts the valence structures of
isoalloxazine, which is the structural core motif of ﬂavins, for the
fully oxidized form (top) and the neutral semiquinone radical
(bottom).3 The various ﬂavins, e.g., riboﬂavin (RF), ﬂavin mono-
nucleotide (FMN), or ﬂavin adenine dinucleotide (FAD), are
distinguished by the respective substituents R.1
The photochemistry of ﬂavin dyes steers the light-induced
reactions of blue light photoreceptors4 such as photolyases,5
cryptochromes,6 LOV (light-oxygen-voltage),7 or BLUF (blue light
sensoring using FAD)8 domains. Electron transfer reactions gen-
erating diﬀerent ﬂavin redox states in blue light photoreceptors were
intensely studied by vibrational spectroscopy.9-14 To identify the
spectral signatures of chromophore-protein interactions,15 refer-
ence spectra were measured for ﬂavins in solution12-14,16-22
includingmany isotopically labeled compounds. For oxidized ﬂavin,
normal-mode analyses were carried out with the aim of assigning
observed bands to vibrational modes.23-25
Because of overlapping apoprotein bands, the identiﬁcation of
ﬂavin bands in the infrared (IR) spectra of ﬂavoproteins is
generally diﬃcult. Frequently, however, the stretching vibrations
of the two carbonyl groups in the isoalloxazine moiety (see
Figure 1) can be identiﬁed. If one can reliably analyze such
spectroscopic data by a computational method, then one can
decipher the chromophore-protein interactions.10,12
To establish such a computational method, we have recently
calculated25 the inhomogeneously broadened IR spectra of
oxidized ﬂavins in aqueous solution by a hybrid approach26
combining a density functional theory (DFT)27,28 description
of the ﬂavin with a molecular mechanics (MM) model of its
liquid phase environment. Here, the liquid was tuned to a temp-
erature of 300 K and a pressure of 1 atm by molecular dynamics
(MD) simulation. We calculated the IR solution spectra by the
protocol29 for “instantaneous normalmode analysis” (INMA), which
meanwhile has been established as a viable tool for the computationof
condensed phase IR spectra in several applications.30-34 The INMA
Figure 1. Chemical structures and atom labels of oxidized isoalloxazine
(top) and of its neutral semiquinone radical (bottom).
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protocol was chosen because for large dyes such as ﬂavins it is
much more cost-eﬀective than dynamics based methods31-37
(for explanations, see refs 25, 33, and 34). As a further improve-
ment of the INMA protocol, we additionally suggested and
successfully applied an automated method for optimal mode
matching,25 which enables the rapid computation of average
mode frequencies and intensities from large structural INMA
ensembles generated by MD simulations.
For the frequency scaling factor, which induces for oxidized
ﬂavin an optimal match between our DFT/MM results and the
spectroscopically observed band positions, we found the value
1.031 and we expressed the expectation that it should remain
valid also for other redox states.25 As is common in theoretical
vibrational spectroscopy,38 scaling factors are method speciﬁc.
The particular approach used by us combines a DFT description
of ﬂavin, which we denote by the shortcut “MT/BP”,30,31,39 with
a MM model for the surrounding water, for which we chose the
stiﬀ “transferable interaction potential using three points”
(TIP3P).40 The MT/BP method is implemented in the plane
wave DFT program CPMD41 and comprises the gradient-
corrected exchange functional of Becke,42 the correlation func-
tional of Perdew,43 and the norm-conserving pseudopotentials of
Martin andTroullier44 together with a plane wave cutoﬀ of 70 Ry.
Flavin Lennard-Jones parameters, which are additionally re-
quired for a complete speciﬁcation of the DFT/MM interface26
between the DFT solute and the TIP3P aqueous solvent, were
given in our preceding paper25 together with a complete DFT-
derived MM force ﬁeld for oxidized ﬂavins, which enables pure
MM-MD simulations of ﬂavin in condensed phase.
For aqueous solutions of the oxidized ﬂavin and of its isotope
derivatives, our properly scaled DFT/MM calculations turned out
to explain the shapes and spectral locations of the observed IR bands
quite well.25 Extending our preceding study, it is the purpose of this
contribution to check at what quality our scaled DFT/MM
approach additionally predicts the IR solution spectra of ﬂavin in
other redox states. The DFT/MMdescription of these IR spectra is
of special interest to us, because we eventually want to apply our
DFT/MM approach to the analysis of time-resolved IR data11,45,46
on the light-induced reactions, which in BLUF domains lead from
dark-adapted initial states to light-adapted signaling states, and
because these reactions involve transiently reduced ﬂavins.11,46
Our contribution is organized as follows. First, we will shortly
sketch the computational methods subsequently applied to the
computation of the IR spectra of reduced ﬂavins in aqueous solu-
tion. Like in our preceding study,25 also here we chose lumiﬂavin
(LF), which is the methyl derivative (R = CH3) of isoalloxazine,
as our model compound, because it is smaller than RF, FMN, or
FAD. Thus, we subsequently present the IR spectra calculated by
our DFT/MM INMA technique for the anionic radical LF•- and
the neutral radical LFH• in TIP3P water at ambient temperature
and pressure. These results are compared with our previous
DFT/MM results on oxidized ﬂavin25 and with spectroscopic
data.3,12,13,17,19,20,47
’METHODS
Nearly all aspects of the computational methods applied here
to calculate the IR spectra of reduced LFs by DFT/MM and
INMA were thoroughly described in our preceding study25 on
oxidized LF solvated in water. Therefore, a condensed sketch of
these methods shall suﬃce except for the diﬀerences required by
the DFT treatment of the unpaired electron in LF•- and LFH•
and associated with the modiﬁed MM force ﬁelds newly derived
here for these two reduced ﬂavins.
The DFT/MM calculations were carried out with the hybrid
method developed in ref 26, which provides an interface between
the MM-MD program EGO48 and the plane-wave DFT code
CPMD.41 To account for the unpaired electron in the radicals, we
combined the local spin density approximation,49 as provided by
CPMD, with the DFT functionals, pseudopotentials, and plane-
wave cutoﬀs characterizing the MT/BP approach sketched above.
For both LF radicals, a MM force ﬁeld was derived fromMT/BP
calculations exactly following the procedures explained in ref 25
for the case of oxidized LF. The resulting MM force ﬁelds are
compatible with and have been partially adopted from CHAR-
MM22.50 The parameters calculated for the CHARMM22-type
force ﬁelds of LF•- and LFH• are listed in Tables S2-S5 of the
Supporting Information.
For the generation of the INMA snapshot ensembles of the LF
radicals in water, we also adopted the procedures described in the
preceding paper.25 Thus, in a pure MM-MD setting, the LF
radicals were solvated in periodic boxes containing 1970 TIP3P
water moleceules and were equilibrated in the Gibbs ensemble
for 1 ns at the temperature T = 300 K and the pressure p = 1 atm.
Subsequently, for each radical, a set of 20 snapshots was taken at
10 ps time intervals from a 200 ps trajectory, from which solution
adapted atomic partial charges were calculated by DFT/MM as
average “electrostatic potential” (ESP)26,51 charges. With the
new partial charges, the systems were once again equilibrated for
200 ps in the NpT ensemble. Afterward, the systems were
simulated in the NVT ensemble for 500 ps. Every 10 ps, which
is long enough to guarantee mutual statistical independence,31 a
total of 50 snapshots were taken representing the INMA
ensembles for the DFT/MM computation of the liquid phase
IR spectra. Additional 1 ns NVT simulations served to compute
radial distribution functions of the water molecules in the
neighborhood of the ﬂavin oxygen atoms O2 and O4 (system
conﬁgurations sampled every 200 fs).
While freezing for all members of the INMA ensembles the
solvent cages at the snapshot conﬁgurations, the ﬂavin radical
structures of minimum potential energy were computed by steepest
gradient descent. To evaluate the IR intensities, the dipole gradients
were calculated by ﬁnite diﬀerences displacing each atom symme-
trically by (0.01 Å from its equilibrium position. For each INMA
ensemble, the normalmodeswere classiﬁed by the automatedmode
classiﬁcation procedure developed in ref 25. The normal modes of
the particular snapshot, which was determined to be the best
representative for the respective INMA ensemble, were character-
ized by calculating potential energy distributions (PED) with the
help of the program Gamess.52
From the DFT/MM snapshot ensembles, we performed mode
speciﬁc statistics to obtain Gaussian bands whose combination
models the liquid phase IR spectra. Applying our automated mode
classiﬁcation, we calculated for both radicals the INMA ensemble
average intensities ÆIRæ, frequencies ÆνRæ, and variances FR2 =
Æ(νR - ÆνRæ)2æ for all modes R with νR ∈ [1250,1750] cm-1.
Because INMA neglects motional narrowing and, therefore, over-
estimates the band widths FR,32 we applied an approximate correc-
tion by scaling FR with 0.6. Denoting the speed of light by c0, the
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of Gaussian peaks centered at the mode frequencies ÆνRæ and
inhomogeneously broadened with the scaled standard deviations
σR = 0.6FR. The validity of the Gaussian superposition model
eq 1 is demonstrated in the Supporting Information. Here,
Figure S9 compares a suitable representation of the original
INMA data with the Gaussian model, and the accompanying text
guides through this comparison.
’RESULTS AND DISCUSSION
We start the presentation of our DFT/MM results on the IR
spectra of the LF radicals by ﬁrst showing how the sequential
addition of an electron and a proton aﬀects the intensities,
frequencies, and widths of seven important ﬂavin marker bands
κ = 1, ... , 7, which are identﬁed in and extracted from the respective
INMA ensembles by our automated mode matching procedure.25
For ﬁve of the corresponding modes and for the oxidized state, a
detailed analysis has been given in ref 25. As mentioned in the
Introduction, in this preceding paper, we additionally determined
the method speciﬁc scaling factor of 1.031. We now applied this
factor to all computed INMA frequencies for a hopefully optimal
match with experimental data.
IR Spectra of LF Radicals in Water as Predicted by DFT/
MM. Figure 2 compares the DFT/MM predictions constructed
by eq 1 for the three LF redox states under consideration. Thus,
Figure 2 refers (a) to the oxidized LF,25 (b) to the anionic radical
LF•-, and (c) to the neutral radical LFH• in TIP3P water
(temperature 300 K, pressure 1 atm). The bands of the seven
marker modes are labeled in parts a-c by the mode identifiers
κ. Each spectrum is normalized to its respective intensity
maximum, which has a different value for each of the three LF
states. Therefore, the visual comparison of parts a-c of Figure 2
can solely indicate shifts of frequencies and band widths that are
caused by sequential electron and proton attachment.
Already the ﬁrst glance at Figure 2 demonstrates that the IR
spectra of LF, LF•-, and LFH• are predicted to be drastically
diﬀerent concerning the relative spectral orderings, intensities,
and widths of the assigned marker bands. Here, the changes of
the relative spectral orderings are visible through the shown
permutation of the mode identiﬁers κ in going from part a to c.
Because the understanding of the underlying frequency shifts is
greatly simpliﬁed by a diﬀerent representation of the data, which
will be given further below, we will ﬁrst concentrate on the overall
diﬀerences of spectral shapes.
While the INMA model for the IR spectrum of LF (see
Figure 2a) is dominated by the sharp and intense band 5 at
1560 cm-1 and additionally features two broad high-frequency
bands at 1700 and 1659 cm-1, respectively, the IR spectrum
predicted for the anionic radical LF•- in part b lacks any high-
frequency bands. Instead, it is characterized by an intense and
very broad double peak near 1615 cm-1 and three lower intensity
peaks in the spectral region around 1500 cm-1. Similarly, also
spectrum c calculated for LFH• lacks high-frequency bands and
shows a somewhat narrower and, therefore, partially structured
double peak near 1620 cm-1. However, this spectrum is domi-
nated by a sharp and intense peak at 1549 cm-1, which is labeled
by the mode identiﬁers 5, 7, and 7* and closely resembles the
dominant peak 5 of the LF spectrum. Here, the new mode
identiﬁer 7* points to the in-plane vibration of the hydrogen
atom H5 (cf. Figure 1) additionally present in LFH•.
Table 1 lists the changes of the average intensities ÆIæ and line
widths σ induced by the attachment of an electron and a proton
by relating values calculated for the LF radicals to corresponding
values in the oxidized LF.25 According to our DFT/MM results,
the electron transfer, which generates the anionic radical LF•-,
increases the intensities of most bands. This eﬀect is particularly
pronounced for the bands belonging to modes 3 and 7. A notable
exception, however, is the prominent LF band 5, whose intensity
strongly decreases upon electron attachment. Note that bands 1,
2, and 7 become sharper and the other marker bands broader in
this transition. Adding a proton yields the neutral radical LFH•.
Compared to LF, our DFT/MM treatment predominantly
predicts for LFH• decreased marker band intensities (the excep-
tions are bands 1 and 3) and smaller band widths (an exception is
band 3). As a result, the IR spectrum of LFH• should be less
intense and much more strongly structured than that of LF,
whereas the partially sharpened and partially broadened spec-
trum of LF•- should be more intense, if one disregards the sharp
and dominant peak 5 in the IR spectrum of LF.
The compositions of those normal modes, which give rise to
spectral features, are scrutinized in the Supporting Information.
Here, Figure S8 graphically displays for LF, LF•-, and LFH• and
for the seven marker modes κ the atomic displacements calcu-
lated by DFT/MM for the three snapshots, which our automated
mode classiﬁcation25 determined to be the best representatives of
the respective INMA ensembles. The graphs in Figure S8 clearly
reveal both the partial changes and partial invariances of the
Figure 2. DFT/MMdescription of the IR spectra of (a) LF,25 (b) LF•-,
and (c) LFH• in TIP3P water obtained from the respective INMA
ensembles by our automated mode matching25 and modeled by the
Gaussian superposition eq 1. Seven marker bands are labeled by the
mode identiﬁers κ.
Table 1. Shapes of Marker Bands in LF Radicalsa
LF•- LFH•
κ
b ÆIæ/ÆILFæc σ/σLFd ÆIæ/ÆILFæc σ/σLFd
1 1.59 0.50 1.59 0.52
2 1.25 0.81 0.82 0.65
3 4.83 2.05 1.67 1.08
4 0.14 3.02 0.43 0.75
5 0.06 1.71 0.43 0.91
6 2.20 1.09 0.40 0.55
7 6.50 0.55
aBand shapes are measured by shapes in oxidized LF. bMode identiﬁer
obtained by automated matching.25 c INMA ensemble average intensity
ÆIæ. d Scaled standard deviation σ of INMA frequencies.
2120 dx.doi.org/10.1021/jp111334z |J. Phys. Chem. B 2011, 115, 2117–2123
The Journal of Physical Chemistry B ARTICLE
normal mode compositions that are caused by sequentially
adding an electron and a proton to the oxidized LF. The
Supporting Information additionally contains three tables
(Tables S6-S8), which list the PEDs calculated for 13 high-
frequency normal modes including, of course, the seven marker
modes. These data enable us to characterize the variousmodes by
their most important local contributions, which, in the case of the
marker modes, are stretches [X—Y] of certain bonds connecting
atoms X and Y. In the following analysis of frequency shifts, we
will use corresponding mode labels.
For a better insight into the spectral band shifts, Figure 3
displays the average and scaled INMA frequencies Æνæ for the
oxidized LF, the anionic radical LF•-, and the neutral radical
LFH• in TIP3P water. Furthermore, the average intensities ÆIæ
are indicated by the thicknesses of the bars. The subscripts “þ”
and “-” at the mode labels [X—Y] denote in-phase and out-of-
phase relations, respectively, among the stretches of bonds X—Y
contributing to the normal modes (cf. Figure S8 in the Support-
ing Information). The subscript “RI” points to ring I of isoallox-
azine (cf. Figure 1).
Figure 3 demonstrates that nearly all LF bands get more or
less strongly red-shifted upon electron attachment with the sole
exception of the out-of-phase C-C single bond stretching mode
7, which experiences a 11 cm-1 blue-shift. Adding a proton and
thereby localizing the added electron then shifts nearly all
vibrational frequencies to the blue (except for mode 1, whose
frequency remains invariant). Like the red-shifts of the LF f
LF•- transition, also the LF•-f LFH• blue-shifts are of varying
size, which we now consider in some more detail.
In the oxidized LF, the highest frequency band 1 at 1700 cm-1
belongs to the [C4dO]þ stretching vibration. This band is
strongly red-shifted by as much as 102 cm-1 in both radical
states. Concurrently, mode 1 gains a considerable admixture of
the C2dO2 stretch, which is larger for LFH• than for LF•- (cf.
the Supporting Information). According to our DFT/MM
treatment the [C2dO]- band, which in LF is calculated at
1659 cm-1, is red-shifted by 31 cm-1 in LF•- and by 26 cm-1 in
LFH•, respectively. As compared to LF, mode 2 features en-
hanced contributions of the C4dO4 stretching and N3—H
bending vibrations in both radical states (cf. the Supporting
Information). Here, it now represents the carbonyl stretch of
highest frequency.
The dominant band in the IR spectrum of LF belongs to mode
5 and is calculated at 1560 cm-1. Mode 5 mainly consists of the
in-phase combination [CdN]þ of the CdN double bonds in
isoalloxazine (cf. Figure 1). According to Figure 3, in LF•-, band
5 is split into two diﬀerently red-shifted and much weaker bands
at 1500 and 1475 cm-1, respectively, which contain additional
contributions of C-C stretches and methyl deformations (see
the Supporting Information). Protonation shifts this band again
sizably to the blue to 1549 cm-1 and increases its intensity, such
that its spectral position and intensity in LFH• resemble the
corresponding LF values (up to a 11 cm-1 red-shift and a
somewhat smaller intensity). In LFH•, the underlying mode
exhibits large admixtures of mode 7 and is spectrally close to a
mode (7*), which is a combination of mode 7 with the in-plane
bending vibration of the hydrogen atom added at N5. Note that
mode 4 shows even a larger blue-shift thanmode 5 in the LF•-f
LFH• transition. As a result, the corresponding band appears at
1622 cm-1, i.e., way above the lowest frequency carbonyl
vibration 1 at 1598 cm-1.
Most remarkable among the many spectral diﬀerences be-
tween LF and the two radicals, which we have discussed above,
are perhaps the diﬀerently large red-shifts of the two carbonyl
bands and the resulting reversal of their spectral ordering. To
provide a physical interpretation of these ﬁndings, we will now
discuss the changes of carbonyl solvation induced by electron
and proton attachment.
Solvation of the Carbonyl Groups for Different LF Redox
States. The solvation of the two LF carbonyl groups can be
described by the radial distribution functions gOH(r), which
provide statistics on the distances r between the carbonyl
oxygens O and the water hydrogens H occurring in the
surrounding liquid. Such distribution functions were extracted
from 1 ns MM-MD simulations of different LF redox states
embedded in TIP3P water (see the Methods section).
Figure 4 shows the distribution functions gOH(r) thus ob-
tained for the atoms O2 (a) and O4 (b) of LF (solid lines), LF•-
(dashed lines), and LFH• (dotted lines) in TIP3P water at 300 K
and ambient pressure. A close inspection of the ﬁgure indicates
that for all three redox states more H atoms are found near O2
than near O4. Integrating the functions gOH(r) up to a distance of
2.5 Å and, thus, covering the ﬁrst solvation shells, one ﬁnds for LF
on average 2.6 hydrogens near O2 and 2.3 hydrogens near O4.
Thus, in the oxidized state, O2 is more strongly hydrogen
bonded than O4. In the LF f LF•- transition, the number of
hydrogens in the ﬁrst solvation shell increases by 15% at O2 and
by 19% at O4. In the LF f LFH• transition, the increases are
slightly smaller, measuring 14% at O2 and 16% at O4.
The diﬀerently strong solvation of the two carbonyl groups
can be explained by our DFT/MM results, which also comprise
ESP atomic charges.26,51 According to these partial charges,
which are listed for the two radicals in Table S2 of the Supporting
Information and are given for LF in ref 25, the dipole moments of
the two CdO bonds diﬀer for all LF redox states. For instance, in
LF, the dipole moment p2 of the C2dO2 bond is 4.0 D and,
therefore, much larger than the dipole moment p4 = 2.6 D of the
C4dO4 bond, which nicely explains why the C2dO2 group is
more strongly solvated than the C4dO4 group. The larger
solvation of O2 and the correspondingly stronger reaction ﬁeld
generated by the water and polarizing the C2dO2 bond53 are the
reasons why the solvatochromic shift experienced by the LF band
Figure 3. Average INMA frequencies Æνæ calculated by DFT/MM for
the seven marker bands κ of LF, LF•-, and LFH• in TIP3P water, and
scaled by 1.031. The mode intensities ÆIæ are visualized by the thick-
nesses of the bars marking the frequencies. Here, thicker bars code larger
intensities. The assignment of the normal modes resulting from our
automated classiﬁcation25 is given by the mode labels [X-Y], which
point to contributing stretches of bonds X-Y (see the text), and by the
dotted lines connecting the frequency levels.
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2 upon transfer from the gas phase into water is much larger than
the shift of the LF band 1 (see ref 25). One may therefore assume
that the diﬀerent increases of solvation noted above for the two
radicals ﬁnd a correspondence in diﬀerent increases of the dipole
moments p2 and p4.
In the LFf LF•- transition, the dipole moment p2 increases
by 11%, whereas p4 grows by as much as 37%, explaining the larger
increase of solvation at O4 than at O2 (see above). For the LFf
LFH• transition, the corresponding numbers are 9% for p2 and 38%
for p4. Therefore, in the transition to the radicals, the reaction ﬁelds
polarizing the CdObonds becomemuchmore strengthened at O4
than at O2, explaining why the [C4dO]þ band experiences larger
red-shifts than the [C2dO]- band in the transition to the radical
states (cf. Figure 3). Note here that p2 is slightly smaller for LFH
•
than for LF•-. Correspondingly, the [C2dO]- band becomes
slightly blue-shifted upon protonation of LF•-.
Comparison to Experimental Vibrational Spectra. As we
have seen above, many spectral shifts associated with the transition
from LF to its singly reduced relatives LF•- and LFH• can be
consistently explained in terms of the altered charge distributions
within the chromophores and the correspondingly modified inter-
actions with the highly polar aqueous environments. While such
physical discussions may be intellectually appealing, the question
remains whether the underlying descriptions are actually true.
For an answer to this question, a comparison with experi-
mental evidence is necessary. Here, one has to resort to a few
FTIR diﬀerence spectra between oxidized FMN and FAD and
their anionic radicals in aqueous solution.19,20 Note that one
cannot easily extract intensity estimates from such diﬀerence
spectra. More extended data on the vibrational spectra of ﬂavin
radicals, mainly on the ionic states F•-, are provided by reso-
nance Raman (RR) spectroscopy.12,13,17,47 Only one author47
presents RR data also for a neutral ﬂavin radical FH• in H2O,
namely, for that of RF. For this neutral radical, some of the IR
intensity information, which is missing in the RR data, can be
extracted from time-resolved IR diﬀerence spectroscopy of RFH•
in acetonitrile.3
Despite the quite sparse data basis, we have tried to extract from
the quoted experimental spectra the frequencies and intensities of
the marker bands in the radicals as good as possible. The results of
this analysis are the “experimental” term schemes shown inFigures 5
and 6 and labeled by the capital letters “E”. Correspondingly, the
DFT/MM results are marked by the letters “T”.
To provide a ﬁrst estimate of the quality at which our
computational resultsmatch available experimental data, Figure 5
compares the scaled average INMA frequencies Æνæ of LF25 and
LF•- in TIP3P water with the vibrational frequencies observed
for the ﬂavins (F) FMN and FAD, respectively, and for the
associated anionic radicals (F•-) in aqueous solution.
The IR spectra19,20 of the anionic radical F•- show a double
peak consisting of two intense bands at 1629 and 1604 cm-1,
respectively. Inspection of Figure 2 demonstrates that also our
DFT/MM spectrum features a double peak with maxima at 1625
and 1598 cm-1. According to the term scheme in Figure 5, these
two peaks belong to the [C2dO]- and [C4dO]þ stretching
modes calculated for LF•- at 1628 cm-1 (mode 2) and 1598
cm-1 (mode 1), respectively.54 As indicated by the dashed lines in
Figure 5, we assign the [C-C]RI stretching vibration within ring I
(mode 3) also to the second peak, because the corresponding
frequency is overestimated by our calculations for the oxidized
ﬂavin and because we assume that a corresponding frequency
overestimate is likely to occur also in the anionic radical. As a
result, the somewhat weaker band calculated by us at 1620 cm-1
should be buried under the intense peak observed at 1604 cm-1
in the FTIR diﬀerence spectra.19,20
The assignment of mode 4 calculated at 1556 cm-1 for LF•-
to the experimental band at 1565 cm-1 is obvious considering
the assignment of this mode in LF and the pattern of calculated
and observed frequency shifts resulting from electron attach-
ment. Mode 5, in contrast, is less easily assigned. Our calculations
predict that the prominent LF band 5 splits into two weaker
bands upon electron transfer. Therefore, the associated IR band
of F at 1548 cm-1 could also undergo such a splitting into the F•-
bands at 1519 and 1484 cm-1.19,20 In the IR spectrum, the weak
bands 6 and 7 are likely to be buried under the more intense
bands resulting from the splitting.
In summary, for the anionic radical in water, the root-mean-
square deviation (rmsd) between DFT/MM and experimental
band positions is 10.6 cm-1. This value is even a little smaller
than the optimal rmsd of 12.2 cm-1, which was achieved25 for
ﬁve marker modes of oxidized ﬂavin in water with a scaling factor
Figure 4. Radial distribution functions gOH(r) of the water hydrogen
atoms surrounding the ﬂavin oxygen atoms O2 (a) and O4 (b) of LF
(solid lines), LF•- (dashed lines), and LFH• (dotted lines) in TIP3P
water.
Figure 5. Average INMA frequencies Æνæ calculated by DFT/MM (T)
for LF25 and LF•- and scaled by 1.031 are compared to experimental
frequencies (E) of F and F•- extracted by us from vibrational spec-
tra.12,13,17,19,20,47 The dashed lines connecting the experimental frequen-
cies of F and F•- indicate mode assignments, which we obtained from
applications of our automated mode matching procedure to the INMA
ensembles of LF and LF•-. The dotted lines mark our assignment of
observed bands to calculated modes.
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of 1.031. This result nicely conﬁrms our expectation that the
carefully chosen scaling factor25 should be speciﬁc solely with
respect to the applied computational method but should other-
wise be applicable toDFT/MMdescriptions of all kinds of ﬂavins
in the condensed phase. Clearly, one favorable example could be
considered as rather weak evidence. Therefore, we additionally
consider the neutral ﬂavin radical in water, although here the
experimental data basis is much smaller.
Figure 6 compares the scaled average INMA frequencies Æνæ
calculated by DFT/MM (T) for LFH• in TIP3P water with
vibrational frequencies (E) observed for the neutral RF radical
FH• in aqueous solution by RR47 spectroscopy. The latter RR
spectrumexhibits two large and broad bands at 1617 and 1542 cm-1.
Interestingly, the FTIR spectrum of FH• in the much less
polar and protic solvent acetonitrile features an intense band at
1660 cm-1, a nearby weaker band at 1612 cm-1, and two equally
weaker bands at 1532 and 1508 cm-1, respectively. Because the
intense 1660 cm-1 band, which likely belongs to CdO vibra-
tions, should experience a sizable red-shift upon transfer into the
strongly polar and protic solvent water, the RR band at 1617 cm-1
must also be assigned to such modes. Similarly, the two
acetonitrile bands above 1500 cm-1 could contribute to the
broad and unstructured RR band observed inH2O at 1542 cm
-1.
If one looks at Figure 2c and imagines the application of a
strongly smoothening low-pass ﬁlter, one ends upwith two broad
bands, one peaking at 1618 cm-1 and the other at 1540 cm-1,
which is in nearly perfect agreement with the RR spectrum.47
The following points may explain the diﬀerence between the
structured and rather sharp IR bands in Figure 2c and the broad
and unstructured bands observed in the corresponding RR
spectrum: (i) the band widths in the IR spectra calculated by
the INMA procedure and the kernel estimate eq 1 may be
underestimated because of insuﬃcient statistics and of too
strongly scaled frequency standard deviations FR; (ii) intensi-
ties and band shapes in IR and RR spectra will generally diﬀer.
Thus, although the information on the experimental spectra of
FH• in H2O is quite sparse, also in this case our DFT/MM
approach enables not only the assignment of observed bands to
normal modes but also a nearly quantitative prediction of peak
positions.
Summary and Outlook. In a previous contribution,25 we
established a scaled DFT/MM-INMA approach that quite
accurately models the IR spectra of oxidized flavins in aqueous
solution and additionally assigns normal mode compositions to
observed bands. By applying this computational method to the
two flavin radicals F•- and FH•, respectively, we have now clearly
demonstrated with the results presented and discussed above
that the method can equally well predict the IR solution spectra of
flavins in other redox states. Here, we were able to predict a set of
complex spectral changes that are caused by electron and proton
attachment and cover the spectral locations, intensities, widths,
and mode compositions of the IR bands. Because our calculated
frequencies and band shapes turned out to excellently match the
available experimental data, we were able to assign the observed
bands to normal modes and to explain their spectral locations for
the given aqueous solvent.
The apparent success of our DFT/MM-INMA method in
predicting the solution IR spectra of reduced ﬂavins and in
modeling these spectra in the oxidized case now nourishes the
hope that this method should be capable of predicting the IR
spectra of ﬂavins in protein environments at a comparable
accuracy. For this purpose, it will be necessary to convert
crystallographic data on the respective ﬂavoprotein into a hope-
fully complete structural MM model, which in particular should
contain all embedded water molecules and the correct proton-
ation states of the titratable groups. For a correspondingly
realistic MM model of the protein, our DFT/MM-INMA
method should then be able to predict, e.g., the positions of
the ﬂavin vibrational bands with a rmsd of at most 15 cm-1
between computational and spectroscopic results.
In a next step, we therefore intend to apply our DFT/
MM-INMA procedure to BLUF domains, for which several X-ray
structures are available,55-57 because comparisons of calculated
IR spectra with time-resolved IR data11,46 can help to decipher
structural details of the chromophore-protein interactions and
their changes caused by the functional dynamics of the light
induced photocycles.11,45,46 Furthermore, such comparisons may
even help to decide which of the existing structural models for
these functional dynamics are correct.11,45,46,58,59
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2.4 Zusatzinformationen zu Lumiflavinradikalen in
Wasser
Der folgende Abdruck 1
„Supporting Information to the manuscript:
IR spectra of flavins in solution: DFT/MM description of redox effects“
Benjamin Rieff, Sebastian Bauer, Gerald Mathias und Paul Tavan
enthält die zusätzlichen Informationen über die Betrachtungen der DFT/MM generierten
IR Schwingungsspektren von Lumiflavinradikalen in Wasser, die nicht im Haupttext der
zweiten Veröffentlichung enthalten sind. Auf elf Seiten, gegliedert in 4 Abschnitte, stellt
die Supporting Information insgesamt drei Abbildungen, sieben Tabellen, eine Gleichung
und verschiedene Diskussionen bereit, die (i) das CHARMM22 ähnliche MM Kraftfeld
für Lumiflavinradikale, (ii) die Resultate der automatisierten Normal-Moden Analyse der
Radikalzustände, (iii) die Bandenzuordnung der sieben diskutierten sowie sechs weiterer
Schwingungsbanden der Lumiflavinradikale in Wasser und (iv) die Aussagekraft der zu
Grunde gelegten Gauss‘schen Modelle für die DFT/MM-INMA Spektren von Lumifla-
vinradikalen dokumentieren und erklären.
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CHARMM22 type force field
The CHARMM221 force field does not cover flavins. Because we needed corresponding parameter
sets for our MM-MD simulations of the LF radicals in aqueous solution, we had to generate such
sets. As explained for oxidized LF in our previous publication2 we carried out, for the purpose of
parameterization, DFT calculations on the isolated LF radicals and DFT/MM calculations on the
LF radicals in TIP3P water to determine many of the required parameters and applied homology
modeling to the remaining ones.
Figure S7: Chemical structure and atom labels of the neutral radical LFH• and a definition of
labels for bonds (numbers) and angles (capital letters).
The nomenclature used for the labeling of the atoms, bond lengths, and bond angles in LF is
displayed in Figure S7, where its is attached to the structure of the neutral radical. Employing this
nomenclature, the CHARMM22-type parameter sets obtained for the two radicals from our DFT
and DFT/MM calculations are given in the Tables S2-S5.
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Table S2: Atom typesa and partial chargesb of LF•− and LFH•
atom type qLF•− qLFH• atom type qLF•− qLFH•
N1 NN3A −0.6997 −0.6519 C8 CA3 0.0358 0.0700
C2 CN1A 0.7173 0.7481 C9 CA4 −0.2900 −0.0292
O2 ON1 −0.7719 −0.7371 H9 HP 0.1894 0.1949
N3 NN2U −0.3601 −0.4064 C9A CPTA −0.1429 −0.1901
H3 HN2 0.3288 0.3580 N10 NN2G 0.2134 0.2730
C4 CN1B 0.4671 0.4925 C0A CN5A 0.2524 0.2618
O4 ON1 −0.6991 −0.6824 C7M CT3 −0.2335 −0.3701
C4A CN5B 0.1330 0.0224 H7X HAI 0.0778 0.1234
N5 NN3A −0.6746 −0.2742 C8M CT3 −0.2299 −0.3645
C5A CPTB 0.3605 0.1797 H8X HAI 0.0767 0.1215
C6 CA1 −0.3186 −0.2904 C0M CT3 −0.4024 −0.3952
H6 HP 0.1363 0.3012 H0X HAI 0.1342 0.1318
C7 CA2 0.1228 0.1958 H5 HP — 0.1644
aCHARMM22 atom types are associated to the atom names defined in Figure S7
bESP partial charges q from DFT/MM calculations in TIP3P water averaged over
20 snapshots and given in units of e.
Table S2 associates certain atom types to the atom names defined in Figure S7. In CHARMM22
such types serve as selectors for force field parameters. The table extends the set of CHARMM22
standard types CN1, CN5, CPT, and CA by adding capital letters (A,B) or numbers (1,2,3,4) to
uniquely define certain positions within isoalloxazine. The table also contains partial charges
applicable to the anionic radical LF•− (qLF•−) and to the neutral radical LFH• (qLFH•) in TIP3P
water. These charges were calculated by the procedures described in section Methods.
CHARMM22 models the bond stretches, the angle deformations, and the stiffnesses of sp2
hybridized atoms by harmonic potentials specified by force constants and equilibrium values of
the associated internal coordinates, which are the bond lengths li, the bond angles θ j, and the
so-called improper dihedral angles φk, respectively.
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Table S3: Force constantsa and equilibrium valuesb of radical bond lengths li
LF•− LFH•
bond i c kl a l0 b kl a l0 b
1 325.9 1.371 287.0 1.382
2 666.7 1.245 691.5 1.229
3 207.0 1.410 176.0 1.429
4 478.1 1.021 459.8 1.022
5 259.5 1.404 281.2 1.384
6 691.3 1.242 667.7 1.244
7 248.5 1.466 262.6 1.450
8 336.2 1.358 355.8 1.365
9 318.6 1.356 297.3 1.379
10 331.1 1.421 362.7 1.402
11 376.1 1.094 375.5 1.094
12 332.1 1.395 341.7 1.395
13 315.4 1.415 312.9 1.417
14 336.6 1.410 353.5 1.402
15 377.9 1.092 382.1 1.090
16 338.8 1.400 334.8 1.402
17 289.1 1.400 285.9 1.402
18 268.7 1.407 270.1 1.404
19 259.6 1.512 265.1 1.507
23 263.3 1.508 266.9 1.507
27 272.6 1.455 260.2 1.463
20-22 349.5 1.100 356.5 1.100
24-26 349.5 1.100 356.5 1.100
28-30 349.5 1.100 356.5 1.100
31 369.8 1.334 381.2 1.320
32 331.6 1.429 362.5 1.416
33 306.0 1.436 322.8 1.424
34 — — 459.3 1.027
aForce constants kl in kcal/mol calculated by DFT;
bEquilibrium values l0 in Å calculated by DFT;
cBond lengths li, whose labels i are defined by the numbers in Figure S7.
Table S3 lists the parameters calculated for the anionic radical LF•− and the neutral radical
LFH• by DFT for the harmonic potentials of isoalloxazine’s bond lengths li. Table S4 displays the
corresponding data for the bond angles θ j of both radicals.
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Table S4: Force constantsa and equilibrium valuesb of radical bond angles θ j
LF•− LFH•
angle j c kθ a θ0 b kθ a θ0 b
A 220.00 124.12 250.00 123.75
B 249.75 116.85 230.00 117.47
C 90.00 116.16 105.00 115.95
D 91.60 127.96 90.00 126.44
E 400.00 120.21 225.00 124.66
F 81.00 112.97 100.00 112.38
G 145.00 118.85 110.00 118.06
H 250.00 117.40 250.00 122.10
I 85.00 119.73 80.00 121.96
J 53.75 116.20 53.75 118.46
K 220.70 123.10 250.00 121.72
L 78.50 119.19 75.00 118.68
M 77.00 118.93 77.00 119.56
N 52.20 118.26 75.00 118.45
O 230.00 121.96 230.00 122.24
P 55.00 122.37 52.25 122.22
Q 422.50 120.62 350.00 121.14
R 15.00 130.07 70.00 120.23
S 70.50 121.30 70.50 120.72
T 81.25 119.81 81.25 120.07
U — — 53.75 115.50
methyl at CA2 38.00 110.10 38.00 110.10
methyl at CA3 38.00 110.10 38.00 110.10
methyl at NN2G 40.50 110.10 40.50 110.10
methyl H-C-H 35.50 108.40 35.50 108.40
aForce constants kθ in kcal/(mol·rad2) calculated by DFT;
bEquilibrium values θ0 in degrees calculated by DFT;
cAngles θ j, whose labels j are given by the capital letters in Figure S7.
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Table S5: Labelsa of the radical improper dihedral angles φk
labels ka labels ka
ON1 NN3A CN1A NN2U CPTB NN3A CA1 HP
NN3A CN1A NN2U HN2 NN3A CPTB CA1 CA2
CN1A NN3A NN2U CN1B CA1 CPTB CA2 CA3
CN1A NN2U CN1B ON1 CA2 CA1 CA3 CA4
NN2U CN1A CN1B CN5B CA2 CA3 CA4 HP
NN2U CN1B CN5B NN3A CA3 CA2 CA4 CPTA
CN1B CN5B NN3A CPTB CA3 CA4 CPTA NN2G
CN5B NN3A CPTB CA1 CA4 CPTA NN2G CN5A
only for neutral radical LFH• HN2 NN3A CN5B CN1B
aLabels k which are employed to guarantee in both radical states the planarity of isoalloxazine,
are quadruples of atom types pointing to the four atoms, which are harmonically forced to be
coplanar.
A dihedral angle φk is usually characterized by a label k denoting a set of four atoms. The
labels k of the improper dihedrals φk, which are used by us to ensure the planarity of the two
radicals, are listed in Table S5. All associated harmonic potentials have the same force constant
kφ = 100 kcal/(mol·rad2) and equilibrium value φ0 = 180◦.
The description of the LF radical force fields is complete, as soon as also the parameters of the
Lennard-Jones potentials are given. For these parameters we adopted the values specified in the
CHARMM22 force field1 for the basic atom types.
The LF radicals were extended towards FMN radicals by attaching a glycerol chain and
phosphate ion to atom N10 (cf. Figure S7). Because the CHARMM22 force field provides a
parametrization for these two chemical motifs, we adopted these parametrizations to finish the
modelling of FMN radicals.
Results of the automated mode classification
In our previous contribution2 we have demonstrated that our automated classification of the modes
contained in a DFT/MM-INMA snapshot ensemble is reliable. It allowed us to identify mode
compositions and peak positions 〈ν〉 at a high accuracy. Therefore it enabled a vibrational analysis
of the solution IR spectra of oxidized LF in the spectral range from 1200 cm−1 to 1750 cm−1.
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[C2=O]–
Figure S8: Drawings of the modes given by the best representative of the TIP3P snapshot ensemble
of the oxidized LF, the anionic radical LF•−, and the neutral radical LFH• computed for the seven
observed bands. The symbols in the first column are the mode labels explained in the text. The
frequencies are the scaled INMA averages 〈ν〉 from our DFT/MM calculations.
Figure S8 displays graphical representations of the atomic displacements characterizing the
seven observed modes given by the best representative of the TIP3P snapshot ensemble for the
oxidized LF, the anionic radical LF•−, and the neutral radical LFH•. In the mode labels listed
in the first column of Figure S8 the subscripts “+” and “−” indicate in-phase and out-of-phase
relations, respectively, among the various bond stretches contributing to the normal modes. The
subscript “RI” points to ring I of isoalloxazine.
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Line wise comparisons of the mode pictures immediately demonstrate that, indeed, the mode
compositions change upon the electron and proton transfer to the oxidized LF. However, despite
these changes the main contributions to the modes by the respective bond stretches are retained.
Note here that, in the neutral radical LFH•, the modes 5 and 7 of the oxidized LF are represented
only by a single mode (line 5). However, due to the proton transfer to the N5 position a new band in
the spectrum of the neutral radical semiquinone appears, which is denoted by 7* and is displayed
in line 7 of the respective column.
PEDs for oxidized LF and its radicals
Here we present additional data on the vibrational bands of the LF radicals in the spectral region
between 1200 cm−1 and 1750 cm−1. Table S6 shows our scaled (1.031) DFT/MM-INMA frequen-
cies for fully oxidized LF in TIP3P water together with a PED assignment derived from DFT/MM
normal mode analysis of the snapshot, which is determined to be the best representative of the
TIP3P snapshot ensemble by using the program Gamess3 (see Ref 2).
Table S6: Average frequencies 〈ν〉 and PEDs for LF
κa ν b PED for LF c
1 1700 75 νC4=O 3 νC4−C4A 5 δN3−H
2 1659 59 νC2=O 7 νN1−C2 15 δN3−H
3 1652 27 νC6−C7 11 νC8=C9 10 νC9−C9A 10 νC5A−C6
4 1580 16 νC5A=C9A 13 νC4A=N5 12 νC8=C9 7 νC4A−C0A
5 1560 17 νC0A=N1 16 νC4A=N5 13 νC0A−N10 6 νC9−C9A
6 1524 27 νC0A=N1 11 νC9−C9A 10 νC9A−N10 8 νC6=C7
7 1513 13 νC7−C8 11 νC5A−C6 7 νN5−C5A 14 δC9−H
8 1451 10 νC9A−N10 7 νC8=C9 6 νC4A−C0A 25 δC0M−Me
9 1411 6 νC4=O 6 νN1−C2 4 νC2=O 31 δN3−H
10 1353 16 νC0A−N10 14 νC9−C9A 7 νN1−C2 5 νC2−N3
11 1312 19 νC9A−N10 8 νC5A−C6 7 νC0A−N10 6 νC4A−C0A
12 1288 5 νN5−C5A 5 νC8=C9 36 δC9−H 18 δC6−H
13 1236 19 νC8−C8M 9 νC7−C7M 6 νC7−C8 22 δC6−H
aMode identifier κ; bFrequencies 〈ν〉 in cm−1;
cPED for the best representative of the snapshot ensemble for LF in TIP3P water in %.
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Table S7: Average frequencies 〈ν〉 and PEDs for LF•−
κa ν b PED for LF•− c
1 1598 32 νC4=O 11 νC2=O 8 νC6=C7
2 1628 38 νC2=O 8 νC4=O 5 νN1−C2 31 δN3−H
3 1620 12 νC4=O 12 νC6=C7 11 νC9−C9A
4 1556 21 νC7−C8 17 νC5A=C9A 6 νC8=C9
5 1500 3 νC9−N10 2 νC9−C9A 2 νC0A−N10 18 δC0M−Me
6 1499 14 νC0A=N1 4 νC4−C4A 4 νN3−C4 9 δC7M−Me
7 1524 8 νC7−C8 7 νC9−C9A 19 δC9−H 13 δC6−H
8 1450 16 νC4A−C0A 8 νC8=C9 7 νC9A−N10 4 νN1−C2
9 1373 20 νC2=O 19 νC4=O 49 δN3−H
10 1337 31 νC0A−N10 13 νC0A=N1 8 νC4A−C0A
11 1299 12 νC9A−N10 10 νC5A−C6 6 νN10−C0M 14 δC9−H
12 1271 12 νN5−C5A 7 νC4A=N5 7 νC8=C9 20 δC9−H
13 1229 14 νC8−C8M 9 νC0A=N1 8 νN3−C4 17 δC6−H
aMode identifier κ; bFrequencies 〈ν〉 in cm−1;
cPED for the best representative of the snapshot ensemble for LF•− in TIP3P water in %.
In the Tables S7 and S8 the corresponding data of the best representatives are listed for LF•−
and LFH•, respectively.
Table S8: Average frequencies 〈ν〉 and PEDs for LFH•
mode ν /cm−1 PED for LFH• / %
1 1598 29 νC4=O 28 νC2=O 11 νC4−C4A 9 νN1−C2
2 1633 17 νC2=O 13 νC4=O 4 νN1−C2 29 δN3−H
3 1642 20 νC6=C7 13 νC5A−C6 11 νC9−C9A 8 νC8=C9
4 1622 16 νC5A=C9A 11 νC5A−C6 10 νC4A=N5 6 νC7−C8
5,7 1549 16 νC0A=N1 9 νC4A−C0A 9 νC7−C8 9 νC9−C9A
6 1527 12 νC0A=N1 11 νC9−C9A 7 νC7−C8 11 δC9−H
7* 1552 11 νN5−C5A 9 νC4A=N5 8 νC8=C9 20 δN5−H
8 1463 9 νC4A−C0A 5 νC8=C9 4 νN5−C5A 5 δC9−H
9 1383 15 νC2=O 14 νC4=O 6 νC8=C9 38 δN3−H
10 1366 12 νC8=C9 11 νC0A=N1 7 νC2=O 12 δN3−H
11 1342 17 νC0A−N10 16 νN5−C5A 10 νC9A−N10 5 νC4A−C0A
12 1280 15 νC8−C8M 8 νC7−C7M 7 νN1−C2 11 δN5−H
13 1237 30 νN3−C4 14 νN1−C2 17 δC6−H 14 δC9−H
aMode identifier κ; bFrequencies 〈ν〉 in cm−1;
cPED for the best representative of the snapshot ensemble for LFH• in TIP3P water in %.
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Gaussian approximation for IR line shapes obtained by INMA
Eq. (1) assumes Gaussian shapes for the inhomogeneously broadened IR bands of flavin radicals
in solution. To check this assumption Figure S9 compares three different representations of the
INMA results on the IR spectrum of (a) the anionic radical LF•− and (b) the neutral radical LFH•
in TIP3P water.


















in which the double sum runs over all modes α and all NS snapshots j in the respective ensemble.
Thus, the IR spectra are represented as an ensemble average of normalized Gaussian lines centered
at the INMA frequencies να, j and weighted with the INMA intensities Iα, j. As widths of the
Gaussians we chose the small value δ = 4 cm−1.
frequency ν [cm-1]
Figure S9: The IR spectra of (a) LF•− and (b) LFH• generated directly from the INMA snapshot
ensemble through Eq. (S2) (green lines) are compared with the Gaussian model Eq. (1) (black
lines) and with correponding models (red lines), which employ instead of the scaled widths σα =
0.6ρα for each mode α the unscaled standard deviations ρα of the frequencies να, j within the
respective ensemble of the snapshots j = 1, . . . ,NS.
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Figure S9 compares the green kernel estimates Eq. (S2) of the IR spectra with red Gaussian
models, which derive from Eq. (1), if one replaces the scaled line widths σα by the unscaled
standard deviations ρα of the mode frequencies να, j within the ensemble of snapshots j. Finally,
the black spectra exactly represent Eq. (1), i.e. are constructed using the scaled widths σα = 0.6ρα ,
which serve to approximately correct the neglected effects of motional narrowing.
The red spectra represent a smoothened version of the green spectra, which are characterized
by sizable fluctuations. Particularly in the high-frequency region of the two carbonyl modes the
superpositions Eq. (S2) are by no means smooth indicating not quite sufficient statistics. On the
other hand, in the green and red spectra the line widths are quite similar. Particularly, the two C=O
bands are not easily distinguishable. Upon scaling of the band widths, which tries to correct the
systematic overestimate of band widths characteristic for the INMA approach, the two C=O bands
become discernible.
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3 DFT/MM Schwingungsspektren von
Flavinen in BLUF Domänen
Wie die vorangegangenen Arbeiten gezeigt haben, lassen sich die Schwingungsspektren
von Flavinen in wässriger Lösung mit der angewendeten DFT/MM-INMA Methode sehr
gut beschreiben und erklären. Somit stehen die erforderlichen Mittel zu Verfügung, um
die Schwingungsspektren nun auch in Proteinumgebungen zu berechnen.
Der nachfolgend abgedruckte Artikel 1
„DFT/MM description of flavin IR spectra in BLUF domains“
Benjamin Rieff, Sebastian Bauer, Gerald Mathias und Paul Tavan
in J. Phys. Chem. B 115, 11239–11253 (2011)
und die dazugehörige Supporting Information
„Supporting Information to the manuscript:
DFT/MM description of flavin IR spectra in BLUF domains“
Benjamin Rieff, Sebastian Bauer, Gerald Mathias und Paul Tavan,
die ich zusammen mit Sebastian Bauer, Gerald Mathias und Paul Tavan veröffentlicht
habe, diskutieren neben den DFT/MM generierten Flavin Schwingungspektren in BLUF
Domänen auch die methodische Vorgehensweise, mit der im Allgemeinen Schwingungs-
spektren von Chromophoren in Proteinumgebungen adequat beschrieben werden können.
So zeigt sich, dass von den sieben verwendeten BLUF Strukturen, die in der PDB veröf-
fentlicht und in dieser Arbeit untersucht wurden, lediglich drei eine Erklärung der experi-
mentell gemessenen Schwingungsspektren erlauben. Wie ferner gezeigt wird, ist diese Er-
klärung jedoch nur möglich, wenn zum einen ein modifiziertes MM Proteinkraftfeld, bei
dem die elektronische Polarisierbarkeit der Elektronenhüllen geeignet einbezogen wur-
de, verwendet wird und zum anderen der Einfluss von einzelnen Wassermolekülen, die
in Folge der verwendeten MD Simulationen eine Wasserstoffbrückenbindung zum Flavin
ausbilden, berücksichtigt wird.
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’ INTRODUCTION
Biological photoreceptors mediate the responses of living
organisms to environmental light conditions. Whereas photo-
receptors such as the rhodopsins, phytochromes, and xanthop-
sins employ cofactors featuring light-induced isomerizations,1
a class of blue-light receptors, which covers the photolyases,2
the cryptochromes,3 the so-called LOV4 (light-oxygen-voltage
sensing), and BLUF5 (blue light sensing using ﬂavin) domains,
utilizes the stiﬀ ﬂavin dyes. These ﬂavin chromophores, whose
chemical core motif 6 is depicted in Figure 1c, generate the
respective biological function through light-induced redox
reactions.1 The reactions can be monitored in a temporally
resolved fashion by vibrational spectroscopy.7 The correspond-
ing spectra can provide information on the ﬂavin redox states8
and on the conformational changes in the ﬂavin binding pockets,
if they can be decoded by a suﬃciently accurate computational
method. Such a method must be capable of relating the chro-
moprotein structures, which have to be known at atomic resolu-
tion from X-ray crystallography or multidimensional nuclear
magnetic resonance (NMR)measurements, to the chromophore
spectra determined by infrared (IR) or resonance Raman (RR)
spectroscopy.
Computational hybrid methods,9,10 which combine a density
functional theory (DFT)11,12 description of the respective chro-
mophore with a molecular mechanics (MM)model of its protein
environment, are accurate enough to master the task speciﬁed
above,13,14 if the applied MM force ﬁeld is of suﬃcient quality.
Unfortunately, however, the latter condition is not necessarily
guaranteed, as long as standard nonpolarizable MM force ﬁelds
such as CHARMM22,15 AMBER,16 or GROMOS17 are used to
describe the condensed phase environment of the chromophore.
In the case of bacteriorhodopsin (BR), for instance, the quite
rigid hydrogen bonded network within the binding pocket of the
retinal chromophore turned out to be unstable in molecular
dynamics (MD) simulations with the quoted standard force
ﬁelds (see the discussion on pp 104846 in ref 18). Correspond-
ingly, DFT/MM calculations of the chromophore IR spectra
yielded quite inaccurate descriptions with CHARMM22.19 How-
ever, BR became structurally stable in MD simulations, which
employed a new BR speciﬁc polarized force ﬁeld that had been
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ABSTRACT: A class of photoreceptors occurring in various
organisms consists of domains that are blue light sensing using
ﬂavin (BLUF). The vibrational spectra of the ﬂavin chromo-
phore are spectroscopically well characterized for the dark-
adapted resting states and for the light-adapted signaling states
of BLUF domains in solution. Here we present a theoretical
analysis of such spectra by applying density functional theory
(DFT) to the ﬂavin embedded in molecular mechanics (MM)
models of its protein and solvent environment. By DFT/MM
we calculate ﬂavin spectra for seven diﬀerent X-ray and NMR
structures of BLUF domains occurring in the transcriptional antirepressor AppA and in the blue light receptor B (BlrB) of the purple
bacterium Rb. Sphaeroides as well as in the phototaxis photoreceptor Slr1694 of the cyanobacterium Synechocystis. By considering the
dynamical stabilities of associated all-atom simulation models and by comparing calculated with observed vibrational spectra, we
show that two of the considered structures (both AppA) are obviously erroneous and that speciﬁc features of two further crystal
structures (BlrB and Slr1694) cannot represent the states of the respective BLUF domains in solution. Thereby, the conformational
transitions elicited by solvation are identiﬁed. In this context we demonstrate how hydrogen bonds of varying strengths can tune in
BLUF domains the CdO stretching frequencies of the ﬂavin chromophore. Furthermore we show that the DFT/MM spectra of the
ﬂavin calculated for two diﬀerent AppABLUF conformations, which are called Trpin andMetin, ﬁt very well to the spectroscopic data
observed for the dark and light states, respectively, if (i) polarized MM force ﬁelds, which are calculated by an iterative DFT/MM
procedure, are employed for the ﬂavin binding pockets and (ii) the calculated frequencies are properly scaled. Although the
associated analysis indicates that the Trpin conformation belongs to the dark state, no clear light vs dark distinction emerges for the
Metin conformation. In this connection, a number of methodological issues relevant for such complex computations are thoroughly
discussed showing, in particular, why our current descriptions could not decide the light vs dark question for Metin.
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generated by iteratively computing20 new partial charges for the
binding pocket with a DFT/MM technique.18 Furthermore, also
the IR spectrum calculated by DFT/MM for the chromophore
closely reproduced the observations as soon as the polarized
force ﬁeld was used to model the charge distribution in the
chromophore binding pocket.19
Taking the BLUF domains as a further example, it is the
purpose of this contribution to check whether the quoted failure
of standard force ﬁelds concerning the DFT/MM description of
a chromophore vibrational spectrumwas just bad luck (and, thus,
restricted to BR) or whether similar failures should be generally
expected. Concurrently, we want to pave the way toward high-
quality descriptions of the IR spectra of BLUF chromophores. In
combination with observed IR spectra such descriptions should
be capable to provide (i) answers to the question to what extent
given crystal structures represent the solution structures of the IR
measurements and (ii) possibly even insights into the details of
the conformational changes leading from the initial dark-adapted
states to the ﬁnal light-adapted signaling states of BLUF domains.
Partially supported by X-ray structural models, NMR data,
vibrational or UV/vis spectra, and/or quantumchemical calcula-
tions various detailed models have been suggested for the dark-
light transition in BLUF domains.2133 As a common feature
these models describe reorganizations of the hydrogen bonded
networks, which are supposedly caused by light-induced
redox reactions within the ﬂavin binding pockets. The reactions
involve the electronically excited ﬂavin as the primary electron
acceptor.22,30 A subsequent proton transfer results in the tran-
sient formation of a neutral ﬂavin radical. These charge transfer
processes cause a rearrangement of the initial hydrogen bonded
network. In particular, the ﬁnal signaling state features a new or
strengthened hydrogen bond to the ﬂavin O4 atom3436 as is
witnessed by a 17 cm1 redshift of the ﬂavin C4dO4 stretching
band.3438
For the AppA (activation of photopigment and Puc expression A)
protein from the purple bacterium Rb. Sphaeroides, which
contains the most intensely studied BLUF domain, two signiﬁ-
cantly diﬀerent molecular models were determined by X-ray
crystallography and are deposited in the Protein Data Bank
(PDB, http://www.rcsb.org). One pertains to the wild-type21
(PDB-code: 1YRX) and is shown in Figure 1a40 and the other to
the C20S mutant39 [PDB-code: 2IYG, Figure 1b40]. In the wild-
type AppA BLUF model,21 the conserved residue Trp104 is
buried in the ﬂavin binding pocket. Therefore, the corresponding
BLUF conformation is called “Trpin” [Figure 1a]. In contrast, in
the C20S mutant, Trp104 is found at the protein surface,39 and
Met106 takes its position close to the ﬂavin [“Metin”, Figure 1b].
Additionally, the orientation and hydrogen bonding pattern of
Gln63 is diﬀerent in the two conformations. Assuming that one
of the conformations represents the dark state (e.g., Trpin)
and, possibly, the other the light state various intermediate
states and mechanistic transformation models have been postu-
lated for the dark-light adaptation process.2133 Up to now there
is no experimental evidence that clearly favors one of these
suggestions.
On the other hand, for various BLUF domains the vibrational
spectra of the dark and light states have been characterized in
several steady state studies.3438 Furthermore, also the kinetics
of the dark-light conversion has been carefully investigated by
time-resolved UV/vis-pump/IR-probe spectroscopy.22,30 If
one should be able to decode these spectra in terms of structure
by reliable DFT/MM calculations one might even be able to assign
Figure 1. All-atom structures of the active sites in AppA BLUF domains derived by strongly restrainedMD simulations (see theMethods section) from
(a) the so-called Trpin
21 and (b) the Metin
39 X-ray structural models. The black dotted lines indicate hydrogen bonds between the ﬂavin chromophore
and residues of the apoprotein. Panel c depicts the chemical structure and the atom labels of oxidized isoalloxazine, which is the core motif of all ﬂavins,6
and panel d illustrates the dimeric structure of the AppA BLUF domain.21,39 The illustrations in a, b, and d were generated with VMD.40
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larger or smaller degrees of plausibility to the various experi-
mental BLUF structures and theoretical mechanistic suggestions
and this is, as mentioned further above, the BLUF speciﬁc aim of
our endeavor.
In two preceding DFT/MM studies on the ﬂavin IR spectra,8,41
we have recently presented some of the basic preparatory work,
which is required to reach this aim. These studies addressed the IR
spectra of oxidized41 and reduced8 ﬂavins in aqueous solution, for
which a substantial experimental data basis is available in the
literature.4251 Here, we have predicted the solvatochromic shifts,
which should be found in the ﬂavin vibrational spectra upon transfer
from the gas phase into a highly polar and isotropic condensed
phase environment. For oxidized ﬂavin in water, we have derived
a frequency scaling factor applicable to the speciﬁc DFT/MM
approach used by uswhich brings the calculated IR frequencies close
to the experimental ones.41
As expected, this scaling factor turned out to be transferable
from the oxidized to the reduced ﬂavins in water, because neither
the DFT approach nor the MM force ﬁeld were changed in this
transition. When extending the DFT/MM description to the IR
spectra of ﬂavins embedded in protein binding pockets, however,
the transferability of the frequency scaling becomes uncertain,
because the MM force ﬁeld for a protein is not necessarily
compatible with a givenMMmodel for water. Thus, it remains to
be seen to what extent the frequency scaling factor derived from
ﬂavins in MM water actually can be extended to ﬂavins in MM
models of proteins. Further below we will initially assume
transferability, which will be critically addressed later.
The vibrational spectra of ﬂavins solvated in water4549 are
strikingly similar to those of ﬂavins in dark-adapted BLUF
domains.3438 For our computational DFT/MM study this
ﬁnding implies that an oxidized ﬂavin in water, whose DFT/
MM spectra and charge distribution were previously calculated
by us,41 should represent a reasonable model for an oxidized
ﬂavin mononucleotide (FMN) in dark-adapted BLUF domains.
In the following DFT/MM study on the IR spectra of oxidized
ﬂavin in BLUF domains, we will not only consider the two X-ray
structures of AppA BLUF quoted above but also two further
structural models for this protein25,39 (PDB-codes: 2IYI and
2BUN) as well as X-ray structures of the BLUF proteins BlrB52
(Blue light receptor B, PDB-code: 2BYC) from Rb. Sphaeroides
and Slr169424 (PDB-code: 2HFO) from the cyanobacterium
Synechocystis sp. PCC6803. Before presenting and discussing our
computational results, we will ﬁrst sketch the applied methods.
’METHODS
Like in our preparatory work,8,41 we used for the MM-MD
simulations the program package EGO,53 which treats the
electrostatics by the fast structure-adaptedmultipole method54,55
combined with a reaction ﬁeld correction53 thus implementing
toroidal boundary conditions.56 Furthermore, EGO can speed up
the integration by a multiple time step algorithm57,58and, here,
we applied a basic time step of 1 fs. Berendsen thermo- and
barostats59 were employed to control the temperature T and
pressure p, respectively. For MD simulations in the NVT
ensemble we chose T = 300 K with a coupling time of 0.5 ps,
in theNpT ensemble we additionally steered p to the target value
of 1 bar with a coupling time of 5 ps and an isothermal
compressibility of 0.46 GPa1.
As previously,8,41 the DFT/MM calculations were carried out
with the hybrid method originally suggested in ref 9, which
provides an interface between the MM-MD program EGO53
and the plane-wave DFT code CPMD.60 Following earlier
work8,13,19,41 we denote the DFT/MM approach applied to
FMN in BLUF domains by “MT/BP”, because it combines the
norm-conserving pseudopotentials of Martin and Troullier61
with the gradient-corrected exchange functional of Becke62 and
the correlation functional of Perdew.63 For theMT/BP approach
a plane-wave cutoﬀ of 70 Ry has been established as a reasonable
choice for computations of ﬂavin vibrational spectra.41
Whereas our preparatory DFT/MM calculations on ﬂavins in
water were restricted to lumiﬂavin8,41 (LF), the BLUF domains
contain the somewhat larger FMN molecules as chromophores.
To keep the size of the DFT fragment in the DFT/MM
treatments of BLUF domains at the reduced size of the LF
molecule, we have cut the covalent bond between the atoms C11
and C12 within FMN’s ribityl-50-phosphate side chain [see
Figure 1c] using the so-called “scaled position link atom
method”9 (SPLAM). Thus, the DFT fragment was eﬀectively a
LF molecule connected through SPLAM to the remainder of the
ribityl-50-phosphate side chain. Note here that a MM force ﬁeld
for the FMN chromophore is given in ref 41. The rectangular
box containing the grid for the plane-wave expansion of the
KohnSham orbitals was placed around the DFT fragment in
such a way that no DFT atom came closer than 3 Å to one of the
faces and that the box volume became minimal.
The IR spectra of FMN in BLUF domains were calculated
using the protocol13 for “instantaneous normal mode analysis”
(INMA), which has been established as a viable tool for the
DFT/MM computation of condensed phase IR spectra in several
applications.8,14,19,41,6466 Here, a normal-mode analysis is ap-
plied to the DFT fragment (LF) embedded in a MM environ-
ment (solvated BLUF protein), which is kept ﬁxed at a given
structural snapshot. Thus, the FMN can move during the DFT/
MM energy minimization in the rigid binding pocket of a BLUF
protein and the DFT/MM normal-mode analysis is executed at
the optimized geometry. Because a minimum of the potential
energy surface is reached in the conﬁgurational subspace
spanned by the coordinates of the atoms in the DFT fragment,
all frequencies are positive like in the usual normal-mode analysis
of isolated molecules. For each IR spectrum the normal modes
were identiﬁed by an automatedmode classiﬁcation procedure.41
As is common in theoretical vibrational spectroscopy,6769
the calculated DFT/MM frequencies were scaled. Initially we
used the scaling factor 1.031. This factor had been derived41 by
comparing vibrational frequencies measured for ﬂavins in aqu-
eous solution with the MT/BP description of LF in a MM water
environment, which had been modeled by Jorgensen’s “transfer-
able interaction potential using three points” (TIP3P).70
Setup of Simulation Models for BLUF Domains. To gen-
erate MD simulation models of BLUF domains solvated in
TIP3P water, we extracted from the PDB the experimental
BLUF structures listed in Table 1. The table characterizes the
structures by their PDB codes and by the names of the various
proteins enumerated at the end of the Introduction. It distin-
guishes Trpin fromMetin conformations (conf.). Figure 1, panels
a and b, provides examples for these conformations. Further-
more, the table gives the assignment of the respective authors,
whether their structure is supposed to represent the dark-
adapted resting state or the light-adapted signaling state. Finally,
the table introduces new names for the various structures, which
encode the associated protein name (A/B/S for AppA/BlrB/
Slr1694), the conformation (T/M for Trpin/Metin), and the state
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(D/L for dark/light). Note that the new name chosen for the
single NMR structure 2BUN25 is highlighted by an attached star,
i.e., this structure is denoted as ATD*.
All PDB entries contain multiple copies of BLUF structures,
because the proteins crystallized as multimers. We generally
chose chain A. Speciﬁcally in the case of entry 2IYI this choice
was motivated by a discussion in the original publication of Jung
et al.,39 which claimed that in this case chain A, which structurally
diﬀers from chain B, is a more likely model for the light-adapted
state. In the case of the NMR data, we have arbitrarily chosen the
ﬁrst structure from the set of 20 geometries deposited under the
name 2BUN in the PDB. We consider this structure as a typical
representative for the NMR results.
The atom positions for all hydrogens and for other atoms,
which are missing in the chosen PDB data sets, were added
with the help of the MD program X-PLOR.71 Here the acidic
(Asp, Glu) and basic (Arg, Lys) residues in the various BLUF
structures were chosen to be ionized, because they are located
close to the water exposed protein surfaces.
In the AppA structures solely the protonation state of His44,
which is close to the C2dO2 group of FMN, seemed to be
questionable. While the NMR solution structure 2BUN contains
a protonated His44, the authors of this structure claim in the
associated description25 that “no positively charged side chains
are near C2dO2 in the solution structure of AppA” (p 192),
which is an obvious contradiction. Furthermore, in the BlrB
structure52 His44 is replaced by Arg32, which should be posi-
tively charged, whereas the Slr1694 structure24 solely features the
polar Asn34 at this position. Due to this uncertainty we generated
for AppA structures two alternative all-atom simulation models,
one with a positively charged and one with a neutral His44. The
models with a protonated His44 are distinguished by appending
a “P” to the respective name (cf. Table 1 for the names, to which a
“P” is appended).
Next, we embedded the all-atomMD simulationmodels of the
BLUF proteins into periodic water boxes pre-equilibrated in the
NpT ensemble (T = 300 K, p = 1 bar, see further above) by
removing overlapping water molecules. The boxes were shaped
as orthorhombic dodecahedra with inner radii of about 40 Å and
contained 12 428 rigid TIP3P water molecules before the
embedding. Note here that (for both His44 protonation states)
the AppA structures ATD, AMD, and AML were modeled as
dimers to preserve the hydrophobic interfaces between the β-
sheets of the monomeric BLUF units [see Figure 1d]. Only the
NMR structure ATD* was modeled as a monomer, because a
dimeric structure is not available in this case.
To check whether the choice of monomeric and dimeric
simulation models aﬀects the predictions of the FMN vibrational
spectra we additionally embedded an AMD monomer into the
TIP3P box. Also BMD and SMLwere constructed as monomers,
because here the hydrophobic β-sheet surfaces of the BLUF
domains are separated by two additional α-helices from the
solvent.24,52
If not explicitly stated otherwise we applied the CHARMM22
force ﬁeld15 to the BLUF MD simulation systems. In the MM
fragments the bond lengths of all hydrogen atoms were kept ﬁxed
by the M-SHAKE72 algorithm.
Restrained Equilibrations of the MD Simulation Models.
To preserve the experimental BLUF structures as much as
possible during the generation of equilibrated MD simulation
models we adopted the following procedure. First the hydrogen
and the other modeled protein atoms were adjusted to the
experimental structures by short energy minimizations during
which the positions of the crystallographic atoms were kept fixed.
Coupling the thermostat exclusively to the solvent,73 like in all
subsequent MD simulations, and keeping the BLUF domains
rigid the solvent was allowed to adjust to the protein volume
during 100 ps MD simulations in the NVT ensemble. The
pressure of the solvent surrounding the rigid BLUF models
was subsequently relaxed toward its 1 bar target value in 300 ps
NpT simulations.
Then all heavy BLUF atoms were softly restrained to the
experimental coordinates rc by harmonic potentials kc(r  rc)2.
Depending on the location of the respective heavy atom within
the protein structure we used two diﬀerent harmonic force
constants. For atoms in the backbone the force constant kc was
set to 6 kcal/(mol Å2) representing a quite stiﬀ restraint. A value
of 2 kcal/(mol Å2) was chosen for the atoms in the side chains
and in FMN, which is a much softer restraint. At the target
temperature T = 300 K these potentials restrict the atomic
thermal ﬂuctuations to root-mean-square-deviations (RMSDs)
of about 0.32 and 0.55 Å, respectively. The softly restrained and
solvated protein structures were then simulated for 600 ps in the
NpT ensemble. Here, measuring the uncontrolled temperature
of the BLUF domains served as a check, whether the heat bath
(represented by the solvent) properly thermalized the solute
protein.73 Finally the barostats were switched oﬀ and further 200
ps were simulated in the NVT ensemble for data acquisition
(storage every 10 ps). From the resulting 20 snapshots we
selected for each BLUF model the snapshot featuring the best
match with the respective experimental BLUF structure.
Figure 1, panels a and b, shows for ATD and AMD, respec-
tively, the best matching structures resulting from these re-
strained MD (rMD) equilibrations. Note that the hydrogen
bonds indicated in this ﬁgure were deﬁned by the following
conditions: the donoracceptor (D-A) distance is shorter than
3.3 Å and the D-H-A angle is 130 or larger.
Polarized Force Fields for the BLUFModels.As explained in
the Introduction the X-ray structure of BR was recently shown to
be unstable in extendedMD simulations, which applied standard
(nonpolarizable) MM force fields.18 Interestingly such a struc-
tural decay was observed once again by us in extended and
unrestrained CHARMM22-MD simulations of an AMD dimer
in TIP3P water. To speed up the sampling, we had applied
for 10 ns a replica-exchange solute tempering approach,74,75
which showed a large scale motion of Tyr21 within the binding
pocket away from its original position [cf. Figure 1b] toward a
seemingly much more stable alternative position (data not shown).
Note that a similar decay of the hydrogen bonded network stabiliz-
ing the flavin binding pocket of BLUF domains was found in
Table 1. Experimental BLUF Structures.a
PDB code protein conf. state name
1YRX21 AppA Trpin dark ATD
2BUN25 AppA Trpin dark ATD*
2IYG39 AppA Metin dark AMD
2IYI39 AppA Metin light AML
2BYC52 BlrB Metin dark BMD
2HFO24 Slr1694 Metin light SML
a 2BUN is from NMR, the others from X-ray; all crystal structures are
chain A of the respective sets.
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previous 500 ps CHARMM27-MD simulations of a BlrB
model.32 Here the authors tried to fix the problem by simply
adding a water molecule.
Assuming instead that the lacking stability of a hydrogen
bonded network in BLUF domains has the same cause as in
BR,18 where it was identﬁed as the lacking electronic polariz-
ability of standard protein force ﬁelds, we decided to copy the
same healing strategy that was proven to be successful for BR.18
Correspondingly we generated polarized force ﬁelds (PFFs) for
the considered BLUF models by iteratively recalculating “elec-
trostatic potential” (ESP)76 partial charges of the amino acid side
chains surrounding the isoalloxazine in the best matching rMD
equilibrated model structures through the DFT/MM approach
characterized further above. When the residues Tyr21, Ser41,
His44, Asn45, Phe61, Gln63, Asp82, Arg84, His85, and Trp104/
Met106 as deﬁned by the AppA numbering for polarization were
chosen, the respective DFT fragments consisted of the side
chains whose covalent linkages to the backbone were cut at
the CαCβ bonds using SPLAM. We additionally included the
special water molecule, which in the AppA BLUF models is
hydrogen bonded to FMN-O2 [cf. panels a and b in Figure 1],
into the set of polarized molecular groups. The iterative DFT/
MM calculation of the ESP partial charges was ﬁnished after an
approximate self-consistency, as speciﬁed by the convergence
criterion of ESP partial charge changes smaller than 0.01 e, had
been reached for the chosen set. In this paper, the PFFs are
mainly utilized in our DFT/MM calculations on the vibrational
spectra of BLUF chromophores, where the respective polarized
BLUF models are labeled by the subscript “p”, i.e., as ATDp,
AMDp, and so on. We note, however, that unrestrained PFF-MD
simulations of the AMDp dimer showed an enhanced structural
stability of the FMN binding pocket (data not shown).
’RESULTS AND DISCUSSION
Before calculating the IR spectra of FMN in the various BLUF
models by DFT/MM, we checked to what extent the best
matching simulationmodels, which were generated by the careful
rMD equilibrations described above, retained the geometries of
the experimental parent structures. As measures we calculated
RMSDs for the experimentally deﬁned positions of protein
atoms.Whenever the electrostatic and van derWaals interactions
added by the CHARMM22 force ﬁeld are incompatible with the
experimentally suggested BLUF geometry, the deviations of the
rMD equilibrated model from its parent structure will be larger
than the expectation values associated with the softly restrain-
ing potential at the given temperature T = 300 K (values given
above) .
Stability Analysis of the rMD Equilibrated BLUF Struc-
tures.Wemeasured the compatibility of the experimental BLUF
structures with the all-atom simulation models as described by
the CHARMM22 force field using two different RMSDs, one for
the heavy atoms in the backbone and the other for the heavy
atoms in the side chains of the important residues Tyr21, His44,
Asn45, Gln63, and Trp104/Met106 (AppA numbering) deter-
mining the structure of the FMN binding pocket [see Figure 1,
panels a and b].
Figure 2a shows the RMSDs for the backbones and Figure 2b
for the side chains enumerated above. The black dotted lines are
the deviations expected for free thermal ﬂuctuations within the
respective restraining potentials. According to Figure 2a the
backbone geometries of all experimental BLUF models comply
with CHARMM22 as is witnessed by the fact that all backbone
RMSDs are smaller than the thermally expected deviation. For
the side chains Figure 2b demonstrates that most of the best
matching rMD equilibrated models remain quite close to their
experimental parents. Notable exceptions are the AML and
AMLP models,39 which exhibit RMSDs larger than the thermal
limit indicating that they are destabilized by strong forces.
Judging from these RMSDs one might additionally argue that
the NMR structures25 ATD*(P) are only marginally stable.
The physical nature of the forces destabilizing the rMD
equilibrated models AML and AMLP is analyzed in the Support-
ing Information (SI). Here we provide in Figure S11 for ATD-
(P), AMD(P), and AML(P) visual comparisons between the
experimental and the rMD equilibrated structures. An accom-
panying text discusses the structural changes, which are visible in
these ﬁgures and are caused by the rMD equilibrations. The
discussion concludes that the X-ray model AML,39 as opposed to
the other two X-ray structures ATD and AMD, is incompatible
with the electrostatics. Therefore we excluded the implausible
X-ray structure AML from further consideration.
At this point one may ask whether the structurally diﬀerent
chain B of the PDB entry 2IYI39 would have been a better choice
than the dynamically instable chain A (“AML”). Denoting the all-
atom simulation model of chain B as AMLB we found that this
model is dynamically as stable as AMD (data not shown). On the
other hand, it is also structurally extremely similar to AMD,
particularly with respect to the hydrogen bonded network
stabilizing the FMN in the AppA-BLUF binding pocket [cf.
Figure 1b]. Therefore one is led to assume that IR spectra
calculated by the DFT/MM technique for AMD and AMLB will
be extremely similar. We checked this issue and found that the
CdO stretching frequencies of FMN in AMD and AMLB
diﬀered by at most 1 cm1(data not shown). Therefore, we took
AMD as the representative for the type of hydrogen bonded
network found at the FMN in the AMD and AMLB models of
AppA-BLUF.
Note here that panels a and b of Figure 1 depict the best
matching rMD equilibratedmodels ATD and AMD, respectively.
In both cases the rMD representatives are nearly identical to the
respective parent X-ray structures (see the discussion of Figure
S11 in the SI for further details).
Figure 2. RMSDs between experimental and best matching rMD
equilibrated structures for (a) the backbone and (b) side chains in the
protein binding pocket for the BLUF models studied here
(nomenclature see Table 1). The black dotted lines show the deviations
expected at T = 300 K for thermal motion within the soft potentials
restraining the positions of the respective heavy atoms.
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Vibrational Frequencies of FMN in rMD Equilibrated BLUF
Models.Asmentioned in the Introduction, the spectral positions
of the flavin vibrational bands hardly change upon transfer from
aqueous solution4549 into dark-adapted BLUF domains.3438
Computing from the quoted publications average frequencies for
all those vibrational flavin bands, which are observed in the
15001750 cm1 spectral range, we determined that the two
sets of experimental average frequencies (water vs dark-adapted
BLUF) deviate by a rmsd of only 1.4 cm1. Therefore one is lead
to expect that such a similarity should show up also in the IR
spectra, which are computed by DFT/MM for flavins in TIP3P
water and in CHARMM22 models of BLUF domains, respec-
tively. Based on this expectation we initially took our previous
DFT/MM results on the IR spectra of fully oxidized LF41 in
TIP3P water as a reference for our new computational results on
the IR spectra of FMN in the rMD equilibrated BLUF models.
Figure 3 displays DFT/MM derived and scaled normal-mode
frequencies of FMN in the rMD equilibrated BLUF models of
AppA (ATD,21 AMD,39 ATD*,25 and unprotonatedHis44), BlrB
(BMD52), and Slr1694 (SML24). Column T3 depicts the scaled
reference spectrum of LF in TIP3P water.41 The subscripts “+”
and “” at the mode labels [XY] denote in-phase and out-of-
phase relations, respectively, among the stretches of bonds XY
contributing to the normal modes. The subscript “RI” points to
ring I of isoalloxazine [cf. Figure 1c].
As a most conspicuous feature, all BLUF models show a ﬂavin
[C4dO]+ frequency, which is strongly blueshifted with respect
to the T3 reference. Somewhat smaller blueshifts are predicted
for all [CdN]+ frequencies. In contrast the shifts of the
[C2dO] frequency exhibit strong diﬀerences among the
various models. For ATD and AMD the DFT/MM calculations
predict blueshifts of only about 20 cm1, for ATD* and BMD
blueshifts of more than 50 cm1, and for SML even a 22 cm1
redshift. With a few exceptions the remaining stretching modes
show minor and varying frequency shifts upon transfer of an
oxidized ﬂavin from TIP3P water into the rMD equlibrated
BLUF models.
For the depicted frequencies the rmsd from the reference
spectrum T3 is smallest at SML (19.8 cm1), slightly larger at
AMD (20.0 cm1), at ATD (23.2 cm1), and at BMD
(28.6 cm1). However, at ATD* the rmsd is exceptionally large
as it measures as much as 45.4 cm1. All these RMSDs (see Table
S2 in the SI) exceed the expected deviations of at most 10 cm1
by at least a factor of 2, where we have based this accuracy
expectation on previous experiences with DFT/MM descrip-
tions of condensed phase IR spectra.8,14 Despite our care in
transforming the experimental structures into all-atom simula-
tion models, certain aspects of these models must be grossly
erroneous.
This conclusion is valid even if one doubts whether the quite
large19,64 DFT/MM frequency scaling factor of 1.031 is actually
transferable from TIP3P water to CHARMM22 protein models.
A CHARMM22 adapted and most likely smaller scaling factor
will solely introduce a homogeneous compression of the fre-
quency spectra and, therefore, cannot heal the strikingly diﬀerent
computational results shown in Figure 3 for models of several
BLUF domains (AppA, BlrB, and Slr1694), whose chromo-
phores have very similar vibrational spectra.3438 Thus disre-
garding the open question on the transferability of the DFT/MM
frequency scaling factor, there remain several possible sources for
the apparent misdescriptions. These error sources may vary
among the various existing structural models and, therefore, will
be discussed by sequentially considering the various structures.
In this context we will present several computer experiments,
in which the electrostatics of BLUF residues featuring hydrogen
bonds (H-bonds) with the CdO groups of the FMN chromo-
phore are speciﬁcally modiﬁed. These computer experiments
serve to reveal the mechanisms, by which a BLUF protein can
steer the frequencies of FMN’s important CdO stretching
modes.
Why BLUF Structures Do Not Fit to Vibrational Spectra.
NMR Model ATD*. We start the discussion with the NMR
structure ATD*,25 because this model shows the exceptionally
large rmsd of 45.4 cm1 from the T3 reference. According to
Figure 3 this rmsd is mainly due to enormous blueshifts of the
two CdO stretching frequencies. Figure 3 furthermore demon-
strates that the spectrum calculated for ATD* shows substantial
deviations (rmsd: 29.3 cm1) also from the spectrum calculated
for the X-ray structure ATD21 of the same BLUF domain in the
same conformation. The large RMSDs, by which the spectrum
calculated for the solution NMR structure ATD* deviates from
the T3 reference and from the spectrum obtained for the crystal
X-ray structure ATD, require an explanation.
An obvious diﬀerence between ATD* and ATD is that ATD*
is provided in the PDB as amonomer (2BUN) instead of a dimer.
Like ATD (1YRX) also the X-ray structure AMD39 (2IYG) of the
same BLUF domain in the other (Metin) conformation is a
dimer. To check whether the monomeric modeling causes the
much larger rmsd of ATD*, we additionally calculated the IR
frequencies for FMN in a solvated AMD monomer. However,
the spectra of the AMDmonomer and dimer turned out to diﬀer
by a rmsd of only 7.2 cm1 (data not shown). Furthermore the
spectra of the AMD and ATD dimers diﬀer only by an rmsd of
6.7 cm1. Therefore, the monomeric character of ATD* cannot
be the cause for its much too large RMSDs of 29.3 cm1 from the
ATD and of 45.4 cm1 from the T3 references.
Another reason for the huge 45.4 cm1 rmsd observed
for ATD* could be the assumption that His44 is deprotonated
(cf. our remark in Methods on an apparent contradiction in ref
Figure 3. DFT/MM vibrational frequencies of FMN in the rMD
equilibrated BLUF proteins ATD, AMD, ATD*, BMD, and SML as
described by the CHARMM22 force ﬁeld.15 In the AppA models His44
is chosen as unprotonated. As a reference the DFT/MM frequencies of
LF in TIP3P water41 are shown in column T3. All frequencies are scaled
by 1.031.41
11245 dx.doi.org/10.1021/jp2043637 |J. Phys. Chem. B 2011, 115, 11239–11253
The Journal of Physical Chemistry B ARTICLE
25 concerning this issue). However, the protonation of His44
does not reduce the rmsd of ATD* verymuch. It is still 40.6 cm1
(cf. Table S2 in the SI) and, thus, by far too large. In the case of
the other AppA BLUF models ATD and AMD the protonation
even increases the associated RMSDs a little (Table S2), which
is the reason why we omitted the DFT/MM spectra calculated
for ATDP and AMDP in Figure 3. However, for the sake of
completeness the shifts introduced by the protonation of His44
in the DFT/MM vibrational spectra of the various AppA BLUF
models are illustrated by Figure S12 in the SI.
The facts that for ATD* the rmsd from the T3 reference is
about two times larger than for ATD and that, consequently,
ATD* deviates by a large rmsd from ATD, must be caused by
substantial structural diﬀerences between the underlying experi-
mental models, although they should map one and the same
protein conformation. Ideally, ATD* should represent the struc-
ture of AppA BLUF in solution and, hence, should belong to
conditions silimar to those used in vibrational spectroscopy,
whereas ATD might be modiﬁed by crystal artifacts.
Figure S13 in the SI demonstrates that ATD and ATD*
actually assign drastically diﬀerent structures to the FMNbinding
pocket of AppA BLUF (Trpin conformation). The associated
quite detailed discussion explains the diﬀerences between the
spectra calculated for ATD and ATD* as consequences of
diﬀerent protein-chromophore interactions, which are associated
with diﬀerent local structures. In particular, the discussion argues
that the missing H-bond FMNO4 3 3 3 HNAsn45 in the
NMR structure ATD* must lead to strongly blueshifted CdO
stretching frequencies as seen in Figure 3. FMNO4 is strongly
H-bonded in water41 and in other AppA BLUF structures
(cf. Figure 1, panels a and b, and Figure S11 in the SI), which
therefore feature red-shifted CdO stretches. The discussion in
the SI concludes that the NMR structure ATD* with its hardly
H-bonded FMN-O4 is incompatible with the observed vibra-
tional spectra.
The much smaller rmsd calculated by us for ATD as compared
to ATD* now argues that ATD as depicted in Figure 1a is closer
to the AppA BLUF structure present and observed in vibrational
spectroscopy than ATD*. Because we want to analyze these
spectra, we have excluded the obviously error-prone NMR
structure ATD* from further considerations.
X-ray Model SML. According to Figure 3 the spectrum calcu-
lated for the X-ray model SML24 exhibits an unusually red-shifted
[C2dO] stretching frequency. Not even in TIP3P water,
where FMN-O2 is quite strongly H-bonded to the surround-
ing solvent,41 the H-bonding interactions manage to shift the
[C2dO] stretch below the [CC]RI stretching vibration of
FMN’s ring I [cf. Figure 1(c)]. In SML there must be a very
special structural reason for the unusually low [C2dO] stretch-
ing frequency.
If one now looks at the structure of SML depicted in Figure 4
and compares this structure with those of the other BLUF
domains in Figures 1a,b and 5, one actually detects a unique
feature. Only in SML a charged residue (Arg68) forms an
additional H-bond with the atom FMN-O2. In the other BLUF
domains the charged Arg68 of Slr1694 is replaced by the polar
His78 (AppA) or by the unpolar Leu66 (BlrB), which are located
at the protein surfaces. Looking at the crystal structure of SML in
a representation highlighting the protein surface (picture not
shown) one recognizes that the side chain of Arg68 is buried with
its charged tip in the protein interior where it forms the H-bond
with FMN-O2 shown in Figure 4, top. This special structure
immediately explains the 20 cm1 redshift of the [C2dO]
stretching frequency calculated for SML as compared to T3.
To check this simple explanation we carried out a computer
experiment. Here, we repeated the DFT/MM calculation of
FMN’s vibrational spectrum for a model SML* diﬀering from
SML solely in the partial charges of the Arg68 side chain. All of
these partial charges were reduced by a factor 1/4 thus trans-
forming Arg68 into an essentially unpolar residue. With the
unpolar “Arg68” the [C2dO] stretching frequency experi-
enced a huge 79 cm1 blueshift toward 1716 cm1, whereas all
other FMN stretching frequencies showedmuch smaller shifts of
about 10 cm1. As a result, the upshifted [C2dO] frequency
was close to the value of 1710 cm1 calculated for BMD, in which
FMN-O2 is lacking a clear H-bond (see below), and far above
(∼36 cm1) the frequencies found for ATD and AMD, where
FMN-O2 forms aH-bond with a water molecule that has entered
the protein during the rMD equilibrations [cf. Figure 1, panels
a and b].
Spectroscopically, however, the [C2dO] band of ﬂavin is
found at the same frequency of 1670 cm1 both for solubilized
Figure 4. Comparison of the Slr169424 X-ray structure (top) with the
best matching representative SML (bottom) in the rMD equilibrated
structural ensemble. Quite obviously the X-ray structure is closely
preserved by the rMD representative apart from the formation of
somewhat tighter H-bonds. Furthermore the H-bonding pattern con-
necting FMN with Asn35, Gln53, and Tyr11 closely resembles the
corresponding pattern in AMD [cf. Figure 1b].
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dark-adapted Slr169434,37 and for aqueous solution4549 demon-
strating that the H-bond between FMN-O2 and Arg68 must be
absent in the solubilized protein Slr1694 studied by vibrational
spectroscopy. Instead onemust expect that the ionic side chain of
Arg68 becomes solvent exposed in the solvated protein. Here,
FMN-O2may either form a slightly stronger H-bond with Asn34
(cf. Figure 4) or with water molecules entering the protein and
replacing Arg68, which both could explain the observed spectral
position of the [C2dO] band.
Our calculations deﬁnitely exclude, however, the extremely
strong H-bond of FMN-O2 with Arg68 for solubilized Slr1694,
because that would argue for a [C2dO] frequency near
1630 cm1. For this estimate we took the 40 cm1 shift, by
which the extremely strong H-bond of FMN-O2 with Arg68 in
SML shifts the [C2dO] frequency to the red of the 1680 cm
1
calculated for the moderatly strong H-bonds of FMN-O2 in
ATD and AMD (cf. Figure 3). This estimate is valid because the
structures of SML and AMD are very similar in many respects
with the key exception of the H-bonding at FMN-O2.
Thus, we conclude that the H-bond between FMN-O2 and
the charged tip of Arg68 is an artifact of the SML crystal, which is
caused by a reduced polarity of the Arg68 environment within
the crystal lattice and will disappear upon solvation of the protein
in aqueous solution. Therefore, the X-ray structure of SML is
inappropriate for comparisons of calculations with observed
solution spectra, which is the reason why we have excluded it
from further considerations.
We would like to note that the soft restraints on the heavy
atoms applied in our rMD simulations were strong enough to
preserve the electrostatically unfavorable buried position of
Arg68 present in the low-dielectric crystalline environment.
We expect, however, that extended and unrestrained MD
simulations with a suﬃciently accurate MM force ﬁeld will
produce solution structures of SML featuring a solvent exposed
Arg68, which then could qualify for DFT/MM calculations of the
vibrational spectra.
X-ray Model BMD. Similar to the case of SML just discussed
also the spectrum calculated for the X-ray model BMD52 shows
an unexpected feature. But instead of an unusual redshift of the
[C2dO] stretch frequency one here notes an unusual blueshift
of that frequency. Figure 3 shows that this frequency is calculated
51 cm1 above the T3 reference and about 30 cm1 above the
[C2dO] frequency obtained for the AppA BLUFmodels ATD
and AMD. Following the arguments given above concerning the
influence of H-bonds at FMN-O2 on the [C2dO] frequency,
we are led to conclude that sufficiently strong H-bonds resem-
bling those found in liquid water must be absent in the X-ray
structure of BlrB.52
In fact, if one looks at the X-ray structure and at the structure of
its best matching rMD representative BMD depicted in Figure 5,
one sees that FMN-O2 has no H-bonding partner. In BMD the
His44 side chain in AppA BLUF is replaced by the longer side
chain of Arg32, which in the crystal forms H-bonds with the
phosphate group of FMN’s ribityl-50-phosphate side chain. Our
rMD equilibration preserves this structural arrangement, which
prevents the approach of water molecules from the surrounding
solvent toward FMN-O2 and the formation of H-bonds like in
the rMDmodels of ATD and AMD [cf. Figure 1, panels a and b].
In an extended unrestrained simulation with a suﬃciently
accurate MM force ﬁeld, however, as well as in a solution
structure one should expect that the zwitterionic structure, which
is present in the crystal and consists of the phosphate and Arg32,
is unstable, because both ions should prefer to become solvated
in the adjacent aqueous phase. Such a solvated structure will then
show H-bonds between water molecules of the solvent and
FMN-O2, which can easily reduce the [C2dO] frequency by
about 30 cm1.
Because of the lacking H-bonds at FMN-O2 and of the
associated artiﬁcial blueshift of the [C2dO] frequency also
the X-ray structure of BlrB52 and its rMD model BMD cannot
serve as computational tools to describe the vibrational
spectra3438 of FMN embedded in solvated BLUF domains.
The spectral positions of the CdO stretching bands in these
spectra are close to those in water and, therefore, clearly signify
strong H-bonds at FMN-O2 and FMN-O4.
Although the X-ray structure of BlrB may possibly reﬂect the
reality of the crystal, it nevertheless may not represent the
solution structure of this BLUF domain, because a lacking
H-bond at FMN-O2 should leave clear footprints also in the
Figure 5. Comparison of the BlrB52 X-ray structure (top) with the best
matching representative BMD (bottom) in the rMD equilibrated
structural ensemble. The two structures are highly similar and resemble
those of AMD in Figure 1b and of SML in Figure 4, if one disregards the
obvious replacements of Arg32 by His44 (AMD) and Asn34/Arg68
(SML) near FMN-O2 as well as the additional water molecule generated
by the rMD equilibration in AMD.
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optical spectra of the chromophore, which have not been
observed, however.52 Whether a mobile water molecule, which
could be present in the BlrB crystal, has been overlooked during
reﬁnement could be decided, if in addition to X-ray data also
chromophore vibrational spectra would have been recorded for
the crystals. Similarly, whether FMN-O2 is H-bonded, if BlrB is
solvated in water, could be decided by corresponding IR spectra.
Because of the lacking data on the chromophore vibrational
spectra of BlrB both in the crystal and in solution we have to
exclude the model BMD from further analysis.
Intermediate Summary and Discussion. The above analysis
employed rMD simulations of various structural models for
BLUF domains and first DFT/MM computations of the FMN
vibrational spectra with the aim to check, whether these experi-
mentally derived models qualify for explanations of FMN’s
vibrational spectra that were recorded for solubilized BLUF
domains.
Luckily we found the two structural models ATD and AMD,
which passed our initial test. We note in passing that these
structures would not have passed this test either, if the rMD
equilibration had not placed a H-bonded water molecule close to
the atom FMN-O2 [cf. Figure 1, panels a and b], which is missing
in the crystal structures. The reason for the expected failure is that
a H-bonding strength similar to that in aqueous solution is
necessary tomove the [C2dO] frequency from non-H-bonded
values41 above 1740 cm1 toward a value (1670 cm1) similar to
the one found in water.
Other X-ray models either lacked such a H-bond at FMN-O2
(BMD), because the X-ray structure does not contain a water
molecule at the required location and because the rMD simula-
tion did not manage to heal this likely error, or showed a much
too strong H-bond at FMN-O2 (SML), because in the crystal an
arginine side chain preferred to become buried in the protein
interior instead of becoming solvated in the surrounding solvent.
For these crystals a knowledge of FMN’s vibrational spectra
could lead to immediate checks of the correctness of the X-ray
structures. In both cases the solution structures will most likely
diﬀer from the respective crystal structures, because charged
residues at the protein surfaces will become solvated. Then, both
solution structures will closely resemble the structure AMD
shown in Figure 1b.
Despite the thus established structural similarity of the solu-
bilized BLUF proteins AMD, BMD, and SML, two of theseMetin
structures (AMD and BMD) were interestingly associated with
the dark-adapted resting state,39,52 whereas one (SML) was
assigned to the light-adapted signaling state.24 The latter assign-
ment was based on the quenching of the Trp ﬂuorescence after
light excitation of Slr1694 BLUF and the empirical rule that polar
solvents tend to quench this ﬂuorescence.
For the NMR structure ATD* a spectral comparison with the
X-ray structure ATD clearly revealed gross inaccuracies of atomic
coordinates, which excluded this model from further analysis.
Finally, the X-ray structure AML (chain A in the PDB entry
2IYI39) did not even pass the test of dynamical stability. Upon the
rMD equilibrations it decayed toward a structure resembling that
of AMD. On the other hand, the model AMLB derived from
chain B of 2IYI was dynamically stable but featured a H-bonded
network so similar to that of AMD that the CdO stretching
frequencies calculated for AMD and AMLB deviated by at most
1 cm1, which is why the choice of structure AMD seemed to be
suﬃcient for the further characterization of the Metin conforma-
tion of AppA BLUF.
X-ray Models ATD and AMD. As a result, we are left with the
models ATD and AMD drawn in Figure 1, panels a and b, and
with their descendants ATDP and AMDP distinguished by a
protonated His44. As we pointed out above in our discussion of
Figure 3 and Table S2 in the SI, also for these models the DFT/
MM spectra of the FMN chromophore calculated at the respec-
tive best matching rMD equilibrated structures show RMSDs
from the T3 reference spectrum exceeding the expected value14
of 10 cm1 by a factor of 2.
Following the arguments of Babitzki et al.,19 a possible reason
for the unexpectedly large RMSDs obtained for these AppA
BLUF models could be the use of the standard MM force ﬁeld
CHARMM22 for the description of the BLUF proteins sur-
rounding the DFT fragment, i.e., the ﬂavin chromophore. The
neglect of the electronic polarizability is inherent to such a
standard MM force ﬁeld and could lead to an ill-structured
electrostatic potential within the FMN binding pocket, which
could be witnessed, e.g., by an insuﬃciently stable H-bonded
network. To check this issue, we calculated for the binding
pockets of the four rMD equilibrated AppA BLUF models new
ESP76 partial charges by the iterative DFT/MM procedure
outlined in Methods. The resulting structure adapted partial
charges are listed in Tables S3S13 of the SI, and the corre-
sponding PFFs were used to recalculate the IR spectra of FMN in
the AppA BLUF models ATD and AMD.
Polarization Effects on the IR Spectra of FMN in AppA BLUF.
Figure 6 illustrates the spectral changes which are induced, if one
replaces the CHARMM22 force field by the respective structure
adapted PFFs in the rMD equilibrated simulation models ATD
and AMD. For both models the [C4dO]+ frequency is seen to
be red-shifted upon exchanging in the rMD equilibrated models
the standard CHARMM22 partial charges by those of the
structure adapted PFFs. The frequencies of the other FMN
stretching modes show only minor changes.
As a result the rmsd from the T3 reference spectrum decreases
by 23% for ATDp and by 19% for AMDp. Thus, accounting for
Figure 6. Polarization eﬀects on the scaled DFT/MM vibrational
frequencies calculated for FMN in the rMD equilibrated BLUF models
ATD and AMD. The eﬀects are due to replacing in the FMN binding
pockets the standard partial charges of CHARMM2215 with the self-
consistent ESP charges of the respective structure adapted PFFs
(subscript “p”) derived from iterative DFT/MM calculations (see the
text and the SI for details). Also given is the reference spectrum T3.41
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the electronic polarization somewhat reduces the unexpectedly
large RMSDs calculated with CHARMM22 (cf. Tables S2 and
S14 in the SI). To identify the reasons, why the DFT/MM
spectra of the models ATDp and AMDp are closer to the T3
reference, we consider the changes of the charge distributions
induced by the polarization of the FMN binding pocket in
AppA BLUF.
Polarization of the FMN Binding Pocket in AppA BLUF.
Figure 7 partially illustrates the polarization effects Δqi on the
partial charges qi in the FMN binding pockets of (a) ATD and
(b) AMD (effects omitted in the drawings are documented by
Tables S3S13 in the SI). For both models one immediately
recognizes that the electronic polarization makes the CdO and
NH2 groups of Asn45 and Gln63much more polar than assumed
by CHARMM22. In particular, the H-bonds FMNO4 3 3 3
HNAsn45 and FMNN3H 3 3 3 OAsn45 become stron-
ger by 44% and 18%, respectively, upon inclusion of the electro-
nic polarizability. Interestingly also the strongly bound water
molecule, which forms a H-bond with FMN-O2, becomes more
polar. Its dipole moment is in both PFFs by about 20% larger
than assumed by TIP3P (cf. ref 18).
Spectral Role of the Asn45 Polarity in AppA BLUF. The
strongly increased polarity of Asn45 in the two polarized AppA
BLUF models should be the cause for the polarization-induced
redshifts of the [C4dO]+ frequency shown in Figure 6. To check
this issue we carried out another computer experiment. Here, we
repeated the calculation of the vibrational spectra for modified
PFF models ATDp* and AMDp* of AppA BLUF, in which solely
the highly polar residue Asn45 resulting from the DFT/MM
calculations was replaced by its much less polar CHARMM22
model (cf. Table S6 in the SI).
Inspection of Figure 8 immediately shows that the decreased
polarity of Asn45 entails a blueshift of essentially all FMN
stretching frequencies. In particular, this polarity reduction
shifts the average CdO stretching frequency, which we deﬁne as
vCdO t (νC4dO + νC2dO)/2, by 9 and 12 cm
1 to the blue as
compared to ATDp and AMDp, respectively. Because the pola-
rities of many residues in the FMN binding pocket were changed
during the iterative DFT/MM calculations of the PFFs (cf.
Figure 7 and Tables S3S13 in the SI), the partial restoration
of the CHARMM22 force ﬁeld at Asn45 does not lead back to the
CHARMM22/DFT spectra ATD and AMD of Figure 6. In the
case of the [C4dO]+ frequency of ATD, for instance, the PFF
polarity of Asn45 explains only 58% of the 26 cm1 redshift
calculated for the transition toward the PFF model ATDp. As a
rule of thumb we may nevertheless state that the strength of the
H-bond FMNO4 3 3 3 HNAsn45 as given by the polarity of
Asn45 in our DFT/MM setting steers the spectral position of the
average CdO stretching frequency vCdO in general and of the
[C4dO]+ frequency in particular. Thus, the common explana-
tion that the 17 cm1 redshift of the [C4dO]+ frequency
observed in the dark-light transition of BLUF domains3438
signiﬁes an increased H-bonding strength at FMN-O4, is clearly
supported by our second computer experiment.
We would like to stress at this point that the three structures
ATD, ATDp, and ATDp* obtained by DFT/MM minimization
from the associated rMD equilibrated model are nearly identical
as we have checked by graphical inspection. A likewise striking
structural similarity implying movements of FMN atoms of the
order of only 0.05 Å holds for the DFT/MM optimized
structures AMD, AMDp, and AMDp*. Therefore, the spectral
Figure 7. DFT/MM derived diﬀerences Δqi = qi(p)  qi(c) between
the atomic partial charges qi characterizing the PFF models p ∈ {ATDp,
AMDp} and the CHARMM22 models c ∈ {ATD, AMD}. Negative Δqi
are colored in red and positive Δqi in blue.
Figure 8. Vibrational frequencies calculated by DFT/MM for FMN
embedded in the BLUF models ATDp and AMDp are compared with
those of ATDp* and AMDp*, respectively, whose PFF were modiﬁed by
adopting for Asn45 the less polar CHARMM22 model instead of the
highly polar Asn45 model calculated by DFT/MM.
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shifts seen in Figures 6 and 8 among the various spectra for ATD
and AMD, respectively, are almost exclusively caused by the
diﬀerences among the partial charges used to model the electro-
statics of the protein environments.
Together with the results of our calculations on SML and
BMD, which showed that the [C2dO] frequency can be
selectively tuned by H-bonding interactions at FMN-O2, the
picture emerges that the frequencies of FMN’s important CdO
stretches are mainly steered by the strengths of local H-bonds.
These simple rules agree, of course, with the results of our
previous calculations on LF in water41 and with expectations
common3436 among spectroscopists.
Transferability of Frequency Scaling. As we have seen, the use
of PFFs for the AppA BLUF models ATD and AMD has shifted
the CdO stretching frequencies toward the desired values.
Unfortunately, the H-bonding interaction of FMN with the
highly polar Asn45 provided by the PFFs did not suffice to bring
the average CdO frequency vCdO of 1698 (ATDp) and of
1706 cm1 (AMDp) down to the value of 1680 cm
1 predicted
by the reference calculation T3 or to the somewhat larger value of
1690 cm1 observed3438 for dark-adapted BLUF domains.
To illustrate this issue we now compare the scaled (1.031)
DFT/MM frequencies with spectroscopic data on BLUF do-
mains. We extracted these data as averages from available IR and
RR spectra on ﬂavins in the dark- and light-adapted states of
BLUF domains in Slr169434,37 and AppA.35,36,38 Here, we cannot
exclusively rely on spectra for AppA, because the [C2dO]
frequency has not been determined for this protein. On the other
hand, the spectra for AppA and Slr1694 are very similar for the
remaining bands.
Figure 9 demonstrates that the vibrational frequencies calcu-
lated for FMN in the rMD equilibrated AppA BLUF models
ATDpandAMDp are strongly and about homogeneously blueshifted
compared to the experimental data represented in the columns
BLUFd and BLUFl. In contrast, the LF spectrum T3, which is
calculated with the TIP3P model of an aqueous solution, covers
about the same spectral range as the experimental BLUFd reference
spectrum,which closely resembles the vibrational spectrumobserved
for oxidized LF in aqueous solution (data not shown).41
Note, however, that the two CdO frequencies in column T3
of Figure 9 are red-shifted compared to the experimental BLUFd
reference, whereas many of the other frequencies show sizable
blueshifts. This indicates that the TIP3P scaling factor of 1.031
does not quite succeed to shift the CdO frequencies, which are
extremely sensitive to the strengths of local H-bonds,41 to
suﬃciently large values, while it shifts most other frequencies,
which are less sensitive to H-bonding, too far to the blue. The
stated imbalance of scaling-induced frequency shifts shows that a
TIP3P environment considerably overestimates the H-bonding
strength of real water. With a smaller scaling factor many T3
frequencies would match the observations much better, but the
H-bonding sensitive CdO frequencies would then represent
gross underestimates. We note that the stated overstimate of the
H-bonding strength by the TIP3P water model leads to a
dielectric constant,7779 which is by about 25% larger than that
of real water.
The nearly homogeneous overestimates of the experimental
data in columns BLUFd and BLUFl of Figure 9 by the computa-
tional results in columns ATDp and AMDp demonstrate that the
application of the large TIP3P scaling factor is inappropriate and
that a smaller factor must be chosen. Thus, our initial assumption
that the TIP3P adjusted scaling factor of 1.031 should be
transferable to CHARMM22 or PFF models for protein envir-
onments was incorrect. This conclusion is supported by earlier
DFT/MM descriptions of chromophore vibrational spectra,19,64
which also combined the MT/BP approach with CHARMM22
or PFF models of the respective protein environments but used
much smaller scaling factors of 1.0122 and 1.005, respectively.
We note that the assumption of a protonated His44 in AppA
BLUF does not change this conclusion. On the contrary,
as documented in the SI by Figures S14 and S15 and as explained
in the accompanying text, the protonated models describe the
experimental spectra generally even worse than the unproto-
nated models (cf. Table S14).
DFT/MM Results for FMN in ATD and AMD. To compute a
scaling factor, which is more appropriate for the DFT/MM
description of FMN in PFF models of BLUF domains, we have
matched the spectra ATDp and AMDp to the spectra BLUFd and
BLUFl byminimizing the total rmsd for all pairwise comparisons.
This procedure was chosen, because we did not want introduce a
prejudice for the assignment of ATDp and AMDp to the dark or
light states of BLUF domains. We found the strongly reduced
scaling factor of 1.0187. It entails RMSDs of 7.2 and 6.6 cm1
matching ATDp and AMDp, respectively, to BLUFd. For the light
state spectrum BLUFl the corresponding deviations are 7.6
(ATDp) and 8.7 cm
1 (AMDp) (cf. Table S15 in the SI).
Because of the slightly better matches with the dark state
spectrum BLUFd it may seem that both AppA conformations,
i.e., Trpin (ATDp) and Metin (AMDp), represent the dark
state.
Figure 10 illustrates the quality, at which the properly rescaled
vibrational frequencies, which were calculated by DFT/MM for
FMN in the rMD equilibrated AppA BLUF models ATDp and
AMDp, explain the spectroscopic data
3438 on the dark- and
light-adapted states of BLUF domains, respectively. As already
indicated by the RMSDs, the frequencies calculated for ATDp
and AMDp are seen to ﬁt better to the experimental dark state
frequencies BLUFd. Most of the dark state frequencies are close
or nearly identical to those measured for the light state (BLUFl)
with the important exceptions of the two CdO frequencies,
which are both red-shifted by 17 cm1. According to the
Figure 9. Frequencies calculated by DFT/MM for oxidized ﬂavin in the
ATDp and AMDp models of AppA BLUF and in the TIP3P model of
liquid water (T3), which were scaled by 1.031, are compared with
experimental consensus frequencies3438 for ﬂavin in the dark (BLUFd)
and light (BLUFl) states of BLUF domains.
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computational results presented further above, these redshifts
indicate that the H-bonding interactions at FMN-O4 and FMN-
O2 must be stronger in the light than in the dark state. In
contrast, the calculated spectra depicted in Figure 10 for ATDp
and AMDp do not reveal clearly stronger H-bonds at FMN’s
carbonyl groups in one of these structures suggesting again that
both models belong to the dark state.
Can We Assign Conformations to Functional States? At this
point readers interested in a clear-cut assignment of the experi-
mentally known BLUF structures to one of the two functional
states of BLUF domains, i.e., the dark-adapted resting and the
light-adapted signaling state, respectively, may ask to what extent
the above conclusion that both conformations Trpin (ATDp) and
Metin (AMDp or AMLBp) belong to the dark state is actually
solid. Here, we have to admit that we are quite uncertain
concerning a certain part of this question, i.e., the one concerning
theMetin conformation, and wewill now give arguments why this
uncertainty cannot be avoided because of insufficient statistics.
First, our above analysis has been based solely on single though
hopefully representative structures. However, our previous study
on LF in TIP3P water has shown that thermal ﬂuctuations of the
H-bonds cause large ﬂuctuations (∼15 cm1) of the CdO
frequencies.41 Correspondingly, other structural snapshots from
the rMD equilibrated ensemble could have given somewhat
diﬀerent spectra ﬁtting to diﬀerent assignments.
If one assumes, for instance, that the [C4dO]+ frequency of
AMDp would have been calculated at 1702 cm
1 instead of
1712 cm1, the rmsd from the experimental dark state spectrum
BLUFd would increase from 6.6 to 7.3 cm
1 and the rmsd from
BLUFl decrease from 8.1 to 5.4 cm
1. These RMSDs would then
indicate that the Metin conformation AMD belongs to the light
state and not to the dark state.
Furthermore, one can easily imagine conditions, which could
bring about such a 10 cm1 redshift of the [C4dO]+ frequency.
According to the computer experiment documented by Figure 8
it can be caused by H-bonding interactions at FMN-O4, which
are somewhat stronger than those present in the DFT/MM
optimized structure AMDp. In fact, the DFT/MM optimized
structure of AMDPp, in which His44 is protonated, shows
stronger H-bonds at FMN-O4. Thus, the [C4dO]+ frequency
is by 8 cm1 smaller than in AMDp (cf. Figures S16 and S17,
Table S16, and the associated text in the SI). It may well be that
similarly strong H-bonds can be found for many other snapshots
of AMD’s rMD ensemble. Then this Metin ensemble would be
classiﬁed as “light state”.
Finally, it could even be that an additional water molecule,
which has not been identiﬁed in the X-ray structures of the Metin
conformers allegedly representing the light state (e.g., SML or
AMLB) is H-bonded to FMN-O4 in that state. If this should be
the case, the 17 cm1 red shift observed in the dark-light
transition might be explained. But then none of the experimental
structures studied by us would comply with the light state
vibrational spectrum and all of them would have to be classiﬁed
as belonging to the dark state.
As a check we carried out a computer experiment, in which we
added to the model AMLBp a TIP3P water molecule H-bonded
to FMN-O4, because AMLB as opposed to AMD features a cavity
near the FMN due to a movement of Met106.39 This water
molecule stayed attached to FMN-O4 during 150 ps of rMD
simulation. We found by DFT/MM for an arbitrary snapshot
that the CdO frequencies experienced an average red shift of
8 cm1. As a result the computed spectrum resembled more
closely the experimental BLUFl data than the BLUFd data.
However, like the spectra of unperturbed AMDp, AMLBp, and
ATDp also this modeling eﬀect needs an extended statistics for a
precise DFT/MM characterization within the INMA approach.
As a result we see that the missing large scale statistics over the
rMD snapshot ensembles is the reason, why we cannot surely
assign the Metin conformation to the light or to the dark state of
AppA BLUF. In contrast, the Trpin structure does not provide
any chance for stronger H-bonds at FMN-O4 and, therefore,
belongs quite surely to the “dark state”. Here, the snapshot
chosen for the computation of the PFF even happened to render
a somewhat too strongly polar residue Asn45. In fact, we have
checked that 85% of the snapshots in the rMD equilibrated ATD
ensemble yield less polar H2N-Asn45 groups. Referring again to
the computer experiment illustrated by Figure 8, a reduced
polarity would entail for ATD a further blueshift of the
[C4dO]+ frequency well ﬁtting to BLUFd.
Note that the still possible assignment of the Metin conforma-
tion to the light state and the quite certain association of the Trpin
conformation to the dark state of BLUF domains explained
above agree with interpretations of the altered Trp ﬂuorescence
quenching upon light-adaptation24 and with other experimen-
tally derived arguments.21,22,25,26,80,81
Sufficient Statistics? The above DFT/MM analysis of the
BLUF chromophore vibrational spectra was carried out in a
classical quantum chemistry style by considering single albeit
carefully chosen structures instead of thermalized structural
ensembles, which are much more appropriate, if one wants to
compute room temperature properties of soft-condensed
matter. An ensemble approach has been used by us in our
preparatory DFT/MM work on the IR spectra of flavins in
solution.8,41 Correspondingly, we obtained estimates on the
widths and shapes of the various flavin IR bands, which are
inaccessible in the single snapshot scenario employed in the work
presented above.
In the given case the desirable ensemble approach posed an
eﬀort, which was unmanageable with the means presently avail-
able to us. Within such an approach one should compute
Figure 10. Vibrational frequencies, which were calculated by DFT/
MM for FMN in the BLUF models ATDp and AMDp, are compared
after application of the new scaling factor 1.0187 with spectroscopic
data3438 on the dark (BLUFd) and light (BLUFl) states of BLUF
domains.
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ensemble average PFFs by DFT/MM in a self-consistent manner
for all considered BLUF models instead of computing just single
PFFs for selected snapshots. Here, self-consistency requires to
recalculate the rMD equilibrated ensembles iteratively with
ensemble average PFFs until they become stationary. Given
completely automated procedures for all required computational
steps and large computational resources such a task will become
manageable. To us it was precluded, because only parts of the
procedures could be automated in the present project and
because our computational resources were too small.
Correspondingly, the second step, which would have been the
DFT/MM computation of vibrational spectra for thermal snap-
shot ensembles by the INMA approach, remains to be tackled.
Note that the INMA approach could be chosen in our preceding
studies on the vibrational spectra of LF in solution,8,41 because
here only a fewmodels for the environment had to be considered,
whereas now we had to deal with seven BLUF models, with the
unknown protonation state of His44 in AppA BLUF, and with
the necessity to compute PFFs in addition to the standard
CHARMM22 force ﬁeld.
Because we considered only single structures, we could not
surely decide whether the Metin conformation as represented by
the model AMD (or AMLB, which was not discussed in detail
here) belongs to the light or to the dark state of AppA BLUF. For
this reason we also cannot provide estimates on the statistical
errors associated with our computational results. We have solely
checked for selected amino acids like Asn45, how strongly its
PFF varies within the given rMD equilibrated conformational
ensemble, which then strengthened our assignment of ATD to
the dark state. As a check for the validity of our speculative
discussion on the structure of the dark and light states of BLUF
domains we would have to know the ensemble average frequen-
cies of the ﬂavin CdO stretching vibrations instead of snapshot
values. Unfortunately the lacking statistics on the PFFs and on
the vibrational spectra has precluded a more reliable conclusions
concerning the assignment of AMD (or possibly AMLB) to the
dark or the light state of AppA BLUF.
Summary and Outlook. Despite the statistical uncertainties
addressed above, certain results definitely prevail, because they
reflect large, simple, and plausible electrostatic effects. Examples
are the dynamical instability of the X-ray model AML39 (cf.
Figure 2 and Figure S11 in the SI), the apparent inaccuracy of the
NMR structure ATD*,25 or the steering of the [C2dO]
frequency by H-bonds at FMN-O2. This steering became
apparent in the computations of vibrational spectra for the
X-ray structures SML24 of Slr1694 from the cyanobacterium
Synechocystis and BMD52 of BlrB from Rb. Sphaeroides. In these
cases H-bonds, which are present (SML) or absent (BMD) in the
crystals and are most likely absent (SML) or present (BMD) in
the solution structures of these proteins, lead to the firm
conclusion that the vibrational spectra calculated for the crystal
structures are definitely incompatible with observed solution
spectra. Also the steering of the average CdO frequency and, in
particular, of the [C4dO]+ frequency by H-bonding interactions
at FMN-O4 is one of the unambigouos results, which supports
well-known empirical rules.3436 Finally, the IR spectra calcu-
lated for the Trpin conformation of AppA BLUF (ATD) fitted
quite clearly to the spectroscopic data on the dark state, which
agrees with previous assignments.21,22,80
Unfortunately, our lacking computational resources and the
still incomplete automation of PFFs by iterative DFT/MM
calculations and rMD equilibrations lead to statistical
uncertainties, which precluded us to assign the Metin conforma-
tion as represented by AMD or AMLB
39 deﬁnitely to the dark or
light state of AppA BLUF. Based on our insights gained from the
many calculations of FMN spectra for BLUF domains we
nevertheless continue to speculate that the light state might
feature a Metin conformation.
26,81It would be nice, if we had the
means to substantiate our speculation better than we could
do here.
Concerning the DFT/MM methodology our current study
has underlined the necessity of a careful and cautiousmodeling in
the conversion of X-ray structures into all-atom simulation
systems. Using rMD equilibrations, which enable careful checks
to what extent given experimental structures are compatible with
force ﬁeld descriptions, one can ﬁnd out, whether these struc-
tures are trustworthy starting points for further computations.
Based upon such a modeling, comparisons of vibrational spectra
calculated for a crystal structure with spectra observed for
solubilized proteins can provide clear evidence on conforma-
tional changes, which must occur upon transfer of the protein
from the crystalline lattice into solution (see the cases of the
BLUF domains Slr1694 and BlrB).
Furthermore, our investigation has emphasized the caveats
resulting from an earlier study on the retinal chomophore of
BR,19 which state that the quality of standard nonpolarizable
force ﬁelds is too poor for suﬃciently accurate computations of
protein chromophore vibrational spectra. By using PFFs calcu-
lated with DFT/MM techniques for BLUF domains the spectra
computed for the FMN chromophore could be brought much
closer to the observations.
The investigation has additionally shown that the electro-
statics coded into the simple TIP3P model70 for water is incom-
patible with the protein force ﬁeld CHARMM22 or DFT/MM
derived PFFs. Therefore, the frequency scaling factor (1.031)
obtained from computing ﬂavin vibrational spectra in TIP3P
water8,41 had to be reduced to 1.0187 to bring stretching
frequencies calculated for FMN in BLUF domains described
by PFFs close to observed values.
Finally our study rendered suggestions how one should
include the eﬀects of electronic polarization into the MM
fragments of DFT/MM simulation systems. Here onemay either
choose a mean ﬁeld approch by computing for a given protein
conformation an ensemble average PFF or one may explicitly
apply a polarizable MM force ﬁeld. To make the mean ﬁeld
approach accessible, the lacking automated procedures should be
generated and a faster DFT/MM approach should be used. The
DFT program CPMD60 used by us is deﬁnitely suboptimal for
this purpose. More cost-eﬀective calculations could become
available through the program Quickstep,82 for instance, once a
suitable interface to aMM code like EGO53 has been established.
However, for a most cost-eﬀective inclusion of the electronic
polarization a new hybrid method combining the DFT descrip-
tion of a chromophore with a polarizable MM force ﬁeld
modeling its environment should be constructed and applied.
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Instability of AML in rMD equilibrations
Figure 2(b) in the main text of the paper demonstrates for key side chains in the FMN binding
pocket that the best matching rMD equilibrated models AML and AMLP deviate much more
strongly from their parent AppA BLUF X-ray structure1 than is to be expected from Boltzmann
statistics for the restraining potentials. This figure furthermore shows that for AML and AMLP the
deviations are much larger than for all other best matching rMD equlibrated AppA BLUF simula-
tion models. The unexpectedly large size of these deviations indicates that the AML and AMLP
simulation models are destabilized by strong forces.
To enable insights into the physical nature of these forces Figure S11 visually compares for the
FMN binding pockets of ATD,2 AMD,1 and AML1 the strucures of the experimental parents (left
column), which are extended by the missing hydrogen atoms, with those of the best matching rMD
equilibrated models containing an unprotonated (central column) and a protonated His44 (right
column), respectively.
According to the structure drawn at the bottom (left) of Figure S11, the X-ray model AML
features a repulsive “H-bond” between the isoalloxazine N3–H group and one of the H–N groups
of Asn45. Another repulsion of this type involves the Tyr21-O–H group and the H2N-Gln63 group.
While the former repulsion is an inevitable consequence of the X-ray structure, the latter is the
result of the modeling required to convert a X-ray structure into an all-atom simulation model.
Here, the automatic procedure for adding hydrogen atoms3 happened to generate an energetically
unfavorable orientation of the Tyr21-O–H group. In such a case the rMD equilibration should heal
the modeling artifact by either enforcing a reorientation of the Tyr21-O–H group away from the
H2N-Gln63 group or, alternatively, by reorienting the H2N-Gln63 group away from the Tyr21-O–H
group.
In fact, the rMD equilibrations plausibly identify the two side group arrangements discussed
above as highly unstable. Independently of the His44 protonation state, near Asn45 they transform
the initial AML structure toward the H-bonding arrangement found both in ATD(P) and AMD(P).
This arrangement is characterized by two H-bonds between the FMN and Asn45 (N3–H· · ·O=C,
C4=O· · ·H–N), which fix the relative orientation of these two molecular groups. Near Tyr21,
instead of reorienting the Tyr21-O–H group, the rMD equlibrations lead to nearly identical reori-
entations of the Gln63 side chain, upon which the H2N group moves toward the FMN. Whereas in
AML the O=C-Gln63 group newly becomes an H-bond acceptor (Tyr21-O–H· · ·O=C-Gln63) such
that the structure is similar to that of AMD, the criteria for identifying this H-bond are missed in
the best matching rMD equilibrated representative AMLP. During the rMD equilibrations the soft
restraining potentials, which harmonically bind the terminal O and N atoms of Gln63 to the crys-
tallographic AML positions, apparently prevent full 180◦ rotations around the Cγ–Cδ bond, which
would transform the AML(P) conformations of Gln63 completely to the AMD conformation.
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Figure S11: Comparison of AppA BLUF X-ray structures1,2 (left column) with the best matching
representatives ATD, AMD, and AML (central column, His44 unprotonated) and ATDP, AMDP,
and AMLP (right column, His44 protonated) in the rMD equilibrated structural ensembles.
In contrast to AML(P), the structures of ATD(P) and AMD(P) remain essentially stable upon
rMD equilibrations. According to Figure S11 (central row) the rMD equilibrated models AMD
and AMDP are strikingly similar to their parent X-ray structure, whereas the two rMD equilibrated
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models ATD and ATDP (top row of Figure S11) slightly differ from their X-ray parent near Tyr21
and Gln63. This local difference is most likely the result of the same modeling artifact identified
further above for the X-ray structure AML. In both cases the automated addition of the hydrogen
atom to the Tyr21-O–H group has lead to an energetically unfavorable orientation of this group
(Figure S11, column X-ray). Independent of the His44 protonation, the rMD equilibration has
reoriented the Tyr21-O–H group of ATD and ATDP in such a way that the oxygen became the
acceptor of a H-bond, for which the H2N-Gln63 group is the donor (top row in Figure S11).
However, apart of this local difference the best matching rMD structures ATD and ATDP are
quite similar to each other and to their parent all-atom X-ray model. Independent of the His44
protonation the two rMD equilibrated ATD structures exhibit the H-bond Gln63-C=O· · ·H–N-
Trp104, which stabilizes the binding pocket, in general, and the conformation of the Gln63 side
chain, in particular. A corresponding stabilization is absent in the Metin structures AMD and
AML. Furthermore, both rMD equilibrated ATD structures exhibit the two H-bonds between the
FMN and Asn45, which are also found in the AMD structures and in the rMD equilibrated AML
models.
A slight, but as we will see quite important, difference between the rMD equilibrated struc-
tures ATD and ATDP can be detected in the relative arrangement of FMN, His44, and Asn45.
Before protonation the distance d(Asn45-O, His44-N) is 3.48 Å, whereas after protonation it is
only 2.82 Å signifying the formation of a new H-bond between the two residues. Due to this new
H-bond the two residues slightly move toward each other. As a result, the angle between the atoms
FMN-C4, FMN-O4, and Asn45-N reduces from 130◦ to 116◦, which points toward a somewhat
altered H-bonding interaction between the FMN and Asn45.
Note that a water molecule appears in all rMD equilibrated AppA BLUF models as a H-bonding
donor at the FMN-C2=O group. In AppA BLUF this water molecule always enters a small vacancy
near the protein surface during the rMD equilibration, whereas none of the X-ray models features
a crystallographic water molecule near this position.
Summarizing one may state that the AML structure decays in the rMD equilibration to struc-
tures resembling that of AMD for the obvious reasons of awkward initial H-bonding interactions,
i.e. this structural model is incompatible with the electrostatics. Therefore, we consider the X-ray
structure AML as highly implausible whereas the other X-ray structures ATD and AMD of the
AppA BLUF protein do not show any signs of incompatibility with a force field description. Fur-
thermore we have seen that the results of the rMD equilibrations are largely independent of the
His44 protonation state. Finally we would like to remark that the best matching representatives
chosen for the rMD ensembles are actually typical for the respective ensembles (data not shown).
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Deviations of calculated FMN vibrational frequencies from reference data —
CHARMM22/DFT
To globally measure the quality, at which the DFT/MM results on the IR spectra of FMN in BLUF
models (described by the CHARMM22 force field) match the TIP3P reference spectra4 or the
experimental dark state BLUF data,5–9 we calculated RMSDs of the FMN stretching frequencies
shown in Figure 3. Table S2 lists these data for all rMD equilibrated BLUF models. The RMSDs,
which all exceed the expected value10 of about 10 cm−1, are used and discussed in the main text
of the paper.
Table S2: RMSDsa between vibrational frequencies calculated by DFT/MM for flavin in
TIP3P water (T3) and in BLUF proteins modeled by CHARMM22. Also given are RMSDs











aRMSDs given in cm−1 bRef. 4 cRefs. 5–9
Effect of His44 protonation on the IR spectra of FMN in AppA BLUF proteins
Figure S12 compares FMN vibrational frequencies calculated by DFT/MM for the rMD equili-
brated AppA BLUF models ATD, AMD, and ATD* with those of their counterparts ATDP, AMDP,
and ATD*P, respectively, containing a protonated His44.
The spectral effects of the His44 protonation are different for the three rMD equilibrated AppA
BLUF models considered here. Since the residue His44 is positioned directly next to the C2=O
group of FMN, one would naively expect for this stretching frequency a redshift upon introducing
a nearby positive charge. However, as is demonstrated by Figure S12, the protonation of His44 in-
duces blueshifts of the [C2=O]− band in ATD and AMD thereby moving its frequency away from
the value calculated for TIP3P water. Solely in the case of ATD* the [C2=O]− frequency shows
the expected redshift (≈ 5 cm−1). In ATD and AMD the [C4=O]+ band experiences blueshifts
upon His44 protontation moving it away from the reference frequency calculated with TIP3P wa-
ter, whereas in ATD* it is redshifted. There is no simple electrostatics argument, which could
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Figure S12: Protonation (P) of His44 in the rMD equlibrated AppA BLUF structures ATD, AMD,
and ATD* shifts DFT/MM frequencies (scaled by 1.031) of FMN stretching vibrations.
explain these shifts. Clearly the positive charge can modify the orientation and position of the wa-
ter molecule, which is H-bonded to FMN-O2 in most rMD equilibrated AppA BLUF models (cf.
Figures S11 and S13) and is solely missing in ATD*P. Thereby the added charge can directly or
indirectly change the coupled C=O stretching frequencies. Also for remaining protonation induced
frequency shifts documented in the figure there is no obvious explanation.
Differences between the AppA BLUF models ATD and ATD*
As pointed out in the main text and documented by Table S2, the DFT/MM spectra calculated
for the NMR structure ATD*11 deviate much more strongly from the reference spectra than those
calculated for the X-ray structure ATD.2 Therefore it was suggested that the two experimental
structures should significantly differ.
Figure S13 visually compares the experimental AppA BLUF models ATD2 (X-ray) and
ATD*11 (NMR) with each other (left column). Furthermore the figure provides insights into the
rMD equilibrated structures, which show the best match with their respective experimental parent
structures, assuming His44 to be unprotonated (central column) or protonated (right column). One
immediately recognizes substantial differences between the two experimental structures.
Whereas ATD apparently exhibits a strong H-bond between FMN-O4 and H2N-Asn45 as is
signified by the distance dO4···N = 2.9 Å, this H-bond is broken in ATD* (dO4···N = 3.5 Å). Al-
though, the rMD equilibration and the DFT/MM minimization partially restores this H-bond in
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Figure S13: Comparison of the X-ray AppA BLUF structure ATD2 with its NMR relative ATD*11
(left column). Also shown are the respective best matching rMD equilibrated representatives con-
taining an unprotonated His44 (central column) or a protonated His44 (right column).
ATD* (dO4···N = 3.3 Å), these simulation steps do not suffice for a complete restoration toward the
distance dO4···N = 2.8 Å obtained for ATD after DFT/MM minimization of the best matching rMD
equilibrated structure.
As is shown in the paragraph entitled “The spectral role of the Asn45 polarity in AppA BLUF”
of the main text, the H-bond FMN-O4· · ·H–N-Asn45 can steer the C=O stretching frequencies
shifting them to the red with increasing strength. Thus, the absence of this H-bond in ATD* and
its presence in ATD partially explain why the average C=O stretching frequency is blueshifted by
35 cm−1 for the DFT/MM model of ATD* as compared to that of ATD (cf. Figure 3). In view of
the fact that the other AppA BLUF models ATD(P) and AMD(P) already overestimate the average
experimental C=O stretching frequency5–9 by more than 20 cm−1, although they all feature an
FMN-O4· · ·H–N-Asn45 H-bond in the DFT/MM optimized structures (dO4···N < 3.0 Å), a model
like ATD* becomes highly unlikely, because it exhibits an additional 35 cm−1 blueshift of the
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average C=O stretching frequency.
Conversely, the value of 1690 cm−1 spectroscopically found for the average C=O stretching
frequency in dark-adapted BLUF domains5–9 and its similarity to the value of 1691 cm−1 mea-
sured for water12–16 argue that FMN-O4 must be as strongly H-bonded in BLUF domains as it
is in water. A structure, in which no H-bond at all can be detected at this position, cannot be
compatible with vibrational spectroscopy. Thus the NMR structure ATD* is definitively inappro-
priate for computations of vibrational spectra and is incompatible with the data from vibrational
spectroscopy.
Also other details of ATD* significantly differ from ATD. In ATD the group H2N-Gln63, for
instance, features an H-bond with Tyr21, whereas in ATD* the different orientation of Gln63
suggests that this H-bond is absent. The overall impression of ATD as compared to ATD* is that
it is much better optimized with respect to electrostatics and H-bonding. This may be a result of
the limited accuracy of the NMR structure analysis and of the usual neglect of electrostatics during
the MD-based refinement, which can lead to atomic coordinates far off from those at which the
spectra were recorded.
We would like to remark that the errors apparent in ATD* were partially healed during the
rMD equilibrations despite the soft restraints binding the heavy atoms to the experimental coor-
dinates. In the ensembles calculated with protonated and unprotonated His44, for instance, the
H-bond FMN-O4· · ·H–N-Asn45 is usually present as is documented by the ensemble average dis-
tances dO4···N ≈ 2.90±0.12 Å. However, the requirement to select from the rMD ensembles those
structures, which best match the experimental parent ATD*, led to the structures shown in the
bottom row of Figure S13 (center and right), at which the DFT/MM calculations of the spectra
were initialized. Both structures feature distances dO4···N ≈ 3.1 Å indicating a weakened or broken
H-bond.
Polarized force fields for the rMD BLUF models
As described in section Methods, we generated PFFs for several side chains contained in the bind-
ing pockets of the rMD equilibrated BLUF models. Here we present the DFT/MM derived ESP
partial charges for the side chains Tyr21, Ser41, His44, Asn45, Phe61, Gln63, Asp82, Arg84,
His85, and Trp104/Met106 as defined by the AppA numbering. We additionally included the spe-
cial water molecule, which in the AppA BLUF models is hydrogen bonded to FMN-O2 [cf. Fig-
ures 1(a) and 1(b)], into the set of polarized molecular groups.
The following Tables S3–S12 list for the various rMD equilibrated BLUF models the calculated
ESP partial charges. As a reference also the CHARMM2217 charges are given and denoted by C22.
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Table S3: DFT/MM derived ESPa partial charges for Tyr21.
atomb C22 ATD ATDP AMD AMDP
CB −0.1800 −0.1218 −0.2592 −0.1332 −0.1181
HB1 0.0900 0.0803 0.0986 0.0461 0.0574
HB2 0.0900 0.0803 0.0986 0.0461 0.0574
CG 0.0000 −0.0107 0.3150 0.1470 0.0687
CD1 −0.1150 −0.0079 −0.3532 −0.2247 −0.0878
HD1 0.1150 0.1006 0.1979 0.0966 0.0731
CD2 −0.1150 −0.0920 −0.2853 −0.1920 −0.1250
HD2 0.1150 0.1286 0.1657 0.1467 0.1536
CE1 −0.1150 −0.2651 −0.0458 −0.2418 −0.3232
HE1 0.1150 0.1333 0.1131 0.1600 0.1195
CE2 −0.1150 −0.2393 −0.2225 −0.2118 −0.2235
HE2 0.1150 0.1213 0.1484 0.1563 0.1585
CZ 0.1100 0.3055 0.2622 0.3656 0.3644
OH −0.5400 −0.6688 −0.6615 −0.6473 −0.6924
HH 0.4300 0.4556 0.4280 0.4858 0.5171
ain units of e; bC22 atom names.17
Table S4: DFT/MM derived ESPa partial charges for Ser41.
atomb C22 ATD ATDP AMD AMDP
CB 0.0500 0.0503 0.1929 0.1623 0.1458
HB1 0.0900 0.0397 0.0030 0.0060 0.0165
HB2 0.0900 0.0397 0.0030 0.0060 0.0165
OG −0.6600 −0.6084 −0.6942 −0.6809 −0.7182
HG 0.4300 0.4785 0.4952 0.5064 0.5392
ain units of e; bC22 atom names.17
Table S5: DFT/MM derived ESPa partial charges for His44.
atomb,c C22 ATD AMD atomb,d C22 ATDP AMDP
NE2 −0.3600 −0.4413 −0.2730 ND1 −0.5100 −0.3343 −0.3285
HE2 0.3200 0.3625 0.3090 HD1 0.4400 0.4181 0.4209
CD2 −0.0500 −0.2221 −0.2781 NE2 −0.5100 −0.1911 −0.1018
HD2 0.0900 0.1145 0.1577 HE2 0.4400 0.4429 0.3709
ND1 −0.7000 −0.6576 −0.6693 CE1 0.3200 0.0623 −0.0415
CG 0.2200 0.5310 0.4267 HE1 0.1800 0.1782 0.2511
CE1 0.2500 0.3468 0.2095 CD2 0.1900 −0.2560 −0.2497
HE1 0.1300 0.0180 0.1191 HD2 0.1300 0.2267 0.2315
CB −0.0800 −0.3608 −0.2574 CG 0.1900 0.4332 0.3756
HB1 0.0900 0.1544 0.1279 CB −0.0500 −0.3398 −0.2733
HB2 0.0900 0.1544 0.1279 HB1 0.0900 0.1798 0.1724
HB2 0.0900 0.1798 0.1724
ain units of e; bC22 atom names;17 cof the unprotonated His44; dof the protonated His44.
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Table S6: DFT/MM derived ESPa partial charges for Asn45.
atomb C22 ATD ATDP AMD AMDP
CB −0.1800 −0.3125 −0.3324 −0.2736 −0.2930
HB1 0.0900 0.0886 0.1257 0.0975 0.1102
HB2 0.0900 0.0886 0.1257 0.0975 0.1102
CG 0.5500 0.9798 0.9483 0.8901 0.9308
OD1 −0.5500 −0.6703 −0.8307 −0.6224 −0.7548
ND2 −0.6200 −1.0574 −0.9228 −1.1008 −0.9644
HD21 0.3200 0.4504 0.4500 0.4466 0.4201
HD22 0.3000 0.4329 0.4360 0.4650 0.4407
ain units of e; bC22 atom names.17
Table S7: DFT/MM derived ESPa partial charges for Phe61.
atomb C22 ATD ATDP AMD AMDP
CB −0.1800 −0.2312 −0.2285 −0.2607 −0.2935
HB1 0.0900 0.0684 0.0856 0.1074 0.0798
HB2 0.0900 0.0684 0.0856 0.1074 0.0798
CG 0.0000 0.2848 0.2105 0.3353 0.3640
CD1 −0.1150 −0.1714 −0.1035 −0.2317 −0.2559
HD1 0.1150 0.1225 0.0833 0.1377 0.1408
CD2 −0.1150 −0.1609 −0.0829 −0.2706 −0.2938
HD2 0.1150 0.1249 0.1246 0.1487 0.1666
CE1 −0.1150 −0.2135 −0.2237 −0.0647 −0.0500
HE1 0.1150 0.1092 0.0964 0.0863 0.0546
CE2 −0.1150 −0.1739 −0.2079 −0.0372 −0.0023
HE2 0.1150 0.1200 0.1164 0.0635 0.0756
CZ −0.1150 −0.0362 −0.0294 −0.2573 −0.2017
HZ 0.1150 0.0888 0.0733 0.1358 0.1358
ain units of e; bC22 atom names.17
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Table S8: DFT/MM derived ESPa partial charges for Gln63.
atomb C22 ATD ATDP AMD AMDP
CB −0.1800 −0.0788 −0.1646 −0.1667 −0.1688
HB1 0.0900 0.0334 0.0520 0.0737 0.0686
HB2 0.0900 0.0334 0.0520 0.0737 0.0686
CG −0.1800 0.0672 −0.1952 −0.2056 −0.2759
HG1 0.0900 0.0209 0.0728 0.0905 0.1191
HG2 0.0900 0.0209 0.0728 0.0905 0.1191
CD 0.5500 0.9058 0.9782 0.9074 0.9443
OE1 −0.5500 −0.7486 −0.7194 −0.7355 −0.7653
NE2 −0.6200 −1.0598 −1.0737 −1.0234 −0.9952
HE21 0.3200 0.4274 0.4546 0.4884 0.4887
HE22 0.3000 0.4199 0.4252 0.4070 0.3965
ain units of e; bC22 atom names.17
Table S9: DFT/MM derived ESPa partial charges for Asp82.
atomb C22 ATD ATDP AMD AMDP
CB −0.2800 −0.2897 −0.4805 −0.2860 −0.3859
HB1 0.0900 0.0766 0.1628 0.0987 0.1056
HB2 0.0900 0.0766 0.1628 0.0987 0.1056
CG 0.6200 0.9535 1.0315 0.8907 1.0441
OD1 −0.7600 −0.8613 −0.9165 −0.9829 −1.0222
OD2 −0.7600 −0.9558 −0.9600 −0.8192 −0.8471
ain units of e; bC22 atom names.17
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Table S10: DFT/MM derived ESPa partial charges for Arg84.
atomb C22 ATD ATDP AMD AMDP
CB −0.1800 −0.1330 −0.1284 −0.2412 −0.0579
HB1 0.0900 0.0166 0.0284 0.0635 0.0055
HB2 0.0900 0.0166 0.0284 0.0635 0.0055
CG −0.1800 0.0180 0.0718 0.2018 0.0268
HG1 0.0900 0.0337 0.0183 0.0000 0.0360
HG2 0.0900 0.0337 0.0183 0.0000 0.0360
CD 0.2000 0.3952 0.3348 0.2591 0.1822
HD1 0.0900 0.0017 0.0000 0.0000 0.0324
HD2 0.0900 0.0017 0.0000 0.0000 0.0324
NE −0.7000 −0.8996 −0.8091 −0.7881 −0.7579
HE 0.4400 0.5773 0.5307 0.5296 0.5173
CZ 0.6400 0.9704 0.9397 0.9648 1.0218
NH1 −0.8000 −0.9881 −0.9314 −1.0007 −0.9677
HH11 0.4600 0.4953 0.4240 0.4948 0.4784
HH12 0.4600 0.4917 0.4760 0.4952 0.4815
NH2 −0.8000 −0.9607 −1.0256 −1.1042 −1.1412
HH21 0.4600 0.4853 0.5318 0.5193 0.5427
HH22 0.4600 0.4437 0.4920 0.5423 0.5258
ain units of e; bC22 atom names.17
Table S11: DFT/MM derived ESPa partial charges for His85.
atomb C22 ATD ATDP AMD AMDP
NE2 −0.3600 −0.3010 −0.2871 −0.2830 −0.2685
HE2 0.3200 0.3651 0.3597 0.3360 0.3498
CD2 −0.0500 −0.2887 −0.3229 −0.4181 −0.1931
HD2 0.0900 0.1757 0.2074 0.2021 0.1355
ND1 −0.7000 −0.7325 −0.6923 −0.7174 −0.2824
CG 0.2200 0.5666 0.5502 0.6443 0.1471
CE1 0.2500 0.2589 0.2401 0.3195 0.0571
HE1 0.1300 0.0701 0.0532 0.0634 0.1473
CB −0.0800 −0.4049 −0.3806 −0.4440 −0.2932
HB1 0.0900 0.1452 0.1361 0.1485 0.1001
HB2 0.0900 0.1452 0.1361 0.1485 0.1001
ain units of e; bC22 atom names.17
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Table S12: DFT/MM derived ESPa partial charges for Trp104/Met106.
atomb,c C22 ATD ATDP atomb,d C22 AMD AMDP
CB −0.1800 −0.0294 −0.0452 CB −0.1800 −0.1081 −0.1941
HB1 0.0900 0.0266 0.0374 HB1 0.0900 0.0354 0.0677
HB2 0.0900 0.0266 0.0374 HB2 0.0900 0.0354 0.0677
CG −0.0300 −0.1603 −0.1812 CG −0.1400 0.0159 0.2137
CD2 −0.0200 0.1860 0.1466 HG1 0.0900 0.0518 0.0099
CD1 0.0350 −0.0614 0.0415 HG2 0.0900 0.0518 0.0099
HD1 0.1150 0.1261 0.1159 SD −0.0900 −0.2043 −0.2608
NE1 −0.6100 −0.4732 −0.6050 CE −0.2200 −0.1240 −0.1635
HE1 0.3800 0.4415 0.4973 HE1 0.0900 0.0820 0.0831
CE2 0.1300 0.2028 0.3105 HE2 0.0900 0.0820 0.0831
CE3 −0.1150 −0.3169 −0.2690 HE3 0.0900 0.0820 0.0831
HE3 0.1150 0.1342 0.1227
CZ2 −0.1150 −0.1611 −0.2696
HZ2 0.1150 0.1059 0.1521
CZ3 −0.1150 −0.0299 −0.1603
HZ3 0.1150 0.0592 0.0763
CH2 −0.1150 −0.1618 −0.0667
HH2 0.1150 0.0849 0.0590
ain units of e; bC22 atom names;17 cof Trp104; dof Met106.
Table S13: DFT/MM derived ESPa partial charges for the H-bonded H2O.
atomb C22 ATD ATDP AMD AMDP
OH2 −0.8340 −1.0188 −0.9278 −0.9964 −0.8980
H1 0.4170 0.5094 0.4639 0.4982 0.4490
H2 0.4170 0.5094 0.4639 0.4982 0.4490
ain units of e; bC22 atom names.17
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RMSDs of calculated FMN vibrational frequencies from references – PFF
To measure the quality, at which the DFT/MM results on the IR spectra of FMN in AppA BLUF
models (described by the PFFs) match the T3 reference4 or the experimental dark state BLUF
data,5–9 we calculated RMSDs of the FMN stretching frequencies shown in Figure 3. Table S14
lists these data for all rMD equilibrated BLUF models. The RMSDs are discussed in the main text
of the paper.
Table S14: RMSDsa between vibrational frequencies calculated by DFT/MM for flavin in
AppA BLUF proteins modeled by PFFs and in TIP3P water (T3) or experimentallyc mea-






aRMSDs given in cm−1 bRef. 4 cRefs. 5–9
Polarization effects on vibrational spectra of FMN in AppA-His44-P
Figure S14: Polarization effects on the scaled (1.031) DFT/MM vibrational frequencies calculated
for FMN in the rMD equilibrated BLUF models ATDP and AMDP featuring a protonated His44.
Here, CHARMM22 standard partial charges17 were replaced by those of the respective structure
adapted PFFs (subscript “p”). Also given is the reference T3.
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Figure S14 complements the data shown in Figure 6 by the polarization effects predicted by
DFT/MM for the vibrational frequencies of FMN embedded in AppA BLUF proteins ATDP and
AMDP featuring a protonated His44. The inclusion of the electronic polarization is seen to cause
only slight frequency shifts for most modes. Exceptions are the [C=N]− mode, which is blueshifted
in both models, and the [C4=O]+ stretch of AMDP, which experiences a 18 cm−1 redshift. These
frequency shifts lead for AMDPp to a somewhat smaller deviation of the vibrational frequencies
from the T3 reference with the RMSD decreasing to 17.8 cm−1, whereas for ATDP the RMSD
even increases to 31.6 cm−1 upon inclusion of the electronic polarization into the MM fragment of
the simulation system (cf. Tables S2 and S14).
RMSDs of rescaled FMN frequencies for polarized AppA BLUF
Table S15: RMSDsa of rescaled (1.0187) vibrational frequencies calculated by DFT/MM







aRMSDs given in cm−1; bRefs. 5–9
Table S15 lists for all polarized AppA BLUF models considered by us the RMSDs of FMN’s
properly scaled DFT/MM frequencies from the vibrational consensus frequencies determined by
IR and RR spectroscopy5–9 for BLUFd and BLUFl, respectively. These data are used and discussed
in the main text of the paper.
Visualization of the PFFs for the FMN binding pockets in AppA BLUF
Figure S15 illustrates how the iterative DFT/MM procedure of computing structure adapted PFFs
changed the partial charges qi at the residues Tyr21, His44, Asn45, Gln63 and Trp104/Met106.
Here the changes ∆qi are the differences qi(p)− qi(c) of the atomic partial charges used in the
various MM models p and c (see Tables S3–S13). Negative ∆qi are colored in red and positive ∆qi
in blue.
The left column of Figure S15 is identical to Figure 7 in the main text, where it has been
discussed. Thus, only the right column is of importance here, which demonstrates the changes
introduced in the force fields ATDp and AMDp by protonation of His44. Apart of a different
polarity of Tyr21 in ATDPp all polarity changes are quite small and probably less important for
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Figure S15: DFT/MM derived changes ∆qi = qi(p)− qi(c) of the atomic partial charges qi used
in the various MM models p ∈ {ATDp,AMDp} and c ∈ {ATD,AMD,ATDPp,AMDPp}. Negative
∆qi are colored in red and positive ∆qi in blue.
the computed spectra than the slight changes of geometry induced by adding a proton to His44.
Exceptions are the H-bonded water molecules, whose polarities decrease by about 12 % upon
protonation of His44. As a result, the bound water molecules are about as polar as MT/BP water
molecules in a TIP3P bulk MM water environment.18
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Movements of FMN during DFT/MM minimizations
Following the established INMA procedures4 the DFT/MM computation of a vibrational spectrum
is preceded by an energy minimization during which the FMN chromophore can move within the
rigid protein binding pocket. Accordingly the various H-bonding distances will change.
Figure S16: Visualization of the FMN movements in the polarized and rigid binding pockets of
AppA BLUF models during the DFT/MM minimizations starting at the best matching represen-
tatives ATD, ATDP, AMD, and AMDP in the rMD equilibrated structural ensembles. The initial
position of the FMN is drawn in blue and the final position in red.
Figure S16 illustrates these movements for the polarized models ATDp, ATDPp, AMDp, and
AMDPp of the AppA BLUF domain. According to this figure and Table S16, in nearly all mod-
els the FMN is seen to slightly translate toward the Asn45 thereby decreasing the associated H-
bonding distances. In the case of AMDp this translation apparently breaks the H-bond FMN-
O4· · ·H–N-Gln63, which is originally present in the best matching rMD equlibrated representative
[cf. Figure 1(b)]. In the case of AMDPp however, the DFT/MM minimization preserves this H-
bond.
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Table S16: H-bonding distancesa in polarized AppA BLUF models.
ATD AMD
H-bond X-rayb rMD DFT/PMM X-rayb rMD DFT/PMM
FMN-O2 · · · H2O — 2.68 2.50 — 2.62 2.41
FMN-O4 · · · Asn45-N 2.89 2.90 2.74 3.21 2.94 2.68
FMN-O4 · · · Gln63-N 3.98 3.97 4.15 2.78 2.90 3.59
FMN-N3 · · · Asn45-O 2.74 2.81 2.67 2.82 2.84 2.65
FMN-N5 · · · Gln63-N 3.05 3.07 3.20 3.22 3.33 3.26
Trp104-N · · · Gln63-O 3.29 2.71 2.71 — — —
ATDP AMDP
H-bond X-rayb rMD DFT/PMM X-rayb rMD DFT/PMM
FMN-O2 · · · H2O — 2.70 2.40 — 2.88 2.49
FMN-O4 · · · Asn45-N 2.89 2.72 2.55 3.21 2.92 2.61
FMN-O4 · · · Gln63-N 3.98 3.99 4.19 2.78 2.82 3.27
FMN-N3 · · · Asn45-O 2.74 2.74 2.59 2.82 2.75 2.59
FMN-N5 · · · Gln63-N 3.05 3.29 3.37 3.22 3.19 3.24
Trp104-N · · · Gln63-O 3.29 2.73 2.73 — — —
agiven in Å; bvalues of the various X-ray structures;1,2
Protonation effects in rescaled FMN spectra for polarized AppA BLUF
Figure S17: DFT/MM frequencies of FMN in the BLUF models ATDPp, ATDp, AMDPp, and
AMDp, and scaled with 1.0187. As a reference we also give experimental consensus data5–9 on
the dark (BLUFd) and light (BLUFl) states of BLUF domains.
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The visualization of the rescaled vibrational frequencies in Figure 10 is complemented by
Figure S17, which shows the properly rescaled (1.0187) frequencies calculated by DFT/MM for
FMN embedded in the polarized BLUF models ATDPp, and AMDPp. For comparison the Figure
repeats the data on ATDp, AMDp, BLUFd, and BLUFl.
The properly scaled DFT/MM frequencies displayed in Figure S17 for the model ATDPp con-
taining a protonated His44 exhibts much larger deviations from the experimental data BLUFd
(RMSD 14.8 cm−1) and BLUFl (RMSD 20.8 cm−1) than the computational results for AMDPp
with RMSDs of 7.6 cm−1 (BLUFd) and 8.1 cm−1 (BLUFl) and for the models with the unproto-
nated His44 (cf. Table S15). The large deviations calculated for ATDPp exclude in our view the
Trpin conformation of AppA BLUF with a protonated His44 as a model for the dark state and, even
more so, for the light state of AppA BLUF. In section Methods of the main text we have shortly
discussed apparent contradictions concerning the protonation state of His44 in ATD (or rather in
the NMR solution structure ATD*) in Ref. 11.
Figure S17 reveals for the Metin conformation of AppA BLUF an interesting spectral effect of
the His44 protonation. In AMDPp the [C4=O]+ frequency is by 8 cm−1 redshifted as compared to
AMDp. A possible reason for this redshift may be the fact that FMN-O4 features only one H-bond
in the DFT/MM optimized structure AMDp but two H-bonds in AMDPp. This difference has been
mentioned above in connection with Figure S16.
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4 Schlussfolgerung und Ausblick
Vielleicht ist es so,
dass es am Ende niemals Antworten gibt,
sondern immer nur neue Fragen.
(M. Geyer, Der Spiegel 11/2010 )
In der ersten Publikation dieser Arbeit (siehe Abschnitte 2.1 und 2.2) konnte eine DFT/MM-
INMA Methode entwickelt werden, die in akkurater Weise die IR Schwingungsspek-
tren von oxidiertem Lumiflavin in Wasser beschreibt und darüberhinaus, basierend auf
der in dieser Arbeit neu entwickelten automatisierten Modenklassifizierung, eine Ent-
schlüsselung der Normal-Moden-Zusammensetzung der experimentell gemessenen Ban-
den [142–151] liefert. Dabei konnte nicht nur das beobachtete IR Spektrum im Bereich
von 1000 cm−1 bis 1750 cm−1 reproduziert werden, sondern auch sehr gute Vorhersagen
der Isotopeneffekte erreicht werden, welche die Qualität der Beschreibung nochmals un-
terstreichen.
Eine Anwendung der nun entwickelten DFT/MM-INMA Methode auf ein anioni-
sches und ein neutrales Lumiflavinradikal (siehe Abschnitte 2.3 und 2.4) zeigte, dass die-
se Methode die IR Schwingungsspektren von solvatisierten Flavinen in anderen Redox-
Zuständen [55, 145–149, 157] mit derselben Genauigkeit wie für ein oxidiertes Lumifla-
vin vorhersagen kann. So war es auch in diesen Fällen möglich, die Schwingungsspektren,
welche auf Grund der Flavin Reduzierung komplexen Veränderungen unterworfen sind,
detailliert zu erklären und eine Zuordnung der beobachteten Banden zu entsprechenden
Normal-Moden vorzunehmen.
Im Gegensatz zu den für Flavine in Wasser berechneten Schwingungsspektren, die
durch Mittelung einer Vielzahl einzeln betrachteter Schnappschüsse bestimmt wurden,
konnte aus Rechenzeitgründen für die Schwingungsspektren des Chromophors von BLUF
Proteinen nur ein einziger Schnappschuss für jede der sechs betrachteten Proteinstrukturen
verwendet werden.
Um die experimentell vorgegebene Struktur der einzelnen BLUF Proteine möglichst
genau zu erhalten, wurden MD Simulationen eingesetzt, die alle schweren Atome ver-
mittels harmonischer Potentiale an die experimentell bestimmten Atomorte fixierten. An-
schließend wurde für jedes BLUF Protein derjenige Schnappschuss ausgewählt, der die
experimentelle Struktur am besten wiedergab. Daher können für die Resultate aus der
dritten Publikation (siehe Kapitel 3) selbstverständlich keine statistischen Fehlerabschät-
zungen angegeben werden.
Trotz dieser statistischen Unsicherheit haben jedoch die meisten Resultate definitiv Be-
stand, da sie einfache und plausible Elektrostatikeffekte widerspiegeln. Hierzu gehört die
teilweise dynamische Instabilität der AppA Lichtzustandsstruktur [115] aus einer Rönt-
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genstrukturanalyse. Bei dieser Struktur, die ein AppA Dimer mit zwei strukturell unter-
schiedlichen Monomeren enthält, ist das eine Monomer (PDB-Code: 2IYI, chain A), wel-
ches von den Autoren als die plausiblere Struktur betrachtet wird [115], dynamisch insta-
bil, weil es nicht mit den elektrostatischen Wechselwirkungen in der Flavin-Bindungstasche
kompatibel ist. Das zweite Monomer (PDB-Code: 2IYI, chain B), welches dynamisch sta-
bil ist, ist allerdings mit der Struktur des Dunkelzustandes, die in derselben Publikation
veröffentlicht wurde (PDB-Code: 2IYG, chain A/B), im Bereich der Bindungstasche na-
hezu identisch (siehe Abb. 1.6). Lediglich die Lage des Met106 ist dort um etwa 1 Å
verschoben.
Ein weiteres sicheres Resultat ist die offensichtliche Ungenauigkeit der AppA Struk-
tur aus einer NMR Analyse [117]. Ferner wurde die empirisch bekannte Regel [107, 121,
122] bestätigt, dass Wasserstoffbrückenbindungen die spektralen Lagen der C=O Streck-
schwingungen deutlich beeinflussen. Darauf aufbauend konnte gezeigt werden, dass in
den Kristallstrukturen der Proteine BlrB [105] und Slr1694 [116] Wasserstoffbrücken-
bindungen entweder fehlen oder zusätzlich existieren, welche die Bandenlage der C2=O
Streckschwingung gegenüber dem solvatisierten Zustand stark verschieben. So wurden in
beiden Fällen C2=O Schwingungsfrequenzen berechnet, die sich um mehr als 30 cm−1
von den für die solvatisierten BLUF Domänen experimentell bestimmten Frequenzen un-
terscheiden. Diese Resultate und die eingehende Untersuchung der zu Grunde liegenden
Proteinstrukturen zeigt, dass die Kristallstrukturen von BlrB [105] und Slr1694 [116] nicht
den solvatisierten Proteinstrukturen entsprechen können. Die Bestimmung von experi-
mentellen Schwingungsspektren dieser Kristallstrukturen könnten diese Hypothese be-
stätigen, da sie in Bezug auf die C2=O Schwingungsfrequenzen deutlich von den Schwin-
gungsfrequenzen solvatisierter Proteine abweichen sollten. Leider ist es jedoch nicht üb-
lich, dass bei der Bestimmung einer Kristallstruktur auch ein Schwingungsspektrum die-
ser Struktur ermittelt wird, sodass der Vergleich mit einer entsprechenden experimentellen
Schwingungsanalyse am Proteinkristall nicht möglich ist.
Methodisch konnte mit dieser Arbeit gezeigt werden, dass, wie im Fall des BR, auch
im Fall der BLUF Domänen übliche nicht-polarisierbare MM Proteinkraftfelder zu un-
genau sind, um eine hinreichend genaue Beschreibung von Schwingungsspektren eines
Chromophors in einer Proteinumgebung zu erreichen. Erst mit der DFT/MM basierten Be-
rechnung von BLUF-spezifischen polarisierten MM (PMM) Kraftfeldern konnten Schwin-
gungsspektren von Flavinen sowohl in der Trpin Konformation (PDB-Code: 1YRX) [114]
als auch in der Metin Konformation (PDB-Codes: 2IYG und 2IYI) [115] des AppA Pro-
teins berechnet werden, die näher an die experimentellen Spektren herankamen. Ferner
haben die Untersuchungen an den BLUF Domänen auch deutlich gemacht, dass die Elek-
trostatik des TIP3P Wassermodells [153], das in den vorangegangenen Arbeiten verwendet
wurde, nicht zu den elektrostatischen Gegebenheiten in Proteinstrukturen passt. Deshalb
musste der anfänglich für TIP3P generierte Frequenzskalierungsfaktor (1.031) für eine
mit CHARMM22/PMM modellierte BLUF Proteinumgebung deutlich reduziert werden
(1.0187), um eine sehr gute Übereinstimmung zwischen den berechneten DFT/PMM und
den beobachteten Flavin Schwingungsspektren zu erreichen.
Die fehlende Rechenkapazität und die unvollständige Automatisierung zur Erzeugung
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von ensemblegemittelten PMM Proteinkraftfeldern vermittels iterativer DFT/MM Rech-
nungen führten zu der schon angesprochenen statistischen Unsicherheit. Deshalb war es
nicht möglich, anhand des Vergleichs mit beobachteten Schwingungsspektren eine kon-
krete strukturelle Zuweisung des Lichtzustandes der BLUF Domänen zu erreichen. Auf
Grund der Ergebnisse aus den DFT/PMM Schwingungsspektren von Flavinen in BLUF
Domänen konnte jedoch gezeigt werden, dass die Trpin Konformation [siehe Abb. 1.6(a)]
mit hoher Wahrscheinlichkeit den Dunkelzustand repräsentiert. Im Gegensatz dazu ist die
Zuweisung der Metin Konformation [siehe Abb. 1.6(b)] unklar. Gemäß den Ergebnissen
könnte sie sowohl den Dunkel- als auch den Lichtzustand darstellen. Wenn die Metin Kon-
formation den Lichtzustand zugewiesen werden könnte, so würde sich die Meinung ande-
rer [41, 114, 127, 159, 160] bestätigen, dass die Trpin Konformation den Dunkelzustand
und die Metin Konformation den Signalzustand repräsentiert. Unklar bliebe jedoch, ob das
Umschalten zwischen diesen beiden Konformationen innerhalb der angegebenen Zeit (<
1 ns) [40, 41, 58, 120] tatsächlich vonstatten gehen kann (siehe Abschnitt 1.5.2).
Wenn allerdings die Metin Konformation ebenfalls den Dunkelzustand darstellt, würde
dies bedeuten, dass keine der bislang untersuchten BLUF Strukturen für den Signalzustand
in Frage kommt. Ferner wäre das Umschalten zwischen der Trpin und Metin Konforma-
tion nicht der Mechanismus, welcher der Funktion der BLUF Domäne zu Grunde liegt.
Vielmehr müsste ein anderer Mechanismus für die Bildung des Signalzustandes verant-
wortlich sein. Wie in der dritten Publikation dieser Arbeit beispielhaft aufgezeigt wurde,
könnte das Eindringen eines Wassermoleküls in die Bindungstasche an der Bildung des
Signalzustandes beteiligt sein. Die Bewegung von Met106 um etwa 1 Å, die innerhalb der
AppA Strukturen [115] gefunden wurde, könnte dafür den erforderlichen Platz schaffen.
Wie in einer 150 ps Equilibrierung gezeigt werden konnte, verbleibt ein an diese Stelle
modeliertes Wassermolekül in der Nähe des FMN-O4 Atoms und bildet eine Wasserstoff-
brücke aus, welche dann die Frequenz der C4=O Streckschwingung ins Rote verschiebt.
Eine solche Rotverschiebung ist bekanntlich die entscheidende spektrale Änderung beim
lichtinduzierten Übergang von BLUF Domänen in den Signalzustand. Allerdings ist auch
diese Möglichkeit mit statistischen Ungenauigkeiten verbunden, da einerseits nur eine kur-
ze Equilibrierung und andererseits nur ein einzelner Schnappschuss für das DFT/PMM
Schwingungsspektrum herangezogen wurden. Natürlich wäre es schön gewesen, wenn die
Mittel zur Verfügung gestanden hätten, um die vorliegenden Ergbnisse und Hypothesen
auch statistisch zu untermauern.
Um die erforderliche Statistik zu erreichen, müssten im nächsten Schritt, wie im Fall
der Flavin Schwingungsspektren in Wasser, die Flavin Schwingungsspektren in BLUF
Domänen nicht von einzelnen Schnappschüssen, sondern von einem ganzen Schnapp-
schuss Ensemble berechnet werden. Auf Grund der hier vorgeleisteten Arbeit könnte man
die Anzahl der betrachteten BLUF Proteinstrukturen auf die drei Strukturen reduzieren,
die sich als geeignet erwiesen haben. Diese Maßnahme würde den erforderlichen Re-
chenaufwand schon deutlich reduzieren. Des Weiteren müssten ensemblegemittelte PMM
Kraftfelder in selbst-konsistenter Art und Weise bestimmt werden. Im Gegensatz zu den
hier verwendeten PMM Kraftfeldern, die nur auf einem Schnappschuss pro Protein basie-
ren, bedeutet dies eine Vielzahl weiterer DFT/MM Iterationen. Selbstkonsistenz erfordert
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dabei eine iterative Neubestimmung der MD generierten Ensembles mit ensemblegemit-
telten PMM Kraftfeldern, bis auch hier ein gewisses Maß an Stationarität erreicht ist. Dies
macht deutlich, dass die Bewältigung des erforderlichen Rechenaufwandes im Rahmen
dieser Arbeit nicht zu realisieren war.
Abschließend kann man festhalten, dass die elektronische Polarisierbarkeit in MM
Kraftfeldern berücksichtigt werden muss. Um dies zu realisieren, bieten sich zwei Vari-
anten an. Entweder man wählt einen „Mean-Field“ Ansatz, bei dem für eine gegebene
Proteinstruktur ein ensemblegemitteltes PMM Kraftfeld ermittelt wird, oder man verwen-
det polarisierbare MM (PMM-II) Kraftfelder [161, 162]. Um die Mean-Field Methode
zugänglich zu machen, sollten die fehlenden automatisierten Routinen entwickelt wer-
den und zusätzlich schnellere DFT/MM Methoden verwendet werden. Das in dieser Ar-
beit verwendete DFT Programm CPMD [66] ist dafür zu langsam. Eine kosteneffizien-
tere Berechnung würde durch modernere Programme, wie zum Beispiel cp2k, welches
den QUICKSTEP Algorithmus [163] verwendet, ermöglicht, sobald ein passendes Inter-
face zu MM-MD Programmen, wie dem hier verwendeten EGO [75], etabliert wurde. Für
eine noch recheneffizientere Einbindung der elektronischen Polarisierbarkeit sollte aller-
dings eine neue Hybridmethode, die eine DFT Beschreibung eines Chromophors mit einer
PMM-II Beschreibung seiner Umgebung verknüpft, entwickelt und schließlich angewen-
det werden.
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A Die 20 natürlichen Aminosäuren
Die folgende Tabelle A.1 gibt einen Überblick über die 20 im genetischen Kode verschlüs-
selten Standardaminosäuren. Für alle Aminosäuren ist die in der Biochemie und Biophysik
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