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Abstract
In the aviation field great interest is growing in passengers transportation
at hypersonic speed. This requires, however, careful study of the enabling
technologies necessary for the optimal design of hypersonic vehicles. In this
framework, the present work reports on a highly integrated design envi-
ronment that has been developed in order to provide an optimization loop
for vehicle aerothermodynamic design. It includes modules for geometrical
parametrization, automated data transfer between tools, automated execu-
tion of computational analysis codes, and design optimization methods. This
optimization environment is exploited for the aerodynamic design of an un-
manned hypersonic cruiser flying atM∞ = 8 and 30 km altitude. The original
contribution of this work is mainly found in the capability of the developed
optimization environment of working simultaneously on shape and topology
of the aircraft. The results reported and discussed highlight interesting de-
sign capabilities, and promise extension to more challenging and realistic
integrated aerothermodynamic design problems.
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1. Introduction
The evolution and the improvements in aerospace sciences have been con-
stantly driven by the goal of flying faster and higher. Current applications
of hypersonic flight mainly pertain to space flight activities, although exten-
sions to passenger transportation are also envisaged. With this in mind, the
present research effort focuses on the optimization-based aerothermodynamic
design of hypersonic aircraft. For that purpose, an integrated design envi-
ronment has been developed which includes in-house developed, open-source
software and research codes, to provide an integrated optimization loop for
shape design of hypersonic vehicles. For instance, the present optimization
framework features modules for geometric parametrization, automated data
transfer between analysis tools, automated execution of computational anal-
ysis code and design optimization methods. The Covariance Matrix Adap-
tation Evolutionary Strategy (CMA-ES [1]) is used to address aeroshape
optimization. The original contribution of this work can be mainly found in
the capability of the developed optimization environment of working, simul-
taneously, on shape and topology of the aircraft. Indeed, the parametrization
is based on a special formulation of the class/shape function transformation
method (CST) [2, 3, 4], which allows seamless and efficient design of both
winged and lifting body configurations.
In general sense, topology optimization deals with the design of aeroshapes
that are not classifiable in a particular class or type. In structural optimiza-
tion, for example, the design of a wing or fuselage can be split into two phases,
namely the definition of the general part layout with stringer and frames ac-
cording to a given criterion or layout, and, subsequently, the sizing of such
structural elements in order to achieve the required performance in terms of
weight and strength. Most advanced approaches to topology optimization
are able to perform both layout change and structural element sizing at the
same time. The approach proposed here, although simplified and not as
powerful and general as a Level Set Method [5], addresses the same class of
problems, in the sense that the aerodynamic and aerothermodynamic perfor-
mances of the shapes under investigation change dramatically if the shape is
winged or not, and the optimal configuration heavily depends on the design
conditions. Since a full level set approach presents a series of problems and
hindrances when applied to our class of problems, we figured out an alter-
native approach that allows to change the configuration under investigation
with continuity from a wingless to a winged shape. As said before, this goal
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is achieved by using a special CST parameterization. The advantage of this
choice is that a very compact parameterization can describe smooth surfaces
(as required by our solvers and by the problems under investigation) and, at
the same time, different configuration classes. As a consequence, the output
of the optimization will result in a winged or wingless body in function of
the particular problem that is undertaken. In this framework, the optimiza-
tion environment is exploited for the aerodynamic design of an unmanned
hypersonic cruiser able to perform experimental activities flying at M∞ = 8
and 30 km altitude. Note that, this flight condition is the one commonly ex-
pected for a Hypersonic Speed Civilian Transportation (HSCT). Examples of
HSCT, under development by the European Space Agency within the Sev-
enth Framework Program are the HEXAFLY and HEXAFLY-INT vehicle
concepts [6, 7].
2. Overview of aeroshape optimization of hypersonic vehicles
The problem of hypersonic vehicle aeroshape optimization has been ad-
dressed in several previous publications. Bowcutt et al. [8] reported the
studies for hypersonic vehicles using the numerical optimization with the
goal of maximizing the lift-to-drag ratio (L/D) of a waverider vehicle. They
prove that the optimized configuration exceeds the L/D barrier defined by
Kuchemann [9]. The same author also analyzed the coupling of aerodynamic
and propulsive performances for a hypersonic cruise [10]. In this work, the
multi-disciplinary optimization approach was used to design a simple hyper-
sonic aircraft able to accomplish a cruise flight at Mach 15 with maximum
L/D. The propulsive, aerodynamic, control, and stability design issues were
analyzed as standard simple components of the aircraft. Constrained opti-
mization of three-dimensional aeroshapes was assessed by Sheffer and Du-
likravich [11]. In that work, the design variables were the coordinates of the
vehicle’s cross sections, the constraints were the useful vehicle volume and
the length, and the objective was the aerodynamic drag reduction.
Landon et al. [12] developed a software to design optimal aeroshapes ac-
cording to accurate and realistic design objectives and constraints. The soft-
ware used a series of tools to predict geometrical features, mass properties,
aerodynamic database and control and stability performances. In particular,
it used the free-form deformation method for geometric parametrization and
the supersonic/hypersonic arbitrary body program (S/HABP [13]) to eval-
uate vehicle aerodynamics and aerothermodynamics. A different approach
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was practiced by Ferguson et al. [14]. Here, the inverse design approach was
used to generate the vehicle aeroshape once known the flowfield. The aim of
that work was to find a feasible waverider-like vehicle with maximum L/D.
A multidisciplinary design optimization (MDO) was developed by Bowcutt
[15] which combines propulsion and external aerodynamic forces, mass prop-
erties and internal volumetric modeling, with the objective to maximize over-
all mission range of a hypersonic cruise missile. In the work of Starkey et
al., an air-breathing waverider-based vehicle was optimized considering the
propulsive system, the aerodynamic performance and hypersonic cruise tra-
jectory [16]. CFD-based shape optimization of hypersonic vehicle was carried
out by [17]. The aerodynamic performance was evaluated by means of invis-
cid CFD results and the objective of this optimization analysis is to attain
maximum L/D in the transonic and hypersonic flow regimes. Another exam-
ple of multi-objective optimization can be found in Dominic and Erwin [18],
where a capsule and a winged re-entry vehicles were optimized. The objec-
tive of this aeroshape optimization is related to mass, volume and re-entry
range.
Multidisciplinary design optimization of the NASA HL-20 concept was
carried out by Lobbia [19]. In particular, the goal was maximizing the aero-
dynamic efficiency assuming the re-entry heating as a constraint. Finally,
Iuliano and Quagliarella [20] provided highlights about modern optimization
techniques based on multi-fidelity and surrogate based optimization algo-
rithms. The above research efforts are justified by the fact that the design
of a hypersonic aircraft is extremely challenging as aerodynamic, control,
propulsion and structure topics are highly connected each other, thus greatly
influencing each other. Hence, it is expected that synergistic interactions,
between vehicle sub-systems and functions, can produce significant perfor-
mance and economic benefits. With this in mind, the design approach must
pass from conventional design to a more complex and challenging highly in-
tegrated design (HID). However, a HID demands a series of advanced design
tools and an increasing computational power, since a large number of design
variables is usually involved. For this reason, numerical optimization is a fun-
damental tool in the integrated design process, which allows searching for the
best solution that satisfies both requirements and constraints. In doing this,
the present framework tool is able to efficiently build both winged and lifting
body architectures in a seamless way, depending on the particular problem
to be solved. This figure of merit of the tool will be illustrated in detail with
the help of two test cases which, starting from the same parametrization,
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will lead to two different topologies. The driving force will be the constraints
that, in one case put emphasis on reduce weight; while in the second one, on
payload mass increase. It is worth noting that the optimal configuration will
also shows changes in the aerodynamic shape. The advantages of this ap-
proach, even in a preliminary and exploratory design phase, are evidently in
a more effective exploration of the design space. Indeed, a purely topological
optimization, without changes in the aerodynamic shape, like wing or fuse-
lage sections, might easily lead to sub-optimal configurations unable to fulfill
all the problem constraints. On the other hand, pure shape change, with-
out considering different topologies or configurations, is very useful in more
mature design phases, but can only offer marginal advantages in preliminary
and exploratory steps.
3. Design optimization loop
The optimization of a HID process requires several features as, for ex-
ample, modularity of the design environment that is an important figure of
merit. Generally speaking, the fundamental tools for numerical optimization
are divided in two main classes, namely evaluators of objectives and con-
straints, and optimization softwares. The evaluators are packages, codes or
functions able to evaluate both objective function and constraints that are
function of design variables and are often linked with each other. Hence,
the optimization software must be able to define objective and constraints as
functions of the design parameters which are the problem variables. The soft-
ware must also be able to handle constants like mission parameters such as
cruise speed, angle of attack and aircraft altitude. Another essential feature is
the capability of defining an initial set of solutions through smart parameter
space sampling techniques. This feature is particularly useful when evolu-
tionary optimizers are used and the quality of the initial population may
influence the convergence towards the optimal solution. These capabilities
are integrated in the present research effort, thus defining the optimization
loop provided in Fig. 1, whereas Fig. 2 shows, in detail, the steps of pop-
ulation evaluator. The developed HID integrates several modules, such as
geometric parametrization system, automated data transfer between analysis
tools, automated execution of computational analysis code, design optimiza-
tion methods, analysis of robust design optimization and analysis of uncer-
tainty, grid computing for a rapid and high reliable analysis and validation of
results. These modules define a robust and modular software framework able
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Figure 1: General numerical optimization flow chart.
to address a numerical optimization design. In particular, the computational
tools include: the geometry package for aeroshape building, and the aero-
dynamic, the trajectory, and the thermal solvers. Details about geometry
parametrization and aerodynamic, aerothermodynamic and flight mechanics
tools are provided in the following sections. Finally, it is worth noting that
the developed optimization framework features very interesting design capa-
bilities as it allows working simultaneously on both shape and topology of
the aircraft. The in-house developed ADaptive Genetic optimization library
(ADG) is here used as optimization module [21].
3.1. Geometrical parametrization
Geometrical parametrization is a crucial ingredient in the design opti-
mization procedure, and it requires a mathematical model/function to trans-
late discrete design variables into the vehicle aeroshape. Several methods
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are available in literature, including Hicks-Henne functions [22], parametric-
section airfoil parametrization [23], Be´zier curves [23], nonuniform rational
B-splines (NURBS) [24], CAD-based approaches [25], class/shape function
transformation method (CST) [2, 3, 4], free-form deformation [26, 27, 28]
and radial basis function approach [29].
In the present work the NURBS and the CST method have been inte-
grated in the geometry package. The NURBS approach, widely used in com-
puter graphics and in modern CAD-CAM-CAE software, relies on control
points and nodes to generate parametric curves and surfaces, yielding con-
siderable control and good shaping capabilities [30]. Application of NURBS
to a typical lifting-body aeroshape was reported by Di Giorgio [31].
The CST method divides aircraft components into two classes of rep-
resentation, namely Class 1 (wing/airfoil type shapes) and Class 2 (body
cross-section type shapes), each defined through a suitable mathematical de-
scription, in terms of continuous but nonanalytic functions.
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3.1.1. Wing representation
The planform shape of the wing (see Fig. 3) is here assumed to con-
sist of three straight chunks, having different sweep angle (λi) changing at
selected spanwise stations (yi), and with chord distribution defined by ci.
Following Kulfan and Bussoletti [2], Kulfan [3] the upper (U) and lower (L)
surfaces of the wing are assumed in the form
ζU,L(ξ, η) = C
N1
N2(ξ)SU,L(ξ)− ξ tanα + η tan β, (1)
where ξ = (x − xLE(η))/c(η), η = 2y/b, ζ = z/c(η) are the nondimensional
streamwise, spanwise, and vertical space coordinates, β is the wind dihedral
angle, and α defines the wing angle with respect to the fuselage. All the wing
profiles are assumed to be geometrically similar, and defined through a class
function
CN1N2(ξ) = ξ
N1(1− ξ)N2, (2)
where N1 and N2 determine the shape of the airfoil leading and trailing
edge, and a shape function assumed to be a Bernstein polynomial of order n
(here n = 8),
SU,L(ξ) =
n∑
i=0
AU,L
i
Si(ξ), (3)
where
Si(ξ) = Kiξ
i(1− ξ)n−i, Ki =
(
n
i
)
=
n!
i!(n− i)!
. (4)
To summarize, the wing is fully defined by specifying twenty-nine parameters,
namely λi (i = 1 − 3), ci (i = 0 − 3), yi (i = 1 − 3), α, β, N1, N2, AU,L
i
,
(i = 0 − 8, where for greater continuity at the leading edge we have set
AU0 = AL0), all of which are assumed to be design variables.
3.1.2. Fuselage representation
Again, following Kulfan and Bussoletti [2], the cross-sectional and the
longitudinal shape of the fuselage are assumed to be the product of a class
function and a shape function. Specifically, the cross-sectional shape is de-
fined through the functions
Cc(η) = ηNC(1− η)NC , ScU,L(η) =
n∑
i=0
AcU,L
i
· Si(η), (5)
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whereas the longitudinal shape is defined through the functions
Cd(ξ) = ξND1(1− ξ)ND2, Sd(ξ) =
n∑
i=0
Adi · Si(ξ), (6)
where ξ = x/L, η = y/(Cd(ξ)Sd(ξ))+1/2 are the nondimensional streamwise
and spanwise space coordinates, and the Si were defined in Eqn. (4). It should
be noted that Kulfan and Bussoletti [2] assumed the Sc and Sd functions
to be constant, whereas we allow for a more general representation in order
to be able to obtain greater variety of aeroshapes, also including blended
bodies. The upper and lower surfaces of the fuselage are accordingly given
by
zU,L(ξ, η) = Cc(η)ScU,L(η)Cd(ξ)Sd(ξ). (7)
If needed, the fuselage width and height may then be easily found as a func-
tion of the parameters defining the class and shape functions. To summarize,
the fuselage is fully defined by specifying twelve parameters (i.e., design vari-
ables), namely L, NC , ND1 , ND2 , AcU,Li (i = 0 − 3), Adi (i = 0 − 3) (hence
with a Bernstein polynomial of order three), as symmetry about the x − z
plane requires AcU,L
i
= AcU,L
n−i
. Overall, geometrical characterization of
the aircraft geometry requires specification of forty-two design variables, in-
cluding the relative position of the wing with respect to the fuselage xW (see
Fig. 3), all of which are here determined as a result of the optimization loop.
The set of design variables further includes the wind incidence angle with
respect to the fuselage axis, hereafter referred to as AoA, assuming symmet-
ric flight conditions. Finally, note that above approach allows also obtaining
blended body aeroshapes thanks to a continuous variation of the fuselsge
shape.
3.2. Models for Aerodynamics, Aerothermodynamics and Flight Mechanics
The optimization-based design approach aims at improving the aerother-
modynamic and aerodynamic performance of the vehicle by changing its
shape. Further, it verifies the vehicle’s ability to fly within the flight corridor,
thus withstanding the related aero-thermal loading environment. As a result,
the setup of an effective design optimization loop addresses contrasting prob-
lems, like high-fidelity computations and explorative capabilities of the opti-
mization algorithm adopted in view of escaping local optima and approach-
ing global ones. Our design problems require optimization algorithms with
advanced exploring capabilities, like evolutionary algorithms, and therefore
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cannot utilize gradient-based techniques that take advantage of fast gradient
computation techniques, like the adjoint-based solvers. With this in mind,
the appraisal of vehicle aerodynamics relies on Newtonian panel methods for
the inviscid flow analysis, whereas effects of friction are accounted through
engineering-based methods [32]. For the sake of simplicity, high-temperature
real gas effects are neglected. Indeed, as it is well known and documented in
scientific literature, Newtonian aerodynamics offer an extremely good level of
fidelity for the class of problems that we are interested in. Nevertheless, we
cross-checked the obtained results using classical, more reliable fluid numer-
ical computations and we found more than satisfactory result comparisons.
Anyway, two different approaches are considered to account for viscous ef-
fects (friction and heat transfer). The first relies on methods available in
the Viscous Effects On Complex Configurations code (VECC) which now
includes S/HABP as a module, [33] for laminar and turbulent flow condi-
tions, whereas the second relies on engineering relationships available for
leading edges (fuselage, wing and tails) and flat plate configurations. The
vehicle surface temperature is estimated with and without accounting for
heat conduction inside the thermal protection system (TPS). In the former
case, the conductive heat transfer through the TPS, which carries the energy
towards the internal vehicle cold structure, is addressed also accounting for
the cooling effect due to surface radiation. In the latter one, only radiation
cooling applies at the surface of vehicle TPS. Finally, the vehicle trajectory
is determined by solving the flight mechanics equations for a planar flight
path.
3.3. Optimization environment setup
The optimization environment developed has been previously used for
a typical re-entry mission [31], and it is hereafter applied to a hypersonic
cruise mission. A vehicle shape is sought which optimizes the performance
and satisfies design requirements and constraints. The design optimization
loop is shown in Fig. 4. Once the bounds of design variables are defined,
the optimization code writes two input files. These two files report the de-
sign variables of vehicle, which represent the main geometrical features of
the aircraft. They also are the input parameters for the geometry genera-
tion package. The present framework tool reads the input files, generates
the aeroshape of the sample vehicle and, then, writes the input file for the
streamlines generator and the aerothermodynamics solver. After that the
geometry package calculates all the aeroshape geometric features useful to
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Figure 4: Flow chart of optimization loop for the hypersonic liner optimization problem
(Case A and Case B).
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evaluate the constraints. The tool checks the capability of aeroshape of hous-
ing the payload (i.e., collision detection) and in output writes a scalar value
representative of the violation of this constraint, if any. The collision de-
tection algorithm locates the intersection point between payload and body
surfaces, and it also quantifies the amount of payload that sticks out from
the fuselage [34, 35]. The other geometrical features evaluated by this pack-
age are: the trailing edge check position, the leading edge radius, and the
fuselage nose radius.
The adopted parameterization allows an automatic discrimination of the
aircraft architecture. In particular, based on the input variables, the geome-
try package generates spacecraft fuselage and wing. The fuselage position is
fixed while wing can move in streamwise direction according to the value of
the scalar translation variable xW (see Fig. 3). The junction between fuse-
lage and wing is managed at the panelization level: the geometry module
finds the overlapping panels and computes their intersections. Afterwards,
the mesh is regenerated starting from these points, and the part of the wing
inside the fuselage is deleted. Hence, when the wing is entirely contained
inside the fuselage, only the latter is considered for the optimization. In this
way, the design framework is able to optimize the configuration of the space-
craft without using a binary variable (on/off), and topology optimization is
achieved. As a result, both winged and wingless configurations are present
in the initial population, and the MDO process automatically determines the
topology of the optimal aeroshape.
The second step is the calculation of the vehicle surface streamlines
through the Quadstream module of VECC code, needed for the viscous anal-
ysis [33]. The last package is the aerothermodynamic solver, which reads two
input files. The former contains information about the aeroshape mesh and
the parameters needed to feed the aerothermodynamic analysis. Once ad-
dressed, the aerodynamic performance, the vehicle aeroheating, the values of
the temperature peak, the pitching moment CM , lift CL and drag CD coef-
ficients are written to the output file. This allows evaluating the objective
function and the violation of constraints, if any. The last step is accomplished
by the optimization software. It evaluates the objective function and writes a
new input file, where the design variables are reported. This loop is repeated
until the objective function reaches the desired value or the optimization loop
is converged.
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Parameters value
Altitude 30 [Km]
Density 0.018 [Kg/m3]
Cruise speed 2413.65 [m/s]
Mach number 8
Table 1: Assumed flight conditions for hypersonic cruise.
Case A Case B
Goal min(CD) min(CD)
Constraints CL ≥ 0.034321 CL ≥ 0.11095
−0.01 ≤ CM ≤ 0.01 −0.01 ≤ CM ≤ 0.01
Tmax ≤ 2080 [K] Tmax ≤ 2080 [K]
Collision detection X X
Trailing edge check position X X
Table 2: Parameters for hypersonic cruise optimization problems.
4. Numerical results
The objective of the optimization examples hereafter presented is to iden-
tify the best aeroshape in terms of minimum drag at the cruise flight condi-
tions listed in Tab. 1, corresponding to two values of the payload mass (Cases
A and B), implying different constraint on the lift coefficient CL. The other
constraints are common between the two cases, namely the trim condition,
feasible temperature for the heat shield material and geometric constraints.
A summary of the optimization constraints is given in Tab. 2.
The vehicle aeroshape is divided into four parts, and different panel meth-
ods and parameters for the viscous analysis are selected for each one (i.e.
nose, fuselage, wing, and leading edge of wing). The panel method used by
VECC to evaluate the inviscid aerodynamics are reported in Tab.3, whereas
the parameters for the viscous analysis are shown in Tab.4. Radiation cool-
ing with emissivity coefficient ǫ = 0.8 is assumed at the aeroshape wall and
the ideal gas model is used for the airflow. Although sharp leading edges are
allowed from the geometrical description, a minimum curvature radius of 0.5
[mm] was set in order to prevent heat flux singularities.
The first geometric constraint is about the aeroshape capability in housing
a payload box 2.5 [m] long and 0.5 [m] wide and tall. These constraints are
implemented using the collision detection test that verifies if the payload
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Zone Side Method
Nose windward Modified Newtonian
leeward Prandtl-Meyer
Fuse windward Tangent Cone
leeward Prandtl-Meyer
Leading edge windward Modified Newtonian
leeward Prandtl-Meyer
Wing windward Tangent Wedge
leeward Prandtl-Meyer
Table 3: Models used for inviscid analysis [33].
Component Fuse/wing Nose 2-D swept leading edge
Wall condition radiative radiative radiative
Boundary layer state turbulent turbulent laminar
Skin Friction formula Schultz-Grunow Detra-Hildalgo Lees
Heat transfer formula Flat Plate Detra-Hildalgo Beckwith-Gallagher
Table 4: Models used for viscous analysis [33].
is contained into the fuselage. In this way it is possible to consider quite
complex 3D shapes for the payload. The mass budget is equal to 464 [Kg] and
1500 [Kg] for case A and B, respectively. The geometry package detects any
collisions and writes a scalar value which quantifies the violation of housing
payload constraint. The second geometrical constraint concerns the position
of the wing trailing edge, which cannot lie past the fuselage forebody.
Case A optimization relies on CMA-ES algorithms with a population
of thirty-two elements. Each individual of population represents a solution
of the problem, namely a vehicle configuration and its aeroshape. Figure 5
shows dimensionless drag (CD) for each population element. The best vehicle
aeroshape, according with the design goal reported in Table 2, is shown
in Fig. 6. As one can see, the vehicle features a waverider-like aeroshape.
In Fig. 7 the pressure coefficient and the heat flux contours on the vehicle
aeroshape are shown. As expected, the nose is the most stressed vehicle part
from the thermo-mechanical point of view.
Case B optimization problem is addressed by using CMA-ES algorithms
with a population of thirty-two elements. In Fig. 8 the trend of the di-
mensionless drag for each individual is shown. The best aeroshape is that
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Figure 5: Drag coefficient of vehicle for each individual during the optimization process
for Case A problem.
Figure 6: Optimal geometry for Case A problem.
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(a) (b)
Figure 7: Wall pressure coefficient (a) and heat flux (b) for Case A optimal vehicle
aeroshape.
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Figure 8: Drag coefficient of vehicle for each individual during the optimization process
for Case B problem.
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Figure 9: Optimal geometry for Case B problem.
in Fig. 9. In this case, the aerodynamic lift provided only by the fuselage
(as in the previous case A) is insufficient to satisfy the vertical equilibrium
condition, and a winged-body architecture is suggested and refined by the
optimizer. In Fig. 10 the temperature contours on the vehicle aeroshape are
shown. As one can see, the peak heating condition takes place on the vehicle
nose, although the swept wing leading edge mitigates the temperature on
this wing critical part. It is worth noting that although the parameterization
allows different sweep angles and taper ratios for the three wing chunks, the
computational model favored a flat plate-like configuration, which, at the
same time, maximized the L/D and minimized the heat flux in hypersonic
conditions.
4.1. Design results overview
The main characteristics of the two optimum vehicles are listed in Tab. 7
where the aerodynamic coefficients are evaluated with respect to the vehicle
planform area and fuselage length L, as references quantities. Please note
that L is a design variable, while the planform area and the width are those
related to the reference shape. Design results show that, for both cases, a
waverider-like aeroshape was proposed by the optimizer, since both problems
have the same objective, i.e. achieving minimum drag. The cross sections of
the two vehicles at the same x station are shown in Fig. 11. Indeed, in Case A
a high aeroshape fineness was provided even though constraints on the pay-
load housing were respected. On the other hand, Case B also features a wing
18
Figure 10: Wall temperature for Case B optimal vehicle aeroshape.
Fuse case A case B
L [m] 3.50 3.49
AoA [deg] 2.83 2.51
NC [−] 0.949 0.991
ND1 [−] 0.542 0.480
ND2 [−] 0.105 0.154
AcU1 [m] 0.462 0.119
AcU2 [m] 0.136 0.124
AcL1 [m] 0.044 0.028
AcL2 [m] 0.371 0.350
Ad1 [m] 0.258 0.249
Ad2 [m] 0.159 0.216
Ad3 [m] 0.170 0.179
Ad4 [m] 0.199 0.280
Table 5: Fuselage design parameters resulting from the optimization loop. Refer to Sec-
tion 3.1.2 for nomenclature.
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Wing case A case B
c0 [m] − 1.589
c1 [m] − 2.018
c2 [m] − 2.104
c3 [m] − 2.189
λ1 [deg] − 38.744
λ2 [deg] − 52.726
λ3 [deg] − 42.514
α [deg] − 0.439
β [deg] − 0.000
y1 [m] − 0.769
y2 [m] − 0.855
y3 = b/2 [m] − 1.551
xW [m] − 0.317
N1 [−] − 0.877
N2 [−] − 0.987
AU0 [−] − 0.039
AU1 [−] − 0.002
AU2 [−] − 0.010
AU3 [−] − 0.007
AU4 [−] − 0.024
AU5 [−] − 0.071
AU6 [−] − 0.069
AU7 [−] − 0.039
AU8 [−] − 0.041
AL1 [−] − −0.080
AL2 [−] − −0.070
AL3 [−] − −0.089
AL4 [−] − −0.069
AL5 [−] − −0.096
AL6 [−] − −0.096
AL7 [−] − −0.100
AL8 [−] − −0.083
Table 6: Wing design parameters resulting from the optimization loop. The results for
case A are not shown as the optimal configuration is wing-less. Refer to Section 3.1.1 for
nomenclature.
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case A case B
AoA [deg] 2.83 2.51
Length (L) [m] 3.50 3.49
Width [m] 1.42 3.30
Sref [m
2] 3.73 4.45
CM 0.00266 0.00104
CD 0.0179 0.0217
CL 0.0251 0.0629
L/D 1.39 2.89
Tmax [k] 2046.37 2016.29
Table 7: Main figures of merit for optimal vehicles.
plane in order to provide the lift/weight balance in this case of higher mass
budget (1500 kg). Anyway, it is worth noting that both aeroshapes suggest
a remarkable influence of the Newtonian method (i.e, tangent cone) used in
addressing vehicle aerodynamics. For instance, the vehicle configuration is
quite similar to an osculatory cone waverider aeroshape, as one can observe
by comparing such aeroshapes to those found by Corda and Anderson [36].
To check the accuracy of the VECC results, several CFD analyses have
been carried out for Case B optimal shape. CFD simulations are performed
with meshes of about 3.5 × 106 cells for the half-body and considering the
Eulerian, perfect gas approximation. The specific heat at constant pressure,
cp, relies on kinetic theory. Seven degree of freedom for the flow molecular
species are considered to account for high temperature real gas effects of
air. However, dissociation of chemical species may be neglected because the
shape is slender and the Mach number is moderate.
On the other hand, the panel code uses a mesh of 3422 panels for the
half-fuselage and 7198 for the half-wing. Results comparison for pitching
moment coefficient and pressure coefficient distribution is provided in Fig. 12
and Fig. 13, respectively. As one can see, VECC and CFD results compare
rather well, thus confirming the reliability of the panel method used in the
optimization chain. In particular, Fig. 12 points out that the optimum Case
B aeroshape is statistically stable in longitudinal flight and features a natural
trim condition (i.e. CM=0) at about α = 5 deg.
21
-0.5 0 0.5
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
y [m]
z 
[m
]
case A
case B
Figure 11: Cross-section shapes of optimal vehicles for Cases A and B with section of
payload (solid black line).
-0.12
-0.10
-0.08
-0.06
-0.04
-0.02
0.00
0.02
0 5 10 15 20 25 30 35
P
it
ch
in
g
 m
o
m
e
n
t 
C
o
e
ff
ic
ie
n
t
AoA, deg
Pole at CoG
CFD
VECC
Figure 12: Pitching moment coefficient versus angle of attack: comparison between CFD
and VECC results. Pole reduction at vehicle CoG.
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Figure 13: Pressure coefficient on vehicle windside: comparison between CFD and VECC
results.
5. Conclusions
This paper dealt with the setup of a design optimization framework aimed
at the aerodynamic design of hypersonic vehicles. The design environment
was conceived in a modular way, so as to allow an easy exchange of both
optimization and analysis models. The geometrical parametrization is based
on a special CST formulation. This allows efficient description and manipu-
lation of very complex aerodynamic shapes using a reduced number of design
parameters. Further, modules have been developed for flight trajectory com-
putation and to address the aerothermal loading environment. This design
framework was exploited for the optimization of a hypersonic cruise flying
test bed. In particular, a light and a heavy payload design problems were
addressed. In the former case, the optimization leads to a configuration sim-
ilar to those found by many authors in the literature. In the latter case, the
optimizer found a winged configuration which has not yet been widely stud-
ied. The design results were cross-checked using an Euler flow solver which
confirmed the reliability of the analysis chain.
The developed design framework demonstrated interesting design capa-
bilities and promises extension to more challenging and realistic aerother-
modynamic design problems, since the present approach allows working si-
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multaneously on both shape and topology of the aircraft. As future work,
improvements are planned to extend the design loop by including multi-
objective and multi-disciplinary requirements. Forthcoming improvements
of the present design framework include upgrade of the MDO capabilities
through the inclusion of thermal and structural analysis in the optimization
loop, which will allow to account for aerothermal loads (i.e., convective and
diffusive heat fluxes) that the spacecraft has to withstand during flight. Fur-
ther, it is also planned to introduce RANS solvers to explore flight regimes
not well described by Newtonian methods. Of course, the challenge will be
to preserve the efficiency and the exploring capabilities of our approach. For
this purpose, multi-fidelity and surrogate based optimization algorithms will
be adopted. Finally, stability and control issues will be addressed to analyze
the whole mission design, including subsonic and transonic flight conditions.
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