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Abstract: We describe the application of pseudo-spectral methods to problems of holo-
graphic thermal quenches of relevant couplings in strongly coupled gauge theories. We focus
on quenches of a fermionic mass term in a strongly coupled N = 4 supersymmetric Yang-
Mills plasma, and the subsequent equilibration of the system. From the dual gravitational
perspective, we study gravitational collapse of a massive scalar field in asymptotically anti-
de-Sitter geometry with a prescribed boundary condition for its non-normalizable mode.
Access to the full background geometry of the gravitational collapse allows for the study
of nonlocal probes of the thermalization process. We discuss the evolution of the apparent
and the event horizons, the two-point correlation functions of operators of large conformal
dimensions, and the evolution of the entanglement entropy of the system. We compare the
thermalization process from the viewpoint of local (the one-point) correlation functions
and these nonlocal probes, finding that the thermalization time as measured by the probes
is length dependent, and can exceed that of the one-point function. We further discuss
how the different energy scales of the problem contribute to its thermalization.
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1 Introduction
Quantum quenches are processes where an isolated system is driven to a far-from-
equilibrium state by rapidly varying some control parameters. It has been possible to
produce and study such processes in laboratory experiments in recent years, in particular,
with ultra-cold atomic gases [1–9]. This experimental progress has provided a great impetus
to improve our theoretical description of quenched systems. Certainly theoretical progress
made with investigations within a variety of different frameworks, e.g., two-dimensional
conformal field theories [10–13], (nearly) free field theories [14–19] and integrable mod-
els [14, 20–23], as well as some results applying to weakly interacting relativistic quantum
field theories in higher dimensions [24–27]. It remains a challenge to find broadly applicable
and efficient techniques, as well as extracting insights into general organizing principles for
the behaviour of far-from-equilibrium systems.
A new theoretical tool allows for the investigation of quenches for (certain) strongly
coupled field theories is gauge/gravity duality [28, 29]. Assuming the robustness of this
holographic duality in non-equilibrium situations, as studied in e.g., [30–37], it is possible
to study the behaviour of the boundary field theory, either when it is perturbed, or far
from equilibrium. Initial work by [38–40] has lead to a large body of work in the field of
quantum quenches of field theories at strong coupling, including [41–73]. In the gravity
dual of the quantum field theory, the quench usually has a simple geometric interpretation
and is introduced, e.g., in the form of a gravitational shock wave collapsing into a black
hole and a collapsing shell of matter described by the Vaidya metric, collapsing into a
black hole [37, 74–92]. Applications of holographic quenches include quenches across phase
transition points in the field theory [93, 94], and to model hadron collisions in particle
accelerators such as RHIC [95–98].
In an ongoing research program including [51, 52] and [53], we study the response
of a strongly coupled N = 4 supersymmetric Yang-Mills thermal plasma, quenched by a
relevant operator, using the holographic duality. Having previously studied such quenches,
we now apply more powerful numerical techniques to find the full time-dependent profiles
of the perturbations of the metric and scalar field in the dual AdS spacetime. This allows us
to utilize nonlocal probes such as two-point functions and entanglement entropy to better
understand thermalization at various distance scales.
The quench that we study here for the Yang-Mills plasma in four spacetime dimensions,
is that of switching on a fermionic operator in a smooth manner, by giving it a time-
dependent mass. This is dual to a radially collapsing scalar field in an AdS black brane
geometry in five dimensions. Since the mass is turned on in a homogeneous manner in the
boundary theory, we are studying a global quench. Further, as implied in our description
of the gravitational dual, we are studying a thermal quench where the theory begins in a
thermal state, rather than in the vacuum — the latter simplifies the analysis, as we will
describe below.
It is straightforward to find the solution for a static scalar field on an AdS background
containing a planar black hole — see [99] for the solution in N = 2∗ theory, and [100] for
general operators satisfying the constraint 2 ≤ ∆ < 4. However, once the scalar field is
– 2 –
J
H
E
P
0
2
(
2
0
1
5
)
0
1
7
given a time-dependent source, the nonlinear Einstein and Klein-Gordon equations become
highly nontrivial to solve. Treating the scalar field as a perturbation backreacting on the
metric only at second order, the problem becomes more tractable, since the scalar field and
metric components decouple at leading order in the Klein-Gordon equation. The solution
to the metric then becomes that of the static background, plus a time-dependent contri-
bution which is second order in the amplitude of the scalar. Despite this simplification, in
the asymptotic series for the scalar field, one (time-dependent) coefficient remains unde-
termined, and can only be solved by evolving the scalar field forward in time from a known
initial configuration. In [51] and [52], a finite difference method was employed, which is
computationally quite costly. These studies were limited to first order in the amplitude
of the scalar, meaning that the normalizable coefficient in the asymptotic expansion of
the scalar field was calculated, as well as some terms in the metric’s asymptotic expansion
which could be directly calculated from this normalizable coefficient. However, the full sec-
ond order profile of the metric could not be determined in this way, making the calculation
of nonlocal probes in the geometry impossible.
Chebyshev spectral methods are powerful methods for solving systems of differential
equations [101]. Representing the solution to the equations by a series of Chebyshev poly-
nomials, we can approximate the full radial profile of the solutions to a high degree of
accuracy. In the present paper we will apply these methods to the problem of solving for
a massive scalar field in a five-dimensional AdS spacetime, as well as the time-dependent
profiles of the metric perturbations.
The organization of the rest of our paper is as follows: we first introduce the physical
setup of the scalar field on the AdS-black brane spacetime in sections 2 and 3, as well as
the coordinate system used. We then go on in section 4 to show the calculation of the
thermalization of the system, by studying different nonlocal quantities that can be calcu-
lated in this spacetime. First we examine the evolution of the apparent and event horizons.
We then go on to calculate the two-point correlation functions. Finally we calculate the
entanglement entropy of a strip on the boundary. These calculations require knowing the
full time-dependent geometry, i.e., the full profile of the second order metric components,
and therefore rely on our numerical simulations of the evolution. We find in particular that
the apparent and event horizons thermalize much sooner than the local one-point functions
of the quenching operator, and that wider separations in the two-point correlator and en-
tanglement entropy thermalize later than for narrower regions. Furthermore, two-point
functions and entanglement entropies that are wide enough will thermalize later than the
one-point function as well.
In section 5 we investigate the thermalization behaviour of the previous section in closer
detail. The entanglement entropy and two-point functions are dual to minimal surfaces
and geodesics extending into the geometry of the spacetime, respectively. Since the radial
direction in the AdS geometry is related to the energy scales in the field theory, we can see
the thermalization as happening due to the interaction of a range of energy scales, rather
than a scalar quantity equilibrating over time. We end this section by discussing how the
different scales of the problem contribute to the thermalization.
In appendix A we discuss a method for solving the perturbative problem using inter-
polating Chebyshev polynomials, which is far less costly computationally than the finite
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difference methods used in [51, 52]. This method leads to equivalent results compared to the
finite difference method used in the above-mentioned papers. We also discuss convergence
properties of this method.
In the present paper we will focus on a bulk spacetime of dimension d+ 1 = 5, with a
scalar field of mass1 m2 = ∆(∆− d) = −3. We emphasize that we specialize to these cases
by way of example, and the methods and algorithms described in this paper can easily be
adapted for different d and ∆ (with the restriction d2 ≤ ∆ < d).
This will serve as a prelude to the new solution of the full non-perturbative backreaction
of the scalar field on the AdS-black brane geometry.
2 The physical setup
The physical system we would like to study is that of a scalar field φ on an AdS-black
brane spacetime. The evolution equations of the metric and scalar can be found by varying
the five-dimensional Einstein-Hilbert action
S5 =
1
16πG5
∫
d5ξ
√−g
(
R+ 12− 1
2
(∂φ)2 − 1
2
m2φ2 +O(φ4)
)
. (2.1)
Of particular interest to us is the case m2 = −3, since the scalar field is then dual to a
fermionic mass operator with ∆ = 3 in a thermal N = 2∗ gauge theory living in four flat
spacetime dimensions [102–105]. We use the background ansatz of an infalling Eddington-
Finkelstein metric and a scalar field which depend only on the radial and time directions
in the spacetime, while being isotropic in the four transverse directions:
ds25 = −A(v, r) dv2 +Σ(v, r)2 (d~y)2 + 2drdv, φ = φ(v, r). (2.2)
In (2.2) r is the light-like radial coordinate of the spacetime, v is the time coordinate and ~y
are the coordinates corresponding to the spatial directions on the conformal boundary. We
would like to send in a scalar field φ (v, r) from the boundary of this spacetime at r =∞.
Varying the metric and scalar field in (2.1) leads to the equations of motion [51]
0 = Σ ∂r(Σ˙) + 2Σ˙ ∂rΣ− 2Σ2 + 1
12
m2φ2Σ2,
0 = ∂2rA−
12
Σ2
Σ˙ ∂rΣ+ 4 + φ˙ ∂rφ− 1
6
m2φ2,
0 =
2
A
∂r(φ˙) +
3 ∂rΣ
ΣA
φ˙+
3 ∂rφ
ΣA
Σ˙− m
2
A
φ,
0 = Σ¨− 1
2
∂rA Σ˙ +
1
6
Σ (φ˙)2,
0 = ∂2r Σ+
1
6
Σ (∂rφ)
2,
(2.3)
where
h˙ ≡ ∂vh+ 1
2
A∂rh, (2.4)
for any h.
1We set the AdS radius to 1.
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Setting the scalar field to zero, there is no longer a source for dynamics in the spacetime.
We are then left with a static, planar black hole metric which can be described by the line-
element [51, 52]
ds2 = −
(
r2 − µ
4
r2
)
dv2 + r2(d~y)2 + 2drdv, (2.5)
where r = µ is the position of the event horizon. Of course, this parameter also sets the
temperature of the corresponding plasma in the boundary theory, i.e., T = µ/π. Since the
scalar field is initially zero when we turn on the quench in the asymptotic past, the above
static spacetime is the initial equilibrium configuration of our system and µ sets the initial
temperature in our thermal quenches. As the mass coupling of the fermionic operator is
switched on, the changing boundary conditions excite the scalar field in the AdS-black
brane background, collapsing into the black hole. The scalar field excitations evolve and
backreact on the metric, and the bulk fields reach a different equilibrium configuration in
the asymptotic future. In this final static configuration, the metric will be modified from
its initial form in (2.5). In particular, the black hole would have grown due to the energy it
absorbed from the infalling scalar field excitations. The scalar field will also have a nonzero
static profile because of the new boundary conditions imposed at asymptotic infinity.
Beginning with an initial state allows us to simplify the analysis of the quenches.
In particular, the initial state is provides an energy scale, i.e., the initial temperature
Ti, and we will only study quenches where the final mass mf of the fermionic operator
is small compare to that scale. That is, we only consider quenches where mf/Ti ≪ 1,
following [51, 52]. In the dual gravitational description, this choice corresponds to treating
the scalar as a perturbation on the background geometry. In other words, we assume that
the black hole is very large so that it is possible to perform an expansion in the amplitude
of the scalar field in equations (2.3), as in [51, 52]. To leading order in its amplitude
the scalar field equation becomes the equation of a scalar field on the static background
metric (2.5). In references [99, 100], the analytic profile of the static perturbative scalar
field was found for both particular and general values of m, respectively. In the special
case where m2 = −3 that we will be considering, the scalar field was found to have the
profile [51]
φ(r) = ℓπ−1/2Γ
(
3
4
)2 (µ
r
)3
2F1
(
3
4
,
3
4
, 1, 1− µ
4
r4
)
, (2.6)
where ℓ parameterizes the amplitude of the bulk scalar and also the value of the mass
coupling in the boundary theory. Regardless of the dynamics during the evolution of
the quench, the scalar will relax to profile of the above form in the final equilibrium
configuration. In [51, 52], it was still necessary to know the full evolution of the bulk
scalar in order to calculate late-time quantities such as the change in the stress-energy
tensor of the dual field theory and the change in temperature, which were determined in
terms of integrals of the normalizable mode over time.
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3 Dimensionless coordinates
We introduce the dimensionless coordinates by scaling out a factor of the black hole horizon
position µ (which has units of energy)
ρ =
µ
r
, τ = µv. (3.1)
After scaling out the appropriate factor of µ, the warp factors become
A = µ2a, Σ = µs. (3.2)
Despite having dimensions of length, a more careful analysis shows that the scalar field
should not be rescaled by a factor of µ−1. The new radial coordinate ρ is particularly useful,
since now the conformal boundary of the spacetime is located at ρ = 0. As noted above
the dimensionful constant µ can be interpreted as the initial position of the black brane
horizon. Therefore, the initial horizon is now situated at ρ = 1. With these redefinitions,
the field equations (2.3) become the dimensionless equations
0 = ∂τ∂ρφ− 1
2
ρ2a∂2ρφ+
(
−1
2
ρ2∂ρa− ρa− 3
2
aρ2∂ρ ln s+
3
2
∂τ ln s
)
∂ρφ
+
3
2
∂ρ ln s∂τφ+
m2φ
2ρ2
, (3.3)
0 = ∂τ∂ρs− 1
2
ρ2a∂2ρs−
ρ2a
s
(∂ρs)
2 +
2
s
∂τs∂ρs
+
(
−1
2
ρ2∂ρa− ρa
)
∂ρs+
1
12
s(24−m2φ2)
ρ2
, (3.4)
0 = ∂2ρa+
2
ρ
∂ρa+
(
−6(∂ρ ln s)2 + 1
2
(∂ρφ)
2
)
a+
12
ρ2
∂ρ ln s∂τ ln s
+
4
ρ4
− 1
ρ2
∂ρφ∂τφ− m
2φ2
6ρ4
. (3.5)
These are the evolution equations for the scalar field and the two warp factors in the metric.
Along with these, the Einstein equations provide two constraints, namely
0 =
1
6
(∂ρφ)
2s+ ∂2ρs+
2
ρ
∂ρs, (3.6)
0 = ∂2τ s−
1
2
ρ2∂τa∂ρs− aρ2∂τ∂ρs+ 1
4
a2ρ4∂2ρs+
1
2
a2ρ3∂ρs
+
1
2
ρ2∂ρa∂τs+
1
6
s(∂τφ)
2 − 1
6
saρ2∂τφ∂ρφ+
sa2
24ρ4
(∂ρφ)
2. (3.7)
Used in combination, (3.6) and (3.7) determine the response of the warp factor a up to an
arbitrary integration constant [51].
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3.1 m2 = −3
Specializing equations (3.3)–(3.7) to a scalar with mass m2 = −3, we find an asymptotic
solution to the scalar and warp factors as ρ→ 0 of [51]
φ = p0 ρ+ p
′
0 ρ
2 + ρ3
(
p2 + ln ρ
(
1
2
p′′0 +
1
6
p30
))
+O(ρ4 ln ρ),
a =
1
ρ2
− 1
6
p20 + ρ
2
(
a2 + ln ρ
(
1
6
(p′0)
2 − 1
6
p0p
′′
0 −
1
36
p40
))
+O(ρ3 ln ρ),
s =
1
ρ
− 1
12
ρp20 −
1
9
ρ2p0p
′
0 +O(ρ3 ln ρ),
(3.8)
where p0, p2 and a2 are functions of τ , a prime here denotes a derivative with respect to τ .
The coefficient p0 is the so-called ‘non-normalizable mode’ or the source coefficient [29, 106].
Here we will choose this coefficient to have a time-dependent profile, implying that the
scalar field is sourced at the conformal boundary of the AdS spacetime and excitations
are sent into the bulk geometry in a time-dependent manner. The coefficient p2 is the
so-called ‘normalizable mode’, or the response coefficient. This is the coefficient which is
to be determined given a source p0. While analytic solutions of p2 are known when p0
varies very slowly from time τ = −∞ to τ = +∞ [51, 52], as well as for p0 made time-
dependent abruptly and over a very short period of time [53], no analytic solutions for the
normalizable mode are currently known for a source with general time-dependence.
The solutions presented in (3.8) are for the full nonlinear equations. There is an
additional constraint on a2 coming from eqs. (3.6) and (3.7) [51]:
0 = −1
6
p′0p2 +
1
36
p′0p
′′
0 −
5
108
p30p
′
0 +
1
2
a′2 −
1
9
p0p
′′′
0 +
1
6
p0p
′
2. (3.9)
The full warp factors can in principle therefore be determined completely given p0 and p2.
The nonlinearities in the equation determining the scalar field make it challenging to
extract the response coefficient p2. For this reason, in [51, 52], the scalar field was treated
as a perturbation on the spacetime, linearizing the Klein-Gordon equation (3.3). It then
becomes a simple procedure to numerically determine the response. In the following, we
also carry this amplitude expansion to second order in the metric coefficients in order to
determine the leading-order backreaction of the scalar field on the background.
In the following subsection we will describe the asymptotic solution of the scalar field
and warp factors in this perturbative regime. In the appendix we show how to solve the
system using Chebyshev interpolation methods, which allow us to find the full profile of
these metric perturbations, rather than single terms in the asymptotic expansion.
3.2 Leading-order backreaction
Since in our analysis, the scalar field backreacts only perturbatively on the spacetime, we
are implicitly probing the limit of a very large black brane in the AdS spacetime. This
is the gravitational dual of switching on an operator in a thermal plasma at a very high
temperature. In the boundary theory, the dual of the expansion in the amplitude of the
scalar field is the expansion in
mf
T1
≪ 1, where mf indicates the mass of the fermionic
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operator and Ti is the temperature of the initial thermal state, as described above. As
discussed in detail in [51, 53], the long-time evolution of the warp factors found in the
perturbative regime is questionable in the very short quench limit. In this limit we find
that the change in radius of the black brane becomes significant. Nonetheless, we were
able to find fully general results for certain questions, namely the scaling of the response
(at early times) and the energy injected into the system, as described in [53]. This justifies
the perturbative approach at all quenching rates in [51, 52].
Expanding the scalar field in a small parameter ℓ, it backreacts only at order ℓ2 on
the metric, because the stress tensor of the gravity theory is quadratic (and higher) in φ.
Hence the metric has a static part and a dynamical part as
φ(τ, ρ) = ℓ φˆ(τ, ρ) +O(ℓ3),
a(τ, ρ) =
1
ρ2
− ρ2 + ℓ2 aˆ(τ, ρ) +O(ℓ4),
s(τ, ρ) =
1
ρ
eℓ
2b(τ,ρ) +O(ℓ4).
(3.10)
Given equation (3.8), the leading perturbative part of the scalar field and metric are then
φˆ(τ, ρ) = ρ
(
p0 + ρ p
′
0 + ρ
2
(
p2 +
1
2
p′′0 ln ρ
)
+ . . .
)
, (3.11)
aˆ(τ, ρ) = −1
6
p20 + ρ
2
(
a2,2 + ln ρ
(
1
6
(p′0)
2 − 1
6
p0p
′′
0
))
+ . . . , (3.12)
b(τ, ρ) = − 1
12
ρ2p20 −
1
9
ρ3p0p
′
0 + . . . , (3.13)
and the equations of motion (3.3)–(3.5) take form:
0 = ∂τ∂ρφˆ− 1− ρ
4
2
∂2ρ φˆ+
3 + ρ4
2ρ
∂ρφˆ− 3
2ρ
∂τ φˆ− 3
2ρ2
φˆ, (3.14)
0 = ∂2ρ aˆ+
2
ρ
∂ρaˆ− 6
ρ2
aˆ+
12(1− ρ4)
ρ3
∂ρb− 12
ρ3
∂τ b
+
1− ρ4
2ρ2
(∂ρφˆ)
2 − 1
ρ2
∂ρφˆ∂τ φˆ+
1
2ρ4
φˆ2, (3.15)
0 = ∂τ∂ρb− 1− ρ
4
2
∂2ρb+
3− ρ4
ρ
∂ρb− 3
ρ
∂τ b+
ρ
2
∂ρaˆ− aˆ+ 1
4ρ2
φˆ2, (3.16)
while the constraints (3.6)–(3.7) take form:
0 = ∂2ρb+
1
6
(∂ρφˆ)
2, (3.17)
0 = ∂2τ b+
(
ρ7 − 4ρ3 + 3
ρ
)
∂ρb+
ρ4 − 3
ρ
∂τ b+ (1− ρ4)
(
1
2
ρ∂ρaˆ− aˆ
)
+
1
2
ρ∂τ aˆ
+
1
6
(∂τ φˆ)
2 − 1− ρ
4
6
∂ρφˆ∂τ φˆ+
(1− ρ4)2
12
(∂ρφˆ)
2 +
1− ρ4
4ρ2
φˆ2. (3.18)
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3.3 Rescaling the parameters
In this paper we give the scalar field source p0 the time-dependent profile
p0(τ) =
1
2
(
1 + tanh
( τ
α
))
, (3.19)
where α is the characteristic timescale on which the quench takes place. It will be useful
to rescale our coordinates and fields such that we can compare different quenches on the
same time and length scale, which make it easier to see how quantities behave in the fast
quench limit.
As discussed in [51], the required rescaling is ρ→ αρ, τ → ατ and ~y → α~y. The fields
rescale as2 a→ a/α2 , s→ s/α and φ→ αφ. In these rescaled coordinates the horizon of
the black hole will be located at ρ = 1/α, and the source of the scalar field would be
p0(τ) =
1
2
(1 + tanh (τ)) . (3.20)
The expression for the metric remains unchanged:
ds25 = −a dτ2 + s2 (d~y)2 − 2
dρdτ
ρ2
. (3.21)
4 Probes of thermalization
Knowing the profiles of the metric coefficients and the response coefficient in the asymp-
totic expansion of the scalar field, we would like to obtain a meaningful measure of the
thermalization time of the field theory following the quench. Since the geometry fluctuates,
but then returns to a static configuration after some time, we can conclude that the gauge
theory plasma does (effectively) thermalize. An interesting question to ask then is whether
the broken conformality of the theory introduces different scales for which thermalization
occurs at different rates. Indeed, in [74–92] it was observed for Vaidya-type metrics that
the theory thermalizes at the UV (short distance) range before thermalizing in the IR
(large distance) range.
The Vaidya approach [74–92] considers a thin planar collapsing shell of null dust in AdS
spacetime (an expanding shell in its original construction [107]), which produces a metric
outside the shell equal to that of an AdS-black brane, and leaves the inside of the shell to
be that of empty AdS spacetime. While this may seem an exotic form of bulk matter to
consider, these constructions can be related to a collapsing thin shell of a massless scalar
field in AdS [37]. In any event, the gravitational picture suggests that the dual field theory
thermalizes instantaneously at the higher energy scales, while working its way down from
the UV to the IR scales. This type of setup certainly describes exceptional quenches of the
dual field theory, and it is not clear to what extent the lessons learned from these studies
extend to general quenches. Hence in the present case, as in [51, 52], we are considering
2More correct is to say that this is a leading order fast-quench rescaling. The rescaling to second order
is a→ 1
α2
(
1
ρ2
− α4ρ2
)
+ ℓ2aˆ. In other words aˆ is not rescaled.
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rapid but smooth quenches, where in the gravitational dual the bulk scalar field evolves
smoothly in space and time throughout the background geometry.
In [51, 52], the thermalization time was approximated by observing when the response
coefficient of the scalar field was within 5% of its final equilibrium value.3 Of course, one
limitation of this method is that it is essentially measuring the thermalization time using
the one-point correlator of the quenching operator 〈O∆〉. While in principle, the response
of the one-point function depends on the whole range of energies from the IR to the UV,
it cannot be used to distinguish between the different contributions from the different
scales. It is therefore be interesting to employ nonlocal probes, as in [74–90], to study the
thermalization process more carefully.
An important step in this direction was made by [61], in which the authors probed
the thermalization of a periodically driven quench using holographic two-point functions
and entanglement entropy. We will now extend their results for a non-periodic quench. An
important difference between the current paper and [61] is that the source we use is not
periodic, and can be tuned to be a step function in the case of an instantaneous quench.
Periodic quenches are not truly realizable in the perturbative regime we are considering,
since after a finite time the full nonlinear backreaction of the scalar field on the background
must be considered.
In this section we first describe the analytic and numerical methods used to calculate
the perturbation of the apparent and event horizons of the black brane. We then go
on to discuss the calculation of two-point function and entanglement entropy in the field
theory using holographic methods. We then show that our results agree with the results
in the literature [74–90], namely that wider probes have longer thermalization times than
narrower ones.
4.1 Evolution of the apparent and event horizons
As the scalar excitations are sent into the bulk geometry, and fall onto the black hole, the
black hole will necessarily grow. While one would need a fully nonlinear evolution of the
spacetime to see the full reaction of the geometry, it is still possible to probe the growth
of the black hole horizon in the perturbative regime, as per [61].
When one speaks of the black hole horizon, it can mean either the apparent or the
event horizon. In the case of a static black hole, the two horizons necessarily coincide. In
the dynamical case, they can evolve at different rates, with the condition that they coincide
again once equilibrium is reached.
The apparent horizon is located at the radius where an outward pointing null geodesic
stays at constant radius at that moment in time, i.e., it is the trapped surface of null
geodesics. The event horizon is the surface outside which a light ray must be in order to
escape to infinity. Intuitively a light ray may be able to move toward the outside of the
black hole, but if it is inside the event horizon, then the apparent horizon, which is also
growing outward, will eventually catch up with the light ray and cause it to fall into the
black hole.
3In this paper, we will use a stricter 2% criterion — see below.
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Locating the apparent and event horizons is useful, because it gives a nonlocal measure
for the thermalization of the quenched system. It further is a good consistency check of
our numerics, since these properties of a spacetime is well understood. If our numerical
methods correctly evolve the metric, we would expect the apparent horizon to always be
located inside the event horizon. We would also always expect the area of the event horizon
to grow monotonically as we pump energy into the black hole.
The apparent horizon is located at the radius where the expansion θ of a congruence
of outward pointing null vectors vanishes (i.e., it stops expanding outwards). Working in
the coordinates of equation (2.2), we characterize such a congruence with the null vector
k = ∂v +
A
2 ∂r. The null vector k points toward the boundary of the spacetime outside of
the initial stationary black hole, and points inward inside the initial horizon.
Following [108], the expansion of a congruence of affine parameterized null vectors n
is given by
θ = ∇αnα. (4.1)
However, it turns out that kβ∇βkα = 12A′kα, i.e., k is not affine (the prime meaning the
derivative with respect to r). To remedy this, we rescale k by exp{− ∫ (12A′) dλ}, where λ
is the parameter along which the congruence k evolves. This ensures that the rescaled null
vector satisfies the geodesic equation with λ as an affine parameter.
reference [108] then gives the expansion of k to be
θ = exp
[
−
∫ (
1
2
a˙
)
dλ
](
∇αkα − 1
2
a′
)
. (4.2)
Substituting in for ∇αkα, we see that θ = 0, when
AΣ′ + 2Σ˙ = 0, (4.3)
where the prime represents a derivative with respect to r, and the dot represents a derivative
with respect to v.
In order to solve the equation, we change coordinates to the rescaled coordinates ρ
and τ , in which the unperturbed event horizon is located at ρ = 1α , α being the quenching
rate. Equation (4.3) then gets modified to be
α2ρ2a s′ − 2s˙ = 0, (4.4)
where the equation is now in terms of the new radial and time coordinates ρ and τ .
Expanding a and s in terms of the perturbation parameter ℓ, and using the ansatz that
the time-dependent position of the apparent horizon is 1α + ℓ
2ρa(τ), we see that to zeroth
order in ℓ, (4.4) is trivially satisfied. However, at order ℓ2, (4.4) gives an expression for
ρa, namely
ρa =
[
1
4α
aˆ+
b˙
2α2
]
ρ= 1
α
. (4.5)
The entropy of a black hole at equilibrium is related to its horizon surface area by the
Bekenstein-Hawking entropy formula [109, 110]
S =
Ahor
4G
, (4.6)
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G being Newton’s constant. Of course, for the planar black hole under consideration, the
area of the event horizon is infinite and hence we consider instead the area density of the
horizon. That is, we can calculate the measure which would be integrated over the (spatial)
gauge theory directions to evaluate the total area of the horizon. In a static configuration,
i.e., at equilibrium, this area density can be related as above in (4.6) to an entropy density
S = Vhor
4G
, (4.7)
which is dual to the thermal entropy density of the corresponding plasma in the dual field
theory. It was proposed, e.g., in [111, 112], that this entropy density of the apparent horizon
should have the same interpretation as the dual entropy density in the boundary theory
even in dynamical situations.
As above, we use V to denote the area density or volume element of the black hole
horizon. The full (dynamical) area density is then given by
Va = s
(
τ,
1
α
+ ℓ2ρa
)3
≡ 1 + ℓ2 δVa
= 1 + ℓ2 [−3αρa + 3b]ρ= 1
α
. (4.8)
Therefore the perturbation of the area density of the apparent horizon is given by
δVa =
[
3b− 3
4
aˆ− 3
2α
b˙
]
ρ= 1
α
. (4.9)
Note that at late times, after the system has equilibrated, b˙ = 0, and therefore
δVa =
[
3b− 3
4
aˆ
]
ρ= 1
α
(4.10)
at equilibrium. We expect that the area density of the black hole should increase due
to the energy it absorbs, and therefore that the above perturbation should be positive.
However, this positivity is not immediately obvious, e.g., we do not have an analytic proof
that δVa > 0. It is therefore a useful test of our numerics that this quantity comes out to
be positive at equilibrium.
We would also like to calculate the location and area of the event horizon of the black
hole. This is a more involved calculation, since it is a global property of the spacetime,
and therefore cannot be read off from the fields at any one moment in time.
The equation satisfied by the event horizon can be obtained from the line-element.
The position of the event horizon is the outermost radius at a point in time from which
a null ray cannot escape to infinity. Since the event horizon is an expanding null surface,
an outward-pointing null ray lying on the event horizon will move outward with the event
horizon and will stay at the same radius as the event horizon throughout the evolution,
until it becomes stationary again when equilibrium is reached. In other words, the event
horizon follows a null trajectory.
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Working in the rescaled coordinate system, and working at fixed position in the trans-
verse directions, we can therefore set the proper-time along a radial geodesic situated at
the event horizon to zero:
0 = −adτ2 − 2dρ dτ
ρ2
. (4.11)
Substituting for a = 1
α2ρ2
−α2ρ2+ℓ2aˆ, and ρ = 1α+ℓ2ρe, and dividing by dτ2, equation (4.11)
simplifies to [61]
dρe
dτ
= 2αρe − 1
2
aˆ. (4.12)
Notice that at late times when dρedτ = 0, the equation has the solution ρe =
1
4α aˆ, therefore
coinciding with the radius of the apparent horizon (4.5) at late times. The differential
equation (4.12) has a general solution
ρe(τ) = e
2ατ
(
ρie
−2ατi − 1
2
∫ τ
τi
e−2αtaˆ
(
t,
1
α
)
dt
)
, (4.13)
where ρi is the radius of the event horizon at initial time τi. Taking the limit for late times
τ →∞ in equation (4.13), we see that the prefactor exp (2ατ) diverges. In order that the
null ray (lying on the event horizon) does not shoot off to plus or minus infinity, and for
the solution to make physical sense, we need[
ρie
−2ατi − 1
2
∫
∞
τi
e−2αtaˆ
(
t,
1
α
)
dt
]
→ 0 as τ →∞. (4.14)
This gives the position of the event horizon at time τi as
ρe(τi) =
1
2
e2ατi
∫
∞
τi
e−2αtaˆ
(
t,
1
α
)
dt. (4.15)
To calculate this quantity numerically, it is somewhat easier to integrate the interval −∞ <
τ ≤ τi than τi ≤ τ <∞, since one only needs to know the past evolution of the system (as
well as the overall evolution). The position of the event horizon can then be expressed as
ρe(τi) =
1
2
e2ατi
(∫
∞
−∞
−
∫ τi
−∞
)
e−2αtaˆ
(
t,
1
α
)
dt. (4.16)
To implement the evolution of the event horizon, we calculate the function
ρtemp(τ) =
∫ τ
−∞
e−2αtaˆ
(
t,
1
α
)
dt, (4.17)
at each timestep. At the end of the numerical evolution of the spacetime, we can calculate
ρe as
ρe(τ) =
1
2
e2ατ (ρtemp(∞)− ρtemp(τ)) . (4.18)
The value of ρtemp(∞) is determined by numerically taking the limit limτ→∞ ρtemp(τ). The
result is accurate, because we calculate the function up until late times, after the evolution
has reached equilibrium.
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Figure 1. Plots of the evolution of the perturbation of the area of the event horizon (blue) and
the apparent horizon (purple) for various quenching times α. The plots are (from left to right, top
to bottom) for α = 1, 12 ,
1
4 and
1
8 , respectively. Note that the area of the apparent horizon can
decrease, but the event horizon necessarily increases monotonically with time.
-5 0 5 10
0
0.02
0.04
0.06
0.08 α=1.0
α=1.2
α=1.4
α=1.6
α=1.8
α=2.0
τ
δ
V
a
Figure 2. Evolution of the perturbation of the area of the apparent horizon for various quenching
times α. Transition between monotonic and non-monotonic evolution of the apparent horizon occurs
in the range α = (1.4− 1.6) (in units of the thermal time).
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Figure 3. Here we compare the thermalization measure (4.20) for the apparent and event horizons
(δVa in purple and δVe in blue) with the thermalization measure for the normalizable mode p2 of
the scalar field (orange), as well as its non-normalizable mode p0 in red. The plots are (from left
to right, top to bottom) for α = 1, 12 ,
1
4 and
1
8 , respectively. In all cases, the horizon thermalizes
before the one-point function, and this becomes more noticeable for smaller α.
Similar to the case above, the area density of the event horizon is given by
Ve ≡ 1 + ℓ2 δVe = 1 + ℓ2 [−3αρe + 3b]ρ= 1
α
. (4.19)
We are now ready to calculate and compare the evolution of the area density of the
apparent and event horizons. See figure 1 for the compared evolution of the apparent and
event horizons for various quenching times α = {1, 12 , 14 , 18}. As we argue in appendix A.4,
α = 18 essentially corresponds to abrupt quenches. Notice that the area of the apparent
horizon can decrease, but the event horizon necessarily increases monotonically with time.
In fact, the apparent horizon evolution is already non-monotonic for quenches occurring
at a thermal time-scale (see figure 2 for more details). Also note that the perturbation of
the event horizon always has a larger area density than the apparent horizon, as expected.
As α decreases, i.e., the quenches become faster, we know that more energy gets pumped
into the geometry [53] and the final area density of the perturbed horizon also grows.
Finally, both apparent and event horizons equilibrate to the same area density (i.e., the
same radius) towards the end of the evolution. This, in addition to the convergence tests
of the code (see appendix A.3) gives us confidence that our numerical evolution captures
the correct evolution of the radial profile of the metric perturbation’s evolution.
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Intuitively, the evolution of the perturbed horizons of the black hole should provide
us with a measure of the time required for the system to return to thermal equilibrium
after the quantum quench. However, to produce quantitative results, we need to provide a
precise measure with which we can extract the thermalization time. Hence we define our
thermalization measure for a general dynamical quantity f(τ) as,4
fth(τ) =
f(τ)− f(∞)
f(∞)− f(−∞) , (4.20)
which we will apply throughout the following, i.e., both here in examining the horizon
behaviour and also in considering various nonlocal probes in the following sections. From
the above definition of the thermalization measure above, we see that fth(−∞) = −1,
and fth(∞) = 0. Throughout the following, our criterion for saying that a quantity has
thermalized will be that the corresponding measure comes within 2% of its final value, i.e.,
the thermalization time τth will be defined with |fth(τ)| ≤ 0.02 for τ ≥ τth.
Figure 3 shows the thermalization measure (4.20) for δVe and δVa, i.e., the entropy
densities on the event and apparent horizons, as a function of time. For comparison, we also
plot the thermalization measure for the expectation value of the fermionic mass operator
〈O3〉, i.e., for the coefficient p2 in the bulk scalar field. The corresponding thermalization
or equilibration times determined with our 2% criterion are given in table 1. In figure 3,
we also shown the result of applying equation (4.20) to the source coefficient p0. In the
figure, we see that p2(th) makes excursions far beyond (−1, 0) while δVe and δVa remain
within this range at all times. However, we note that although p2 fluctuates much more
than the horizon position, it reaches small values compared to its extrema before the
horizons equilibrate. Nonetheless we see in table 1 that the thermalization time is slower
for the expectation value than for the equilibration of the horizons. This relative difference
becomes more pronounced as we make α smaller. Note that figure 3 is plotted in terms
of the (dimensionless) rescaled time, as in eq. (3.20), and so the thermalization times in
table 1 are measured in terms of the same rescaled time. The physical thermalization
times5 would carry an extra factor of α, i.e., τphysical = α τrescaled. In the table, we see
that the equilibration times of the horizon become approximately constant for small α, in
terms of the rescaled time τ . Hence, in the physical time, the equilibration of the horizon
perturbation therefore scales approximately as α. In contrast, as shown in the table, the
equilibration time of p2 becomes approximately constant when measured in the physical
time, as previously noted in [52, 53].
4Note that for example by equations (4.8) and (4.19), δVe/a represents only a perturbative correction
to the leading area density. Hence if we were to use the naive measure V (τ)−V (∞)
V (∞)
, the result would only
be O(ℓ2). This reflects the fact that the system is actually only goes barely out of equilibrium, given our
perturbative approach. Hence the equation (4.20) gives a more reasonable measure of the thermalization for
our present study. Of course, similar comments also apply for the observables considered in the following.
5Note that the physical time and the quench parameter α are both dimensionful and are implicitly
measured in units of 1/(πT ), which is set to one in our conventions.
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α 1 12
1
4
1
8
τeq[δVe] 2.37 2.22 2.12 1.97
τeq[δVa] 2.73 2.77 2.95 3.25
τth[〈O3〉] 3.41 6.16 15.25 30.46
α τth[〈O3〉] 3.41 3.08 3.81 3.81
Table 1. The equilibration times of the area densities of the event and apparent horizons and
the thermalization time for the one-point correlator, which thermalizes as p2, (as defined by the
2% threshold of equation (4.20)), for different values of the quenching parameter α. We also give
α τth[〈O3〉] which corresponds to the physical time, as discussed in the main text.
4.2 Two-point correlators
4.2.1 Analytic expression for the correlator
We now consider two-point correlators as probes of thermalization in the field theory. More
specifically, we mainly consider perturbations to the equal-time two-point correlator due
to the quench. This is because the mass coupling of the quenching operator in the field
theory is small compared to the thermal scale, and therefore only perturbations of the
correlator will be time-dependent and contain information about thermalization (as noted
in footnote 4).
For ease of computation on the AdS side, we will consider the correlator of an operator
with large conformal dimension (i.e., not the quenching operator). The correlator of such
an operator can be calculated in the geometric optics limit by the length of a boundary-
to-boundary spacelike geodesic [113, 114].
Because it will turn out that the perturbations of the length of the geodesic remain
finite, we needn’t concern ourselves with the regularization of the static geodesic length.
As a reminder to the reader, the line element of the spacetime in dimensionless, rescaled
coordinates is given by
ds2 = −adτ2 + s2d~y2 − 2dρdτ
ρ2
, (4.21)
where we have defined ~y = µ~x/α as the dimensionless boundary spatial directions.
To calculate the two-point correlator, we will calculate the length of a spacelike geodesic
with endpoints at (τ = τ∗, y1 = −ym, y2 = 0 = y3) and (τ = τ∗, y1 = ym, y2 = 0 = y3) (i.e.,
with endpoints at equal times, and symmetric in the y1 axis.) If we allow the geodesic to
extend into the bulk, it will have both ρ and τ profiles that depend on y1. The length of
the geodesic is given by
L =
∫ ym
−ym
dy1
√
s2(τ(y1), ρ(y1))− a(τ(y1), ρ(y1))τ ′(y1)2 − 2ρ
′(y1)τ ′(y1)
ρ(y1)2
, (4.22)
where a prime denotes a derivative with respect to y1. The geodesic can then be viewed
as the solution of the Euler-Lagrange equation obtained from (4.22) when treating L as
an action.
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Expanding the metric coefficients in the perturbative parameter in ℓ2 as given in equa-
tions (3.12) and (3.13), and the time and radial profiles of the geodesic as
τ = τ0 + ℓ
2τ2,
ρ = ρ0 + ℓ
2ρ2, (4.23)
the geodesic length can be written as L = L0 + ℓ2L2. Rescaling the coordinates as in
section 3.3 coordinates the length of the geodesic in the unperturbed geometry is expressed
as6 [61]
L0 =
∫ ym/α
−ym/α
dy1
√
D(τ0, ρ0)
ρ0
, (4.24)
and a perturbation of that length given by
L2 =
∫ ym/α
−ym/α
dy1
b− α2ρ20aˆ(τ ′0)2/2
ρ0
√
D(τ0, ρ0)
+
∫ ym/α
−ym/α
dy1
(
−
√
D(τ0, ρ0)
ρ20
ρ2 − τ
′
0 − 2α3ρ30τ ′20
ρ0
√
D(τ0, ρ0)
ρ′2 −
(1− α4ρ40)τ ′0 − ρ′0
ρ0
√
D(τ0, ρ0)
τ ′2
)
, (4.25)
where
D(τ0, ρ0) = 1− (1− α4ρ40)τ ′20 − 2ρ′0τ ′0. (4.26)
If we perform integration by parts, we can change the term involving ρ′2 to a term involving
ρ2 plus a total derivative term. In the case of a geodesic, this total derivative term vanishes
when integrated. We are then left with terms involving ρ2 and τ
′
2. It turns out that since
we are perturbing around an extremal trajectory, these two terms vanish by the equations
of motion of ρ0 and τ0, and we therefore needn’t consider perturbations of the radial and
time profiles of the geodesic in order to calculate the perturbations of its length [61]. Since
the perturbations on the shape of the geodesic τ2 and ρ2 play no role in the calculation, we
will for simplicity refer to τ0 and ρ0 as τ and ρ, respectively. Because L2 depends on the
unperturbed profile of the geodesic, we must first solve for ρ and τ . Since y1 is an arbitrary
transverse direction, we will simply refer to it as y.
As it turns out, it is useful to solve the problem by choosing ρ as our independent
parameter, and τ and y as our dependent parameters.7 We can find a closed form solution
of τ(ρ). The independence of the integral in (4.24) on constant shifts in τ and the condition
that the geodesic be smooth at y = 0 lead to the equation [61]
(1− α4ρ4)τ ′ + ρ′ = 0. (4.27)
6The various coordinates and fields are the rescaled version of these fields, as explained in section 3.3.
We leave will leave physical constants such as the geodesic half-width ym un-rescaled. That is to say, the
physical width of the surface in the rescaled coordinates is ∆y1 = 2
ym
α
, and the physical height of the
geodesic will be ρ0 =
ρm
α
, with the black hole horizon located at ρ = 1
α
.
7Because of the fact that the perturbations of the geodesic shape do not contribute to the two-point
correlator at order ℓ2, we only consider the static geodesic in our calculations. As such, we can parameterize
the geodesic with either y or ρ, using the fixed endpoints ± ym
α
and ρm
α
, respectively. If τ2 or ρ2 do contribute,
as it does in the case of the entanglement entropy, that integral must be evaluated in y-coordinates, since
ρm would change at order ℓ
2, while we would have to make the choice of keeping ym fixed.
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Dividing equation (4.27) by ρ′, and using the chain rule, the equation becomes
τ ′(ρ) = − 1
1− α4ρ4 , (4.28)
with a general solution of
τ(ρ) = τ∗ − tan
−1(αρ) + tanh−1(αρ)
2α
. (4.29)
In the above solution, τ∗ is the arbitrary boundary time of the geodesic, i.e., the time
of the equal-time correlator, which follows from the time translation invariance of the
equation for the geodesic. While this solution for the time-profile may look strange, it is
in fact related to the change in coordinates between Poincare´ coordinates and Eddington-
Finkelstein coordinates. The line-element of the Poincare´ patch is of the form (ignoring
the transverse coordinates)
ds2 =
1
z2
(
−f(z)dt2 + dz
2
f(z)
)
. (4.30)
It turns out that the change of coordinates relates ρ = z, and
τ(t, z) = t− tan
−1(αz) + tanh−1(αz)
2α
, (4.31)
where the Poincare´ time will agree with the EF boundary time τ∗. Replacing t with τ∗
and z with ρ, the above expression is identical to the geodesic contour in time given in
equation (4.29). The τ(ρ) of the geodesic therefore corresponds to a constant time slice in
Poincare´ coordinates on the static background. Inverting equation (4.31), expressing t as
a function of τ and z, we see that constant τ corresponds to an infalling null ray in the
static Poincare´ geometry, and constant τ in EF coordinates is actually the path of a light
ray falling into the black hole from the spacetime boundary.
Since the integrand in (4.25) has no explicit dependence on y, we know that the
“Hamiltonian”
ρ′∂ρ′L0 + τ ′∂τ ′L0 − L0 (4.32)
will be constant in y. The equation simplifies to [61]
α2D(τ, ρ)ρ2 = ρ2m, (4.33)
ρ(y = 0) = ρmα , i.e., the maximum value of ρ on the geodesic. Substituting in for τ
′(y) in
D(τ, ρ) from (4.27), (4.33) can be simplified to [61]
ρ′(y) = −
√
(ρ2m − α2ρ2) (1− α4ρ4)
αρ
. (4.34)
Changing the integration variable from y to ρ in (4.24) and (4.25), and substituting in
from equation (4.33), the new expressions are
L0 = 2
∫ ρm/α
0
dρ
ρm
ρ
√
(ρ2m − α2ρ2) (1− α4ρ4)
,
L2 = − 2α
∫ ρm/α
0
dρ
b− α2ρ2(τ ′)2aˆ/2
ρ′ρm
.
(4.35)
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The expression for τ ′ is given by (4.27), i.e., an expression depending on ρ and ρ′. The
ρ′ terms in the integral can be substituted by an expression depending on ρ and ρm
from (4.34). The expression for the integral therefore has no explicit y dependence, and
other than knowing the solution for τ in terms of ρ, we need not know the profile of y in
terms of ρ at all! The additional factor of 2 in (4.35) comes from the fact that the integra-
tion limits correspond only to half the y-interval, [0, ym/α]. Making the above substitutions
give us the perturbation of the two-point function as being
L2 = α2
∫ ρm/α
0
dρ
ρ
(
2
(
1− α4ρ4) b− α (ρ2m − α2ρ2) aˆ)
ρm
√
(ρ2m − α2ρ2) (1− α4ρ4)3
. (4.36)
4.2.2 Numerical calculation of the perturbed two-point function
There is still some difficulty with integral (4.36), namely that the integrand diverges near
ρ = ρm. Although it is a one-over-square-root divergence, and the integral itself will still
be finite, this does pose a problem numerically. In order to avoid integrating a divergent
quantity, we introduce a second change of variables:
ρ =
ρm
α
(
1− q2) . (4.37)
Therefore the interval in ρ, [0, ρm] corresponds to the reverse of the interval [0, 1] in q. This
transforms the integral into its final form
L2 =
∫ 1
0
dq
2
(
1− q2)√
2− q2
(
1− (1− q2)4 ρ4m
)3/2
×
(
2
(
1− ρ4m
(
1− q2)4) b(τ(q), ρ(q))− ρ2mq2 (2− q2) aˆ(τ(q), ρ(q))).
(4.38)
This new integrand in terms of q contains no divergences, and can easily be integrated
numerically.
With the numerical evolution of the scalar field-metric system, we found the profiles
of the metric components aˆ and b, as described in appendix A. This was done by solving at
each timestep τi for the coefficients to the Chebyshev polynomials, and interpolating the
values of the functions at the collocation points (see appendix A.2):
aˆ(τi, ρ) = − 1
6
(p′0(τi))
2 + alog(τi, ρ) + ac(τi, ρ), b(τi, ρ) = blog(τi, ρ) + bc(τi, ρ),
ac(τi, ρ) =
(
Lρ
2
)2 N−2∑
j=1
F jgc(τi)
[
j+2∑
s=1
Cj,s Ts−1
(
2ρ
Lρ
− 1
)]
,
bc(τi, ρ) =
N∑
j=1
F jbc(τi) Tj−1
(
2ρ
Lρ
− 1
)
,
(4.39)
where Lρ is a numerical domain of the radial coordinate defined in (A.28), and the fixed
coefficients Cj,s are given by (A.67). N is the number of collocation points at which we
choose to solve the functions, and also the number of Chebyshev polynomials we choose
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to use to model the functions at each timestep. By recording the coefficients F jgc and F jbc
of the polynomials, we can calculate aˆ and b for any values of τ , by simply interpolating
between the values of the coefficients for intermediate times. In equation (4.39) we can
therefore replace τi → τ .
In order to calculate the value of (4.38), we discretize the q-interval, and simply inte-
grate the interpolating function calculated by Mathematica. Doing this for multiple values
of τ∗, we can see the full time evolution of the perturbed two-point function. Doing this
for multiple values of ρm and the quenching parameter α, we can see how the system
thermalizes at different length scales at different quenching rates.
In figures 4 and 5, we plotted the thermalization measure L2(th) of the two-point
function (as defined in (4.20)) for various values ρm = ρh×{0.1, 0.5, 0.9, 0.99, 0.999} (ρh =
1/α being the horizon position in the current coordinates) of the depth that the geodesic
extends into the geometry. It is straightforward to convert ρm into the corresponding
separation of the end-points in the two-point function, i.e., 2ym, by making the replacement
ρ = zρmα in equation (4.34) and then integrating:
2ym = 2ρm
∫ 1
0
zdz
(1− z2)1/2(1− z4ρ4m)1/2
,
{(ρm, 2ym)} ≈ {(0.1, 0.2), (0.5, 2.0), (0.9, 2.35), (0.99, 4.00), (0.999, 5.56)}.
(4.40)
Of course, as we vary the rate of the quenches, α provides a natural scale with which to
compare these separations. In particular, we examined α = {1, 12 = 0.5, 14 = 0.25, 18 =
0.125}. Alternatively, we can associate an energy with the two-point correlators using
E2pt = 1/ym, which is roughly the minimum energy scale to which these nonlocal probes
are sensitive. For the different quenches, we might then compare E2pt with the quenching
rate 1/α. In each plot, the thermalization measure is plotted for a range of quenching
times α. Since the two-point functions we calculate are for points on the boundary of the
spacetime ρ = 0, we plot the thermalization measure against the boundary time τ∗. We
see in figure 4 that compared to the time-scale α set by the quench, the faster the quench
is, the longer the two-point function takes to equilibrate. We notice in figure 5 that faster
quenches still equilibrate faster in the unrescaled “physical” time ατ∗. That is to say, as
we increase the rapidity of the quench, α decreases faster than the thermalization time
τtherm for a correlator with fixed width 2
ym
α . This behaviour is more accurately reflected in
figure 7, where we plot the thermalization times (both rescaled and unrescaled) for different
ρm, as a function of α. We see that as α decreases (
1
α increases) the slopes of the monotonic
curves change sign.
In figure 6 we plot the thermalization measures of the perturbation of the two-point
function for α = 12 and ρm = 0.1, as well as the thermalization measure of the non-
normalizable mode-squared. They very closely match each other, as one might expect for
small separations. For such small separations, the geodesic does not dip very far into the
bulk geometry, and only “sees” the near-boundary metric, and its perturbations. Since in
the near boundary limit, the metric perturbations aˆ and b are proportional to p20, so will
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Figure 4. The thermalization measure as defined in (4.20) of the perturbation of the two-point
functions for different-sized geodesics. The evolution is a function of the rescaled boundary time τ∗.
The plots are, from left to right, top to bottom, for ρm = 0.1ρh, 0.5ρh, 0.9ρh 0.99ρh and 0.999ρh.
In each plot the thermalization measure is shown for quenching parameters α = 1 (blue), α = 12
(purple), α = 14 (brown) and α =
1
8 (green). Note that the smaller α is, the longer equilibration
takes, in this rescaled boundary time.
L2 be, as can be seen from equation (4.35). In the dual field theory picture, one would say
that for small separations the two-point function probes the UV.
In figure 8, we compare the thermalization times for two-point functions with different
separations, but the same quenching parameter α. We notice that the larger the separation
of the two points, the longer the two-point function takes to equilibrate. Although not
shown in the above plots, it is possible with wide enough separations for the two-point
function to have longer equilibration times, than for 〈O3〉, as we discuss in section 5.4.
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Figure 5. An alternative view of figure 4. The same plots are shown, but with the thermalization
measures being functions of the unrescaled boundary time ατ∗. In this case one can see that the
smaller α is, the shorter equilibration tends to take, from an absolute point of view.
4.3 Entanglement entropy
4.3.1 Analytic expression for the entanglement entropy
Another useful scale-dependent probe of thermalization is entanglement entropy (EE).
An elegant method was proposed by Ryu and Takayanagi [115, 116] to calculate EE for
holographic theories. In particular, The Ryu-Takayanagi prescription involves evaluating
the Bekenstein-Hawking formula (4.6) on all bulk surfaces γ which are homologous to the
entangling region on the boundary of the bulk spacetime. The holographic EE is then
given by extremizing over all such bulk surfaces:
SEE = ext
Aγ
4G
. (4.41)
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Figure 6. Here we show the thermalization measures as defined in (4.20) of L2 in blue when
ρm = 0.1 and α =
1
2 , and of p
2
0 in the dashed green curve. They closely coincide, since for such a
small surface, the behaviour of the two-point function is dominated by the near-boundary metric.
2 4 6 8
5
10
15
1
α
τ(th)
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1.5
2.0
2.5
3.0
3.5
4.0
4.5
1
α
ατ(th)
Figure 7. We show the equilibration times of L2 for various values of ρm as a function of the
inverse of the quenching parameter α, for α = 1, 12 ,
1
4 and
1
8 . On the left we show the rescaled
equilibration time τ(th) as defined in (4.20), while on the right we show the same plot, but for
the unrescaled equilibration time ατ(th). The blue, purple, yellow and green curves correspond to
ρm = 0.9ρh, 0.99ρh, 0.995ρh and 0.999ρh respectively. Notice how the trends change sign from the
left to the right plots.
Note that this prescription was originally proposed for static situations but has extended to
consider dynamical bulk geometries in [111]. We will simplify our calculations by evaluating
the entanglement entropy for regions on constant time slices in the boundary. Further in
equation (4.41), G would be the Newton’s constant in the bulk theory but for our purposes,
we have set 4G = 1. The EE depends on the size of the entangling region at the asymptotic
AdS boundary. Observing how fast the EE of the region stabilizes can therefore serve as an
indicator of thermalization at different length scales, in analogy to the two-point function.
For simplicity, we consider a boundary entangling region Σ with a strip-geometry. That
is, the region is three dimensional, and is infinite in the directions y2 and y3 (regulated by
K), but has a finite width in the y1-direction. The metric for the bulk spacetime can be
expressed as
ds2 = −a dτ2 + s2d~y2 − 2dρdτ
ρ2
. (4.42)
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Figure 8. The evolution of L2(th) as a function of the boundary time of the two-point correlator.
The plots are (from left to right, top to bottom) for α = 1, 12 ,
1
4 and
1
8 , respectively. Each figure
contains the plot for an equal time two-point function ρm = 0.1ρh, 0.3ρh, 0.5ρh, 0.7ρh, 0.9ρh 0.99ρh
and 0.999ρh, respectively. The plots for 0.9ρh 0.99ρh and 0.999ρh are orange, bright blue, and
red, respectively. We also plotted p2(th) in dashed lines, to compare with the equilibration of the
two-point functions. We can see that the larger the separation of the two points (i.e., the depth
ρm), the longer the thermalization time is in each case.
A surface γ in the bulk spacetime connecting to the boundary of Σ, has a surface area
given by
SΣ =
∫
∞
−∞
dy2 dy3
∫ ym
−ym
dy1 s
2
√
−a (τ ′)2 + s2 − 2τ ′ρ′/ρ2
= 2K2
∫ ym
0
dy s2
√
−a (τ ′)2 + s2 − 2τ ′ρ′/ρ2. (4.43)
In (4.43) the factor of 2 comes from us only integrating over half the interval of y1 (renamed
to y) in the second line, since γ is symmetric about y = 0. Following the Ryu-Takayanagi
prescription [115, 116] described above, the appropriate surface γ for calculating the EE is
then the one that minimizes SΣ. Once again, the quench is treated as a perturbation on
the spacetime, and as in the case of the correlator, this splits the entropy into the static
part plus a perturbation:8
SΣ = SΣ(0) + ℓ
2SΣ(2). (4.44)
8Strictly speaking, equation (4.44) is valid only when considering the static extremal surface γ. In fact,
the perturbations on γ due to the backreaction of the metric causes a separate contribution at order ℓ2
from the first term which is different from the order ℓ2 contribution coming from the metric perturbations
in equation (4.46). We come back to the contribution from the surface perturbations in section 4.3.2.
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In the rescaled coordinates, the entropy has a time-independent zeroth-order
contribution
SΣ(0) = 2K
2
∫ ym/α
0
dy
√
D(τ0, ρ0)
ρ30
, (4.45)
(where D was defined in (4.26)) while the time-dependent perturbation of the EE, ℓ2SΣ(2),
is given by
SΣ(2) = 2K
2
∫ ym/α
0
dy
1
2ρ30
√
D
(
b (2 + 4D)− α2ρ20
(
τ ′0
)2
aˆ
)
. (4.46)
Once again we will drop the subscripts on the coordinates. The perturbations on the
shape of the surface τ2 and ρ2 do enter at order ℓ
2 of the EE (although only ρ2 actually
contributes to the entropy), but we will be explicit when referring to them.
Notice that as in the case of the two-point function, the expressions for the zeroth
and second order entanglement entropy have no explicit y-dependence. This is due to the
simple choice of geometry of the entangling surface. Treating (4.45) as an action, we can
find the conserved charge from time translation invariance, as well as the Hamiltonian like
we did in the case of the two-point function.
From time translation invariance, we find the conserved quantity [61]
(1− α4ρ4)τ ′ + ρ′ = C. (4.47)
The condition that the surface is closed and smooth at y = 0, makes the choice C = 0. By
dividing by ρ′, the chain rule again leads to the solution for the time-profile of the minimal
surface of
τ(ρ) = τ∗ − tan
−1(αρ) + tanh−1(αρ)
2α
. (4.48)
The Hamiltonian to our action (4.45) will be constant because it has no y-dependence, and
leads to the identity
D(τ, ρ)α6ρ6 = ρ6m. (4.49)
Using expression (4.26) for D, and substituting in for τ ′ from (4.47), we have find the
equation for the radial profile
ρ′ = −
√
(1− α4ρ4) (ρ6m − α6ρ6)
α3ρ3
. (4.50)
From the chain rule, we have that dρdy =
(
dy
dρ
)−1
. This gives us the additional equation
dy
dρ
= − α
3ρ3√
(1− α4ρ4) (ρ6m − α6ρ6)
. (4.51)
Using equations (4.47), (4.49), (4.50), and (4.51), we can express (4.45) and (4.46) as
integrals over ρ only. This makes the calculation much simpler since we do not need to
solve for the y-profile of the surface γ (e.g., we would need to solve for the y-profile in the
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case of a spherical entangling surface). The expression for the EE at zeroth and second
order in perturbation theory then becomes
SΣ(0) = 2K
2
∫ ρm/α
ǫ
dρ
ρ3m
ρ3
√
(1− α4ρ4) (ρ6m − α6ρ6)
, (4.52)
and
SΣ(2) = 2K
2
∫ ρm/α
ǫ
dρ
−α2aˆ ρ2 (ρ6m − α6ρ6)+ 2 b (1− α4ρ4) (2ρ6m + α6ρ6)
2ρ3ρ3m (1− α4ρ4)
√
(1− α4ρ4) (ρ6m − α6ρ6)
, (4.53)
respectively. In (4.52) and (4.53), ǫ is the near-boundary cut-off, which we introduced since
both the leading order and perturbative EE have UV divergences.
Both SΣ(0) and SΣ(2) have divergences close to the boundary of the spacetime [61]. We
can identify these divergences by using the perturbation series of aˆ and b near the boundary
of the spacetime (i.e., in small ρ):
aˆ = −1
6
p20 +O
(
ρ2
)
, (4.54)
b = −α
2
12
p20ρ
2 +O (ρ3) . (4.55)
We then substitute these series into the expressions for the integrands in (4.52) and (4.53),
and expand the integrand close to ρ = 0 to find its divergent parts. Upon integrating, the
divergence of the EE in terms of the cut-off is
Sdiv = K2
(
1
ǫ2
+ ℓ2
α2p20 (τ∗)
6
log ǫ
)
. (4.56)
It is worth noting that the logarithmic term is universal, as pointed out in [117, 118]. This
divergence can be recast in the form
χAΣm
2
f log(ǫ), (4.57)
where χ is a universal numerical constant, AΣ is the area of the entangling surface Σ on the
boundary, and mf is the mass of the fermionic operator O3 (our quenching operator) in the
boundary CFT. Comparing our divergence to the desired form, we see that 2α2K2 is the
surface area (density) of Σ (the factor of 2 coming from the fact that there is a surface of
area density K2 on either side of the strip), ℓ p0 is the non-normalizable mode of our scalar
field, and by the holographic duality (and our conventions) is equal tomf . This means that
the remaining numerical constant in the divergence 112 times some proportionality factor
will be equal to the universal constant χ. In fact, this proportionality factor agrees with
the above two references, and therefore the factor 112 is our universal coefficient and must
agree for the logarithmic term for any entangling surface Σ. As a further test that we have
the correct constant, we calculate the logarithmic term for a spherical entangling surface
Σ. Showing the final result, we obtain a logarithmic divergence in ρ of
4πR2
ℓ2p20
12
log(ǫ), (4.58)
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R being the radius of the sphere on the boundary. We see that since 4πR2 is the surface area
of the spherical entangling surface, we indeed obtain the same universal coefficient of 112 .
We should note that in our calculations of e.g., the thermalization time associated
with the entanglement entropy, we will simply discard the divergent contributions in equa-
tion (4.56) and work only with the finite part of the entanglement entropy — see equa-
tion (4.83) below. In fact, given the definition of the entanglement measure in equa-
tion (4.20), the area law divergence in equation (4.56) will drop out, since these agree for
the EE at all times. However, the logarithmic divergence shown there will not cancel, since
it is proportional to p20(τ), and are therefore different at early and late times. Hence one
might worry that the precise results will be sensitive to cut-off redefinitions. However, we
do not expect this issue will effect the qualitative features determined in the following. This
matter could be avoided altogether by using a renormalized version of the entanglement
entropy, e.g., ym ∂ymSΣ [119, 120]. We hope to return to this approach in future work.
4.3.2 Contribution from surface perturbation
As mentioned, the perturbation of the static surface γ, namely ρ2 and τ2 does not contribute
to the entropy at order ℓ2, with the exception of the boundary term of the EE. Expanding
SΣ(0) in (4.45) in terms of ρ2 and τ2 as
SΣ(0) = SΣ(0,0) + ℓ
2δS(ρ2, τ2), (4.59)
SΣ(0,0) depending only on the unperturbed profile ρ0 and τ0, we obtain the integral
δS = 2K2ℓ2
∫ ym/α
0
dy
(
2τ ′2ρ4 − 3D
α4ρ4
√
D
ρ2 − τ
′
α3ρ3
√
D
ρ′2 −
(
1− α4ρ4) τ ′ − ρ′
α3ρ3
√
D
τ ′2
)
. (4.60)
Notice that the numerator of the factor multiplying τ ′2 is the left hand side of equa-
tion (4.47), and is therefore zero on-shell. We therefore only care about the terms involving
ρ2 and its derivative. Performing integration by parts on the second term, we obtain a term
multiplying ρ2 plus a total derivative term. The term involving ρ2 combines with the first
term in (4.60) to give the equation of motion for ρ, and is therefore zero on-shell. All that
remains is the total derivative term, which we can integrate to evaluate at the limits of
integration:
δS = 2K2ℓ2
(
τ ′
α3ρ3
√
D
ρ2
) ∣∣∣ym/α
0
. (4.61)
Solving perturbatively for ρ(y) in (4.50) in small y, we see that factor of ρ2 in the above
equation vanishes when y = 0. We can solve (4.50) using the new coordinate
x = (ym/α− y). (4.62)
In that case we can evaluate the coefficient of ρ2 near x = 0 (y = ym/α). We see that the
coefficient diverges as
− 2K2ℓ2 1
2
√
2ρ
9/4
m α2δ3/4
, (4.63)
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where δ is the cut-off in the x-direction. Since this factor contains a divergence, it is
necessary to find the small-x expansion for ρ2 in order to find potential divergent and finite
contributions to the EE from the boundary term.
In order to solve for the perturbation ρ2 of the surface γ, we derive its Euler-Lagrange
equation from SΣ in equation (4.43) for both ρ2 and τ2. The equations
0 = δρ2SΣ −
d
dx
(
δρ′2SΣ
)
, (4.64)
0 = δτ2SΣ −
d
dx
(
δτ ′2SΣ
)
(4.65)
yield the equations of motion for ρ0 and τ0 at order ℓ
2, and the coupled linear equations
of motion for τ2 and ρ2 at order ℓ
4. These equations involve aˆ, b, τ2 and ρ2 and their
derivatives up to second order. These full equations also contain nonlinearities in τ0 and ρ0
and are too formidable to be explicitly included in this paper. Nonetheless, we can find the
leading order expansions for ρ2 and τ2. We do this by substituting in for the perturbation
series of aˆ and b in small ρ0 and the asymptotic series for τ0 and ρ0 in small x.
We find the leading order degenerate solutions in terms of the boundary time τ∗ to be
τ2(x) = m(τ∗)x
3/4 + . . . , (4.66)
ρ2(x) = n(τ∗)x
3/4 + . . . , (4.67)
where
m(τ∗) + n(τ∗) = −
√
2
9
α2ρ9/4m p
2
0(τ∗). (4.68)
This means that to leading order ρ2 has the right behaviour in x to cancel the divergence
in (4.63) and have the boundary term make a finite contribution to the entanglement en-
tropy. Although the equation above does not tell us the exact value of n, we can reasonably
expect it to be of the form
n(τ∗) ∝ α2ρ9/4m p20(τ∗), (4.69)
with a purely numerical factor missing.
In order to solve for the numerical factor in (4.69), we solve for ρ2 and τ2 again in a
static background. That is, we solve the system at large times, after it has fully equilibrated,
and p0(τ∗) = 1. In that case, we can find a simpler equation of motion for τ2, since the
metric perturbations have no explicit time-dependence. The Euler-Lagrange equation for
τ2 becomes
d
dx
(
δτ ′2SΣ
)
= 0. (4.70)
Furthermore, this equation implies that
δτ ′2SΣ = κ, (4.71)
where κ is a constant. By similar arguments as for the unperturbed time-profile of γ in
the previous subsection, we can set K = 0. The resulting equation is much simpler than
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we obtained in the time-dependent case, and contains only terms either independent of τ2,
or terms that are linear in τ ′2. It is therefore possible to solve for τ
′
2 as
τ ′2(x) = F (ρ2, aˆ, b; ρ0, τ0). (4.72)
In the above equation, F is linear in ρ2, aˆ, b and their derivatives, but is nonlinear in the
unperturbed profile ρ0 and τ0 of the minimal surface.
Substituting in for τ ′2 (and τ
′′
2 ) in the static Euler-Lagrange equation for ρ2, we have
an equation where the only unknown function is ρ2. Solving again for ρ2 perturbatively in
x, we can find an exact solution for its leading coefficient. In the static case
ρ2(x) −−−−→
τ∗→∞
− 5
18
√
2
α2ρ9/4m x
3/4 + . . . . (4.73)
Knowing it’s time-dependence on the source, we can write the leading solution for ρ2 as
ρ2(x) = − 5
18
√
2
α2ρ9/4m p
2
0(τ∗)x
3/4 + . . . . (4.74)
Substituting back for the leading-order solution of ρ2 evaluated at the cut-off δ, we see that
the boundary term has a finite contribution to the EE of
δS = α2ℓ2K2
(
5
36
p20(τ∗)
)
. (4.75)
We note that it is necessary to work with ρ2(y) rather than y2(ρ) in the treatment
above. To leading order in ℓ the profile of γ remains static, and we can parameterize it with
either ρ or y. The expressions (4.45) and (4.52), as well as (4.46) and (4.53) are therefore
related by a change in coordinates. However, when dealing with the perturbations of the
minimal surface, depending on whether one lets it fluctuate in the y-direction or ρ-direction,
either ym or ρm will be corrected for by the perturbations. We must therefore make a choice
of which of these parameters to keep fixed. Since ym is the field theory observable, i.e., it
determines the width of the strip in the boundary, we choose the perturbations of ρ and τ
to be functions of y, allowing for ρm to be adjusted at order ℓ
2, though not affecting the
results calculated on the static surface γ.
We further note that this is a very unexpected result, since in the case of unperturbed
holographic EE, the boundary term is typically ignored as it is assumed to vanish from
the equations of motion — see for example [54, 61, 117, 118], in which the boundary term
is implicitly set to zero in the presence of a relevant perturbation. We point out that in
the case of a spherical entangling surface on the AdS boundary, the boundary term above
contributes both a log-divergence as well as a finite contribution. While the divergence in
that case is readily obtainable by the same perturbative treatment as we did for the strip,
the boundary term also has a finite contribution depending on a normalizable mode, which
would require knowing the full profile of ρ2 in y in order to be extracted. That is outside
the scope of this paper.
– 30 –
J
H
E
P
0
2
(
2
0
1
5
)
0
1
7
4.3.3 Regularization of the entanglement entropy
In equations (4.52) and (4.53), the integrands have inverse square-root divergences near
ρ = ρmα . This is not a problem mathematically, but since we have to numerically integrate
these expressions, our results would be more accurate if the integrands didn’t diverge at all.
In order to separate the EE into a finite and divergent part, we use the perturbation
series of the metric perturbations
aˆ = −1
6
p20 + ρ aˆ2, (4.76)
b = −α
2
12
p20ρ
2 + ρ3b2, (4.77)
since only the leading-order terms in these series contribute to the divergence of the EE.
We therefore have a finite part of the EE,
SΣ(2)(fin) = K
2
∫ ρm/α
0
dρ
−α2aˆ2
(
ρ6m − α6ρ6
)
+ 2 b2
(
1− α4ρ4) (2ρ6m + α6ρ6)
ρ3m (1− α4ρ4)
√
(1− α4ρ4) (ρ6m − α6ρ6)
, (4.78)
as well as the divergent part
SΣ(2)(div) = K
2
∫ ρm/α
ǫ
dρ p20(τ(ρ))
− (ρ6m − α6ρ6)+ (1− α4ρ4) (2 ρ6m + α6ρ6)
6 ρ ρ3m (1− α4ρ4)
√
(1− α4ρ4) (ρ6m − α6ρ6)
. (4.79)
In order to regularize SΣ(2)(div), we add the counterterm
Scounter = α
2K2
∫ ρm/α
ǫ
dρ
p20(τ∗)
6 ρ
. (4.80)
There is some ambiguity in the counterterm (4.80), namely that it need only have the right
asymptotic behaviour to cancel the divergence of the integrand in (4.79). That means we
could e.g., use p20(τ(ρ)) instead of p
2
0(τ∗) in (4.80), and it would still cancel the divergence
of the EE, but yield a different finite result for the regularized EE. In order to circumvent
this ambiguity, we need to add back the finite contribution that gets subtracted in the
counterterm, that is, the non-divergent limit of the integral. Therefore, we need to add
back the finite contribution
Scor = −1
6
α2K2 log
(ρm
α
)
p20(τ∗), (4.81)
to obtain a finite EE that is invariant under this particular regularization scheme.
In order for these equations to be accurately integrable numerically, we make the same
change of coordinates (4.37) as we did for the two-point function, namely
ρ =
ρm
α
(
1− q2) . (4.82)
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This change of equations yields the new full expression for the regularized EE at order ℓ2 of
SΣ(2) = SΣ(2)(fin) + SΣ(2)(div) + Scounter + Scor + δS
= K2
∫ 1
0
dq 2
ρmq
α
2 b2 ·
(
2 + (1− q2)6) (1− ρ4m(1− q2)4)− α2aˆ2 · (1− (1− q2)6)√
1− (1− q2)6 (1− ρ4m(1− q2)4)3/2
−α2K2
∫ 1
0
dq
2qp20(τ(ρ))[(1− q2)6 − 1 +
(
2 + (1− q2)6) (1− (1− q2)4ρ4m)]
6
√
(1− (1− q2)6) (1− (1− q2)4ρ4m) (1− q2 − (1− q2)5ρ4m)
+α2K2p20(τ∗)
([∫ 1
0
2 q
6(1− q2)
]
− 1
6
log
(ρm
α
)
+
5
36
)
, (4.83)
δS being the boundary term defined in equation (4.60), and its final expression before
change of coordinates shown in (4.75).
4.3.4 Numerical calculation of the entanglement entropy
Using equation (4.83), we can calculate the evolution of the entanglement entropy for differ-
ent quenching rates α and for entangling surfaces with different widths ym (corresponding
to different surface heights ρm). The procedure is very similar to the one described for the
two-point function, and we give only a brief overview here.
We calculate the EE by discretizing the integrand in the first term of (4.83) in q, and
then integrating the interpolating function instead. This shows a speedup in the numerical
calculation, without noticeable loss of precision. The other terms in (4.83) do not require
such a discretization procedure, since they do not involve the numerical metric components
aˆ2 and b2.
The metric components are calculated from their numerically calculated Chebyshev
coefficients, as described in the appendix.
The evolution of the perturbation of the EE is seen by calculating it in a range of
boundary times τ∗.
We plotted the thermalization measure of the regularized EE at different quenching
parameters α for the different sizes of the entangling surface Σ in figures 9 and 10,9 as we
did for the two-point functions in section 4.2.2. We see a similar behaviour as we saw for
the two-point functions, namely that the faster quenches have longer equilibration times
as measured by the rescaled boundary time τ∗ than the slower quenches for each surface
size. We also see that, as in the case of two-point functions, the faster quenches have faster
equilibration times when we measure the thermalization in unrescaled boundary time ατ∗.
We also plot these opposite trends in figure 11 as we did in the two-point function case.
We also plotted SΣ(2)(th) for each quenching parameter α separately in figure 12, but
for the different sizes of the entangling surface (measured by the depth that the minimal
surface γ extends into the bulk). We again obtain similar results as for the two-point
functions, namely that the EE of the larger entangling regions equilibrates slower, but that
the thermalization time for fixed ρm decreases at a slower rate than α. Since it is possible
to have longer thermalization times for the EE than for the one-point function for larger
9Recall that the thermalization measure is only calculated for the finite part of the entanglement entropy
in (4.83).
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Figure 9. The thermalization measure of the perturbation of the entanglement entropy (as defined
in (4.20)) for different-sized entangling regions. The evolution is a function of the rescaled boundary
time τ∗. The plots are, from left to right, top to bottom, for ρm = 0.1ρh, 0.5ρh, 0.9ρh, 0.99ρh and
0.999ρh. In each plot the thermalization measure is shown for quenching parameters α = 1 (blue),
α = 12 (purple), α =
1
4 (brown) and α =
1
8 (green). Note that the smaller α is, the longer
thermalization takes, in this rescaled boundary time.
α, we believe that it may be possible to obtain larger thermalization times for arbitrarily
small α if we let the entangling surface Σ be large enough.
4.4 Scaling of the thermalized correlator and entropy
After reaching equilibrium, we expect our Yang-Mills plasma to satisfy equilibrium ther-
modynamics. At the level of the thermal entropy, we know that [52]
Sf ∼ T 3f + T 3f
(
λ
Tf
)2
, (4.84)
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Figure 10. An alternative view of figure 9. The same plots are shown, but with the thermalization
measures being functions of the unrescaled boundary time ατ∗. In this case one can see that the
smaller α is, the shorter thermalization of the entropy tends to take, from an absolute point of view.
meaning that up to constant prefactors, the above relation gives the equilibrium behaviour
for the system. Here Tf is the final temperature of the system, and λ is the field theory
coupling of the quenching operator. It should also be noted that λ/Tf ∝ ℓ relates the small
parameter in the AdS picture to the coupling λ in the field theory picture.
For wide entangling regions, as the ones we considered in the previous subsection, the
minimal surface γ will become wide, with the largest contribution coming from the part
deep in the bulk. As the surface becomes wide in the transverse y-direction, more of it
will lie close to, and parallel with the horizon of the AdS black brane. Most of its area will
come from a surface that almost coincides with a part of the horizon of roughly the same
width. In the dual picture, since the entanglement entropy is proportional to the area of
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Figure 11. We show the thermalization times of SΣ(2) for various values of ρm as a function
of the inverse of the quenching parameter α, for α = 1, 12 ,
1
4 and
1
8 . On the left we show the
rescaled thermalization time τ(th), while on the right we show the same plot, but for the unrescaled
thermalization time ατ(th). The blue, purple, yellow and green curves correspond to ρm = 0.9ρh,
0.99ρh, 0.999ρh and 0.9999ρh respectively. Notice how the trends change sign from the left to the
right plots.
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Figure 12. The evolution of SΣ(2)(th) as a function of the boundary time. The plots are (from
left to right, top to bottom) for α = 1, 12 ,
1
4 and
1
8 , respectively. Each figure contains the plot for a
minimal surface of height ρm = 0.1ρh, 0.5ρh, 0.9ρh, 0.99ρh and 0.999ρh, respectively. The plots for
0.9ρh 0.99ρh and 0.999ρh are orange, bright blue, and red, respectively. We also plotted p2(th) in
dashed lines for comparison. We can see that the larger the entangling surface Σ (i.e., the depth
ρm), the longer the thermalization time of the entanglement entropy is in each case.
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Figure 13. Here we show the entanglement entropy as a function of the width of the entangling
surface. On the left, we show the unperturbed EE for various values of the width ym. We also
show the best-fit line 2.02ym − 0.73 through the data. On the right, we plot the perturbation of
the EE for different quenching rates, namely α = 1, 12 ,
1
4 and
1
8 corresponding to the coloured plots
blue, purple, yellow and green, respectively. We show the perturbations of the entropy for different
values of ym, as well as the best-fit straight lines through the data. The data in each case is clearly
well approximated by straight lines.
γ, an entangling region will have the largest contribution of its EE be proportional to the
thermal entropy. In the limit of infinitely wide surfaces, the EE is simply equal to the
thermal entropy [121].
Equation (4.84) now implies that both the zeroth order and second order EE (expressed
as O(ℓ2)) should be proportional to T 3f . In this paper we have thus far kept the dependence
on the temperature hidden, by setting the black hole radius µ (in unrescaled r-coordinates)
to 1. It happens that the temperature is proportional to µ, so we should reintroduce µ, as
well as the AdS radius L, to see what behaviour to expect from our EE.
It is easy to see that by reintroducing L into our equations, that SΣ ∝ L3, which
already has the correct units for the area of γ. Therefore we should introduce a factor of µ
for each other factor with units of length. Since the profile of ρ in y becomes proportional
to ym for wide surfaces (γ becomes a slab shape), we expect SΣ(0) to scale as L
2 ym (as we
verified). Therefore we need a factor of µ3 to give the entropy the correct units.
The second order EE, SΣ(2) also has a factor of L
2. We should expect it to also scale
linearly with ym in order to balance the factor of µ
3, as required by the arguments above.
In figure 13 we show that both SΣ(0), and SΣ(2) scale linearly with ym, as we would expect
it to. Moreover, SΣ(0) has the correct slope of 2 which we would expect because of y2
being exactly half of the width, and therefore being proportional to 12 of the area of the
minimal surface.
We therefore see that the EE scales as µ3 ∝ T 3f , as predicted from equation (4.84).
Note that the additional scaling of T−2f in the EE at perturbative order is contained in the
perturbation parameter ℓ2.
By similar horizon arguments we can predict that the two-point correlator should also
scale linearly with ym for wide separations. In figure 14 we see that both L0 and L2 scale lin-
early with ym for wide separations, and moreover that L0 scales with the correct slope of 2.
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Figure 14. Similar to figure 13, we show the two-point correlator as a function of the separation
of the points. We see that the unperturbed correlator scales linearly with the separation and with
the correct slope of ∼ 2. The best fit line here is 2.01ym−0.41. The perturbations of the correlator
are also shown for various quenching rates α (same colour scheme as figure 13), and the data are
clearly well approximated by straight lines.
5 Thermalization
We have so far discussed the different probes of the thermalization of the system. In
this section we explore the mechanisms behind the thermalization behaviour seen in the
two-point correlator and entanglement entropy.
We first discuss the thermalization times for the different probes introduced, before
going on to examine how the different scales of the problem contribute to the observed
thermalization. The correlator and entropy are integrals over the radius of the AdS space-
time, and different parts of the profile make different contributions. We compare these
contributions with the thermalization times of the integrands at fixed radii. We then go
on to see how the profile of the scalar field and different components of its stress-energy
tensor equilibrate. We end this section by bringing all these observations together, and
speculate about the cause of thermalization at the different scales.
5.1 Thermalization times of the entanglement entropy and two-point
correlator
We can ask how long the two-point function and the entanglement entropy take to ther-
malize for different separations of the points, or widths of the strip, respectively. Here
we show the plots of the thermalization times of the EE and correlator as a function of
the width of the surface and separation of the points, respectively. The thermalization
time is determined by applying equation (4.20) to the EE and correlators, and choosing a
thermalization threshold of 2% of its final equilibrium value.
We plotted the thermalization times of both the correlator and EE for various values
of α in figure 15. As one can see for narrow surfaces, the increase in the thermalization
time is not monotonic. This occurs due to the fluctuations that occur in the quasinormal
modes, which are large compared to the size of the EE and correlator for small widths.
For wider surfaces we see a linear growth of thermalization time with the width of the
surface. Although these thermalization times observed here are smaller than that for the
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Figure 15. The thermalization times for the two-point correlator on the left and entanglement
entropy on the right, respectively, as a function of the half-width of the correlator and entanglement
regions, respectively. The blue, purple, yellow and green curves are for α = 1, 12 ,
1
4 , and
1
8 , respec-
tively. The thermalization times in unrescaled boundary time τ∗ are functions of the unrescaled
separations and widths, respectively. We also show the thermalization times of the one-point cor-
relator 〈O3〉 for the various values of α as the horizontal dashed lines with the same colour scheme.
Note that the thermalization time for the one-point function is nearly the same for α = 14 and α =
1
8 .
normalizable mode i.e., the one-point function which are also shown in figure 15 (at least for
faster quenches), its monotonic nature, and its linear nature, indicates that for wide enough
separations and widths, the two-point correlator and EE should have longer thermalization
times than the normalizable mode.
5.2 Equilibration of the correlator and entropy profiles
We would like to know how the two-point correlator and the entanglement entropy thermal-
ize. The thermalization time of the previous subsection is informative, insofar as it tells us
that wider surfaces have longer equilibration times than narrow surfaces or separations, as
well as the limiting behaviour for wide surfaces. The regions with wider separations have
minimal surfaces or geodesics that probe deeper into the bulk geometry. This provides
us with a clue as to what may be causing the observed difference in thermalization time,
namely that the part of the surface deeper in the geometry equilibrates later than parts
near the boundary.
In this subsection we will show how the thermalization of the EE and two-point cor-
relators depend on different parts of the dual minimal surfaces or geodesics at different
depths in the AdS-geometry. First, it turns out that the parts of the integrands of the
correlator or EE integrals corresponding to larger ρ in the regularized (i.e., finite) version
of integral (4.53) make larger contributions to the full integral. This makes sense for wide
surfaces, since most of the area is near ρm, close to the black brane horizon. Secondly we
show that it is at larger ρ that the integrand thermalizes last.
In figure 16, we show the fractional contribution to the regularized entanglement en-
tropy (4.53)
Sfrac =
∫ ρ˜
0 [regularized integrand] dρ
SΣ(2)(finite)
, (5.1)
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Figure 16. The fractional contribution to the total renormalized entanglement entropy (after
thermalization) that the integral in (4.53) has, when only integrated up to a particular fraction of
the full integration region. These particular curves are for α = 18 , and ρm = 0.9ρh, 0.99ρh, 0.999ρh
and 0.9999ρh, when the curve is blue, purple, yellow and green, respectively. The analogous curves
for the correlator are very similar, and therefore omitted here. For wider surfaces, the deepest part
of the integrand in the geometry contributes significantly more to the full value of the EE, than
the near-boundary part. For comparison we show the horizontal dashed line Sfrac = 0.2, and the
vertical dashed lines where this line (roughly) intersects each curve. Note that when ρm = 0.9999ρh,
integrating up to ρ˜
ρm
= 0.85 only contributes 20% of the full regularized entropy.
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Figure 17. Here we show the excitation and equilibration times of the integrand in (4.53) as a
function of radius (both in unrescaled coordinates). The blue, purple, yellow and green curves show
the excitation (bottom) and equilibration boundary (top) times for α = 1, 12 ,
1
4 and
1
8 , respectively.
when integrating up to a particular fraction of the full range of the integral. Notice how
especially for the wider surfaces, most of the contribution comes from the deepest part of
the integration interval. As an example, in the figure we show the line at which point the
integral reaches 20% of its final value. As ρm increases, so does
ρ˜
ρm
at which the Sfrac = 20%
fraction is achieved. The roughly interpolated values of ρ˜ρm when this occurs are:{(
ρm
ρh
,
ρ˜
ρm
)}
≈ {(0.9, 0.47), (0.99, 0.62), (0.999, 0.77), (0.9999, 0.85)}. (5.2)
That means that for ρm = 0.9999ρh, approximately the last 15% of the integration interval
contributes 80% of the total regularized entropy.
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Next, in figure 17, we plot the excitation (i.e., when the equilibration measure (4.20) of
the integrand at a particular radius is more than 2% of its final value away from its initial
equilibrium value) and equilibration boundary time τ∗ of the EE integrand (for various α
and for a wide surface) as a function of its radial position, for the minimal surface where
ρm = 0.999ρh. Note that the we say the profile “equilibrates”, rather than thermalizes,
since the integrand of the correlator or EE at a particular radius is not a physical quantity
in the boundary theory that can thermalize. Rather, it comes to rest in some equilibrium,
after which it is equilibrated.
We can conclude from these plots that the parts of the surface that lie deeper into
the geometry are also generally the ones that thermalize the latest (note that is figure 17,
the equilibration curve for α = 1 is not significantly later deep in the bulk than near the
boundary, while the effect becomes more pronounced for the smaller values of α). It is
precisely this part of the surface that contributes the most to the EE. Although not shown,
we see a similar behaviour in the case of the correlator.
In the next subsection, we show why it may be that these deeper parts of the geodesics
and minimal surfaces thermalize later than the near-boundary part.
5.3 Equilibration profile of the scalar field and its stress-energy
The scalar field encodes both the source and response of the field theory to the quench. For
this reason, we will consider the scalar field and its stress-energy as an indicator of how the
energy of the quench enters the interior of the AdS bulk. It should be remembered that 1ρ
is proportional to the energy scale of the field theory. Therefore the propagation of energy
into the bulk is in a sense dual to the energy of the quench being distributed through the
different energy scales of the field theory — from the UV down to the thermal scale.
We show the contour plot with excitation and equilibration curves of the scalar φρ in
figure 18. We show φρ rather than φ, because
φ
ρ is the natural quantity that was calculated
in our numerical simulations. Also note that in this figure, as well as in figures 19 and 20
we show a contour plot of the fields’ profiles, where its values are the contours shown in
the plot, while the solid coloured regions between the contours have intermediate values.
We remind the reader that lines of constant τ in these plots are null rays infalling into
the black brane, rather than constant time slices, as also explained in section 4.2.1 after
equation (4.31).
We will also plot two of the components of the stress-energy of the scalar field, T φ00 and
T φρ ρ, because it is the “matter” stress-energy which sources the backreaction of the metric
in the Einstein equations. The stress-energy is given by
T φµν = −2
δ Sφ√−gδ gµν
= ∂µφ∂νφ− 1
2
(
(∂φ)2 +m2φ2
)
gµν . (5.3)
In the first line above, Sφ is the part of the bulk action (2.1) containing only scalar field
terms, i.e., the matter action. We show the contour plots for the these two components of
the stress-energy in figures 19 and 20, respectively.
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Figure 18. A contour plot of φ
ρ
with α = 18 as a function of ρ and τ∗ (the boundary located at
ρ = 0, the horizon at ρ = 8). We add in the excitation and equilibration curves in blue for the scalar
field. The bottom green curve represents the time τ at a particular radius ρp where
(
φ(τ,ρp)
ρp
)
(therm)
is outside of the 2% threshold for excitation. The top blue curve represents the scalar field likewise
being within the 2% threshold for equilibration at that radius. The dashed curve shows the time
contour for the minimal surface with height ρm = 0.999 ρh, at which it time the EE thermalizes.
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Figure 19. A contour plot of Tφ00 with α =
1
8 as a function of ρ and τ∗. We add in the excitation
and equilibration curves for the tensor component in green, as we did for the scalar field in figure 18.
We also show the same contour for the thermalized entanglement entropy.
We see several discontinuities in the equilibration curves of these quantities. This
however is not showing some novel physics, but is rather a remnant from the strict 2%
cut-off, as seen in figure 21. That is to say that points on either side of such a discontinuity
does not have very different behaviour in time, but rather one would have a slightly higher
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Figure 20. A contour plot of Tφρρ with α =
1
8 as a function of ρ and τ∗. We add in the excitation
and equilibration curves for the tensor component in green, as we did for the scalar field in figure 18.
We also show the same equilibration curve for the entanglement entropy.
amplitude, which allows it to cross the 2% threshold at a much later time than one with
a slightly smaller amplitude, giving the discrete jump in equilibration time. What is
interesting in each of the plots 18–20, is that the equilibration time deep into the bulk
is much later than near the boundary. We have also included the τ profile of a minimal
surface γ, corresponding to a wide entangling region at the thermalization time of the
corresponding entanglement entropy. As can be seen in the three figures, the profile is
mostly outside of the spacetime regions where the scalar field and the stress tensor fluctuate
most. We can therefore think of these contour profiles as indicating the level of disturbance
the EE (and correlator) experience at a certain boundary time τ∗, from how much of
the τ -profile extends into these regions. The minimal surface or geodesic can be seen as
being dragged through this contour plot of φρ and T
(φ), exciting the entropy and two-
point correlator, until most of this profile has passed through the disturbed region and is
deemed thermalized. Because the time-profile of the minimal surfaces/geodesic can stretch
infinitely far into the past as ρm → ρh, we can expect that the thermalization time of the
entanglement entropy or two-point correlator could be made arbitrarily long.
5.4 Heuristics of thermalization
As we have seen, the nonlocal probes that thermalized most like the one-point function
were those that had relatively small separations, and reflect the physics closer to the AdS
boundary. Those that thermalized most slowly were those with larger separations. The
time scales here approached (and potentially exceed for wide-enough surfaces) the ther-
malization time of the one-point function.
For the local quantities in sections 5.2 and 5.3, we saw a wide range of equilibration
times. For the quantities close to the boundary, we saw that they equilibrated on a time
scale similar to the non-normalizable mode. This makes sense, since near the boundary, the
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Figure 21. A zoomed-in version of the thermalization curves (as defined by the 2% criterion from
equation (4.20)) for the scalar field for particular radial values on either side of the discontinuity
seen at ρ ≈ 3.8 in fig 18. The red curve is for ρ slightly smaller than 3.8, and the blue curve for ρ
slightly larger. The blue one crosses the dashed line representing the equilibration threshold, and
will therefore have a much later equilibration time than the red curve, although the behaviour of
the function is very similar at the two radii.
dominant term in the respective asymptotic series is in fact the one containing the source
term p0, or p
2
0. However, deeper into the geometry the higher-order terms in the expansion
containing the response coefficient p2 will have an increasing contribution, so that we can
expect longer thermalization times. This is exactly what was observed.
The only scales that we introduced in this system are the quenching parameter α (cor-
responding to the non-normalizable mode p0), the emergent response p2, and the tempera-
ture of the system. The other scale that comes into play for the geodesic or entanglement
entropy is the width of the probes. We should expect wider separations in the entangling
surface and the points of the correlator to introduce an extra scale, since their boundaries
are causally disconnected in the boundary spacetime. In figure 15 we see that the thermal-
ization time of the two-point correlator and entanglement entropy grow (at least, roughly)
linearly as a function of the separation in the function. The thermal wavelength of the
dual field theory is λT ≡ 1T = π, given our conventions [52]. One might expect that if
the thermalization process occurs quasilocally in the field theory, correlation functions or
entanglement entropies on scales larger than the thermal wavelength (i.e., involving points
or boundaries separated by more than λT ) should thermalize with approximately the same
time. Nevertheless, we see monotonic, linear growth in these probes’ thermalization times
for separations 2 ym > λT . In fact, in figure 15, the widest separation for our two-point
function is approximately twice the thermal wavelength. This behaviour suggests that
arbitrarily large regions will see arbitrarily long thermalization times set by the time for
these points to come into causal contact. This is the behaviour observed by Calabrese and
Cardy [14] in considering the entanglement entropy of an interval in a two-dimensional free
field theory, and which lends itself to a simple quasiparticle interpretation. They saw a lin-
ear increase in the entropy after the quench, until such a time as the two ends of the region
would come into causal contact (as though the information was carried by quasiparticles),
after which the EE would quickly thermalize. As in our case, they did not see an upper
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bound on the thermalization time. For holographic calculations of two-point functions and
EE in a two and higher dimensional boundary theories, similar behaviour was found10 in
studies using a Vaidya metric in the bulk [74–90] and the precise evolution by which the
entanglement entropy is saturated was extensively studied in [91, 92]. Hence our results
are in agreement with these other holographic studies and hence it seems that the trend of
longer thermalization times at larger length scales holds true in both strongly and weakly
coupled field theories.
This discussion pertains only directly to perturbative quenches. However, we may
expect to see similar behaviour for fully nonlinear quenches, since the response p2 would
be appropriately modified in the nonlinear regime.
6 Conclusion
The standard toolkit of numerical relativity [108, 122] faces challenges when confronted
with typical problems in asymptotically anti-de Sitter spacetimes, motivated by the gauge
theory/string theory correspondence [28, 29]. The main challenge is that gravitational
simulations in asymptotically Minkowski spacetimes mostly have a compact physical de-
pendence domain; on the contrary, in AdS, control over the whole spacetime, and especially
near the boundary is crucial. The latter is emphasized in problems related to holographic
quenches, where the temporal history of a quantum gauge theory coupling is encoded as a
non-normalizable component of the gravitationally dual bulk scalar field near the boundary.
In this paper we described the application of pseudo-spectral methods based on Cheby-
shev polynomial expansion to problems of holographic quantum quenches. We paid special
attention to convergence and accuracy issues of the proposed spectral framework.
Our main physical application was the extension of the earlier work on holographic
quenches in strongly coupled N = 4 supersymmetric gauge theory plasma induced by a
time-varying coupling of certain dimension ∆ = 3 operator [51]. Here, having access to the
full bulk metric (albeit only to the leading order in the gravitational scalar backreaction),
enabled us to compare local and nonlocal probes of the ensuing thermalization process.
Specifically, we compared the relaxation of event and apparent horizons, the equal time
two-point correlation function of operators of large conformal dimension, the entanglement
entropy of strip-shaped regions with the relaxation of the one-point correlation function of
the quenching operator. The nonlocal probes of thermalization were discussed earlier in
the literature [74–90]. In fact, our discussion of non-local probes parallel that of [61]. The
important difference is that the authors of the latter work considered periodically-driven
holographic quenches, in which the boundary gauge theory never reaches an equilibrium,
thus making the comparison of various thermalization criteria impossible.
10In some Vaidya studies [74, 75], the thermalization time at a particular length scale is estimated as
the time when the entire probe is completely contained inside the collapsing shell. With this geometric
definition, it is clear that the thermalization time can become arbitrarily long since in terms of the boundary
time, the shell takes infinitely long to cross the location of the black hole horizon.
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As a criterion for thermalization of a probe f we considered the quantity (4.20)
fth(τ) ≡ f(τ)− f(∞)
f(∞)− f(−∞) . (6.1)
If f is a non-local probe, there is an additional dependence in fth on a characteristic energy
scale of f : the separation between the points in two-point equal-time correlation functions;
the size of the entanglement region. Note that if f vanishes in the initial state (as it did
for our probes), fth(−∞) = −1 and fth(∞) = 0. If f = 〈O∆〉 is the expectation value
of the quenching operator of dimension ∆, max[ f(τ)f(∞) ] ∝ α4−2∆ (∝ α−2 for ∆ = 3) in the
limit of fast quenches, i.e., as α ≪ 1 [53]. Probably our most dramatic finding is that for
all nonlocal probes discussed (and for wide range of probing energy scales, if applicable),
fnon−localth remains finite in the limit of fast quenches. As a result the thermalization of
non-local probes, within criteria (6.1), appears to be faster than that of 〈O∆〉. This effect
becomes more pronounced as the quenching rate 1α increases. While we focused in this
paper on d = 4 boundary spacetime dimensions and for ∆ = 3 of the quenching operator,
we believe that this observation would extend to general d and ∆ insofar as d2 < ∆ < d.
For moderate quenches, α = {1, 12}, we observe the expected characteristic energy
dependence in fth, in comparison with 〈O3〉, see top panels of figure 8. A short distance two-
point correlator probes the dual bulk geometry close to the boundary; thus, its evolution
would mimic that of the square of the quenching coupling — it would thermalize earlier
than 〈O3〉 (see the dark blue curve, or figure 6). As the point separation in the two-
point correlator increases, the dual geodesic dips deeper into the bulk, probing the more
infrared features — as a result it thermalizes later than 〈O3〉 (see the red curve). The
entanglement entropy behaves in a similar manner: entanglement of narrow strips evolves
as the quenching coupling square; the entanglement of wider regions takes a longer time
to thermalize.
We now finish with open problems. First, it is important to lift the restriction of ‘lead-
ing order backreaction’ — for this, one needs to extend the proposed numerical framework
to the full nonlinear evolution. We believe that this does not pose conceptual or techni-
cal difficulties: all the numerical steps can be easily generalized, even our spectral uplift
procedure from gc(τ, ρ) to ac(τ, ρ) (see appendix A.2). Likewise, using realistic dual scalar
potentials, as in [102, 103], does not pose a problem either. Another benefit of the spectral
approach is that it relatively easy allows for a generalization to spatially non-homogeneous
and non-isotropic quenches. We hope to report on the latter problem in a future work.
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A Numerical solution of the dynamical metric and scalar field
A.1 Definition and solution of fields in perturbative regime
Let us introduce the functions that are involved in the numerical recipe, namely φˆc, gc
and bc. These fields are related to the dimensionless warp factors and scalar field aˆ, b and
φˆ defined in eqs. (3.11)–(3.13) in various ways. The solution of the usual dimensionless
functions can be expressed in the rescaled coordinates in terms of the new functions as:
φˆ(τ, ρ) = φlog(τ, ρ) + φc(τ, ρ),
b(τ, ρ) = blog(τ, ρ) + bc(τ, ρ),
aˆ(τ, ρ) = − 1
6
(p′0)
2 ρ2 + alog(τ, ρ) + ac(τ, ρ).
(A.1)
The φlog, alog and blog terms remove (subtract) logarithms
11 close to the boundary (ρ→ 0)
in the asymptotic expansion of φˆ and the warp factors a and b, while staying bounded close
to the horizon (ρ → 1α). Of course, there is a choice in selecting φlog, alog and blog. For
φlog(τ, ρ) = φlog(p0(τ), ρ) we choose
φlog = log ρ
8∑
i=2
ρi
(1 + ρ)1+i
Fi(p0(τ)), (A.2)
where the coefficients Fi(p0(τ)) are (uniquely) adjusted in such a way that the resulting φˆc
are free from ln ρ up to terms O(ρ9 log ρ). Explicitly, the first few coefficients Fi(p0(τ)) are
F2 = 1
2
p′′0, F3 =
1
2
p′′′0 +
3
2
p′′0, F4 =
5
16
p
(4)
0 + 2p
′′′
0 + 3p
′′
0. (A.3)
Note that the subtraction φlog remains bounded all the way to the horizon for fast quenches
α ≤ 1. Similarly, we take
blog = (αρ)
2
[
log ρ
5∑
i=2
ρi
(1 + ρ)1+i
B1,i(p0(τ), p2(τ)) + log2 ρ
5∑
i=4
ρi
(1 + ρ)1+i
B2,i(p0(τ))
]
,
alog = log ρ
5∑
i=2
ρi
(1 + ρ)1+i
A1,i(p0(τ), p2(τ)) + log2 ρ
5∑
i=4
ρi
(1 + ρ)1+i
A2,i(p0(τ)). (A.4)
Ideally, we would like to subtract as many log-terms near the boundary as possible; this
would make spectral expansion of the functions more precise. It is possible to expand (A.2)
to arbitrary order: for any i, Fi depends on a source p0 and its higher time derivatives,
and thus is known analytically for our quenches, where
p0 =
1
2
(1 + tanh τ) . (A.5)
11We found that the presence of the logarithmic terms in the AdS boundary asymptotics of various fields
renders spectral (or finite difference) numerical method unstable.
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The asymptotic expansions for aˆ and b contain log-terms with prefactors that, in addition
to the functional source dependence, depend on response function p2(τ) and its derivatives.
Specifically, both B1,i and A1,i for i ≥ 6 depend on the derivatives of the response p2(τ)
up to order (i− 5). We can extract reliably p2(τ) from the evolution of the φc:
p2(τ) =
1
2
∂2ρφc(τ, 0), (A.6)
however, we find that the errors in extracting derivatives of p2(τ) does not justify truncating
the (A.4) beyond the terms employed. Explicit expressions of the first few logarithm
prefactors in (A.4) are given by
B1,2 = − 1
24
p0p
′′
0, B1,3 = −
1
30
p0p
′′′
0 −
1
20
p′0p
′′
0 −
1
8
p0p
′′
0,
A1,2 = 1
6
((p′0)
2 − p0p′′0), A1,3 = −
1
12
(p0p
′′′
0 − p′0p′′0)−
1
2
(p0p
′′
0 − (p′0)2),
B2,4 = − 1
80
(p′0)
2, A2,4 = − 1
40
(p′′0)
2.
(A.7)
We further define the functions that occur naturally in equations (3.14)–(3.16), namely
π, β and gc:
π(τ, ρ) = ∂tφˆ(τ, ρ) +
α4ρ4 − 1
2
∂ρφˆ(τ, ρ),
β(τ, ρ) = ∂tb(τ, ρ) +
α4ρ4 − 1
2
∂ρb(τ, ρ).
(A.8)
As in (A.2), we subtract the logarithmic terms of π(τ, ρ) near the boundary
π(τ, ρ) = πc(τ, ρ) + πlog(τ, ρ),
πlog = ln ρ
7∑
i=1
ρi
(1 + ρ)i
Pi(p0(τ)),
P1 = − 1
2
p′′0, P2 = −
1
4
p′′′0 − p′′0, P3 = −
1
8
p
(4)
0 −
3
4
p′′′0 −
3
2
p′′0.
(A.9)
We now present the equations which we separate into the evolution (containing time
derivatives of the functions) and the constraint (without time derivatives of the func-
tions) ones.
Evolution equations:
∂tφc(τ, ρ) = πc(τ, ρ) +
1− α4ρ4
2
∂ρφc(τ, ρ) + klog(τ, ρ), (A.10)
with
klog(τ, ρ) = πlog(τ, ρ) +
1− α4ρ4
2
∂ρφlog(τ, ρ)− ∂τφlog(τ, ρ). (A.11)
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Constraint equations:
∂ρπc − 1
2ρ
πc = −
(
Jπ + ∂ρπlog − 1
2ρ
πlog
)
, (A.12)
∂2ρbc = −
(
Jb + ∂
2
ρblog
)
, (A.13)
with
Jπ =
1
4ρ
∂ρφˆ− 1
4
α4ρ3∂ρφˆ+
1
2
α4ρ2φˆ, (A.14)
Jb =
1
6
α2
(
φˆ+ ρ∂ρφˆ
)2
. (A.15)
One additional constraint equations is obtained combining (3.15) and (3.16). First, using
the second equation in (A.8) we rewrite the latter equation as
∂2ρ aˆ+
2
ρ
∂ρaˆ− 6
ρ2
aˆ− 12
α2ρ3
β = − Jaˆ,
∂ρ β − 3
ρ
β + α2
(ρ
2
∂ρ aˆ− aˆ
)
= − Jβ ,
(A.16)
with
Jaˆ =
(
6
α2ρ3
− 6α2ρ
)
∂ρb− ∂τ φˆ
(
∂ρφˆ+
1
ρ
φˆ
)
+
1
2
(1− α4ρ4)
(
∂ρφˆ+
1
ρ
φˆ
)2
+
1
2ρ2
φˆ2,
Jβ =
(
3
2ρ
− 3α
4ρ3
2
)
∂ρb+
1
4
α2φˆ2. (A.17)
Algebraically solving for β(τ,< r) from the first equation in (A.16), we can represent the
remaining equation in (A.16) as
∂ρg = −Jg, g ≡ ∂2ρ aˆ+
2
ρ
∂ρaˆ, (A.18)
or
∂ρgc = − Jgc , gc ≡ ∂2ρac +
2
ρ
∂ρac,
Jgc = Jg + ∂ρ
[
∂2ρalog +
2
ρ
∂ρalog
]
, (A.19)
with
Jg =
(
1
2ρ2
φˆ− ∂2ρ φˆ−
3
2ρ
∂ρφˆ
)
π +
(
1
2ρ
φˆ− 1
2
α4ρ3φˆ
)
∂2ρ φˆ−
(
1
4
α4ρ2φˆ+
1
4ρ2
φˆ
)
∂ρφˆ
+
(
1
4
α4ρ3 − 1
4ρ
)
(∂ρφˆ)
2 +
1
2
α2
(
α2ρφˆ2 − 48∂ρb
)
. (A.20)
Note that given gc(τ, ρ), and using the definition of aˆ in (A.1), we can always reconstruct
ac(τ, ρ) as
ac(τ, ρ) =
∫ ρ
0
dx
x2
[∫ x
0
dy y2gc(τ, y)
]
. (A.21)
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So far, we have not used (3.18) — this equation contains two τ derivatives, and so
appears to be an evolution equation. It turns out that this is a momentum constraint, and
should be imposed at a single spatial point, say ρ = 0; the equations (3.14)–(3.17) guarantee
that (3.18) would then be true at any other point. The latter constraint determines a2,2(τ)
(see (3.12)) in terms of the source p0(τ) and the response p2(τ):
0 = a′2,2 +
1
3
(p0p
′
2 − p′0p2) +
1
18
p′0p
′′
0 −
2
9
p0p
′′′
0 . (A.22)
In practice, we find it convenient to introduce
aˆ2 ≡ a2,2 + 5
36
(
p′0
)2 − 2
9
p0p
′′
0 +
1
3
p0p2, (A.23)
which allows to rewrite (A.22) as
0 = aˆ′2 −
2
3
p′0p2. (A.24)
Evolution equations (A.10) and (A.24) are solved subject to appropriate initial con-
ditions. In our simulations we assume thermally equilibrium N = 4 state in the limit
τ → −∞:
φc(−∞, ρ) = 0, aˆ2(−∞) = 0. (A.25)
The constraint equations (A.12), (A.13) and (A.19) are solved subject to the boundary
condition at ρ = 0, which are found using the asymptotic expansions (3.11)–(3.13) and
following the chain of redefinitions (A.1), (A.9) and (A.19):
πc(τ, 0) =
1
2
p′0,
bc(τ, 0) = 0, ∂ρbc(τ, 0) = 0,
gc(τ, 0) = 6a2,2 +
5
6
((p′0)
2 − p0p′′0).
(A.26)
As explained in [51], there is no need to impose the boundary condition at the horizon
provided we extend the radial integration past its location:
ρ ∈ [0, Lρ], Lρ = 1.2
α
, ρhorizon =
1
α
(
1 +O(ℓ2)
)
. (A.27)
A.2 Numerical implementation
We use pseudo-spectral methods [101] to solve numerically equations (A.10), (A.24)
and (A.12), (A.13), (A.19), subject to the initial and boundary conditions (A.25) and (A.26)
on a domain:
ρ ∈ [0, Lρ], τ ∈ [τinitial, τfinal]. (A.28)
In practice we choose τinitial = −7.5, corresponding to the source value p0(τinitial) ≈ 3 ×
10−7 ≪ 1 (see (A.5)); and τfinal = 12.5 (or later for smaller α). In a nutshell, any function
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f(τ, ρ) we represent as truncated sum over Chebyshev polynomials Tj(x),
f(τ, ρ) ∼
N∑
j=1
F jf (τ)Tj−1
(
−1 + 2ρ
Lρ
)
,
T0(x) = 1, T1(x) = x, Tj+1(x) = 2xTj(x)− Tj−1(x), j ≥ 1.
(A.29)
All constraints equations are then reduced to linear-algebraic equations evaluated at N col-
location points [101]. We use fourth-order Runge-Kutta method (RK4) to evolve functions
in time.
We now describe the implementation steps of our numerical package in detail:
(1) The range of ρ:
ρ ∈ [0, Lρ] , (A.30)
where we include the boundary points.
(2) We introduce the collocation grid points:
xi = cos
(i− 1)π
N − 1 , i = 1, · · ·N ; ρi =
Lρ
2
(1 + xi). (A.31)
Note: ρ1 = Lρ and ρN = 0, and
dx
dρ
=
2
Lρ
. (A.32)
(3) We use a recursive relation to compute Chebyshev polynomials T (i, j) ≡ Tj−1(xi),
and their derivatives at the collocation points, i.e., dnT (i, j) ≡ P (n)i−1(xi), for n = 1, 2:
T (i, 1) = 1, T (i, 2) = xi, T (i, j + 2) = 2xi T (i, j + 1)− T (i, j),
dnT (i, j + 2) = 2xi dnT (i, j + 1) + 2nxi dn−1T (i, j + 1)− dnT (i, j).
(A.33)
(4) We store data at spatial collocation point at time τ = τ o in arrays with superscript o,
and data at time τ = τn ≡ τ o + n∆τ in arrays with superscript n. For convergence,
we choose
∆τ =
1
N2
×min {1, α} . (A.34)
(5) RK4 is used to evolve from φc and aˆ2:
• RK step 1 : given,
φoi ≡ φc(τ o, ρi), ao2,2 ≡ a2,2(τ o), (A.35)
we compute Chebyshev coefficients F jφc solving
φoi =
N∑
j=1
F jφc T (i, j), i = 1, · · ·N. (A.36)
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Next, we evaluate
d1φ
o
i ≡ ∂ρφc(τ o, ρi) =
N∑
j=1
F jφc d1T (i, j)
dx
dρ
,
po2 =
1
2
N∑
j=1
F jφc d2T (i, j)
(
dx
dρ
)2
, (A.37)
aˆo2 = a
o
2,2 +
5
36
(
p′0(τ
o)
)2 − 2
9
p0(τ
o)p′′0(τ
o) +
1
3
p0(τ
o)po2, (A.38)
(φlog)i ≡ φlogφlog(τ o, ρi), d1(φlog)i ≡ ∂ρφlog(τ o, ρi),
(πlog)i ≡ πlog(τ o, ρi), d1(πlog)i ≡ ∂ρπlog(τ o, ρi), (A.39)
(klog)i ≡ klog(τ o, ρi).
We now have all the data needed to compute (see (A.14))
Jπ,i ≡ Jπ(τ o, ρi; ∂ρφˆ = d1φoi + d1(φlog)i, φˆ = φoi + (φlog)i). (A.40)
Next, we use (A.12) and the boundary condition in (A.26) to compute Chebyshev
coefficients F jπc :
i = 1, · · ·N − 1 :
N∑
j=1
(
d1T (i, j)
dx
dρ
− 1
2ρi
T (i, j)
)
F jπc = −
(
Jπ,i + d1(πlog)i − 1
2ρi
(πlog)i
)
,
N∑
j=1
T (N, j) F jπc =
1
2
p′0(τ
o).
(A.41)
We can now determine
πi ≡ πc(τ o, ρi) =
N∑
j=1
F jπc T (i, j), i = 1, · · ·N. (A.42)
Finally, we complete the first RK step (i = 1, · · ·N):
k1,φc,i = ∆τ
(
πi +
1
2
(1− α4ρ4i ) d1φoi + (klog)i
)
,
k1,aˆ2 = ∆τ
2
3
p′0(τ
o) po2.
(A.43)
• RK step 2 : with the shift
τ o → τ o + 1
2
∆τ, φoi → φoi +
1
2
k1,φc,i, (A.44)
we repeat RK step 1, producing k2,φc,i, k2,aˆ2 .
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• RK step 3 : with the shift
τ o → τ o + 1
2
∆τ, φoi → φoi +
1
2
k2,φc,i, (A.45)
we repeat RK step 1, producing k3,φc,i, k3,aˆ2 .
• RK step 4 : with the shift
τ o → τ o +∆τ, φoi → φoi + k3,φc,i, (A.46)
we repeat RK step 1, producing k4,φc,i, k4,aˆ2 .
• We now update to a time-step τn:
φni = φ
o
i +
1
6
k1,φc,i +
1
3
k2,φc,i +
1
3
k3,φc,i +
1
6
k4,φc,i, i = 1, · · ·N,
aˆn2 = aˆ
o
2 +
1
6
k1,aˆ2 +
1
3
k2,aˆ2 +
1
3
k3,aˆ2 +
1
6
k4,aˆ2 .
(A.47)
• At this stage we introduce dissipation [123]. We compute Chebyshev coefficients
F jφc solving
φni =
N∑
j=1
F jφc T (i, j), i = 1, · · ·N. (A.48)
and re-evaluate φni suppressing the higher harmonics:
φni =
N−Ndiss∑
j=1
F jφc T (i, j), i = 1, · · ·N,
pn2 =
1
2
N−Ndiss∑
j=1
F jφ d2T (i, j)
(
dx
dρ
)2
.
(A.49)
where, in practice, we choose
Ndiss = [0.2N ] . (A.50)
We use (A.23) to compute an2,2:
an2,2 = aˆ
n
2 −
5
36
(
p′0(τ
n)
)2
+
2
9
p0(τ
n)p′′0(τ
n)− 1
3
p0(τ
n)pn2 . (A.51)
• In preparation to computation of
bni ≡ bc(τn, ρi), gni ≡ gc(τn, ρi), (A.52)
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we evaluate d1φ
n
i ≡ ∂ρφc(τn, ρi), d2φni ≡ ∂2ρφc(τn, ρi) and πni ≡ πi(φni ; an2,2), following
corresponding computations in RK step 1, and further identify
(φlog)i ≡ φlog(τn, ρi), d1(φlog)i ≡ ∂ρφlog(τn, ρi),
d2(φlog)i ≡ ∂2ρφlog(τn, ρi),
(blog)i ≡ blog(τn, ρi; pn2 ), d1(blog)i ≡ ∂ρblog(τn, ρi; pn2 ),
d2(blog)i ≡ ∂2ρblog(τn, ρi; pn2 ),
d1(alog)i ≡ ∂ρalog(τn, ρi; pn2 ), d2(alog)i ≡ ∂2ρalog(τn, ρi; pn2 ),
d3(alog)i ≡ ∂3ρρρalog(τn, ρi; pn2 ),
d1(glog)i ≡ d3(alog)i + 2
ρi
d2(alog)i − 2
ρ2i
d1(alog)i. (A.53)
• Note that at this stage we have all the data necessary to evaluate Jb,i (see (A.15)),
Jb,i ≡ Jb(τn, ρi; ∂ρφˆ = d1φni + d1(φlog)i, φˆ = φni + (φlog)i). (A.54)
We compute Chebyshev coefficients F jbc solving (A.13)
N∑
j=1
F jbc d2T (i, j)
(
dx
dρ
)2
= −(Jb,i + d2(blog)i), i = 1, · · ·N − 2. (A.55)
along with the boundary conditions (A.26):
N∑
j=1
F jbc T (N, j) = 0,
N∑
j=1
F jbc d1T (N, j)
(
dx
dρ
)
= 0. (A.56)
Given F jbc we evaluate
bni =
N∑
j=1
F jbc T (i, j), d1bni =
N∑
j=1
F jbc d1T (i, j)
(
dx
dρ
)
, i = 1, · · ·N. (A.57)
• We can now compute (see (A.20))
Jg,i ≡ Jg(τn, ρi), (A.58)
with obvious substitutions:
∂2ρ φˆ = d2φ
n
i + d2(φlog)i, ∂ρφˆ = d1φ
n
i + d1(φlog)i, φˆ = φ
n
i + (φlog)i,
π = πni + (πlog)i, ∂ρb = d1b
n
i + d1(blog)i. (A.59)
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Next, we solve for Chebyshev coefficients following (A.19), (A.53)
N∑
j=1
F jgc d1T (i, j)
(
dx
dρ
)
= −(Jg,i + d1(glog)i), i = 1, · · ·N − 1, (A.60)
along with the boundary conditions (A.26):
N∑
j=1
F jgc T (N, j) = 6an2,2 +
5
6
(
(p′0(τ
n))2 − p0(τn)p′′0(τn)
)
. (A.61)
Given F jgc we evaluate
gni =
N∑
j=1
F jgc T (i, j), i = 1, · · ·N. (A.62)
• The next step is computation of
ani ≡ ac(τn, ρi), (A.63)
using (A.21). Remarkably, this can be achieved analytically, given F jgc . Indeed,
note that
ac(τ, ρ) =
∞∑
j=1
F jgc(τ)
∫ ρ
0
dx
x2
[∫ x
0
dyy2Tj−1
(
2y
Lρ
− 1
)]
=
(
Lρ
2
)2 ∞∑
j=1
F jgc(τ)
∫ 2ρ/Lρ−1
−1
dx
(1 + x)2
[∫ x
−1
(1 + y)2Tj−1(y)
]
,
(A.64)
where in the second line we changed the integration variables
y → Lρ
2
(1 + y), x→ Lρ
2
(1 + x). (A.65)
Furthermore,
∫ z
−1
dx
(1 + x)2
[∫ x
−1
(1 + y)2Tj−1(y)
]
=
j+2∑
s=1
Cj,s Ts−1(z). (A.66)
where the rational coefficients Cj,s can be computed using the orthonormality prop-
erties of the Chebyshev polynomials. The first several coefficient sets are:
C1,s =
{
1
4
,
1
3
,
1
12
}
,
C2,s =
{
− 1
24
, − 1
48
,
1
24
,
1
48
}
,
C3,s =
{
− 7
48
, −13
60
, − 1
15
,
1
60
,
1
80
}
,
· · · .
(A.67)
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Thus,
ac(τ, ρ) =
(
Lρ
2
)2 ∞∑
j=1
F jgc(τ)
[
j+2∑
s=1
Cj,s Ts−1
(
2ρ
Lρ
− 1
)]
, (A.68)
and (truncating the Chebyshev modes to order (N − 2))
ani =
(
Lρ
2
)2 N−2∑
j=1
j+2∑
s=1
F jgc Cj,s T (i, s). (A.69)
• Finally, we identify{
τn, pn2 , a
n
2,2 ; φ
n
i , b
n
i , a
n
i
} → { τ o, po2, ao2,2 ; φoi , boi , aoi} , (A.70)
and repeat the whole process from (A.35).
A.3 Convergence tests
All our simulations were performed with N = 40 collocation points. In this section we
discuss the convergence of the simulations as the number of collocation points is varied,
and also the accuracy of solving the constraint equations (A.12), (A.13), and (A.19).
As a representation test of the code convergence behaviour, we consider α = 1 and
different number of collocation points: N = Ni=1,···4 = {10, 20, 40, 60}. We monitor the
(L2 norm of the) difference of solutions with successive values of Ni, defined as
eφcNi(τ) = || φc[Ni]− φc[Ni−1] ||2,
ebcNi(τ) = || bc[Ni]− bc[Ni−1] ||2,
eaˆNi(τ) = || aˆ[Ni]− aˆ[Ni−1] ||2.
(A.71)
Additionally, given spectral coefficients F iπc , we can verify the accuracy of constraint (A.12)
defining
constπc(τ, ρ) ≡ Jπ + ∂ρ(πlog)−
1
2ρ
πlog +
N∑
j=1
F jπc(τ)
(
∂ρ − 1
2ρ
)
Tj−1
(
2ρ
Lρ
− 1
)
,
error[πc](τ) = ||constπc(τ, ρ)||2.
(A.72)
Likewise, for (A.13),
constbc(τ, ρ) ≡ Jb + ∂2ρblog +
N∑
j=1
F jbc(τ) ∂2ρTj−1
(
2ρ
Lρ
− 1
)
,
error[bc](τ) = ||constbc(τ, ρ)||2,
(A.73)
and, for (A.19),
constgc(τ, ρ) ≡ Jgc +
N∑
j=1
F jgc(τ) ∂ρTj−1
(
2ρ
Lρ
− 1
)
,
error[gc](τ) = ||constgc(τ, ρ)||2.
(A.74)
Results are shown in figures 22–24. The left panels illustrate how eN decreases as
the resolution is improved, while the right panels present the accuracy of solving
constraints (A.72)–(A.74).
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Figure 22. (Left panel) Convergence of φc for different number of collocation points as a function
of τ , see (A.71). (Right panel) Residuals of the constraint (A.12), see (A.72).
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Figure 23. (Left panel) Convergence of bc for different number of collocation points as a function
of τ , see (A.71). (Right panel) Residuals of the constraint (A.13), see (A.73).
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Figure 24. (Left panel) Convergence of aˆ for different number of collocation points as a function
of τ , see (A.71). (Right panel) Residuals of the constraint (A.19), see (A.74).
A.4 Limit of abrupt quenches
Quantum quenches have two scaling regimes: the adiabatic one (α≫ 1 ), and the regime of
the abrupt quenches (α≪ 1). The former one represents an expected slow, hydrodynamic
response of the system to external forcing [51]. It was observed in [51] (and further studied
in [53]) that within a holographic framework a QFT exhibits a scaling response in the
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Figure 25. Response p2 = p2(p0) for fast quenches. The universal regime of abrupt quenches is
achieved for α & 14 .
limit of abrupt quenches as well. The same scaling was observed outside of holography
in a CFT deformed by a relevant operator [124]. Our code is ideally suited to study fast
quenches since we use the α-rescaled scalar and metric variables [53]. Figure 25 illustrates
the response function p2 for fast quenches, {α = 1, 12 , 14 , 18}. Note that the response becomes
almost indistinguishable between α = 14 and α =
1
8 quenches. We take α =
1
8 to correspond
to abrupt quench.
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