Abstract. We present the rst result on global outputfeedback stabilization (in probability) for stochastic nonlinear continuous-time systems. The class of systems that we consider is a stochastic counterpart of the broadest class of deterministic systems for which globally stabilizing controllers are currently available. Our controllers are \inverse optimal" and possess an in nite gain margin. A reader of the paper needs no prior familiarity with techniques of stochastic control.
Introduction
Despite huge popularity of the LQG control problem, the stabilization problem for nonlinear stochastic systems has hardly received any attention until recently. E orts toward (global) stabilization of stochastic nonlinear systems have been initiated in the work of Florchinger 5, 6, 7] who, among other things, extended the concept of control Lyapunov functions and Sontag's stabilization formula 22] to the stochastic setting. A breakthrough towards arriving at constructive methods for stabilization of broader classes of stochastic nonlinear systems came with the result of Pan and Ba sar 19] who derived a backstepping design for strict-feedback systems motivated by a risk-sensitive cost criterion 1, 10, 17, 21] . In 2, 3](see also the published conference version 4]), we designed simpler inverse optimal control laws for strict-feedback systems which guarantee global asymptotic stability in probability and whose algorithms can be directly coded in symbolic software.
In this paper, we address the output-feedback global stabilization problem for stochastic nonlinear systems. The output-feedback problem has received considerable attention in the recent robust and adaptive nonlinear control literature 16, 15, 20, 23, 13, 11] . The present paper is the rst to address the output-feedback problem in the stochastic setting.
We present two results. First, in Section 2, we design an output-feedback (observer based) backstepping control law which guarantees global asymptotic stability in probability, Second, in Section 3, based on a theorem derived in 3], we design stabilizing control laws which are also optimal with respect to meaningful cost functionals. The class of systems that we consider is the stochastic version of the outputfeedback form, which is the broadest class for which global output-feedback controllers currently exist in the deterministic setting. Finally, in Section 4, we give a second-order simulation example. where 2 IR n is the state, w is an r-dimensional independent standard Wiener process, and f : IR n ! IR n and g : IR n ! IR n r are locally Lipschitz and satisfy f(0) = 0; g(0) = 0.
De nition 1.1 The equilibrium = 0 of the system (1.1) is said to be globally asymptotically stable in probability if for any t0 0 and > 0, lim (t 0 )!0 P sup t t 0 j (t)j > = 0, and for any initial condition (t0), P flimt!1 (t) = 0g = 1. Theorem 1.1 (Khas'minskii 14]) Consider system (1.1) and suppose there exists a positive de nite, radially unbounded, twice continuously di erentiable function V ( ) such that the in nitesimal generator
is negative de nite. Then the equilibrium = 0 of (1.1) is globally asymptotically stable in probability.
2 Output-Feedback Stabilization in Probability
In this section we deal with nonlinear output-feedback systems driven by white noise. This class of systems is given by the following nonlinear stochastic di erential equations: dxi = xi+1dt + 'i(y) T dw; i = 1; ; n ? 1 dxn = udt + 'n(y) T dw y = x1;
where 'i(y) are r-vector-valued smooth functions with 'i(0) = 0, and w is an independent r-dimensional standard Wiener process.
Since the states x2; ; xn are not measured, we rst design an observer which would provide exponentially convergent estimates of the unmeasured states in the absence of noise. The observer is designed as _ xi =xi+1 + ki (y ?x1); i = 1; ; n (2.2) wherexn+1 = u. The observation errorsx = x ?x satisfy dx = where A0 is designed to be asymptotically stable. Now, the entire system can be expressed as dx = A0xdt + '(y) T dw dy = (x2 +x2) dt + '1(y) T Our output-feedback design will consist in applying a backstepping procedure to the system (y;x2; ;xn), which also taking care of the feedback connection through thex system.
In the standard backstepping method for deterministic sys- (2.8)
The quartic form will allow us to handle the term 1 2 Tr g T @ 2 V @ 2 g more easily.
Our presentation of the backstepping procedure here is very concise: instead of introducing the stabilizing functions i in a step-by-step fashion, we derive them simultaneously.
A reader who is a novice to the technique of backstepping is referred to 15]. We start by an important preparatory comment. Since constitute a Lyapunov function for the (y;x2; ;xn)-system, while the third term in (2.13) is a Lyapunov function for thẽ x-system. Even though not obvious from the calculations that follow, we achieve a nonlinear small-gain global stabilization (in probability) in the style of 12].
Now we start the process of selecting the functions i( xi; y) to make LV negative de nite. Along the solutions of (2.3), If the control law (3.3) achieves global asymptotic stability in probability for the system (3.1) with respect to V ( ), then the Now we return to the output-feedback system (2.1) and redesign the control law (2.18) to make it inverse optimal. The following result is instrumental. solves the problem of inverse optimal stabilization in probability.
From Corollary 3.1, we know that if we can design a stabilizing control law that has zn as a factor, we can easily nd another control law which solves the problem of inverse optimal stabilization in probability. If we consider carefully the last bracket of (2.14), every term except the second, the third, the fourth and the fth has zn as a factor. Thus, according to Corollary 3.1, we achieve not only global asymptotic stability in probability, but also inverse optimality. 
