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Stability and instability of the standing waves for the
Klein-Gordon-Zakharov system in one space dimension
Silu Yin∗
Abstract
The orbital instability of standing waves for the Klein-Gordon-Zakharov system has
been established in two and three space dimensions under radially symmetric condition,
see Ohta-Todorova (SIAM J. Math. Anal. 2007). In the one space dimensional case,
for the non-degenerate situation, we first check that the Klein-Gordon-Zakharov system
satisfies Grillakis-Shatah-Strauss’ assumptions on the stability and instability theorems for
abstract Hamiltonian systems, see Grillakis-Shatah-Strauss (J. Funct. Anal. 1987). As
to the degenerate case that the frequency |ω| = 1/√2, we follow Wu (ArXiv: 1705.04216,
2017) to describe the instability of the standing waves for the Klein-Gordon-Zakharov
system, by using the modulation argument combining with the virial identity. For this
purpose, we establish a modified virial identity to overcome several troublesome terms left
in the traditional virial identity.
1 Introduction
We study the Klein-Gordon-Zakharov (KGZ) system:
∂2t u− ∂2xu+ u+ nu = 0, (t, x) ∈ R× R, (1.1)
c−20 ∂
2
t n− ∂2xn = ∂2x(|u|2), (t, x) ∈ R× R, (1.2)
with the initial data
u(0, x) = u0(x), ut(0, x) = v0(x), n(0, x) = n0(x), nt(0, x) = ν0(x). (1.3)
It describes the nonlinear interaction between the quantum Langmuir and ion-acoustic waves in
a plasma. Here u is a complex valued function which represents the fast time scale component of
an electric field raised by electrons, and n is a real valued function which denotes the deviation
of ion density from its equilibrium. For more physical backgrounds, the reader can refer to5
[5, 31].
The existence of the local smooth solutions to the Cauchy problem of the KGZ system can be
proved by the standard Galerkin method (see, e.g., [32]). Moreover, the global well-posedness
was established in [12, 15, 16, 21, 26]. Let m := −(−∆)−1nt with m|t=0 := −(−∆)−1ν0, where
∆ = ∂2x in one space dimension. The solution ~u := (u, ut, n, nt)
T = (u, v, n, ν)T of system
(1.1)-(1.2) formally obeys the following energy, charge and momentum conservation identities:
E(~u) =
1
2
‖v‖2 + 1
4c20
‖mx‖2 + 1
2
‖ux‖2 + 1
2
‖u‖2 + 1
4
‖n‖2 + 1
2
∫
n|u|2dx
= E(~u0), (1.4)
Q(~u) = Im
∫
u¯vdx = Q(~u0), (1.5)
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P (~u) = 2Re
∫
utu¯xdx+
1
c20
∫
nmxdx = P (~u0), (1.6)
where ~u0 := (u0, v0, n0, ν0)
T and we denote
‖f‖ := ‖f(x)‖L2(R)
for notational simplicity. Without misunderstanding, we will use X to represent the energy
space H1(R)× L2(R)× L2(R)× H˙−1(R) in this paper.
System (1.1)-(1.2) has the standing waves
(uω(t, x), nω(t, x)) = (e
iωtφω(x),−|φω(x)|2),
where φω is the ground state solution to the following equation
− ∂2xφ+ (1 − ω2)φ− φ3 = 0. (1.7)
When the parameter |ω| < 1, equation (1.7) exists solution, see Strauss [27]. In particular, the10
solution to (1.7) is unique.
In the present work, we are first interested in the stability and instability for the stand-
ing waves of the KGZ system with non-degenerate frequency ω ∈ (−1, 1). We introduce the
following notation for ~f = (f, g, h, k)T ∈ X :
T (θ)~f = (eiθf, eiθg, h, k)T .
Let
~Φω = (φω , iωφω,−|φω|2, 0)T ,
and denote
Uε(~Φω) = {~u ∈ X : inf
(θ,y)∈R×R
‖~u− T (θ)~Φω(· − y)‖X < ε}.
Definition 1.1. The standing wave solution (uω, nω) of the KGZ system (1.1)-(1.2) is said to
be orbitally stable if for any given ε > 0, there exists δ > 0, such that when ~u0 ∈ Uδ(~Φω), the
solution ~u(t) of system (1.1)-(1.2) with the initial data ~u0 exists for all t > 0, and ~u(t) ∈ Uε(~Φω)
for all t > 0. Otherwise, (uω, nω) is said to be orbitally unstable.15
It is worthy to mention that Grillakis-Shatah-Strauss [10, 11] established the sability and
instability theory for abstract Hamiltonian systems. Consider the KGZ system (1.1)-(1.2) in
the Hamiltonian case
d~u
dt
= JE′(~u), (1.8)
where E′ is the Fre´chet derivative of E, and define the functional
Sω(~u) = E(~u)− ωQ(~u).
We can verify that ~Φω is a critical point of Sω(~u). Via analyzing the spectrum, we can obtain
the orbital stability according to the framework of Grillakis-Shatah-Strauss [10] in the non-20
degenerate case. In other words, if S′′ω(~u) has exactly one negative eigenvalue, then it is orbitally
stable if and only if Sω(~u) is strictly convex at ω. Specifically, by checking the assumptions of
the stability and instability theorems in [10], we can get directly the following consequence.
Proposition 1.1. The standing wave (eiωtφω,−|φω|2) of the KGZ system (1.1)-(1.2) is or-
bitally unstable for |ω| < 1√
2
and stable for 1√
2
< |ω| < 1.25
2
For the case |ω| = 1√
2
, which is degenerate based on [10, 11], Comech-Pelinovsky [3] showed
the instability by a careful analysis of the linearized system. Ohta gave a different and shorter
proof in [24] by the Lyapunov functional method. Maeda [18] extended the previously mentioned
researches to subtler assumptions of Sω based on a purely variational argument. Here, we will
use the modulation argument combining with the virial identity to obtain the instability result.30
This method is inspired by the work of Wu [30], in which he established the orbital instability of
the nonlinear Klein-Gordon equation in the critical frequency case in one space dimension. The
modulation argument was introduced by Weinstein [29] for nonlinear Schro¨dinger equations,
developed and widely applied by Martel-Merle [19], Martel-Merle-Tsai [20], Merle [22], Merle-
Raphae¨l [23], Stuart [28], Bellazzini-Ghimenti-Le Coz [2], Le Coz-Wu [4]. The local version of35
the virial type identity is crucial in the proof of our main result. For the KGZ system, there
will be several troublesome terms left in the original virial identity, so we need a modified virial
identity, see Section 3. Our main result is
Theorem 1.1. When |ω| = 1√
2
, the standing wave (eiωtφω ,−|φω|2) of the KGZ system (1.1)-
(1.2) is orbitally unstable.40
Before ending this introduction, let us mention some related work in several space dimen-
sions. Ohta-Todorova [25] showed that the radially symmetric standing wave (eiωtφω(x),−|φω(x)|2)
of the KGZ system is strongly unstable in two and three space dimensions when ω ∈ (−1, 1).
One key step in their proof is that the decay estimate for radially symmetric functions in
H1(Rd),
‖u(x)‖ ≤ C|x|(1−d)/2‖u‖H1(Rd), for |x| ≥ 1
is valid when d ≥ 2 but failed when d = 1, see [27]. The case of standing wave with the ground
state (ω = 0) was discussed by Gan-Zhang [6] in three space dimensions. For more related
works in two and higher space dimensions, one can see [7, 9, 13, 14] and the references therein.
The plan of this paper is as follows. In Section 2, we give some preliminaries, in which we
present several basic properties and the coercivity of the Hessian. In Section 3, we introduce the45
modified virial type identity. In Section 4, we explain the modulation theory in a neighborhood
of the standing wave, and control the terms of the modified virial identity. Finally, we prove
the main theorem in Section 5.
2 Basic properties
We first infer that from the definition of E(~u), we have50
E′(~u) =


−∂2xu+ u+ nu
v
1
2n+
1
2 |u|2
1
2c2
0
(−∆)−1ν

 . (2.1)
Let
J =


0 1 0 0
−1 0 0 0
0 0 0 −2c20∂2x
0 0 2c20∂
2
x 0

 ,
which is a skew symmetric linear operator. We can rewrite the KGZ system in the form of
d~u
dt
= JE′(~u). (2.2)
Define the inner product
〈~f,~g〉 = Re
∫
R
~f(x)T · ~g(x)dx.
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In what follows, we write A & B (or A . B) to express A ≥ kB (or A ≤ kB) for certain
positive constant k > 0. We have the following basic properties.
Lemma 2.1. For the KGZ system (1.1)-(1.2), we have
d
dw
Q(~Φω) =
1− 2ω2√
1− ω2 ‖φ0‖
2 (2.3)
and55
3E(~Φω)− 4ωQ(~Φω) = (1− 2ω2)‖φω‖2 = (1− 2ω2)
√
1− ω2‖φ0‖2. (2.4)
Proof. From the definition of the charge and rescaling, we have
φω(x) =
√
1− ω2φ0(
√
1− ω2x),
in which φ0(x) is the solution of
− ∂2xφ+ φ− φ3 = 0. (2.5)
Then we get
Q(~Φω) = ω‖φω‖2 = ω
√
1− ω2‖φ0‖2, (2.6)
then (2.3) can be obtained by taking the derivative of (2.6) with respect to ω.
Let φω and x∂xφω be the multipliers of (1.7), respectively. We have
‖∂xφω‖2 + (1− ω2)‖φω‖2 − ‖φω‖4L4 = 0
and
‖∂xφω‖2 − (1− ω2)‖φω‖2 + 1
2
‖φω‖4L4 = 0.
Solving the above equations, we get
‖∂xφω‖2 = 1− ω
2
3
‖φω‖2, ‖φω‖4L4 =
4(1− ω2)
3
‖φω‖2,
so
3E(~Φω)− 4ωQ(~Φω) =3
2
‖∂xφω‖2 + 3(1 + ω
2)
2
‖φω‖2 − 3
4
‖φω‖4L4 − 4ω2‖φω‖2
=(1− 2ω2)‖φω‖2 = (1− 2ω2)(1− ω2) 12 ‖φ0‖2.
This proves (2.4). 
Define the functional
Sω(~u) = E(~u)− ωQ(~u). (2.7)
We write its derivative as 〈S′ω(~u), ~g〉, where S′ω is a functional from X to its dual, and its second
derivative as 〈S′′ω(~u)~f,~g〉, for ~g ∈ X .60
Let
~Υω = (iφω ,−ωφω, 0, 0)T , (2.8)
∂x~Φω = (∂xφω , iω∂xφω,−2φω∂xφω, 0)T , (2.9)
~Ψω = (2ωφω, 0, 0, 0)
T . (2.10)
We will give the coercivity property in Lemma 2.4 below. Before reaching this, we show some
preliminaries.
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Lemma 2.2. For the KGZ system (1.1)-(1.2), we have
S′ω(~Φω) = 0 (2.11)
and
Ker(S′′ω(~Φω)) = Span{~Υω, ∂x~Φω}, (2.12)
where Sω is defined by (2.7).65
Proof. By definitions of the energy and charge, we have
S′ω(~u) = E
′(~u)− ωQ′(~u) =


−uxx + u+ nu
v
1
2n+
1
2 |u|2
1
2c2
0
(−∆)−1ν

+ iω


v
−u
0
0

 (2.13)
and
S′′ω(~Φω)~f =


−fxx + f − φ2ωf + φωh
g
1
2h+ φωRef
1
2c2
0
(−∆)−1k

 + iω


g
−f
0
0

 . (2.14)
Then we have
S′ω(~Φω) = E
′(~Φω)− ωQ′(~Φω) = 0
and
S′′ω(~Φω)~Υω = S
′′
ω(~Φω)∂x~Φω = 0. (2.15)
It follows from (2.15) that
Span{~Υω, ∂x~Φω} ⊂ Ker(S′′ω(~Φω)). (2.16)
Next we show that for any given ~f = (f, g, h, k) ∈ Ker(S′′ω(~Φω)) with ~f ∈ X , we have
~f ∈ Span{~Υω, ∂x~Φω}. In fact, from (2.14), if ~f = (f, g, h, k) ∈ Ker(S′′ω(~Φω)) and ~f 6= 0, we have

−fxx + f − φ2ωf + φωh+ iωg = 0,
g − iωf = 0,
1
2h+ φωRef = 0,
1
2c2
0
(−∆)−1k = 0.
(2.17)
Thus, ~f = (f, iωf,−2φωRef, 0), and f solves the equation
−fxx + (1− ω2)f − φ2ωf − 2φ2ωRef = 0. (2.18)
Let
f = f1 + if2, f1 = Ref, f2 = Imf
and
L+ = −∂2x + (1− ω2)− 3φ2ω , (2.19)
L− = −∂2x + (1− ω2)− φ2ω . (2.20)
Equation (2.18) implies that
f1 ∈ Ker(L+), f2 ∈ Ker(L−).
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In order to show that f1 has a linear correlation with ∂xφω , we consider their Wronskian
determinant:
W+ =
∣∣∣∣ f1 ∂xφω∂xf1 ∂2xφω
∣∣∣∣ = f1∂2xφω − ∂xf1∂xφω. (2.21)
Since ∂xφω, f1 ∈ Ker(L+), we have
∂3xφω = (1− ω2)∂xφω − 3φ2ω∂xφω,
∂2xf1 = (1− ω2)f1 − 3φ2ωf1.
Therefore
W ′+ = f1∂
3
xφω − ∂2xf1∂xφω
= f1(1− ω2)∂xφω − 3f1φ2ω∂xφω − (1 − ω2)f1∂xφω + 3φ2ωf1∂xφω
= 0.
(2.22)
By the exponential decay of φω , which is well-known (see [8, 17]), we have
lim
x→±∞
W+ = lim
x→±∞
(f1∂
2
xφω − ∂xf1∂xφω) = 0. (2.23)
So we get that W+ = 0 with (2.22). Thus we have
f1 ∈ Span{∂xφω}. (2.24)
For L−, we analogously consider the Wronskian determinant of f2 and φω :
W− =
∣∣∣∣ f2 φω∂xf2 ∂xφω
∣∣∣∣ = f2∂xφω − ∂xf2φω , (2.25)
and then
W ′− = f2∂
2
xφω − ∂2xf2φω
= f2[(1 − ω2)φω − φ3ω]− [(1− ω2)f2 − φ2ωf2]φω
= 0.
(2.26)
So we have W− = 0, which implies
f2 ∈ Span{φω}. (2.27)
It follows from (2.24) and (2.27) that f ∈ Span{∂xφω, iφω}. This implies that
Ker(S′′ω(~Φω)) ⊂ Span{~Υω, ∂x~Φω}, (2.28)
which combined with (2.16) gives (2.12). 70
The following lemma tells us that S′′ω(~Φω) has a negative direction.
Lemma 2.3. Let ~Fω = (∂ωφω , iω∂ωφω ,−2φω∂ωφω , 0)T . We have
S′′ω(~Φω)~Fω = ~Ψω. (2.29)
Then, if ω 6= 0, we have
〈S′′ω(~Φω)~Fω , ~Fω〉 < 0. (2.30)
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Proof. Since
−∂2xφω + (1− ω2)φω − φ3ω = 0,
we get
− ∂2x∂ωφω + (1 − ω2)∂ωφω − 3φ2ω∂ωφω = 2ωφω. (2.31)
Thus75
S′′ω(~Φω)~Fω =


−∂2x∂ωφω + ∂ωφω − φ2ω∂ωφω − 2φ2ω∂ωφω − ω2∂ωφω
iω∂ωφω − iω∂ωφω
−φω∂ωφω + φω∂ωφω
0

 =


2ωφω
0
0
0

 . (2.32)
By rescaling, we have
〈S′′ω(~Φω)~Fω, ~Fω〉 = ω∂ω(‖φω‖2) = ω∂ω[(1 − ω2)
1
2 ‖φ0‖2] = − ω
2
√
1− ω2 ‖φ0‖
2 < 0 (2.33)
for ω 6= 0. 
Now we are ready to present the following coercivity property. Similar argument can be
found in [2] for Klein-Gordon equation and in [4] for nonlinear Schro¨dinger equation.
Lemma 2.4 (Coercivity). Assume ω 6= 0, for any given ~ξ = (ξ, η, ζ, ι)T ∈ X satisfying
〈~ξ, ~Υω〉 = 〈~ξ, ∂x~Φω〉 = 〈~ξ, ~Ψω〉 = 0, (2.34)
there exists a positive constant δ such that
〈S′′ω(~Φω)~ξ, ~ξ〉 ≥ δ‖~ξ‖2X . (2.35)
Proof. Step 1: Spectral analysis.
Let80
L :=


−∂2x + 1 iω 0 0
−iω 1 0 0
0 0 12 0
0 0 0 1
2c2
0
(−∆)−1

 . (2.36)
For ~f = (f, g, h, k) ∈ X , we have
〈Lf, f〉 = ‖fx‖2 + ‖f‖2 + ‖g‖2 + 1
2
‖h‖2 + 1
2c20
‖(−∆)−1kx‖2 ≥ δ‖~f‖2X , (2.37)
where
δ = min{1
2
,
1
2c20
} > 0. (2.38)
This means that the essential spectrum of L is positive and away from zero. Since S′′ω(~Φω)
is a compact perturbation of L, the essential spectrum of S′′ω(~Φω) is also positive and away
from zero by Weyl’s Theorem. The rest of its spectrum consists of isolated eigenvalues. By
the variational characterization of ~Φω, see e.g. [1], the Morse Index of Sω is 1 at most. Then
combined with Lemma 2.3, we infer that S′′ω(~Φω) admits only one negative eigenvalue −γ < 0
satisfying
S′′ω(~Φω)Γ = −γΓ (2.39)
with ‖Γ‖X = 1.
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Step 2: Positivity analysis.
We claim that if ~ξ satisfies the orthogonality condition (2.34), then
〈S′′ω(~Φω)~ξ, ~ξ〉 > 0. (2.40)
In fact, by Lemma 2.2 and (2.34), we can write the orthogonal decomposition of ~ξ along the
spectrum of S′′ω(~Φω) as follows:
~ξ = α~Γ + ~Θ, (2.41)
where α is a real number and ~Θ is in the positive eigenspace of S′′ω(~Φω). If α = 0, the desired
conclusion is trivial.
For α 6= 0, We decompose ~Fω orthogonally along the spectrum of S′′ω(~Φω):
~Fω = β~Γ + ~Ω+ ~Π, (2.42)
where β 6= 0, ~Ω is in the positive eigenspace of S′′ω(~Φω) and ~Π ∈ Ker(S′′ω(~Φω)). In particular,
we have
〈S′′ω(~Φω)Ω,Ω〉 & ‖Ω‖X . (2.43)
Because of (2.34), we have85
0 = 〈~Ψω, ~ξ〉
= 〈S′′ω(~Φω)~Fω , ~ξ〉
= 〈S′′ω(~Φω)(β~Γ + ~Ω+ ~Π), α~Γ + ~Θ〉
= −γαβ + 〈S′′ω(~Φω)~Ω, ~Θ〉.
(2.44)
Noting that both ~Ω and ~Θ are in the positive eigenspace of S′′ω(~Φω), by Cauchy-Schwarz in-
equality and the fact that 〈S′′ω(~Φω)~Ω, ~Θ〉 = 〈S′′ω(~Φω)~Θ, ~Ω〉, we have
γ2α2β2 = 〈S′′ω(~Φω)~Ω, ~Θ〉2 ≤ 〈S′′ω(~Φω)~Ω, ~Ω〉〈S′′ω(~Φω)~Θ, ~Θ〉. (2.45)
Moreover, (2.30) tells us that
〈S′′ω(~Φω)~Fω, ~Fω〉 = 〈S′′ω(~Φω)(β~Γ + ~Ω + ~Π), β~Γ + ~Ω+ ~Π〉
= −γβ2 + 〈S′′ω(~Φω)~Ω, ~Ω〉 < 0,
(2.46)
Therefore,
〈S′′ω(~Φω)~ξ, ~ξ〉 = 〈S′′ω(~Φω)(α~Γ + ~Θ), α~Γ + ~Θ〉
= −γα2 + 〈S′′ω(~Φω)~Θ, ~Θ〉
≥ −γα2 + γ
2α2β2
〈S′′ω(~Φω)~Ω, ~Ω〉
> −γα2 + γ
2α2β2
γβ2
= 0.
(2.47)
Step 3: Coercivity analysis. We prove the coercivity by contradiction. Assume that ~ξn (n ∈
N
+) satisfy
〈~ξn, ~Υω〉 = 〈~ξn, ∂x~Φω〉 = 〈~ξn, ~Ψω〉 = 0 (2.48)
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with ‖~ξn‖X = 1 and
lim
n→∞〈S
′′
ω(~Φω)
~ξn, ~ξn〉 = 0, (2.49)
then there exists ~ξ∞ ∈ X , such that {~ξn} converges to ~ξ∞ weakly and ~ξ∞ verifies
〈~ξ∞, ~Υω〉 = 〈~ξ∞, ∂x~Φω〉 = 〈~ξ∞, ~Ψω〉 = 0. (2.50)
We first prove that
~ξ∞ = 0. (2.51)
Otherwise, from the positivity analysis in Step 2, we have
〈S′′ω(~Φω)~ξ∞, ~ξ∞〉 > 0. (2.52)
Moreover, by the weak convergence and exponential decay of ~Φω, we infer that
〈S′′ω(~Φω)~ξ∞, ~ξ∞〉 ≤ limn→∞〈S
′′
ω(
~Φω)~ξn, ~ξn〉 = 0. (2.53)
So we have (2.51).
On the other hand, it follows from (2.14) and ‖~ξn‖X = 1 that90
〈S′′ω(~Φω)~ξn, ~ξn〉 =‖∂xξn‖2 + ‖ξn‖2 + ‖ηn‖2 +
1
2
‖ζn‖2 + 1
2c20
‖(−∆)−1∂xι‖2
− ‖φωξn‖2 + 2〈φωζn, ξn〉 − 2〈iωξn, ζn〉
≥δ − ‖φωξn‖2 + 2〈φωζn, ξn〉 − 2〈iωξn, ζn〉,
(2.54)
where δ is defined by (2.38). Taking n→∞ in (2.54), it follows from (2.49) that
−‖φωξ∞‖2 + 2〈φωζ∞, ξ∞〉 − 2〈iωξ∞, ζ∞〉 ≤ −δ < 0. (2.55)
This gives a contradiction with (2.51). Hence, for any given ~ξ satisfying (2.34), 〈S′′ω(~Φω)~ξ, ~ξ〉 is
not only positive, but also strictly bigger than a positive constant. This proves the coercivity
property. 
Remark 2.1. When ω 6= 0, Lemma 2.3 and Lemma 2.4 imply that S′′ω has exactly one negative95
eigenvalue and its essential spectrum is positive and bounded away from zero. From Lemma
2.1-Lemma 2.4, we infer that the KGZ system obeys Grillakis-Shatah-Strauss’s assumptions for
abstract Hamiltonian systems. When ω = 0, (φ0,−|φ0|2) is a stationary solution of the KGZ
system. Grillakis-Shatah-Strauss gave the sharp conditions for the stability and instability of
solitary waves in [10] as follows:100
• If − ddωQ(φω) < 0, then the φ-orbit is unstable;
• The fact that φ-orbit is stable if and only if − ddωQ(φω) > 0.
Hence, the standing wave of the KGZ system is unstable for |ω| < 1√
2
and stable for 1√
2
< |ω| <
1.
3 Modified Virial Type Identity105
In the degenerate case |ω| = 1√
2
, the proof of Theorem 1.1 is based on the local versions of the
virial type identity. We first define a cutoff function ϕR ∈ C∞(R) by
ϕR(x) =
{
x, |x| ≤ R,
0, |x| ≥ 2R. (3.1)
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Lemma 3.1. Let the traditional virial type quantity I(t) be defined by
I(t) = Re
∫
R
uu¯tdx+ 2Re
∫
R
ϕR(x− y(t))uxu¯tdx+ 1
c20
∫
R
ϕR(x − y(t))nmxdx. (3.2)
Then for the KGZ system, we have
I ′(t) =− y˙P (~u0) + y˙
∫
R
[1− ϕ′R(x− y(t))][2Re(uxu¯t) +
1
c20
nmx]dx
− 2‖ux‖2 − 1
2
‖n‖2 − 1
2c20
‖mx‖2 −
∫
R
n|u|2dx
+
∫
R
[1− ϕ′R(x− y(t))][|ut|2 + |ux|2 − |u|2 +
1
2c20
|mx|2 + 1
2
|n|2]dx.
(3.3)
Proof. By elementary calculation, we have
d
dt
Re
∫
R
uu¯tdx = ‖ut‖2 − ‖ux‖2 − ‖u‖2 −
∫
R
n|u|2dx, (3.4)
2Re
∫
R
ϕR
d
dt
(uxu¯t)dx = −
∫
R
ϕ′R|ut|2dx−
∫
R
ϕ′R|ux|2dx+
∫
R
ϕ′R|u|2dx+
∫
R
(ϕRn)x|u|2dx
(3.5)
and
1
c20
∫
R
ϕR
d
dt
(nmx)dx = − 1
2c20
∫
R
ϕ′R|mx|2dx−
1
2
∫
R
ϕ′R|n|2dx−
∫
R
(ϕRn)x|u|2dx. (3.6)
Then
2
d
dt
Re
∫
R
ϕR(x− y(t))uxu¯tdx =− 2y˙Re
∫
R
ϕ′R(x− y(t))uxu¯tdx+
∫
R
(ϕRn)x|u|2dx
−
∫
R
ϕ′R(x− y(t))(|ut|2 + |ux|2 − |u|2)dx
(3.7)
and110
1
c20
d
dt
∫
R
ϕR(x− y(t))nmxdx =− 1
c20
y˙
∫
R
ϕ′R(x − y(t))nmxdx−
∫
R
(ϕRn)x|u|2dx
− 1
2c20
∫
R
ϕ′R(x− y(t))|mx|2dx−
1
2
∫
R
ϕ′R(x− y(t))|n|2dx.
(3.8)
Adding (3.4)-(3.8) up, we get (3.3). 
From Lemma 3.1, since the traditional virial identity loses positivity, we should search a
modified virial quantity to overcome it. The following lemma is the key observation in the proof
of the instability for the critical frequency |ω| = 1√
2
.
Lemma 3.2. Let
I˜(t) = I(t) + Re
∫
R
uu¯tdx − 1
c20
∫
R
nmdx, (3.9)
satisfying
∫
R
ntdx = 0,
∫
R
xntdx = 0. (3.10)
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If |ω| = 1√
2
, then115
I˜ ′(t) =− y˙P (~u0) + y˙
∫
R
[1− ϕ′R(x− y(t))][2Re(uxu¯t) +
1
c20
nmx]dx
+
∫
R
[1− ϕ′R(x− y(t))][|ut|2 + |ux|2 − |u|2 +
1
2c20
|mx|2 + 1
2
|n|2]dx
− 6E(~u0) + 8ωQ(~u0) + 4‖ut − iωu‖2 + 2
c20
‖mx‖2.
(3.11)
Proof. Condition (3.10) ensures the last integral term of I˜(t) is well-defined in the energy
space X . In fact, from the properties of Fourier transform, (3.10) implies
∫
ntdx =
∫
δ(xˆ)nˆtdxˆ = nˆt|xˆ=0 = 0
and ∫
xntdx = i
∫
δ(xˆ)∂xˆnˆtdxˆ = i∂xˆnˆt|xˆ=0 = 0.
So the integral
∫
nmdx =
∫
nˆmˆdxˆ =
∫
nˆnˆt
|xˆ|2 dxˆ
has no singularity at xˆ = 0. Here we have used the Parseval identity.
By equation (1.2), we discover that
‖n‖2 +
∫
R
n|u|2dx =
∫
R
n(n+ |u|2)dx
=
1
c20
∫
R
n∂tmdx
=
1
c20
d
dt
∫
R
nmdx− 1
c20
∫
R
∂2xmmdx
=
1
c20
d
dt
∫
R
nmdx+
1
c20
‖mx‖2
(3.12)
and
‖ut‖2 − 3‖ux‖2 + (4ω2 − 3)‖u‖2 − 3
2
‖n‖2 − 3
2c20
‖mx‖2 − 3
∫
R
n|u|2dx
=4‖ut − iωu‖2 − 6E(~u0) + 8ωQ(~u0).
(3.13)
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Thus, it follows from (3.3) and (3.4) that
I˜ ′(t) =− y˙P (~u0) + y˙
∫
R
[1− ϕ′R(x− y(t))][2Re(uxu¯t) +
1
c20
nmx]dx
+
∫
R
[1− ϕ′R(x − y(t))][|ut|2 + |ux|2 − |u|2 +
1
2c20
|mx|2 + 1
2
|n|2]dx
+ ‖ut‖2 − 3‖ux‖2 − ‖u‖2 − 3
2
‖n‖2 + 1
2c20
‖mx‖2 − 3
∫
R
n|u|2dx
=− y˙P (~u0) + y˙
∫
R
[1− ϕ′R(x− y(t))][2Re(uxu¯t) +
1
c20
nmx]dx
+
∫
R
[1− ϕ′R(x − y(t))][|ut|2 + |ux|2 − |u|2 +
1
2c20
|mx|2 + 1
2
|n|2]dx
+ ‖ut‖2 − 3‖ux‖2 + (4ω2 − 3)‖u‖2 − 3
2
‖n‖2 − 3
2c20
‖mx‖2 − 3
∫
R
n|u|2dx
+ (2 − 4ω2)‖u‖2 + 2
c20
‖mx‖2
=− y˙P (~u0) + y˙
∫
R
[1− ϕ′R(x− y(t))][2Re(uxu¯t) +
1
c20
nmx]dx
+
∫
R
[1− ϕ′R(x − y(t))][|ut|2 + |ux|2 − |u|2 +
1
2c20
|mx|2 + 1
2
|n|2]dx
− 6E(~u0) + 8ωQ(~u0) + 4‖ut − iωu‖2 + (2− 4ω2)‖u‖2 + 2
c20
‖mx‖2.
In particular, if |ω| = 1√
2
, we get (3.11). 
4 Modulation and Some Estimates120
To prove the main theorem by a contradiction argument, we suppose that the standing wave
(uω, nω) of the KGZ system is stable. The contradiction will be derived from the control of
the terms in the modified virial identity. In the process of control, the use of the coercivity
property would require to deal with the orthogonality conditions. The following modulation
lemma shows that if the standing wave solution is stable, then the orthogonality conditions can125
be obtained.
Lemma 4.1 (Modulation). There exists ε0 > 0 such that for any given ε ∈ (0, ε0), if ~u ∈
Uε(~Φω), then there exist C
1-functions
θ(t) : [0, t∗]→ R, λ(t) : [0, t∗]→ (0,∞), y(t) : [0, t∗]→ R,
such that if we define ~ξ = (ξ, η, ζ, ι) satisfying
~ξ(t) = ~u(t, · − y(t))− T (θ(t))~Φλω(· − y(t)) := ~u− ~R, (4.1)
then for any given t ∈ [0, t∗], ~ξ satisfies the following orthogonality conditions,
〈~ξ, T (θ(t))~Υλ(t)ω〉 = 〈~ξ, T (θ(t))∂x~Φλ(t)ω〉 = 〈~ξ, T (θ(t))~Ψλ(t)ω〉 = 0, (4.2)
where
T (θ(t))~Υλω =
(
ieiθ(t)φλω(· − y(t)),−λωeiθ(t)φλω(· − y(t)), 0, 0
)T
,
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T (θ(t))∂x~Φλω =
(
eiθ(t)∂xφλω(· − y(t)), iλωeiθ(t)∂xφλω(· − y(t)),−2φλω∂xφλω(· − y(t)), 0
)T
,
T (θ(t))~Ψλω =
(
2λωeiθ(t)φλω(· − y(t)), 0, 0, 0
)T
.
Here ~R = T (θ(t))~Φλω(· − y(t)) is called the modulated soliton.
Moreover, we have estimates
‖~ξ‖X + |λ− 1| . ε (4.3)
and
|θ˙(t)− λ(t)ω|+ |y˙|+ |λ˙| = O(‖~ξ‖X). (4.4)
Proof. We first show the existence of θ, λ and y by the Implicit Function Theorem. Denoting
F1(θ, y, λ; ~u) = 〈~ξ, T (θ)~Υλω〉,
F2(θ, y, λ; ~u) = 〈~ξ, T (θ)∂x~Φλω〉,
F3(θ, y, λ; ~u) = 〈~ξ, T (θ)~Ψλω〉,
we have
F1(θ, y, λ; ~u) =
〈
u− eiθφλω(· − y), ieiθφλω(· − y)
〉
+
〈
v − iλωeiθφλω(· − y),−λωeiθφλω(· − y)
〉
,
F2(θ, y, λ; ~u) =
〈
u− eiθφλω(· − y), eiθ∂xφλω(· − y)
〉
+
〈
v − iλωeiθφλω(· − y), iλωeiθ∂xφλω(· − y)
〉
+
〈
n+ |φλω(· − y)|2,−2φλω∂xφλω(· − y)
〉
,
F3(θ, y, λ; ~u) =
〈
u− eiθφλω(· − y), 2λωeiθφλω(· − y)
〉
,
then
∂(F1, F2, F3)
∂(θ, y, λ)
∣∣∣
(0,0,1;~Φω)
=

 a11 0 00 a22 a23
0 0 a33

 ,
where
a11 = ∂θF1
∣∣
(0,0,1;~Φω)
= −(1 + ω2)‖φω‖2,
a22 = ∂yF2
∣∣
(0,0,1;~Φω)
= (1 + ω2)‖∂xφω‖2 + ‖∂x|φω|2‖2,
a23 = ∂λF2
∣∣
(0,0,1;~Φω)
=
ω2
1− ω2 [(1 + ω
2)‖x 12 ∂xφω‖2 + ‖x 12 ∂x|φω|2‖2],
a33 = ∂λF3
∣∣
(0,0,1;~Φω)
=
ω3
1− ω2 ‖φω‖
2.
This means that the Jacobian matrix of the derivative of (θ, y, λ) → (F1, F2, F3) is nondegen-
erate at (θ, y, λ) = (0, 0, 1). Hence, by the Implicit Function Theorem, we obtain the existence
of (θ, y, λ) in a neighborhood of (0, 0, 1) satisfying
(F1, F2, F3)(θ(t), y(t), λ(t); ~u(t)) = 0.
To verify the modulation parameters (θ, y, λ) are C1, we can use the equation of ~ξ and regular-
ization arguments, similar to the method in [19].
We now want to verify (4.4). From (4.1) and (2.2), we have130
∂t~ξ + iθ˙ ~R− y˙∂x ~R+ λ˙∂λ ~R = JE′(~R + ~ξ). (4.5)
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Moreover, from Taylor’s expansion, we have
E′(~R + ~ξ) = E′(~R) + E′′(~R)~ξ +O(‖~ξ‖2X). (4.6)
Noting the fact that φλω is a solution of
− ∂2xφλω + (1− λ2ω2)φλω − φ3λω = 0, (4.7)
we have
∂t~ξ + i(θ˙ − λω)A~R − y˙∂x ~R+ λ˙∂λ ~R = JE′′(~R)~ξ +O(‖~ξ‖2X), (4.8)
where
A =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 .
We differentiate 〈~ξ, T (θ)~Ψλ(t)ω〉 = 0 in (4.2) with respect to time t to get
〈∂t~ξ, T (θ)~Ψλ(t)ω〉 = −〈~ξ, ∂t
(
T (θ)~Ψλ(t)ω
)〉. (4.9)
Denoting
Mod(t) = (θ˙(t)− λ(t)ω, y˙(t), λ˙)T ,
we have
〈~ξ, ∂t(T (θ)~Ψλ(t)ω)〉 = O
(
(1 + |Mod(t)|)‖~ξ‖X
)
. (4.10)
Because of the orthogonality condition and taking the inner product of (4.8) with T (θ)~Ψλ(t)ω,
we get
〈∂t~ξ, T (θ)~Ψλ(t)ω〉
=− (θ˙ − λω)〈iA~R, T (θ)~Ψλ(t)ω〉+ y˙〈∂x ~R, T (θ)~Ψλ(t)ω〉 − λ˙〈∂λ ~R, T (θ)~Ψλ(t)ω〉+O(‖~ξ‖2X)
=− λ˙〈∂λφλω , 2λωφλω〉+O(‖~ξ‖2X).
(4.11)
(4.10) and (4.11) imply that
λω∂λ‖φλω‖2λ˙ = O
(
(1 + |Mod(t)|)‖~ξ‖X
)
+O(‖~ξ‖2X). (4.12)
Taking the inner product of (4.8) with T (θ)~Υλω and T (θ)∂x~Φλω, respectively, by similar argu-135
ments we get
(1 + λ2ω2)‖φλω‖2(θ˙ − λω) = O
(
(1 + |Mod(t)|)‖~ξ‖X
)
+O(‖~ξ‖2X), (4.13)
[(1 + λ2ω2)‖∂xφλω‖2 + ‖∂x|φλω |2‖2]y˙ + C⋆λ˙ = O
(
(1 + |Mod(t)|)‖~ξ‖X
)
+O(‖~ξ‖2X). (4.14)
Indeed, we have
MMod(t) = O
(
(1 + |Mod(t)|)‖~ξ‖X
)
+O(‖~ξ‖2X), (4.15)
where
M =

(1 + λ
2ω2)‖φλω‖2 0 0
0 (1 + λ2ω2)‖∂xφλω‖2 + ‖∂x|φλω |2‖2 C⋆
0 0 λω∂λ‖φλω‖2


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is an invertible matrix. Therefore,
|Mod(t)| ≤ C‖~ξ‖X +O(‖~ξ‖2X), (4.16)
which concludes the proof of (4.4). 140
In what follows, we want to scale the terms on the righthand side of the modified virial
identity (3.11). For this purpose, we first choose the initial data as
~u0 = (1 + a)~Φω (4.17)
and get the following properties.
Lemma 4.2. Let ~u0 be defined by (4.17). For the KGZ system, we have
P (~u0) = 0, (4.18)
Q(~u0)−Q(~Φω) = 2aω‖φω‖2 +O(a2), (4.19)
Q(T (θ)~Φω)−Q(~Φω) = 0 (4.20)
and
−6E(~u0) + 8ωQ((~u0)) = (4aω2 + 4ω2 − 2)‖φω‖2 +O(a2), (4.21)
where O(a2) denotes the equivalent infinitesimal of a2.
Proof. To be specific,
~u0 =
(
(1 + a)φω , i(1 + a)ωφω,−(1 + a)φ2ω , 0
)
,
then
P (~u0) = 2Re
∫
i(1 + a)2ωφω∂xφωdx+ 0 = 0,
which gives (4.18).
For getting (4.19), we have
Q(~u0)−Q(~Φω) =〈Q′(~Φω), ~u0 − ~Φω〉+O(‖~u0 − ~Φω‖2X)
=〈ωφω, aφω〉+ 〈iφω , iaωφω〉+O(a2)
=2aω‖φω‖2 +O(a2).
Property (4.20) is a direct consequence from the definition of the charge. As to (4.21), we write
−6E(~u0) + 8ωQ((~u0)) =− 6
(
E(~u0)− E(~Φω)
)
+ 8ω
(
Q(~u0)−Q(~Φω)
)
− 6E(~Φω) + 8ωQ((~Φω))
=− 6(Sω(~u0)− Sω(~Φω))+ 2ω(Q(~u0)−Q(~Φω))
− 6E(~Φω) + 8ωQ((~Φω)).
According to Taylor’s expansion and (2.11), we have
Sω(~u0)− Sω(~Φω) = O
(‖~u0 − ~Φω‖2X) = O(a2).
Thus, combined with (2.4) in Lemma 2.1, we get (4.21). 
Moreover, we have the following properties.145
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Lemma 4.3. Let ~u0 be defined by (4.17), λ ∈ R+ and λ . 1. For the KGZ system, we have
Sλω(~u0)− Sλω(~Φω) = −2a(λ− 1)ω2‖φω‖2 +O(a2), (4.22)
Sλω(T (θ)~Φω)− Sλω(~Φω) = 0 (4.23)
and
Sλω(T (θ)~Φλω)− Sλω(~Φω) = − (λ− 1)
2(1 − 2ω2)(2 − ω)ω2
2(1− ω2) ‖φω‖
2 + o(|λ− 1|2). (4.24)
Proof. From Lemma 4.2, we have
Sλω(~u0)− Sλω(~Φω) = E(~u0)− E(~Φω)− λωQ(~u0) + λωQ(~Φω)
= Sω(~u0)− Sω(~Φω)− (λ− 1)ω[Q(~u0)−Q(~Φω)]
= O(a2)− 2a(λ− 1)ω2‖φω‖2,
which gives (4.22).
Since
Sλω(T (θ)~Φω)− Sλω(~Φω) = E(T (θ)~Φω)− E(~Φω)− λω[Q(T (θ)~Φω)−Q(~Φω)],
(4.23) can be checked by the definition of the energy and (4.20).
From the definition of Sω, Taylor’s expansion, (2.11) and (4.23), we have
Sλω(T (θ)~Φλω)− Sλω(~Φω)
=Sλω(T (θ)~Φλω)− Sλω(T (θ)~Φω) + Sλω(T (θ)~Φω)− Sλω(~Φω)
=Sω(T (θ)~Φλω)− Sω(T (θ)~Φω) + (λ − 1)ω[Q(T (θ)~Φλω)−Q(T (θ)~Φω)]
=
1
2
〈S′′ω(~Φω)
(
T (θ)~Φλω − T (θ)~Φω
)
,
(
T (θ)~Φλω − T (θ)~Φω
)〉+ o(|λ− 1|2)
+ (λ− 1)ω[Q(T (θ)~Φλω)−Q(T (θ)~Φω)].
(4.25)
Since
〈S′′ω(~Φω)
(
T (θ)~Φλω − T (θ)~Φω
)
,
(
T (θ)~Φλω − T (θ)~Φω
)〉
=(λ− 1)2ω2〈S′′ω(T (θ)~Φω)∂ω(T (θ)~Φω), ∂ω(T (θ)~Φω)〉+ o(|λ − 1|2)
=− (λ− 1)2ω2 d
dλ
Q(T (θ)~Φλω)
∣∣
λ=1
+ o(|λ− 1|2)
and
d
dλ
Q(T (θ)~Φλω)
∣∣
λ=1
= ω
d
dω
Q(~Φω) = − (1− 2ω
2)ω
1− ω2 ‖φω‖
2,
we have
〈S′′ω(~Φω)
(
T (θ)~Φλω − T (θ)~Φω
)
,
(
T (θ)~Φλω − T (θ)~Φω
)〉
=
(λ− 1)2(1− 2ω2)ω3
1− ω2 ‖φω‖
2 + o(|λ− 1|2).
Due to
Q(T (θ)~Φλω)−Q(T (θ)~Φω) =(λ− 1)ω〈Q′(T (θ)~Φω), ∂ω(T (θ)~Φω)〉+ o(|λ − 1|)
=(λ− 1)ω d
dω
Q(~Φω) + o(|λ− 1|)
=− (λ− 1)(1 − 2ω
2)ω
1− ω2 ‖φω‖
2 + o(|λ − 1|),
we get (4.24) immediately. 150
Now we are ready to control ‖ut − iωu‖.
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Lemma 4.4. Suppose that ~ξ = (ξ, η, ζ, 0) is defined by (4.1). If |ω| = 1√
2
, then
‖ut − iωu‖2 = (λ− 1)2ω2‖φω‖2 + ‖η − iωξ‖2 +O
(
a|λ− 1|+ |λ− 1|3 + |λ− 1|‖~ξ‖2X
)
. (4.26)
Proof. By (4.1), we have
‖ut − iωu‖2 =‖ieiθλωφλω + η − iωeiθφλω − iωξ‖2
=‖ieiθ(λ− 1)ωφλω + η − iωξ‖2
=(λ− 1)2ω2‖φλω‖2 + ‖η − iωξ‖2 + 2(λ− 1)ω〈ieiθφλω , η − iωξ〉.
Since the third orthogonality condition 〈~ξ, 2λωeiθφλω〉 = 0 in (4.2) and
‖φλω‖2 = ‖φω‖2 +O(|λ− 1|),
we get
‖ut − iωu‖2 = (λ− 1)2ω2‖φω‖2 + ‖η − iωξ‖2 + 2(λ− 1)ω〈ieiθφλω, η〉+O(|λ − 1|3).
To estimate 〈ieiθφλω , η〉, from (4.19), (4.20) and the charge conservation law we have
Q(~u0)−Q(~Φω) + [Q(~Φω)−Q(T (θ)~Φω)] + [Q(T (θ)~Φω)−Q(T (θ)~Φλω)]
=Q(~u)−Q(T (θ)~Φλω)
=− 〈ξ, λωeiθφλω〉+ 〈η, ieiθφλω〉+O(‖~ξ‖2X).
Recalling ddwQ(
~Φω) = 0 when |ω| = 1√2 in (2.3), we have
〈η, ieiθφλω〉 =Q(~u0)−Q(~Φω) + [Q(T (θ)~Φω)−Q(T (θ)~Φλω)] +O(‖~ξ‖2X)
=O(a+ |λ− 1|2 + ‖~ξ‖2X).
Thus, (4.26) is obtained. 
We then scale ‖~ξ‖X .
Lemma 4.5. Let ~ξ be defined by (4.1). If |ω| = 1√
2
, then
‖~ξ‖2X = O(a2 + a|λ− 1|) + o(|λ − 1|2). (4.27)
Proof. By (2.11) and Lemma 2.4, combined with the energy and charge conservation laws,
we have
‖~ξ‖2X .〈S′′λω(~Φλω)~ξ, ~ξ〉
=Sλω(~u)− Sλω(T (θ)~Φλω) + o(‖~ξ‖2X)
=[Sλω(~u0)− Sλω(~Φω)]− [Sλω(T (θ)~Φλω)− Sλω(~Φω)] + o(‖~ξ‖2X).
When |ω| = 1√
2
, from (4.24) we have
Sλω(T (θ)~Φλω)− Sλω(~Φω) = o(|λ− 1|2), (4.28)
then, thanks to (4.22), we get (4.27) immediately. 155
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5 Proof of Theorem 1.1
Suppose that ~u ∈ Uε(~Φω) defined by (4.1), we have |λ−1| . ε << 1. We will prove Theorem 1.1
by a contradiction argument. The initial data satisfies (4.17) in which a > 0 will be determined
later. Assume that ~ξ(t, x) = (ξ, η, ζ, ι)T satisfies
∫
R
ιdx = 0,
∫
R
x · ιdx = 0, (5.1)
by the definition of I˜(t) and the proof of Lemma 3.2, we have the time uniform boundedness
I˜(t) . R(‖~Φω‖2X + 1).
However, we will claim that
lim
t→∞
I˜(t)→∞, (5.2)
which gives a contradiction. Since the solution to (1.7) is exponentially decaying at infinity, we
have ∫
|x−y(t)|≥R
[|ut|2 + |ux|2 − |u|2 + 1
2c20
|mx|2 + 1
2
|n|2 + 2Re(uxu¯t) + 1
c20
nmx]dx
.
∫
|x|≥R
(|φλω |2 + |∂xφλω |2 + |ξ|2 + |ξx|2 + |η|2 + |(−∆)−1ιx|2 + |ζ|2)dx
=O
(‖~ξ‖2X + 1R
)
.
When |y˙| . 1, from Lemma 4.2 we have
I˜ ′(t) &(4aω2 + 4ω2 − 2)‖φω‖2 +O(a2) + 4(λ− 1)2ω2‖φλω‖2 + 4‖η − iωξ‖2
+O
(
a|λ− 1|+ |λ− 1|3 + |λ− 1|‖~ξ‖2X
)
+O
(‖~ξ‖2X + 1R
)
&(4aω2 + 4ω2 − 2)‖φω‖2 +O
(
a2 + a|λ− 1|+ |λ− 1|3 + ‖~ξ‖2X +
1
R
)
.
Let R be sufficiently large and 1R = O(a
2). According to Lemma 4.5, we have
I˜ ′(t) &(4aω2 + 4ω2 − 2)‖φω‖2 +O
(
a2 + a|λ− 1|)+ o(|λ − 1|2).
Since |ω| = 1√
2
, 4aω2 is absolutely positive. Choosing ε and a0 small enough, for any given
a ∈ (0, a0), we have
I˜ ′(t) & 2aω2‖φω‖2 > 0,
which means (5.2). Thus, we have completed the instability of the standing wave at frequency
|ω| = 1√
2
for the KGZ system.
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