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A numerical method to simulate concentrated colloidal suspensions has been developed. 
It is based on a combination of the fluctuating lattice Boltzmann equation method for 
the flow of the fluid with molecular dynamics for the suspended particles; its main 
advantage is that it scales linearly with the number of particles. In extensive tests, 
the method has been shown to reproduce fully the time-dependent many-body hydro-
dynamic interactions. Brownian motion of the particles can be simulated via random 
fluctuations in the fluid stress tensor, thus corresponding to the physical origin of the 
motion. The short-time and long-time dynamics of concentrated suspensions have been 
investigated via this method. Very good agreement between the numerical results and 
recent experimental data has been obtained for the short-time dynamics. The analysis 
of the long-time data has proven somewhat more difficult due to temperature and finite-
size effects of the simulation. Finally, the motion of an isolated colloidal particle con-
fined between two plane walls has been studied and the relevant transport coefficients 
have been obtained. This new method to simulate colloidal suspensions represents a 
significant improvement over more conventional algorithms and it is expected to pro-
vide in the future further insight into both equilibrium and non-equilibrium properties 
of concentrated suspensions. 
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This thesis was written in the aim of giving a comprehensive overview of a relatively 
new numerical technique for simulating the dynamics of colloidal suspensions. In order 
to make it as complete and coherent as possible, a fair amount of review has been in-
cluded and readers familiar with some of the subjects treated may want to omit certain 
chapters. These are chapter 2, which is a review of colloidal dynamics and hydrody-
namics and chapter 3, which presents the lattice Boltzmann method for simulating 
pure fluids. 
"In every fat book, there is a thin book 
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"Rabbit's clever." said Pooh thoughtfully. "Yes," said Pigglet, "Rabbit 's clever." 
"And he has Brain." "Yes," said Pigglet, "Rabbit has Brain." 
There was a long silence. "I suppose," said Pooh, "that that's why 
he never understands anything." 
B. Hoff, The Tao of Pooh 
;uspension consists of mesoscopic particles, with a radius 
ly varying between 1 and 500 nm, dispersed in a suspending 
1. There are a great number of examples of such dispersions, 
cluding gelatin sols, solutions of proteins, soaps and 
microemulsions. Many industrial processes deal with 
colloidal suspensions, such as in the manufacture of paints 
and detergents or in the treatment of environmental 
pollution, and there is thus a wide interest in the prop- 
 
The dynamics of the colloidal particles are driven by the thermal fluctuations in the 
suspending fluid, leading to diffusive Brownian motion. While the particles interact 
1 
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with each other and any non-colloidal surface in the system via direct, potential forces, 
including van der Waals and electrostatic forces, they also interact indirectly via the 
so-called hydrodynamic forces. These latter interactions are due to the relative motion 
of the particles and the fluid, the perturbations being set up in the fluid by the motion 
of one particle and influencing the dynamics of neighbouring particles, as illustrated 
schematically in fig. 1.1. Only in very dilute suspensions can these forces be ignored 
Figure 1.1. Origin of the hydrodynamic interactions. The flow-field set up in the fluid 
by particle 1, moving at velocity Ui, creates a force on particle 2, which consequently 
moves at velocity U2. 
or approximated as a two-body interaction. As soon as the particle volume fraction 
exceeds 5%, many-body effects have to be accounted for, due to perturbations 
in the fluid propagating from one particle to another and then being scattered onto a 
third particle, and so on. The evaluation of these indirect forces constitutes the major 
difficulty in describing the dynamics of concentrated colloidal suspensions, and analyt-
ical progress is extremely complicated without some form of approximation. Computer 
simulations of hydrodynamically interacting suspensions can therefore provide a testing 
ground for many new theoretical concepts. 
In this thesis, we present such a computational method, based on the simple but 
effective lattice Boltzmann equation (LBE) method [2] for fluid flows. The suspended 
colloidal particles are simulated by simple molecular dynamics (MD) [3], the key part 
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of the algorithm being the coupling of the two methods at the solid-fluid interfaces. 
We will show that the method developed in this work reproduces correctly the hydro-
dynamic interactions between the suspended particles. By adding random fluctuations 
to the fluid stress tensor, a concept similar to that of fluctuating hydrodynamics in 
classical fluid dynamics [4], Brownian motion of the suspended particles can be simu-
lated. It will be demonstrated that this computational method successfully reproduces 
equilibrium colloidal dynamics on a wide range of time-scales. 
In the remainder of this chapter, we introduce the basic concepts of hard-sphere 
colloidal dynamics (1.2) and discuss the conventional computational methods that 
have been used to investigate these systems (§ 1.3). In §1.4, a more detailed presentation 
of the LBE & colloidal particle method is given. Finally, §1.5 presents an overview of 
the contents of this thesis and we will emphasise what is review and what constitutes 
original work. 
1.1 Hard spheres 
We are mainly concerned in the present work with suspensions of hard-sphere particles. 
These particles have no direct interactions other than an infinite repulsion at contact; 
this is best illustrated by billiard balls. Thermodynamically, suspensions of monodis-
perse hard-sphere particles undergo a freezing transition at OF = 0.494 + 0.002 [5]. 
For 0 > OF crystallisation of the particles commences and is complete at the melting 
transition at cbM  = 0.545. Recent theories, computer simulations and experiments sug-
gest that if a hard-sphere fluid is compressed rapidly enough to bypass crystallisation, 
a metastable glass state can be obtained at the glass transition at q 	0.58 ± 0.002 
[6]. Finally, random close packing of the particles is obtained at c5RCP 	0.64. This 
phase-behaviour is illustrated in fig. 1.2. We will only be concerned with colloidal 
dynamics at volume fractions up to the freezing transition in this work. 
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Figure 1.2. Phase diagram for a hard-sphere fluid. From ref. [6] 
1.2 Hard-sphere colloidal dynamics 
Implicit in the classical theoretical treatment of the equilibrium properties of colloidal 
suspensions is a clear separation of the dynamics of the colloidal particles from the 
dynamics of the suspending fluid. The fluid is regarded as a continuum defined by its 
macroscopic properties such as temperature, density and viscosity. The upper limit 
on the radius of the colloidal particles, as defined at the beginning of this chapter, 
ensures that their motion is Brownian and not controlled by extraneous effects such as 
gravitational settling or convection due to heat gradients. The lower limit on the radius 
comes from the requirement that the particles be significantly larger than the molecules 
composing the suspending fluid. Three distinct time-scales are then of importance. 
Firstly, the time-scale on which the dynamics of the particles and the fluid decouple, 
thus constituting the lower limit of validity of most theoretical approaches; this is the 
hydrodynamic relaxation time rH. On this time-scale, the hydrodynamic interactions 
between the particles develop and diffuse through the fluid. Secondly, the time-scale on 
which the velocities of the colloidal particles relax and the Brownian motion emerges. 
This is the Brownian relaxation time TB.  Finally, the time-scale on which the positions 
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of the particles relax and they move over a significant fraction of their radius; this is the 
structural relaxation time TR.  In a typical suspension with particles of radius 100 nm, 
the orders of magnitude of these time-scales are [6] rH TB 10 s and TR iO s 
and there is thus a large time-scale separation between TB and TR. 
Observing the motion of a single particle within a concentrated suspension, three 
distinct regimes are then of interest. In the pre-Brownian regime, t TB,  the velocity 
imparted to the colloidal particle by its collisions with the fluid molecules is viscously 
damped and the hydrodynamic interactions with its neighbours are established. In the 
so-called Brownian short-time regime, TB ' t << Tjj, the particle performs Brownian 
motion, its position remaining however essentially fixed. The only interactions with 
its neighbours are via the hydrodynamic interactions which, on this time-scale, have 
long established themselves and can be regarded as acting essentially instantaneously. 
Finally, in the Brownian long-time regime t >> rj, the motion of the particle is still 
diffusive but slowed down by the direct interactions with the other particles. The 
motion in the two Brownian regimes is schematically illustrated in fig. 1.3. The same 
time regimes apply to the collective motion of the ensemble of particles. 
Figure 1.3. Short-time and long-time Brownian motion. 
At short times, when the particle positions remain essentially fixed, the diffusion 
coefficients can be determined by solving the hydrodynamic Navier-Stokes equations 
in the fluid, subject to the boundary conditions at the surfaces of the particles. The 
work of Beenakker and Mazur [7] [8] is the most comprehensive analytic study of 
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the short-time dynamics to date, their work being based on a partial summation of the 
hydrodynamic interactions, evaluated via a renormalised density fluctuation expansion. 
For the long-time regime, the problem is far more complicated as direct interactions 
between the particles play an important role; theoretical investigations in this time 
regime are scarce. 
The experimental technique most used to investigate the dynamics of colloidal sus-
pensions is Dynamic Light Scattering (DLS) [6]. In this method, a laser beam is 
directed at the suspension and the decay of the density fluctuations in the suspension 
can be extracted from an analysis of fluctuations in the scattered light. This decay 
is controlled by the wave vector dependent diffusion coefficient D(k), where k is the 
scattering vector of the light and k = 1k! [6]. D(k) characterises density fluctuations 
in the suspension on a length-scale 27r/k. DLS has access to time-scales r > TB and is 
thus ideally suited to investigate the short- and long-time Brownian dynamics. Exten-
sive data on the self (k - ) and collective (k -+ 0) motion on the short time-scale 
exist (see references in [6]). Data at intermediate wave vectors have been rather limited 
due to experimental uncertainties [9], but recent experiments with more sophisticated 
equipment have led to extremely reliable data on these intermediate length-scales [10]. 
For the long-time regime, measurements exist for the self-motion [11] [12] [13] as well 
as very recent results at intermediate wave vectors [14]. We will come back in much 
more detail to the description of colloidal dynamics in chapter 2. 
1.3 Computational methods 
As analytic results on the dynamics of colloidal suspensions are difficult to obtain due 
to the complexity of the hydrodynamic interactions, computational studies can pro-
vide significant insight into the effects of these interactions. There are two ways to to 
simulate suspensions. (a) The first is to study static systems and determine the diffu-
sion coefficients for given configurations of particles by numerically simulating the fluid 
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subject to the correct boundary conditions at the particle surfaces. The short-time 
diffusion coefficients can then be obtained by averaging these results over independent 
equilibrium configurations of particles. (b) The second is to perform dynamic simula-
tions in which the trajectories of the particles are tracked over time and the transport 
coefficients of the system are thus determined. Depending on how the suspending fluid 
is simulated, three different approaches are then possible. 
(i) In the macroscopic approach, the fluid is viewed on a macroscopic level and de-
scribed by the classical equations of hydrodynamics. The static model, (a), is 
used by the multipole method [15] and by Stokesian dynamics [16] (the term 
"dynamics" is somewhat misleading here since fixed particle configurations are 
considered; however, this method has evolved from an effort in simulating par-
ticle dynamics). In the dynamic model, (b), the presence of the fluid is usually 
expressed in two ways. Firstly via the viscous drag on the particles, depending 
both on the fluid and the positions of the other particles, and secondly via a fluc-
tuating random force on the particles which drives their Brownian motion. These 
dynamic simulations are called Brownian or Stokesian dynamics [17] [16] (the dy-
namical part of the Stokesian method being meant this time). The advantage 
of the macroscopic approach lies mainly in its conceptual simplicity. Its major 
disadvantage is the fact that it is based on the coarse-grained level, t >> TH, dis-
cussed in §1.2. The hydrodynamic interactions between the particles are assumed 
to develop instantaneously and thus depend on the positions and velocities of all 
the particles in the system. Due to this globality, these methods usually scale 
as the cube of the number of particles simulated, making them very expensive in 
computing time. Moreover, times t TH are not accessible to these methods and 
the development of the hydrodynamic interactions cannot be studied. 
These methods will be discussed slightly more in detail in §1.3.1 (multipole 
method) and 1.3.2. (Brownian and Stokesian dynamics). 
Chapter 1: Introduction 
The microscopic approach involves simulating the fluid as an assembly of fluid 
molecules and the colloidal particles as a number of larger and heavier particles. 
A molecular dynamics (MD) type simulation [3] can then be performed on this 
system, with either (a) fixed or (b) mobile colloidal particles. The advantage 
of this kind of simulation is that the complex hydrodynamic interactions develop 
locally from the interactions of the fluid molecules with the colloidal particles and 
then diffuse throughout the fluid. These methods should therefore scale linearly 
with the number of colloidal particles simulated. The major problem however is 
that a large number of fluid molecules are necessary to obtain hydrodynamic be-
haviour of the fluid phase, thus slowing down the simulation considerably. More-
over, for dynamic simulations, due to the large time-scale separation between the 
dynamics of the fluid and the dynamics of the colloidal particles, a vast amount 
of computing time is spent on calculating the trajectories of the fluid molecules 
and not on the dynamics of the colloidal particles. Thus, with the computing 
power presently available, only extremely short times or small systems can be 
investigated. To our knowledge, no such simulations have yet been attempted. 
The mesoscopic approach involves using a mesoscopic, considerably simplified 
method to simulate the fluid, while treating the dynamics of the colloidal parti-
cles as in a MD simulation. These methods strive to combine the advantages of 
the microscopic approach, i.e. locality of the interactions, with the advantages of 
the macroscopic approach, i.e. a rapid simulation of the fluid dynamics. A very 
efficient simplified model for the fluid has emerged over the last seven or eight 
years. In the lattice gas automaton (LGA) method [18], the fluid molecules are 
replaced with point-particles moving with discrete velocities on a lattice spanning 
space. A combination of the LGA method with an MD type simulation for the 
either (a) fixed or (b) mobile colloidal particles [19] [20] [21] [22] [23] produced 
very encouraging results but the simulations were plagued by the numerical noise 
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of the LGA. An evolution of the LGA which suppresses this noise is the lattice 
Boltzmann equation (LBE) method [2], in which the point-particles are replaced 
with average distribution functions, similar to the molecular distribution func-
tions used in kinetic theory. Colloidal suspension simulations using this method 
have been pioneered by Ladd [24] [25] [26] [27] in the last three years and are the 
subject of the present thesis. Another very recent mesoscopic method for simu-
lating fluid-flows and colloidal suspensions is the so-called "Dissipative Particle 
Dynamics" method, briefly discussed in §1.3.3. 
1.3.1 The multipole method 
The multipole method, introduced by Ladd [15], is based on the formalism developed 
by Mazur and van Saarloos [28], who used the method of induced forces to model hy-
drodynamic interactions. In this method, the hydrodynamic stick-boundary conditions 
at the surface of the spherical colloidal particles are accounted for by a distribution of 
point forces on the surface and this distribution is expanded about the centre of the 
particle in a series of spherical harmonics. The fluid velocity field at the surface of the 
sphere is similarly expanded and influences the velocity of neighbouring particles by 
applying forces on them. For given moments of the harmonics, a system of linear simul-
taneous equations can be derived, linking the moments of the force on each sphere to 
the velocity of another sphere. From these equations, the transport coefficients of the 
suspension can be extracted. By calculating increasingly higher orders of approxima-
tion, Ladd has been able to obtain results for the transport coefficients of hard-sphere 
suspensions which can be regarded as exact [15]. After finite-size corrections, account-
ing for the limited number of particles simulated, his results are in very good agreement 
with both experiment and the analytical results of Beenakker and Mazur [8]. It should 
be noted that only the collective- (k -+ 0) and self- (k -f  oo) limits of the diffusion 
coefficients have been calculated with this method. 
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1.3.2 Brownian and Stokesian dynamics 
Brownian dynamics is a simple molecular dynamics simulation of the colloidal parti-
cles with the added elements of a viscous drag force and a random force driving the 
Brownian motion, both accounting for the presence of the suspending fluid. Both 
forces depend on the hydrodynamic interactions and a theoretical model or numerical 
computations for them have therefore to be used. In the first Brownian dynamics sim-
ulations, the so-called Oseen tensor was used, describing the interactions between two 
point particles [17]. Subsequent studies by Brady, Bossis and coworkers [16] [29] [30] 
(using the term "Stokesian dynamics" instead of "Brownian dynamics") have concen-
trated on developing increasingly precise approximations to the hydrodynamic inter-
actions. Although coined "dynamic" simulations, these were essentially calculations of 
the hydrodynamic interactions for fixed configurations of spheres and the techniques 
developed have, to our knowledge, only been used in dynamical simulations of diffusion 
in suspensions under shear [31]. The results of these simulations are in quite good 
agreement with experiment and the Beenakker and Mazur [8] theory for the short-time 
self-diffusion (k - oc); the agreement for the collective diffusion (k - 0) is not so 
good. 
Another approach to approximating the many-body hydrodynamic interactions was 
developed by Snook et al. [32] and used in dynamical simulations. They suggested the 
use of an empirical, volume fraction-dependent, two-body, pairwise additive interaction. 
The empirical parameters in this approximation were chosen so that the numerical 
results for the short-time collective and self-diffusion coefficients were found to be in 
agreement with experimental data. With this approximation, calculations of the k-
dependent diffusion coefficients of hard-sphere suspensions were performed [32] which 
are in reasonable agreement with experimental data [9] and with the analytic theory 
of Beenakker and Mazur [8]. Simulations of the long-time dynamics of hard-sphere 
suspensions were also performed [33]; however, these experiments were aimed at the 
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study of the statistical behaviour of single-particle motion rather than the evaluation 
of diffusion coefficients. 
Finally, long-time simulations of self-diffusion in hard-sphere suspensions without 
hydrodynamic interactions have been performed by Cichoki and Hinsen [34]. 
1.3.3 Dissipative Particle Dynamics 
Recently, a new mesoscopic technique for simulating fluid flow has been developed, 
coined Dissipative Particle Dynamics (DPD) [35] [36]. The algorithm avoids the ex-
tremely small time-steps necessary in a MD simulation, thus speeding up the fluid 
simulation, while also removing the difficulties present in the lattice gas type schemes 
due to the discreteness of the lattice. In this method, a system of fluid particles with 
continuous positions and velocities is updated in discrete time-steps consisting of a col-
lision phase followed by a propagation phase. In the collision phase, the momenta of the 
particles are simultaneously updated according to a simple stochastic rule depending on 
the configuration of the particles. During the propagation phase, the particle positions 
change according to a molecular dynamics scheme. This very simple update mechanism 
can be shown [35] to lead to physically correct isothermal macroscopic flow behaviour 
as verified by simulations in both 2 [35] and 3 dimensions. To include large solid objects 
into these simulations, such as suspended colloidal particles, additional constraints on 
the fluid particles have to be introduced [35] [36]. A large object is mapped onto the 
fluid, separating the fluid particles inside from the fluid particles outside. The collision 
phase is unchanged for all the fluid particles in the system. The new momenta of the 
particles inside the solid object are summed to yield total centre-of-mass linear and 
angular momenta for the solid object which are redistributed equally between all the 
inside fluid particles so that they remain at fixed relative positions, while the object 
as a whole moves. It can be shown [35] that this scheme leads, to hydrodynamic stick 
boundary conditions at the solid boundaries. 
This method has been applied successfully to calculate the drag force on an array 
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of spheres [35] and the high-frequency (short-time) suspension viscosity [36]. It is 
not quite clear however if these simulations are computationally less expensive than 
comparable simulations via the lattice Boltzmann (LBE) method [26]. The advantage 
of DPD is that it can deal with fluid-fluid interfaces [37], a task which presents quite 
some difficulties with the LBE method [38]. It should however be noted that recent 
research [39] shows that the fluctuation dissipation theorem for the DPD method is 
only satisfied if the time-steps are chosen sufficiently small, which might remove some 
of the attraction of the method. More research has to be done to make DPD fully 
reliable and substantiated. 
1.4 The lattice Boltzmann equation & colloidal particles 
method 
The method chosen for the present work is a combination of the lattice Boltzmann 
equation (LBE) method for the fluid phase with molecular dynamics for the colloidal 
particles. 
The LBE method for fluid flows [2] is based on the well-established connection 
via kinetic theory between the microscopic dynamics of a dilute gas and the macro-
scopic Navier-Stokes equation [40]. Space is spanned by a regular lattice on which 
fluid distribution functions move in discrete time-steps from a lattice node to adjacent 
nodes. Local mass and momentum density fields can be defined from these distribu-
tion functions and can be shown to obey the incompressible Navier-Stokes equations, 
in a large-scale, low-velocity expansion. Macroscopic continuous behaviour is thus ob-
tained from the purely discrete microscopic dynamics of the distribution functions on 
the lattice. 
The solid colloidal particles are characterised by their mass and moment of inertia, 
as well as by their position, velocity and angular velocity. They are mapped onto the 
discrete lattice of the LBE method and certain lattice nodes are marked as "boundary 
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nodes", where the particles interact with the fluid distribution functions via a mech-
anism that ensures that a hydrodynamic stick-boundary condition is enforced on the 
particle surface. This boundary condition results in forces and torques on the particles, 
which are then used to update the positions and velocities as in a normal molecular 
dynamics scheme [3]. 
It will be shown that this method reproduces the many-body hydrodynamic inter-
actions between the particles. Because the fluid is simulated on all time-scales, the 
full time-dependent development of the hydrodynamic disturbances causing these in-
teractions is captured, from their origin from purely local interactions at the solid-fluid 
interface to their diffusing through the fluid. This results in a linear dependence of 
the computations on the number of particles, compared to a cubic dependence for the 
conventional methods described in §1.3.1 and 1.3.2. Additional computing time has to 
be allowed for if steady-state situations are sought to be simulated where the hydro-
dynamic interactions are fully established. This is not the case for the conventional 
algorithms, based on the coarse-grained level mentioned in §1.2, where the hydrody-
namic interactions are instantaneous and thus fully established at all times. However, 
even taking this additional computational expense into account, the new algorithm 
represents a considerable improvement over conventional methods. 
In order to drive the Brownian motion of the colloidal particles, random fluctuations 
are added to the stress tensor of the fluid, causing random forces on the particles to 
develop over time. Thus, the fluctuations are added to the fluid, the component of 
the system where they physically originate. This is quite different from the approach 
of Brownian or Stokesian dynamics, where the fluctuating forces are added directly to 
the particles and do not therefore reflect the time-dependence of the fluid flows. This 
difference results in the LBE method to be able to simulate the full time-dependence 
of the flows. 
Chapter 1: Introduction 	 14 
1.5 Outline of the thesis 
As mentioned in the preface, this thesis was written to give a full overview of both 
the physical systems under investigation and the simulational method used. Therefore, 
there is a certain amount of review amongst the original contributions. 
In chapter 2, colloidal hydrodynamics and dynamics are reviewed in detail and the 
transport coefficients of suspensions are introduced. Chapter 3 reviews the mechanisms 
of the LBE method for pure fluids and the link between the microscopic and macro-
scopic dynamics. Ample detail about the method and its implementation are given. 
3.6 investigates the hydrodynamic behaviour of the LBE model on different length-
scales and constitutes an original contribution. Chapter 4 deals with the addition of 
fluctuations to the fluid stress tensor, which will eventually induce the Brownian motion 
of the colloidal particles. The remaining chapters concentrate on the combined LBE & 
solid particles method and its applications and all constitute original work. In chapter 
5, several methods of introducing solid boundaries into the LBE fluid are presented and 
tested. These tests result in the rejection of two of such methods, while one method is 
shown to be ideally suited for our purposes. This method is then used in chapters 6 
and 7 to study the short- and long-time dynamics of concentrated suspensions as well 
as the motion of a single particle in a confined environment between two plane walls. 
Finally, we conclude in chapter 8 by summarising our results and giving some ideas 
about possible improvements and future research topics. 
Chapter 2 
Colloidal dynamics 
"...and one sometimes gets the impression that those intimidating words 
are there to keep us from understanding. That war, the scholars can appear 
Superior, and will not likely be suspected of Not Knowing Something. After all, 
from the scholarly point of view, it's practically a crime not to know everything." 
B. Hoff, The Tao of Pooh 
he dynamics of a colloidal suspension are controlled by three 
phenomena: Brownian motion, indirect, hydrodynamic 
interactions and direct interactions. In the present chapter, 
we propose to study these dynamics in more detail and 
investigate the influence and interplay of these three effects. 
Due to the size and mass difference between the colloidal 
particles and the suspending fluid molecules, the dynamics of the former are consider-
ably slower than the dynamics of the latter and it is ususal to describe their dynamics 
by equations in which the fluid variables have been "averaged out". Nevertheless, 
the behaviour of the dispersion is still strongly influenced by the fluid due to the hy-
drodynamic forces generated by the relative particle-fluid motion and although many 
15 
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hydrodynamic effects can be deduced from the behaviour of an isolated particle, the 
disturbance it causes decays so slowly with distance that many-particle effects are sel-
dom negligible. In section 2.1, the problem of introducing solid boundaries into a 
fluid is examined, leading to the concept of hydrodynamic interactions. In §2.2 and 
2.3, Brownian motion is discussed for an isolated particle and for an assembly of N 
particles respectively. 
2.1 Hydrodynamics and hydrodynamic forces 
As will be seen in this section, the presence of solid boundaries modifies the fluid flow-
field in such a way that any other boundary is subjected to an "indirect" force mediated 
by the fluid, the hydrodynamic interaction. To study this effect, let us first write in 
§2.1.1 the equations describing the pure fluid and then introduce a single particle into 
the flow in §2.1.2. The discussion is then extended to many particles in §2.1.3 and the 
time-dependence of the hydrodynamic interactions is very briefly discussed in §2.1.4. 
2.1.1 The pure fluid 
The conservation of density p and momentum density j = pu in an incompressible fluid 
(p =constant) can be expressed by the continuity and the Navier-Stokes equations [4], 
Vu = 0, 	 (2.1) 
Ou + (u . V)u = —Vp + vV 2 u + Fest, 	 (2.2) 
where ii = i o/p is the kinematic viscosity of the fluid and ijo the shear viscosity. 
Fext is an external force density. Introducing a characteristic length-scale r0 and a 
characteristic velocity u0  of the flow, the inertial part in the Navier-Stokes equation, 
the (u . V)u-term, is found to be of the order of ug/ro , while the viscous part, the 
vV 2 u-term, is of order vuo/r. The ratio of these two contributions is the Reynolds 
Chapter 2: Colloidal dynamics 	 17 
number Re, 
inertial 	r0u0 
Re= 	=-. 	 (2.3) viscous ii 
In a colloidal dispersion, the characteristic length-scale r0 is the radius a of a particle 
and uO is the average velocity of a particle. Supposing there is no imposed external 
flow and assuming the following orders of magnitude [1], 
a 500 x 10 9m, 	uo 500 x 10 9m/s, 	ii 1 x 10 -5 M 2 /S' 	(2.4) 
a Reynolds number of 2.5 x 10-8  is obtained. The viscous forces clearly dominate and 
for such low Reynolds numbers, the inertial contribution to the Navier-Stokes equation 
can be neglected. The linearised Navier-Stokes equation is then obtained, describing 
time-dependent flows at low velocities, 
1 
= --Vp+vV 2 u+F j . 	 ( 2.5) at 	p 
The vorticity of the fluid is defined as 
	
W E V x U. 	 (2.6) 
By taking the vector product with V for all terms of equation (2.5), in the absence of 
external forces, a diffusion equation for w is obtained, 
aw 	 2 
- 
at  = 
W. 
	 (2.7) 
The diffusion coefficient is the kinematic viscosity i' and, using again the radius of a 
colloidal particle as the characteristic length-scale in the flow, a relaxation time for W 
can be defined as 
a 2 	pa  
TH - . 	 ( 2.8) 
ii 	770 
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This is the so-called hydrodynamic relaxation time and characterises the decay of the 
transients (the vortices) created in the fluid by the motion of a colloidal particle. It is 
of the order of 1 x 10 8s for a particle of radius 100 nm [6]. On time-scales such that 
t >> 17-f, the time-dependence of the flow can be neglected and eq. (2.5) becomes 
Vp = 77OV2U + PFC.. 	 (2.9) 
Together with the continuity equation (2. 1), these constitute the Stokes flow or creeping 
flow equations and describe fluid flows in quiescent colloidal suspensions [41]. 
Equation (2.9) is linear and the principle of superposition thus holds; two different 
velocity fields obtained for two different driving forces can be superposed if the driving 
forces are combined. This is the basis for the integral solution of the creeping flow 
equations, based on the use of Green's functions, yielding for an unbounded fluid [41] 
u(r) = J 0(r - r') Ft(r')d 3r', 	 (2.10) 
where 0(r - r') is the Oseen tensor 
0(r) = 8 Or ( 1  + I). 	 (2.11) 
where r = Irl and i = r/r. 
2.1.2 Inclusion of a single particle 
When including solid boundaries in a fluid flow, forces and torques are exerted on the 
fluid, adding to the external force term Fexj. Denoting U(t) and (t) the velocity and 
angular velocity of the particle at time 2 and R(t) the position of it's centre of mass, 
the force exerted by the particle on the fluid is 
F=_jo.ndS 	 (2.12) 
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and the torque about the centre R is 
T = - is (r - R) x or - ndS; 	 (2.13) 
o is the fluid stress tensor, S is the surface of the sphere and n is the unit normal to 
the sphere surface, taken positive outwards [1]. 
For hydrodynamic stick boundary conditions, the fluid velocity field must match 
the particle velocity at the surface of the particle, 
u(r, t) = U(t) + fl(t) x (r - R(t)), for r E S 	 (2.14) 
It is now possible to calculate the drag force on a spherical particle of radius a 
moving at a constant velocity U in the absence of additional external forces on the 
fluid. Taking ft = 0 and writing the force density on the fluid due to the solid particle 
as Fexi(r) = f(r)ös, where 6s is an obvious extension of notation limiting to the 
surface of the particle, eq. (2.10) together with the boundary condition (2.14) yields 
U 
 = I
O(r - r') f(r')d 3r'. 	 (2.15) 
The integral can be evaluated using expression (2.11) for the Oseen tensor and the 
total force on the particle is 
Fdrag = —67r77oaU. 	 (2.16) 
This is the Stokes drag on an isolated sphere. The tensor E = (67r7 oa)1 is called the 
resistance tensor, while it's inverse, p = 1/(67r77oa), is the mobility tensor [41]. A 
similar result is found for the rotational drag on an isolated sphere [41], 
Td rag = —8 oa3n. 	 (2.17) 
Eqs. (2.16) and (2.17) have been obtained in the approximation of the creeping flow 
Chapter 2: Colloidal dynamics 	 20 
equations, thus assuming the flow to be steady. They are therefore only valid when 
the vorticity has decayed in the fluid, for t>> TH. We will see that this point has some 
relevance in the discussion of the dynamics of colloidal particles. 
2.1.3 N-sphere problem and hydrodynamic interactions 
We now consider the case of N spheres suspended in a fluid. The velocities, angular 
velocities and the positions of the centres of mass of the particles are denoted U, fZ 
and R, respectively and it will be assumed that all the spheres have the same radius a. 
The notation of eqs. (2.16) and (2.17) can then be extended to relate the forces 
and torques exerted on the particles to their velocities and angular velocities via a set 
of coupled linear equations [28], 
Ui 	- > ., TT F3 - 	T, 	 (2.18) 
	
= _ T .F.> RR T 	 (2.19) 
pTT are the translational mobility tensors, 	the rotational mobility tensors while 
ART,., and p17? couple translational and rotational motion. 	T characterises the veloc- 
ity response of the i-th sphere to a force on the j-th sphere and this response depends 
on the separation between the spheres i and j but also, as will be discussed below, on 
the positions of all the other spheres in the system, so that 
AB = AB(RN) 	A,B E {T,R}, 	 (2.20) 
where R  denotes the configuration of N particles. The friction tensors 	are defined 
as the inverse of the mobility tensors, relating the velocities to the forces and torques, 
W B-1 (/LA ) . ( 2.21) 
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The solution of the set of equations (2.18) and (2.19) is an extremely complicated 
problem that has been the subject of continuing efforts, see e.g. Happel and Brenner 
[41], Kynch [42], Batchelor [43], Felderhof [44], Mazur and van Saarloos [28], Jeffrey 
and Onishi [45], Clercx [46]. As will be seen in 2.3, all important information about 
the dynamics of the suspension can be extracted from the mobility tensors or their 
inverses, the resistance tensors, and the calculation of these tensors is thus of great 
importance. 
If there are no hydrodynamic interactions, then all AAB vanish for i 54 j and, from 
eqs. (2.16) and (2.17), 
RR 	1 
6irioa 
	TR - RT Alt
TT = 	1 1, 	
= 80a1' 
	= 0. 	(2.22) 
In the following, we will only consider translational mobilities and thus omit the 
indices T and R. 
Two sphere problem 
For N = 2 particles, the problem is completely solved [44] [45] [47] and the 1a 3 can be 
written as expansions in the inverse distance between the particles, where r12 = 
R1 - R2 and r2 = r121. For freely rotating spheres, the highest order terms of the 
translational mobilities are [44] 
p 22 (Ri ,R2 ) = 
1 	(1 15a4 	1 a6 
67ri0a T-4 -r12r12 - ----[171 - 105 1212] +...) 	(2.23) 12 	16 r12 
= 
1 	 75a 7 (3a 	 1a3 
6iri0a j[i + i212] + 	-[1 - 3r 12r12J + 	 +...) (2.24) 
2 	 4r12 
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Here, 112 = r12/r12. The first term in eq. (2.24) can be recognised as the Oseen tensor 
(2.11), describing the interactions between two point particles. The higher order terms 
in this expression account for the finite size of the particles. Similarly, the first-order 
term in mij is the Stokes term (2.16). 
It is apparent from these expressions that, while the highest order self-term (z) 
is O(rj 4 ), the highest order term for the cross-terms (z13 ) is Q(rj'), making the 
hydrodynamic interactions long range. 
For very small interparticle distances, r12  -* 2a, both series converge extremely 
slowly. This situation corresponds to the lubrication between the two particles: the 
fluid between the particles has to be expelled through a very narrow gap and a very 
strong force is necessary to close this gap. Analytic solutions for the friction tensors 
exist for this situation and it can be shown that [1] [45] 
A 	
a 	
r12 r12  + Bln 
G12 
- 2a)(1 - i2i2) +... 	(2.25) r12 - 2a  
Thus the 	diverges as s  along the line of centres and as Ins — ' perpendicular to 
the line of centres; s = (r12 - 2a)/a is the normalised interparticle gap while A and B 
are numerical constants. 
N-sphere problem 
With N particles and at higher volume fractions, the probability of finding instanta- 
neous three-, four-, or higher order particle clusters is not negligible. Expansions of the 
Mij in terms of 	are formally still possible, but become extremely difficult to calcu- 
late. Terms of increasing order in 	can be associated with an increasing number of 
propagations of hydrodynamic disturbances between particles. For example, the term 
of order r 7  in the two sphere mobility, eq. (2.24), is associated with a disturbance 
propagating from particle i to j, back to i, and then back to j, thus modifying the 
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velocity of particle j. When many-body hydrodynamics are non-negligible, a hydrody-
namic disturbance might originate at particle i, reflect off an intermediate particle k 
and finally be felt by particle j, contributing a three-body term to Pij . This picture 
can be extended to higher-order terms, all of which have to be accounted for. The 
mobility jaij thus depends not only on the respective positions of particles i and j, but 
also on the positions of all the particles in the system, jAij = 
The formalism developed by Mazur [48] and Mazur and van Saarloos [28] allows 
calculations of the ,.z 3 , to arbitrary order in the interparticle separations, but the 
complexity of the task has limited this evaluation so far to 7th order [28]. A general 
result of their theory is that the dominant contributions from clusters of s spheres are of 
order r_(3s_5).  Based on this work, Beenakker and Mazur [7] [8] have been able to sum 
the many-body hydrodynamic interactions between an arbitrary number of particles 
and have obtained the most exact theoretical study of the dynamics of concentrated 
suspensions to date. We will come back to their results in §2.3.3. 
2.1.4 Time-dependence of hydrodynamic interactions 
The creeping-flow formalism is only valid on time-scales such that the transients in the 
fluid have decayed, t >> r. The hydrodynamic interactions are then described via the 
mobility tensors introduced in §2.1.3, depending on time only via the configuration of 
spheres RN = RN(t). However, these interactions originate in the transients whose 
evolution is neglected by the creeping-flow equations. When a particle i is set in motion 
due to a force F 2 , it generates vorticity around itself which then diffuses through the 
liquid with diffusion coefficient ii (see fig. 1.1). This vorticity has two effects. Firstly, it 
influences the velocity of particle i itself. This is the origin of the so-called "long-time 
tail" [50] [51] and we will come back to this point in §2.2.2. Secondly, the vorticity 
influences the neighbouring particles j by modifying their velocity U3 , thus setting up 
the hydrodynamic interaction between particles i and j. These interactions are thus 
described in a formalism which cannot account for their origin. This inconsistency can 
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be resolved by introducing explicitly time-dependent friction or mobility tensors whose 
"long-time limit" (t >> TH) are the steady-state tensors discussed so far. The mobility 
equations (2.18) can then be rewritten, neglecting any contributions from rotational 
motion, as 
t 
U1(t) = - 	i1(t - t') . F(t')dt', 	 (2.26) 
.7 
and the full time-dependence of the flow is taken into account. Experimentally, the 
very short time-scales (t TH) have not been accessible until very recently and most 
theoretical treatments have neglected this explicit time-dependence. The introduction 
of Diffusing Wave Spectroscopy (DWS) [49] however has permitted experimental inves-
tigations on this time-scale and the time-dependent hydrodynamic interactions have 
been probed using this technique [52]. In parallel, this time-scale can be studied via 
lattice Boltzmann simulations [27], similar to those reported in this work. We will come 
back to these studies at very short times in §2.3.5. 
2.2 Brownian motion and dynamics of an isolated par-
tide 
Brownian motion was first observed in 1828 by the botanist Robert Brown [53]. He 
observed that small pollen particles suspended in water were seemingly in uninterrupted 
and irregular motion. Based on this observation, he believed that he had found in these 
particles the "primitive molecule" of living matter and that all matter was built up of 
"primitive molecules". This rather romantic picture was however soon abandoned as 
a number of scientists carried out experiments on the subject. Délsaux first came up 
in 1877 with the now generally-accepted idea that the motion has it's origins in the 
impact of the molecules of the liquid on the suspended particles. The first precise 
investigation is due to Gouy [54] who found that the motion is more lively the smaller 
the viscosity of the liquid. Finally, the extensive investigations of Perrin [55] and 
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the theories established by Einstein [56], Langevin [57] and Smoluchowski [58] settled 
the molecular basis of the motion and gave expressions for the basic quantities that 
characterise it. 
The equations describing the dynamics of Brownian particles, such as the Langevin 
equation or the Smoluchowski equation, have been used for a long time. However, 
they have only been derived from first principles in the last 25 years. The central idea 
behind these derivations is that due to the size and mass difference of the colloidal 
particles and the fluid molecules, the time-scale separation between the dynamics of 
these two types of particles is such that the fluid variables can be "averaged out" of 
the equations of motion. We will not go into the details of these calculations here, first 
performed for a single Brownian particle by Lebowitz and Rubin [59] and Mazur and 
Oppenheim [60] and for a system of N interacting Brownian particles by Deutch and 
Oppenheim [61] and Murphy and Aguirre [62]. While the assumption of this clear time-
scale separation is necessary for any progress to be made in the theoretical description 
of the dynamics of Brownian particles, its validity has recently been questioned for 
concentrated suspensions [63] [64] and we will try to point out in what follows where 
some of the difficulties lie. 
In §2.2.1 the motion of an isolated Brownian particle is studied via the Langevin 
equation. In §2.2.2, we will consider a major inconsistency of this formalism and see 
how it can be resolved. The dynamics of an assembly of N Brownian particles will be 
discussed in §2.3. 
2.2.1 Langevin equation for an isolated particle 
The Langevin equation provides the simplest description of the motion of a single 
colloidal particle suspended in a viscous fluid. It combines both macroscopic and 
microscopic elements, the presence of the fluid being accounted for by a macroscopic 
drag force onto the colloidal particle, Fdrag U, see eq. (2.16), and a microscopic 
random force FR(t) arising from the thermal fluctuations. FR(t) has the following 
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properties, 
<FR(t)> = 0, 
< FR(t + r) . FR() > = )S( -r), 	 (2.27) 
<FR(t) U(0)> = 0. 
where, < ...> denotes an ensemble average. These assumptions are reasonable when 
the Brownian particle is much heavier than the fluid particles because even on a short 
time-scale its motion will be determined by a large number of essentially uncorrelated 
collisions [65]. Newton's equation is then 
MOt) 
= - E U(t) + FR(t), 	 (2.28) 
which is the Langevin equation for a single particle. If the friction tensor is isotropic, 
= yl, solving this equation and invoking equipartition yields (see appendix A) 
< U(t) . U(t') >= Uexp[—t - t ' J/TB], 	 (2.29) 
where rB is the Brownian relaxation time 
M M 
TB = — = 
iri0a' 	 (2.30) 7 	6  
the second equality being valid for a spherical particle. Thus, the velocity of the 
Brownian particle looses it's correlation after a characteristic time TB. 
Denoting R(t) the position of the particle at time t, the mean-square displacement 
AR 2(t) of the particle is 
AR 2(t) < JR(t) - R(0) 2 >= 2 < U(0) 2 > T (t/TB + exp[—t/TB] - 1). 	(2.31) 
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As t < TB, expanding the exponential to second order yields 
AR 2(t) =< U(0)2 > t2. 	 (2.32) 
Thus, for very short times, the motion of the Brownian particle is ballistic. For t>> TB, 
eq. (2.31) reduces to 
LR 2 (t) = 2 < U(0)2 > TBt 	 (2.33) 
and for long times, the motion of the Brownian particle is diffusive. The diffusion 
coefficient D0, defined so that (in a three-dimensional fluid) zR 2 (t) = 6D0t, is, from 
equipartition and eq. (2.30), 
<U(0)2 > TB kBT 
(2.34) 3 7  
This is Einstein's expression for the diffusion coefficient of an isolated Brownian particle, 
which, for a spherical particle with stick hydrodynamic boundary conditions, yields the 
Stokes-Einstein relation, 
D0 = kT 
	
(2.35) 6ir i oa 
A relationship between the mean-square displacement and the velocity autocorre-
lation function follows from R(t) - R(0) = j U(t')dt', 





t-00 6 	9t 	= 	
< U(t') . U(0) > dt'. 	 (2.37) 
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We finish this subsection by comparing the Brownian relaxation time to the hydro-
dynamic relaxation time TH introduced in §2.1.1. For a spherical particle, 
M 	2a2p5 	s 
TB = 	= 	= 2 -Tj-j 
P-, 	 (2.38) 
67rl70a 97 9 	p 
where Ps  and Pi  are the density of the Brownian particle and the fluid respectively. 
The relative magnitude of the Brownian and the hydrodynamic relaxation time depends 
thus on the ratio of densities of the solid and the fluid, ,Os/Pf. 
2.2.2 The generalised Langevin equation and the long-time "tails" 
As early as 1921, Lorentz pointed out the following inconsistency in the Langevin 
equation [66]. As already noted in §2.1.2, the linear relation between the drag force and 
the velocity of a particle used in the Langevin equation is only valid in the creeping-flow 
regime, t >> TH. For suspensions of neutrally buoyant particles p 	pf so that, form 
eq. (2.38), TH 	TB. Therefore the Langevin equation is strictly speaking only valid 
for t >> TB TH, i.e. for the diffusive motion of the particle. The transient regime 
between the ballistic and the diffusive motion is however not correctly expressed by 
this formalism which needs therefore to be modified. Although Lorentz had realised 
this very early on, his remarks were soon forgotten and only in the 1970's was the 
significance of this inconsistency recognised. 
In 1970, Alder and Wainwright [50], by molecular dynamics simulations, showed 
that the velocity autocorrelation function '(t) of a tagged particle in a simple liquid 
does not decay exponentially, as predicted by the simple Langevin equation (eq. (2.29)), 
but has a "long-time tail", an algebraic t_"/ 2  decay in a d-dimensional fluid. They 
suggested that the origin of the long-time tail lies in the fact that the initial motion of 
the particle sets up a hydrodynamic field in the surrounding fluid (the vorticity defined 
in §2.1.1) which recirculates around the particle and exerts a slowly decaying force on 
it, in addition to the viscous drag. Thus, the vorticity circulates around the particle 
Chapter 2: Colloidal dynamics 	 29 
and "kicks" it in the back, thus giving it an additional velocity which is only slowly 
decaying. 
More elaborate arguments for the origin of the algebraic decay have been developed 
in the 1970's, based on kinetic theory, on fluctuating hydrodynamics or, relating to the 
inconsistency of the Langevin equation pointed out above, on time-dependent friction 
coefficients. Most of these arguments and references to the original papers can be found 
in the review by Pomeau and Résibois [67]. We briefly review the argument based on the 
time-dependent friction coefficients in appendix B. Using the time-dependent friction 
coefficient introduced in §2.1.4, the inconsistencies of the Langevin equation can be 
cured and 0 can be shown to decay at long times as [67], 
(t) 	2kBT 3pf (4t)_ 	 (2.39) 
in agreement with the results of Alder and Wainwright. 
An important point to note is that, even though the form of the velocity autocor-
relation function is changed by allowing for the time-dependence of hydrodynamics, 
the diffusion coefficient of the particle, obtained by integrating '/'(t) (see eq. 2.37), is 
unchanged at D0 = kBT/(67rlloa). 
2.3 Dynamics of N Brownian particles 
Both hydrodynamic interactions and Brownian motion play an important role in sys-
tems of N Brownian particles. We discuss in the present section the dynamics of these 
systems, first introducing the relevant time-scales and discussing their importance in 
the derivation of the equations describing the particle motions. In §2.3.1, the gen-
eralised Smoluchowski equation is briefly introduced, describing the evolution of the 
particle probability density in configuration space. This equation will be the start-
ing point of our discussion of the N-particle dynamics. In §2.3.2, the intermediate 
scattering function F(k, t) is presented; by describing its evolution via the generalised 
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Smoluchowski equation, both the short-time motion of the Brownian particles (2.3.3) 
and their long-time motion (2.3.4) will, be studied. Finally, the very-short-time mo-
tion, which has only recently become accessible to both experiment and simulation, 
will be discussed in 2.3.5. 
The position of the centres of mass of the N particles will be denoted by by R, and 
their velocities U, i = 1.. .N. Only spherical particles will be considered, all of radius 
a, interacting directly via a potential '(RN).  More particularly, we will be interested 
in hard-spherical particles (see §1.1). Being discontinuous at contact, the hard-sphere 
potential is not continuously differentiable. However, we will assume in what follows 
that the interparticle forces are obtained from the gradient of the potential and point 
out where problems with the hard-sphere potential may lie. 
As mentioned in the previous section, the equations governing the dynamics of 
this system can be derived from the Lionville equation, or from Newton's laws, by 
eliminating the fluid variables [61] [62]. In these derivations, three time-scales are of 
importance. The first is the time of relaxation of the fluid variables and an estimate 
for this is the hydrodynamic relaxation time TH, eq. (2.8) [63] [64]. The second time-
scale is the time of relaxation of the velocity of the Brownian particles, the Brownian 
relaxation time TB (eq. (2.30)). The third time-scale of importance, the structural 
relaxation time, is the time on which the particle configurations change significantly 
and is usually approximated by 
a 2 
TR = -, 
D0 (2.40) 
the time needed for an isolated sphere to diffuse over a distance equal to its radius. We 
illustrate in table 2.1 the orders of magnitude for these three time-scales. 
Starting from Liouville's equation, and postulating TR, TB >> TH, implying that 
the dynamics of the fluid are decoupled from the dynamics of the particles, yields 
the so-called Fokker-Planck (F-P) equation [61] [63] [64]. This equation, involving the 
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a [nm] II TH [s] I 	TB [s] 'rR [s] 	1 
10 1 x10 1° 2.2 x10" 4.7 x10 6 
100 1 x10 8 2.2 x10 9 4.7 x10 3 
1000 Fl x10 6 2.2 x10 7 4.7 
Table 2.1. Characteristic time-scales for colloidal suspensions with particles of radius 
a. The following values are used: particle density Ps = fluid density pj = 103 kg m 3 , 
liquid viscosity io = 10 -2  poise, temperature T = 293 K. From ref. [6]. 
friction tensors E1 (RN ), describes the time-evolution of the probability distribution of 
the particles in phase space, the space spanned by the positions and momenta of the 
N particles. 
Also starting from Liouville's equation, the generalised Smoluchowski (GS) equation 
can be obtained [63] by postulating Tn>> TB, implying that the positions of the particles 
remain essentially fixed on the Brownian time-scale TB. The generalised Smoluchowski 
equation again governs the time-evolution of the probability density of the Brownian 
particles, this time however in configuration space, the space spanned by the positions 
of the N particles. It is a many-body diffusion equation involving the diffusion tensors, 
D2(Rr), describing the relative diffusion of particles i and j (see §2.3.1 below). We 
will see the importance of the diffusion tensors regarding the dynamics of the particles 
in what follows. 
A very important relation between the D 3 and 14ij follows from the argument that 
the GS equation can be derived from the F-P equation if the relaxation of the particle 
velocities is much faster than the relaxation of their positions, TR >> TB >> 7 H [61] [63] 
[64]. The inequality rB>> TH is not necessary for a direct derivation of the CS equation, 
but is necessary for the F-P equation. From this derivation follows the relation [63] 
D 13 = kBT' = kBTILI3 , 	 ( 2.41) 
This is clearly the generalisation of result (2.34) for an isolated particle and is called 
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the generalised Einstein relation. In the absence of hydrodynamic interactions, the 
mobility tensors reduce for spherical particles to (eq. (2.22)) Ii ij = 1/(67rl7Oa)1 and 
thus, using eqs. (2.41) and (2.35), D 23 = D01. 
Eq. (2.41) implies that the diffusion tensors, and therefore most quantities char-
acterising the dynamics of the Brownian particles (see below), can be obtained from 
low Reynolds number hydrodynamics via the determination of the friction or mobility 
tensors. 
Before continuing the discussion of the dynamics of Brownian particles, it is neces-
sary to point out two difficulties with the time-scale separations assumed above. The 
first problem is the same as discussed in §2.1.4 and §2.2.2. Both the F-P and the gener-
alised Einstein relation are based on the assumption that TB >> TH, implying that the 
hydrodynamic interactions are instantaneous on the time-scale TB and the dynamics 
of the fluid and the particles decouple. However, as noted in §2.2.2, for suspensions of 
neutrally buoyant particles, p p3 and thus TH TB. This problem can be cured 
by using explicitly time-dependent friction tensors, as done in §2.2.2 for an isolated 
particle. This procedure has been considered by Pusey and Tough [69] who, based on 
the time-dependent two-particle friction tensors obtained by van Saarloos and Mazur 
[70] have calculated the quantities characterising the short-time motion of an assembly 
of particles. The range of validity of these expressions is however limited since they 
do not take into account many-body interactions. No further calculations are available 
to account for this problem. The second difficulty concerns the time-scale separation 
between the relaxation of the positions and the relaxation of the velocities of the Brow-
nian particles, rR >> T, and has been raised by Masters [63]. Expression (2.40) for the 
position relaxation time, TR = a2 /Do , is a good approximation at low particle volume 
fractions. For an isolated Brownian particle of radius 100 nm, at normal experimental 
conditions, rfl/TB 106  [6], so that the relation TR >> TB is obviously satisfied. In con-
centrated systems, it is however argued [63] that, due to the direct coupling between the 
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Brownian particles and the fluid, the relaxation time for the positions of the particles 
is much quicker than the estimate a2 /Do and TR -& TB.  The positions of the particles 
have thus changed considerably on the time-scale TB and the particle configurations 
cannot be considered fixed. The derivation of the generalised Smoluchowski equation 
is thus "highly suspect" [63]. No reasonably simple alternative derivation or improved 
reduced equation is however given and this problem is ignored in what follows. 
2.3.1 The generalised Smoluchowski equation and the diffusion ten-
sors 
The generalised Smoluchowski (GS) equation governs the time-evolution of the particle 
probability distribution in configuration space. While this equation can be deduced 
from more fundamental laws, it is derived in a rather intuitive way in appendix C. The 
important property of the GS equation that will be exploited in the following sections 
is that, similarly to the Liouville equation for atomic systems [65], it can be used to 
evaluate the time-evolution of correlation functions in the colloidal system. Considering 
any two functions of particle coordinates, A[RN(t)] and  B[RN(t)],  it can be shown that 
[6] [71] 
< A[R"(0)]B[R"(t)] >=< A[RN(0)]exp(Ot)B[RN(0)] >, 	( 2.42) 
where 0 is the adjoint Smoluchowski operator, 
B 
V(RN)] . D(RN). V. 	 (2.43) 
This property will be used in the following sections to study the decay of the intermedi-
ate scattering function F(k, t), introduced in §2.3.2, yielding the transport coefficients 
of the suspension. The D 2, are the diffusion tensors describing the macroscopic relative 
diffusion of particles i and j, see appendix C. A microscopic expression for D 3 can be 
obtained by a linear response treatment of the Fokker-Planck equation [72] [73]. The 
result is a generalisation of the Green-Kubo formula for the isolated-particle diffusion 
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coefficient, eq. (2.37), 
D1(t) = 
	
<UBj(t')UBj(0) > dt'. 	 (2.44) 
Here UBi  is the fluctuating velocity of particle i due to the Brownian forces acting on it. 
The total velocity of particle i, U, is the sum of UBj and a "drift" velocity due to the 
direct interactions [6]. The D 23 are time dependent, allowing for the time-dependence of 
the flow-field. However, the Smoluchowski equation is only valid if the transients in the 
flow have decayed and the steady-state is reached while the particle configurations are 
effectively fixed on the time-scale TB < t << TR. Thus, the time-independent diffusion 




	> dt'. 	 (2.45) 
2.3.2 The intermediate scattering function and the macroscopic dif-
fusion coefficients 
To study the dynamics of a system of N particles, it is usual [65] to consider the 
evolution of the intermediate scattering function F(k, t) defined as 
1 	 1 	N 
F(k,t) = <pk(t)p_k(0) >= < exp[ik (R1(t) - R3 (0))J> . 	(2.46) 
This function describes the decay of the density fluctuations in the system on spatial-
scales characterised by the wave vector k. In isotropic systems, F(k, t) is only a function 
of k = Iki and will be denoted F(k, t). 
The reason for using the Fourier transform of the density-density correlation func-
tion is that it is the quantity measured by inelastic neutron scattering for atomic 
systems [65] or by Dynamic Light Scattering (DLS) [74] [6] for colloidal systems. The 
wave vector k is then the scattering vector of the neutrons or the light. 
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Figure 2.1. Percus-Yevick static structure factor S(ka) for five different volume frac-
tions 0 . 
The zero-time intermediate scattering function, F(k. 0), is the static structure factor 
S(k), 
F(k,O) = S(k) 	 exp[ik .(R - Ri)]>. 	 (2.47) 
This quantity can be measured by static light scattering [6], and several theoretical es-
timates exist depending on the direct interactions between particles. For hard-spherical 
systems, the usual approximation is the Percus-Yevick (P-Y) expression [65], displayed 
in figure 2.1 for several particle volume fractions. 
The normalised intermediate scattering function is defined as 
f(k,t)= F(k,t) - F(k,t) 
(2.48) 
- F(k,0) - S(k) 
A useful relation between the self-part of F(k, t), 
F(k,t) < exp[ik(R2 (t) - R(0))] >, 	 (2.49) 
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and the mean-square displacement AR 2 (t) E< [R2(t) - R2 (0)] 2 > of the particles can 
be found by expanding and resumming the exponential in (2.49). It is then found that 
[75] 
Fs(k, t) = exp[—k 2 iR 2 (t)/6] f  + a2(t)[k2 zR 2 (t)/6]/2 + 
...}, 	(2.50) 
where a 2 (t) describes the non-gaussian statistical properties of the displacement, 
- 3R 4 (t) 
—1, 
- 5(zR 2 (t)) 2 (2.51) 
and LR 4 (t) =< [R(t)—R2 (0)] 4 >. In a dilute enough suspension, interactions between 
particles can be neglected and their positions are uncorrelated. Thus, cross-terms 
(i 0 j) in (2.46) and (2.47) average to zero so that S(k) = 1 and F(k,t) = 
Using the property that the displacement of an isolated Brownian particle is gaussian 
[6] (a 2 (t) = 0) and that it's mean square displacement is given by (see §2.2.1, t>> TB) 
yields 
AR 2(t) = 6D 0t, 	D0 = kBT 
6iri oa' 
f(k,t) = F(k,t) = exp[—D ok 2 t] 
(2.52) 
(2.53) 
Thus, for a very dilute suspension, the decay of f(k, t) is exponential and the rate of 
decay is linked to the diffusion coefficient via 
D0
- iOlnf(k,t) 
- k 2 	at (2.54) 
In interacting systems, when either the direct inter-particle interactions are impor-
tant or the concentration of the suspension is high enough that hydrodynamic interac-
tions are non-negligible, the decay of f(k, t) is found to be nonexponential in general 
[76]. A time dependent, wave vector dependent diffusion coefficient D(k, t) can however 
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be defined so that, in analogy to eq. (2.54), 
D(k,t) 
- 	1 Olnf(k,t) 
	
= -at 	 (2.55) 
As f(k, t) is measurable by experiment, so is the diffusion coefficient D(k, t). If D(k, t) 
is time-independent, D(k,t) = D(k), 
F(k,t) = S(k)exp[—k 2 D(k)tJ, 	 (2.56) 
and the decay of F(k, t) is still exponential. The physical meaning of D(k) can then 
be understood by considering the high- and low-k limits. In the high-k limit, small-
wavelength fluctuations of the number density are probed and thus the self-motion of 
particles. Because of rapid fluctuations in the exponential factors, the cross terms i 54 j 
in F(k, t) and S(k) average to zero [6] in this limit and S(k) -+ 1 and F(k, t) -+ Fs(k, t). 
Assuming that the displacement of a Brownian particle in a concentrated suspension 
is gaussian yields, from eqs. (2.50) and (2.56), 
Fs(k -+ oo,t) = exp[—k 2 z.R(t)/6] = 	exp[—k 2D(k - oo)t]. 	(2.57) 
Therefore, the motion of the Brownian particles is diffusive, 
R(t) = 6Dt, 	 (2.58) 
where D5 is the self-diffusion coefficient, 
lim D(k) D. 	 (2.59) 
k—*oo 
In the low-k limit, fluctuations on wavelengths larger than any characteristic length 
in the suspension are probed and D(0) is expected to be the diffusion coefficient de- 
scribing the decay of small concentration gradients of macroscopic extent [6]. The 
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gradient, or collective, diffusion coefficient is defined as 
lim D(k) D. 	 (2.60) 
At intermediate wave vectors, the decay of fluctuations in the number density on 
different length-scales is probed and D(k) provides information about the direct or 
indirect interactions on those length scales. 
2.3.3 Short-time dynamics 
In the present subsection, the short time dynamics of a system of N colloidal parti-
cles are investigated by studying the decay of the intermediate scattering function via 
the generalised Smoluchowski equation. It is necessary to recall that the GS equation 
is only valid if the time-scale separation TR >> TB is assumed. Also, this discussion 
is limited to times t >> TB, such that the hydrodynamic interactions are effectively 
instantaneous; the term "short-time" has to be viewed as a coarse-grained zero-time 
limit, denoted 't - 0', to be understood as t - 0 with however t >> TB. t Z TB is also 
the time-scale on which dynamic light scattering (DLS) experiments are feasible and 
the short-time dynamics are experimentally investigated by studying the initial decay 
of the intermediate scattering function. 
F(k, t) is the correlation function of the Fourier transform of the local number 
density, 
1 	 N 
F(k,t) = -N  <p_k(0)pk(t) >, 	pk(t) 
= 	exp[ik . R1 (t)]. 	(2.61) 
i=1 
Evaluating the time-evolution of the correlation function F(k, t) via the generalised 
Smoluchowski equation yields, from eq. (2.42), 
F(k,t) = 	<P_k(0 )Pk(t) >= 	<p_k(0 )exp(Ot)pk( 0)>. 	(2.62) 
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At short times, the exponential is expanded to first order in t, 
F(k, t) = 	< P—k( 0)Pk( 0 ) > + 	< P_k(0)OtPk(0) > +.... 	( 2.63) 
The first term of the expansion is clearly F(k, 0) = S(k). The second term has to 
be evaluated using the definition (2.43) of the operator 6. This yields, to first order in 
t [77], 
F(k, t) = S(k) - 	<Vjp_k(0) 	Vjp(0)> +• 	(2.64) 
i,j=1 
and, using the definition of pk(t), eq. (2.61), 
F(k,t) = S(k) - 	 . D kexp[ik . (R(0) - R(0))]> + 	(2.65) 
i,j=1 
Here, the equal time relative positions R(0) - R 3 (0) appear as the particles hardly 
move on the time-scale under consideration. Calculations of higher order terms can be 
found in [77]. 
Expression (2.55) for D(k, t) simplifies at short times to 
D(k,t)= 	
1 1 OF(k,t) 
S(k)k 2 	Ot 	 (2.66) 
and, from (2.65) and (2.66), it is apparent that the short-time diffusion coefficient 
Ds(k) = limi o ' D(k, t) is time-independent and the motion of the particles is expected 
to be diffusive. In the absence of hydrodynamic interactions, with D ij = D0 1, 
Ds(k) = Do 	 (2.67) 
This reduces to Ds(k) = D0 (eq. (2.53)) for very dilute suspensions where S(k) 1. 
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In the presence of hydrodynamic interactions, the initial decay f(k, t) is 
DS(k) = D0 H(k)
5(k) 	
(2.68) 
where the hydrodynamic factor H(k) is 
H(k) = ND k2 	
<k D1 kexp[ik (R(0) - R(0))]>. 	(2.69) 
i,j=1 
(H(k) = 1 if the hydrodynamic interactions are negligible.) The diffusion tensors are 
given by eq. (2.45). An expression for the experimentally measurable k-dependent 
short-time diffusion coefficient D5(k) in terms of the D, has thus been derived. The 
D23 can be formally obtained from low Reynolds number hydrodynamics via the calcu-
lation of the mobility tensors and the generalised Einstein relation (2.41). The impor-
tance of the hydrodynamic factor can be understood from eq. (2.68). While Ds(k)  is 
a combination of both hydrodynamic and structural factors, H(k) is a purely hydrody-
namic quantity, the structural effects being contained in the static structure factor S(k). 
In the limit k -+ co, S(k) -+ 1 and H(k) - (3ND 0 ) 1 tr < > 1D1 >, where tr 
denotes the trace of the tensor, and the short-time self-diffusion coefficient D (see 
§2.3.2) is 
N 




This is the diffusion coefficient characterising the "initial" increase of the mean-square 
displacement of a particle in the suspension, 
lim 1R 2 (t) = 6Dt. 
ft—os 
(2.71) 
In the limit k -* 0, H(k) - (3ND 0 ) 1 tr < Eij Dij > so that the short-time 
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collective diffusion coefficient DS is 
N 
DS = 3 S( 0 ) N tT < 	D(R
N)>. 	 (2.72) 
i,j=1 
The interparticle potential is not contained explicitly in the initial decay of F(k, t) 
(eq. (2.65)) and the expressions derived should therefore also apply for hard-spherical 
particles whose potential is not continuously differentiable. As there is no direct poten-
tial for such particles, other than the excluded-volume interaction, there is no "drift" 






< U(t')U 3 (0) > dt. 	 (2.73) 
Some analytical results for hard-sphere suspensions 
In §2.1.3, expressions for the mobilities tt ij for two isolated spheres were given, as 
expansions in the inverse interparticle spacing rj 1 (eqs. (2.23) and (2.24)). Via the 
generalised Einstein relation (2.41), the mobilities can be related to the diffusion ten-
sors. In suspensions at low volume fractions, only pair-wise additive hydrodynamic 
interactions need to be considered and expressions (2.23) and (2.24) can be used to 
evaluate volume-fraction expansions of the self and collective diffusion coefficients via 
(2.70) and (2.72). The first such results for suspensions of hard-spheres have been ob-
tained by Batchelor [43] by considering terms up to r12 
-4 as well as including tabulated 
values for the near-field lubrication forces (see §2.1.3). His results are 
s lDo = 1— 1.83q+..., 	Dr/Do = 1 + 1.45+.... 	(2.74) 
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Figure 2.2. Normalised short-time self-diffusion coefficient D/D 0 versus volume 
fraction 0. The solid curve is the theory of Beenakker and Mazur [8], the dashed 
line the theory of Tokuyama and Oppenheim [81], the dash-dotted line at low is eq. 
(2.74). Shown also are the experimental data form ref. [79] (filled circles), ref. [80] 
(filled squares) and ref. [13] (filled triangles). 
These calculations have recently been "improved" by considering terms up to rj 15° in 
the expansion of the mobilities [78] and the numerical factors obtained are —1.831 and 
+1.454 respectively. 
At higher volume fractions, the pairwise additive approximation for the hydrody-
namic interactions breaks down and many-body effects have to be taken into account. 
As mentioned in §2.1.3, Mazur [48] and Mazur and van Saarloos [28] have been able 
to calculate the three-body terms for the mobilities and Beenakker and Mazur [7] have 
made use of these terms to calculate terms of order 42  in the expansions of D. More- s 
over, they have been able to resum partially the hydrodynamic interactions at arbitrary 
volume fraction [8] and have thus been able to calculate the full k-dependent diffusion 
coefficient Ds(k).  Their results for the self-diffusion coefficients are presented in fig. 
2.2 alongside experimental data. From these plots can be deduced that their theory is 
valid for volume fractions up to about 0.4 for the self-motion and 0 0.3 for the 
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Figure 2.3. Hydrodynamic factor H(k) from the theory of ref. [8] versus reduced wave 
vector for four different volume fractions. q = 0.05, = 0.15, th = 0.30 and 0 = 0.494 
from top to bottom. 
collective motion. A plot of the hydrodynamic function H(k) is presented in fig. 2.3 
H(k) is peaked around ka - r, near the value where the static structure factor S(k) 
has it's main peak. It should be remembered that, in the absence of hydrodynamic 
interactions, H(k) = 1. 
A more recent theory by Tokuyama and Oppenheim [81] for the self-diffusion co-
efficient at short times seems to describe the experimental data at almost all volume 
fractions, see fig. 2.2. However, they have not given any details of their calculations 
so far and it is thus not quite clear what the assumptions of this theory are nor how 
exactly these results were obtained. 
2.3.4 Long-time dynamics 
In the previous paragraph, the dynamics of suspensions on the coarse-grained time-scale 
-p 0, but t >> TB were studied. Expressions for the short-time diffusion coefficients 
have been obtained by considering the first order term of a time-expansion of the 
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evolution equation (2.62) for the intermediate scattering function F(k, t). At longer 
times, it is of course necessary to consider higher order terms in t. As the particles move 
over larger distance, the direct interactions become important and affect the dynamics. 
The k-dependent diffusion coefficient is then in general not time-independent and the 
motion of the particles is not diffusive. Calculations of the second order term in the 
time-expansion of the evolution equation have been performed by Tough et al. [77], 
but higher order terms are increasingly complicated and the time-expansion is thus not 
a suitable method to study the dynamics on longer times. 
A more useful formalism is the memory-function formalism for the intermediate 
scattering function, based on the Zwanzig-Mori projection-operator formalism [82] [65]. 
This formalism was first applied to colloidal systems described by the Smoluchowski 
equation by Wolynes and Deutch [83], Ackerson [71], Hess and Klein [84] and Dietrich 
and Peschel [85] (no hydrodynamic interactions) and the arguments involved are briefly 
reviewed in appendix D. The main result that can be extracted from this formalism is 
a separation of the short-time from the long-time dynamics, expressed by the following 
evolution equation for f(k, t) 
_Ds(k)k2f(k, t) + I f(k, t')M(k, t - t')dt', 	(2.75) 
0 
where M(k, t) is the memory function depending on the interparticle potential o(RN) 
(see appendix D). 
If M(k, s) = 0, f(k, t) decays exponentially with decay rate —D5 (k)k 2 at all times 
(t>> TB)  and there is no separate long-time regime. 
If M(k, t) decays on a time-scale comparable to the structural relaxation time TR 
[6], then, for Ii>> TR, eq. (2.75) is 
at 
t) = [_Ds(k)k2 + / M(k, t')dt'] f(k, t) 	 (2.76) 
Jo 
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and the decay of f(k, t) is exponential. The motion of the particles is thus diffusive 
with diffusion coefficient D'(k 
1 Olnf DL(k) 	- 	(k,t), = DS(k) - 
	
00 
M(k,t')dt'. 	( 2.77) 
0 
The long-time diffusion coefficient DL(k)  differs from the short-time coefficient by the 
integrated memory function. 
Finally, an analytical result can be obtained for the small-k limit (see appendix 
D). If hydrodynamic interactions can be neglected and if the direct forces are pairwise 
additive, then it can be shown that the memory function is zero. This conclusion is 
also valid if the hydrodynamic interactions can be supposed to be pairwise additive and 
under these conditions, the k -f 0 diffusion coefficient is unchanged from its short-time 
limit DS(0) = D. However, the pairwise additive approximation to the hydrodynamic 
interactions is only valid for very low particle volume fractions, 0.05. At higher 
volume fractions the memory function is non-zero and the long-time limit of the col-
lective diffusion is smaller than D. 
In §2.3.2, the relation between the self-intermediate scattering function F(k, t) 
and R 2 (t) was described. It is possible to construct a memory-function formalism 
for F(k, t) similar to the one for F(k, t). The resulting memory function describes the 
"caging" of a particle due to the direct and hydrodynamic interactions with its immedi-
ate neighbours. For hard-sphere suspensions, at times long compared to the structural 
relaxation time TR,  the particle has undergone many collisions with its neighbours [6] 
and is performing a long-distance random-walk diffusion, its mean-square displacement 
growing linearly with a long-time self-diffusion coefficient D, 
zR 2(t) = 6Dt, 	 (2.78) 
D 	lim DL(k) . 
k—+oo 	
(2.79) 
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DL is smaller than it's short-time equivalent D as the motion of the particles is 
hindered by the direct interactions. This effect is expressed by the integrated memory 
function, see eq. (2.77). 
The intuitive picture for the self-motion of a particle in a hard-sphere suspensions 
is then the following: at times TB << t << TR, the mean-square displacement increases 
diffusively as 6D (eq. (2.71)), reflecting the motion of the particle within the cage 
formed by its immediate neighbours with which it interacts only via hydrodynamic 
interactions. At longer times, the particle motion is slowed down due to collisions 
with the neighbours and the mean-square displacement does not increase linearly. At 
long times, t>> TR, the particle undergoes a random walk and its motion is diffusive 
again, its mean-square displacement growing as 6Dt. This is illustrated in fig. 1.3. 
A remarkable fact is found from experimental data [12]: the long-time diffusive regime 
is already reached when the particle has diffused over only one or two tenths of it's 
diameter. 
Some analytical results and approximate expressions for hard-sphere sus-
pensions 
At low particle volume fraction and for hard-spherical systems, only pairwise- additive 
hydrodynamic interactions need to be considered. The memory-function equation 
(2.75) can then be solved and the hard-sphere potential is approximated as the limit of 
an increasingly steep soft potential [86]. Expressions for the diffusion coefficients can 
be obtained as expansions in the particle volume fraction 0, similar to those for the 
short-time coefficients discussed in §2.3.3. The results are 
D/Do = 1 - 2.10 + ..., 	DC  IDo = 1 + 1 . 450 + .... 	( 2.80) 
The result for the collective diffusion is the same as the short-time result, in agreement 
with the comments made in the discussion of the memory-function formalism. The 
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result for the self-diffusion coefficient is slightly smaller than the equivalent result at 






0 	0.1 	0.2 	0.3 	0.4 	0.5 	0.6 
Figure 2.4. Normalised long-time self-diffusion coefficient D/D 0 versus volume frac 
tion çb. The solid curve is the theory of Tokuyama and Oppenheim [81], the dashed line 
a mean-field theory [88] based on the approximation by Medina-Noyola, eq. (2.81), and 
the dash-dotted line the low-0 expansion, eq. (2.80). Shown are also the experimental 
data from ref. [79] (triangles), ref. [80] (crosses) and ref. [13] (circles). 
Expressions for these coefficients beyond the first order are scarce. An approx-
imate theory by Medina-Noyola [87] for the self-diffusion suggests that the effect of 
the hydrodynamic interactions is established at very short times compared to TR and 
that the interactions only modify the effective friction which the particle "feels" at 
any instant during it's diffusion between collisions. The trajectories available to the 
particles should therefore not differ from those of a particle in a suspension without hy-
drodynamic interactions, except that the "free" diffusion coefficient is not the isolated 
particle result D0 , but the short-time diffusion D, accounting for the hydrodynamic 
interactions. Thus, 
DL= 	 (2.81) Do 
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where D 0  is the long-time diffusion coefficient found in the hypothetical case of a 
hard-sphere suspension without hydrodynamic interactions. Such a suspension has 
been simulated numerically using Brownian dynamics (see §1.3.2) [34]. The short-time 
coefficient can be obtained from the theories of Beenakker and Mazur [8] or from other 
approximations, such as mean-field theory [89]. The agreement of this theory with 
experiment is reasonable except at the high particle volume fractions, see fig. 2.4. 
More recent calculations by Tokuyama and Oppenheim [81] describe the experimental 
data very well (see fig. 2.4). However, as for their results for the short-time diffusion, 
their method of calculation is not very enlightening. As can be noted from fig. 2.4, 
the experimental data on the long-time self-diffusion is rather widespread. There is no 
theoretical data available for the general, k-dependent long-time diffusion coefficient. 
2.3.5 Very-short-time dynamics 
So far, the dynamics on the so-called short-time regime, t - 0, t >> TB and for longer 
times have been discussed. For the very-short-time regime, t TB, the time-scale 
where the hydrodynamic interactions develop, not much analytical or experimental 
data exists. As discussed in §2.2.1 and 2.2.2, this is the time-scale where the motion 
of the particles slows down from the initial ballistic regime to the short-time diffusive 
regime and evidence for the long-time tail of the velocity autocorrelation function of 
the particles should be found. The most precise measurement of this effect in colloidal 
suspensions using the DLS experimental technique was done by Paul and Pusey [51]. 
However, such measurements are extremely difficult due to the very small displace-
ments of the particles on this time-scale. With the introduction of Diffusive Wave 
Spectroscopy (DWS) [49], an experimental technique that allows for the measurement 
of particle displacements on much smaller length-scales than DLS, investigations into 
this very-short-time regime have become more frequent [90] [52]. Also, the advent 
of simulations using the fluctuating lattice Boltzmann technique, as discussed in the 
present thesis, has allowed for the computational investigation of this time regime and 
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for direct comparison with experimental data [24] [27]. 
The time- and wave vector-dependent diffusion coefficient D(k, t) can still be defined 
for this very-short-time regime, see eq. (2.55). The motion of the particle is only 
diffusive if D(k, t) is time independent, as discussed in §2.3.2; however, even time-
dependent, D(k, t) still provides useful information about the dynamics of the particles 
as their mean-square displacement increases with the self-diffusion coefficient D(t) = 
limk D(k,t) as 
AR 2(t) = 6D(t)t. 	 (2.82) 
In analogy to the time-independent, steady-state value of the hydrodynamic factor 
H(k) introduced in §2.3.3, a time-dependent factor H(k,t) can be defined as 
N 
H(k,t) = ND0k2 	
<k . D(t) kexp[ik . (R(0) - R(0))]>. 	(2.83) 
Whereas for the short-time hydrodynamic factor H(k), eq. (2.69), the diffusion tensors 
Dij were supposed to have reached a time-independent steady-state for iB < t << TR, 
eq. (2.45), here their time-dependence has to be included (see eq. (2.44)) 
D(t) 
= 	
<UDj(t')UB(0) > dt'. 	 (2.84) 
The time-dependent diffusion coefficient is then given by (see eq (2.68)) 
D(k,t) = D0 H(k,t)  
S(k) 	 (2.85) 
These definitions will be useful in our subsequent computations of the diffusion coeffi-
cients. 
In a recent paper by Weitz et a]. [90], the mean-square displacement of a single 
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colloidal particle in a very dilute suspension was measured on extremely short time-
scales using DWS. A clear transition from the ballistic to the diffusive regime is observed 
in these experiments. In more concentrated suspensions, similar experiments can be 
done [52] and interesting properties have been observed. The mean-square displacement 
of particles in suspensions at arbitrary particle volume fractions 0 have been found to 
superimpose onto a single master-curve as time is scaled by a .0-dependent parameter 
TH,s. It has been observed that the ratio between rH,5 and the hydrodynamic relaxation 
time TH (eq. (2.8)) is very close to the predicted ratio of the pure-fluid viscosity 17c  to 
the the high-frequency (short-time) suspension viscosity 
	
7i-f,5 	7700 (0) 
(2.86) 
rH 	770 
We recall that the hydrodynamic relaxation time is defined as 
a2 
TH = 	 ( 2.87) 
770 
where pj is the fluid mass density, and characterises the diffusion of vorticity in the fluid. 
The phenomenological result (2.86) suggests that the propagation of the hydrodynamic 
interactions is actually characterised by the time 7H,3, 
a 2 
7H,3 - 	P1• 	 (2.88) 
i00@P) 
While the high-frequency suspension viscosity depends strongly on the hydrodynamic 
interactions, at the very short times the experiments were done these interactions are 
just only developing. It thus seems as if the suspension "feels" in advance what the 
effect of the interactions will be. This scaling behaviour has also recently been nu-
merically simulated with the lattice Boltzmann equation method [24]. The conclusions 
of these experiments and simulations are that the contributions from the suspended 
particles to the suspension viscosity seem to arise essentially instantaneously, much 










Figure 2.5. Time-evolution of the self-diffusion coefficient D(t). 
quicker than the characteristic time of propagation of the hydrodynamic interactions, 
TH = a2 /v. It is not quite certain how these almost instantaneous contributions can 
arise; a possibility is through propagation of sound waves between the particles. The 
characteristic time of propagation Ts for sound waves scales linearly with the radius a 
of the particles, rs = a/c,, where c3 is the speed of sound in the fluid, and is thus much 
shorter than TH. Further work on this subject is being done; in ref. [27] a combined 
experimental and computational study of similar effects at arbitrary k-vectors provides 
further insight into this time regime. 
Finally, and as a summary of the three previous sections, the time-evolution of the 
self-diffusion coefficient D(t) is the following: for times t TB, D(t) increases rapidly 
from 0 at t = 0. A maximum value is reached in the short-time regime, TB <<t << TR, 
where D(t) = D (see §2.3.3). At longer times, the direct interactions between the 
particles slow down the diffusion and D(t) decreases to reach its final long-time value 
DL for times t>> TR. This time evolution is displayed in fig. 2.5. 
ii 
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2.4 Summary 
In this chapter, the basic concepts of colloidal hydrodynamics and dynamics have been 
reviewed. It was shown that the indirect hydrodynamic interactions between the sus-
pended particles have a considerable influence on the dynamics of the particles, char-
acterised on the short-time Brownian regime by the short-time diffusion coefficients 
Ds(k), which can in principle be determined via the friction tensors by solving the 
Stokes equations for the fluid subject to the hydrodynamic stick boundary conditions 
at the particle surfaces. For the Brownian long-time regime, the evaluation of the 
transport coefficients is much more difficult due to the direct interactions between the 
particles. Some qualitative information about the dynamics in this time regime have 
been obtained from the memory function formalism. 
Chapter 3 
The lattice Boltzmann equation 
method 
"I want you to have all the background", I said, "Because this is a 
very ominous assignment - with overtones of extreme personal danger... 
Hell, I forgot all about this beer; you want one?" 
H.S. Thompson, Fear and Loathing in Las Vegas 
ption of colloidal dynamics must account for the presence of 
suspending 	liquid 	due 	to 	the 	hydrodynamic 
eractions mediated by the liquid. We have given in 
1.3 and 1.4 the reasons for choosing the lattice 
Boltzmann equation method for our computational 
simulations. In this chapter, we will show the validity 
of this method in simulating pure fluid flows. 	In 
§3.1, 	the connection between the microscopic 
description of a molecular fluid and the macroscopic, hydrodynamic description [40] 
is briefly reviewed. As the lattice Boltzmann equation (LBE) method is based on this 
53 
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connection, this review will help in the understanding the method. In §3.2, the basic 
ideas of the lattice gas method are introduced and its evolution to the LBE method de-
scribed. §3.3 presents the LBE method under a different, simplified angle and analyses 
it in detail; it is shown how the macroscopic, hydrodynamic equations are regvered 
form the microscopic dynamics of the model. In §3.4 and §3.5 we will take a more 
detailed look at the collision operator and the lattices used in this method. Finally, 
in §3.6, the hydrodynamic behaviour of the LBE model on different spatial scales is 
analysed. 
3.1 Hydrodynamics and Kinetic Theory 
A fluid system can be described at two different levels, the microscopic and the macro-
scopic level. In the microscopic description, the fluid is treated as an ensemble of 
interacting molecules whose dynamics are described by Newton's laws. This descrip-
tion is conceptually simple but actually very complicated due to the vast number of 
fluid molecules involved and statistical mechanical methods have to be used to bypass 
this problem. 
In the macroscopic approach, valid for length-scales large compared to the dimen-
sions of a molecule, the individual molecules are ignored and the fluid is treated as a 
continuum. At each point of the fluid, unique values of the density, velocity, pressure 
and temperature fields are assumed and the conservation laws of mass, momentum and 
energy give rise to a set of partial differential equations governing the evolution of the 
field variables. These are the continuity equation and Euler's equation for ideal fluids 
(Zero viscosity) and the Navier-Stokes equation for dissipative fluids [4]. 
The connection between the microscopic and the macroscopic level is established by 
kinetic theory [40], discussed in this section. In §3.1.1 the general ideas of kinetic theory 
are presented. In §3.1.2, the continuity and Euler's equations are derived from the 
microscopic dynamics and in §3.1.3 the Chapman-Enskog method for deriving higher 
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orders of approximation to the hydrodynamic equations is briefly presented. Finally, in 
§3.1.4, we will derive the Navier-Stokes equation via a somewhat simplified approach. 
3.1.1 Kinetic theory and the Boltzmann equation 
In the microscopic approach, the fluid is treated as consisting of an ensemble of 
molecules whose motion is governed by Newton's laws. Directly solving the system with 
a large number of degrees of freedom, of the order of Avogadro's number (10 23 ) ,  is im-
possible. Moreover, the objective is not to know the motion of each individual molecule 
but rather to analyse the collective behaviour of the system. A statistical description of 
the system is therefore used and the molecular distribution function f(r, v, t) is intro-
duced, defined so that f(r, v, t)d 3rd3v is the mean number of molecules whose centres 
of mass at time t are located between r and r + d 3  r and that have a velocity between 
v and v + d3v. f can also be understood as the probability of finding a molecule in 
the phase-space region (r, r + d 3r; v, v + d3v) at time t. A fundamental assumption of 
statistical mechanics is that the molecular distribution function f provides a complete 
description of the macroscopic state of the system; kinetic theory describes the link 
between the microscopic description and the macroscopic behaviour of the fluid and it 
should therefore permit calculation of all quantities of physical interest [91]. 
The macroscopic hydrodynamic fields, mass density p, momentum density j = pu 
and the internal energy density e are defined as velocity moments of the molecular 
distribution function f [40], 
p(r,t) = Jmf(r,v,t)d3v, 	 1 
j(r,t) = Jmvf(r,v,t)d3v, 	I 
- j(r,t)  
u(r,t) 
- p(r,t)' 	 I 
p(r,t)E = 	JM(V - u)2f(r,v,t)d3v, J 
where m is the molecular mass and u is the average, or hydrodynamic, velocity of the 
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fluid. By equipartition 
=kBT, 	 (3.2) 2m 
where T is the temperature and kB Boltzmann's constant. 
The evolution of these fields follows from the transport equation for f, first derived 
by Boltzmann [40] [92]. If collisions between molecules were entirely negligible, then 
the distribution function would obey a simple continuity equation [40] 
af 
 +vVf=0. at (3.3) 




+ v Vf = C(f), 	 (3.4) 
where C(f), the collision operator, models the rate of change of f by virtue of in-
terparticle collisions. To find an expression for C(f), Boltzmann assumed molecular 
chaos (Stosszahlansatz); this implies that the particles entering a collision process do 
not have any correlation with each other. The mean number of collisions at position r 
and time t between molecules with velocities v and v 1 is then given by the product of 
the probabilities f(r,v,t) and f(r,v i , t). To justify this assumption, one must assume 
that the density is sufficiently low so that only binary collisions need to be considered. 
With these assumptions, an explicit, although complicated, expression for the collision 
operator can be obtained, see appendix E. 
The difficulties associated with solving the Boltzmann equation arise from the com-
plexity of the collision operator C(f). For a more qualitative approach, the exact form 
of the operator is however less important than some of its properties, derived in ap-
pendix E and shortly described here. 
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The conservation of mass, momentum and energy by the collision process is ex-
pressed by the following conditions on 
f C(f)d3v = 0, f  vQf )d 3V = 0, f v 2 C(f)d 3v = 0, 	(3.5) 
where v = lvi. 
Boltzmann's H-theorem states [93] that any initial distribution f proceeds mono-
tonically towards a limiting, or equilibrium, distribution. At the limit, OH/9t = 0, 
with H = f f in fd3v. It is easy to show (see appendix E) that any collisional invariant 
fo, with C(f0 ) = 0, is a Maxwell-Boltzmann distribution 
	
Io p ____ 	 _________ ____ ).(v—u) m (2nT)( 
m(v—u
2kBT 	 (3.6) 
It then follows [93] that the equilibrium distribution pq  is a Maxwell-Boltzmann dis-
tribution, feq = fo, with fixed p, pu and T. 
3.1.2 The continuity and Euler equations 
The continuity and Euler equations are derived by taking the velocity moments of order 
n = 0 and 1 of the Boltzmann equation, that is by taking the integral f . . . v 2d v  on all 
the terms of equation (3.4), and invoking the conservation laws (3.5). Note that r, v 
and t are independent variables and that v therefore commutes with the operators V 
and 8/Ot. 
Taking the zeroth moment, n = 0, using eqs. (3.1) and (3.5), yields the continuity 
equation 
Op +VJ=0. at 
	 (3.7) 
Taking the first moment, n = 1, yields the equation of transport for the momentum 
density 
at 
	+V•ll=0, 	 (3.8) 
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where the momentum flux ll(r, t) is defined as 
ll(r,t) 
I 
 mvvf (r, v, t)dv. 	 (3.9) 
Here, vv denotes the dyadic with component vv 3 and not the scalar product v v. 
Decomposing v into the hydrodynamic velocity u and a non-steady part v', v = 
u + v', the momentum flux tensor is found to be 
II = puu + J mv'v'fd 3v. 	 (3.10) 
The first term on the righ hand-side of eq. (3.10) is the macroscopic momentum flux 
while the second term is identified as the stress tensor in the fluid [93] 
a = _fmv'vhfd 3v. 	 (3.11) 
Making now the assumption that the fluid is at its local equilibrium and thus described 
by the the Maxwell-Boltzmann distribution (3.6), a can be evaluated as 
0 = — pl, 	 (3.12) 
where 1,, = öj and with the ideal-gas equation of state 
p = pkBT/m. 	 (3.13) 
Combining eqs. (3.8), (3.10) and (3.12) yields Euler's equation, 
+ V (puu) = —VP. 	 (3.14) 
It should be emphasised that the fluid has been assumed to be at its local equilibrium 
and the Euler equation is therefore the result of purely equilibrium dynamics. 
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3.1.3 The Chapman-Enskog method 
The derivation of the Navier-Stokes equation via kinetic theory is considerably more 
difficult than the derivation of Euler's equation and we will give here only an outline 
of the Chapman-Enskog procedure used to this aim. 
As in any perturbative method, it is necessary to introduce an expansion parameter 
f, here the so-called Knudsen number K, defined as 
1 _ 
- 	I (3.15) 
where I and £ are the mean free path of the molecules and the typical macroscopic 
length scale of the system respectively. For the macroscopic, hydrodynamic description 
to be valid, K has to be small. € can be introduced into the Boltzmann equation by 
analysing the length- and time-scales involved, so that [40] 
of 
 + V. Vf = C(f). 	 (3.16) at 





such that (see eqs. (3.1) and (3.2)) 
1 	 p 
Jmf(0) 	y 	d3v= 	 (3.18) 
(v—u) 2 	3kBT 






3v=o 	• n>1. (3.19) 
(0) is naturally the local Maxwell-Boltzmann equilibrium distribution [40], while the 
higher order terms are chosen such that they have no contribution to the hydrody -
namic moments (mass density, momentum density and energy density). f(n) can be 
shown [40] to be a n-th order term in the derivatives of the hydrodynamic fields p and 
U; 
j(2),  for example, is a term linear in the second-order derivatives and quadratic in 
the first-order derivatives. Once the n-th order solution 1(m) known, it can be used 
to calculate f('). Physically, the higher the order of perturbation, the longer the 
associated characteristic time-scale and hence the slower the corresponding physical 
process. This constitutes the basic idea of the multiple time-scale formalism used in 
the lattice Boltzmann formalism. 
The first order solutions, derived by using j(0),  are naturally the Euler equations, 
first order differential equations of the hydrodynamic fields. The second order solutions 
necessitate quite complicated calculations involving the exact collision operator. These 
calculations are well beyond the scope of this thesis; full details can be found in reference 
[40]. The result of this procedure is the Navier-Stokes equation which we will derive in 
the following paragraph by choosing a simplified collision operator. 
3.1.4 The single relaxation time approximation and the Navier-Stokes 
equation 
The idea behind using a simplification of the collision operator is that a large amount 
of detail of the two-body interactions contained in the Boltzmann operator C(f) is not 
likely to influence significantly the values of the experimentally measurable macroscopic 
fields. The fine structure of C(f) can therefore be replaced by a "blurred" image which 
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only retains the qualitative and average properties of the true collision operator [93]. 
One such model is based on the the BGK-operator, so called after Bhatnagar, Gross 
and Krook who first introduced it [94]. The full collision operator C(f) is replaced by 
- f(r, v, t) - f' (r, v, t) 
C(f) = 	 , 	 ( 3.20) 
T 
where fe(r,y,t)  is the local Maxwell-Boltzmann distribution, eq. (3.6). The relax-
ation parameter r is an empirical parameter and is of the order of the time between 
molecular collisions. If r is assumed to be a constant in space and time, eq. (3.20) 
is the so-called "single relaxation time" collision operator and even though this model 
will not yield the correct expressions for the transport coefficients, it is still useful in 
showing the relation between the Boltzmann equation and Navier-Stokes fluid dynam-
ics. 
Instead of assuming the distribution function in each region of the gas to be the 
local equilibrium function feq,  as done at the Euler level of approximation, we now 
allow for a slight deviation of f from f& and write the distribution function as a sum 
of equilibrium and non-equilibrium parts 
f = j'eq + fneq 	
(3.21) 
The non-equilibrium part has the properties that its zeroth and first velocity moments 
vanish, along with the trace of the second moment. Therefore, f,,q can be assimilated 
to cf (1)  of the Chapman-Enskog procedure and eqs. (3.18) and (3.19) are satisfied. As 
systems close to equilibrium are considered, fneq << feq so that c = Kn < 1. This 
means that the characteristic dimensions of the macroscopic flow are considered much 
larger than the mean-free path of the molecules. 
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Following from eq. (3.21), the momentum flux tensor, eq. (3.9), can also be de-
composed into an equilibrium and a non-equilibrium part, the equilibrium part being 
the Euler momentum flux, eqs. (3.10) - (3.13), 
jjeq = 
= puu+pl, 	 (3.22) 
where u is the fluid stress tensor. The form of the non-equilibrium momentum flux 
neq is obtained from the Boltzmann equation. II,eq  being traceless (see eq. (3.19)), 
it will be written Tr
neq ,
the overbar indicating zero trace. Taking the second velocity 
moment of eq. (3.4), using the simplified collision operator (3.20), and keeping the 
traceless part yields 
off 
at + J mVVv Vfd3v 
= (_ r_l)ffne( 	 (3.23) 
Considering a system not far from equilibrium, f is replaced by feq  on the left-hand side 
of this equation which can then be evaluated using the Maxwell-Boltzmann distribution, 
yielding [40] 
yfneq = PkBTT{() + ()t], 	 (3.24) M 
where At  denotes the transpose of tensor A and A is the traceless part. This is the 
usual Navier-Stokes form for the viscous momentum flux in an incompressible fluid 
(p(r, t) = constant) with shear viscosity 770 = pkBTT/m. The viscous stress tensor 
_Treq
is also denoted o. 
The stress tensor o is now rewritten to include the viscous stresses, o= —p1 + c' 
and the incompressible Navier-Stokes equation follows from the continuity equation for 
the momentum density, eq. (3.8), 
P
au 
 + pV. (uu) + Vp = 0V. [(Vu) + (Vu)t - tr(Vu)11 	(3.25) 
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where tr(Vu) denotes the trace of the dyadic Vu. This can be transformed into the 
usual form for the incompressible Navier-Stokes equation by noting that the continuity 
equation eq. (3.7) for an incompressible fluid is V. u = o, 1 
au 
- +(u.V)u= _Vp+!7V2u. 	 (3.26) 
The transport coefficients (such as the viscosity) are thus obtained by considering 
the non-equilibrium part of the distribution function and depend on the form of the 
collision operator, here via the relaxation time r. 
We have shown that the Navier-Stokes equations follow directly from the Boltzmann 
equation, in the limit that the dimensions of the macroscopic flow fields are much larger 
than the mean-free path between molecular collisions, K C 1, and for a system close 
to equilibrium. It will be seen in the following sections, and in particular in 3.3.6, that 
similar approaches will be used in the lattice Boltzmann equation method to recover 
the macroscopic hydrodynamic equations from purely microscopic dynamics. 
3.2 From lattice gas to lattice Boltzmann 
The lattice gas automaton (LGA) is an "oversimplified" version of molecular dynamics. 
The motivation for using such a simplified model is that the details of the microscopic 
dynamics should be unimportant to the macroscopic behaviour of the fluid and that 
therefore only the relevant degrees of freedom have to be kept in the simplified model. 
We will present in §3.2.1 the fundamental ideas of the LGA and describe its evolution 
to the linearised lattice Boltzmann equation method in §3.2.2 and §3.2.3. 
'V .(uu) = (u. V)u+ (V. u)u, V. (Vu)t = V2 u, V .(Vu) = V(V . u), tr(Vu) = V. u 




Figure 3.1. Hexagonal lattice for two-dimensional fluid simulations. The time evolu-
tion of the lattice gas is illustrated by a collision and a propagation step. The particles 
are situated at the lattice sites and their velocities are indicated by the arrows. From 
ref. [23b]. 
3.2.1 Lattice gas automaton 
The LGA creates a fictitious microscopic world of molecular dynamics stripped to its 
barest essentials [18] [95] [96]. Particles populating a regular lattice travel between 
lattice sites along paths connecting the nearest neighbours and possibly also along 
those connecting second-nearest and higher-order neighbours; particles may also remain 
stationary at a site. They move synchronously, departing their current sites at the same 
instant and arriving simultaneously at their destination after a fixed travel time, thus 
making the LGA model discrete in time as well as space. The discrete set of m velocities 
is denoted {c}, i = 1...m. Upon arriving at a site, the particles undergo collisions. 
The collision process is chosen so that the number of particles and the momentum is 
conserved and can be deterministic or nondeterministic so that the output of certain 
collisions may depend on random variables. This is illustrated in fig. 3.1. It will 
be assumed in all that follows that all particles have the same mass. A few LGA 
models have energy conserving collisions, making them suitable for simulating thermal 
hydrodynamics. However, the majority do not conserve energy, their aim being only 
to model isothermal Navier-Stokes flow and for the rest of this work, only mass and 
momentum conservation will be considered. 
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The standard LGA models impose, purely for the sake of computational efficiency, a 
Boolean constraint restricting the number of particles with a given velocity c, at a given 
site to be zero or one, similar to a Fermi exclusion principle. The state of the lattice gas 
at any site rat time t can then be represented as a Boolean array n(r,t) = {n(r,t), 
i = 1,. . ., m}, with r ranging over the lattice sites and t assuming discrete values. The 
index i indicates the velocity direction; n(r, t) is one if there is a particle at lattice site 
r at time t with velocity ci and zero if there is no such particle. At a given lattice site, 
the state of the lattice is thus defined by a string of in bits. 
Microscopic mass and momentum densities are defined in terms of the n(r, t) by 
M 	 m 
p(r, t) = > pj nj (r, t), 	j = p(r, t) u(r, t) = 	p2 n 2 (r, t) c 2 , 	 ( 3.27) 
where u(r, t) is the local fluid velocity and the p2 are weights associated with the particle 
velocity direction c 2 . 
The collision rules of the LGA can be represented as a lookup-table in which all 
possible 2m  input states at a given node r, are mapped onto all possible 2m  output 
states and the kinetic equation expressing the collisions and the propagation of the 
particles is 
n(r,t) = n(r,t)+z1[n(r,t)], 
n(r+ ci,•t + 1) = n(r,t) 
	
(3.28) 
where the operator L[n] contains the effect of the collisions. Expressions for {n} can 
be found in ref. [18]. It is sufficient to mention here that it involves multiplications 
over the boolean variables ni at each lattice site and time step and a lookup table is 
used containing the information about which collisions are and are not allowed. 
By taking the zeroth and first velocity moments of eq. (3.28), together with the 
definition of the microscopic densities (3.27), the following expressions for density and 
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momentum density conservation are obtained 
>PjLj(fl) = 0, 	 = 0. 	 (3.29) 
These are equivalent to the conservation equations of kinetic theory, eq. (3.5). 
Due to the boolean nature of the LGA method, the microscopic densities p and 
j exhibit a large amount of statistical noise. The transition from the microscopic to 
the macroscopic description of the LGA is done by defining coarse-grained densities 
obtained by averaging their microscopic equivalents over subregions of the lattice. The 
presence of microscopic conservation laws then reappears in the macroscopic dynamics 
as hydrodynamic modes. 
It may be shown that the LGA obeys an H-theorem and that f2 =< n 1 >, tends 
to a local equilibrium [18]. The brackets < ... > denote an ensemble or time average. 
The form of this local equilibrium is a Fermi-Dirac distribution 
< ii 
>eq=  1eq = 	1 
1 + exp(a +,3c  . u) (3.30) 
where a and 0 are Lagrange multipliers determined by mass and momentum conserva-
tion. The form of this distribution is a consequence of the "Fermi exclusion principle" 
restricting the number of particles on each velocity link at a given lattice site at time 
t to either zero or one. In the limit Jul << Ici, a and 3 are determined perturbatively 
and the equilibrium distribution is expanded as a series in growing powers of u 
1eq = A + Bu . c + Cuu : c2 c + 0(n3 ). 	 (3.31) 
The colon product is defined as V : W = 	 The coefficients A, B and C 
depend on the density and the form of the underlying lattice. The limit Jul << IcI is 
a small-Mach number approximation, leil being of the order of the speed of sound in 
the LGA models [18]. 
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For a molecular gas, it was seen in section 3.1 that the local equilibrium is the 
Maxwell-Boltzmann distribution, leading to macroscopic fluid dynamics at the Euler 
level. The incompressible Navier-Stokes equation was obtained by considering the 
non-equilibrium part of the distribution function, in the limit when the characteristic 
dimensions of the flow were much larger than the mean-free path of the molecules. It 
can be shown that in the limit of small Mach number and if the underlying lattice 
and the associated weights p 2 have been properly chosen, the Fermi-Dirac equilibrium 
distribution of the LGA formalism does lead to macroscopic equations of the form 
of the Euler equations [18]. When the non-equilibrium terms are considered along 
with the small Knudsen number approximation, the macroscopic fields of the LGA 
model can be shown to follow equations very similar to the incompressible Navier-
Stokes equation. However, these macroscopic equations contain a velocity dependent 
pressure term and density dependent velocities [18]. These deviations from the usual 
hydrodynamic equations are due to the form of the equilibrium distribution and can 
be cured by rescaling time and fluid viscosity [18]. 
Different lattices can be shown to be suitable for simulating hydrodynamics. The 
choice of the lattice is an important part of constructing a LGA model and the sym-
metry of the equations governing the macroscopic dynamics depend on this choice. We 
will return to this point in §3.3.2, but mention here that, for two-dimensional flows, 
the original lattice used is the so-called FliP lattice [95], a regular triangular lattice 
with 6 velocity directions per lattice site, each with equal weight, illustrated in fig. 
3.1. In three dimensions, the lattice used is the projection into three dimensions of a 
four-dimensional hypercubic lattice (FCHC) [96], with 24 velocity directions per lattice 
site, each with equal weight. 
We will not elaborate more on the LGA model here; reference [18] can be consulted 
for additional details. 
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3.2.2 Lattice Boltzmann equation 
One of the main disadvantages of the LGA method is the statistical noise and the 
consequent need for coarse-grained averaging. The actual size of the Boolean lookup-
table characterising the collision process is another problem: for three-dimensional 
simulations, a set of m = 24 discrete velocity directions is needed, resulting in a possible 
2 24  input states n(r, t) and the same number of output states n(r, t). While some 
of the resulting 224  x 224-sized lookup-table is actually not needed because of the 
restrictions imposed by the conservation laws, the amount of storage necessary for this 
table is still important. 
These limitations have led to the development of the lattice Boltzmann equation 
(LBE) models which directly simulate the ensemble-averaged behaviour of the LGA. 
The most obvious LBE models are direct transcriptions of the lattice gas dynamics into 
the formalism of the Boltzmann equation [97] where the Boolean variables of the lattice 
gas, n(r,t), are replaced by real-valued variables f1(r,t) =< n(r,t)>, < .. > denoting 
ensemble averaging. f2 (r, t) is the average number of particles with velocity c 2 at site r 
and time t and is therefore equivalent to the molecular distribution function of kinetic 
theory. Since the ni are either zero or one, the ft are such that 0 < fi < 1. The averaged 
(or macroscopic) mass and momentum density are obtained by ensemble-averaging the 
microscopic densities defined in (3.27), 
p(r,t) = 	pf(r,t), 	p(r,t)u(r,t)= 	p 1 f(r,t)c 1 , 	 ( 3.32) 
These are now direct transcriptions of the equivalent equations of kinetic theory, eq. 
(3.1). 
The kinetic equation describing the evolution of the distribution functions is ob-
tained by ensemble averaging eq. (3.28), yielding 
f(r + ci, t + 1) = f(r, t)+ < Ai[n] > . 	 ( 3.33) 
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The collision operator 	[n] depends on two-, three- and higher order particle collisions 
and the correlations between the colliding particles. In order to simplify the kinetic 
equation, a hypothesis similar to the molecular chaos (Stosszahlansatz) hypothesis of 
kinetic theory is made. The correlations between the colliding particles are neglected 
so that 
<fliflj . . k >=< fli>< flj > ... < 1 k >= flu . . .f. 	(3.34) 
The only difference between this approximation and the molecular chaos approximation 
is that the low-density restriction is not imposed here: collision processes are not limited 
to two-particle collisions but may involve more than two particles. This approximation 
leads to the following kinetic equation 
f(r + ci, t + 1) = f2 (r, t) + 	[f], 	 (3.35) 
which is the discrete counterpart of the Boltzmann equation (3.4). Here, f = { f, i = 
1,. . . , m}. .j[f] is a simple transcription into the averaged quantities f, of the LGA 
collision operator [97], but which still depends on the 2  possible boolean input and 
output states. 
Even though the correlations between the particles are neglected, the direct LGA 
to LBE transcription shares many of the features of the LGA model, including the 
hydrodynamic behaviour of the density and momentum field in the low Mach number, 
low Knudsen number approximation and the H-theorem of the LGA model, the local 
equilibrium distribution Jq  being the Fermi-Dirac distribution, eqs. (3.30) and (3.31), 
depending on p(r,t) and u(r,t). 
3.2.3 Linearised lattice Boltzmann equation 
By considering ensemble averaged quantities, the statistical fluctuations of the LGA 
have been eliminated. However, the collision operator is still rather cumbersome and 
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requires of the order of 2"' floating-point operations. The direct LGA to LBE tran-
scription is therefore not readily suitable for large-scale computations. This limitation 
can be overcome by taking advantage of the fact that the macroscopic equations are 
obtained in the LGA/LBE models in the low-Mach number, low Knudsen number ap-
proximation. Thus, as in kinetic theory, the distribution function can be separated 
into an equilibrium and a non-equilibrium part, fi =
filq
+ 
 fieq, with 1ieq <<fr. The 
non-equilibrium distribution fin,q has the properties that its zeroth and first velocity 
moments, its contributions to respectively the mass and momentum, vanish, 
Ep,fineq = 0, EpifineqCi  = 0. 	 (3.36) 
The collision operator can then be expanded about the equilibrium distribution fieq  
[98] 
= I(f) + 
L_S - 
9L
7;- fjeq (1. - feq'1 + 	 ( 3.37) 2' 






where 	= 19&10f3 evaluated at fi = fi, q [98]. The kinetic equation, eq. (3.35), is 
now 
eq.' f(r+ ci,t + 1) = f(r,t) + 	[fj(r,t) - Ii (r,t)], 	(3.39) 
3 
where Lij is the linearised collision operator. We have included explicitly p i in this last 
expression to get a consistent notation: the weights are needed as soon as a sum over 
velocity directions c 2 is taken, as for example in eq. (3.36). The advantage of eq. (3.39) 
over the full LBE formalism is that £ is a m 2  matrix, a considerable simplification over 
the 2' x 2' matrix of the LGA/LBE model. Expressions for £ can be computed directly 
from the collision operator By symmetry with respect to the velocity directions 
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c 2 , L is a symmetric matrix, C ij = £31 and further symmetries can be deduced from 
the mass and momentum conservation laws [99], which are, from eq. (3.29), 
	
P1PL 
[f - feq] = 0, 	2P1PjJL1j 
[fi - jeq] , = 0 
	
(3.40) 
As they must hold for any distribution f, they reduce to 
picij = 0, 	>PiLIIiCi = 0. 	 (3.41) 
There is not a unique collision matrix £, as it depends on the collision rules that were 
chosen initially for the LGA model. It is thus still possible to control the effects of the 
collisions, such as the transport coefficients of the fluid. 
Even for this very simplified model, an H-theorem can be established provided 
that the eigenvalues .A of the collision matrix £ satisfy the condition —2 < ,\ < 0 [98] 
[2]. It can also be shown that this condition guarantees the local numerical stability 
of the scheme [98] [2], independent of the actual collision processes. The equilibrium 
distribution Jq  is the Fermi-Dirac distribution, eq. (3.30) and the linearised LBE 
scheme reproduces the hydrodynamic behaviour of the full LBE model [98]. 
3.3 The generalised lattice Boltzmann equation method 
It was seen so far that by linearising the lattice Boltzmann equation, a considerably 
simplified computational scheme has been obtained. The collision operator has been 
reduced to a m 2 matrix, Cij  based on the collision rules of the original LGA model. The 
evolution of the field variables (mass and momentum density) can be shown to follow 
the incompressible Navier-Stokes equations, with however some peculiarities due to the 
form of the equilibrium distribution. Even though these peculiarities can be overcome 
by a rescaling of time and viscosity, this procedure is not entirely satisfactory. 
We will present in this section a different approach to the linearised LBE model 
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which, while being conceptually very simple, will generate the correct hydrodynamic 
equations without the necessity of any rescaling. The idea behind this approach will 
be introduced in §3.3.1. It is then our aim to show how the macroscopic hydrodynamic 
equations are recovered from the microscopic LBE model. To this effect, we will first 
consider in §3.3.2 the symmetries of the lattice necessary to simulate incompressible 
flows. The collision operator and its properties are then studied in §3.3.3 and a new 
mathematical notation, which will considerably simplify the following developments, is 
introduced in §3.3.4. Once this notation established, a new equilibrium distribution will 
be constructed in §3.3.5 in such a way that the macroscopic equilibrium behaviour is 
described by the Euler equation. In §3.3.6, it will then be shown how the full non-linear 
hydrodynamic equations are recovered from the microscopic LBE dynamics. Finally, 
in §3.3.7, a simple argument shows how linear Stokes flow can be obtained using a 
simplified equilibrium distribution. 
3.3.1 A new approach to the linearised LBE 
Instead of viewing the linearised LBE method as an evolution of the LGA model, based 
on a precise definition of collision rules, it is possible to consider it as an independent 
method of solving the Boltzmann equation on a lattice [100]. This approach will modify 
the method in two aspects: 
The equilibrium distribution does not have to be the Fermi-Dirac distribution in 
herited from the LGA formalism and which gave rise to the peculiarities in the 
macroscopic equations. Rather, it will be chosen so that the correct equilibrium 
hydrodynamics (Euler equation) are recovered in a low-Mach number analysis of 
the macroscopic behaviour of the model. 
The collision operator is viewed as a simple linear process on the non-equilibrium 
part of the distribution function. The only restrictions on it are that it must 
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satisfy the conservation relations (3.41). Further conditions concerning the relax- 
ation of the stress tensor must be imposed and will be discussed these in §3.3.3. 
First let us establish a few necessary relations for the symmetry of the lattice 
underlying the model. 
3.3.2 Lattice symmetries 
As noted already in §3.2.1, the choice of the lattice underlying the LGA/LBE/linearised 
LBE models is very important since it influences the symmetries of the equations gov -
erning the evolution of the macroscopic fields. The Navier-Stokes equation is completely 
invariant under rotation. Thus, the transport coefficients, such as the fourth-order ten-
sor representing the viscosity, must be isotrpic quantities. 
It can be shown that the isotropy of the hydrodynamic equations of the LGA/-
LBE/linearised LBE systems is determined by the symmetries of the kth-order velocity 
moment tensors E(k)  defined as [101] 
M 
 
E(k) 	= 	PiCia1Cic2 	•Ciak 	 (3.42) 
i=1 
where the ai denote spatial indices. These tensors are determined by the choice of 
the set of velocity directions {c} and the associated weights {pj}. Total invariance 
under all rotations and reflections can only be achieved with an infinite set of vectors 
c 2 . However, invariance up to finite k can be obtained with certain finite sets and it 
can be shown [18] [2] [101] that isotropy of the macroscopic equations is obtained for 
sets {c 2 } and {p 2 } such that the E(k)  are isotropic up to order k = 4, 
= 0, 	1 
p.., 
for = 1,2 	 (3.43) 
(2k) 5  
	





(4) 	 (3.44) 
i3kl öi5kl + 6ik 6jl + 5i1 6jk. 
The proportionality constants depend on the lattice and, for historic reasons, the pa-
rameters b, c and D are introduced such that 
M 	 m 
E ° =pi= b 	E1 - - 	= 0, 
i=1 	 1=1 
bc2 
EUO = 	PiiaCi/3 = 	 = 	 = 0, 	(3.45) 
i=1 	 1=1 
M 
be4 
ECYO-YS  = 	CtaCCCzS = D(D + 2) 	+ 	+ z1 
These parameters derive from the notations initially adopted for LGA models, but must 
here be regarded as being defined by eq. (3.45). Any set {c 2 } of velocity vectors defining 
a regular lattice in d-dimensional space, coupled to a set {pi} such that relations (3.45) 
are satisfied, is suitable for the simulation of flows in the linear, incompressible regime, 
although higher order symmetries must be satisfied by lattices for the simulations of 
flows following the fully compressible Navier-Stokes equations [102]. 
3.3.3 The generalised collision operator 
It was soon realised [100] after the introduction of the the linearised collision operator 
£ that it does not have to be based on specific particle collisions but can be chosen 
arbitrarily, under the restrictions of mass and momentum conservation, eq. (3.41). 
Further restrictions are obtained by considering the momentum flux tensor 11 and will 
be developed in this subsection. 
In a real gas, H can be written in two parts, namely 
II = puu - 	 (3.46) 
where o = —p1 + u' is the stress tensor and c' = 	is the viscous stress tensor. 
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For an incompressible fluid, the viscous stress is traceless and is proportional to the 
velocity gradients and the shear viscosity, see eq. (3.24). In a compressible fluid, the 
trace of the viscous stress can be shown to be linked to the bulk viscosity of the liquid, 
or its compressibility. - 
In the LBE model, H is defined in analogy to eq. (3.9) as 
II 	p2 f2 c1 c. 	 (3.47) 
Separating the collision phase from the propagation phase in the kinetic equation (3.39) 
yields 
	
f'(r, t) = f(r, t) + 	pL 1 (f3 (r, t) - feq 	t)), 	(3.48) 
f2 (r + c2 , t + 1) = f1'(r, t), 	 (3.49) 
and taking the second velocity momentum of equation (3.48) yields 
fl'(r,t) 	JI(r,t) + 	pp1jf(r,t). 	 (3.50) 
where only the traceless part has been retained. The condition imposed on iT'' is that 
it relaxes isotropically. This simplifying assumption is not possible in the treatment of 
real gases where the effect of the collision operator is much more complicated, but it is 
entirely sufficient here, as we shall see. It can be achieved by imposing 
(3.51) 
so that eq. (3.50) becomes 
11'(r, t) = IJ(r, t) + ANneq 	t) (3.52) 
= je( t) + ( 1  + )) ffneq( t) 	 (3.53) 
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and the traceless part of the viscous stress tensor is indeed isotropically relaxed at each 
time step with relaxation coefficient (1 + A). Similarly, by imposing 
= ABC 	 (3.54) 
it is found that the trace of the viscous stress tensor relaxes at each time step with 
relaxation coefficient (1 + A6). 
Combining these two conditions with the conservation laws, eq. (3.41), yields the 
following requirements for the ilnearised collision operator, 
EpiLij = 0, EpiLijci = 0, 	 = Ac3c, 	 = ABC. (3.55) 
Eqs. (3.55) will be shown to be sufficient to define the macroscopic behaviour of the 
LBE model; more details on the properties and construction of the generalised collision 
operator will be given in §3.4. 
3.3.4 Some mathematical tools 
To simplify the analysis of the linearised LBE models, we introduce here an extension 
of notation proposed by Vergassola et al. [99]. We regard any quantities A, B,, etc. 
defined for velocity link c 2 , as components of the link-vectors A, B, etc... which lie in 
a rn-dimensional link-vector space. A generalised dot product 
A o B 	p1A1B, 	 (3.56) 
is then defined and likewise, the linearised collision matrix can be regarded as a linear 
operator which acts on the link-vectors. For example, the individual components of 
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the momentum conservation equation, second equation of (3.55), can be rewritten as 
m = £ o c"' = (3.57) 
where a is a spatial index, c c,, is the link vector whose components are the c, c c = 
(cia ..., c) and 0 is the zero link vector. 
Using this notation, (3.55) can be rewritten as the following eigenvalue equations 
f9r L: 
= 0, 	CoA 	= 0, 	 = 	 L 0 A(tnll) = ABA(trl), (3.58) 
where the eigenvectors are 
(1,..., 1), 	A(jG) 	(cia, ..., Cmc.), 
(3.59) 
(cic.ci, ..., cmc.Cm), 	A(trH) = (, ..., c), 5  
and a,,3 are spatial indices. 
In d-dimensional space, there are thus 1 density mode eigenvector 	d momentum 
mode eigenvectors A°) and d(d + 1)/2 stress mode eigenvectors, A(lap) and  A(t?'l) . 
The corresponding eigenvalues are 0 (d + 1 times degenerate), \ (d(d + 1)/2 - 1 times 
degenerate) and AB (singlet). (d+ 1)(d+ 2)/2 of the m eigenvectors/eigenvalues span-
ning the link-vector space are thus fixed. The remaining eigenvectors are called ghost 
mode eigenvectors because they do not correspond to any hydrodynamic mode but are 
artifacts of the simulation model. They are lattice dependent and a derivation of their 
general form will not be attempted here. 
The purpose of this new notation becomes apparent when considering the definition 
of the hydrodynamic fields, 
P = 	p2f2, j = pu= Epifici, II = Epificici, 	 (3.60) 
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which can be rewritten in the new notation as 
p = A W of, jc. = A'° of, 11 c = 	of, 	 (3.61) 
where f is the link-vector composed of the f. This shows that by projecting the dis-
tributions function onto the eigenvectors of £, 3 , the hydrodynamic fields are obtained, 
suggesting that this procedure is the equivalent of taking velocity moments in kinetic 
theory. Similarly to eq. (3.61), the ghost mode eigenvectors project out macroscopic 
fields, the ghost fields, which are non-physical fields in the LBE fluid. It can be shown 
[2] [99] that the amplitude of these fields is negligible compared to the hydrodynamic 
fields and that they can thus be ignored. 
Any vector B lying in the link-vector space can be decomposed as a sum over the 
eigenvectors, 
B =
E 0(k)A(k) 	 (3.62) 
k=pj,fl,G 
where the sum over a set of eigenvectors is an obvious extension of notation. We 
denoted AU)  the set of d eigenvectors A°), A( the set of ghost eigenvectors and have 
introduced the set A() of d(d + 1)/2 vectors A(i9) (c iac i , ..., which can 
be substituted for the sets of vectors A(H.8) and  A(irfl) . /(1c) are the coefficients in the 
expansion. Eq. (3.62) can be rewritten for the components B 2 of B: 
B, = 	 ( 3.63) 
kpj,H,G 
To determine the coefficients O(k)  of this expansion, the generalised dot product 
with eigenvector A' is applied to eq. (3.62): 
A' o B = 	 ( k)A(l) o A(k) 	 (3.64) 
k=pJ,fl,G 





q(k)p.A(l)A(k) 	 (3.65) 
k=pj,H,G 
The last term of eq. (3.65) can be evaluated from the definition of the eigenvectors, eq. 
(3.59). Using the symmetry relations (3.45), it is straightforward algebra to show that 
A()oA() = b, 
A() oA(°) = 0, 
A() o A 0 ) = be2 
A() o A(3i) 
= bc2 
A(°) o 000 = 0, 
(3.66) 
o A(n16) = 	
be  
D(D + 2) [&&y,5 + b,,yba6  + öc 5t5 y ]. 
While the momentum mode eigenvectors are orthogonal to all other eigenvectors (the 
o-product being zero), the diagonal stress mode eigenvectors A(th) are not orthogonal 
amongst each other nor to the density mode eigenvector. This last problem can be 
resolved by substituting the set A() by a linear combination of A() and 09), 
A('-) 	(QIa/3,...,Qncxf3) 	 (3.67) 
where Q jap = cc - 	Then 
A() o A(P) = b, 
A() oA°) = 0, 
o A'- ') = 0, 
A(ia) o A() 
= be2 
 
oA(uu) = 0, 
o A(v) = 	
be4 
D(D + 2 )[88  + 8c-y 506 + 5c6613y]. 
(3.68) 
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Using these relations, it is then possible to complete the projection (3.63) for any link-
vector B. We have noted above that the amplitude of the ghost fields is negligible 
compared to the hydrodynamic fields. In any decomposition of a vector in the link-
vector space, we will therefore ignore the projection onto the ghost mode eigenvectors, 
bearing in mind however that the decomposition is not complete but only a projec-
tion onto the subspace of the link-vector space spanned by the hydrodynamic mode 
eigenvectors. 
Finally, from eq. (3.61), we obtain 
a f = 	a f - 	of 	 = 	- 	 ( 3.69) 
3.3.5 The equilibrium distribution 
As noted in paragraph 3.2.1, the Fermi-Dirac equilibrium distribution of the LGA for-
malism leads to unphysical density-dependent velocities and velocity-dependent pres-
sures. ir appearing explicitly in the kinetic equation of the linearised LBE formalism, 
a modified local equilibrium can actually be imposed, constructed such that the correct 
hydrodynamics at the Euler level are recovered 
The Euler form of the velocity moments of fiqis 
P = 	eq .a = A(ia) 0 feq , 
,eq = 
	+ 	= 	0 feq 	(3.70) 
where f,q  is the link-vector composed of the 1q  Also, from eq. (3.69), 
P&x3 + PUcU/3 - 	= A(ta0 0 
1eq 	 (3.71) 
To derive an equilibrium distribution which satisfies eqs. (3.70) and (3.71), ir is 
projected onto the subspace spanned by the hydrodynamic modes, in the manner of 
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eqs. (3.62) and (3.64), 
feq 	>i: 0(k)A(k) 	 (3.72) 
k=pj,uu 
and 
A' 0feq = ::
O(k)O) o A(k). 	 (3.73) 
k=pj,uu 
The left hand side of eq. (3.73) is imposed by eqs. (3.70) and (3.71) while the right 
hand side can be evaluated using the orthogonality relations (3.68). Further imposing 
that the 4(0)  are equal for all a, the q(-P)  equal for all a 54 0 and the q(uuoa) equal 
for all a, some simple algebra yields 
(P) = , q5(2c) = D 	(uu) = D(D + 2)pun(1 + 






has been made, so that (eq. (3.71)) 
eq = PUaUf3,  
justifying the nomenclature of the set A(u) . 
Completing the projection (3.72) using the above coefficients and the definition of 
the A(k)  yields 
D 	D(D +2) 	
Qia#@ 
+ D(D +2) d f eq = + 
	c a PUCj + 	
2bc4 




where summation over repeated indices is implied. Using the definition of the Q, we 
can revert to the original set of eigenvectors defined in eq. (3.59) and obtain the final 
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result for the equilibrium distribution of the linearised LBE model, 
D 	D(D+2) 	 D(D+2) D /c c2\ eq 	 2 1 +jPUCi+ 
2bc4 
PU'C2Ci+ 
2bc4 D — d j 	
(3.78) 
where the colon product is still defined as A : B = > 	as for eq. (3.31). We 




and we will see later that c2 /D = C2 is the square of the speed of sound so that, as in 
a real gas, c 2 = 0p/Op [4]. An expression for the equilibrium distribution J7' has thus 
been constructed such that the velocity moments of this distribution are of the Euler 
form. 
3.3.6 The macroscopic equations 
We now ,  examine the macrodynamical behaviour arising from the linearised LBE equa-
tion by projecting the kinetic equation, eq. (3.39), onto the eigenvectors of the collision 
matrix. As in kinetic theory, a Chapman-Enskog-like multiscale formalism is used in 
which a scaling parameter is introduced to expand the molecular distribution function 
f; higher order terms in this expansion correspond to longer length- and time-scales on 
which the physical processes relax. From this multiscale development, it will be seen 
that density fluctuations in the fluid decay on a fast time-scale t and that, on a longer 
time-scale t 2 , the fluid can be considered incompressible. The stress tensor relaxes 
to its Navier-Stokes form on time-scale t 1 ; however, on the longer scale t 2 , additional 
contributions to the stress appear due to the underlying discrete lattice. This results 
in the total viscous stress relaxing on time-scale t 2 , on which the hydrodynamic fields 
p and pu will be shown to obey the incompressible Navier-Stokes equations. 
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We begin this development by introducing the scaling parameter E by writing 
fi = j.eq + cf 	 (3.80) 
with (see eq. (3.36)) 
: pfneq = 0, 	 neq c = 0, 	 (3.81) 
2 	 2 
which, in the link-vector formalism is 
fneq = o, 	o 1neq = 0. 	 (3.82) 
c is defined as the ratio of the lattice spacing to a length-scale characteristic of the 
macroscopic flow, and is thus the equivalent of the Knudsen number; the hydrody-
namic limit corresponds to the small Knudsen number approximation, € << 1. In the 
Chapman-Enskog procedure, in which the distribution function is expanded in powers 
of f, higher orders of perturbation to the equilibrium state correspond to increasing 
physical time-scales. Two different time-scales ti and t2 are thus introduced such that 
O/ôt = C09109t, + E2 01ôt 2 and one length-scale r1 such that V = EV 1 , where V 1 is the 
gradient with respect to variable r1 . 
The kinetic equation (3.39) is now rewritten to incorporate the scaling parameter, 
	
f(r+c1,t+ 1) = f( r, t) +€r o f( r,t ) 	 (3.83) 
and the finite difference f(r + c 2 , t + 1) - f(r, t) is expanded to second order in r and t. 
Introducing the time-scales t1 and t2 and the length-scale r 1 and regrouping terms of 
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the same power in c yields, to second order in €, 
	
(
afeq 	fjfeq \ 
0t 1 	OTic 
/ 1 (92feq 	(9feq 	(9fneq 	(9fneq 	(9 afeq 	1 	(9 	Of' \ + C13 	+ Ca 	+ —ca---c--- I - + + 
at1 	(9r1 	(9rla 9t1 	2 aTh. OrIfi) 
0fneq 	
(3.84) 
with implied summation over repeated indices. 
This kinetic equation is now projected onto the eigenvectors A(), AU-), A( 11°') and 
A(") defined in (3.59), use being made of the Euler form of the velocity moments of 
the equilibrium distribution, eq. (3.70). Also, the symmetry of £ yields 
A(k) 0 (L 0 fneq) 	(k)A(k) 0 fneq, 	 (3.85) 
where A(k)  is the eigenvalue associated with A(k) 
We first consider the terms of 0(E). Projection of (3.84) onto the density and 
momentum mode eigenvectors yields 
09P +.(pu)0 	 (3.86) 
and 
O(pu) + V
2 . (p1 + puu) = 0, 	 (3.87) 
These are the continuity equation and the Euler equation which, as in kinetic theory, 
derive from the equilibrium terms of the distribution function and are the first order 
solutions to the multi-scale formalism. By considering small fluctuations in the pressure 
and the density, p = P0 + 6p, p = P0 + 5p, and assuming small velocities u (so that the 
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puu term becomes negligible), these equations can be linearised and written 
	
8(6p) 
+ po V 1 . U = 0 	 (3.88) 0t 1 
ô(pou) + 
V i (Spl) = 0. 	 (3.89) 9t 1 
Using the equation of state p = pc 2 /D = pC2 yields 
= cVp, 	 (3.90) 
showing that the density fluctuations relax via the propagation of sound waves with 
velocity c on the time-scale ti. 
Still to order 0(c), (3.84) is projected onto the 01 0. ) and A(tT[U eigenvectors and 
the projections are summed. It is shown in appendix F that these projections lead, in 
a small Mach number approximation (u << C 3 ), in the incompressible limit and correct 
up to terms of order 0(V 1 u3 ), to 
fneq 	 p C2 	+ .:?±: 	- (3 .91) = - 	 CC = 
	D + 2 ôr 1 	Or 1 dOr ia  2 
where ) is the shear stress eigenvalue associated with 0150 . The viscous stress relaxes 
thus on time-scale ti to its Navier-Stokes form. The shear viscosity obtained from eq. 
(3.91) is 
77,= - Dh• It is denoted , the coffisional part of the viscosity and unlike 
in real gases, it will be seen that this collisional part is not the only contribution to the 
viscosity, but that there is an additional "propagation" part due to discreteness of the 
lattice. 
We now proceed to examine the terms of order 0(c2 ) in eq. (3.84). Projecting them 
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onto the density mode eigenvectors yields 
1 (9 Op 	O(pUa)j 
+ 	+ 	 + 0] = 0. 	(3.92) 
20t, i9t, + ar, 	8t2 2 0r o9re 	8t 1 
The expressions in brackets vanish due to the continuity and Euler equations, eqs. 
(3.86) and (3.87). This equation thus reduces to 
op 
8t2 - (3.93) 
showing that the fluid is incompressible on the t 2 time-scale. The decay of density 
fluctuations on the time-scale ti therefore decouples from the evolution of the viscous 
stresses on the time-scale t 2 . To find this evolution, eq. (3.84) is projected onto the 
momentum mode eigenvectors, yielding (see appendix F) 
On 	8 	 28u 
- ii[ 
8r1 - 	8-y] 	
0, 	 (3.94) 
where the shear viscosity is 
- PC2 '1 	1 
110 = 77c +P = D+2 (3.95) 
Once again, terms of order (9(V,u 3 ) are neglected. 
71P= 
—2 (f+ 2) is the additional part 
to the viscosity, due to the diffusion of momentum on the lattice. Fortunately, both 
parts of the viscosity have the same dependence in the velocity gradients and can be 
combined into a single transport coefficient. The physical requirement that the viscos-
ity be positive imposes —2 < ) < 0. We recall that this restriction on the eigenvalues 
of the collision matrix is also the condition for stability of the numerical method, as 
discussed in §3.2.3. 
Finally, the relaxation of the momentum on the time-scales ti and i2 is combined 
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by setting the expansion parameter € to unity. Combining eq. (3.87) with eq. (3.94), 
yields the incompressible Navier-Stokes equation in d dimensions 
au 
P + pV. (uu) + VP = i1o V I(Vu) + (VU), - tr(Vu)1], 	(3.96)at 
with equation of state p = cp = (c2 /D)p. Eq. (3.96) can be transformed into 
09U 	 1 	 10 Tt  + (u . V)u = —Vp+ V2u, 	 (3.97) 
as done in §3.1.4. The continuity equation for the incompressible fluid is of course 
V.u=O. 	 (3.98) 
It was thus shown that the hydrodynamic fields obey the incompressible Navier-
Stokes equation on a time-scale t > t 2 in a low Mach number, large-scale (low Knudsen 
number) approximation and independent of the choice of the linearised collision opera-
tor under the condition that the eigenvalue relations (3.58), expressing the conservation 
of mass and momentum and the isotropic relaxation of the stress, are obeyed. The ac-
tual choice of the collision operator is only reflected in the transport coefficient 710 
through its stress-mode eigenvalue A. More details on the choice of a collision operator 
will be given in paragraph 3.4. 
Finally, it is useful to obtain an explicit expression for the non-equilibrium part 
of the distribution function fineq This non-equilibrium part must be a second order 
term in the velocities c 2 , since zeroth and first order terms determine the mass and 
momentum density which are unchanged by fineq ,eq. (3.82). Writing f' = Au' : 
[18] [25], where u' is the viscous stress, the proportionality constant A can be obtained 
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from eq. (3.91) by using the symmetry relations (3.45). This yields 
jneq __D(D+2) 
(3.99) 
- 	2bc4 a  
or, in terms of the velocity gradients, from eq. (3.91), 
	
fineq = 	 : 	ç— 
I 
 V . u c] 	 (3.100) 
).bc2 
3.3.7 The creeping flow equations 
Many flows, such as in colloidal hydrodynamics, occur with very low velocities and 
thus very low Reynolds numbers (see §2.1.1). For small velocities, the Navier-Stokes 
equation can be linearised by discarding terms of order 0(u2 ), 
Ou 	1 	+ _V2U. 	 (3.101) at P P 
The omitted term puu is the macroscopic momentum transfer. By construction, this 
term originates in the LBE formalism from the second order terms of the equilibrium 
distribution function, eq. (3.78). As the equilibrium distribution does not contribute to 
the viscous stresses, it is possible to omit the second order terms and use the simplified 
distribution 
JCq = + 
	C" (3.102) 
The practical advantage of this simplification is that low Reynolds number flows 
can now be simulated without actually having to reduce the velocity of the flow. 
The long-time limit of the linearised Navier-Stokes equation is the Stokes or cre-
eping-flow equation (see §2.1.1), 
VP = i oV 2 u 	 (3.103) 
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and the LBE fluid also obeys this equation in the long-time limit of the simulations. 
Thus, for simulations of colloidal dynamics, the simplified distribution function (3.102) 
can, and will, be used for simulations of colloidal dynamics. 
We have thus shown in §3.3 how the macroscopic incompressible Navier-Stokes 
equations are recovered from the microscopic LBE model. Only a few restraints on the 
collision operator were necessary together with a suitably chosen equilibrium distribu-
tion and sufficient symmetries in the lattice. In the following section, a more detailed 
description of the collision operator is given. 
3.4 The generalised collision operator - details 
In §3.3.4, some of the eigenvectors and eigenvalues of the collision operator were defined. 
We study in §3.4.1 the effect of the ghost modes that were neglected so far. In §3.4.2 it 
is shown how to construct the operator without explicit knowledge of the ghost eigen-
vectors and in §3.4.3, the so-called BGK operator is introduced, which considerably 
simplifies the computational algorithm. 
3.4.1 The ghost mode eigenvalue 
Eq. (3.58) defines (d + 1)(d + 2)/2 of the m eigenvectors of the collision operator. 
As mentioned in §3.3.4, the remaining eigenvaiues correspond to the so-called ghost 
fields, which have so far been neglected. These ghost fields are lattice and model 
dependent and in the generalised linearised LBE model, we are free to fix the value of 
the corresponding eigenvalues. We will thus consider them all to be degenerate and 
denote their eigenvalue a. By a simple analysis of the kinetic equation, it is possible 
to see how the effect of the ghost modes can be minimised. We first note that, for 
an incompressible fluid, the eigenvalue AB associated with the bulk viscosity can be 
set equal to the shear-stress eigenvalue A so that the equations defining the isotropic 
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relaxation of the stress tensor can be combined to yield 
An-5 = 	 ( 3.104) 
where Ar, is the set of eigenvectors previously introduced in §3.3.4, 
A' 	= (ci ci ,.. . , CmcCmp). 	 (3.105) 
The kinetic equation 
f(r+ ci,t + 1) = f(r,t) +L offle() 	 (3.106) 
can be rewritten 
f(r + ci, t + 1) = fe(r, t) + ( I + £) o f72e(r  t), 	 (3.107) 
where I is the identity operator for the o-product, I 	Sjj/p. Indeed, with this 
definition 
I of = E pjlijfj= f. 	 (3.108 




( k) A0 neq 
k=pj ,H,G 
(3.109) 
where the coefficients (k)  can be determined from the projection of fneq  on the eigen-
vector A(k) (see eqs. (3.64) and (3.65)). As the non-equilibrium distribution has no 
contribution to the density or momentum density, eq. (3.82), the corresponding expan-
sion coefficients vanish, çI' = O(i )q = 0. Thus 
neq = 	O(k)A(k) neq 
k=H,G 
(3.110) 
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and eq. (3.107) can thus be rewritten, using the properties of the eigenvectors, 
f(r + ci, t + 1) 	 neq 
fe(r, t) + (1  + A) > th(k) A(k) + (1 + a) 	(k) A(k). neq 	 (3.111) 
k=H 	 k=G 
It follows immediately from this expression that by setting a = — 1, the unphysical 
ghost modes are projected out altogether from the post-collision distribution and their 
effect can thus be minimised. 
3.4.2 Construction of the linearised collision operator 
Once the ghost mode eigenvalue a and the stress mode eigenvalue A, have been fixed, 
it is straightforward to construct the linearised collision operator L. As we will show 
in this subsection, it is not necessary to this purpose to know the explicit form of the 
ghost mode eigenvectors. 
Via a generalisation of the Cram-Schmidt orthogonalisation procedure [103], it is 
possible to generate from the set of eigenvectors A(k)  introduced in §3.3.4 a set B(k) 
of (d + 1)(d + 2)/2 eigenvectors, orthonormal with respect to the o-product. Any two 
vectors B(') and B(m)  of this set have the property 
B' o B(m) = 	p2 By) B(m) = 	 ( 3.112) 
3 
Of course the eigenvalues of the collision matrix have not changed and we will denote 
by and B0 the set of eigenvectors associated with the zero eigenvalues and B(H) 
the set associated with the A eigenvalue. Supposing that the corresponding set B(G)  of 
orthonormal eigenvectors associated with the ghost eigenvalue a can be constructed, 
the set of eigenvectors B() U B() U B) U B(G)  is complete in the sense that (see 
appendix G) 
B(k)B(c) = I, 	 (3.113) 
k=pJ,11,G 
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where I was defined in the previous subsection. Note that B(k)B(k)  is the dyadic with 
components B (. k) B (k) 
Denoting A(k)  as the eigenvalue associated with B(k)  and D a link-vector, it follows 
that 





= 12 (k)(k) o D)B(k) 
k=pj,H,G 
= ( 	ii 	
A(k)B(k)B()) o D. 	 (3.114) 
kpj,fl,G 
and 
r = 	 = 	B(k)B(k) + a > B(k)B(k), 	 (3.115) 
k=pj,H,G 	 k=fl 	 k=G 
where the second equality is due to the zero eigenvalue of the density and momentum 
density modes. Eqs. (3.113) and (3.115) now yield an expression for the collision 
operator independent of the ghost modes: 
a(I - 	B(k)B(k)) +(A - ci) 	B(k)B(c). 	 (3.116) 
kpj 	 k=ll 
The procedure to construct £ is thus straightforward: first the set of orthonormal 
eigenvectors B(k)  is constructed from the set A(k)  defined in eq. (3.59). Then £ can be 
evaluated from eq. (3.116). 
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3.4.3 The BGK collision operator 
A considerable simplification of the collision operator can be obtained by setting A 
a = — l/T. Eq. (3.111) then reduces to 
f(r + c, t + 1) = fe(r t) + (1 - 1/7) 	O(k) A(k) neq 
k=fl,G 
= fe(r t) + (1 - 11r) 	O(k) A(k) neq 
Icpj,fl,G 
= f(r, t) - (f(r, t) - fe(r t)). 	 (3.117) 
T 
The second equality is valid as 	= 0,q2q = 0. Thus, in this model, the kinetic 
equation simplifies to 
f1 (r + ci, t + 1) = f(r, t) 
- f2 (r, t) - fie q  (r, t) 	
(3.118) r 
and we recognise here a collision operator similar to the BGK operator (3.20) of kinetic 
theory, see 3.1.4. This model is therefore called the lattice BGK model and was first 
introduced by Qian et al. [104] and Chen et al. [105] [106] [107]. 
A further simplification of the computation occurs when r = 1 and flows in the 
creeping flow regime are being simulated (see 3.3.7). The kinetic equation is then 
simply 
(r,t) 
f2 (r+ c,t+ 1) 
- p 
- 	b 	+ 
D  
—j(r,t).c 2 	 (3.119) 
reducing the amount of computation considerably. This model also has the advantage 
that the ghost modes are immediately relaxed, since a = —1, and their influence is 
therefore reduced to a minimum. Similarly, the stress modes are relaxed to their equi-
librium value in a single time-step. 
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The actual choice of the collision operator does not affect the macroscopic hydro-
dynamic equations, which were obtained from a low-Knudsen number expansion an are 
thus valid in a large-scale approximation. However, the actual range of spatial scales on 
which hydrodynamics emerge from the LBE model are affected by the collision opera-
tor and this dependence will be analysed in §3.6. Before this discussion, it is however 
necessary to introduce in §3.5 the lattices used for the simulations. 
3.5 Lattices 
In §3.3.2 the symmetries of the lattice necessary for obtaining isotropic macroscopic 
equations have been studied. It was shown that any set {c 2 } and {pi} satisfying the 
symmetry relations (3.45) were suitable for incompressible hydrodynamics. In the 
present section a few examples of suitable lattices in two and three dimensions are given 
along with the corresponding lattice parameters b, c 2 and D necessary to evaluate the 
equilibrium distribution (eq. (3.78)), the viscosity (eq. (3.95)) and the speed of sound 
CS =VOID. We use the notation of Qian et aI. [104] in which DdQm denotes a model 
with m velocity directions on a d-dimensional lattice. The following list is extracted 
from Behrend et al. [108]. 
D2Q6 The original two-dimensional model introduced by Frisch et a]. [18] is based on 
a hexagonal lattice and is illustrated in figure 3.1. There are six velocity directions 
linking each node to its nearest neighbours, c 2 = (± 1, 0), (±1/2, ±//2), with 
p2 = 1 for all i. The parameters are (b, c2 , D) = (6, 1,2) 
D2Q8 This is a two-dimensional model based on a square lattice. There are four 
velocity directions linking each node to its nearest neighbours, c, = (+1,0), 
(0, ±1), with weight Pi = 4, and four velocity directions linking each node to its 
next-nearest neighbours, c2 = (+ 1, ±1), with weight Pi = 1. The parameters 
are (b,c2,D) = (20,3/2,5/2). 
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D3Q14 This is a three-dimensional model on a simple cubic lattice. There are six 
velocity directions linking each node to its nearest neighbours, c 2 = (± 1,0,0), 
(0, ±1,0), (0, 0, +1), with weight p, = 8 and eight velocity directions linking each 
node to its next-next-nearest neighbours, c = (±1, ±1, ±1), with weight P1 = 1. 
The parameters are (b, c2 , D) = (56, 3, 7). 
D3Q18 This is another three-dimensional model on a simple cubic lattice. Six velocity 
directions link each node to its nearest neighbours, c 2 = (± 1,0, 0), (0, +1,0), 
(0, 0, ±1), with weight pi = 2 and twelve velocity directions link each node to its 
next-nearest neighbours, c 1 = (± 1, ±1,0), (±1,0, ±1), (0, ±1, ±1), with weight 
p, = 1. The parameters are (b,c2 ,D) = (24,2,4). 
In these models, it is also possible to add a so-called rest particle with c, = 0. The 
model then becomes a DdQ(n+ 1) model. The weight of the rest-particle can be varied 
and the new parameters b, c2 and D are determined from the symmetry relations (3.45). 
The weights of the non-zero velocity links do not change. Denoting the rest particle 
weight by r yields [108] 
D2Q7 (b, c2 , D) = (6 + r, 6/(6 - 7'), 2(6 + r)/(6 - r). 
D2Q9 (b,c2 ,D) = (20+ r,24/(16— r),2(20+ r)/(16— r)). 
D3Q15 (b,e2 ,D) = (56+ r,48/(16— r),2(56+ r)/(16— r)). 
D3Q19 (b, c2 , D) = (24 + r, 24/(12 - r), 2(24 + r)/(12 - r)). 
The usefulness of adding rest particles to a model might not be immediately apparent; 
however, in order to simulate fully compressible flows, it can be shown [18] [102] that 
this addition is necessary. 
The three-dimensional models can be projected down to two-dimensional models 
simply by ignoring the value of c1 and combining those links with the same (c1 , c2) 
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into a single velocity direction with a weight multiplied by the number of such equal 
projections. D3Q14 can thus be projected down to D2Q9 with r = 8. Indeed, the 
directions (0, 0, ±1) (weight 8) both project to (0,0) whose weight is thus 2 x 8 = 16. 
The volume diagonals (±1, +1, ±1) (weight 1) project to (±1, ±1) whose weight is 
thus 2 x 1 = 2. The directions (±1,0,0) and (0,±1,0) project to (±1,0) and (0,±1) 
respectively and retain their weights, 8. It is now possible to divide all the weights 
by a factor two and the D2Q9 model is recovered with r = 8. Similarly, D3Q18 can 
be projected down to D2Q9 with r = 4. The parameters b, c 2 and D are unchanged, 
retaining the values of the three-dimensional model. 
3.6 Hydrodynamic behaviour of the LBE model 
In §3.3, the macroscopic, continuum behaviour of the LBE model has been studied and 
it was found that in a low Knudsen-number (large scale), low Mach number approxi-
mation, the incompressible Navier-Stokes equation was recovered. The only conditions 
imposed on the collision operator were the eigenvalue relations (3.58). Strictly speak-
ing, this derivation is only valid in the limit of zero Knudsen number and thus on an 
"infinite" spatial scale. In the present section, we wish to investigate what finite spatial 
scales are needed to reproduce continuum hydrodynamics and how these scales depend 
on the collision operator. Without such information, it is difficult to give unambiguous 
interpretations of the numerical data obtained with the method. 
A more exhaustive study than presented here has been published in reference [108]. 
The method of investigation is a formulation of the kinetic equation (3.39) in k-
space, from which k-dependent transport coefficients are computed. In the classical 
hydrodynamic regime, these coefficients are k-independent by definition, thus defining 
a spatial range of validity of the model. This method is well known from its application 
to continuous fluids via a k-dependent Boltzmann equation [109] [65]. For LGA models, 
Chapter 3: The lattice Boltzmann equation method 	 97 
the analysis was first considered in detail by Luo et al. [110], and developed by Grosfils 
et a]. [111] and Das et a]. [112]. The latter authors showed that some of the simplest 
LGA models reproduce hydrodynamics only over very large spatial scales and point 
out that observations in the literature of "negative viscosities" [113] can be traced to 
this restricted regime of applicability of the model. The k-dependent analysis of the 
LBE method has also been used by various authors [2] [100] [99] to help understand 
the limits of validity of the new LBE method. 
3.6.1 Wave-vector formulation of the kinetic equation 
Spatial fluctuations of the distribution functions have the general form [112] 
5f(r, t) = A(k, c 2 ) exp[ik r + z(k)t]. 	 (3.120) 
The requirement that 6ft satisfies the kinetic equation (3.39) leads to an eigenvalue 
equation, the solution of which yields the complex eigenvalues z(k). The real part 
of z represents the damping of the mode associated with it while the imaginary part 
Imz(k) = ±c(k)k, if non-zero, yields the speed of propagation c 3 (k) of the mode 
[112]. 
To find this eigenvalue equation, the kinetic equation of the LBE model is Fourier 
transformed. As small fluctuations of the distribution functions are considered, only 
the linear terms in the equilibrium distribution (3.78) are retained and, using the 
conservation laws, the kinetic equation (3.39) can then be written 
f1 (r + c,t + 1) = f(r,t) + 	 ( 3.121) 
The discrete Fourier transform ä(k) of a scalar field a(r) is defined as 
ä(k) = 	exp[ik . r]a(r), 	 (3.122) 
rEV 
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so that the Fourier transform of eq. (3.121) is 
exp[—ik . c1]J,(k,t + 1) = j(k,t) + 	pL2f3 (k,t), 	(3.123) 
or 
+ 1) = exp[ik c] 	5i3 +jLij] J(k,t). 	(3.124) 1~ pi Li 
This last form makes apparent the operator form of the term in brackets and the 
equation can now be cast into the link-vector formalism, 
f(k, t + 1) = D(k) 0 [I + Li 0 f(k, t). 	 (3.125) 
Here f is the link-vector with components f, I is the identity operator with respect to the 
o-product, as introduced in §3.4.1, I ö1j/p1 , and D(k) is the diagonal displacement 
operator with components 
exp[ik c2 ] 
(3.126) 
A 
and V(0) = I. The k-dependent evolution operator H(k) is then defined as 
	
H(k) 	V(k) 0 [I + ,C], 	 (3.127) 
and the z(k) of eq. (3.120) can be shown to obey the eigenvalue equation 
H(k) o e(k) = exp[z(k)]e(k). 	 (3.128) 
The low Knudsen number analysis of §3.3.6, leading to the macroscopic hydrody-
namic equations, is only valid in the hydrodynamic limit, k -+ 0, where k = ki. In this 
limit, two types of modes exist, characterised by the corresponding eigenvalue z(k): 
"soft" hydrodynamic modes, related to the conservation laws, with Re z(k) 0(k 2 ), 
and "hard" rapidly decaying kinetic modes, with Re z(k) = 0(1) < 0, without any 
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physical significance. The transport coefficients are related to the hydrodynamic modes 
[112] and, in a d-dimensional model without explicit energy conservation, d + 1 such 
modes exist: two propagating but damped sound modes (denoted +) and d— 1 diffusive 
transverse shear modes (denoted .1). Then [112] 
z±(k) =::F ick - Fk 2 , 	z1 (k) = —vk 2 , 	 ( 3.129) 
where c is the speed of sound, ii is the kinematic shear viscosity and F is the sound 
damping constant. As k increases, these dispersion relations break down. If the hy-
drodynamic modes are however still clearly separated from the kinetic modes, it is 
possible to talk of generalised hydrodynamics [ 112] and wave vector dependent trans-
port coefficients can be defined in analogy to eqs. (3.129). Thus v(k) = —z ±(k)/k 2 , 
c5 (k) = —Imz±(k)/k and F(k) = —Rez±(k)/k 2 . In lattice-based models, these coef-
ficients may depend on the direction of the wave vector, reflecting the anisotropies of 
the lattice. By computing the transport coefficients through the spectral analysis of 
the evolution operator H(k) and studying their k-dependence, one can then judge of 
the range of validity of the classical and the generalised hydrodynamic regime. 
3.6.2 Results and discussion 
We have carried out an extensive analysis of the hydrodynamic behaviour of the models 
described in §3.5 for various values of the collision operator eigenvalues and in various 
directions in k-space. Shown here are the results for the D3Q14 model, as this is the 
most efficient method for 3-dimensional simulations and is the model used throughout 
this thesis. We recall that the lattice-parameters for this model are c 2 = 3, D = 7 
and b = 56. The behaviour of other two- or three-dimensional models follows qualita-
tively the same trends. Our plots are of —Re z(k)/k 2 and —Im z(k)/k, which indicate 
the hydrodynamic behaviour as discussed above. The soft hydrodynamic modes have 
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Re z = 0(k 2 ) and Tm z = 0(k) or 0 as k = Iki - 0. On the plots such modes thus ap-
pear as horizontal lines as k - 0 and deviations from this behaviour indicate the limits 
of validity of classical hydrodynamics in the LBE fluid. The hard, kinetic modes start 
to appear for larger k and limit the range of validity of generalised hydrodynamics. 
Figure 3.2 shows the eigenvalue spectrum for the BGK model (see §3.4.3), with k 
in an arbitrarily chosen, fixed direction and for four values of the relaxation parameter 
T. Clearly relatively good hydrodynamic behaviour is achieved for r < 1, indicated 
by the k-independence of the hydrodynamic modes for k < 1, corresponding to spatial 
scales of about six lattice spacings and more. Very poor behaviour is seen for r > 1, 
all eigenvalues showing a strong k-dependence. The trend of improved hydrodynamic 
behaviour as r decreases past unity is reflected in all the models. At k = 0, the 
hydrodynamic modes can be seen to reach their limit ii = -Re z j /k 2 = C2 (27 - 
1)/2(D + 2) (eq. (3.95) with .\ = - 1/7-) and ±c3 = +Imz± = +/ 7 (see eq. 
(3.90)). 
For r = 3/4, figure 3.3 shows the behaviour for two different spatial directions in 
k-space. There is some dependence on direction, and a particular point to note is 
that z - 0 at some isolated points k 0 0, for example k = (ir 0 0), meaning that the 
mode corresponding to z is conserved on these length-scales. These are the staggered 
momentum modes and correspond to spurious conservation laws [112], artificial effects 
due to the lattice and present in all models. 
The BGK model with unit relaxation time r = 1 deserves special attention because 
it is a computationally very efficient algorithm, as noted in §3.4.3, eq. (3.119). Figure 
3.4 shows the spectrum for two directions in k-space. These plots reveal some inter-
esting points at non-zero k, for example at k = (ir - cos -1 3/4 0 0), where divergences 
in the hydrodynamic behaviour occur. Such divergences can distort the hydrodynamic 
behaviour which is consequently not quite as good as that for the r < 1 models. 
Hydrodynamics for the general model with the stress-mode eigenvalue A = -4/3 
and the ghost-mode eigenvalue a = -1 is shown in figure 3.5. The hydrodynamic 
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Figure 3.2. Hydrodynamic behaviour of the D3Q14 BGK model for various values of 
the relaxation parameter r. (a) r = 2/3; (b) r = 3/4; (c) r = 3/2; (d) r = 2. For all 
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Figure 3.3. D3Q14 r = 3/4 BGK model along the (a) k - ( 1 0 0) and (b) k (11 0) 
directions. 
behaviour has improved when compared with the BGK model of fig. 3.4 for which 
—1/7 = = a = —4/3. An extensive range of classical hydrodynamics is obtained: 
almost constant transport coefficients are found up to k 2.0 in all directions in k-
space, corresponding to spatial scales larger than only about 3 lattice spacings. 
The trends found are thus very clear. BGK models with r > 1 have a very poor 
range of classical and generalised hydrodynamics and should therefore be avoided. Im-
proved ranges of validity are found in models with r < 1 where classical hydrodynamics 
is obtained on spatial scales of about six lattice spacings. These trends are common 
to all the models studied. At the price of a slight increase in complexity, even bet-
ter ranges for classical and generalised hydrodynamics can be achieved for the general 
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Figure 3.5. D3Q14 general model with ,\ = — 4/3 and ci = —1 along the (a) k (1 0 0) 
and (b) k (1 2 3) directions. 
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eigenvalue is such that \ > —1. The ghost eigenvalue may conveniently be set to -1. 
The increased complexity lies in the construction of the collision matrix, see eq. (3.116). 
However such a step only has to be performed once in the initialisation of a simula-
tion. Much the biggest computational cost in reducing the relaxation time r is however 
the corresponding reduction in the kinematic viscosity. Indeed, the time taken for the 
fluid to reach a steady state in a simulation box of size L is of order L 2 /i', the time 
needed for the hydrodynamic transients to decay (see §2.1). A reduction in v therefore 
inevitably means an increase in this time which can be of significance in the simulation 
of colloidal suspensions where a separation of time-scales between the dynamics of the 
fluid and of the colloid particle must be maintained (see §2.3). For this reason, we have 
chosen the unit relaxation time model for our simulations, representing a very good 
compromise between hydrodynamic behaviour and computational cost. As will be seen 
in the following chapters, this model is indeed particularly efficient in our simulations; 
even for very concentrated suspensions, where the interparticle distances can be ex-
tremely small and even less than a lattice spacing, the hydrodynamic interactions are 
reproduced exactly. 
3.7 Summary 
In this chapter, the LBE method was analysed in detail. The link between the mi-
croscopic update rules of the method and the resulting macroscopic flow was obtained 
from a multi-scale development very similar to the one used in classical kinetic the-
ory. While the LBE method has evolved from a simplified model for the dynamics of 
the fluid molecules, the lattice gas method, in which "gas particles" propagate along 
the links of a lattice and collide at the lattice nodes, it can alternatively be viewed 
as a simple discretisation of the Boltzmann equation on a lattice. In this approach, 
the "collisions" at the lattice nodes reduce to simple mathematical operations on the 
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distribution functions via a collision operator; the details of the construction of this op-
erator and the possible simplifications have been discussed. Finally, the spatial scales 
of validity of the LBE method were briefly examined via a analysis of the collision 
operator in reciprocal space. 
Chapter 4 
Fluctuations in the LBE method 
he dynamics of colloidal particles of sub-micron size are driven 
by Brownian motion, originating in the thermal fluctuations of 
the suspending fluid [6]. The exchange of energy and 
momentum between the liquid and the particle occurs on a 
time-scale short compared to that of significant motion of the 
particle and thus, in the Langevin equation formulation (see 
§2.2.1), the dynamic effect of the fluid is included simply as a random, white-noise 
force onto the particle. This picture of the random force leading to a random displace-
ment of the particle is exploited in Brownian dynamics [16] where, for suspensions 
without hydrodynamic interactions, at each time-step and for each particle, a random 
displacement is chosen from a gaussian distribution with a variance related to the free 
diffusion coefficient of the particle. In the presence of hydrodynamic interactions, the 
algorithm is severely complicated, due to the many-body form of the diffusion tensors 
(see §2.1.3) [16]. 
In the lattice Boltzmann equation method, this problem is avoided by not apply-
ing random forces to the particle itself, but by including the fluctuations where their 
physical origin is, namely the fluid. We will study in this chapter how this is imple-
mented and how an effective temperature can be defined by considering the variance 
ur 
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of the fluctuations. The success of this method in simulating the Brownian motion of 
colloidal particles will be shown in subsequent chapters. 
In §4.1, the concept of fluctuating hydrodynamics for a molecular liquid is briefly 
reviewed and in §4.2, it is shown how fluctuating hydrodynamics is implemented in the 
LBE formalism. 
4.1 Fluctuating hydrodynamics 
As already noted in §3.1, it is possible to look at a fluid system on different length-
scales. On a macroscopic scale, large compared to the molecular dimensions, the fluid 
is adequately described by the equations of hydrodynamics, the Euler or Navier-Stokes 
equations. On a microscopic scale, the hydrodynamic, continuous model breaks down 
and only a fully molecular description is possible. On this length-scale, it is possible 
to define local microscopic and fluctuating density, momentum density and energy (or 
temperature) fields. The passage from the microscopic to the macroscopic is achieved 
by averaging the microscopic fields. 
The dynamics of colloidal particles pertain to an intermediate scale. A fully molec-
ular description is not necessary due to the large time-scale separation between the 
dynamics of the fluid molecules and the colloidal particles. A purely hydrodynamic de-
scription is insufficient because it does not include the Brownian motion of the particles 
resulting from the temperature fluctuations in the fluid. The fundamental idea behind 
fluctuating hydrodynamics is that on these intermediate length-scales, thermally in-
duced fluctuations can be reduced to random fluctuations in the stress tensor and in 
the heat flux of the liquid [114] (references [115], [116] and [117] give a physically some-
what more elaborate derivation of the results of fluctuating hydrodynamics). In the 




(4.1) at P 
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where the viscous stress tensor o' is written as the sum of the usual incompressible 
Navier-Stokes viscous stress tensor (3.24) and a random part 8 
1 2 ir = o[(V . u) + (V . u)t - tr(V . u)] + 8. 	 (4.2) 
A similar equation can be written for the energy conservation with a fluctuating part to 
the heat flux; however, there are no correlations between the fluctuating stress tensor 
and the heat flux [114] and we thus ignore the energy equation. 
The ensemble, or time, average of the fluctuating viscous stress is zero, < 8(r, t) >= 
0. The stress correlations are found to be [114]-[117] 
< s(ri,ti)s(r 2 ,t2 ) >= 
2kBT710 	+ a8y - 	8(ri - r2)6(t i - t2), 	(4.3) 
where kB is the Boltzmann constant and T the absolute temperature. This equation 
links the variance of the fluctuating stress to the dissipative viscosity qo of the fluid and 
can thus be regarded as a fluctuation-dissipation relation. The variance is also linked 
to the temperature of the fluid, which will be useful in defining a temperature in the 
fluctuating LBE method. 
When applied to the dynamics of a colloidal particle, the framework of fluctuating 
hydrodynamics can be shown to lead to a generalised Langevin equation [117]. This 
equation describes correctly the dynamics of the colloidal particles on all time-scales; 
it includes time-memory effects in the friction coefficient which lead to the so-called 
long-time tails in the decay of the velocity autocorrelation function of the particle [50] 
[51], see §2.2.2. It will be shown in the next section how this framework is implemented 
in the LBE method. 
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4.2 Fluctuating lattice Boltzmann equation 
In the lattice gas method (LGA), due to the boolean nature of the algorithm, large 
fluctuations in the microscopic density and momentum density exist. To obtain the 
macroscopic hydrodynamic fields, coarse grained averages of the equivalent microscopic 
quantities have to be taken. The fluctuations in the microscopic variables can be 
thought of as being thermally induced, as in a real fluid. Lattice gas models have 
therefore been used extensively as testing grounds for concepts of kinetic theory. Espe-
cially the problem of the so-called long-time tails in the decay of correlation functions 
of tagged molecules in pure fluids have been extensively studied with simulations based 
on the LGA method [118]. Similar studies of the decay of the velocity autocorrelation 
function of a colloidal particle have also been performed and these were the first efforts 
to include colloidal particles into a LGA fluid [23]. 
In the lattice Boltzmann equation method, the fluctuations that characterise the 
LGA method are removed by using ensemble-averaged distribution functions (see 3.2). 
In order to simulate Brownian motion, it is therefore proposed to reintroduce fluctu-
ations into the LBE method within the framework of fluctuating hydrodynamics by 
adding a random component to the viscous stress tensor o' of the fluid [24]. We recall 
that o' is defined in the LBE as (see eq. (3.47)) 
= ffneq = - 	jneq -- 	
(4.4) Pi 
In order to add a random component to oW', it is thus sufficient to modify the kinetic 
equation (3.39) to include a stochastic term f'(r, t), 
f(r + c, t + 1) = f(r, t) + >pL1 [fj(r, t) - f(r, t)] + f! (r, t). 	(4.5) 
The conservation laws of density and momentum density must still be observed. f' has 
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thus to be chosen such that its contributions to these two hydrodynamic fields is zero. 
However, its contribution to the stress tensor, 
.f1uc = 
- 	 (4.6) 
has to be non-zero. By choosing [24] 
iaC8, 	 (4.7) 
where summation over repeated indices is implied, it is easy to show that 
Pi fil = 0, 	>pf,'c = 0 	 (4.8) 
and 
______ 
fluc 	 be  -  
O•c 3 - - 	ptfi'cjacj = D(D + 2) 	+ 	- 	na]. 	
(4.9) 
Here use of the symmetry relations (3.45) has been made and the 	-(r, t) are 
random variables whose characteristics we will determine below. 
Eq. (4.8) shows that f2' does not contribute to either the density or momentum 
density. It is also important to insure that f2' does not contribute to the ghost-modes 
of the model (see §3.4.1). Although these modes are of no great importance in a 
dissipative simulation (without added fluctuations), they might become significant if 
excited by fluctuations. For all known lattices, they are of odd power in the velocities 
c, proportional to c2 , ccc 1 , etc.... Therefore, with f' chosen as in eq. (4.7) and due 
to the symmetry relations (3.45), the fluctuations do not project onto the ghost modes 
and we believe that this is sufficient to ensure that they will not be excited by the 
fluctuating modes in the fluid. 
Chapter 4: Fluctuations in the LBE method 
	
111 
4.2.1 Second rank tensors 
Before showing how to choose the g, it is essential to understand which are the 
independent degrees of freedom contained in the stress tensor oW'. This being a second 
rank tensor, the usual tensor algebra will be used to this purpose [119]. 
In all generality, a second rank tensor A has nine degrees of freedom and can be 
decomposed into irreducible parts [119], proportional to the trace of the tensor, an 
anti-symmetric part and a symmetric, traceless part, 
A = tr(A)1 + [A - At] + {[A + At] - tr(A)11. 	(4.10) 
The degrees of freedom are then contained in the different parts of this decomposition, 
one degree in the trace, three degrees in the anti-symmetric part and the remaining 
five degrees in the symmetric, traceless part. 
Physically, the trace of the fluctuating part of the stress tensor corresponds to a 
pure compression of the medium and therefore vanishes in an incompressible fluid. The 
anti-symmetric part represents a pure rotation of the medium and this part vanishes 
due to the symmetry of o'. Therefore, the five degrees of freedom in the symmetric, 
traceless part remain, corresponding to a pure shear deformation of the medium. 
It is then possible to write this remaining part, which we will denote o,, as a linear 
combination of orthonormal second-rank tensors. Two second rank tensors Ai and A 3 
are orthonormal if [119] 
A : A 	 = bij, 	 (4.11) 
0,0 
where c and 0 are spatial indices and denoting x, y and z the three cartesian basis 
vectors, it is easy to show that the following five dyadics satisfy eq. 4.11, 
11 = 	[2xx -yy - zz], 12 = 	[yy - zz], 






 XY + yx], 14 = 	[xz + zx], 15 = 	+ zy], 	(4.12) 
From this follows immediately the decomposition of o, 




- 	C ;y + a, 	 ______ 
12 + 	13  + 	+ 	+a1 	(4.13) 
the five independent degrees of freedom, including their proper normalisation, being 
given by the coefficients of this decomposition. 
4.2.2 Construction of the fluctuating viscous stress tensor 
In the previous subsection, it was seen that the physical information of the stress 
tensor is contained within the irreducible set described by eq. (4.13). This also applies 
to the fluctuating viscous stress tensor 0.fluc,  eq. (4.6). The overall normalisation of 




f I= - afluc) = 3 .f1uc  —I (0f - afluc) 	 (4.14) 
2/ 	 ZZ 	2V 3L ' 2 Y Y  
(afluc + aPuc) , 	(af1uc + f luc) 	(afluc + auc) 	 (4.15) 
2 XJ 2 XZ 	ZX 2 
The reduction of the first element is due to the traceless nature of o11'. 
It is now necessary to construct the fluctuating stress in such a way that the five 
independent elements are excited equally. Using the symmetry and traceless conditions, 
eq. (4.9) reduces to 
fluc 	2bc4 
= D(D + 2) ê 	
(4.16) 
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Qyy = 	------a 1  + 
1 
Lozz = 	------a 	— 	a2 , 
1 
&xy = Loyx = 	a3, 
1 




where the a, i = 1, . . . , 5, are gaussian random numbers from a distribution with zero 
mean, < ai >= 0, and variance A, < aak >= Aök. Indeed, this choice yields, from 
eq. (4.16), 



























afluc + afluc  + o.fluc = 0. 	 (4.19) xx 	yy 	ZZ 
By choosing a new set of ai at each lattice site r and time step t, it is then easy to 
verify from eqs. (4.16) and (4.17), that the correlations in the fluctuating viscous stress 
are given by 
fluc, 	fluc 
a 	r i ,t i )a 5  (r2, t2) >= 




D 2 (D + 2)2A [aYP6 
+ 	- 	6(ri - r2)6t,i 2 . 	 ( 4.20) 
Eq. (4.20) is very similar to the expression for the fluctuating stress in a real fluid in the 
framework of fluctuating hydrodynamics, eq. (4.3). We will in the following paragraph 
establish a fluctuation-dissipation theorem linking A to the effective temperature of the 
fluid. 
4.2.3 The fluctuation-dissipation theorem 
The derivation of the fluctuation-dissipation theorem for the fluctuating LBE method 
is due to Ladd [25]. We will not give here the full development but only the major 
ideas behind the derivation. 
The starting point is to write an evolution equation for the transverse momentum 
density in k-space, j j (k,t) = j(k,t). (1— kk/k 2 ), similar to the evolution equation in 
k-space for the distribution functions ft used in §3.6, eq. (3.123). Here, j(k,t) is the 
discrete Fourier transform of the momentum density j(r, t), defined as 
j(k,t) = E j(r,t)exp[ik . r]. 	 (4.21) 
rEV 
This evolution equation contains the momentum flux tensor H = 	- o.1 - 0.fluc 
and the idea is to cast the equation into the form of a Langevin equation, H being 
separated into a dissipative part and a rapidly varying fluctuating part. As shown in 
§3.3.6, the viscous stress a' relaxes rapidly on time-scale t 1 to its Navier-Stokes form, 
eq. (3.91) with j = pu, 
1 c2 	9j + Oj 	2 9j 
= .AD + 2ri 	- 	
—6), 	 (4.22) 
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where ) is the eigenvalue of the collision operator associated with the stress modes and 
summation over repeated indices is implied. This constitutes the dissipative part of 
the momentum flux. There are however fluctuations of the velocity gradients on the 
time-scale t 2 , which contribute the additional term ij, to the viscosity, see eq. (3.94). 
This part of the viscous stress is retained in the total fluctuating stress, denoted E(r,t), 
so that 
Eceo 	
1 c2 	c9j + 8j 
- 
2 Oj, 
= - )D + 2Ori 	
—5)]. 	(4.23) 
Density fluctuations have been ignored because they do not couple to the transverse 
momentum fluctuations and the nonlinear pTii term has been omitted because only 
small fluctuations are considered. With eq. (4.23), the Langevin equation for jj can 
be written and solved. The link with "real world" is made by equating the zero time 
momentum fluctuations to those in real fluids. For a molecular fluid of N particles of 
mass m, equipartition yields [65] 
<jj(k) .jj(–k)> 
2 	N 
vj >= 2NmkBT = 2PVkBT, 	(4.24) 
i,j=1 
where V is the volume of the system and kB is the Boltzmann constant. The fluctua-
tions are considered equivalent along the three spatial dimensions so that the factor 
accounts for the missing longitudinal fluctuations. Using this result and taking the hy -
drodynamic limit (k - 0) of the solution of the Langevin equation for j 1 , the following 
fluctuation formula for the viscosity is obtained, 
I 	 CO 
IOVkBT = <>(0)E(0)> + E < 	 ( 4.25) 
where 
E(t) = 1: 	t), (4.26) 
rEV 
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This expression is clearly the discrete equivalent of the Green-Kubo relation for molec-
ular liquids [65], the summation being a discretisation of an integral. 
The next step is to consider the time evolution of the stress tensor in the fluid. 
The total stress fluctuations are independent of the propagation of the distribution 
functions from lattice site to lattice site. They vary only because of the collisions and 
the addition of the random stress tensor Thus, the time evolution of E(t) can 
be written 
E(t + 1) = (1 + .\)E(t) + 	fltLC(., t). 	 (4.27) 
rEV 
Calculating the correlations < E(t)E(0) >, noting that < a(r,t)E(0) >= 0 for all 
t > 0 because 0.fluc  is a purely random tensor, yields, by recurrence, 
< E(t)E(0) >= (1 + ))t < E(0)E(0)> . 	 (4.28) 
Thus, from eq. (4.25), using the geometric series >(1 + A)t = —1/A and with the 
dissipative definition of the viscosity (eq. (3.95)) io = —( + ), a link is finally 
obtained between the effective temperature and the zero time correlations of the total 
fluctuating stress, 
	
PVkBT = D+ 
2 	
(4.29) 
The last step needed to complete the fluctuation-dissipation theorem is to relate 
< 0)E,(0) > to the zero time correlations in the random fluctuating stress, eq. 
(4.20). This is done once again by noting that eq. (4.27) is a Langevin equation for 
the stress, the random term being >rEV  of 
1UC(.,  t). The solution of this equation then 
yields [25] 
V 





AV 	b 2 c8 
—2A - A 2 D 2 (D + 2)2 	
+ oo - 	 ( 4.30) 
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the last equality following from eq. (4.20). Combining eqs. (4.29) and (4.30), an 
expression for the variance of the random fluctuations A as a function of the effective 
temperature is obtained, 
1 Pc2  1 1 1 kBTA2D (D + 2)2 = 2I1OkBT,\2D (D + 2)2 	(4.31) 1+2A = —2 	 A + 	 b2 c8 	 b2 c8 
the last equality following from the dissipative definition of the viscosity, eq. (3.95). 
This is the fluctuation-dissipation theorem for the fluctuating LBE method, constructed 
so that the dissipative expression for the viscosity and the fluctuation expression eq. 
(4.25), are consistent. The correlations in the random fluctuating stress, eq. (4.20), 
can now be rewritten as 
fluc 	fluc 
< O 	(ri ,t i )o 5 (r 2 ,t2 ) >= olo
2?7OkBTA 2 	+ 5a686y - 	af36 y8] ö(ri - r2)t1t2. 	(4.32) 
Eq. (4.31) defines the temperature T of the fluid as a function of the parameters of 
the lattice, the variance of the fluctuations A and A. For the special case A = —1, 
eq. (4.32) reduces to the Landau- Lifschitz result in a real fluid, eq. (4.3). This case 
has already been discussed in 3.4.3; the stress modes are relaxed instantly to their 
equilibrium value and only the random part of the fluctuating stress gets propagated 
at each time step, see eq. (4.27). The viscosity of the fluid is purely determined by 
the collision operator and is thus not altered by the stress tensor fluctuations. It is 
temperature independent. 
We have verified this fluctuation-dissipation theorem by computing in a LBE fluid 
the decay of the transverse momentum autocorrelation function <jj(k,t).j j (—k,0)> 
for several wave-vectors k. Due to the periodic boundary conditions used in the 
simulations, k has to be commensurate with the computational box size L, so that 
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Figure 4.1. Decay of the transverse momentum autocorrelation function on a log-
linear scale. The dots are the computed data, with error bars representing the standard 
deviation of the average over 100 independent samples. The solid line is the theoretical 
prediction, eq. (4.33). System size is 10 x 10 x 10, k = 2' (10 0). 
k = (lx + my  -f  nz), where x, y and z are the unit lattice vectors and 1, m and n are 
integer numbers so that 1 < 1, m, n < L. The momentum density j(k, t) was computed 
from eq. (4.21) and projected onto a unit vector perpendicular to k to obtain j j . The 
ensemble average was obtained by averaging over a number of different computational 
runs, performed with a D3Q14 lattice (3.5) using a unit-relaxation time BGK collision 
operator (see §3.4.3). The theoretical result for the decay of j j is [65] 
<j 1 (k,t) .j j (—k,O) >= 2pVkBTexp[—vk 2 t], 	 (4.33) 
where v is the kinematic viscosity of the fluid. We plot in fig. 4.1 a typical result 
of our computations, compared to the theoretical result (4.33) using kBT  as obtained 
from eq. (4.31) and the kinematic viscosity u = iio/p from eq. (3.95). We stress that 
there are no adjustable parameters in this comparison. It can be seen that both the 
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computed zero-time fluctuations, proportional to the temperature, and the slope, given 
by the kinematic viscosity, are in good agreement with theory; the slight discrepancy at 
small times does not exceed 5%. We therefore conclude that the fluctuation-dissipation 
theorem is obeyed in the pure fluid. 
4.3 Summary 
It was shown in the present chapter that by adding fluctuations to the stress tensor 
of the LBE fluid, classical fluctuating hydrodynamics can be simulated. A fluctuation-
dissipation theorem links the amplitude of the fluctuations to an effective temperature 
and the viscosity of the fluid. As illustrated in the following chapters, this method, 
coupled to the solid-fluid boundary methods discussed 5, can be successfully used to 
simulate the Brownian motion of colloidal particles. In particular, it will be shown 
in §5.3.2 that the velocity autocorrelation of an isolated particle exhibits the correct 
algebraic decay; in §5.3.3 and §6, the method will be successfully used to evaluate the 
transport coefficients of concentrated colloidal suspensions. 
Chapter 5 
Solid boundaries in the LBE 
fluid 
"Well, on with the details, which is the life of it - 
J. Kerouac, Desolation Angels 
was seen in chapter 3 that the linearised lattice Boltzmann equation 
,BE) method is an efficient method for the numerical solution of the 
compressible Navier-Stokes equation; alternatively, with a simplified 
iuilibrium distribution, the Stokes equation can be numerically solved. 
s we wish to simulate a colloidal suspension, a method of including 
oving solid boundaries into the LBE fluid is necessary. A hydrodynamic 
stick boundary condition has to be imposed at the boundary S, so that, 
if u(r) is the velocity field in the fluid and U(r) is the velocity at a point r of the 
boundary, 
u(r) = U(r) 	for r E S. 	 (5.1) 
For stationary boundaries, U = 0, the so-called bounce-back method has been 
120 
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used extensively since the emergence of the LGA/LBE methods. The stick boundary 
condition is enforced by marking certain lattice nodes near the surface as "boundary 
nodes", denoted here r&,  and by reflecting the incoming distribution functions on link c2 , 
fI(rb), back into the direction c_ 1 —ci without applying the usual collision operator. 
The LBE collision phase followed by the propagation phase is thus (see fig. 5.1), 
f(r&,t) = f_ 2 (rb,t) 
f1(rb+cI,t+1) = ci j,(rb, t). 	 (5.2) 
Several authors [120] [121] have analysed the behaviour of the fluid velocity field near 




Figure 5.1. Definition of nodes and distribution functions for the BBL method. 
such a boundary and have concluded that the stick boundary condition applies at 
halfway between the boundary node and the first fluid node (see fig. 5.1) 
u(rb + c) = U = 0. 	 (5.3) 
Computing the local momentum density of the fluid before and after the boundary rule 
has been applied yields the force onto the boundary due to the boundary condition. 
For moving boundaries, a generalisation of the bounce-back rule has been developed 
for LGA models by Ladd and Frenkel [20] [21] [22]. The idea is to modify the incoming 
distribution functions so that the local fluid, velocity is changed to the velocity of 
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the surface and a stick boundary condition is thus implemented. This is achieved by 
exchanging momentum density between the two sides of the boundary, causing a local 
force density to be exerted onto the boundary. The total force and torque on the surface 
are obtained by summing the local forces and their contributions to the torque over 
the surface and are then used to update its position and velocity according to the laws 
of Newtonian mechanics in the manner of a molecular dynamics simulation [3]. 
For LBE models, this generalised bounce-back rule has been successfully adapted 
by Ladd [25] [26]; however, by placing the boundary nodes not on but in between lattice 
nodes, he has complicated the algorithm: instead of having a purely local update at 
the lattice nodes, information between neighbouring nodes has to be exchanged during 
the collision phase. 
One of the aims of the present work is to develop and test a boundary ruke that 
conserves the locality of the LBE method. As analytical investigations of the effects 
of these rules on the fluid are only possible in the simplest of geometries, the only 
way of reliably testing them is to use them in simulations and compare the results to 
independent calculations. In §5.1, we present several such numerical tests and after 
a short presentation of the boundary rule pioneered by Ladd [25] (5.2.1), alternative 
methods are described and their performance evaluated. On the basis of these tests, 
two of the methods, the "bounce-back rule on the nodes" (5.2.2) and the "forcing 
method" (5.2.3), are rejected while the new "relaxed bounce-back rule on the nodes" 
(RBBN) (5.2.4) will be adopted as the method used in the remainder of this work. 
In addition to the boundary methods, further small changes to the general algorithm 
are proposed which simplify the simulations. These are introduced in the context of 
the RBBN boundary method in §5.2.4. Finally, in §5.3, additional tests of the RBBN 
method are presented. 
The contents of this chapter have been partially published in ref. [122]. 
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5.1 Numerical tests 
In this section, different numerical tests to evaluate the boundary rules are presented, 
all relating to physical properties of colloidal suspension. Thus, in §5.1.1, a method 
to calculate the translational and rotational friction coefficients of periodic arrays of 
spherical particles is introduced. From the low particle volume-fraction results, the 
so-called hydrodynamic radius of the spheres is determined by fitting the translational 
friction to an exact analytical solution. Due to the discrete nature of the representation 
of a surface on the lattice, it is necessary to introduce such a radius characterising the 
size of the spheres relative to their interactions with the fluid. In §5.1.2, a method 
to calculate the hydrodynamic interactions between two spheres is presented and in 
§5.1.3, methods to calculate three transport coefficients of fixed equilibrium configura-
tions of hard spheres are introduced. The permeability K, the short-time self-diffusion 
coefficient DS and the collective mobility p are calculated, all three depending on the 
many-body hydrodynamic interactions. These numerical tests will show whether these 
interactions are reproduced correctly by the boundary methods. 
5.1.1 Friction coefficients of periodic arrays 
As introduced in §2.1.3, the friction tensors 	and 	relate respectively the velocity 
and angular velocity of sphere i to the force and torque on sphere j. In the symmetric 
geometry of a simple cubic lattice of particles, these tensors are isotropic and reduce to 
single independent components, the translational friction e  and the rotational friction 
e'. eT  relates the drag force F drag on a sphere within the array to its velocity U, 
Fdrag = —(U. Similarly, Tdrag = e'cz, where Tdrag is the torque on the sphere and 
1 its angular velocity. 
To determine T  [26], a sphere of radius a is placed into a fluid box with periodic 
boundary conditions; as the sphere will interact hydrodynamically with its periodic 
images, this is equivalent to simulating an infinite array of spheres. The particle is held 
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stationary (U = 0, Q = 0) and a uniform force density is applied throughout the box 
to simulate a pressure gradient in the fluid. To this effect, an increment 
bfi = . Cl (5.4) 
is added to the distribution functions at each lattice node and each time step, with Sj 
an arbitrary constant vector. Using the definition of the local mass and momentum 
densities, eq. (3.32), and the symmetry relations (3.45), it is then found that the 
changes Ap and Lj in the local mass and momentum density are 
	
zp=>Jp,5f1 =0, 	zj=pf1c1=öj. 	 (5.5) 
Thus the local mass density remains constant, while fluid momentum is transferred 
into the direction of 5j. A macroscopic pressure gradient is therefore set up in the cell 
with Vp = öj [26]. 
For simplicity, the increment is added along one of the main directions of the lattice, 
say bj = The creeping-flow equations being linear, this choice of a preferred 
direction does not lead to a loss of generality and results for arbitrary 6j can be obtained 
by simple superposition. The fluid velocity u r (r) is measured at each node after half 
the increment 8j has been added and the volumetric flow rate UV is 
Uvj>Jux(r), 	 (5.6) 
rEV 
where V is the volume of the box. The measured force on the sphere at steady state 
(once the system has reached equilibrium) is Fdrag = Vöj, [26] and the translational 
friction coefficient is then computed from T = Fdrag/Uv. 
R is computed by measuring the steady-state torque Tdrag  on the sphere rotating 
at a fixed angular velocity Il, 	= Tdrag/Il. 
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Due to the discrete representation of any surface on the LBE lattice, it is not 
possible to define a particle radius a priori. An effective hydrodynamic radius can 
however be computed by fitting the numerical results for T  at low 4 (about 3 - 5%) 
to the analytical expression [123] [26] 
67r77oa - 1 - 2.837 +4.19 	- 27.4, 	 (5.7) - 
where L is the box size and 67rijoa is the friction coefficient of an isolated sphere. This 
hydrodynamic radius may depend on the viscosity of the fluid (see table 5.2); however, 
it is treated as a constant defining the particle once the viscosity has been fixed. 
5.1.2 Hydrodynamic interactions between two spheres 
We have discussed in §2.1.3 the hydrodynamic interactions between two spheres. As 
the interparticle gap diminishes, the lubrication forces diverge, see eq. (2.25), and the 
reproduction of this divergence presents a good test for the numerical method. 
The simulation comprises a periodic unit cell of dimensions 2L x L x L, with the 
two equally-sized spheres located at (L ± 1 L, L, L) [26]. The two spheres have 
translational velocities U and —U and in particular the two cases where U = Ue 
and U = Ue will be of interest here, the spheres moving respectively parallel to or 
perpendicular to their line of centres. In these symmetrical configurations, the friction 
tensor reduces to single coefficients, and respectively. 
In our simulations, the spheres are kept fixed by being assigned an infinite mass. 
As the mass does not influence the forces on the particles, this is a valid method which 
allows for the hydrodynamic interactions between two spheres at a fixed interparticle 
distance to be investigated. The friction coefficients are obtained by computing the 
forces F 1 ' = F"e or F1 = F1 e on a sphere as steady-state is reached, 11 = F11"/U. 
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5.1.3 Transport coefficients 
The permeability K of a fixed (Uj = 0) configuration of spheres (e.g. a colloidal 
crystal) relates the volumetric flow rate UV through the configuration, eq. (5.6), to the 
pressure gradient Vp, 
Uv = —(K/r10)Vp. 	 (5.8) 
K is computed in a similar fashion to the translational mobility in §5.1.1: a uniform 
force density Sj is added to all the nodes in the system creating a pressure gradient 
Vp = Sj in the fluid. At steady state, the volumetric flow rate U V is calculated and 
K determined from eq. (5.8) [26]. It is then averaged over a number of different equi-
librium configurations of spheres. 
For the short-time collective mobility ,u and the short-time self-diffusion D, the 
physical time-scale investigated is such that the particles do not move over a significant 
distance compared to their radius, TB <<t << TR and thus do not interact directly (see 
§2.1.3). In the simulations, the particle positions are therefore kept fixed, thus enforcing 
an effectively infinite separation between the relaxation of the velocities of the particles 
on time-scale TB and the relaxation of their positions on time-scale TR. While their 
positions are fixed, the particles do nevertheless have instantaneous velocities, which are 
updated according to the forces F acting on the surfaces [3] (see however the discussion 
in §5.2.2), 
U(t + t) = U 2 (t - it) + 
F(t) 
—--Lt, 	 (5.9) 
where M is an arbitrarily assigned mass. 
i describes the velocity response of all N spheres to an external force Fex t [26], 
<:1u> - <>i,jPi.j  Fe xt/N> 	1 1 = --tr <  
Fex i 	 3 N 
20 
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where jA ij are the mobility tensors and 	= lFext I. The methodology for determining 
it is then as follows: the external force 	is divided equally between the N spheres 
and balanced by a force density 5j = Fert/V applied to all the nodes in the system. 
This last step ensures that the total volumetric flow in the system is zero [26]. The 
velocities U, of the particles are then measured and, once steady-state is reached, 
IL  = _(6 irijoa )< >:U> 
/lo 	 Fe't 	' 	 (5.11) 
where /to = (67rioa) 1  is the infinite dilution result, eq. (2.16), and the ensemble 
average is taken over a number of different equilibrium particle configurations. 
The short-time self-diffusion coefficient D S is obtained in a similar way to la  by 
calculating the velocity response of a single particle to an external force F ext. Then, 
	
<U1>11 	
>'?[ 	 (5.12) Its = - 	- -- tr < 
Fex t 	3N kT'  
where the generalised Einstein relation and result (2.70) for D S have been used. The 
methodology to calculate D is then clear: the external force is applied to a sphere 
and balanced by a force density öj = Fert/V in the fluid. is is computed and 
D s - Ps 
D0 -10 
(5.13) 
where D0 is the isolated particle result, D S  = kBT/J.LO, eq. (2.35). Again, the results 
are averaged over a number of different equilibrium configurations of particles. 
Only purely dissipative methods to calculate the transport coefficients have been 
described so far. No fluctuations are added to the fluid and the simple Stokes equation 
is solved by the LBE method. It is however also possible to obtain some of the trans- 
port coefficients via a fluctuating method and these calculations will be presented in 
§5.3. 
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The results for the transport coefficients obtained from simulations of a finite num-
ber of spheres in a periodic box are not the transport coefficients experimentally de-
termined in a quasi-infinite system. To obtain those coefficients from our simulations, 
certain finite-size corrections have to be applied to the numerical results and we will 
come back to this point in section §6.1.2. Since the aim of the present chapter is only 
to test the boundary methods, the results presented here are not finite-size corrected 
and are compared with independent numerical computations on identical finite and 
periodic systems. 
5.2 Boundary methods 
In this section are presented different methods for the implementation of stick boundary 
conditions on moving boundaries in the LBE fluid. We first briefly review the method 
introduced by Ladd [25] [26] in §5.2.1; possible alternatives to this method are evaluated 
in §5.2.2, 5.2.3 and 5.2.4 alongside the results of the numerical tests obtained for the 
respective boundary rules. It will be seen that only the so-called "relaxed bounce-back 
at the nodes" (RBBN) method, §5.2.4, is a valid alternative to Ladd's method, pro-
ducing excellent result in the computation of the transport coefficients. In addition to 
the boundary rules, two simplifications of the general LBE & solid particles algorithm 
are introduced; while they are presented here in the context of the RBBN method in 
§5.2.4, they are valid for all methods. 
For all the simulations, a D3Q14 LBE model has been used (see §3.5) with the unit-
relaxation time (r = 1) BGK collision operator described in §3.4.3, unless otherwise 
stated. We denote by f'(r, t) the post-collision distribution function, see eq. (3.118), 
f' (r, t) = f(r, t) - f(r, t) - 
fie q 
 (r, t) 
(5.14) 
T 
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The hydrodynamic stick-boundary condition for a sphere of radius a, whose cen-
tre of mass is located at R and whose velocity and rotational velocity are U and fl 
respectively, is (eq. (2.14)) 
u(rb) = u 	U(t) + l(t) x (r - R(t)), 	 (5.15) 
where rb is the position of a boundary node. The location of the boundary nodes with. 
respect to the particle surface depends on the boundary method and will be described 
in the following subsections. 
5.2.1 Bounce-back on the links (BBL) 
This method is the implementation of the generalised bounce-back rule introduced by 
Ladd [25] [26]. The particles are mapped onto the lattice by projecting a spherical 
surface of radius a onto the lattice, centered at R, and placing the boundary nodes 
halfway on the lattice links cut by this surface, as illustrated in fig. 5.2. Note that in 
figures 5.2 through 5.4, a simple square lattice has been chosen for simplicity; this is 
not representative of the lattice used in the simulations. A more precise representation 
of the particle surface is obtained if a larger input radius a is chosen. The particles do 
not have to be centered on a lattice node, R being a continuous variable. The number 
of boundary nodes for a given surface can thus vary according to the location of R and 
we will come back to this point in §5.2.3. 
For this method, the interior and the exterior of the particle are treated in a similar 
fashion, resulting in fluid on both sides of the boundary. The boundary rule described 
below however decouples the two fluid regions so that fluctuations in the interior have 
no effect on the exterior flow. The only reason to keep the interior fluid is one of com-
putational simplicity; for a moving particle, no fluid has to be "created" at the lattice 
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Figure 5.2. Mapping of a circular particle onto a square lattice for the BBL method. 
The boundary nodes are marked by the black squares. 
nodes that were inside the particle before its displacement. In the creeping-flow regime, 
the interior fluid relaxes to a rigid-body motion characterised by the particle velocity 
and; it then exerts no force or torque on the particle but adds an additional mass 
and moment of inertia. This has been verified by simulations of oscillating spheres [ 26], 
where the results deviate from the theoretical predictions only at very high frequencies. 
A time step of the algorithm proceeds as follows: the LBE collision phase is imple-
mented at all lattice nodes. During the propagation phase, if a link is occupied by a 
boundary node r, = r+ 1 c2 (see fig. 5.3), there are two incoming distribution functions 
at this node, f(r, t) and f '  i (r + c, t). The velocity ub associated with the boundary 
node rb is defined by eq. (5.15). For a stationary boundary, u, = 0, the propagation 
phase is completed by simply reflecting the incoming populations, 
f2(r+c1,t+1) = f1(r+c,t) 	
(5.16) 
f_(r,t+1) = f(r,t). 
When Ub 54 0, momentum density is transferred across the boundary surface, in the 
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Figure 5.3. Definition of nodes and distribution functions for the BBL method. 
direction of movement of the colloidal particle, 
f2 (r + c, t + 1) = f' 1 (r + c, t) + 2S11b 	
(5.17) 
f_(r,t+1) = f(r,t) - 2 Tub .cl. 
Here p is the average density at nodes r and r + c, and b, c2 and D are the lattice-
dependent parameters introduced in §3.3.2. 
By rearranging the populations only among opposite pairs of velocities, the local 
mass density and the stress tensor, which are both even moments of c2 , are not affected. 
The conservation of fluid mass is of course necessary. The conservation of stress ensures 
that the velocity gradients are unchanged and the gradients at the particle surface 
match those in the fluid, thus preventing the formation of a boundary layer at the 
surface. The exact form and amount of momentum density transferred ensures that 
any distribution function consistent with a fluid velocity u = Ub is unchanged by the 
collision rule [25]. It can then be shown that the hydrodynamic stick conditions apply 
at rb [25]. 
As a result of the boundary rule (5.17), local forces, denoted f(rb,t), are exerted 
on the solid at the boundary nodes. These forces are computed from the difference in 
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momentum along the link ci before and after the boundary rule has been applied [25], 
f(rb, t) = —[f(r + ci, t + 1) - f_ 1 (r, t + 1) - f,'(r, t) + f ' i ( r + c 1 , t)]c. 	(5.18) 
From these local forces, the total force on a given particle is obtained by summing 
f(rb, t) over all the boundary nodes associated with that particle and the torque is 
obtained by summing f(rb, t) x (rb - R). 
The disadvantage of this method is that the boundary nodes are situated on the 
links rather than on the lattice nodes. While information has to be exchanged in any 
case between neighbouring nodes during the propagation phase of the LBE algorithm, 
the implementation of the boundary rule, eq. (5.17), requires further communication 
between the two lattice nodes enclosing the boundary node, thus complicating the total 
algorithm. 
As shown by Ladd [26] this method works well in simulating solid-fluid boundaries 
both in the creeping-flow regime and at higher Reynolds numbers. The translational 
friction coefficient as well as the transport coefficients are obtained with very good 
precision at all particle volume-fractions for spheres with radii a = 4.5. The results for 
the rotational friction are slightly less good and at the highest particle volume fractions, 
spheres of radii a = 8.5 and more must be used. For the hydrodynamic interactions 
between pairs of spheres, the overall agreement of the LBE results with independent 
calculations is good. However, at interparticle separations of one lattice spacing and 
less, the computed interactions reach an asymptotic value and do not reproduce the 
divergence predicted by lubrication theory. 
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Figure 5.4. Mapping of a circular particle onto a square lattice for the BBN method. 
The boundary nodes are marked by the black squares. 
5.2.2 Bounce-back at the nodes (BBN) 
The obvious way around the complication noted for the BBL method is to place the 
boundary nodes on the lattice nodes. This was implemented in the early LGA simula-
tions of Ladd and Frenkel [21] but then abandoned in favour of the BBL method for the 
better resolution of the particles this latter method provides. We show here however 
that the BBN method cannot in fact be used for LBE simulations, due to non-relaxing 
fluid between boundary nodes of neighbouring particles. 
In the BBN method, the lattice nodes which are closest to the shell of radius a are 
marked as boundary nodes. This is is illustrated in fig. 5.4. The immediate drawback 
of this method is that the resolution of the particle on the lattice is reduced because 
there are fewer boundary nodes for a given size particle. 
A time step of the algorithm proceeds as follows: the LBE collision phase is im-
plemented at all lattice nodes except at the boundary nodes. At these nodes, for a 
stationary boundary, Ub = 0, the distributions fI(rb, t) and f_ 2 (rb, t) are exchanged for 
all velocity directions, see fig. 5.5. The time step is then completed by implement-
ing the normal propagation phase. This is the simple bounce-back method studied by 
Cornubert et. a] [120], who showed that the stick boundary condition applies halfway 










Figure 5.5. Definition of nodes and distribution functions for the BBN method. 
between the boundary node and the first fluid node, at r, + 1 ci, see fig. 5.1. By not 
implementing the LBE collisions at the boundary nodes, the stresses on either side of 
the boundary are left unchanged and the velocity gradients are thus continuous near 
the boundary. Moreover, the fluid regions in the interior and exterior of the particle 
are decoupled. 
For a moving boundary, ub 0, the distributions of opposite velocity directions are 
exchanged and momentum density is transferred, as for the BBL method, 
f2(rb + c, t + 1) = f_1(r&, t) + 2p(rb, t)ub C 2 	
(5.19) 
- c 2 , t + 1) = fI(rb, t) - 2-p(rb, t)ub c 2 . 
Again, mass and stress are not influenced by this exchange of momentum density. It 
can be shown that for simple shear flows the stick boundary conditions apply at r, + I c2 
into the fluid, as for the stationary boundary. Thus, no additional boundary layer is 
created by the momentum density exchange. 
This method has been used and studied extensively for stationary boundaries, and 
some calculations on moving boundaries have been successful in conjunction with the 
LGA method [21]. However, we have found during the present study that it generates 
unphysical behaviour when used in conjunction with the LBE method. It was noticed 
f_ 1 (r 1 ,) 
, t) 




Figure 5.6. Two neighbouring lattice nodes r 1 and r2 = r 1 + c2 as boundary nodes 
for particles 1 and 2 respectively. 
that no steady fluid flows could be reached at high particle volume-fractions and thus no 
steady forces on the particles. We believe that this is due to the following mechanism. 
At high particle concentrations, it is very likely that two neighbouring lattice nodes 
are boundary nodes for two different particles, as illustrated in fig. 5.6. Denoting 
r 1 and r2 = r 1  + c 2 as the positions of the two nodes and Ub 1 and ub2 as the local 
solid-body velocities at r 1 and r2 respectively, it can be shown that the distribution 
functions f_(r 1 ) and f1 (r2 ) are isolated from the rest of the fluid. Starting at time 
t with f_(r i ,t) and f1 (r 2 ,t), propagating the distribution functions and applying the 
boundary rule yields 
f_ 1 (ri,t+ 1) = f(r 2 ,t)— 2 - pub2 .cj, 	
(5.20) 
f(r2,t+ 1) = f_(r1,t)+2q-pu&1 Cj. 
Supposing Ub1  and u&2 change negligibly at t + 1, a further time step yields 
f_ 1 (ri,t+2) = f1(r2,t+1) - 2 - pub2 .c 
= f_ 1 (r i , t) + 2 - pu& 1 . c - 2pu 2 . c, bC2
(5.21) 
f(r2,t+2) = f_(ri,t+ 1)+2-pub1 
= f2 (r2 , 1) - 2-pub2 . ci + 2pub, C. 
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Since the relative mobility of a pair of almost touching spheres is small, ub1  and ub2 




f(r2, t + 2) 	f1(r2 , t). 
The two populations therefore bounce back and forth between the two boundary 
nodes without being affected by the LBE collision phase and therefore without relaxing 
to the general fluid motion. At high particle concentrations, the number of confined 
links can be significant and can hinder the establishment of a steady flow in the sys-
tem. We tested this hypothesis by generating configurations of particles such that no 
confined links were present and were then able to reach steady flows. However, such 
configurations are not thermodynamic equilibrium distributions and will therefore not 
yield the correct transport coefficients, even at low volume particle concentrations. The 
calculations of ref. [21], where the hydrodynamic interactions between pairs of spheres 
were computed were only possible because the neighbouring spheres were forced to have 
opposite velocities. This situation will usually not occur in many-particle suspensions 
where, due to the hydrodynamic interactions, Ubi ub2. We conclude that the BBN 
method is not suited for colloidal suspension simulations. This result does not seem to 
have been appreciated so far: the choice of the BBL over the BBN method in recent 
work [25] [27] [26] was solely motivated by the better resolution of the particle surface 
on the lattice that the BBL method provides. 
The situation where two adjacent lattice nodes are boundary nodes for the same 
solid particle is very common. Following the development above, it can be seen that 
"trapped" distribution functions will also exist in that case but, being contained within 
the solid particle, they do not influence the flow outside the particle. However, the 
presence of these distribution functions propagating back and forth between two neigh-
bouring nodes implies that the forces on the particles oscillate around a mean value 
with a period of two time steps. This is the case with all boundary algorithms based 
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on the generalised bounce-back rule [25] and to overcome this difficulty, which can 
lead in certain cases to unstable flow fields, it is necessary to average the forces and 
the fluid velocities over two consecutive time steps, thus cancelling the oscillations. 
Instead of the update rule (5.9) for the velocities U 2 and angular velocities f1 i of the 
solid particles, a time averaged rule has to be used so that 
U1(t+2) = U1(t)+ 
(5.23) 
!1(t + 2) = p1(t) + 
MI 
where 
= F2 (t) + F(t ± 1) 
. 	
- T(t) + T(t + 1) 	 (5.24) 
- 	2 
M and MI = 2Ma2 /5 are respectively the mass and moment of inertia of the solid 
particles. The particles are not updated at t+ 1; the only change in the system between 
t and t + 1 is the evolution of the fluid resulting in a new force F(t + 1) on the particles. 
This is the reason for the nomenclature ,(t) and not (t + 1/2). 
A further important point concerns the magnitude of M and MI. For small values 
of these parameters, the simulations are unstable, as the increment of velocity per time 
step is too large compared to the velocity of the particles. Physically, the colloidal par-
ticles are much more massive than the fluid molecules so that their velocity increments 
are expected to be small [26]. The momentum density or force exchanged per time step 
and surface area with the generalised bounce-back methods is approximately —2pub, 
see eq. (5.19). Integrating this over the surface of the particle and using eq. (5.23), 
the change in velocity i.U, per time step is 
U(t + 2) - U2 (t) = (t) 	—2pfU1S 	
(5.25) 
2 	 M p3V 
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where P1  and  Ps  are the densities of the fluid and of the particle respectively and S 
and V are its surface and volume respectively. Denoting r the ratio of particle to fluid 
density, a criterion for the stability of the algorithm is obtained, [26] 
Au i = 
6 
 Ui <Ui, 	 (5.26) 
ra 
For the angular velocity, the 6 is replaced by a 10 so that a stable solution is expected 
for r > 10/a [26]. Recently, an updating scheme has been proposed that allows for 
the use of neutrally buoyant particles, r = 1 for all particle radii [124]. However, this 
method complicates the algorithm and is not necessary in the present simulations. We 
have fixed the ratio to r = 5 in all our simulations. 
5.2.3 Forcing method (FM) 
We next investigate a method proposed by Chen [125] which differs considerably from 
the generalised bounce-back scheme and is perhaps intuitively more attractive. It will 
however be shown that this method does not reproduce correctly the many-body hydro-
dynamic interactions and can therefore not be used for colloidal suspension simulations. 
For this method, all the lattice nodes within the shell of radius a are marked as 
boundary nodes (see fig. 5.7). This nomenclature is incorrect here as the interior 
nodes of the particle are not on its boundary. Nevertheless, we will continue to use 
this term to denote those lattice nodes where a special boundary rule is implemented. 
This rule takes effect at the same time as the collision phase at the fluid nodes: instead 
of updating the distribution functions at the boundary nodes with the usual collision 
operator, they are simply forced to the equilibrium distribution consistent with a local 
velocity ub(rb). The normal propagation phase at all nodes then completes the time 
step. Thus for simulations in the creeping-flow regime (see §3.3.7, eq. (3.102)), 
fi(rb+ c,t + 1) = fie (rb,t) 
= p(rb,t)D 
b 	+ 
— p(rb, t)ub(rb, t) . c. 	(5.27) 





Figure 5.7. Mapping of a circular particle onto a square lattice for the forcing method. 
The boundary nodes are marked by the black squares. 
The stresses are thus not conserved by the boundary rule but forced to their equi-
librium value. A boundary layer is thus created in which the velocity gradients in the 
fluid match their equilibrium values at the particle boundary. It can be shown [37] 
that for planar Couette flow, the stick boundary condition then holds at 1 b + x0c, into 
the fluid, where ib denotes boundary nodes in contact with the fluid, see fig. 5.7. The 
width of the boundary layer is x 0 = 1 + 1/\ where \ = —hr is the eigenvalue of the 
collision operator associated with the stress relaxation. 
In fig. 5.8 the results of the computations of the transport coefficients with the 
forcing method are reported for three different particle sizes, expressed in terms of lat-
tice spacings. These results are averaged over 96 equilibrium configurations of N = 16 
spheres, generated with a standard hard-sphere Monte Carlo program [3] and are com-
pared to independent numerical calculations which can be considered exact [15]. The 
inverse permeability Ii' is normalised by the low density limit It1 = and our 
data compare rather well with the independent computations except at high 0 , where 
very large particles would be necessary for accurate results. The collective mobility IL, 
normalised by the isolated-sphere result yo = (67r77aH) 1 , is obtained quite accurately 
for relatively small spheres. However, the method fails clearly in the computation of 
the short-time self-diffusion D, normalised by the isolated-sphere result D0 = kBTILO. 
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Figure 5.8. Normalised transport coefficients of equilibrium configurations of N = 16 
spheres as a function of 0 for the forcing method. Results averaged over 96 configura-
tions. The statistical errors are smaller than the plotting symbols. The solid curve are 
results from independent numerical calculations [15]. 
Throughout the concentration range, the numerical results are too large and do not 
seem to improve with increasing particle size. Better results can be obtained by lower-
ing the kinematic viscosity v of the fluid but it was nevertheless impossible to obtain 
consistently good results over the whole range of volume fractions: the viscosity can 
be tuned so as to produce an acceptable result at a given t, but this same viscosity 
would then produce poor results at other concentrations. 
The self-diffusion coefficient DS depends strongly on the hydrodynamic interactions 
between particles [7] [8] and especially on the lubrication forces when the particles are 
near contact [15]. It was found in our computations that the two-body hydrodynamic 
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interactions are not computed accurately at small interparticle distances with the forc-
ing method and this might be the reason for not obtaining the correct D5. A possible 
cure to this problem is the explicit inclusion of the lubrication forces in the simulation, 
as done in Stokesian dynamics simulations [29] or the multipole method [15]. However, 
the results being equally poor throughout the particle concentration range and not just 
at high volume fraction, it is not certain if this modification would improve the results 
significantly. 
In conclusion, it appears that the forcing method is not suitable for the simulation 
of colloidal dispersions. 
5.2.4 Relaxed bounce-back at the nodes (RBBN) 
In the present subsection a new boundary method is introduced, also a generalisation 
of the bounce-back method. The fluid-solid interactions are implemented on the lattice 
nodes and the method produces excellent results in the computation of transport co-
efficients. To our knowledge it has not been applied before, but is similar to a method 
proposed for stationary plane walls by Ziegler [121]. 
The motivation for the relaxed bounce-back (RBBN) method is to try and combine 
the locality of the BBN method with the effectiveness of the BBL method. While 
keeping the boundary nodes on the lattice nodes and using the BBN boundary rule, 
we propose to eliminate the "trapped" distribution functions plaguing that method by 
implementing the LBE collisions at every node, including the boundary nodes. Thus 
f2(rb + c, t + 1) = f 1 (rb, t) + 2p(rb, t) u& Cl, 
(5.28) 
- cj,t + 1) = f,'(rb,t) - 2-p(rb,t)ub C2 . 
Even though the exchange of momentum density leaves the local stresses unchanged, 
the information about the velocity gradients contained in the incoming distributions 
f2 (r5, t) is modified by the LBE collision phase resulting in f'(rb, t). The gradients at 
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the boundary do therefore not match the gradients in the bulk fluid, leading to the 
creation of a thin boundary layer and a somewhat modified fluid velocity distributions 
inside the particles, as will be seen below. These features will however be shown to 
have no influence on the quality of the numerical results. 
Denoting in the following j, the distribution functions after the boundary rule has 
been applied but before the LBE propagation phase, i.e. the right hand side of eq. 
(5.28), the local forces on the particle at the boundary nodes are 
f(rb, t) = -[ 	f(rb, t)c1 - > f 3'(rb, t)c 1 ] = —[( pu)(rb, t) - (pu)'(rb, t)J, 	(5.29) 
where (pu) is the momentum density corresponding to the f and (pu)' that to the f. 
As the LBE collision phase conserves momentum, (pu)' = pu and evaluating (pu) from 
eq. (5.28), using the symmetry relations (3.45), yields 
(pii)(rb, t) = —(pu)(rb, t) + 2pu&, 	 (5.30) 
so that the local force f(rb,t) is, from eq. (5.29), 
f(rb, t) = 2p[u(rb, t) - ubj. 	 (5.31) 
This result shows that the local force onto the sphere is in general non-zero except if 
the stick-boundary condition at the particle surface holds, u(rb, t) = ub. Moreover, 
from eq. (5.30), 
(pu)(rb, t) + (pu)(rb, t) 
- 
- 
PUb 	 (5.32) 2  
and the average velocity at the boundary node is the rigid-body velocity ub.  As momen-
tum is simply exchanged between the particles and the fluid, the total fluid+particle 
momentum is conserved. This is a necessary condition for all boundary methods and 
has some consequences that will be be illustrated in §5.3. 
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Figure 5.9. Idealised model of a particle surface: plane wall between a uniform flow• 
and a uniform shear flow. The open squares are fluid nodes, the filled squares the 
boundary nodes for the wall. 
As an idealised model of the mechanisms at the boundary of a solid particle, a plane 
wall moving at velocity uoe between a uniform flow (representing the flow inside the 
particle) and a simple shear flow (representing the flow outside) is investigated, as 
illustrated in fig. 5.9. We assume the flows to be time independent and invariant 
under translation in the y- and z-directions and use the linear approximation to the 
equilibrium distribution function, eq. (3.102), thus considering flows at zero Reynolds 
number. It is then necessary to find distribution functions which are stationary under 
the boundary rules at the wall and represent the two flows on either side of the wall. 
This problem is solved in appendix H and we here limit ourselves to presenting the 
main results. 
The distribution functions are found to be 
12 = 	+ pD--(uo-7xo)c 2 , 	 x<0 
(5.33) I pD 	 pD fi = + -( uo + 7(x - xo))c - 	 x > 0 
where x 0 = 1/12 and r- is the BGK relaxation time parameter (see 3.4.3). Thus, 
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X 
a uniform shear flow with velocity gradient 'y is set up for x > 0 with a viscosity 
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independent boundary layer of width x 0 = 	The flow is uniform with velocity 
uO - 'yxo for x <0, inside the particle. The average velocity at the wall is found to be 
uo , as expected form eq. (5.32). The force per unit surface of the wall is 
fwaii = llo'yey , 
	 (5.34) 
where 77o is the shear viscosity of the fluid and this result is in agreement with the theo-
retical predictions [4]. It may be surprising that the uniform flow inside the particle has 
not the expected velocity u0 of the wall. The velocity distribution inside the particle 
is however not physically relevant for the simulations, whereas the exact computation 
of the forces on the particles is the essence of the procedure. The analytical results 
presented here have been verified by numerical simulations of planar Couette flow [37]. 
The preceding analysis shows the applicability of the method to a simple flow con-
figuration. In order to test the method for particulate suspensions, we performed the 
numerical tests described in 5.1. Before presenting the results, two technical point are 
discussed, constituting modifications to the general LBE & solid particles algorithm 
proposed by Ladd [25]. The first point concerns the mapping of the particles onto the 
lattice and the definition of the hydrodynamic radius, while the second point concerns 
the treatment of boundary nodes shared by two adjacent particles. 
In 5.1.1 the procedure to determine the hydrodynamic radius aj of a particle 
was described. The low concentration translational friction coefficient is computed and 
fitted to the analytical expression (5.7), from which ajq is extracted. Closely related to 
this computation is the definition of the actual set of boundary nodes that represent 
the particle and define its interaction with the fluid. In the method of ref. [26], each 
particle has an identical set of boundary nodes determined by mapping on the lattice 
the sphere of radius a centred on the lattice node closest to R. For moving particles, 
the mapping is changed as R approaches another lattice node. In our method, we 




Figure 5.10. Two different mappings for two different particles of the same input 
radius for the BBN method. The white square (D) marks a shared node between the 
two particles. 
prefer to determine the boundary nodes by using the sphere of radius a centered on 
the actual position R. This has the clear advantage that the set of boundary nodes 
moves more continuously with the particle and large perturbations of the fluid flow as 
the set is changed are thus avoided. However, this set can vary from particle to particle 
and with time as the particle position changes, as illustrated in fig. 5.10. As the set 
changes, so does the hydrodynamic radius and this problem is solved by determining 
an average hydrodynamic radius aj from a random sample of particle positions. The 
statistical error in the average radius is of the order of 5 parts in 1000. When using the 
average radius, care has to be taken in the computations of the friction coefficients or 
of the two-body hydrodynamic interactions. Indeed, the results of these computations 
need also to be averaged over a number of simulations with different positions of the 
particle or of the pair of particles to be representative of the average radius. 
We now consider the problem of boundary nodes shared by two adjacent particles, 
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as illustrated in fig. 5.10. The procedure described in ref. [26] for updating the 
distribution functions at such nodes is to implement the usual momentum density 
exchange, using however the average of the two local particle velocities as the boundary 
node velocity, see eq. (5.15), 
Ub = [U 1 + 0 1 x (rb - R1 ) + U2  + n2 x  (rb - R2 )]. 	(5.35) 
The resulting local force density is then divided equally between the two particles. As 
shown in ref. [25] for the BBL method, this method leads to a zero local force on the 
particles at rb and has thus the same effect as not implementing the boundary rules 
at all at these nodes. A similar result is easily obtained if this procedure is used with 
the RBBN method and to simplify the algorithm, we thus suggest treating all shared 
boundary nodes as simple fluid nodes where the boundary rule is not implemented. As 
will be seen in the following, this simplification has proved successful. 
We now return to the results of the numerical tests of the RBBN method. The 
computed hydrodynamic radii, averaged over about 100 different positions of the center 
of mass of the particle are presented in table 5.1. aH is found to be consistently larger 
a 2.5 3.5 4.0 4.1 4.2 1 	6.0 1 	12.0 
LaH 2.93 3.97 4.47 1 4.58 4.68 16.47 1 12.47 
Table 5.1. Correspondence between input radius a and hydrodynamic radius aj for 
the RBBN method and BGK relaxation parameter r = 1. The results are averaged 
over 100 different positions R as discussed in the text. 
than the input radius a by about 0.45 lattice spacings. The origin of this systematic 
discrepancy is not fully understood as, by construction of the boundary nodes, see fig. 
5.4, they are as likely to be inside the shell of radius a as outside and the average 
interaction radius with the fluid should thus be close to a. In addition, the analysis of 
appendix H has shown that a boundary layer of width 1/12 is set up by the boundary 
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rule so that aH 	a + 1/12 is expected. This discrepancy is however not of great 
concern, aH being treated as a constant. 
It was mentioned in §5.1.1 that the hydrodynamic radius can depend on the viscosity 
lo of the fluid and this is illustrated in table 5.2 for a sphere of input radius a = 3.5. 
With increasing viscosity, or equivalently with increasing relaxation parameter r, the 
T- 0.6 0.65 0.75 1.0 1.25 
v 1/30 1/20 1/12 1/6 1/4 
aj-j 11 4.12 1 4.10 1 4.06 13.97 13.86 
Table 5.2. Variation of the hydrodynamic radius with the kinematic viscosity v or 
the relaxation parameter r for the RBBN method for a sphere of input radius a = 3.5. 
Results are averaged over 100 different positions R. 
radius can be seen to diminish. For a large enough object, this variation could be 
ignored; in most simulations though, the radii are less than 5 lattice spacings and the 
spheres must therefore be recalibrated each time the viscosity is changed. As we limit 
ourselves in the present work to the creeping-flow regime, the viscosity of the fluid is 
not an important parameter and only the single relaxation time model will be used, 
r=1. 
The results of computations of ( and 	are presented in fig. 5.11. Our data have 
been obtained by averaging over 96 different positions of the sphere and the agreement 
with independent calculations [15] for T  translational friction can be seen to be very 
good over the whole range of volume fractions, even for very small particles with a 
radius of the order of only 3 lattice spacings. The results for are clearly not as 
good at high 0 , especially when compared with the results of ref. [26], obtained with 
the BBL method. Large particles are needed to approach the expected result and the 
reason for this lies in the location of the boundary nodes. For rotational motion, the 
surfaces of neighbouring spheres are in relative motion and the shape of the surfaces is 
thus of importance. As the resolution of the particles is better with the BBL method, 
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Figure 5.11. Translational (eT ) and rotational 	friction coefficients for periodic 
arrays of spheres as a function of 0 for the RBBN method. The data have been 
normalised by the isolated sphere results and obtained by averaging over 96 different 
positions of the central sphere. The statistical errors are smaller than the plotting 
symbols. The solid curve are results from independent numerical calculations [15]. 
smaller particles can be used for this kind of motion. 
A more important test of the simulation method is the computation of the hydro-
dynamic forces between pairs of particles. Our results, presented in fig. 5.12, are again 
averaged over 96 particle positions for a fixed normalised interparticle separation s and 
are compared to independent calculations of the hydrodynamic forces including the 
exact lubrication forces [15]. is in excellent agreement with the independent calcu-
lations. Even for interparticle separations of less than one lattice spacing, our results 
agree remarkably well with lubrication theory. This is a clear improvement over the 
results of ref. [26], where the physically required divergence of the lubrication forces 
was not reproduced for such small particle separations. It is not entirely clear if this 
improvement is due to the RBBN boundary rules or to the treatment of the shared 
nodes which will inevitably be present at such small interparticle distances. The results 
for c-'- are not quite as good for reasons similar to those invoked for R,  mainly the 
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Figure 5.12. Hydrodynamic interactions between pairs of spheres for the RBBN 
method. The parallel (1I) and perpendicular (c-) friction coefficients are plotted as 
a function of the normalised interparticle distance s = R12/aH - 2, where R 12 is the 
center to center distance and aH the hydrodynamic radius of the particles. The data 
have been averaged over 96 different positions of the spheres and the statistical errors 
are smaller than the plotting symbols. The solid curve are results from independent 
numerical calculations [15]. 
Finally, in fig. 5.13, we present the results of computation of the three transport 
coefficients of equilibrium configurations of N = 16 spheres. All three coefficients are 
obtained with excellent accuracy over the whole particle concentration range and for 
radii not exceeding a = 4.0 lattice spacings. As a test to see if the failure to repro-
duce correctly the rotational friction might have an influence on transport coefficients 
related to rotational movement, the short-time rotational diffusion coefficient has been 
computed by imposing an angular velocity f2 l to one particle in the configuration and 




and the rotational self-diffusion is DR = kBTILLR. The normalised results are compared 
in fig. 5.13 to those of Phillips et al. [30], obtained from a Stokesian dynamics method 
that explicitly includes lubrication forces. As shown in ref. [30], effects due to the 
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Figure 5.13. Normalised transport coefficients of equilibrium configurations of N = 16 
spheres as a function of çb for RBBN method. Results averaged over 96 configurations. 
The statistical errors are smaller than the plotting symbols. The solid curve are results 
from independent numerical calculations [15]. The open symbols for the normalised 
rotational diffusion D/DOR  are the results from ref. [30] for N = 27 spheres. 
finite number of particles are negligible for this calculation and we compare our data 
for N = 16 spheres to their data for 27 spheres. To match the results of ref. [30], 
quite large spheres are needed with the LBE method, as expected in view of our results 
for the rotational friction; however, the deviations from the results of ref. [30] for a 
sphere with a radius of the order of 4 lattice spacings are never more than 10% and 
it appears that the difficulties encountered with rotational motion are less severe in 
random dispersions than in periodic lattice arrangements of spheres. 
We have shown in this subsection that the RBBN method is a worthwhile alternative 
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to the BBL method introduced by Ladd. It simplifies the general algorithm by placing 
the boundary nodes on the lattice nodes, thus preserving the complete locality of 
the LBE method. Moreover, the transport coefficients are obtained with excellent 
accuracy for quite small particles. The results for rotational motion are not quite as 
satisfactory and investigations of this kind of motion are probably better done with 
the BBL method; however, the influence of this deficiency on the calculations of the 
diffusion coefficients for example, seems to be very limited. The RBBN method will 
therefore be used in the remainder of this work. 
5.3 Further numerical tests of the RBBN method 
In this section are presented further tests of the RBBN boundary method for both the 
purely dissipative fluid (no fluctuations) and the fluctuating fluid leading to Brownian 
motion of the particles. 
5.3.1 Velocity decay in the dissipative fluid 
The evolution of the velocity U(t) of a colloidal particle in a purely dissipative fluid is 
governed by Newton's equation, 
OU 1 
at  = 1jFcrag (5.37) 
where M is the mass of the particle and F drag  is the drag force exerted by the fluid on 
the particle. To a first approximation, the drag force for a spherical particle of radius 
a is the Stokes drag, eq. (2.16), so that eq. (5.37) becomes 
t9U 	1 = --U, 	 (5.38) 
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where -rB is the Brownian relaxation time introduced in §2.2.1, TB = M/(67ri7oa). This 
equation leads to an exponential decay of the velocity, 
U(t) = U(0)exp[—t/rB]. 	 (5.39) 
However, as discussed in §2.2.2, the Stokes drag is only valid for times larger than the 
hydrodynamic relaxation time Tif, eq. (2.38), t >> rjq. A more rigorous theory takes 
account of the memory of the fluid and uses the time dependent friction coefficient E(t), 
introduced in §2.1.4. Thus, 
ÔU 1 
- 	j E(t - t') U(t')dt', 	 (5.40) at M 
and this equation is similar to that for the evolution of the velocity autocorrelation 
function (t), solved in appendix B. U(t) is then given by eq. (B.5) with U(t) replacing 
In our simulation, a particle of assigned mass M is placed in a fluid box with pen-
odic boundary conditions and given an initial velocity U(0) [26]. The time evolution of 
the velocity is then recorded as the particle is viscously slowed down. In fig. 5.14 are 
reported our data (open squares) compared to the exponential decay from the simple 
theory, eq. (5.38) (broken line) and the result using the time-dependent friction, eq. 
(13.5) (solid line). Several comments are in order here. First, it is important to note 
that the LBE fluid is slightly compressible, see the discussion in §3.3.6, eq. (3.90). 
Thus, the computational data should be renormalised at t = 0+ to MU(0)/(M+M1) 
to agree with the theoretical results (B.5), valid for incompressible fluids, as discussed 
in appendix B. However, there is a further normalisation due to the fact that the initial 
velocity U(0) is only applied to the shell of boundary nodes and not to the interior fluid. 
Very quickly, momentum is lost to the interior fluid and the particle thereafter moves as 
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Figure 5.14. Normalised velocity (white squares)/ velocity autocorrelation function 
(filled circles) decay of a single particle. The full line is the theoretical result B.5 while 
the dashed line is the exponential decay from eqs. (5.40)/(2.30). The error bars are 
standard deviations of the average over 96 computational runs of 104 time steps each. 
t = 0 for the computational data is therefore MU(0)/(M+ 2 Mf) [26]. The theoretical 
result (B.5) has been computed using M + Mf as the particle mass and the exponential 
decay has been normalised at t = 0+ to MU(0)/(M +M1). Our numerical data can 
then be seen to be in excellent agreement with the theoretical result based on the time-
dependent friction coefficients and the RBBN boundary method therefore successfully 
simulates the time-dependent hydrodynamic drag forces. Only at longer times do devia-
tions appear, due to the conservation of the total fluid+particle momentum. The initial 
momentum of the particle is not simply dissipated but distributed in the surrounding 
fluid so that its velocity does not decay to zero but U = MU(0)/(M + mflujd), where 
mfl uid is the total fluid mass. 
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5.3.2 Velocity autocorrelation decay in the fluctuating fluid 
In the present subsection, the fluctuating fluid is used to simulate the Brownian motion 
of an isolated particle. A spherical particle at rest is placed in a fluid box with periodic 
boundary conditions and the fluctuations in the fluid stress tensor are turned on. The 
fluctuating velocity U(t) of the particle is recorded and the normalised velocity auto-
correlation function '0(7)/0(0) =< U(t) . U(t + r) > / < U(t) U(t) > computed, the 
ensemble averages being obtained over a number of time origins t and over different 
simulation runs. The normalisations at t = 0+ are as in §5.3.1. 
Before discussing the results of these computations, we wish to comment on the im-
plementation of the fluctuating fluid. As described in §4, stochastic components f' are 
added to the distribution functions f, of the LBE fluid such that the fluctuating stress 
tensor has the correct statistics, eq. (4.20). The f' are obtained from 5 random num-
bers with a gaussian distribution of mean 0 and variance A, to be chosen at each lattice 
site and each time step. Computationally, the sampling of a gaussian distribution is 
rather expensive. The procedure has therefore been simplified by generating a look-up 
table containing P = 1000 numbers chosen from a gaussian distribution of mean 0 and 
variance 1; 5 uniformly distributed random numbers between 1 and P are then gener-
ated which, by multiplying the corresponding elements of the gaussian look-up table 
by /A, will yield gaussian variables with the correct variance. This "coarse-grained" 
procedure has been extensively tested and was found to produce the same results as 
the full gaussian method, however with a considerable gain in computational speed. 
Our results for the velocity autocorrelation decay are displayed in fig. 5.14 (filled 
circles with error bars). Also shown are the theoretical results from the simple Langevin 
equation predicting an exponential decay, eq. (2.29), and from the generalised Langevin 
equation, eq. (B.5), predicting the long-time tail in the decay of '(t) [50] [118]. Again, 
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the agreement of the computations with the generalised theory is excellent at relatively 
small times. At longer times, deviations from the theoretical result are observed as the 
hydrodynamic disturbances from the periodic images of the sphere become important. 
As seen from our computations as well as from the theoretical expression, eq. (5.7), 
the friction coefficients for an array of spheres are greater than for an isolated sphere 
so that the diffusion coefficient are smaller for an array. The integral of the velocity 
autocorrelation function being proportional to the diffusion coefficient, eq. (2.37), this 
explains the deviations of our data from the theory. 
The influence of the periodic images should also be felt for the simple dissipative 
velocity decay investigated in 5.3.1. However, in that simulation, the effect of the con-
served momentum of the total system has a far greater influence. Equivalently, the 
momentum conservation has no effect on the fluctuating simulation as the average ve-
locity < U > of the sphere is zero in Brownian motion and the total system momentum 
is thus naturally conserved. 
The good agreement between the dissipative and fluctuating data in fig. 5.14, up 
to a time when the finite-size effect become important, is a clear indication that the 
fluctuation-dissipation theorem is obeyed for a single sphere in our simulations. 
5.3.3 Computation of transport coefficients via the fluctuating fluid 
In §5.1.3, purely dissipative methods were described to calculate transport coefficients 
of equilibrium configurations of spheres. In the present section, we describe and use 
fluctuating methods to calculate the same coefficients. 
The short-time self-diffusion coefficient DS can be linked to the velocity autocor-
relation functions via a Green-Kubo relation [65]. From eqs. (2.70) and (2.45), the 
following relation is obtained for N hard-spheres, 
D = 
	
< U1(t').U(0)> dt'. 	 (5.41) 
i=1 
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This is clearly a generalisation of eq. (2.37) for an isolated sphere. The upper limit of 
the integral is a time t in the Brownian short-time regime, where the hydrodynamic 
interactions are fully established but before direct interactions between the particles 
become important. The zero-time velocity autocorrelation function is linked to the 
temperature by equipartition, < U(0) U (0) >= 3kBT/M, where M is the mass of 
the particle. Using the Stokes-Einstein relation (2.35) for an isolated sphere, D0 = 
kBT/(6lr77oa) and the definition of the Brownian relaxation time TB,  eq. (2.30), yields 
the normalised short-time self-diffusion, 
DS - TD 




01 N I*rB<t<TR <U1(t') . U(0) 
> dt'. 	 (5.43) 
Similarly, the collective mobility jt - 	 can be linked to the velocity autocor- 
- kBT c 




<U1(t') . U(0) > dt' 
1 1 frBtTR 
J 	< U(t') . U(0)> dt', 	 (5.44) 
where U =F_,~V=j U. Care has to be taken with the zero-time fluctuations of U [26]. 
In a canonical ensemble, the energy and the total momentum of the system are free to 
fluctuate. However, our system has a conserved total momentum and it can be shown 
that the fluctuations in U c in such a system are reduced relative to their value in the 
canonical ensemble [126], see appendix I, 
/1 - TDc 
- 	
, 	 (5.45) 
/10 	TB 




1 	TB<t<rR < U(t') U(0) > 
dt'. 	 (5.46) 
Xf 
TDc = _ f 
Here, Xj = mf1Ud/(mf1Ud + M) is the fluid mass fraction and go = 1/(67ri7oa) is the 
isolated sphere result. 
The computations of the transport coefficients are then straightforward: the fluc-
tuations in the LBE fluid are turned on and the velocities of the N Brownian particles 
recorded. The normalised velocity autocorrelation functions are computed and the 
transport coefficients calculated via numerical integration, eqs. (5.42) and (5.45). The 
particles being artificially fixed at their positions, the long-time regime is suppressed 
and the upper limit of the integrals in eqs. (5.43) and (5.46) can be replaced by oo, 
meaning that the integral is evaluated until it remains constant within the statistical 
errors. The ensemble averages are obtained by averaging over a number of simulations 
with independent equilibrium configurations of spheres and also over time origins t. 
The mass M used to calculate TB in eqs. (5.42) and (5.45) is the assigned particle 
mass and does not include the mass of the interior fluid of the particles. This is due 
to the fact that at t = 0, the velocity of the shell of boundary nodes and that of the 
interior fluid fluctuate independently so that only the assigned mass M appears in the 
equipartition < U2 (0). U(0) >= 3kBT/M. 
We compare in table 5.3 the results from the fluctuating method, averaged over 
96 equilibrium configurations of N = 16 spheres, with the results from the dissipative 
method used in §5.2.4. The errors represent the standard deviations of the averages. 
The fluctuation-dissipation theorem can be seen to be obeyed at all volume frac-
tions for particles with radii greater than about 3.5 lattice spacings and at low volume 
fractions for particles with radii as small as 2.5 lattice spacings. Similar results re-
ported in ref. [26] suggest that fluctuation-dissipation is not exactly obeyed at high 
solids concentrations with the BBL method. Our method thus clearly improves those 
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aj-j q5 Dr/Do Alm 
Dissipative 	j_Fluctuating 	11 Dissipative 	jFluctuating 
2.93 0.086 0.601 + 0.005 0.594 ± 0.009 0.451 + 0.005 
_ 
0.450 + 0.025 
0.211 0.400 ± 0.005 0.404 ± 0.009 0.210 ± 0.003 0.235 ± 0.035 
0.412 0.201 + 0.003 0.176 ± 0.004 0.073 + 0.001 0.072 + 0.005 
3.97 0.394 0.206 + 0.003 0.201 ± 0.005 0.072 ± 0.001 0.072 ± 0.006 
0.159 ± 0.003 0.153 ± 0.006 0.051 ± 0.001 0.050 ± 0.001 
4.47 0.383 0.203 ± 0.003 0.202 ± 0.005 0.075 ± 0.001 0.074 ± 0.001 
0.492 0.126 + 0.002 0.120 ± 0.008 1  0.038 ± 0.001 1 0.036 + 0.003 
Table 5.3. Comparison of results for the normalised short-time self-diffusion D/D o 
and collective mobility i/ o for equilibrium configurations of N = 16 spheres obtained 
from the dissipative and the fluctuating methods. The hydrodynamic radii aH are 
given in terms of lattice spacings and 0 is the particle volume fractions. 
results; it is however not quite clear if this improvement is actually due to the bound- 
ary method or the simplified treatment of the shared nodes used in the present method. 
So far, the amplitude of the fluctuations in the fluid stress tensor has not been dis-
cussed. We recall that the fluctuations are characterised by their variance, eq. (4.20), 
related to the temperature of the fluid via the fluctuation-dissipation theorem, eq. 
(4.31). In theory, the normalised transport coefficients should not depend on the tem-
perature of the system; in the simulations, the discrete nature of the fluid and the 
method of adding fluctuations might however induce some artificial "temperature de-
pendence". To study this dependence and define some limits to the allowed range of 
stress fluctuations, D/Do has been computed at several temperatures and the results 
of these computations are presented in table 5.4. D/Do is constant within statistical 
errors up to VA = 1.5. It is therefore advised to keep the fluctuations below this level. 
While the actual temperature is not important for the present simulations, it will be 
seen in §6.2 that an increase in the temperature allows for a reduction of the time-scale 
separations of colloidal dynamics. 
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0.05 0.15 0.25 0.5 1 	1.0 1 	1.5 1 	2.0 1 	3.0 
D/Do 11 0.152 0.152 0.152 0.155 1 0.157 10.160 10.165 10.1701  
Table 5.4. Computed normalised short-time diffusion coefficient versus r.m.s.-
deviation \/A of the fluid stress fluctuations. Computations are for N = 16 spheres at 
= 0.453, averaged over 96 equilibrium configurations. Statistical errors are ±0.005 
and the dissipative result is D/D0 = 0.159 ± 0.003. 
A last point should be reported here concerning the definition of temperature in 
the fluctuating LBE & colloidal particles method. It was found in the computations 
of Ladd [26] as well as in our present computations that the thermal energy of the 
particles, defined from their mean-square velocity, 
kBTpart = M < U
2 (0) . U1(0) > 
3 	
, 	 (5.47) 
is not in exact agreement with that of the fluid obtained from the fluctuation-dissipation 
theorem, eq. (4.31). This means that the fluid and the particles do not reach thermal 
equilibrium. It is not quite clear why this is so; a possible reason may lie in the fact 
that there is no explicit energy conservation in the LBE fluid, and thus no total energy 
conservation of the fluid & particle system. Moreover, it was observed that the particle 
energy changes slightly with the system concentration and particle size, as illustrated 
in the table 5.5. To find the origin of this discrepancy, a Langevin-type equation of 
the combined particle and fluid system should be solved. This equation should refer 
explicitly to the boundary rule used in the simulations as the results reported in ref. 
[26], obtained with the BBL method, do not show as large a discrepancy as observed 
here with the RBBN method. 
While this discrepancy is certainly one of the weaknesses of the fluctuating LBE 
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aH 4 1 k8Tpart 
2.93 0.192 0.341 
0.244 0.335 




Table 5.5. Particle thermal energy kBTpart  versus volume fraction 4, and particle ra-
dius ajq. JA = 0.25 and the corresponding thermal energy of the fluid is kBT = 0.429. 
Simulations were of N = 32 particles, averaged over 32 equilibrium configurations. The 
statistical error in kBTpart is ±0.002. 
& colloidal particle method in its present form, it is of no great relevance to the cal-
culations considered in this thesis, as it is kTpart that controls the dynamics of the 
suspension and is therefore used when necessary. 
5.4 Summary 
The aim of this chapter was to study the means of implementing a solid-fluid interface 
in the LBE fluid. Several different boundary methods were presented and tested via 
either analytical developments for simple geometries or numerical tests of the friction 
coefficients of array of spheres, the hydrodynamic interactions between pairs of spheres 
and the transport coefficients of configurations of spheres. Other than the method 
pioneered by Ladd, which has the disadvantage of a slightly complicated algorithm, 
only one other method was found to satisfy to these tests and moreover keep the 
simplicity of the LBE method. This method has been tested successfully in both 
dissipative and a fluctuating simulations. This chapter also contains many technical 
discussions concerning the actual implementation of the method. 
Chapter 6 
Short- and long-time diffusion 
§5.3.2, the fluctuating LBE method was used to investigate the motion 
an isolated particle, while in §5.3.3 transport coefficients of equilibrium 
-rays of N = 16 spheres were computed. In the present section, a more 
tailed study of the dynamics of concentrated colloidal hard-sphere 
spensions on the diffusive, Brownian time-scale is attempted. In 
irticular, we are interested in computing the wave vector dependent 
short-time (Ds(k))  and long-time (DL(k)) diffusion coefficients and 
compare them to very recent experimental data obtained by Segrè and Pusey [10] [14]. 
A direct comparison of computed and experimental data is not immediately possible 
due to the finite-size effects affecting the computational results. These effects are due 
to the finite number of particles simulated and the periodic boundary conditions which 
are used in the computations. The effect of these boundary conditions is that each 
particle in the system interacts hydrodynamically with its neighbours, but also with its 
periodic images. An important part of the present chapter is therefore the description 
of a finite-size correction which allows to correct for these effects and extrapolate the 
computational results to the thermodynamic, infinite particle-number limit obtained 
from experiment. 
This chapter is divided into two parts. In §6.1, the short-time diffusion coefficients 
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Ds(k) are computed while in section .6.2 the long-time dynamics are investigated. 
6.1 Short-time diffusion of concentrated colloidal sus-
pensions 
We concentrate in this section on the short-time limit, t << r, when the colloidal 
particles hardly move and only interact via the hydrodynamic interactions (see §2.3). 
No previous numerical simulations for the k-dependent transport coefficients of hard-
sphere particles taking full account of the many-body hydrodynamic interactions have 
been reported and it will be shown in the present section that the LBE method is 
perfectly suited for this investigation. Excellent quantitative agreement over a range 
of wave vectors has been found between the results of simulation and experimental 
light-scattering of so-called PMMA (poly- (met hylmethacrylate)) particles [10]. 
The results reported in this section have been published in ref. [10]. 
6.1.1 The computational method 
Systems of fixed equilibrium configurations of N hard-spheres contained in a periodic 
box are used, as in §5.3.3. This suppresses the Brownian long-time regime and forces an 
effectively infinite time-scale separation between 7B and TR. Although their positions 
are fixed, the velocities U, of the particles fluctuate due to the "thermal" fluctuations 
in the fluid. The Brownian short-time diffusion coefficients Ds(k)  are then obtained 
as the "long-time" limit of the time-dependent diffusion coefficients D(k, t), the physi-
cal meaning of "long-time" being the time-scale for the hydrodynamic interactions to 
become fully established, t >> TH rD. Thus, 
DS(k) = li m D(k,t), 	 (6.1) 
t 0 
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where, from eq. (2.85), 
D(k,t) = D0 H(k,t) (6.2) 
S(k) 
H(k,t) is the time-dependent hydrodynamic function, eq. (2.83), 
N 
H(k,t)= NDOk2 >< k . D(t) kexp[ik (R(0) - R(0))}>, 	(6.3) 
D0 is the Stokes-Einstein isolated sphere diffusion coefficient, eq. (2.35), 
D0 kBT = 
6irijoa 
and S(k) is the static structure factor. The time-dependent diffusion tensors D 23 (t) 
can be computed via the integration of the velocity cross-correlations, eq. (2.84), which 
reduces for hard spheres to 
D1(t) = j <U(t')U(0) > dt'. 	 (6.5) 
Of course, keeping in mind that the particle configurations are fixed, the "long-time" 
limit of H(k, t) is the time-independent hydrodynamic factor introduced in §2.3.3, 
lim H(k,t) = H(k), 	 (6.6) 
t—oo 
and eqs. (6.1), (6.2) and (6.6) thus reduce to the usual result, eq. (2.68), 
Ds(k) - H(k) 
D0 - (6.7) 
The numerical evaluation of H(k, t) from eq. (6.3) is an operation scaling as N 2 . 
However, it is easy to show that, from eqs. (6.3) and (6.5), 
	
1 	t 
H(k, t) =  
ND 	J <j3 (k, r + t') . j 8 (k, r) + j(k,r  + t') . j,: ( k, r) > dt' 	(6.8) 
(6.4) 
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where 
N 




k - U(t) cos[k. R1 ]. 
Ri are the positions of the particles and the ensemble average is evaluated by averaging 
the quantity in brackets in eq. (6.8) over independent equilibrium configurations of 
spheres and also time origins r. Eq. (6.8) considerably simplifies the computation of 
H(k, t), making it a linear operation in the number of particles N. The isolated sphere 
diffusion D0 is computed from the Stokes-Einstein result (6.4), where the hydrodynamic 
radius aH is used and the temperature T is the "particle temperature", as discussed in 
§5.3.3. From H(k,t), D(k,t) is computed via eq. (6.2), using the theoretical Percus-
Yevick expression for the static structure factor S(k) [65], with the phenomenological 
Verlet-Weis correction [127]. DS(k)is  the limit of D(k,t) as t>> rjj - TB, when D(k,t) 
reaches its asymptotic value. 
The simulations are done in a periodic system with cell-size L x L x L, making the 
k-vectors commensurate with this cell and thus k = (lx + my + nz), where x, y and 
x are unit-vectors on the lattice in the three dimensions and 1, m and n are integers 
such that 1 < 1, m, n < L. As Ds(k)  depends only on the magnitude k of the wave 
vector k, it has been averaged over the different combinations of indices n, m and 1 
giving a wave vector of the same amplitude. 
The short-time self-diffusion coefficient DS can be also obtained from these simu-
lations, either by integrating the velocity autocorrelation functions, as done in §5.3.3, 
or as the high-k limit of Ds(k),  see eq. (2.59). 
6.1.2 Finite-size corrections to Ds(k) 
As mentioned in the introduction to this chapter, computations on a small number 
of particles N in a periodic simulation cell do not lead immediately to a result that 
is comparable to experimental data. Although we are trying to model an infinite 
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random distribution of particles, what is actually simulated are N simple cubic lattices 
diffusing and interacting amongst each other, each lattice being composed of a sphere 
and its periodic images. The importance .of this element of periodicity can be seen by 
considering the virial expansions of the self-diffusion coefficients for an infinite random 
configuration of spheres, eq. (2.74), 
DS = D0 [1 - 1.834 + . . .], 	 (6.10) 
and the equivalent result for a simple cubic lattice of spheres, 
DS = D0  [1 - 1.764>1/3+ 4> + . . .1' 	 (6.11) 
4> being the particle volume-fraction. Eq. (6.11) is obtained 'from the theoretical 
expression for the mobility of a simple-cubic array of spheres [123], eq. (5.7), via the 
generalised Einstein relation eq. (2.41) and using the Stokes-Einstein result for D0 , 
eq. (2.35). The 4>1/3  dependence of DS suggests that the periodic characteristics SC 
of the computational system are important and a finite-size correction yielding the 
experimentally measured thermodynamic limit D'(k, N - oo) is likely to scale as 
4>1/3 
In the following, the uncorrected diffusion coefficients computed for suspensions of 
N spheres will be denoted DS (k) and the thermodynamic limit D'(k). The finite-size 
correction presented here has been used previously by Ladd [15] and its central idea 
is that the total hydrodynamic interactions on a given particle in the simulation cell 
is a superposition of two contributions. The first stems from the other particles in 
the cell and is the physically relevant part leading to D'9 (k). The second is from the 
periodic images of the particle and has to be corrected for. Although this approximation 
produces apparently valid finite-size corrections, we believe that the physical arguments 
behind it cannot be justified. Indeed, the hydrodynamic interactions are not paiiwise 
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additive and a simple superposition is therefore not possible. Moreover, the interactions 
between the periodic images of the particle and the other particles in the central cell do 
not seem to be accounted for by the correction. However, in view of the good results 
it produces and for lack of any physically more appealing method, this correction will 
be used in the present work. 
The volume fraction of one of the simple-cubic lattices composed of a sphere and 
its periodic images is /N. Using eq. (6.11) and superposing the two contributions to 
the hydrodynamic interactions, the computed diffusion coefficient is written as [30] 
DNS (k) = DS(k) - D 0  [1.76(/N)1/3 - (cVN)J 
	
(6.12) 
Although eq. (6.11) is  k-independent expression for the diffusion coefficient of a fixed 
array of spheres, it is used here at arbitrary k, a generalisation which will be shown to 
be valid by the numerical results presented in §6.1.3. Thus 
Ds(k) - D S (k) + DL ,, (N)  co 
D0 - D0 	D0 
Dc rr(N) = 1.76(/N)1/3 
	
(6.13) 
Eq. (6.13) is valid at low q5, as it is based on the virial expansion (6.11). At higher 0 the 
effects from the periodic images of a particle are partially screened by the neighbouring 
particles [8]. By "screening", it is meant that the amplitude of the interactions are 
reduced, not however their functional form. Because the distance between a particle 
and its periodic images is large compared to the particle radius, the suspension can be 
regarded on that scale as an effective medium and the effects of the screening can be 
accounted for by replacing the fluid viscosity qo by the high-frequency suspension vis-
cosity i. This is the viscosity of the suspension on the time-scale which is investigated 
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here, t << r. Then, eq. (6.13) becomes 
Ds(k) - D(k)
+  770 
 D(N) 
D0 - 	 i- 	D0 	
(6.14) 
To determine the suspension viscosity, an expression proposed by Bedeaux [128] is 
used, 
7loo/770 - 1 = 5[1 + R(0)J. 	 (6.15) 
77cx/ 77O + 3/2 
This contains a mean-field approximation of the hydrodynamic interactions and is thus 
expected to converge rapidly to ij/io. An empirical approximation for R() to 0(3) 
has been obtained by Ladd [15] by numerically fitting both his computational data and 
the experimental data of van der Werff et a]. [129] to eq. (6.15), 
R(q) = q + 2 -2.303. 	 (6.16) 
The effectiveness of the correction will be illustrated in the next section, where 
numerical results of computations with different system sizes will be presented. 
6.1.3 Numerical results, comparison to experiment and discussion of 
the short-time dynamics 
The numerical results presented in this section have been computed by averaging the 
diffusion coefficients over 32 independent equilibrium configurations of N particles and 
the error bars reported are the standard deviations of these averages. The equilibrium 
particle configurations have been generated with a standard hard sphere Monte-Carlo 
program [3]. For each configuration, the computational run consisted of about 100-200 
Brownian relaxation times TB in order to get acceptable statistics in the t>> rH TB 
regime. The simulations were done on D3Q14 lattice with a BGK unit relaxation 
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time collision operator. The particle radii have been chosen such that the dissipative 
measurements of the transport coefficients performed with them and presented in 5.2.4 
agree with independent numerical computations. They are summarised in table 6.1, the 
correspondence between input and hydrodynamic radius being extracted from table 5.1. 
In the following, the radius of the particles will be referred to as a, the hydrodynamic 
< 0.25 10.25 - 0.35 1 	> 0.35 	I 
a 2.5 3.5 4.0 4.1 4.2 
2.93 3.97 4.47 4.58 4.68 
Table 6.1. Input radii a and corresponding hydrodynamic radii ajq used in simulations 
at volume fraction q. 
radius ajj being used for the numerical results. The density ratio of the particles to 
the fluid was fixed at 5, so that, from eq. (2.38), T-B = TH. 
We will first present the time-dependence of the diffusion coefficient, then illustrate 
the effect of the finite-size correction and finally compare the finite-size corrected results 
to experimental data. 
Time dependence of the hydrodynamic interactions 
In fig. 6.1, we illustrate the time evolution of the hydrodynamic interactions through 
the time-dependent, finite-size uncorrected normalised diffusion coefficient D(k, t)/D o 
for systems of N = 32 particles at several particle volume fractions. The wave vectors 
k chosen for this figure are those closest to kma x where the static structure factor S(k) 
has its main peak, see fig. 2.1. Also shown on this figure is the hydrodynamic relaxation 
time TH, valid for all four volume fractions. For times t >> TH, the interactions reach 
their steady-state value and D(k, t) remains constant at D(k). Similar plots have 
been reported recently for k -+ oc [24] as well as for arbitrary k [27] and interesting 
scaling behaviour has been observed in these simulations, as discussed in §2.3.5. 






1 	 10 	t 	100 	 1000 
Figure 6.1. Time-dependence of the normalised diffusion coefficients at k = k max for 
four volume fractions, 0 = 0.365, 0 = 0.402, 0 = 0.443 and 4' = 0.491 from top to 
bottom. TB IS the Brownian relaxation time for the four systems. 
The finite-size correction 
To test the effectiveness of the finite-size correction, computations on three different 
system sizes at 4' = 0.443 were performed. The results for the inverse diffusion coef-
ficient D,(k) 1 , normalised by the isolated sphere result D 1 , for N = 16, N = 32 
and N = 108 particles are presented in fig. 6.2 versus the dimensionless wave vector 
ka. The reason for presenting the inverse diffusion is that in systems where the hydro-
dynamic interactions are negligible H(k) = 1 (see §2.3.3) and thus D0 /Ds(k) = 5(k), 
from eq. (6.7). The importance of these interactions can therefore be understood by 
comparing D0/Ds(k)  to the static structure factor 5(k). 











V V 60 	 L!J
ID 
	





I 	 I 	 I 
0 	1 2 3 	4 	5 	6 
ka 
Figure 6.2. Uncorrected normalised inverse diffusion coefficients at q = 0.440 for 
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Figure 6.3. Corrected normalised inverse diffusion coefficients at = 0.440 for three 
system sizes. Legend as in fig. 6.2. 
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The effects of the finite number of particles can clearly be seen in fig. 6.2. Espe-
cially in the vicinity of the peak, the diffusion coefficients show a strong dependence 
in N, the diffusion being slower for smaller systems, as expected from the analysis of 
the finite size effects in §6.1.2. Applying now the finite-size corrections to this data 
yields the results presented in fig. 6.3. The three corrected data sets are in very good 
agreement over the whole range of ka. This justifies a posteriori the assumption made 
in §6.1.2 that the effect of the periodic boundaries is the same at all k. The corrections 
are certainly not negligible, especially around the peak where the diffusion coefficients 
are the smallest. The corrected result at the peak is DS (kmax )/Do 0.175, the cor-
rections being D rr(16)/D0 = 0.095,D rr (32)/D0 = 0.077 and D rr (108) = 0.053,co 
corresponding to important fractions of the final result. 
The finite-size corrected data presented in what follows have been obtained with 
N = 32 particles, representing a good compromise between computational speed and 
the availability of a large range of wave vectors. 
Comparison to experiment and general discussion 
Fig. 6.4 shows results for the finite-size corrected normalised inverse diffusion coeffi-
cients Do /D 5 (k) versus ka for four different volume fractions q.  Our numerical results 
are compared to very recent data obtained by Dynamic Light Scattering (DLS) [10] of 
systems of slightly polydisperse particles which are conjectured to interact like hard-
spheres. Also shown on these plots are the analytical results for monodisperse hard 
spheres by Beenakker and Mazur [8]. We point out that for two of these plots, there is 
a slight difference between the experimental volume fractions and those of the simula-
tions as indicated on the plots. Thus, for fig. 6.4(a), the experimental volume fraction 
is 0 = 0.300 while it is 0 = 0.494 in fig. 6.4(d). 
All of the figures have shapes reminiscent of the static structure factor S(k) (see 
fig. 6.4 (d)), in agreement with previous experimental work [9]. The smallest diffusion 
coefficients, corresponding to the slowest decay of the density fluctuations, are observed 
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Figure 6.4. Normalised inverse diffusion coefficients D0/Ds(k)  versus ka for the 
volume fractions indicated. The open symbols are the computational results, the closed 
symbols the experimental data and the broken line the theory of ref. [8]. The solid line 
on figure (d) is the static structure factor S(k) at the indicated volume fraction. 
at k 	k max . Whereas the diffusion is always slower than free diffusion in the vicinity 
of the peak, this is not the case for k << kmar , where it actually speeds up relative to 
D0 . This is due to collective motions of neighbouring particles which allow for a fast 
decay of the long-wavelength fluctuations. 
For all 0, excellent quantitative agreement is found between the computer simula-
tions and the DLS experiments. Good agreement with the theory of Beenakker and 
Mazur is found at 0 = 0.311, less so at 0 = 0.382. Whereas the general shape of the 
data is well reproduced by the theory, the diffusion coefficients are however consistently 
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Figure 6.5. Hydrodynamic factor H(k) at three different volume fractions, = 0.311, 
= 0.382 and 0 = 0.492 from top to bottom. Legend as in fig. 6.4. 
overestimated for the higher volume fractions, These observations agree with the es-
timated range of validity of the theory; at low k, Beenakker and Mazur are reluctant 
to quote values for Ds(k)  for 0 > 0.30 [8], whereas for intermediate and large wave 
vectors, it is expected to be valid up to q  0.35 - 0.4. 
We now turn to the effects of the hydrodynamic interactions. As discussed above, 
Do/D 5 (k) = S(k) if these interactions are absent or ignored in theoretical models. 
The solid line in fig. 6.4 (d) shows the static structure factor S(k) for the indicated 
volume fraction and it is apparent that the presence of the interactions leads to to a 
considerable slowing down of the diffusive motions. It was noted in 2.3.3 that H(k) 
is a purely hydrodynamic quantity whereas both structural and hydrodynamic factors 
contribute to Ds(k).  In fig. 6.5, H(k) is plotted versus ka for several volume fractions 
and again compared to experimental results [10] and the theory of Beenakker and 
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Mazur [8]. H(k) is smallest at low k. However, because the structure factor itself is 
small at low k, a considerable cancellation occurs between the thermodynamic force 
S(k)') driving the collective diffusion and the hydrodynamic drag ( H(k) 1 ) 
retarding it and, as noted above, the diffusion at low k is actually faster than that 
around the peak. 
Overall, these results give strong evidence for the success of the numerical tech-
nique and the finite-size correction. Equivalently, if one accepts the validity of the 
computations, which have been performed on systems of hard-spheres, the good agree-
ment found gives strong indications for the hard-sphere like nature of the experimental 
system and the slight polydispersity of the experimental system seems to have little 
importance on the measured dynamics. 
Computations over a wide range of volume fractions have been performed. As 
already noticed in fig. 6.4, the diffusion considerably slows down as 0 increases. For a 
given q5,  the diffusion is slowest for k k max , for which dynamics and structure on a 
length-scale comparable to the nearest-neighbour interparticle distance are probed. Fig. 
6.6 shows, as a summary of our computations, DO/D S (k ma ) versus 0 . Experimental 
data [10] and the theory of ref. [8] are compared to the numerical results and very good 
quantitative agreement between computations and experiment is found at all 0 up to 
the disorder/order transition at q = 0.494 whereas the theory adequately describes the 
data up to 4 0.35. 
An interesting observation can be made by plotting the data for the normalised 
diffusion at the peak versus the normalised average volume V/V0 = 7r/6 per particle, 
where V0 = ( 2a)3 . As illustrated in the inset of fig. 6.6, our data can be described by a 
linear function for q5> 0.37 and the extrapolated qtf where D S (kmax ) = 0 was found to 
be ç = 0.64 ± 0.01. Whereas it is acknowledged that other extrapolation procedures 
might yield different results, it is nevertheless interesting to find ç to be in agreement 
with the random close packing (RCP) volume fraction q5RCP = 0.638, see §1.1. The 
	
Chapter 6: Short- and long-time diffusion 
	
175 
0.4 	- - 	 , 
0 0.3-  
RCP 0.2 
GT / 0.1 	I I, dP 
LF  
0.0-1--. 	....-.- 	. 	1 




a t 	 I 
-.- 
0.1 	0.2 	0.3 	0.4 	0.5 
Figure 6.6. Normalised inverse diffusion coefficients at k = k max as a function of 0. 
The open symbols are the computational results, while all closed symbols is experi-
mental data. The broken line is the theory of ref. [8]. The inset shows the normalised 
diffusion at k = k max as a function of the reduced volume per particle, 1//V 0 = 7/6. 
The broken line is a best linear fit to both computational and experimental data for 
V/V 0 < 1.4, 0 > 0.37. F indicates the freezing transition, GT the glass transition and 
RCP random close packing. 
physical significance of this result is not clear, but this observation might be of interest 
for future research. 
We further consider the short-time self-diffusion DS 	Ds(k - oo). In fig. 6.7 
are plotted the normalised simulation results alongside experimental data [10] and the 
theories of Beenakker and Mazur [8] (broken line) and Tokuyama and Oppenheim [81] 
(solid line). Again, good agreement of the simulations and experiment is seen at all 0. 
The theory of ref. [8] describes the data adequately up to volume fractions of about 
0.35, while the more recent theory of ref. [81] is in good agreement over the whole 
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Figure 6.7. Normalised self-diffusion data versus 0. The open symbols are the nu-
merical results while the filled symbols are experimental data. The broken line is the 
theory of ref. [8] while the solid line is the theory of ref. [81]. 
Due to experimental difficulties [10], the DLS data in fig. 6.7 have not been obtained 
in the usual limit k - oc, where S(k - oo) = 1 and where there are thus no structural 
correlations between particles. Rather, the data was collected at k just beyond the 
main peak in S(k) ka 4.0 so that S(ka) = 1. While the absence of structural 
correlations in the zero time intermediate scattering function S(k) = F(k, 0) does 
not guarantee their absence in F(k, t), from which the experimental data are obtained, 
previous experimental work has shown that Ds(k)  gives a reasonable description of the 
self-motion [130]. The good agreement of computations, performed in the k -p oc limit, 
with the experimental data further supports this method of measuring D. Moreover, 
we compare in table 6.2 the numerical data for Ds(k)  at k as close as possible to k with 
the computed true self-diffusion values D from fig. 6.7 and see that the agreement 
between the two coefficients is indeed rather good. 
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0.199 
Ds(k)/D 0 
0.638 + 0.041 0.640 + 0.041 
0.244 0.565 ± 0.038 0.540 ± 0.020 
0.311 0.458 ± 0.026 0.455 + 0.010 
0.382 0.349 + 0.020 0.339 ± 0.003 
0.477 0.205 ± 0.015 0.209 ± 0.002 
Table 6.2. Comparison of normalised diffusion coefficients at k such that ka 
4.0, 15(k) - 11 < 0.03 with the normalised self-diffusion coefficient DS for different 
volume fractions . 
6.1.4 Conclusion 
Our results for the short-time diffusion coefficients have been found to be in excellent 
agreement with experiment and theory, thus showing the full ability of the LBE method 
to simulate many-body hydrodynamics. In the method used to obtain these results, 
the particle configurations are artificially fixed so as to force an infinite time-scale 
separation between the relaxations of the particle velocities (TB)  and the relaxation 
of the particle positions (TR).  This procedure is of course very different from the 
experimental method, in which the intermediate scattering function F(k, t) is measured 
and the diffusion coefficients deduced from the initial decay of F(k, t). Indeed, to 
measure any decay in F(k, t), the positions of the particles have to change slightly 
(see §2.3.2). However, the time-scale separation between TB and TR being of the order 
1 x iO - 10 6 , see table 2.1, the particles do not move over more than a fraction of their 
radius on the time-scale TB.  The agreement between computational and experimental 
data demonstrates that both approaches yield the same transport coefficients. Of 
course, this conclusion is only valid if one admits that experimental and computational 
systems are similar and the experimental system consists of an assembly of hard sphere 
like particles. 
Chapter 6: Short- and long-time diffusion 	 178 
6.2 Long-time diffusion of concentrated colloidal suspen-
sions 
In this section, the methods and results of our simulations of colloidal dynamics in 
the Brownian long-time regime, t >> TR, are discussed. The major difference of this 
investigation with that of the short-time dynamics presented in the previous section is 
that the positions of the particles are allowed to change and direct interactions are thus 
important. As will be seen, the computations in this time regime have not led to the 
same successful comparison with experimental data [14] as for the short-time regime, 
and our main goal is to analyse the reasons for this shortcoming. We believe that this 
analysis will prove helpful in directing future numerical work in this time regime in the 
correct direction and that, with somewhat more computing time, reliable results can 
be obtained. 
As discussed in §2.3, the Brownian long-time regime is reached for t >> TR, where 
the structural relaxation time TR is the characteristic time on which direct interactions 





where a is the particle radius and D0 the isolated sphere diffusion coefficient. A clear 
separation is usually assumed between the time-scale of development of the hydrody-
namic interactions, Tj-j, or equivalently the time-scale of relaxation of the velocity of 
the Brownian particles, TB 1 H, and 7R•  The definition of TB,  eq. (2.30), along with 




where pj  is the fluid density and qo its viscosity. In experimental systems at room 
Chapter 6: Short- and long-time diffusion 	 179 
temperature, TR/TB  is of the order of 10 - 10 6  [6] (see table 2.1) and the particles are 
thus hardly moving on the Brownian time-scale TB.  This was the reason for keeping 
them fixed in the computations of §6.1. In LBE simulations, the temperature can be 
readily altered by changing the variance of the stress-fluctuations, see chapter 4, eq. 
(4.31), and it is thus possible to reduce the time-scale separation and access the long-
time regime in shorter simulations. As will be seen in the following subsections, the 
temperature of the system influences greatly the numerical results of the simulations 
and the major part of this section is devoted to the analysis of this dependence. 
In §6.2.1, the simulation method with moving particles and the means of extracting 
the diffusion coefficients from the particle trajectories are discussed. The first numerical 
results are then given in §6.2.2. These results qualitatively exhibit most of the inter-
esting features of long-time diffusion but are expected to be quantitatively incorrect 
as they are not finite-size corrected and have been obtained at too high temperatures 
(see the discussions below). §6.2.3 contains an analysis of the temperature dependence 
of the short-time diffusion, here obtained with moving particles. A similar analysis for 
the long-time coefficients is presented in §6.2.4 and these analyses lead to an upper 
bound for the system temperature. Unfortunately, for lack of computing time, it was 
not possible to investigate the long-time regime at temperatures below that threshold. 
Finally, independently of the temperature problem, the finite-size corrections that have 
to be applied to the long-time data to yield the thermodynamic limit are discussed in 
§6.2.5. We then conclude in §6.2.6. 
6.2.1 The method 
To simulate colloidal suspensions in the long-time regime, it is necessary to update 
the particle positions R, along with their translational Ui and angular velocities f2 
and take account of the direct particle interactions. A standard hard sphere molecular 
dynamics algorithm [3] is used for this purpose. For clarity, we denote A a time step of 
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the algorithm and the forces F i on the particles are then averaged over two time steps, 
eq. (5.24), 
F(t) + F1(t + A) = 	
(6.19) 
Without hard-sphere interactions, the update of the velocities is, eq. (5.23), 
U(t + 2A) = U 1 (t) + Fi(t)2A 	 (6.20) 
and the positions R, of the particles are streamed with an average velocity 
Ur9
(t + A) = U(t) + U(t  + 2A) - U(t) + (t) A 
	(6.21) 
2 	- 	M 
so that 
R2 (t + 2A) = R(t) + U t' 9 (t + A) 2A 
= R(t) + U 2 (t)2A + 1 (t)
2 M 
(2A) 2 . 	 ( 6.22) 
With hard-sphere interactions, the particles are initially streamed with U" but, 
as binary collisions occur, the streaming velocities are modified according to the usual 
hard-sphere collision rules [3], the particles being defined by their hydrodynamic radius. 
Eventually, after 2A, the final velocities of the particles are 
U1(t + 2A) = U 9 (modified) + Fi(t)A 	 (6.23) 
the last term being necessary to recover eq. (6.20) in case no collisions involved particle 
i. The angular velocities are not affected by the direct interactions so that, see eq. 
(5.23), 
c(t + 2A) = 91(t) + '2A, 	 (6.24) 
MI 
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where 
T(t) + T 2 (t + 1) i 2 (t) = 	 ( 6.25) 
2 
During a run of the simulation, the R(t) are recorded over time and the intermedi-
ate scattering function F(k, t) is computed via its definition, eq. (2.46). The ensemble 
average is evaluated as an average over a number of computations with independent 
configurations of particles and and also over time-origins for the correlation function, 
similar to the calculation of the hydrodynamic function H(k, t) in §6.1.1. The time-
dependent diffusion coefficients D(k, t) are then evaluated from eq. (2.55) via a numeri-
cal differentiation of ln[F(k, t)/F(k, 0)]. For a long enough simulation, D(k, t) spans all 
the relevant time-scales, from the pre-Brownian development of the hydrodynamic in-
teractions, via the Brownian short-time regime to the long-time regime, as illustrated in 
fig. 2.5. The time-dependent self-diffusion coefficient D(t) is computed by numerical 
differentiation of the mean-square displacement R 2 (t) =< [R2(t) - R(0)]2 > or as the 
high-k limit of D(k, t). Because the calculations of R 2 (t) involve an additional average 
over particles within a configuration, the statistical errors on D(t) are considerably 
smaller than those on D(k, t). The isolated sphere diffusion coefficient D0 is evaluated 
from the Stokes-Einstein relation, eq. (2.35), k2T being the "particle temperature", 
as discussed in §5.3.3. 
All simulations presented in this chapter were done using a single relaxation-time 
BGK collision operator on a D3Q14 lattice. The input and hydrodynamic radii used 
for the spheres were the same as for the short-time simulations, see table 6.1. The 
hydrodynamic radius will subsequently be referred to as a for simplicity. All results 
reported are averages over 32 equilibrium configurations of N = 32 spheres, unless 
otherwise stated. The errors are the standard deviations of these averages. 
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Figure 6.8. in f(k, t) versus k 2t for several normalised wave vectors ka in a suspension 
at q = 0.491. The slowest decay is for k kma x , the characteristic decay time of 
f(k max ) being about 40000 time steps. The length of the computational run was about 
3 of these decay times, or about 20 structural relaxation times TR. 
6.2.2 General numerical results 
Several suspensions at different volume fractions have been investigated via the moving-
particle code. In fig. 6.8, the decay of the normalised intermediate scattering function 
f(k, t) = F(k, i)/F(k, 0) is shown for several normalised wave vectors ka in a suspension 
at 0 = 0.491. As apparent from this figure, the decay is slowest as ka approaches 
kmara 3.5, where k max is the wave vector where the static structure factor S(k) has 
its main peak. It then speeds up again for ka > km az a. The initial decay of f(k, t) is 
controlled by the short-time diffusion coefficient, 1im'. 0 ' f(k, t) = exp[.k2 DS(k, t) t], 
where 't .-+ 0' is the coarse-grained zero-time limit discussed in §2.3.3. For t >> TR, 
it is thought that f(k, t) is also exponential and controlled by the long-time diffusion 
coefficient DL(k,t), limt>,.Rf(k,t) = exp[k 2 D'(k,t) t], see eq. (2.77). As can be 
seen on fig. 6.8, it was indeed found that f(k, t) decays exponentially at long times, 
the broken lines in that figure showing the best linear fits. The slope of these fits is 
0.2 	0.25 	0.3 	0.35 	0.4 	0.45 	0.5 
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Figure 6.9. in f(k ma , t) versus kaxt  for 	0.244, 0.344, 0.382, 0.402, 0.443, 0.461, 
0.477 and 0.491, from left to right (fastest to slowest decay). 
Figure 6.10. Finite-size uncorrected inverse normalised long-time diffusion coefficients 
D0/DL(k) at the peak in the structure factor k = k max (circles) and self-diffusion 
k -p oc (squares) versus volume fraction 0. 
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Figure 6.11. Scaled mean-square displacement R 2 (t)/a2 versus the normalised time 
t/TR on two different scales. The broken line is the single particle result, R 2 (t)/a2 = 
6t/7R. 
identified with _DL(k,t).  The statistical errors on both f(k,t) and DL(k,t)  are quite 
large, of the order of 10 - 20%, and the best data was usually obtained for k k ma . 
Fig. 6.9 presents the decay of f(k, t) at k k m az for suspensions at different 0. 
Again, within the statistical errors, the long-time decays are exponential and the cor-
responding inverse normalised diffusion coefficients are reported in fig. 6.10. These 
results look qualitatively very similar to the short-time results D0 /D 5 (k max , t) of fig. 
6.6, the long-time coefficients varying however more dramatically with 4. As the long-
time coefficients are not finite-size corrected, a direct, quantitative comparison is not 
possible. Moreover, these coefficients have been obtained from simulations at too high 
a temperature and their numerical values are thus expected to be incorrect (see the 
discussions in the following subsections). Nevertheless, the general behaviour of the 
system is still captured by these results and it can clearly be seen that D'(k,t) slows 
down markedly as q> 0.35 - 0.4, the direct interactions becoming increasingly impor-
tant. This slowing-down has also been observed in recent DLS experiments of PMMA 
particles [14]. 
In fig. 6.11, the mean-square displacement R 2 (t) of the particles is presented for 
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the lower 0, the diffusion rate is practically the same at all times. Only for 0 > 
0.35 - 0.4 is there a clear slowing at longer times, due to the "caging effect" from 
the direct interactions. This is in agreement with the decrease of the peak diffusion 
coefficient observed for the same volume fractions. DL obtained from these curves 
is also displayed in fig. 6.10. In agreement with experimental data (see §2.3.4), the 
long-time regime is reached when the particles have only moved over a few tenths of 
their radius for 0 > 0.35.— 0.4. This is quite remarkable as the conceptual picture of 
the long-time diffusion of a particle is a random walk controlled by many independent 
collisions with its neighbours. As there are only a few such collisions if the particle does 
not move over large distances, this suggests that the direct interactions influence the 
dynamics to a lesser extent than the conceptual picture implies and the hydrodynamic 
interactions, especially the lubrication forces for particles close to contact, dominate the 
dynamics. This is in agreement with the remarks of Hanna et al. [131] and Tokuyama 
and Oppenheim [81] who point out that the effect of the direct interactions is drastically 
reduced by the short-range hydrodynamic interactions. 
6.2.3 Short-time diffusion with moving particles 
As discussed in the introduction to this section, it is possible to reduce the time-scale 
separation between TH TB and TR by increasing the temperature of the system. 
This allows to access the Brownian long-time regime in shorter computational runs 
However, it was found that the numerical results for f(k, t) depend on the temperature 
and while it is indeed the long-time motion that is of interest in this investigation, 
VA 0.05 0.1 0.3 0.5 0.75 
A 0.0025 0.01 0.09 0.25 0.5625 
[BTpart 11 0.06 10.24 12.17 16.02 1 13.53 
Table 6.3. Measured particle temperature versus the r.m.s-deviations VA of the stress 
fluctuations. 
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Figure 6.12. Normalised diffusion coefficient D(k, t)/D o versus time for ka = 3.492 
k max a in a dispersion at 0 = 0.491. The data are for five r.m.s.-deviations /A of the 
stress fluctuations, .JA = 0.05, 0.1, 0.3, 0.5 and 0.75 respectively from the top to the 
bottom. TB marks the Brownian relaxation time. The length of the computational was 
about 100 TB. The dashed horizontal line marks the short-time diffusion coefficient 
Ds(k) computed in §6.1 and the statistical error on that result is +0.006. The particle 
radius is a = 4.47 
we believe that it is nevertheless necessary to ensure that the short-time dynamics are 
also correctly captured by the moving-particle code so that errors are not propagated 
between the two time regimes. In order to obtain the correct short-time dynamics, 
we argue that the hydrodynamic interactions must have time to develop before the 
Brownian particle moves over a significant distance and a large enough separation 
between TB and TR must thus be kept. This places an upper bound on the temperature 
of the system, which will be investigated in this subsection by comparing the initial 
decay of f(k,t) to the short-time diffusion data from §6.1. 
In the following, the thermal energy kBT  will be referred to as "temperature" for 
simplicity. The temperature of the fluid is proportional to the variance A of the stress 
fluctuations, see chapter 4, eq. (4.31). Even though it was noted in §5.3.3 that the 
"particle temperature", as determined from the mean-square velocity of the particles, 
Chapter 6: Short- and long-time diffusion 	 187 
does not exactly match the fluid temperature, the former was still found to depend 
linearly on A, as illustrated in table 6.3 for a system at 4) = 0.491. 
In fig. 6.12 are then displayed the normalised diffusion coefficients D(k, t)/D o 
at k k mar for a suspension at 4) = 0.491 and for the five different temperatures, 
varying by a factor 225 from the lowest to the highest. The corresponding time-scale 
separations were found to be respectively TR/TB = 4900, 1200, 135, 49 and 22 and are 
thus all considerably less than in an experimental system. Shown as the horizontal 
dashed line in fig. 6.12 is the short-time result from the fixed-particle code of §6.1. 
The time evolution of D(k, t) appears clearly on this figure, as it increases from zero 
to reach a maximum, identified as the short-time diffusion coefficient D5(k), and then 
decreases due to the direct hard-sphere interactions. For high temperatures, D5(k) was 
found to be significantly lower than the value computed in §6.1, to which it converges 
as kBT  is reduced. Moreover, the validity of the short-time coefficient in time increases 
with decreasing kBT  and for the two lowest temperatures, D(k, t) reaches a plateau at 
Ds(k), lasting for about a decade and thus clearly indicating the presence of a distinct 
short-time regime. 
In table 6.4 are presented similar results for two other reduced wave vectors on either 
sides of kmax a and for the self-diffusion DS = D5 (k -* oo), identified as the maximum 
of Ds(t). As apparent from this table, the variation of the diffusion coefficient with 
"A is not always monotonic and the values for the lowest kBT are not necessarily 
closest to the fixed particle data, corresponding effectively to kBT = 0. It is not clear 
why the results converge differently for different k. Nevertheless, the data for the two 
lowest kBT  were consistently found to be practically identical and in agreement with 
the fixed particle results at all k and it thus appears that the temperature dependence 
of the short-time coefficients is extremely weak for /AT ç 0.1. 
It is possible to evaluate from R 2 (t) how far a single particle has moved as a fraction 
of its radius during the Brownian relaxation time TB.  Table 6.5 shows that this fraction 
is more than a percent for /i> 0. 1, which is appreciable compared to the 0.01 - 0.1% 
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ka Fixed particles Mobile particles 
Ds(k)/D 0 Ds(k)/D 0 
3.063 0.174 ± 0.018 0.05 0.180 ± 0.022 
0.1 0.185 ± 0.014 
0.3 0.193 ± 0.010 
0.5 0.176 ± 0.009 
0.75 0.147 + 0.007 
3.624 0.079 ± 0.008 0.05 0.085 ± 0.012 
0.1 0.089 ± 0.010 
0.3 0.076 ± 0.009 
0.5 0.073 + 0.008 
0.75 0.060 ± 0.006 
00 0.135 ± 0.004 0.05 0.125 + 0.010 
0.1 0.123 + 0.008 
0.3 0.112 + 0.005 
0.5 0.102 + 0.005 
0.75 0.092 + 0.005 
Table 6.4. Normalised short-time diffusion coefficients Ds(k)/D0  for different nor- 
malised wave vectors ka and r.m.s.-deviations of the stress fluctuations ,/A. The fixed 
particle data have been obtained from the method of §6.1. The volume fraction is 
= 0.491. 
measured in experiments [6]. 
As the time-scale separation between TR and TB does not only depend on the tem-
perature of the system, but also on the particle radius, see eq. (6.18), similar tests have 
been repeated for suspensions of N = 16 particles of radius a = 2.93 at 0 = 0.246. 
Table 6.6 shows the correspondence between the stress fluctuations and the particle 
temperatures measured in this system. By comparing this data to the corresponding 
numbers for the concentrated system in table 6.3, it can be noticed that kBT is only 
VA 	11 0.05 0.1 1 	0.3 1 	0.5 0.75 
\/R 2 (TB)/a 2 11 0.004 0.008 10.032 1 0.055 0.077 
Table 6.5. Fraction of its radius a particle has moved during the Brownian relaxation 
time TB as a function of the r.m.s.-deviations in the stress fluctuations ./A. 
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0.05 0.1 0.3 0.75 
A 	110.0025 0.01 0.09 0.5625 
I kBTpart 11 0.07 10.26 12.35 1 14.72 
Table 6.6. Measured particle temperatures versus the r.m.s-deviations /A of the 
stress fluctuations for 16 spheres of radius a = 2.93 at 4 = 0.246. 
weakly dependent on the volume fraction, on the number of spheres or on the radius 
of the spheres. This is also verified by table 5.5 and has been noticed throughout our 
simulations. It was then found that, for the 16 particle system considered here, the 
Ds(k) obtained with the method of §6.1 are reproduced by the moving-particle code 
for /A < 0.1, kBT  0.25, as for the concentrated system. For /A = 0.1, TR/rB 750 
and /R 2 (rB)/a 2 0.034 and the time-scale separation is thus well below that for 
equal fluctuations in the concentrated system, the particles moving considerably fur-
ther. It thus appears that the important parameter for the short-time dynamics is the 
temperature of the system and not the ratio 7R/7B. Nevertheless, even for the smallest 
spheres used in our simulations, a = 2.93, this ratio is still greater than about 750. 
From these results, an upper bound on the temperature of the system is obtained, 
kBT 0.25, /A = 0.1. It is independent of a or 0 and it is thus advantageous to use 
small particles for which the long-time regime can be reached more rapidly. However, 
as shown in §5.2.4, large particles are needed to reproduce the correct hydrodynamic 
interactions and extremely long simulations are thus necessary to investigate this time 
regime. Indeed, for a = 4.47 and v"ii = 0.1, TR is of the order of 160000 time steps 
and the characteristic decay times of f(k mas , t) are even longer. For good statistics, 
simulations should run for at least 5-10 rR on about 32 different configurations of 
spheres, requiring for the current code an estimated 4000 node hours on the Cray T31) 
of the Edinburgh Parallel Computing Centre. 
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6.2.4 The effect of the temperature on the long-time diffusion coeffi-
cients 
In §6.2.3, the temperature dependence of the short-time motion has been investigated 
and an upper limit has been placed on the variance of the stress fluctuations. We will 
study here how the long-time dynamics are influenced by this parameter. 
In fig. 6.13, the full time-dependence of D(k, t)/D o is displayed at k - '-max for a  rb  
suspension at 4> = 0.491 and for /A = 0.2, 0.5 and 0.75. The temperature of the system 
thus varies by a factor 14 from the lowest to the highest. The "temperature depen-
dence" of the short-time coefficients, as discussed in §6.2.3, is clearly visible as the dif-
ferent heights of the peaks at short times. However, the long-time diffusion coefficients, 
defined as the asymptotic t -f oo values of D(k, t), seem to be, within the statistical 
errors, kBT-independent  for the temperatures investigated. Similar behaviour has been 
found at all wave vectors and for D. Fig. 6.14 displays the mean-square displacement 
R 2 (t)/a2 versus t/TR for the three temperatures. Even though slight differences are 
visible in the slope of these plots, the diffusion coefficients are the same within statis-
tical errors and no consistent trend with temperature is apparent. Unfortunately, for 
I 	II 0.05 0.1 1 	0.3 1 	0.75 
DL (k max )/DO 0.200 +0.015 0.195 ±0.012 0.153 ±0.018 0.141 ±0.018 
D/Do 0.286 +0.005 0.285 ±0.009 0.252 ±0.008 0.237 ±0.008 
Table 6.7. Long-time diffusion at the peak and long-time self-diffusion for a system 
of 16 spheres at 4> = 0.246 as a function of the r. m. s- deviations of the fluid stress 
fluctuations. 
lack of computing time, it was not possible to obtain data for /i 0.1 for this system 
to investigate whether the results change below this threshold. Similar calculations 
were however repeated for a system of 16 particles at 4> = 0.246 for /A = 0.05, 0.1, 
0.3 and 0.75. The results at several k, two of which are reported in table 6.7, suggest 
that D'-(k) is temperature independent for /A 0.1 and only weakly dependent for 
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Figure 6.13. Normalised diffusion coefficient versus t/TR at the peak in the structure 
factor, ka = 3.492 k max a, for three different temperatures, characterised by the 
r.m.s.-deviations /A of the stress fluctuations. From top to bottom /A = 0.2, 0.5 
and 0.75 respectively. The volume fraction is q5 = 0.491. The statistical errors are 
±15% for t Z r. The computational runs were done over 9-25 rj, depending on the 
temperature. 
/A> 0.1 as the data for /i = 0.3 and /A = 0.5 do not differ by more than 10-15%. 
This weak dependence may explain why the data for the concentrated system appears 
to be temperature independent. 
Although these computations are far from being exhaustive, they suggest that al-
though the temperature has less impact on the long-time dynamics, there is still some 
dependence for IA> 0.1 and careful investigations of this time regime should be done 
at <0.1. As already noted in 6.2.3, the computational runs at such low tempera-
tures would however be extremely long and, for a lack of computing time, we were not 
able to perform these. 
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Figure 6.14. Normalised mean-square displacement R 2 (t)/a2 versus t/rR for three 
different temperatures. From top to bottom /A = 0.5, 0.75 and 0.2 respectively. The 
volume fraction is 0 = 0.491. 
6.2.5 Finite-size correction to D"(k) 
In §6.1.2, a finite-size correction for the short-time diffusion was derived based on the 
diffusion coefficient of a simple cubic array of spheres. While the numerical factors of 
the correction are expected to be modified because of the direct interactions between 
the particles, the discussion leading to it, and thus its functional form, is still valid so 
that we suggest 
DL(k) - D(k) 
+ C(, k)(/N)'/ 3 . 	 ( 6.26) 
D0 - D0 
Here D(k) denotes the numerical data for a system of N particles and DL(k) = 
limN_oc, Df(k) the thermodynamic limit. The function C(, k) is an unknown that 
has to be determined for each k and qf. The correction is now k dependent as the effect 
of the direct interactions is thought to be different on different length-scales. 
Fig. 6.15 shows the diffusion data for three different system sizes, N = 16, 32 
and 108 particles, for a suspension at 	= 0.443. The D(k) differ most near the 
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Figure 6.15. Inverse normalised diffusion D0/DL(k)  versus normalised diffusion wave 
vector ka for a suspension at 0 = 0.443 for three system sizes, N = 16 particles 
(triangles), N = 32 particles (circles) and N= 108 particles (squares). ./A= 0.5. 
peak, as was the case forthe short-time diffusion (see fig. 6.2). The data for the 
self-diffusion is DL (N = 16) = 0.048 ± 0.005, D(N = 32) = 0.067 + 0.003 and 
D(N = 108) = 0.092+0.007. Using this data, eq. (6.26) was found to hold at k k max  
with C(0.443,k max ) = 0.289±0.l44and DL(k max )/D0 = 0.106+0.041 and for the self-
diffusion with C(0.443, k - oo) = 0.304 ± 0.128 and D'(k - oo)/D o = 0.140 + 0.034. 
At intermediate wave vectors k, where data is available for at least two of the system 
sizes, eq. (6.26) was used to extrapolate DL (k)lD o for the third system size and 
these values were found to be in reasonable agreement with linear interpolations of the 
numerical data for that system size. Similar investigations for systems at 4' = 0.244 
yielded C(0.244,k max ) = 1.59+ 0.92 and C(0.244,k - oc) = 1.17±0.25). C(4', k) thus 
seems to vary strongly with 4' and weakly with k and might even be k-independent. 
In spite of the rather large errors in our un-corrected data, we conclude that the 
procedure of eq. (6.26) appears to be valid in the sense that it produces coherent re- 
sults for three system sizes. However, it is not entirely satisfying as C(4',  k) remains 
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unknown and simulations for at least two system sizes have thus to be performed to 
allow an extrapolation. 
An alternative correction has been proposed by Ladd [132], drawing on the theory 
of long-time diffusion of Medina-Noyola [87], see §2.3.4, eq. (2.81). The idea behind 
this correction is that the effect of the hydrodynamic interactions is fully accounted for 
by Ds(k)  and DL(k)  can be written as 
	
DL(k) - DS(k)K(k) 	 (6.27) 
D0 - D0 
where K(cb,k) is a structural factor accounting for the direct interactions. It is then 
argued that the structural factor is independent of system size, so that 
DL(k) DL (k) 
D5(k) = K(qf, k) = 
DS (k) 	
(6.28) 
and, combining eqs. (6.27) and (6.28), the thermodynamic limit of the long-time 
diffusion coefficient is 
D L (k) - D L  ( k ) Ds(k) 
D0 - D0 DS (k)' 	
(6.29) 
where DS (k) is the finite-size uncorrected data for the short-time diffusion Ds(k)  the 
thermodynamic limit. We have tested the validity of eq. (6.29) using the data of fig. 
6.15 and our results for the short-time diffusion from figs. 6.2 and 6.3. Table 6.8 
contains a comparison of DL(k)/D0  calculated via eq. (6.29) for k k max and k - oo 
for the three system sizes. As can be seen, the correction does not yield a consistent 
extrapolated diffusion coefficient for the three system sizes and can therefore not be 
used. The argument that the structural factor is system size independent is thus not 
justified. Moreover, the statement that the effect of the hydrodynamic interactions 
is fully contained in Ds(k)  is rather suspect as these interactions also diminish the 
influence of the direct interactions which are unaccounted for by the short-time motion, 
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k 	N 11 Dfr,(k)/D0 I Ds(k)/D(k)  I DL(k)/DoI 
kmax  
16 0.019 ±0.003 2.25 ±0.20 0.043 ±0.010 
32 0.037 +0.006 1.78 ±0.16 0.066 ±0.016 
108 110.065 ±0.010 1.42 ±0.10 0.092 ±0.020 
16 0.048 ±0.005 1.61 +0.16 0.077 ±0.016 
00 32 0.067 +0.003 1.46 +0.04 0.098 ±0.008 
108 10.092 +0.007 1.28 ±0.09 0.118 +0.018 
Table 6.8. Finite-size correction via eq. (6.29). D(k)/D o is the uncorrected and 
DL(k)/D0  the corrected data. 4' = 0.443. 
see the discussion at the end of §6.2.2. 
6.2.6 Conclusion 
In this section, an investigation of hard-sphere colloidal dynamics in the Brownian long-
time regime has been attempted. Numerical computations have been found to agree 
qualitatively with DLS experiments on PMMA particles, displaying a marked slowing 
down of the diffusion for volume fractions above 0.35-0.4. However, it was found 
that these results depend on the temperature of the system, controlling the time-scale 
separation between rB TH and rR.  An analysis of this dependence has led to the 
conclusion that careful computations in the long-time regime can only be achieved for 
root mean-square deviations /A in the fluid stress fluctuations such that /A < 0.1, 
leading to a ratio TR/TB 750. Below this threshold, and thus for higher time-scale 
separations, the numerical results were found to be only very weakly dependent on the 
temperature. However, simulations of concentrated suspensions, for which rather large 
particles are needed, will then require a considerable amount of computing time and 
we were not able to perform these. The finite-size corrections that have to be used to 
recover the thermodynamic limit from finite simulations have also been discussed and 
a coherent scheme has been proposed. 




In this chapter, the LBE & particles method was applied to the study of the dynamics 
of concentrated colloidal suspensions. The short-time motion was first investigated 
with a code based on fixed particle positions, forcing an effectively infinite separation 
between the Brownian time-scale and the structural relaxation time. The Brownian 
short-time diffusion coefficients were computed over a wide range of volume fractions 
and wave vectors and very good agreement with experimental DLS data [10] has been 
found. This confirms the power of the LBE method in reliably and quickly simulating 
the many-body hydrodynamic interactions even for concentrated suspensions. In the 
second part of this chapter, an investigation of the Brownian long-time regime was 
attempted with a code based on moving and directly interacting hard spheres. First 
results were found to be in good qualitative agreement with DLS experiments [14], 
the long-time decay of the intermediate scattering function being exponential and the 
corresponding diffusion coefficients showing a strong slowing down for volume fractions 
above 0.35-0.4. However, these results were found to be quantitatively dependent on 
the temperature of the system and our main aim was then to find an upper bound to 
the temperature ensuring a sufficient separation of the Brownian and the structural 
relaxation time-scales. 
Chapter 7 
Dynamics of a single particle 
between two plane walls 
"And thou, 0 wall, 0 sweet, 0 lovely wall, ..." 
W. Shakespeare, A Midsummer Night's Dream 
chapter 6, the hydrodynamic interactions between equally sized particles 
re numerically investigated. Although these interactions are of the 
eatest interest in the study of colloidal suspensions, a particle will 
tually interact with any surface in the system and, in particular, with the 
tils of its container. These wall effects are considered negligible in the 
atment of bulk suspensions, the average distance of a particle to the wall 
being considered very large compared to its radius. However, they are 
of importance in industrial applications related to transport in porous media, such as 
filtration problems or deposits and removals of colloidal particles in fabric pores, etc.... 
Theoretical studies of the dynamics in confined geometries are scarce, the main 
results being reviewed in ref. [41]. For motion between two parallel plane walls and 
perpendicular to the walls, a complete numerical study by a collocation method was 
197 
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done by Ganatos et al [133]. Their study of motion parallel to the walls is somewhat less 
exhaustive [134]. Some experimental studies have concentrated in recent years on both 
motion of particles near a single wall [135] [136] and between two plane walls [137] [138] 
[139]. These experiments have to take account of the effects of gravity and single particle 
motion is not easily studied. On the computational side, only a Brownian dynamics 
study of particles absorbing onto a single surface is reported [140]. However, in the 
Brownian dynamics method, theoretical expressions for the mobilities of the particles 
have to be used and it is therefore not suitable for an ab initio investigation of the 
hydrodynamic interactions. We have shown in chapters 5 and 6 that the LBE method 
successfully simulates those interactions and the facility with which boundaries can be 
implemented makes the method ideal for the study of Brownian motion near walls. We 
thus propose to investigate in the present chapter the hydrodynamic interactions of a 
single spherical particle of radius a in the confined environment between two planar 
walls, as illustrated in fig. 7.1. 
The characteristic parameters in this problem are the normalised channel width h/a 
and the normalised distance of the center of the particle to the nearest wall, z/a. Due 
to the periodic boundary conditions imposed in the simulation, a further parameter is 
L/a, the normalised distance of a particle to its nearest periodic images. 
L 	 L 
Figure 7.1. Wall geometry considered in the simulations. h is the width of the channel, 
z the distance from the center of the sphere to the nearest wall and L the distance from 
the sphere to its nearest periodic images. 
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This chapter proceeds as follows. In §7.1, some analytical expressions and approx-
imations are given for the friction coefficients for motion parallel and perpendicular 
to the walls and the relation to the diffusion coefficient of the particle is shown. The 
effect of the periodic boundary conditions on the results of the computations are also 
discussed and finite-size corrections proposed. In §7.2, the methods of computation 
for the friction and diffusion coefficients are briefly discussed and the results of these 
computations are presented and analysed in §7.3, along with a discussion of the validity 
of the approximate theories. 
7.1 Theoretical considerations 
The dynamics of the particle in the confined geometry are controlled by its hydrody-
namic interactions with the wall. The creeping flow equations controlling the fluid flow 
are linear (2.1.1) and the general hydrodynamic interactions on the particle can thus 
be separated into components corresponding to particle motion parallel and perpen-
dicular to the walls. 
7.1.1 Friction coefficients and the diffusion tensor 
The drag force F on a particle moving at velocity U is (see §2.1.2) 
F= — 11 .U, 	 (7.1) 
where 4 1 , is the friction tensor. For an isolated sphere in an unbounded geometry, 
= 6777oal, corresponding to the Stokes drag. In the confined geometry illustrated 
in fig. 7.1, the friction tensor is not isotropic, as the three spatial directions are not 
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equivalent. In the coordinate system of that figure, 
ll 	0 	0 
(67rijoa) 	0 	lI o , 	 ( 7.2) 
0 ü 
where II  is the normalised friction coefficient for motion parallel to the walls and 
the normalised friction for motion perpendicular to the walls. The purely hydrody-
namic friction tensor is related to the diffusion tensor of the sphere via the generalised 
Einstein relation, eq. (2.41) and the short-time diffusion coefficient Ds,  characterising 
the dynamics of the particle is then obtained via eq. (2.70) as 
Ds 1 1 	2 
D0 
- = —tr 
3 
< (E11Y1 >= tr < + T>' 	 (7.3) 
where D0 = kBT/(6lrlloa) is the isolated sphere result. We concentrate here only 
on short-time motion, when the sphere moves over distances negligible compared to 
its radius. Long-time motion, when direct interactions of the sphere with the walls 
become important, will not be considered here. 
Solving the Stokes equation for 	and e" in the confined geometry is extremely 
difficult and analytical expressions for both coefficients are scarce. For two special 
values of z, the following expansions for e" are exact to order O(a/z) 6 [41]: if z = h/2, 
then 
1.004r + 0.418r3 + 0.21r4 - 0.169r5] 
-1, 	
(7.4) 
where r = a/z, and for z = h/4 
= [i - 0.6526r + 0.1475r3 - 0.131r4 - 0.0644,r5 1 	. ( 7.5) 
Alternatively, an approximate solution for all z may be obtained by linearly superposing 
the effects of the two individual walls. For a sphere close to a single wall, the normalised 
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drag to order 0(a/z) 6 is [41] 
(z) = [i - --r + 	- 	- 	 (7.6) 
16 8 256 	16 j 
The correction to the Stokes drag F0 = 6iri 0aU due to the first wall is 
= F0 (1 - 	whereas the correction due to the second wall is 
= F0 (1 - 	- 	so that the total correction can be approximated by z = 
Al + L2 = F0 (1 - ), where is 
= 	z) + (h - z) — 1. 	 (7.7) 
For no exact analytical expressions are available and the linear superposition 
provides the best approximation. For a sphere in the presence of a single wail, the 
friction is [41] 
eiL (z)= sinh[a]x 
00 n(n + 1) 	F 2 sinh[(2n + 1)a] + (2n + 1) sinh[2a] 
(2n - 1)(2n + 3) [4 sinh 2 [(n + 1/2)a] - (2n + 1) 2  sinh2[a] — 1] 
	(7.8) 
where a = arccosh[z/aJ, so that e- can be estimated as 
= j'(z) + ejL(h - z) - 1. 	 (7.9) 
The validity of these expressions will be studied in §7.3.1 and 7.3.2. 
7.1.2 Finite-size effects 
Periodic boundary conditions are imposed on the simulation box in all three direc-
tions. In the z direction, the hydrodynamic interactions from the periodic images of 
the particle are screened by the wall and can thus be neglected. However, in the x and 
y directions, the interactions are free to propagate and it is thus not a single sphere 
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between two plane walls that is simulated, but a two-dimensional array of spheres with 
a unit-cell of size L x L, see fig. 7.1. As for the calculations of the short-time diffusion 
coefficients of concentrated suspensions in §6.1.2, it is necessary to use a finite-size 
correction to eliminate the effects of the array on the hydrodynamics and extrapolate 
the numerical results to the thermodynamic limit, L - oo. Strictly speaking, a ther-
modynamic limit is defined as N, V - oo with N/V fixed, where V is the volume of 
the system and the extrapolation L -* oo is thus not such a limit. We will however 
continue to use this term to designate the extrapolated results. 
In §5.1.1, eq. (5.7), it was seen that the inverse friction coefficient 1/ (the mobility) 
for a periodic three-dimensional array of spheres differs from the Stokes-term 1/(67ri oa) 
by corrections of leading order i/L, arising essentially from the 1/r dependence of the 
Oseen tensor. It is recalled that the Oseen tensor gives the fluid velocity field u(r) due to 
a point-force at the origin, with r = ri. Using the 11L correction, the computed results 
for the short-time diffusion coefficients in concentrated suspensions were successfully 
finite-size corrected. No analytical expressions for the friction of an array of spheres 
exist for the confined geometry. However, two recent papers [141] [142] have analysed 
the fluid flow between two walls due to a point-force. It was found that for a point 
force perpendicular to the walls and applied in the middle of the channel, the far-field 
(r - co) approximation for u(r) is [141] 
u(r) - r _h1' 2 exp [_ r /h] , 	 (7.10) 
where c is a spatial index, lithe point force is parallel to the walls, then [142] 
u(r) 	_1/2 exp[—r/h] 	+ r 2 (1 - 	 (7.11) 
Eq. (7.10) suggests that for a particle moving perpendicular to the walls, the hydro-
dynamic interactions from the periodic images are likely to be unimportant as the 
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flow field created by the particle is expected to decay exponentially. Therefore, the 
computed normalised friction coefficient - is expected to be L-independent for large 
enough L. Eq. (7.11) shows that for a point force parallel to the walls, the decay of 
the flow field parallel to the walls is only algebraic and the hydrodynamic interactions 
from the periodic images of a particle moving parallel to the walls are thus expected to 
be important. The flow-field decaying as r 2 and in analogy with the procedure used 
in §6.1.2, it is then postulated that 
(L) 	 ) + A11(, 	 (7.12) 
where All is a coefficient depending on the exact geometry of the problem. If eq. 
(7.12) does apply, the thermodynamic limit for II  can easily be extrapolated from 
computations at different L. The validity of these predictions will also be studied in 
§7.3.1 and 7.3.2. 
7.2 The simulations 
A dissipative method (no thermal fluctuations in the fluid) may be used to determine 
the friction coefficients, similar to the method applied to determine the friction coeffi-
cients over arrays of spheres described in §5.1.1. The diffusion coefficient Ds  can then 
be extracted from this data. Alternatively, a fluctuating method in which the particle 
undergoes Brownian motion can be used to determine Ds,  as described in §7.2.2. 
7.2.1 Dissipative method 
Unlike in the method described in §5.1.1 for the friction coefficients of an array of 
spheres, no pressure gradient is applied to the fluid for the confined geometry. Here, 
the particle is given a velocity U1I1,  parallel or perpendicular to the walls, and the 
force F 11 " on the particle measured once the induced fluid flow has reached a steady 
state. In the usual manner, the particle position is kept fixed as only short-time motion 
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is considered. A single wall is modelled, composed of three layers of boundary nodes at 
zero velocity. Via the periodic boundary conditions in the z direction, this corresponds 




67rl1oaH UI 1,1 
where a is the particle radius. The computations are repeated for several values of L, 
to study the convergence to the thermodynamic limit. A major difference with the 
calculations of §5 and 6 is that, in order to get a precise value for z, the particles are all 
centered on a lattice node. Therefore, no averaging of the hydrodynamic radius over 
particle mappings is necessary. Table 7.1 shows the correspondence between the input 
radius a and the hydrodynamic radius ajj for this single mapping (see the discussion 
in §5.2.4 on the hydrodynamic radii). When referring to the particle radius a, the 
a 1.5 2.5 3.5 4.0 6.0 8.0 
aj-j 	11 1.59 2.83 3.78 4.54 6.51 8.51 
Table 7.1. Correspondence between input radius a and hydrodynamic radius aN for 
particles centered on a lattice node, measured in lattice spacings. 
hydrodynamic radius is meant in the following. Length-scales such as h, z and L are 
measured in lattice spacings. 
7.2.2 Fluctuating method 
It is possible to compute the diffusion coefficient Ds  of the particle via a fluctuating 
method. Using the same simulation setup as described in the previous subsection, the 
initial velocity of the particle is set to zero and the fluctuations in the fluid are turned 
on. By integrating the velocity autocorrelation function of the particle, Ds  is obtained 
via eq. (5.42). 
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7.3 Numerical results 
We present here the results of our computations of the dynamics of a single sphere. 
'- (7.3.1) and 11 (7.3.2) have been determined for channel widths from h/a ct 2.65 
to h/a 10 and the diffusion coefficient Ds  of the particle, extracted from the dissi-
pative data via eq. (7.3), is presented in §7.3.3. In §7.3.4, a few results for Ds  from 
computations with the fluctuating method are compared to the dissipative results. 













0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 
alL 
Figure 7.2. Normalised perpendicular friction coefficients -'-(a/L)/F,(a/L - 0) 
versus alL, the reduced distance to the nearest periodic image. Data for a sphere of 
radius a = 2.83 with h/a = 7.774 and z/a = 2.473 (solid circles), a = 3.78, h/a = 2.646, 
z/a = 1.323 (squares) and a = 4.54, h/a = 3.084 and z/a = 1.322 (triangles). 
In our computations of the perpendicular friction ', the parameter a/L was found 
to control the effect of the periodic images. In fig. 7.2, the dependence of on a/L 
is presented for three different geometries and sphere sizes. The friction coefficients 
have been normalised by their asymptotic value '(a/L - 0), which we consider to 
be the thermodynamic limit. In agreement with the predictions of §7.1.2, is only 
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a 	
] 
h/a z/a 	II 
4.54 2.643 1.322 II 7.89 
6.51 2.611 1.229 8.20 
3.78 3.175 1.587 4.56 
4.54 3.084 1.542 4.76 
6.51 3.072 1.536 4.77 
3.78 3.175 1.323 6.20 
4.54 3.084 1.322 6.12 
6.51* 1 3.072 1.322 6.24 
3.78 3.704 1.852 3.25 
6.51 3.687 1.843 3.29 
3.78 3.704 1.323 5.78 
6.51* 3.687 1.323 5.67 
2.83 4.240 2.120 2.70 
3.78 4.233 2.116 2.67 
2.83 4.240 1.413 4.85 
3.78* 4.233 1.413 4.93 
2.83 6.360 3.180 1.83 
3.78 6.349 3.175 1.79 
2.83 6.360 1.767 2.77 
3.78* 6.349 1.767 2.77 
Table 7.2. Perpendicular friction coefficients 	as a function of the sphere size a for 
different geometries. Data marked with * are linear interpolations on z/a, expected 
to be slightly higher than the numerical results that would be obtained for the corre-
sponding geometry. 
weakly affected by the periodic boundaries and was found to be independent of a/L 
for alL 0.06. 
It was seen in §5.2.4 that the hydrodynamic interaction between two spheres along 
their line of centers was reproduced correctly by particles with hydrodynamic radii 2.93 
lattice spacings for interparticle distances of less than one lattice spacing. While the 
geometry is different in the present case, it is still expected that rather small particles 
will be sufficient to reproduce the correct hydrodynamic interactions. Table 7.2 presents 
a comparison of the friction coefficients obtained for different sized spheres in similar 
geometries, characterised by the dimensionless parameters z/a and h/a. Taking account 
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h/a = 9.984 
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1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 2.8 3.0 3.2 3.4 
z/a 
Figure 7.3. Normalised perpendicular friction coefficients L  as a function of the 
normalised distance of the center of the sphere to the closest wall z/a for several 
channel widths h/a as indicated. The triangle is a data point for a = 4.54, the squares 
are for a = 3.78 and the circles for a = 2.83. For clarity, no lines have been drawn for 
the data sets with the highest h/a. 
of the slight differences in these parameters, it appears that for h/a 3.2, spheres of 
radius a = 4.54 and a = 6.51 produce results within a few percent of each other. For 
3.2 h/a 5.5, particles of radii 3.78 produce the same results as larger spheres and 
for h/a Z 5.5, spheres of radius 2.83 seem sufficient. 
Fig. 7.3 then summarises the results of our computations of ', which we believe 
are within 5% of the true value for the friction coefficient of an isolated sphere in the 
confined geometry. It can be observed that for a sphere close to one of the walls, 
z/a -p 1, and for channel widths such that h/a Z 3.7, the friction is only weakly 
influenced by the width of the channel and the data for several h/a almost superimpose 
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at the lowest available z/a. The influence of h grows as the sphere approaches the centre 
of the channel, z/a - (h/a)/2, the data sets become clearly separated. 
Table 7.3 offers a comparison of some of our data with the independent numerical 
results of Ganatos et al [133]. Taking account of the slight differences in the geometries, 
Present work 
h/a 	z/a 	' 
Ref. [133] 
h/a 	z/a 	c-'- 
3.175 1.587 4.56 3.0 1.5 4.78 
3.704 1.587 3.68 3.5 1.5 3.62 
4.233 2.116 2.67 4.0 2.0 2.79 
* 5.027 2.116 2.34 5.0 2.0 2.34 
6.349 	1 2.116 2.17 6.67 1 	2.0 2.18 
Table 7.3. Comparison of e' between our data and the numerical data of ref'. [133]. 
* denotes linearly interpolated data. 
our results are in good agreement with the data of ref. [133] and this gives good 
confidence in our computational method. 
Comparisons of the computed coefficients with the approximate theory of 7.1.1, eq. 
(7.9), are shown in fig. 7.4 for two different geometries. The theory, based on the linear 
superposition of the effects of the two individual walls, clearly does not describe the 
numerical data well. The theoretical perpendicular drag is consistently overestimated 
for particles near the center of the channel while it is underestimated for particles 
near the walls. Even for a relatively wide channel (h/a = 9.894), the theoretical drag 
force is found to be overestimated by about 10% in the middle of the channel and 
underestimated by about 15% as the sphere approaches the wall (z/a = 1.413). In 
ref. [141], it was noted that for a point force close to one of the walls, the effect of the 
second wall is still noticeable for ratios as high as h/z 8. It can be expected that 
this ratio will be even higher for a solid particle. 
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z/a 
Figure 7.4. Comparison of the computed normalised perpendicular friction coefficients 
' (solid lines with data points) to the approximate theory, eq. (7.9), for two channel 
widths. h/a = 3.704 for the upper data set and the short-dashed curve and h/a = 6.349 
for the lower data and the long-dashed curve. 
7.3.2 Parallel friction 11 
The finite-size analysis of the results of our computations of 11  has proven somewhat 
more difficult than that for , the reason being that the drag coefficients were found 
not to be monotonically varying with L. In fig. 7.5, the inverse friction is plotted versus 
(a/L) 2 for three different geometries and sphere sizes. As can be seen, the predicted 
finite-size dependence, eq. (7.12), indeed applies, but there is considerable scatter in the 
data (see the discussion in §7.3.4). The average curve is determined by a least-squares 
fit, and the extrapolated inverse friction coefficients can only be determined with an 
estimated error of about 3%. It is nevertheless satisfying that the simple argument of 
§7.1.2 leads to a consistent extrapolation procedure. 
From these computations, several observations can be made about the parameter 
All in eq. (7.12), giving the slope of the fitted curves in fig. 7.5. It was found to 
be increasing with z/a for fixed h/a and a decreasing function of h/a for fixed z/a. 
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i/e U 
0.0 	0.005 	0.01 	0.015 	0.02 
(alL) 2 
Figure 7.5. Inverse parallel friction coefficients 11 ç 11(a/L) versus (alL) 2 . The solid 
circles are data for a sphere of radius a = 2.83 with h/a = 6.360 and z/a = 2.120, the 
solid squares for a = 3.78, h/a = 5.291 and z/a = 1.587 and the triangles for a = 4.54, 
h/a = 3.304 and z/a = 1.322. The straight lines are least-square fits to the data, from 
which the thermodynamic limit is extrapolated as the (a/L) 2 	0 limit. 
Moreover, within the errors of the numerical fits, the ratio A111(4h) was found to be 
a constant for all z/a for fixed h/a. Thus, we postulate that 
(h) 
A" (
a , a) 	a 
= B1I 	 , (7.14) 
where BII(x) is found to increase more slowly than x with increasing x. While eq. 7.14 
is not of immediate importance for the present study, it might be useful for future 
research. 
The influence of the particle radius on the measured friction coefficients was studied 
and it was found that II  is considerably more sensitive to a than is . Thus, particles 
of radius 8.51 had to be used for the narrowest channels. The results for eli  are presented 
in fig. 7.6 for those radii which we believe to yield the exact friction to within 5%. C 11 
can be seen to be smaller than c-'-  for all z/a at a given h/a and, unlike for ', the 
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± h/a = 2.585 
	
2.5 	 h/a = 3.072 
C" 	 h/a = 3.304 
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Figure 7.6. Normalised parallel friction coefficients 1'  as a function of the normalised 
distance of the center of the sphere to the closest wall z/a for several channel widths 
h/a as indicated. The + is data for a = 8.51, x data for a = 6.51, the triangles for 
a = 4.54, the squares for a = 3.78 and the circles for a = 2.83. 
width of the channel influences CU equally at all z/a. 
Next, the numerical data are compared in table 7.4 with the analytical expressions 
(7.4) and (7.5) for geometries where these expressions apply (z = h/2 and z = h/4 
respectively). As can be seen, the agreement between theory and computation is very 
good for channels such that h/a Z 4. For narrower channels, the analytical expressions 
are not expected to be valid, as terms of order 0(a/z) 6 become important. This 
successful comparison gives good confidence in the finite-size extrapolation used to 
determine C 11 . Although only two data sets are available in the geometry necessary for 
eq. (7.5) to apply (z = h/4), it appears that this expression is valid for h/a Z 6.2. 
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a i_ 1I ,a 1a d ç l Ij 	Il 
8.51 2.585 1.293 2.90 +0.09 2.25 
6.51 3.072 1.536 2.48 ±0.07 2.09 
4.54 3.524 1.762 2.06 +0.06 1.93 
3.78 3.704 1.852 1.92 ±0.06 1.87 
4.233 2.116 1.78 ±0.05 1.74 
4.762 2.381 1.63 ±0.05 1.63 
5.291 2.643 1.56 ±0.05 1.55 
* 1.322 1.89 +0.06 1.95 
6.349 3.175 1.47 ±0.04 1.45 
1.587 1.65 +0.05 1.67 
2.83 6.360 3.180 1.44 ±0.04 1.43 
• 7.774 3.887 1.38 ±0.04 1.36 
9.894 1 4.947 1.25 ±0.04 1.25 
Table 7.4. Computed parallel friction coefficient dI  versus the theoretical value 
keor 
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z/a 
Figure 7.7. Normalised parallel friction coefficients e" for three channel widths, h/a = 
3.704,4.762 and 6.360 from top to bottom, compared to the approximate theory, eq. 
(7.7) (short-dashed curve, dot-dashed curve and long-dashed curve respectively). 
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Finally, we compare in fig. 7.7 the numerical data for three representative geome-
tries to the linear superposition approximation (7.7). This approximation clearly fails 
if the sphere is close to one of the walls, z/a -* 1, or if the channel is very narrow. 
However, for channels such that h/a Z 5 and z/a Z 1.5, this approximation produces 
results within less than 5% of the numerical result. 
7.3.3 Diffusion coefficients via the dissipative method 
From the numerical data presented in 7.3.1 and 7.3.2, the diffusion coefficient Ds/D0 
of an isolated sphere between two walls can be extracted via eq. (7.3). The results for 
several channel widths are presented in fig. 7.8. As can be seen, the hydrodynamic 
0.7 
h/a = 6.355 
0.6— h/a = 5.291 
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Figure 7.8. Normalised diffusion coefficient D 5/Do for several channel widths as a 
function of the normalised distance of the sphere to the closest wall. Expected errors 
are +6%. 
interactions considerably slow down the dynamics of the sphere as it approaches the 
wall, the diffusion coefficient varying by as much as third from the center of the channel 
to a position such that z/a 	1.3. It is expected that, at contact with the wall, z/a - 1, 
DS/D0 -p 0, so that Ds  is expected to vary greatly between z/a = 1 and z/a 1.3. 
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This is a situation comparable to lubrication, §2.1.3, where the friction close to contact 
diverges. 
Unfortunately, comparison of the numerical data to experiments measuring the dif-
fusion of colloidal particles between two plane wails [137] [138] [139] is not immediately 
possible. Indeed, these experiments can only measure a diffusion coefficient averaged 
over the vertical position of the sphere, as the particles are submitted to the gravita-
tional force that tends to induce sedimentation onto the lower wail. Moreover, while 
the dispersions used for those experiments are dilute enough to neglect the hydrody-
namic interactions between neighbouring particles, direct electrostatic interactions are 
not negligible and are likely to affect the particle dynamics [137] [139]. 
7.3.4 Diffusion coefficients via the fluctuating method 
Only a few fluctuating measurements of the diffusion coefficient Ds  have been at-
tempted in this work, mainly to verify whether the scatter of data obtained for 11  via 
the dissipative method, see fig. 7.5, is due to the method of computation or might 
have a physical origin. Only finite-size uncorrected data are thus compared for the two 
methods in table 7.5, the fluctuating data having been obtained as the average over 
64 different computational runs of about 50 TB length each. The errors for that data 
are the standard deviations of the averages. The comparison is hindered by the errors 
in Ds/D0  from the fluctuating method; nevertheless, it appears that the fluctuating 
measurements do reflect the variations in Il  and that these are therefore independent 
of the numerical method. A possible explanation for these variations might lie in the 
form of the flow-field created by the motion of the particle. For a point force, it was 
found [142] that periodic cells of vortices are induced in the channel. Due to the peri-
odic boundaries in our simulation, these cells have to fit the simulational box and the 
force on the particle will thus depend on the way restricted size of these cells, giving 
variations around an average, as observed. 
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a h]z Ic-'- £ Dissipative D5/Do 
Fluctuating 
3.78 20 6 32 3.350 1.544 0.531 0.525 +0.020 
34 3.347 1.668 0.499 0.505 ±0.020 
36 3.345 1.578 0.522 0.525 ±0.020 
38 3.344 1.580 0.522 0.525 +0.020 
4.54 14 7 30 4.797 2.138 0.381 0.375 ±0.020 
40 4.780 2.320 0.357 0.355 +0.020 
50 4.774 2.200 0.373 0.363 +0.020 
Table 7.5. Comparison of the dissipative and fluctuating data for several geometries. 
Note the unsteady nature of 11 while is monotonically decreasing with increasing 
L. 
7.4 Conclusion 
We have shown in this chapter how the lattice Boltzmann method can be applied to 
study the dynamics of a colloidal particle confined between two plane walls. We have 
concentrated on the short-time motion of the particle, when it moves over distances 
negligible compared to its radius. The friction coefficients for motion parallel and 
perpendicular to the walls, II  and - respectively, have been determined and finite-
size corrected. By successfully comparing to independent numerical results and 11 
to exact analytical expressions valid for special geometries, we have gained confidence 
in the finite-size extrapolation methods and our results are estimated to be within 5% of 
the exact value. We have furthermore studied the linear superposition approximations 
for both coefficients. For 11,  the approximations is valid if h/a > 5 and z/a > 1.5. For 
L, for the widest channels investigated, h/a 10, the approximation yields results 
that differ by about 10 - 15% from the numerical data, and the quality of its results 
deteriorates for narrower channels. The short-time diffusion coefficient of the sphere 
has also been evaluated, via both dissipative and fluctuating methods. 
Chapter 8 
Conclusion 
"Non, rien de rien, non, je ne regrette rrrrrrrien..." 
E. Piaff 
n this work, we were mainly concerned with numerically studying the 
dynamics of concentrated colloidal suspensions, dispersions of mesoscopic 
particles of about 1 to 500 nm radius [6]. These dynamics are dominated 
by three effects: firstly, they are driven by Brownian motion, due to the 
thermal fluctuations in the fluid. Secondly, the indirect, hydrodynamic 
interactions between the particles play an important role for suspensions 
with particle volume fractions 0 above about 5%. Thirdly, the direct in- 
teractions between the particles slow down their dynamics on longer time-scales, when 
the positions of the particles have changed significantly. 
Any numerical method aimed at the simulation of such suspensions must thus take 
account of these three effects. The hydrodynamic forces between the particles place the 
biggest constraint on any such method, as they are of long range and many-body nature. 
Their physical origin lies in the relative motion of a particle and the suspending fluid, 
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which sets up vortices in the fluid and thus influences neighbouring particles. Conven-
tional algorithms for simulating this interaction solve the time-independent creeping 
flow equation for the fluid flow, subject to the appropriate hydrodynamic stick bound-
ary conditions at the particle surfaces. This time-independence has as a consequence 
that the forces depend on the positions of all the particles and thus results in algo-
rithms scaling as the cube of the number of particles. To improve on this scaling, the 
natural alternative is to simulate the fully time-dependent hydrodynamic equations 
and thus capture the time-dependence of the hydrodynamic interactions as they orig-
inate from local forces at the solid-fluid interface and then diffuse through the fluid. 
This approach necessitates however a quick method for simulating the fluid flow that 
can easily handle complex boundaries, such as spherical particles. Such a method has 
emerged over the last seven or eight years in the form of the lattice Boltzmann equation 
(LBE) model. The LBE is a greatly simplified, lattice-based version of molecular dy -
namics which simulates very effectively the full incompressible Navier-Stokes equation. 
Its main advantages are that it is easily implemented on parallel computers and, of 
central importance for our aim, that the inclusion of solid boundaries into the fluid 
flow is extremely simple. 
In this thesis, a numerical method for simulating colloidal dynamics was developed, 
based on a combination of the LBE method for the fluid phase with molecular dy-
namics for the solid objects [25] [26]. The central part of the combined LBE & solid 
particle algorithm is the mechanism of interaction at the solid/fluid interface, where 
stick boundary conditions have to be implemented. Several such mechanisms have been 
tested and a very effective method has been retained, the so-called "Relaxed bounce-
back on the nodes" method, which conserves the locality of the LBE algorithm by 
treating the interactions on the lattice nodes. This method was shown to reproduce 
accurately independent numerical results for the transport coefficients of suspensions 
of spherical hard-sphere particles for particle radii not exceeding about 4 lattice spac-
ings [122]. These transport coefficients, such as the short-time self-diffusion coefficient, 
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depend strongly on the hydrodynamic. interactions, which are thus correctly modelled 
by the algorithm. Moreover, due to the locality of the fluid/solid interactions, the 
method scales linearly with the number of particles, a significant improvement over 
conventional algorithms. 
Brownian motion, driving the particle dynamics, is the result of the many uncorre-
lated collisions between the fluid molecules and the colloidal particle. Due to thermal 
fluctuations in the fluid, the energy of the fluid molecules varies spatially and the col-
loidal particles thus undergo irregular motion. At a mesoscopic level, in the framework 
of fluctuating hydrodynamics [4], the thermal fluctuations can be modelled as random 
components to both the stress tensor and the heat flux of the fluid. Thus it was pro-
posed [24] to model Brownian motion in the numerical algorithm by adding random 
components to the stress tensor of the LBE fluid (thermal modes are ignored in that 
model). The implementation of this idea has been discussed in detail in the present 
work. 
The time-scale such that the hydrodynamic interactions are fully established in the 
fluid, but the colloidal particles have not yet interacted directly with each other, is 
the Brownian short-time regime. The motion of the particles is diffusive and purely 
controlled by the hydrodynamic interactions. It is characterised by a wave-vector de-
pendent short-time diffusion coefficient Ds(k),  representing the decay of density fluc-
tuations on length-scale 27r/k [6]. 
This time regime has been investigated via a LBE code in which the colloidal parti-
cles have fixed positions but instantaneous, fluctuating velocities. Fixing the positions 
of the particles ensures an infinite time-scale separation between the development of 
the hydrodynamic interactions, or equivalently the relaxation of the velocities of the 
particles, and the time-scale on which direct interactions become important. We have 
then been able to compute D(k) over a wide range of wave vectors and for particle 
volume fractions 0 from the dilute to the disorder/order transition at 0 = 0.494. After 
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finite-size corrections, which remove the effects of the periodic boundary conditions 
imposed on the simulations, very good quantitative agreement has been found between 
the numerical results and data from Dynamic Light Scattering (DLS) experiments of 
weakly polydisperse PMMA particles [6] which are conjectured to behave like hard 
spheres [10]. It was shown that Ds(k)  is smallest for k in the vicinity of the wave 
vector kmax for which the static structure factor S(k) has its main peak, and thus dy-
namics and structure on a length-scale comparable to the nearest-neighbour distance 
are probed. The ratio of Ds(k)  to the free diffusion coefficient D0 as a function of 
decreases slowly for 0 < 0 < 0.3 from 1 to about 1/2.5. For larger 0 , the diffusion 
coefficient decreases more markedly and is found to be approximately 1/8.5 at freez-
ing [10]. The good agreement between numerical and experimental data confirms the 
validity of the LBE method to simulate the full hydrodynamic interactions, even for 
concentrated suspensions. 
On longer time-scales, the particles move over larger distances and the direct in-
teractions become important. Thus, in the long-time regime, the colloidal particles 
perform Brownian motion over distances comparable to or larger than their own ra-
dius and their motion is characterised by a wave-vector dependent long-time diffusion 
coefficient DL(k).  Due to the additional friction from the direct interactions, DL(k)  is 
generally smaller than Ds(k)  [6]. 
To take account of the movement of particles, a hard-sphere molecular dynamics 
code [3] for the colloidal particles was added to the LBE & particle algorithm used 
to investigate the short-time motion. The intermediate scattering function was then 
computed from the trajectories of the particles and was found to decay exponentially at 
long times. The long-time diffusion coefficients calculated from this decay were found 
to be in qualitative agreement with results from DLS experiments [14]. Whereas for 
lower 0 , the difference between the short-time and the long-time regime is not very 
marked, for 0 > 0.35 - 0.4 the long-time coefficients decrease dramatically due to the 
Chapter 8: Conclusion 	 220 
"caging effect'. While these results are encouraging, it was not possible to get quan-
titative agreement with experiments. The reason for this discrepancy is thought to 
lie in the insufficient separation in the simulations between the time-scale of devel-
opment of the hydrodynamic interactions and the time-scale on which the particles 
move over distances comparable to their radius. Whereas in experimental systems 
this separation is four to six orders of magnitude, it can be artificially reduced in the 
simulations by increasing the temperature of the system. Our main aim was then to 
analyse the temperature dependence of the results obtained from the moving-particle 
code and place an upper bound on the temperature of the system. This analysis showed 
that a time-scale separation of two or three orders of magnitude is sufficient to obtain 
temperature-independent results. Unfortunately, even with such a relatively low sepa-
ration, the computations become extremely long and we were not able to investigate the 
long-time regime at temperatures for which quantitatively correct diffusion is expected. 
While studies of concentrated suspensions are the most immediate and interesting 
application of the LBE & particle approach, any system where hydrodynamic interac-
tions are important can be investigated with this method. Of considerable industrial 
interest is the interaction of colloidal particles with walls. We have thus numerically 
studied the short-time motion of a single sphere between two plane walls where hydro-
dynamic stick boundary conditions apply. 
As expected, it was found that the closer the particle gets to one of the walls, the 
bigger the drag force on it becomes. A simple picture of this effect is that there is 
less space for the surrounding fluid to recirculate around the particle. The dynamics 
of the sphere are decomposed into parallel and perpendicular motions to the walls and 
the drag forces in these directions are characterised by a friction coefficient. We have 
been able to compute these coefficients for a variety of geometries and channel widths 
h, from h/a 2.65 to h/a 10 where a is the particle radius. After finite-size correc-
tions, they were successfully compared to independent numerical computations and the 
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scarce exact analytical expressions available in this confined geometry. Approximate 
expressions based on the linear superposition of the effects of two isolated walls were 
also studied and found to be of only limited validity. From the friction coefficients, 
the short-time diffusion coefficient of the particle has been evaluated and found to be 
rapidly decreasing as the particle approaches one of the walls. 
From the applications discussed above, the advantages of the combined LBE & solid 
particles method are clear. The many-body hydrodynamic interactions can be easily 
simulated and complex boundaries can be implemented without difficulties. Physical 
problems where these interactions play an important role can thus readily be inves-
tigated with the method, and future work might include studies of dimer and trimer 
dynamics, of binary suspensions or of the effects of polydispersity on particle dynamics, 
as particles of different sizes are easily implemented. Particles of non-spherical shapes 
can also be considered. Direct interactions, such as electrostatic forces, can be imple-
mented via the molecular dynamics algorithm for the colloidal particles and further 
interesting application including direct forces is the study of colloid-polymer mixtures. 
The addition of free random-coil polymers to a suspension of colloidal particles can 
cause an effective attraction between the particles due to the depletion of polymer 
between the colloids. Recently, a long and non-single exponential decay of the interme-
diate scattering function was observed for the non-equilibrium phase ("gel") of these 
systems [143]. The colloidal particles being close together, hydrodynamic interactions 
will strongly influence their dynamics and, theoretical developments being excessively 
difficult, computer simulations may shed some light and lead to an explanation of the 
origin of these long decays. 
A problem with long-time dynamics has been noted and it was found that low 
temperatures and thus long computational runs are necessary to investigate this time 
regime. A possible solution to that problem might be the use of a combined Brownian 
dynamics & LBE algorithm in which the particles are updated according to a normal 
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Brownian dynamics method, for which the hydrodynamic interactions for given, fixed 
configurations of spheres are calculated via the LBE method. This might increase the 
speed of the simulations, as there is no continuous update of the fluid. 
To summarise, the LBE & solid particles method was found to be an extremely 
easy and quick method for simulating hydrodynamic interactions and the results ob-
tained in this work, especially the results for the short-time dynamics of concentrated 
suspensions, clearly show its future potential. 
Appendix A 
The Langevin equation 
In this appendix, the Langevin equation is briefly analysed. For an isolated particle, 
this equation is (see eq. (2.28)) 




<FR(t + r) FR(t)> = Aö(r), 	 (A.2) 
<FR(t) . U(0)> = 0. 
If the friction tensor is isotropic, = -yl, the formal solution to eq. (A.1) is 
U(t) = U(0) exp[ — t/rB] + 	I t  FR(t') exp[(t' - t)/TB]dt', 	(A.3) 
where 
M 
TB = - 
7 
(A.4) 
From this solution, using the properties of the fluctuating force, eq. (A.2), and 
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evaluating the integrals, the velocity autocorrelation function is obtained, 
ATB 	 ,\TB < U(t).U(t') >= (< U(0) > --- )exp[ — (t+t')/rBJ+----- exp[ — It — t'l/rB]. (A.5) 
The Brownian particle is in thermal equilibrium with the fluid and thus equipartition 
should hold for all times t: 
M< U(0) >2 = M< U(t).U(t)> = kBT, 	 (A.6) 




Using the definition (A.4) for TB yields 
A = 67kBT, 	 (A.8) 
thus providing a link between the fluctuating force (through A) and the dissipative 
friction (through -y). From eqs. (A.6) and (A.7), the velocity autocorrelation function 
reduces then to 
	
< U(t) . U(t') >= UO2  exp[—It - t'l/TB]. 	 (A.9) 
Appendix B 
The long-time tail of the VACF 
We review here briefly the argument leading to the long-time tail in the velocity auto-
correlation function based on the time-dependent friction coefficient. 
Instead of writing a simple linear relation between the drag force and the velocity 
of a particle, a drag force depending on all previous velocities of the Brownian particle 
is introduced via the time-dependent friction tensor E(t) (see eq. (2.26)), 
Fdrag(t) = - J (t - t') . U(t')dt'. 	 (B.1) 0 
Supposing that the friction tensor is isotropic, (t) = 7(t)1, the generalised Langevin 
equation is [67] 
M(t) = 
- / 7(t - t')U(t')dt' + FR(t), 	 (B.2) Ot 
where the properties of the fluctuating force FR are the same as for the normal Langevin 
equation, eq. (A.2). The evolution equation of the velocity autocorrelation function 
(t) =< U(t).U(0) > is obtained by multiplying (B.2) by U(0) and taking an ensemble 
average, yielding 
- ---I 1(t - t')(t')dt'. 	 (B.3) it 	M  
This equation can be solved by performing a Laplace transform. The transform of the 
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time-dependent friction coefficient has been obtained by Stokes [67], 
7(w) = (67r oa)[1 + THW + / i]. 	 (B.4) 
By inserting this expression in the Laplace transform of eq. (B.3) and performing the 
inverse transform, the following result for 4(t) is found [68] 
(t) = q(O±) (a exp[ct] erfc[a+v] - a_ exp[at] erfc[a_v']), 	(B.5) 
- 
where the complementary error function erfc(z) is defined as 
100  erfc(z) = 2 = 
	




/ 1 )12*[ 
	




Here, (0+ ) is the value of the velocity autocorrelation function at t = 0+, which, 
by equipartition, should be equal to 3kBT/M, where M is the mass of the Brow- 
nian particle. However, in the incompressible theory for which eq. (B.5) is valid, 
= 3kBT/(M + Mf/2), where Mj is the mass of the fluid that would occupy 
the volume of the Brownian particle, Mj = 1ra3pf, pf being the density of the fluid. 
This inconsistency can be explained in the following manner: in a compressible fluid, 
part of the momentum of the particle is carried off almost instantaneously by sound 
waves; the amount carried off is MfU O /2. After this momentum has been carried off, 
the incompressible theory and eq. (B.5) apply. Since the incompressible theory does 
not allow for sound waves, the discontinuity at t = 0 is obtained. 
The long-time behaviour of (t) can be obtained by taking the limit t -f oo of 
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expression (B.5) and this can be shown to be {671 
q5(t) 	2kBT(47rVt)_, 	 (B.8) 
3pf 
in agreement with the results of Alder and Wainwright [50]. 
Appendix C 
The generalised Smoluchowski 
equation 
In the present appendix, we derive the generalised Smoluchowski (GS) equation, gov- 
erning the time-evolution of the particle probability distribution in configuration space. 
Denoting P[RN(t)]  the probability of finding N Brownian particles at positions RN 
at time t, the continuity equation for P[R"(t)] is 
OP(RN) 	N 
at 
=_V.P[R'(t)JU1. 	 (C.1) 
The velocity U 2 of particle i is composed of two terms. The first contribution comes 
from the direct interparticle forces via the mobility tensors, U 2 = - 
where &(RN)  is the direct interparticle potential. The second contribution is due to 
the instantaneous non-uniform distribution of particles, inducing a diffusion of particles 
down the concentration gradient VZP(RN).  This diffusion can be expressed via the 
macroscopic Fick law, P(RN)U 2  = - > 3 D2 V 3 P(RN). This gives a macroscopic 
definition of the diffusion tensor D 2 , describing the relative diffusion of particles i 
and j. Combining those two contributions and using the generalised Stokes-Einstein 
relation (2.41) to link the mobility tensor to the the diffusion tensor, the GS equation 
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is obtained [6] [62], 
OP(RN)  
at 	
- OP(RN), 	 (C.2) 
- 
where the Smoluchowski operator 0 is 
N 
(9 = 	D,,(Rv) [V 3  + 	 ( C.3) 
i,j=1 	
kBT 
The use of the generalised Stokes-Einstein relation is of course only justified if the 
hydrodynamic interactions are considered instantaneous, as discussed in the introduc-
tion of 2.3. 
Appendix D 
The memory function formalism 
In this appendix, it is shown how the memory function formalism can be applied to 
the long-time dynamics of a suspension of colloidal particles. 
In §2.3.3, the function Ak(t)  was introduced, proportional to the Fourier component 
Pk(t) of the number density p(r, t), 
N 
Ak(t) = N_ 1 ' 2pk (t) = N"2 >exp[ik . R(t)]. 	 (D.1) 
The time-evolution of Ak(t)  is governed by the adjoint Smoluchowski operator 0 (see 
eq. (2.42) and (2.43)), 
Ak(t) = exp[Ôt]Ak( 0 ). 	 (D.2) 
A projection operator P is now considered, projecting a function B(t) onto the Fourier 
component of the number density, Ak(0), [65], 
PB(t) = 
<A_k(0)B(t)> 
- <A_k(0)Ak(0) Ak(0). 
	 (D.3) 
Choosing Ak(t)  as the function B(t) in the above equation yields 
PAk(t) = Y(t)Ak(0) 	 (D.4) 
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A_k(0)Ak(t)> = <A_k(0)exp[Ot]Ak(0)> 	
(D.5) 
<A_k(0)Ak(0)> 	<A_k(0)Ak(0)> 
< A_(0) exp[Ot]Ak( 0 ) > is the intermediate scattering function F(k, t), see eq. (2.62). 
< A_(0)A(0) > is the static structure factor S(k), so that 
Y(t) - S(k) 
F(k, t) 
= f(k,t). 	 (D.6) 
-  
Using now the results of the projection operator theory [65] yields 
Of (k, 
t)_f(k,t 
 Of (k, 0) 
+ I f(k, t')M(k, t t') dt', 	(D.7) 
where the memory function M(k, s) is given by [65] [71] 
<R_kexp[(1 - P)Ot]Rk> 
(D.8) M(k,$) = 
	S(k) 
and the "random force" is 
Rk = (1 - P)6Ak(0). 	 (D.9) 
It should be noted that, since the generalised Smoluchowski equation is valid on time-
scales t >> r, the zero time in eq. (D.7) is the coarse-grained limit limi t ... o' discussed 
in §2.3.3. 
Expression (D.7) is of course only a formal rearrangement of the GS equation and 
the evaluation of the memory function is exceedingly difficult. However, this notation 
is a useful starting point for the discussion of the long-time dynamics. The first point 
to note is that, for 't - 0', the integral of the memory function vanishes; the remaining 
term is related to the short-time diffusion Ds(k)  by eq. (2.66), 
0f(k,0) = _k2Ds(k). 	 (D.10) 
at 
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Thus, eq. (D.7) can be rewritten as 
Of (k, t) = _ Ds(k)k 2 f(k, t) + I f(k, t')M(k, t - ') dt', 	(D.11) Ot 	 Jo 
and the short-time dynamics have been separated formally from the long-time dynam-
ics. 
In the small-k limit, the "force" term (D.9) can be evaluated to lowest order in k 
[71] as 
Rk = ikN112 > [V 3 - -- V,] D 13 . 	 ( D.12) 
B 
If hydrodynamic interactions can be neglected, D 2, = D0ö1 , and if the direct forces 
are conservative, then Rk is simply the total force on all particles due to their mutual 
interaction, which is zero. Thus the memory function eq. (D.8) is zero and the inter-
mediate scattering function decays exponentially; the k -+ 0 diffusion coefficient is thus 
unchanged from its short-time limit DS(0) = D, the collective diffusion coefficient. 
Appendix E 
The Boltzmann collision 
operator 
In this appendix, the properties of the Boltzmann collision operator related to the con-
servation of mass, momentum and energy are derived. The Maxwell-Boltzmann form 
of the collision invariant molecular distribution function will also be obtained. 
The Boltzmann equation is 
af 
 + V. Vf = C(f), 	 (E.1) Ot 
where the collision operator C(f) is [40][91] 
C(f) = f J (f'f - ff 1 )Va(V')d3v1 d'. 	 (E.2) i 	2' 
Here f 	f(r,v',t), f 	f(r,v,t),  f 	f(r,v,t) and fi 	f(r,v i , t); v' and v are 
the velocities before the binary collision, which become v and v 1 after the collision; 
V' and v are related to v and v 1 by momentum and energy conservation. Also, 
V1 = v' - v, V = V', a(V') is the differential scattering cross-section and d' is the 
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infinitesimal solid angle about W. 
It can easily be shown that for any function b(v) of the velocity v, the following 
relation holds C(f) [93]: 
J C(f)(v)d3v =  fI (i'f - ff i )(v)V(V')d 3v id'd3v 1 	' 
= 	ff1 (f'f - ffi)( + i - - ) Va(V')d3v id'd3v. (E.3) 4 v v  ç' 
Here 	'(v), 	1(v 1 ), b' 	1(v') and 14 	'(v'1 ). fC(f)(v)d3v represents 
the change of b per unit time due to the collisions and, from eq. (E.3), it follows that 
any function satisfying 
fC(f)(v)dv =0 	 (E.4) 
is a summational invariant, meaning that the sum of ',b over the particles involved in 
the collision remains unchanged by the collision, or 
(E.5) 
For structureless molecules, the only summational invariants are the mass, the momen-
tum and the energy [40] so that any function '4&(v) satisfying eq. (E.5) must be of the 
form 
(v) = Cm + CV V + cv 2V 2 . 	 ( E.6) 
Here, v = lvi, Cm and Cu2  are arbitrary constants and ev is an arbitrary constant vector. 
For structured molecules, the angular momentum is also a summational invariant. 
However, we will restrict our-self here to structureless molecules. The following three 
properties in the collision operator, expressing the conservation of mass, momentum 
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We now investigate the existence of positive functions fo  invariant under collisions, 
implying C(f0 ) = 0. Trying (v) = In f in eq. (E.3) yields [93] 
I C(f)lnfd 3V  = 
JJ, in f'f(1 - A) In AVo(V')d 3vi dfl'd3v, 	 (E.8) 
where 
I fi 
f ,f . 
(E.9) 
Now, f being a positive function, we have f'ff > 0. Also, Vo(V') > 0 and for any 
A > 0, we have (1 - A) In A < 0, with the equality applying if and only if A = 1. Thus 
JC(f )In fd3v < 0 
with the equality applying if and only if 




Inf+lnfi=lnf'+lnf. 	 (E.12) 
Eqs. (E. 10), (E.11) and (E.12) imply that C(f0 ) = 0 if and only if In lo is a summational 
invariant, i.e. 
fo = Aexp[c m  + Cv V + Cv2 V 2]. 	 (E.13) 
Replacing fo  into the definitions of the density, momentum density and energy den-
sity, eq. (3.1), yields the coefficients A, Cm, c, and Cv2  and the Maxwell-Boltzmann 
distribution is obtained [93] 
3 
P ( m \2 	
(E.14) 
(_m(v_u).(v_u)\ 
fo = m \ I 2lrkBT) 
exp 	
2kBT  
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distribution is obtained [93] 
) %xp ( —m(v—u)  
p/ m 	 .(v_u)
fo
m 27rkBT 2kBT 	) 
(E.14) 
Appendix F 
Projections of the LBE kinetic 
equation 
In this appendix, the kinetic equation (3.84) is projected onto several eigenvectors of 
the LBE collision operator. We adopt the Einstein convention and sum over repeated 
indices. 
First, eq. (3.84) is projected to order 0(c) onto the stress-mode eigenvectors, A("8) 
and A(tnhl).  Summing the two projections yields 
+ ;-: 	
p f1eq 	= 
A>pfne 	
+ BPifjCö1y, 	 (F.1) 
i 	 i 
where d is the spatial dimension. The third-order velocity moment of the equilibrium 
distribution appearing in this equation can be evaluated from the definition of the 




PiCicipCiy + 	pUs 
I 	 1 
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c2 O(pu) O(pup) O(pU cv) 
	
D + 2 Or1 
+ 	+ 	8]. 	(F.2) 
Contributions of order 0(u2 ) from the equilibrium distribution are ignored. This is a 
valid approximation in the small Mach number approximation, i.e. u << c. The time 
derivative of the equilibrium stress tensor appearing in eq. (F.1) can be evaluated by 
using the continuity and Euler equations, (3.86) and (3.87), 
a 	 __ - O(pCö + pupu,) . eq 	 ____ 	___________________________ 
= 0t1 — at, 	= 
a 
(pUU 	
Op 	Op O(pu) 
a U.y ) - c[up__– + 
+ ôr 	
(F.3) 
The first term is of order 0(V 1 u3 ) and will therefore be ignored hereafter. 
In the low Mach number approximation, the effects of compressibility can be ne-
glected [4] and the viscous stress tensor a' = _flq is traceless. Thus, the last term 
of eq. (F.1) can be ignored. Using the traceless parts of eqs. (F.2) and (F.3), the left 
hand side of eq. (F.1) can be rewritten as 
;.;- 	
+ j— 	
pj J CjyCj/3Cj,, = 
C2 Ou 	Oup 2 Oua  
+ 	+ 	
— —ö], 	 (F.4) 
valid up to terms of order 0(V 1 u3 ). Finally, eq. (F.1) then yields the Navier-Stokes 
form of the viscous stresses 
O13.y = — 	 = 	
C2__ 	
+ 	
- 2 Ou c, 
AD+2 Ori. Or1 	
(F.5) 
Next, to order 0(2),  eq. (3.84) is projected onto the momentum mode eigenvector 







2 0t 1 8t1 	Orl c. 	at2 + 
ia a __fieq eq 	 ____ 
+ 	 c,cpcyJ - 	= 0. 	(F.6) 
Or 10 	 Or 1 0 
The first expression in brackets vanishes due to Euler's equation (3.86). The traceless 
part of the second expression in brackets has been evaluated in eq. (F.4). Using the 
incompressible limit and the expression for the viscous stress tensor, eq. (F.5), the 
above projection can be rewritten as 
a 
P 	- 7o— Or10 	Or1.., 	
0, 	 (F.7) 
where the shear viscosity is 
- 
770 = 77c + lip = 	
PC 	/1 	1 
 D+2 (F.8) 
Terms of order O(V 1 u3 ) have again been neglected. 
Appendix G 
Completeness relation of B(k) 
In the present appendix, it is shown that the orthonormal eigenvectors of the LBE 
collision operator form a complete set in the sense 
BB() = I, 	 (G.1) 
k=pj,ll,G 
where I is the identity operator with respect to the a-product, I 	5jj/p. 
Indeed, decomposing a link-vector D as a sum over the set B(k),  similar to the 
decomposition (3.62), gives 
D = 	> 	
(k)8(k) 	 (G.2) 
kpj,ll,G 
where the coefficients () are (see. eq. (3.64) together with (3.112)) 
B(k) o D = 	 B(') = 





= 	(B (k) a D)B(k) 
l=pj,H,G 
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= Do( > 	BB(k)), 	 (G.4) 
1pj,H,G 
which proves relation (G.1). 
The operator p(k) = >1k B(k) B(k) is the projection operator onto the subspace of the 
link-vector space spanned by the set of vectors B(k)  and eq. (G.1) is a trivial expres-
sion stating that the link-vector space is spanned by the complete set of orthonormal 
eigenvectors of the collision matrix. 
Appendix H 
The RBBN method for simple 
shear flow 
We analyse in this appendix the effects of the RBBN boundary rule in the simple two 
dimensional geometry illustrated in fig. H.I. A wall moves at velocity uoe between a 
uniform flow for x < 0 and a simple shear flow with velocity gradient 'y for x > 0. The 
problem consists in finding the distribution functions which are stationary under the 
boundary rules at the wall and which represent these flows. 
000•000 
	




o o 2r, 	o 0 
-3 -2 4 
Uniform flow 	Shear flow 
X 
Figure Hi. D2Q9 model for flows in two dimensions. The open squares are fluid 
nodes, the filled squares the boundary nodes for the plane wall separating a uniform 
flow to the left of the wall from a simple shear flow to the right. The numbers label 
the velocity directions. 
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We assume the flows to be time independent and invariant under translation in the 
y- and z-directions and work with a two-dimensional D2Q9 model with the weight of 
the rest particle r = 8; this is a projection into the xy-plane of the three-dimensional 
D3Q14 model (see §3.5). It is recalled that the D2Q9 (r = 8) model is based on a simple 
square lattice with velocity directions (+1,0), (0, +1) with weight p2 = 4 and (+1, ±1) 
with weight Pt = 1, as illustrated in fig. 5.9 (see §3.5). The lattice parameters are 
b = 28, D = 7 and c2 = 3. Working at low Reynolds number, the linear approximation 
to the equilibrium distribution function, eq. (3.102), is used. 
The velocity distribution for the uniform flow for x < 0 is the equilibrium distribu-
tion (3.102) with flow velocity u = 
fo (x) = 1, 
f, (X) = 1, 
f2(x) = 1 + 
f3(x) = 1 + flu 
f4(x) = 1 - 
f_ i (x) = 1, 
f_2(x) = 1 - 
f_3(x) = 1 - 
f_ 4 (x) = 1 + 
(11.1) 
The mass density has been set equal to p = b = 28 for convenience. These equilibrium 
distributions are unchanged by the the LBE collisions. As they are x-independent, 
they are not modified by the propagation step and are thus stationary for x < —1. 
For x > 0, the expected distribution functions for the shear flow with uniform 
velocity gradient -y are the equilibrium distribution with flow velocity u(x) = [u0 + 
y(x - xo )]e, plus the non-equilibrium distribution, eq. (3.100), 
fi
neg  = (11.2) 
Here, r is the relaxation parameter of the model and the offset x 0 allows for the inclusion 
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of a boundary layer of width x 0 . Thus, for x > 0: 
fo(x) = 	1, 
f, (X) = 	1, 	 f_ i (x) = 1, 
f2 (X) = 	1+(uo+7(x—xo)), 
f_2(x) = 	1— (uo+7(x—xo)), 
(113) 
f3(x) = 	1 + (u0 + 7(x - xo)) - 
f_3(x) 	= 1 - 	(u0 + 7(x - x0)) - 	77, 
f4(x) = 1—(uo+7(x—xo))+r7, 
f_ 4 (x) 	= 1 +(u0  + 7(x - x0)) + 
The post-collision distributions are calculated from eq. (5.14) using the equilibrium 
distribution (3.102) and the definitions of the mass and momentum density, eq. (3.32). 
They are then propagated to the neighbouring nodes. For x > 1, the new distributions 
are thus 
fo(x) 	= 1, 
f, (X) = 	1, 	 f_ i ( x) = 1, 
f2 (X) 	= 1+(uo+-y(x—xo)), 
f_2(x) 	= 1 - 	(uo + -y(x - x0)), 
(114) 
f3 (X) 	= 1+(uo+7(x-1—xo))—(r-1)-y, 
f_3(x) 	= 1 — (uo+y(x+ 1—xo))— 	(r-1)'y, 
f4(x) = 1— (uo+'7(x -1— xo))+(r -1)7, 
f-4 (X) 	= 1+ (uo+7(x+ 1 —xo))+ 	(r— 1)7, 
identical to the initial distributions (11.3). Thus, the distribution functions (11.3) are 
stationary for x> 1. 
At the boundary node (x = 0), the incoming populations are, from eqs. (11.1) and 
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(H.3), 
fo(0) = 	1, 
f, (0) = 	1, 	 f_i(0) = 1, 
f2 (0) = 	1 + 
1-2(0) = 	1 - 
(11.5) 
13(0) = 	1 + 
f_3(0) 	= 1 -RUO - -yxo ) - 
14(0) 	= 1 - 
f_4(0) 	= 1 +(uo --yxo)+ry. 
From these distributions, the momentum density can be calculated. Setting u,. = 
uO - yx0 , a choice which will be justified a posteriori, yields 
pu(0) = [28(uo - 'yx0 ) + 
14
- -77]ey . 	 (11.6) 
Calculating the post-collision distributions and applying the boundary rules with u, = 
uoe yields the following distributions, denoted f, 









1, 	 (0) = 1, 
1 + (uo - 7X0) + y( - 2x0 ), 
1 - ( u0 - 7x0 ) + y( - 2x0), 	
(11.7) 
1 + ( u0 + y(l - x o )) - T'f + y( - 2x0 ), 
1 - ( u0 - 7x0) + 'y( - 2x0 ), 
1 - ( u0 + 'y(l - xo)) + ry + y( - 2x 0 ), 
1 + (u0 - 'yxo) + y( - 2x0 ). 
After completing the time-step by propagating these distributions to the neighbouring 
nodes at x = +1, a comparison with eqs. (11.1) and (11.3) leads to the conclusion 
that the proposed distribution functions are stationary under the boundary rule if 
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- 2x0  = 0 and hence if the width of the boundary layer is xo = j. This result 
justifies the choice of u, = uO - -yx0 . We note that the width of the boundary layer 
is viscosity-independent. Calculating the momentum density from the distribution 
functions (11.7) yields 
pu(0) = [56(uo - 'y 	
28 
x0 ) - —'yr 
28 
+ --'y]e,. 	 (11.8) 
The average velocity Uavg at the boundary nodes x = 0 is then 
1 pu(0) + pu(0) 
Uavg = 	
2 	
= uoe 	 (11.9) 
with p = 28 and x 0 = . The computed average velocity at the boundary is thus equal 
to the imposed velocity Uo, as expected from eq. (5.32). 
The force on the wall resulting from the boundary rule is obtained from eq. (5.29) 
(p = 28), 
56 
pu(0)] = [—(2r - 1)'y]e = 7 o-ye, 	(11.10) 6 
where 7rj is the shear viscosity of the fluid and the last identity derives from eq. (3.95). 
We have thus shown that by imposing a boundary velocity u0 at the wall, a linear 
shear flow with velocity gradient 'y is generated for x > 0 and a flow at uniform velocity 
u0  - for x <0. A viscosity-independent boundary layer of width is set up. 
Appendix I 
Fluctuations in the collective 
velocity 
We analyse in this appendix the zero-time fluctuations in the total velocity U = 
Ui in an ensemble with total fixed momentum, P = 0. 
In a canonical ensemble, the energy and the total momentum of the system are free 
to fluctuate; the zero-time correlation function of the total velocity is then fixed by 
equipartition, 
< U(0) U(0) >= 3NkBT  
M 
However, in a system with conserved total momentum, it can be shown that the fluc-
tuations in U are reduced relative to their value in the canonical ensemble [126]. For 
zero total momentum P [126], 
<U(0) . U(0) >p...= 
c9 
<Uc(0)Uc(0)><P 	
8<U > 	<U > aPa> 	p . p, 	(1.2) 
,3 	
09 P, apo 
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where & and /3 are spatial indices. The average momentum per particle P 7, is 
	
PPP = NM +mfluid = 
	 (1.3) 
where mf,,jd is the mass of the fluid and M the total mass of the system. The average 
total velocity < U, > is then < U >= NP/M = NP/M, so that 
a<U> a<u,> 	N 2 
p. 	P = 	 ( 1.4) 
and, from eq. (1.2), 




. ;j..<P.P>. 	 (1.5) 
Equipartition yields 
<P . P >= 3M/CBT, 	 (1.6) 
so that, finally, the zero-time fluctuations in an ensemble with fixed momentum are 
[26] 
<U (0) . U 	
3NkBT 3N 2 ICBT 3NkBTXJ 	
(1.7) 
(0) >p= M - M = M 
where Xj is the fluid mass fraction, X1 = mfl 1d/M. 	- 
To get the correct zero-time fluctuations, eq. (1.1), it is thus necessary to divide 
the computed result, eq. (1.7), by the factor Xj and, from eqs. (5.44) and (1.7), 





1 ITB<t<TR <U(t') . U(0) > 
dt', 	 (1.9) 
and yo = 1/(67r170a) is the isolated sphere result. 
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