An alternative approach to the computation of confidence intervals for the noncentrality parameter of the Noncentral t distribution is proposed. It involves the percent points of a statistical distribution. This conceptual improvement renders the technical process for deriving the limits more comprehensible. Accurate approximations can be derived and easily used.
Introduction
In spite of several recent presentations (see especially, Fidler & Thompson, 2001; Bird, 2002) , many potential users, as well as statistical instructors, consider computing or teaching confidence intervals for the noncentrality parameter of the Noncentral t distribution to be very complex tasks. One of the conceptual difficulties is the lack of explicit formula. Although the considerable advances in computing techniques are supposed to render the task easy, they do not solve the conceptual difficulties.
The latter state is all the more deceptive in that when the number of degrees of freedom is large enough so that the Normal approximation holds the solution is very simple: the confidence limits are given by the percent points of a Normal distribution, as for the familiar case of an unstandardized difference between means. Thus, it can be expected that in the general case the limits would also be Bruno Lecoutre is Research Director, CNRS. His research interests are in experimental data analysis, Bayesian methods, foundations of statistics, and the null hypothesis significance tests controversy. Contact him at ERIS, Laboratoire de Mathématiques Raphaël Salem, UMR 6085, C.N.R.S. et Université de Rouen Avenue de l'Université, BP 12, 76801 SaintEtienne-du-Rouvray, France. Email address: bruno.lecoutre@univ-rouen.fr computed as the percent points of a statistical distribution. Unfortunately, this is not the case with the usual presentations.
Moreover, warnings about the accuracy of some computer programs of the Noncentral t distribution (typically, the Noncentral t algorithm fails for large sample size or effect size) cast doubt on some numerical results. Consequently, there remains the need for accurate approximations that are not currently easily available. Even when an exact computation is wanted, it needs an iterative algorithm, for which an accurate approximation constitutes a good starting point.
An alternative approach is proposed in this article that results in computing the confidence limits as the percent points of a statistical distribution as in the most familiar situations. An interesting consequence of this conceptual improvement is that standard techniques to approximate statistical distributions can be used in order to find easy to use very accurate approximations. In conclusion, the question of the justification and interpretation of confidence intervals will be briefly examined.
Considerations and discussions regarding how and when to use confidence intervals for the Noncentral t distribution, may be found elsewhere. Therefore, this article is not methodological. In this perspective, it will be sufficient, with no loss of generality, to consider the elementary case of the inference about a standardized difference between two means. 
The traditional approach for finding the lower (for instance) limit λ L of the noncentrality parameter λ uses the probability p λ that t' df (λ) exceeds the value t CALC observed in the data in hand:
Then, one must vary the λ value in order to find, by successive approximations, the particular value λ L such that p λ L =α/2:
(1)
The conceptual difficulties come from the fact that finding the limit λ L involves as many different distributions as considered λ values. A practical consequence is that it is a highly difficult task to derive accurate approximations.
An alternative approach: computing confidence intervals as percent points of the Lambda-prime distribution An alternative solution consists in computing the confidence limits for the noncentrality parameter as percent points of a statistical distribution. When df is large enough so that the normal approximation holds, λ L is simply the 100α/2 percent point of the standardized Normal distribution with mean t CALC . This can be generalized by introducing an appropriate statistical distribution. Even if it has not been made explicit in the usual presentations, this distribution is in fact not unfamiliar (without mentioning the fiducial and Bayesian presentations discussed in the conclusion).
Indeed, it is usual to plot p λ (or its complement 1-p λ ) as a function of λ. An illustration is given in Figure 1 for t CALC = +1.0076 with df = 22 (hence a p-value p = 0.3246, two-sided), which corresponds to the two-group A way data example given by Fidler & Thomson (2001, p. 586) . The p λ value increasingly varies from zero (when λ tends to -∞) to one (when λ tends to +∞), so that the corresponding curve is nothing else than the cumulative distribution function of a probability distribution. Such a graphical representation is commonly proposed to get a graphical solution for the confidence limits (see, for instance, Steiger & Fouladi, 1997, pp. 240) , but the proponents fail to recognize that, in doing this, they implicitly define the confidence limits as the percent points of this probability distribution.
As for the Noncentral t, this distribution can be easily defined from the Normal and Chisquare distributions, but the result has not been
Consequently, p λ is the probability that
t CALC E can be formally defined from independent standard Normal and Chi-square distributions as: Fisher (1990 Fisher ( /1973 in the fiducial framework, was called Lambda-prime in Lecoutre (1999) . It is also a noncentral distribution, again with df degrees of freedom, but with noncentrality t CALC . Formally:
Consequently, it is possible to inverse in some sense the problem in (1) and compute p λ as the probability that the Lambda-prime distribution with noncentrality t CALC is smaller than λ:
Thus, the curve in Figure 1 is the cumulative distribution function of the Lambda-prime distribution with 22 degrees of freedom and noncentrality +1.0076.
In order to find the limit, solve (2) is technically equivalent to (1) and requires a similar iterative process, but it has a conceptual advantage. Indeed, it involves a unique distribution, so that λ L is the 100α/2 percent point of the Λ' df (t CALC ) distribution. In the same way, the upper limit λ U is its 100(1-α/2) percent point. For instance, in Figure 1 , the limits λ L = -0.986 and λ U = +2.979 of the 95% confidence interval are respectively the 2.5 and 97.5 percent points of the Λ' 22 (+1.0076) distribution. 
E of the 100(1-α)% confidence interval for a raw difference. This analogy will be discussed in the conclusion.
Approximations of the 100π percent point of the
Beyond its conceptual simplification, the alternative approach allows to derive accurate approximations. In this Section, in order to simplify the notations, t CALC will be written t.
Numerical example
Consider Bird's first example (Bird, 2002, p. 206) , which is also considered in Algina and Keselman (2003 
The approximate 100(1-α)% confidence interval for λ is obtained: Algina and Keseleman (2003) found that the accuracy of this approximation does vary with the magnitude of the parameter, which can be verified in Table 1 .
A simple normal approximation
The Lambda-prime distribution is generally asymmetric. However, when t = 0 it reduces to the standard Normal distribution, and when df is large it tends to the N(t,1) distribution. So we can expect that a Normal approximation with the same mean and variance is appropriate, at least for small t and for large df. 
so, that it can be approximated by the N(M,V) distribution:
The approximate 100(1-α)% confidence interval for λ is obtained:
In order to find k, one can compute its logarithm:
and then take the exponential of log(k). logGamma(x) is the logarithm of the Gamma function Γ (x), that generalizes factorials to numbers beyond the integers. It is standard and for instance available in Excel. k can also be computed using the series expansion (Johnson & Welch, 1939) : -7.3742,-2.5820 ] that is close to the exact interval.
A Chi-square approximation For large t values, a better approximation can be found that takes into account the asymmetry of the distribution. This needs to consider the third central moment that can be deduced from the mean:
Next, compute the skewness of the distribution as the ratio of W to the third power of the square root of the variance V (i.e. W/V (3/2) ). The skewness is a measure of the degree of asymmetry of the distribution. When it is small, one can use the Normal approximation N(M,V) above. For practical applications, it was empirically found that a more sophisticated approximation is not necessary when the skewness is smaller than 0.001. Otherwise, the following Chi-square approximation that fits the skewness can be used. It involves again reasonably simple computations. Let
Then the approximation is given by percent points of the Chi-square distribution with q degrees of freedom: Table 3 gives a more systematic comparison of the three approximation methods. The exact probability levels associated with the different approximations of the 100π percent point of the Λ' df (t) distribution are reported for 100π = 2.5 and 100π = 97.5 (which gives the limits of the 95% confidence interval), and for 100π = 0.5 and 100π = 99.5 (which gives the limits of the 99% confidence interval). In the two cases, results are given for 10 and 50 degrees of freedom. They are reported only for positive values of t; the results for negative values can be deduced by symmetry.
Bird's approximation is very inaccurate for small df or large t and can hardly be recommended. By contrast, the simple Normal approximation works very well. The Chi-square approximation is quasi exact for most practical applications. 
