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Ц И К Л И Ч Е С К И Е  И Р Ш И К Л И Ч Е С К И Е  СХЕМЫ  
Р Е Л Я Ц И О Н Н Ы Х  БНЗ ППННЫХ
г а л я п н г е л о в й
Ин с т и т у т математики Болгарской Акапемии Наук
В этой работе рассматриваются понятия ациклической схемы и 
циклической схемы реляционной вазы панных. Эти понятия ввепены в 
[BFMMUY81] с целью лать ответ на в о п р о с - п р и каких у с л о в и я х кажпое 
состояние вазы панных, которое является попарно совпапаюшим 
(pal nui se consistent), является также сплошь совпапаюшим (join 
consistent). Этот в о п р о с поставлен в 1976-ом г о п у , но его ответ пан 
в [BFMMUY811 в 1981-ом г о п у с ввепением понятия циклической и 
ациклической схемы базы панных.
В параграфе 1 описаны основные понятия. В параграфе з паны 
опрепеления попарного и сплошного совпапения. В параграфе 4 
рассмотрен алгоритм репукиии гиперграФОВ, к о т о р ы й в настоящей 
работе используется пля сопержательного опрепеления понятия 
ацикличности (вместо Формального опрепеления ациклического 
гиперграФа, использованного например в [Fa983] и в [Fa983ai). В 
параграфе 5 исслепованы некоторые свойства гиперграФОВ в процессе 
репукиии и показано существование так называемого поглощающего 
ребра пля ациклических гиперграФОВ.
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61■ Пг н п й н ы р ппндтиз
Codd [Cod701 предложил реляционную модель баз данных. В 
классической попели реляционных баз панных рассматривается
множество атрибутов (attributes) U и множество отношении
(relations) нап атрибутами U. В послепные гопы ввепено понятие 
реляционной схемы. Зпесь мы ввопим основные понятия, и с п о л ь з у я 
Ш 11821, [Mai831 и Ш р и82] .
Пус т ь пано множество атрибутов
U = (А-|,А2» • • • »Ар) •
Множество II бупем называть универсум (Universum).
Реляционной схемой (relational scheme) R бупем называть конечное 
множество атрибутов (Aj-j ’Ai2' * " ,Aim* ’ гпе Aij*u аля 
Реляционные схемы бупем обозначать через
Кажоому атрибуту Aj сопоставляется множество значении - так 
называемый помен (domain). Помен атрибута Aj бупем обозначать через 
dóm ( A j ) .
Пусть R - реляционная схема, R=(A1,А2,...»АП). Отношением г нап
реляционной схемой R будем называть конечное множество 
упорядоченных п-ок:
г - {<8^ 2...ар> I ajídom(Aj), Ississn >.
Элементы ^ а ^ . . . а п> бупем называть кортежами отношения г. Если 
г - отношение нап реляционной схемой R=<^ ,^,...,AR), бупем 
обозначать этот Факт через r(R) или г(А1А2...АП).
Пусть Ü - панное множество атрибутов. Каждое конечное множество 
реляционных схем R - {R^,R2 » - --*R^> будем называть схемой базы
данных (database scheme) тогда и только тогда, когда RjCU для
1 ^ i â k  и U - R.J и R2 и ... и Rk .
7(Здесь предполагается, что R ^ u  для 1^isk).
Пу с т ь SMR.j,R2,...>Rk) - схема реляционной базы данных. Каждое
множество конкретных отношении соответственно над
реляционными схемами ÍR-j ' R2 ' • * * 'Rk} бупеи назь,вать состоянием вазы
данных (database state). Будем обозначать состояние через 
d= (г -|,г 2» ••• »г .
Пу с т ь U-R, т.е. будем рассматривать U как одинственная 
реляционная схема в данной схеме вазы данных. Тогда каждое 
конкретное отношение (состояние) I над схемой U будем называть 
универсальной реляцией (universal relation, universal instance) 
[HLJV84], ÍAnZ85] -
2. ГиперграФЫ, соответствующие схемам реляционных ваз данных
Одновременно с введением реляционной модели базы данных началось 
и исследование разных способов организации данных в отдельных 
массивах (Фаилях) [Cod70]. Создавались и соответствующие алгоритмы 
для определении в о з м о ж н о й организации данных при наличии заданных 
ограничении. Например, алгоритм декомпозиции в ЗНФ с сохранением 
ФУнииональных зависимостей [Улл80] предлагает способ разложения в 
"г р у п п ы " атрибутов U, обеспечивая п р и э т о м известные преимущества 
[Cod72] сохранения данных в отдельных отношениях. Этот алгоритм в 
качестве Формальной процедуры может быть использован в 
автоматизации проектирования реляционных баз данных. Легко видет, 
что для этого алгоритма всегда существует "выход", к о т о р ы й является 
единственным с точностью до переименования атрибутов и полученных 
реляционных схем.
В последнее время рассматривается и д р у г о й способ разделения 
атрибутов U на г р у п п ы , а именно, путем определения U с помощью
8предикатов [FMU821. Рассмотрим следующий пример:
ПРИМЕР 1. [FMU82] Пуст ь атрибуты Ü - С (к у р с ), Т (преподавател), 
R (аудитория), И (время), 5 (студент) и G (оиенка). При дефинировании 
универсальной реляции над этими атрибутами записываем:
{ ctrhs9 I t преподает с, к у р с с собирается в г во время h, 
s получает g по с ) .
Будем пользоватся тремя неформально заданными отношениями, 
которые являются предикатами [FMU82] и которые по нашему мнению 
имеют смысл в реальном мире: "преподает", "собирается в во время", 
"получает оценку по".
В этом примере универсальная реляция является множеством тех и 
только тех кортежей, которые п р о х о д я т через тест, имплицированный 
каждым предикатом. Следовательно, универсальную реляцию для этого 
примера можно записать в виде:
{ ctrhS9 I Р1 (c,t)&P2 (c,r,h)&P3 (c,s,9)) , (1)
где PKc,t) - предикат "t преподает с",
Р2(с,г,Ь) - предикат "с собирается в г во время h" и
P3(c,s,9) - предикат "s получает оценку 9 по предмету с". □
Отметим, что определение универсальных реляции с помощью 
предикатов отражает субъективное представление проектанта базы 
данных о реальном мире и следовательно, вряд ли может быть 
автоматизированно; ясно, однако, что таким образом также можно 
обеспечить разделение атрибутов на семантические г р у п п ы и 
следовательно некоторую степень нормализации.
Введение гиперграФов соответствует описанию универсальной 
реляции с помощью предикатов.
9ОПРЕДЕЛЕНИЕ 1. [FMU82] Пу с т ь Е-конечное множество вершин и N- 
конечное множество ребер* при чем реера являются непустыми 
множествами вершин. Torna упоряпоченную пару H=(E,N) будем называть 
гиперграшом. □
ГиперграФ является обобщением обычного грэфэ [Кр и 78] * rue 
каждому ребру соответствуют ровно иве вершины.
Каждой универсальной реляции над U будем сопоставлять гиперграф 
следующим образом:
- каждому атрибуту из U сопоставляется вершина гиперграша* 
соответствующий универсальной реляции;
- каждому предикату в определении универсальной реляции над U 
сопоставляется ребро гиперграФа.
Пля универсальной реляции в примере 1 определенной с помощью
(1), получаем гиперграФ:
с вершинами соответственно c,t,r,h,s,9 и ребрами {сД}, {c*h,r}, 
{с,5,9}. □
При задании универсальной реляции с помощью предикатов возможно 
использовать различные множества предикатов. Тогда видно, что одной 
универсальной реляции можно сопоставлять разные гиперграФЫ - где 
каждый гиперграФ соответствует отдельного описания универсальной 
реляции с помощью предикатов.
Пу с т ь H=(E,N) - гиперграФ и п у с т ь Е-<е^,е2 »...*е3} . Если ясно
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какие вершины участвуют в ребрах &j,e2,...,es , для удобства иногда 
будем обозначать Н через H-te<|,e2,...,es}.
3. Пппарнпр и сплошное совпадения 
Падим основные определения.
ОПРЕДЕЛЕНИЕ 2. [Mai83] Состояние базы данных над реляционными 
схемами Rr R2,...,Rn называется попарно совпадающим, если значения
одинаковых атрибутов в отношениях над схемами R.j,R? ...,Rn
совпадают. □
ПРИМЕР 2. Пу с т ь дана схема реляционной базы данных
R={ABC,BCD,AD} и ее состояние
А _ _ В _ _ Л  , г2 (BCD) - fi__ с _ __0 , г3 (AD) - А _ _0
0 0 0 0 0 0 0 1
1 1 1 1 1 1 1 0
Покажем, что это состояние - попарно совпадающее.
Каждый атрибут для каждой схемы имеет значения {0,1}; поэтому 
значения одинаковых атрибутов в отношениях г1(АВС), г2 (BCD) и
г3(AD) совпадают.
Из определении 2 вытекает, что это состояние схемы 
R4ABC,BCD,AD} является попарно совпадающим. □
ОПРЕДЕЛЕНИЕ 3. [Mai83] Состояние базы данных над реляционными 
схемами R<j,R2,...,Rn называется сплошь совпадающим, если все
отношения этого состояния являются проекциями некоторой
универсальной реляции с атрибутами Uj[l|R|. □
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ПРИПЕР 3. Рассмотрим состояние из примера 2, отыскивая такое
состояние универсальной реляиии (ABCD), что г1,г2 и г3 являлись
проекциями г^ = ^^g^íABCD) , г2 = ^gggíABCD) » г3 = k^q (ABCD) .
Покажем, что (АВС), г2 (BCD) и г3 (AD) не являются сплошь
совпадающими.
Отношение (АВС) содержит кортеж (0,0,0) и г2 (BCD) содержит
кортеж (0,0,0). Отсюда вытекает, что универсальная реляция ABCD 
должна содержать кортеж (0,0,0,0). Следовательно, если г1 (АВС),
г2 (BCD) и г3 (AD) являлись бы сплошь совпадающими, то отношение
г3 (AD) должно было содержать кортеж (0,0) - что противоречит
содержанию r3 (AD).
И так, показано, что (АВС), г2 (BCD) и г3 (AD) не являются
сплошь совпадающими.
Рассмотрим другое состояние для схемы базы данных (ABC,BCD,AD). 
Пусть
Г1 (АВС) - А В Q , г2 (BCD) - В_ _ С__ 0 , (AD) - А_ _ 0 .
0 0 0  0 0 0  0 0
1 1 1  1 1 1  1 1
Легко видеть, что г-j (АВС) ,г2 (BCD) и г3 (AD) являются сплошь
совпадающими. Универсальная реляция ABCD, из которой получаются
проекции г1 (АВС), г2 (BCD) и г3 (AD), имеет следующие кортежи:
г (ABCD) - A B C  D
0 0 0 0
1 Ь  » 1 1
и тогда г., (АВС) -ДдВС (г), г2 (BCD) =*BCD (г), г3 (AD) =*АВ (г). □
Очевидно, сплошное совпадение имплицирует попарное совпаденое;
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пример 3 показывает, что обратное неверно.
4. Алгоритм редукции_гиперграФОВ
Рассмотрим слеаукший алгоритм, который называется алгоритмом 
редукции Грэема (Graham reduction algorithm) [GraSOl.
АЛГОРИТМ 1. [FVa841 Ал г о р и т м релукиии гиперграта ааннои схемы
реляционной вазы данных.
BX0Ű : ГиперграФ панной схемы реляционной базы данных записан в 
виде строк следующим образом:
каждому ребру гиперграта отводится одна строка записи; при это м 
одинаковые атрибуты отдельных реляционных схем располагаются
всегда один под д р у г и м .
ОПЕРАЦИЯ 1. Зачеркнуть имена всех атрибутов, которые появляются 
только один раз в входной записи;
ОПЕРАЦИЯ 2. Эсли какая-то строка с атрибутами {А .|,А? ...,А ^
целиком содержит другую с т р о к у 'с атрибутами ^А^,А|2»• • • »Aip} , т.е.
{А|^,А|2.. A lpí с (А1 ,А2,...»А|<>, зачеркнуть строку с атрибутами
 ^A j .j, A j ..., А 1 .
МЕТОП : Применять операции 1 и 2 в п р о и з в о л ь н о м порядке, сколько
раз возможно.
ВЫХОД : Пустая запись - когда после применения операции 1 и 2 все 
символы входной записи зачеркнуты;
Непустая запись - когда после применения операции 1 и 2 
не мог>т быть зачеркнуты все символы входной записи. □
Операции 1 и 2 алгоритма редукции не добавляют новые символы к 
входной записи, а только зачеркивают символы с входной записи. Имея
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ввиду конечности входной записи видно, что алгоритм 1 всегаа 
закончивает работу.
Легко видеть, что алгоритм 1 работает в полиномиальном периоае 
времени [FVa84].
ТЕОРЕМА 1. [BFMY831 ГиперграФ является ациклическим тогда и 
только тогпа, когоа алгоритм репукиии закончивает работу нап этим 
гиперграФОм с п у с т о й записи. □
Теорема 1 позволяет нам ввести следующее определение:
ОПРЕПЕЛЕНИЕ 4. Пу с т ь И - гиперграФ, нап к о т о р ы м алгоритм 1 
закончивает работу с п у с т о й записи. Torna Н будет называть
Проиллистрируем алгоритм редукции на следующем примере.
ПРИМЕР 4. Пусть дана схема реляционной базы данных ÍABD , 
(CDEI, {AEF>. Ее гиперграФ выглядит следующим образом:










Эта запись является выходом алгоритма редукции, потому что 
дальнейшее применение как операиии 1, так и операции 2 алгоритма 1 
невозможно. Следовательно, гиперграФ (2) является циклическим.
□
ПРИПЕР 5. Пу с т ь пана схема реляционной базы данных {ABC}, ICDE}, 
!AER , {АСЕ} в соответствии с гиперграФОМ
-  14 -
(3)
Покажем, что гиперграФ (3) является ациклическим. 











Применяем три раза операцию 2 из алгоритма 1 соответственно для
СТРОК
{А,С} С !А,С,Е}
<С,Е} с  {A,C,EJ ,
{А,E> с  {A,C,El ,
и получаем строку
А С Е (4')
Применяем операцию 1 из алгоритма 1 нал записью (4') и получаем 
пустую запись. Следовательно, гиперграФ (3) является ациклическим.
□
Отметим, что гиперграФ (3), являясь ациклическим, содержит 
циклическое подмножество (2). Пля Обычных грэфов это не верно 
[Кр и78] .
Оказывается, что алгоритм реаукиии лает нам необходимое и 
достаточное условие пля ответа на в о п р о с "Когда каждое состояние 
базы данных, которое является попарно совпадающим, является так же 
и сплошь совпадающим?". Следующие теоремы дают ответ на этот
ВОПРОС.
ТЕОРЕМА 2. [BFMY83! Пу с т ь схема реляционной базы данных является 
ациклической. Каждое ее состояние является попарно совпадающим 
тогда и только тогда, когда это состояние - сплошь совпадающее.
□
Следовательно, для ациклических с..«-- газ данных, попарное
совпадение эквивалентно сплошном совладению.
ТЕОРЕМА 3. [BFMY831 Если схема реляционном базы данных является 
циклической, тогда существует ее состояние, которое является 
попарно совпадающим, но не является сплошь совпадающим. □
Примеры 2 и 3 показывают такое состояние для схемы
{ABC},{BCD},{ADJ (которая является циклической).
СЛЕДСТВИЕ 1. [BFMY83J Из теоремы 2 и 3 вытекает, что попарное
-  15 -
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совпадение эквивалентно сплошном совпапению тогпа и только тогда, 
когда схема базы панных является ациклической. □
Формальное опрепеление понятия ациклического гиперграФа аано в 
[BFMMUY81. BFMY83, Fa983] и тоже в [liaU 184] .
5. Некоторые замечания о ацикличности
Покажем некоторые свойства ациклических схем.
Булем использовать запись гиперграФОВ в виле с т р о к , которая 
прелставляет с о б о й  вхо д в алгоритме редукции.
ОПРЕПЕЛЕНИЕ 5. Изолированной вершиной гиперграФа Н называется 
такая вершина, которая участвует только в одном ребре гиперграФа Н.
п
Изолированные вершины участвуют также только в о д н о й строке 
записи гиперграФа Н в виде ст р о к и отстраняются от э т о й записи 
путем применения операции 1 из алгоритма редукции.
ОПРЕПЕЛЕНИЕ Б. Пуст ь Н - {е1,е2,...,ер> - гиперграФ с ребрами 
соответственно е1,е2,...»ер . Тогда вершины, которые участвуют в 
хотя бы д в у х ребрах гиперграФа Н, будем называть
□
Если Н - {е1,е2 »...»ер} - гиперграФ, то через е1,е2,...,ер будем
обозначать и реера гиперграФа Н, и с т р о к и записи для гиперграФа Н в 
виде с т р о к . Будем обозначать множество всех связанных вершин в 
данной строке ej через соп (еА). Следовательно, для каждой с т р о к и е
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(пля каждого ребра е) гипеРГРЭФа Н, мы разделяем вершины с т р о к и 
(ребра) в пвух непересекаюшихся множествах: множество соп(е) и 
множество изолированных вершин.
Отметим, что если запись íe1,е2,...»е5> содержит с т р о к и ,
состоящие только из изолированных вершин, то тогаа после применении 
операции 1 алгоритма редукции в полученной записи участвуют и 
пустие с т р о к и . Палее мы не будем отмечать существования п у с т ы х
с т р о к , если это не н у ж н о .
ОПРЕПЕЛЕНИЕ 7. Будем г о в о р и т ь, ч то ребро e-j-W-j ,А2,...,АП >
гипеРГРЭФа Н ппгппшает ребро e2=<Aj,A2,...,A£> этого гиперграфа> 
если
c o n U A p A ^ , . . . ^ } )  с  con(ÍA1 ,А2.. Ар}). □
Будем обозначать этот Факт через *>"# т.е. е1 > е2 .
Очевидно реляция является реляцией частичной
упорядоченности.
Пус т ь для двух ст р о к <А1 ,А2 »... ,AR} и {Aj ,А2,... ,А£} выполнено
{ApA2,...,An} > {Aj,AJ,... .»А'}. Тогда в процессе применения
алгоритма редукции можно применять операцию 1 над изолированными 
вершинами в 1АрА2,...,Ап} и в {Aj ,А2>...,А£1, а потом и операцию 2 
над этими строками. При этом строка, содержащая вершин соп 
{Aj,A2,...,A£}, исчезает с входной записи. Таким образом, каждая
пара строк е^  > е2 может быть редуцирована до получения с т р о к и
соп (е-j).
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ПРИМЕР 6. Рассмотрим изолированные и связанные вершины 
гиперграта (3) в примере 5.
Вершины B,D и F являются изолированными аля этого гиперграФа. 
Все остальные вершины этого гиперграФа - т.е. вершины А,С и Е, 
являются связанными. При этом выполнено: соп ({А,В,С}) = {А,С>,
con ( (C,D»E}) = {С,Е>, con((A,E,F})- {A,El и con(ÍA,C,E>) = ÍA,C,E>.
□
Опрепеления 5 и 6 ввелены пля записи гиперграФа, которая 
является входом в алгоритм редукции (п о т о м у ч т о я с н о , что некоторые 
связанные вершини гиперграФа м о г у т превратиться в изолированными 
после применения операции 2 алгоритма репукиии гиперграФОВ). 
Об о б щ и м определения 5 и 6 аля каждого шага алгоритма 1.
ОПРЕДЕЛЕНИЕ 8. Пусть аана входная запись гиперграФа Н
соответственно со строками {е1,е2»...»е5}. Запись lefejt... »е^} 
будем называть редукцией записи te.j,e2,...,es}, если запись
{е^е-?,...^'} получена из записи (е^  ,е2,...,е5> путем применения
операции 1 возможное число раз и одного применения операции 2 
алгоритма редукции гиперграФОВ. □
Пусть операция 2 алгоритма редукции применяется j раз над 
входной записю. Полученную записю будем называт редукцией входной 
записи на j-том уровне.
ОПРЕАЕЛЕНИЕ 9. Пусть дана запись гиперграФа Н- (е^ »ei2»...,ein)},
которая является редукцией входной записи на J-том уровне. Все 
вершины в записи (е^ ,ei2,... ,eini}, которые участвуют только в
одном pespe множества ie^»ei2, ,eimí, будем называть
изппирпванными вершинами (на j-том уровне редукции) ; остальные
\
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вершины будем называть связанными вершинами (на j-тдм уррвне 
редукции). □
ПРИМЕР 7. Рассмотрим изолированные и связанные вершины на разных 
у р о в н я х редукции пля гиперграФа (4).









В этой записи все вершины связанны на первом уровне репукиии.
На в т о р о м уровне редукции можно п о л у ч и т запись
А Е (5)
А С Е
В этой записи вершина С является изолированной на в т о р о м уровне 
редукции, а вершины А и Е являются связанными на в т о р о м уровне 
реоукиии. Применяя eme раз операцию 1 нал вершиной С в (5) и
операции 2 нал вершинами {A,El, получаем 
А Е
В этой записи все вершины изолированы на третом уровне
редукции. □
Булем г о в о р и т ь Об изолированных и связанных вершинах,
подразумевая, гле это возможно, соответствующий уровень редукции.
Легко видеть, что если ланная схема базы данных является 
ациклической, то выполнено одно из следующих утверждении:
а) выход алгоритма редукции (т.е. пустая запись) получается
путем применения только операции 1 алгоритма редукции. В этом
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случае все вершины гиперграФа (все атрибуты схемы) являются 
изолированными и никакой атрибут не участвует хотя бы пва раза в 
отлельных реляционных схемах, т.е. для всех ребер е гиперграФа Н, 
соп(е)=0 . Такие базы данных содержат только семантически 
несвязанные данные [Апэ81], сгруппированные в отдельные несвязанные 
отношения, не имеющие общих атрибутов. Таких схем баз данных мы 
рассматривать не будем.
б) выход алгоритма редукции получается путем применения как 
операцию 1 алгоритма редукции, так и операцию 2 этого алгоритма. В 
этом случае схема вазы данных содержит реляционные схемы, которые 
имеют общие атрибуты между совой и п о э т о м у являются семантически 
связанными [Апэ81].
ОПРЕДЕЛЕНИЕ 2.10. Пу с т ь Н - 1е^,е2 *...,ер) - данный гиперграФ. Н
будем называт связанным гиперграФом, если для каждой пары ребер 
(еt,ej), i s i ^ p ,  i ^ j áp, i*j, существует цепочка различных ребер
ei"ei,e2'***,es'"eJ такие, что для 1 á r á s
1) е|1 / е 1, если г*1 ;
2) e ^ e j , если r^s;
3) e^ne^-j Ф  0 если r^s;
4) е ’<Ж. □
ЛЕММА 1. Если Н - связанный гиперграФ, то на всех у р о в н я х 
алгоритма редукции над Н получается запись, соответствующая 
некоторому связанному гиперграФУ.
ЛОКАЗАТЕЛЬСТВО. Пу с т ь п - соответствующий уровень редукции. 
Лемму докажем с помощью и н д у к ц и и по отношению к п.
п-1. Покажем, что полученная запись на первом уровне редукции
соответствует некоторому связанному гиперграФУ Н*. Пу с т ь
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H={e1,e2 »...»ep} » a H ’-tej,ej»...»Bpi. Покажем, что H' - связанный
гиперграФ. На первой уровне репукиии имеем e’=con(ej), 1 ssí^ p -1 . 
Строка ерен зачеркнута с помощью операции 2 алгоритма репукиии - 
она поглощена некоторой с т р о к о й ег<Н.
Пу с т ь ej,ej - ребра из Н \  Покажем, что они связанны.
Пу с т ь е^Н, е ^ Н  связанны п р и п о м о щ и цепочки
е Г е 11 ,ei2' * * ' 'e is~eJ *
Если eik^ e p аля k -1,2,...,s , то тогпа ej и ej связанны при 
помощи иепочки
Q ,= û , Q 9 О 9 = D 9e i e i1,ei2'*•*'e is ej•
Если e ik=ep аля к=ш, то тогаа ej и ej связанны при помощи 
цепочки
er e i1 * ' * ■ 'eim-1 ,er'eim+1 » *•* 'e is=ej *
Слеповательно, полученная на первом уровне реаукции запись 
соответствует некоторому связанному гиперграФУ.
По п у с т и м , ч т о на п-том уравне репукиии полученная запись 
соответствует некоторому связанному гиперграФУ.
Виано, что на n+1-ои уровне реаукции (анналогично, как на первом 
уравне репукиии) получается запись соответствующая некоторому 
связанному гиперграФУ. □
ЛЕММА 2. ГиперграФ Н является ациклическим тогпа и только тогпа, 
когпа на всех у р о внях репукиии гиперграФа И получается запись, 
соответствующая некоторому ациклическому гиперграФУ.
ПОКАЗАТЕЛЬСТВО. Слепует непосрепственно из теоремы 1 и из 
опрепеления 4. □
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Отметин, что в процессе редукции ациклического гиперграФа п у с т у ю 
запись можно п о л у ч и т ь т о л ь к о с п о м о щ ь ю операции 1. Послелная 
строка, нал к о т о р о й  в э т о м случае применяется операция 1, поглотила 
все остальные с т р о к и на последном уровне редукции данного 
гиперграФа.
ПРИМЕР 8. Покажем, что поглощающая строка на последном уровне 
редукции ациклического гиперграФа зависит от порядка применения 





Если применить операции 2 над парой {А,В} и {В,С>, где 
con {А,В}с con<В,□  , п о л у ч и м в редуцированной на первом уровне 
записи с т р о к у {В,С}; затем если применить операцию 2 над парой 
{В,С} и {С,D}, где con({B,C})cconUC,D}), то тогда поглощающая 
строка этого гиперграФа будет {С, D k  Но если применить операцию 2 
на первом уровне редукции над парой con{C,D}ccon1B,C}, то тогда 
поглощающая строка на в т о р о м  уровне редукции может быть {В,С}.
□
Лемма 2 и пример 8 показывают, что поглощающая строка всегда 
существует для ациклических гиперграФОВ, но какая она конкретно - 
это зависит от выбора порядка применения операцию 2 алгоритма 
редукции гиперграФОВ.
ОПРЕПЕЛЕНИЕ 11. [Fa983al ГиперграФ Н называется R-аииклическим. 
если алгоритм редукции закончивает работу с п у с т о й записю над этим 
гиперграФом. □
ОПРЕПЕЛЕНИЕ 12. Пу с т ь Н={е1,е2 »_ ,ед> - А-аииклическии
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гиперграФ. Циклической компонентой в Н будем называть такую 
с о в о к у п н о с т ь ребер Н', Н'<=Н, аля к о т о р о й алгоритм редукции не 
закончивает работу с п у с т о й записю нал вхопом Н'. п
Как уже видно из леммы 2, для каждого А-аииклического гиперграФа 
Н существует ребро, которое поглощает все остальные ребра при 
применении алгоритма релукиии нал Н.
□ПРЕПЕЛЕНИЕ 13. Пус т ь H-te-, ,e2»...>es} - гиперграФ. Пус т ь его 
ребро поглощает ребро ej путем одного применения операцию 2 
алгоритма релукиии. Тогда е^ будем называть 
нрппг.ррдстрннп ппгппшаюшим для ребра ej. □
ПРИМЕР 9. Лемма 2.2 показывает, что для циклических компонентов 
в А-аииклическом гиперграФе всегда существует поглощающее ребро на 
некотором уровне редукиии. Но как видно из следующей схемы базы 
данных, непосредственное поглощающее ребро может не быть 
единственным для циклических компонентов в А-аииклических 
гиперграФах.
Этот гиперграФ - А-аииклическии. Здесь циклическая компонента 
состоит из ребер {А,С> »{А,В},ÍB,D> и {C,D> . Ребро iA,C,D,E> - 
непосредственно поглощающее ребро для 1А,С} и <C,D}, а ребро 
{A,B,D,F> - непосредственно поглощающее ребро для {А,В> и Ш , Ш  .
□
ОПРЕДЕЛЕНИЕ 14. [Fa983al Пу с т ь Н - А-аииклическии гиперграФ,
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к о т о р ы й не содержит циклических коипонент. Тогда будем называть Н Th 
ациклическим гиперграФОМ. Все гиперграФЫ, которые не являются В- 
аииклическими, будем называть В-циклическими. □
ТЕОРЕИВ 4. [Fa983al ГиперграФ Н является В-циклическим тогда и 
только тогда, когда в нем существует цепочка 
(5^> х^,52»Х2, •••,Sm ,xm,Sm+1)
такая, что
1) x^,x2»...»xm - разные вершины гиперграФа;
2) S.|,52>...>Sm - разные ребра гиперграФа, а Sm+1 =5^;
3) m>3, т.е. цепочка содержит по крайней мере три ребра;
4) х ^ 5 | П 5 | +1 (1áiám) и никакому д р у г о м у Sj . □
ЛЕНИВ 3. Вл г о р и т м  редукции заканчивает работу с п у с т о й записю 
над каждым подмножеством данного гиперграФа Н тогда и только тогда, 
когда Н является В-аииклическим.
ШЖВЗВТЕЛЬСТВО. а) Постаточность. Пу с т ь Н является В- 
аииклическим, т.е. по теореме 4 в нем нет цепочки циклически 
связанных ребер. Следовательно, в каждом Н',Н'<=н, тоже нет такой 
цепочки и по теореме 4 каждое множество И ' является тоже В- 
аииклическим. Тогда алгоритм редукции заканчивает работу с п у с т о й 
записю над Н'.
б)'Необходимость. Пу с т ь алгоритм 1 заканчивает работу с п у с т о й 
записю над каждым подмножеством данного гиперграФа Н. По п у с т и м , ч т о 
Н не является В-аииклическим. Тогда по теореме 4 в нем существует 
цепочка (5^ ,x-j ,52,Х2» • • • ,5|ц,Х|ц»5щ+.|)
Покажем, что над э т о й цепочкой алгоритм редукции не может 
заканчивает работу с п у с т о й записю.
Применяем операцию 1 над изолиранными вершинами из S1,S2 »...*S|n.
В полученную запись участвуют ш с т р о к и :
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con (5>,) “Xm и 
con (52) =X^ и X2
con (Sm) =Xm_i u X m
Так как X ^ X j  при i # J , l^j^rn, то нельзя применить
операиию 2 алгоритма редукции над полученной записю. Видно, что 
невозможно применять и операцию 1 алгоритма редукции - так как 
полученная запись состоит только из связанных вершин.
Следовательно, над цепочки (S^x-j »S2»x2 .. 5m,xm »5m+1 ) алгоритм
редукции не может закончить работу с пустой записю, что является 
противоречием. □
В. Заключение
В этой работе рассмотрено понятие ациклической и циклическойЧ.схемы реляционной базы данных. Введено понятие поглощающей с т р о к и и 
показано, что для ациклических гиперграФов всегда существуют 
поглощающие с т р о к и . Они определяются выбором порядка операции из 
алгоритма редукции гиперграФов.
Реляционные базы данных с ациклическими гипегграФами 
представляют со в о й важный класс баз данных, потому что для них 
можно легко решать некоторые в о п росы сохранения и обработки 
информации (см. [BFMU83!, (Fa9831, [Fa983al, [Yan81] ). В [Mall 184] 
показано, что с помощью ациклических гиперграФов можно искать 
эффективные алгоритмы оптимизации некоторых запросов в реляционных 
базах данных. В заключении можно сказать, что интерпретация схемы 
реляционной вазы данных в качестве гиперграФа позволила исследовать 
разных связей между атрибутами универсума и таким образом ввести
26
впервые классиФикаиию схеп реляиионных баз данных.
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Cyclic and acyclic relational database schemes
G. Angelova 
S unmar y
The paper discusses the acyclicity (and cyclicity) of 
relational database schemes. The concepts of pairwise 
consistency and join consistency are described.
The Graham reduction algorithm for determining acyclicity 
is presented. The concept of so called "absorbent" hyperedge 
is introduced. It is shown that acyclic hypergraphs always 
contain at least one absorbent hyperedge.
Ciklikus és aciklikus relációs adat-bázis sémák
G. Angelova 
Összefoglaló
A cikk a relációs adatbázis sémák aciklikusságát /ill. cik­
likusságát/ vizsgálja. Ismerteti a páronkénti ill. együttes 
konzisztencia fogalmát és az aciklikusság megállapitására 
szolgáló Graham-féle redukciós algoritmust. Bevezeti az u.n. 
"elnyelő" /"absorbent"/ hiper-él fogalmát és megmutatja, 
hogy az aciklikus hiper-gráfok tartalmaznak "elnyelő" hiper-élt.
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1.  I n t r o d u c t i o n .
The r i s i n g  u s e  o f  d a t a b a s e  s y s t e m s  f o r  t h e  d a t a  management  h a s  
r e s u l t e d  i n  an i n c r e a s i n g  number o f  s y s t e m s  e n t e r i n g  t h e  
m a r k e t p l a c e .  The s e l e c t i o n  o f  a d a t a b a s e  s y s t e m  r e q u i r e s  a 
s t  r u c t u r e d , c o m p r e h e n s i  v e  i n v e s t i  g a t  i  o n .
The f o l l o w i n g  p a p e r  s how a g e n e r a l  m e t h o d o l o g y  t o  s e l e c t  a DBMS 
i n  o r d e r  t o  u s e  i t  and a l s o  t o  s e l e c t  i t  a s  a p a t t e r n  t o  be  
i m p l e m e n t e d  i n  some  h a r d w a r e  c o n f i g u r a t i o n .
s!. Ai m S a
А с о mp l e t e  e  v a 1ua  t  i  о n me t h  о d о 1 о g y f ог  d a t a b a s e  s y s t  ems must  
i n t e g r a t e  a f e a t u r e  a n a l y s i s  p h a s e ,  human f a c t o r s  a s p e c t s  
/ C N 0 RT8 3 / ,  and a  p e r f o r m a n c e  a n a l y s i s  p h a s e .
The o b j e c t i v e  o f  t h i s  e v a l u a t i o n  i s  n o t  o n l y  t o  c h o o s e  a s y s t e m  
f or  an a p p l i c a t i o n ,  b u t  t o  t a k e  a DBMS a s  a p a t t e r n  t o  be  
i m p l e m e n t e d .  B e c a u s e  o f  t h i s ,  s e v e r a l  f e a t u r e s  o f  t h e  s y s t e m s  do  
n o t  h a v e  g r e a t  i m p o r t a n c e ;  f o r  e x a m p l e ,  t h e  O p e r a t i n g  S y s t e m  on 
w h i c h  t h e  s y s t e m  e x e c u t e s ,  a r i t h m e t i c  p r e c i s i o n ,  e r r o r  r e c o v e r y ,  
e t c . ;  t h e s e  a r e  i m p l e m e n t a t i o n  c h a r a c t e r i s t i c s  t h a t  c a n  b e  
a d a p t e d  t o  e a c h  n e c e s s i t i e s .  T h e r e f o r e ,  i t  c o m p l e m e n t s  t h e  
m e t h o d o l o g y  w i t h  a p h a s e  a b ou t  t h e  c h a r a c t e r i s t i c s  o f
31 -
32
i m p l e m e n t a t i o n  o f  e a c h  s y s t e m .
The  main o b j e t  i v e  i n  our  m e t h o d o l o g y  i s  t o  r e ma r k  t h e  i n t e g r i t y  
o f  t h e s e  p h a s e s .  Any p h a s e  i t s e l f  c a n  n o t  b e  u s e d  i n  i s o l a t e d  
f or m t o  d e t e r m i n e  w h i ch  s y s t e m  must  b e  s e l e c t e d .  Each  p h a s e  must  
b e  a n a l y z e d  i n  c o m p l e m e n t a r y  form t o  o b t a i n  a s u c c e s s f u l  
s e i e c t  i o n .
The  f i g u r e  2 . J s h o w s  a summary o f  o u r  m e t h o d o l o g y .
METHODOLOGY
/ \  \
\  \
\  . . . \//
i F e a t u r e  a n a l y s i s  ! ! Human F a c t o r s ! P e r f o r m a n c e  a n a l
! F e a t ,  o f  t h e
! i m p l e m e n t a t .
- S y s t .  f e a t u r e s  
—D a t a  b a s e  c r e a t i o n  
- R e p o r t  G e n e r a t i o n  
- D a t a  r e t r i e v a l  
- D . b . mod i  f i  c a t  i  on 
- D a t a  e d i t i n g  
—D a t a  c o n c u r r e n c y  
—C r e a t  i o n / e d  i  t  i  on 
o f  p r o gr a ms  
- F i l e  c o m p a t i b i l i t y  
—D o c u m e n t a t i  o n
and  r e c o v e r y  
■fcMenu i n t  er  f ас  e s
♦ S y n t a x  f e a t u r e s  
♦'User d a t a  n am e s  
♦•'Error d e t e c t .
Benchmark d e s i g n  
- t h e  s c o p e  
- t h e  t e s t s  
—t h e  e n v i  г о nment  
B e  n c h m a г к e  x e  c u t  i о n 
B e n ch ma r к a n a l y s i s
/
-♦Language a n a l y s i s  
TCr e a t  i o n / ed i t  i on
o f  p r o g r a m s  
TManagement  о f
d a t a d i c t i о n a г у 
•♦•F i  1 e  c on t  r ci 1
F i g u r e  2 . 1 .  A summary o f  our  m e t h o d o l o g y
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2 . 1 .  F e a t u r e  a n a l y s i s  p h a s e .
The  f e a t u r e s  and c a p a b i l i t i e s  t h a t  a d a t a b a s e  s y s t e m  may p r o v i d e  
i s  v e r y  l a r g e .  A f e a t u r e  a n a l y s i s  f u l f i l l  t w o  f u n c t i o n s ;  f t  f i r s t  
s e r v e s  a s  a p r o c e s s  t o  d e c i d e  t h o s e  s y s t e m s  t h a t  a r e  c o m p l e t e l y  
u n s u i t a b l e  f o r  a n s w e r i n g  t h e  neeç l s  o f  a  p a r t i c u l a r  a p p l i c a t i o n  
and s e c o n d ,  i t  p r o v i d e s  a r a n k i n g  o f  t h e  s u r v i v i n g  c a n d i d a t e  
s y s t e m s .
F e a t u r e  a n a l y s i s  h a s  a number o f  a d v a n t a g e s  over  o t h e r  m e t h o d s  
o f  s y s t e m  e v a l u a t i o n .■p.
i )  F e a t u r e '  a n a l y s i s  p r o v i d e s  a s t r u c t u r e d  f i r s t  c u t .  The f i n a l  
r e s u l t  o f  a f e a t u r e  a n a l y s i s  s h o u l d  b e  a s m a l l  number o i  
C a n d i d a t e  s y s t e m s .  P e r f o r m a n c e  a n a l y s i s ,  w h i c h  i s  much more  
c o s t l y ,  c a n  t h e n  b e  p e r f o r m e d  w i t h  o n l y  t h i s  s m a l l  number o f  
s y s t e m s .
i i )  T h e r e  a r e  a u a l i t a t i v e  a s p e c t s  o f  a d a t a b a s e  s y s t e m  t h a t  c a n n o t  
b e  q u a n t i f i e d  i n  t e r n i s  o f  s y s t e m  p e r f o r m a n c e ;  f o r  e x a m p l e ;  
v e n d o r  s u p p o r t ,  d o c u m e n t a t i o n  q u a l i t y ,  s e c u r i t y ,  u s e r  
f r i e n d l i n e s s ,  e t c .  S i n c e  be nc hmar k  a n a l y s i s  c a n n o t  d i r e c t l y  
t e s t  t h e  p e r f o r m a n c e  o f  t h e s e  f e a t u r e s ,  f e a t u r e  a n a l y s i s  
r e m a i n s  t h e  b e s t  m e t h o d  f or  t h e i r  a n a l y s i s .
i i i )  L i t t l e  o r  no s y s t e m  c o s t s  a r e  i n v o l v e d  i n  p e r f o r m i n g  a 
f e a t u r e  a n a l y s i s  b e c a u s e  a d a t a b a s e  i m p l e m e n t a t i o n  i s  n o t  
r e q u i r e d .
In s p i t e  o f  t h e s e  a d v a n t a g e s  f e a t u r e s  a n a l y s i s  s h o u l d  n o t  b e  u s e d
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i n  i s o l a t i o n  t o  e v a l u a t e  and  s e l e c t  d a t a b a s e  s y s t e m s .  T h e r e  ar e
s e v e r a l  r e a s o n s  f o r  t h i s .
i )  The  f e a t u r e  i m p o r t a n c e  c o e f f i c i e n t s  and t h e  s y s t e m  s u p p o r t  
r a t i n g s  a r e  g i v e n  v a l u e s  by a  k n o w l e d g e a b l e  d e s i g n  e x p e r t .  
H o w e v e r , no  t w o  e x p e r t s 'may come up w i t h  same v a l u e s  g i v e n  t h e  
same  a p p l i c a t i o n  e n v i r o n m e n t ,  b e c a u s e  t h e  f e a t u r e  a n a l y s i s  
i s  a s u b j  e c t i v e  e  x e r c i  s e .
i i )  F e a t u r e  a n a l y s i s  i s  a  p ap e r  e x e r c i s e  t h a t  c a n n o t  t r u l y  
e v a l u a t e  how a s y s t e m  w i l l  p e r f o r m  i n  an o r g a n i z a t i o n ' : !  
app l i e  a t  i on e n v i  r o n m e n t ..
The f o l l o w i n g  a r e  t h e  p o i n t s  i n c l u d e d  i n  t h e  f e a t u r e  a n a l y s i s  for
e a c h  s y s t e m .
1) S y s t e m  c h a r a c t e r i s t i c s .  I t  i s  i n c l u d e d  t h e  g e n e r a l  f e a t u r e s . o f
t h e  s y s t e m :  t h e  t y p e  o f  DE<MS ( r e l a t i o n a l  , CODASYL, e t c ) ,
O p e r a t i n g  S y s t e m ,  main and a u x i l i a r y  memory n e c e s s a r y ,  t y p e  o f  
f i l e  o r g a n i s a t i o n ,  c h a r a c t e r i s t i c s  o f  t h e  a r i t h m e t i c  o p e r a t o r s ,  
e t  c .
2 )  D a t a  b a s e  c r e a t i o n .  I t  i s  d e s c r i b e d  t h e  m e a n s  f or  t h e  d a t a  
b a s e  c r e a t i o n .
3 )  R e p o r t  g e n e r a t i o n .  I t  i s  shown t h e  commands or  means  t o  o b t a i n  
a r e p o r t  o f  a  f i l e .
4 )  D a t a  r e t r i e v a l . . I t  i s  i n c l u d e d  t h e  a n a l y s i s  o f  t o o l s  for  
d a t a  r e t r i v a l ,  t h e  commands  w h i c h  a l l o w  t o  know t h e  s t r u c t u r e  o f  
a f i l e ,  e t c .
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5 )  D a t a  b a s e  ni о  d i  f i  c a t  i о n . In an у а p p 1 i  c a  t  i о n i t  i s  n e  c e  s  s  а  г у  t  о  
mod i f  i  c a t  e  the* d a t a b a s e »  Н е г е  у i t  i s  d e s c r i b e d  t h e  s e v e r a l  me a n s  
whi c h a l l  о  w t  о  ai s  i m i 1 a  t  e  t  h e  m о  d i f i c a t  i. о n s  and c h a г i y e  s  i n a 
d a t  a b a s e .
(b ) D a ta  e d i t  i n g . "1 о s t u d y  t h e  t o o !  s  t o  d a t a  edi  Lion»  e  cl i t'i. и ri and
mod i f i c a t  i  on f  i e-1 d s  о f a  f i 1 e  ■
7) D a t a  c o n c u r r e n c y »  Го a n a l y s e  t h e  s e v e r a l  form o f c o n cu r  r e n c y  
с о  n t г о 1 i n с 1 u d c d i n t h e  D В И B e  v • x l  » .t a  t  e  d »
8.) L’r e a t i o n  and e d i t i o n  o f  p r o g r a m s .
9 )  F i l e  c o m p a t i b i l i t y .  The  c o m p a t i b i l i  t y  o f  f i l e s  b e t w e e n  
d i f f e r e n t  s y s t e m s  i s  a g o o d  c h a r a c t e r i s t i c  w h i c h  a l l o w s  t o  
t r a n s f e r  f i l e s  and t o  make a p p l i c a t i o n s  i n  c o n n e c t i o n  w i t h  
d i  f f e r e n t  s y s t e m s .
10)  D o c u m e n t a t i o n .  I t  i s  d e s c r i b e d  t h e  q u a l i t y  and
c h a r a c  t  e r i s t  i  c s  о f a 1! t h e  d о c ume nt a t i о n о t t  h e  s y s t e  n i ■
2 . 2  Human f a c t o r s  a s p e c t s .
R e l a t i o n a l  t e c h n o l o g y  w a s  p r o v i d e d  t o  a new c l a s s  o f  u s e r s  
t h r o u g h  s i m p l i f i e d  t e r m i n o l o g y  and a r e l a t i o n a l  a l g e b r a i c  command 
l a n g u a g e .  T h e s e  new u s e r s  knew t h e i r  a p p l i c a t i o n  a r e a s  w e l 1 ,  b u t  
t h e i r  main t a  s i r s  were  n o n p r o g r a m m i n g  t a s k s .  To t h e  c o r r e c t  
e v a l u a t i o n  o f  a DBMS i t  i s  n e c e s s a r y  t o  make a h e a v y  a n a l y s i s  o f  
t h e  human f a c t o r s  or p s y c h o l o g i c  a s p e c t s  i n  o r d e r  t o  a c c e p t  a 
s y s t e m .  A f ew a u t h o r s  i n c l u d e  t h e s e  f a c t o r s  i n  t h e  g e n e r a l
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e  V a  1 U a b î  'JH o f  'b И 0 S y s t e m s .
The  f o l l o w i n g  p h a s e  h i g h l i g h t s  t h e  human f a c t o r s  a s p e c t s ,  t h e  
b e n e f i t s ,  and t h e  l i m i t a t i o n s  o f  e a c h  s y s t e m  e v a l u a t e d .
i )  . S y n t a x  f e a t u r e s  o f  t h e  commands .
In t h i s  p o i n t  i t  i s  e v a l u a t e d  t h e  s y n t a x  f e a t u r e s  o f  t h e  names  o f  
t h e  commands:  f r i e n d l y  l a n g u a g e ,  r e l a t i o n  b e t w e e n  t h e  name o f  t h e
command and t h e  c o r r e s p o n d i n g  d a t a  b a s e  o p e r a t i o n ,  and  t h e  f u l l  
command names  a nd  k e y w o r d s  w i t h o u t  a b b r e v i a t i o n s .
The  u s e  o f  a l a n g u a g e  c l o s e  t o  t h e  n a t u r a l  i s  v e r y  i m p o r t a n t  t o  
t h e  a s s i m i l a t i o n  and l e a r n i n g  o f  a s y s t e m .  The u s e r  d o e s  n o t  f e e l  
t h e  d i f f e r e n c e  b e t w e e n  t h e  way u s u a l l y  h e  t h i n k s  and  t h e  way h e  
w o r k s  w i t h  t h e  c o m p u t e r .  T h i s  i s  i m p o r t a n t  t o  d e c r e a s e  t h e  
d e b b u g i n g  t i m e  o f  a p p l i c a t i o n s .  The u s e  o f  " n o i s e "  w o r d s  h e l p s  t o  
i m p r o v e  t h e  r e a d a b i l i t y  o f  a command.  A l s o ,  t h e s e  c h a r a c t e r i s t i c s  
i m p r o v e  t h e  s e l f  d o c u m e n t a t i o n  o f  p r o g r a m s .
i i )  User  d a t a  n a m e s .
H e r e ,  i t  i s  a n a l y s e d  t h e  p o s s i b i l i t i e s  t h a t  t h e  s y s t e m  p r o v i d e s  
i n  o r d e r  t o  e x p r e s s  t h e  n a me s  o f  t h e  u s e r  d a t a  i n  l e g i b l e  f o rm .  
A l s o ,  t h i s  a s p e c t  h a s  i n f l u e n c e  i n  t h e  k e y b o a r d  e r r o r s .  From some  
o b s e r v a t i o n s ,  u s e r s  d e s i r e  c o n c i s e n e s s ,  but  t h i s  i s  o v e r s h a d o w e d  
by  t h e  n e e d  t o  e x p r e s s  and do c ume nt  i d e a s  i n  m e a n i n g f u l  p h r a s e s .  
U s e r s  f r e q u e n t l y  t r y  t o  c o n d e n s e  a b b r e v i a t i o n s  or u s e  m e a n i n g l e s s  
n a me s  s u c h  a s  X or  ABC t h a t  make e r r o r s  t y p i n g  them or c a n n o t
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remember  t h e  p r e c i s e  n am e s  t h a t  w e r e  u s e d .  A g o o d  s y s t e m  must  
a l l o w  t h a t  s y n t a x  o f  d a t a  n a me s  b e  l e g i b l e * .
i  i  i  > E r r o r  d e  t  e  c t  i  on a n d г e c  о  v t r y .
The  t i m e  l o s t  when e r r o r s  a r e  n o t  h a n d l e d  p r o p e r l y  for  t h e  u s e r
i n d i c a t e  t h e  i m p o r t a n c e  o f  good  e r r o r  h a n d l i n g .  H e r e ,  i t  i s
e v a l u a t e d  i f  t h e  s y s t e m s  h a v e  a go o d  e r r o r  d e t e c t i o n ,  r e c o v e r y ,  
and i n f o r m a t i v e  m e s s a g e s .
i v )  Menu i n t e r f a c e s .
In t h e  same form t h a t  i n c r e a s e s  t h e  i n t e r a c t i v e  way o f  work w i t h  
t h e  c o m p u t e r ,  i t  i n c r e a s e s  t h e  u s e  o f  menu i n t e r f a c e s  b e t w e e n  
t h e  man and t h e  c o m p u t e r .  The s y s t e m s  d r i v e n  by  menu a r e  v e r y
e a s y  t o  u s e .  With t h e  c o m b i n a t i o n  o f  menus  d e f i n e d  w i t h
m e a n i n g f u l  E n g l i s h  p h r a s e s  and a v a i l a b i l i t y  o f  " h e l p "  m e s s a g e s ,  
u s e r s  h a v e  n o t  much t r o u b l e ,  b e c o m i n g  e f f e c t i v e  u s e r s .  U s e r s  do  
n o t  h a v e  t o  l e a r n  or remember commands;  t h e y  s i m p l y  make c h o i c e s  
from a menu.  T h i s  i s  an i m p o r t a n t  human a s p e c t  f o r  t h e  e a s y  
a s s i m i l a t i o n  o f  a s y s t e m ,  s p e c i a l l y  f o r  t h e  n o n - s p e c i a l i z e d  
u s e r  .
v ) L e a r n i n g .
I t  m e a n s  how l o n g  i t  t a k e s  t h e  u s e r  t o  1 e a r n 1•row t o  work wi t h Ct
s y s t e m .  T h i s i s  a v e r y  i m p o r t a n t  human f a c t О  Г t о a c c e p t  '■t s y s t Gl l i
by t h e  u s e r . A v e r y  e f f i c i e n t  s y s t e m  b u t  wi Lh di f f i c u l  t  у when i t
s h o w s  t h e  form o f  u s e , w i l l  b e  d i f f i c u l t  t o  be  a c c e p t e d  f o r  t h e
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common u s e r .
T h i s  a s p e c t  m u s t  b e  f u l f i l l  w i t h  some  k i n d  o f  s t a t i s t i c a l  
i n v e s t i g a t i o n  b e t w e e n  s e v e r a l  u s e r  w i t h  no e q u a l  l e v e l s  o f  
t e c h n i c a l  e x p e r  i  e n c e s .
2 . 3 .  P e r f o r m a n c e  a n a l y s i s  p h a s e .
The  major  m e t h o d s  o f  p e r f o r m a n c e  e v a l u a t i o n  a r e  A n a l y t i c
m o d e l l i n g ,  S i m u l a t i o n  m o d e l l i n g ,  and B e n c h m a r k i n g .
A n a l y t i c  m o d e l l i n g  r e p r e s e n t s  a s y s t e m  by  d e f i n i n g  e q u a t i o n s  t h a t  
r e l a t e  per  f o r m a n c e  q u a n t i t i e s  t o  known s y s t e m  p a r a m e t e r s .  The u s e  
o f  t h e s e  e q u a t i o n s  a l l o w s  a f a s t  and a c c u r a t e  means  t o  e v a l u a t e  
s y s t e m  p e r f o r m a n c e .  The p r i n c i p a l  d i s a d v a n t a g e s  a r e  t h a t  t h e  
e q u a t i o n s  a r e  i n a d e q u a t e  t o  mode l  t h e  c o m p l e t e  r a n g e  o f  
f u n c t i o n a l i t y  f o u n d  i n  a  d a t a  b a s e  s y s t e m  and a l s o  t h e y  f a i l  t o  
a c c o u n t  f o r  t h e  d yn a mi c  b e h a v i o r  o f  t h e  d a t a  b a s e  s y s t e m .  For  
t h e s e  r e a s o n s  a n a l y t i c  m o d e l l i n g  h a s  f a i l e d  t o  r e c e i v e  w i d e  
a c c e p t a n c e  a s  a t o o l  f o r  m o d e l l i n g  d a t a  b a s e  s y s t e m s .
S i m u l a t i o n  i s  t h e  p r o c e s s  o f  d e v e l o p i n g  a c o m p u t e r  p r o g r a m  t o  
a p p r o x i m a t e  t h e  b e h a v i o r  o f  a s y s t e m  o v e r  a p e r i o d  o f  t i m e .  
S i m u l a t i o n  m o d e l l i n g  h a s  b e e n  a p p l i e d  t o  d a c a  b a s e  s y s t e m s  
/ HULTE77/ ,  /NAKAM75/ .  The  major  c o n c e r n  w i t h  u s i n g  s i m u l a t i o n  i s  
t h e  t i m e  and e x p e n s e  t h a t  a r e  o f t e n  n e c e s s a r y  t o  d e v e l o p  a 
s i m u l a t i o n  m o d e l .  S t o c h a s t i c  s i m u l a t i o n  m o d e l s  a l s o  p r o d u c e  o n l y  
o f  a  m o d e l ’ s  t r u e  p e r f o r m a n c e  and t h e  l a r g e  v o l u m e  o fe s t i  m a t e s
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r e s u l t s  Г ё t u r n e d  Ьу 3 3  i  ilf U 1 -:;д t i C11! О f  t  Clh V e  3 t  О S Л l éli b 3 i’i с у  t o  
p l a c e  more  c o n f i d e n c e  i n  t h e  r e s u l t s  t h a n  may a c t u a l l y  b e  
w a r r a n t e d .
B e n c h m a r k i n g  i s  u s e d  when a few d a t a  b a s e  s y s t e m s  a r e  t o  b e  
e v a l u a t e d  and c o m p a r e d .  B e n c h m a r k i n g  r e q u i r e s  t h a t  t h e  s y s t e m s  b e  
i m p l e m e n t e d  s o  t h a t  e x p e r i m e n t s  c an  b e  run  u n de r  s i m i l a r  s y s t e m  
e n v i r o n m e n t s .  Benchmar k s  a r e  c o s t l y  and t i m e - c o n s u m i n g  b u t  
p r o v i d e  t h e  mos t  v a l i d  p e r f o r m a n c e  r e s u l t s  upon w h i c h  d a t a  b a s e  
s y s t e m s  c a n  b e  e v a l u a t e d .  W h i l e  b o t h  s i m u l a t i o n  and a n a l y t i c  
m o d e l l i n g  a r e  l i m i t e d  i n  t h e  s c o p e  o f  t h e i r  s y s t e m  t e s t i n g ,  
b e n c h m a r k i n g  o f f e r s  t h e  c h a n c e  t o  e v a l u a t e  t h e  a c t u a l  d a t a  b a s e  
s y s t e m  / G 0 F F 7 3 / .
The  be nc hmar k  e x p e r i m e n t s  p u b l i c a t e d  c o n c e n t r a t e  on t h e  
c o m p a r i s o n  o f  c a n d i d a t e  c o m m e r c i a l  s y s t e m s  for a p a r t i c u l a r  
a p p l i c a t i o n  /GLESEB1 / , /ASTRABO/,  /КЕЕ1МА81 / , /TEMPL/,  e t c .
W h i l e  b e n c h m a r k i n g  can  b e  a u s e f u l  and i m p o r t a n t  t e c h n i q u e  f o r  
d a t a  b a s e  s y s t e m  e v a l u a t i o n ;  d e s i g n i n g ,  s e t t i n g  u p ,  and r u n n i n g  a  
b e n c h ma r k  i s  a d i f f i c u l t  and t i m e - c o n s u m i n g  t a s k .  B e n c h m a r k i n g  i s  
p r o b l e m a t i c  and a t  w o r s t ,  a g r o s s  d i s t o r t i o n  o f  r e a l i t y  b u t  i t  i s  
p o s s i b l e  t o  o b t a i n  g o o d  c o n c l u s i o n s  i f  t h e s e  a s p e c t s  a r e  known  
and i f  s p e c i f i c  f e a t u r e s  a r e  a n a l y s e d .
In o r d e r  t o  a i d  i n  t h e  d e v e l o p m e n t  and  a n a l y s i s  o f  b e n c h m a r k s  i t  
i s  e s s e n t i a l  t o  show t h e  m e t h o d o l o g y  u s e d .  No o n e  m e t h o d o l o g y  h a s  
p r o v i d e d  t h e  n e c e s s a r y  r o b u s t n e s s  demanded  from a g e n e r a l i s e d
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m e t h o d o l o g y .  No benchmark m e t h o d o l o g y  c a n  e x p e c t  t o  i n c o r p o r a t e  
e v e r y  a s p e c t  o f  e v e r y  b e n c h m a r k .
0 u r me t hо dо l o g y  h a s  b e e n  d i v i d e d  i n t o  3  pr i n  c i p  a 1 p a r t  s :
benchmark  d e s i g n ,  benchmark  e x e c u t i o n  and b e n ch ma r k  a n a l y s i s .
2 . 3 . 1 .  Benchmark d e s i g n .
The d e s i g n  o f  a benchmark i n v o l v e s :  a )  t h e  s c o p e  o f  t h e  t e s t s ,  b)  
the t e s t s  t o  b e  p e r f o r m e d ,  and  c) the e n v i r o n m e n t  o f  t h e  data 
b a s e  s y s t e m  t o  b e  t e s t e d .
As i t  was  shown  a b o v e ,  t h e  s u c c e s s  o f  b e n c h m a r k s  d e p e n d s  on t h e  
o b j e c t i v e s  b e  e x a c t l y  d e t a i l e d .  I t  h a s  b e e n  p r o v e d  t h a t  g e n e r a l  
b e n c h m a r k s  d i s t o r t  t h e  r e s u l t s  and mask t h e  d e f i c i e n c i e s  
/ H 0 U S T 8 4 / .  In our  c a s e ,  i t  u s e s  t h e  be n c h ma r k  t o  c o m p l e m e nt  t h e  
o t h e r  p h a s e s  t h a t  a r e  i n c l u d e d  i n  our e v a l u a t i o n .  B e s i d e s ,  t h e  
c u r r e n t  s y s t e m s  a l l o w  t o  per form s e v e r a l  c l a s s i c  p r o c e s s e s  o f  
DBMS i n  i n t e r a c t i v e  way a s s  c r e a t i o n  and m o d i f i c a t i o n  o f  d a t a  
b a s e s ,  e d i t i o n  o f  p r o g r a m s  and d a t a  b a s e s ,  r e p o r t  g e n e r a t i o n ,  
e t c . ,  w h i c h  a r e  n o t  p o s s i b l e  t o  a p p l y  t o  a n y  c l a s s i c  benchmark  
t e s t .  T h e s e  f e a t u r e s  a r e  i n c l u d e d  i n t o  a n o t h e r  p h a s e  o f  our  
g e n e v  a l  e v a l u a t i  o n .
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2 . 3 . 2 .  B e n c h m a r k s  e x e c u t i o n .
When t h e  e x p e r i m e n t  h a s  b e e n  for m a l l y  d e f i n e d ,  t h e  n e x t  s t e p  i s  
t o  i m p l e m e n t  t h e  d e s i g n  f o r  e a c h  o f  t h e  c a n d i d a t e  s y s t e m s .
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2 . 3 . 3 .  Benchmark a n a l y s i s .
The f i n a l  p h a s e  o f  b e n c h m a r k i n g  i s  t h e  a n a l y s i s  o f  r e s u l t s .  
E v a l u a t i o n  o f  t h e  d a t a  g e n e r a t e d  d u r i n g  b e n c h m a r k i n g  must  b e g i n  
b e f o r e  t h e  t e s t s  h a v e  b e e n  c o m p l e t e d .  I t  p r o v i d e s  f e e d b a c k  
d u r i n g  t h e  t e s t i n g  by  s u g g e s t i n g  w h i c h  t y p e s  o f  e x p e r i m e n t s  n e e d  
t o  b e  r e p e a t e d  i n  more  d e t a i l ,  or s h o u l d  be  e x t e n d e d  i n  some way .  
S u m m a r i s i n g  t h e  m e a n i n g f u l  i n f o r m a t i o n  from t h e s e  r e s u l t s  and  
d i s c u s s i n g  t he m i n  a r e p o r t  form i s  a k ey  s t e p  i n  t h e  b e n ch ma r k  
t e s t i n g .
2 . 4  C h a r a c t e r i s t i c  o f  t h e  i m p l e m e n t a t i o n s .
As  i t  h a s  shown  a b o v e ,  t h e  o b j e c t i v e  o f  our m e t h o d o l o g y  i s  t o  
s e l e c t  a  s y s t e m  t o  i m p l e m e n t  i t  i n  s om e  c o n f i g u r a t i o n .  T h e r e f o r e ,  
i t  i s  n e c e s s a r y  t h a t  our m e t h o d o l o g y  c o n t a i n s  a  p h a s e  a b o u t  t h e  
d i f f i c u l t y  t o  i m p l e m e n t  o n e  or  a n o t h e r  DBMS.
In t h i s  p h a s e  t h e  f o l l o w i n g  m o d u l e s  w i l l  b e  a n a l y z e d :  l a n g u a g e ,
c r e a t i o n  and e d i t i o n  o f  p r o g r a m s ,  management  o f  d a t a  d i c t i o n a r y ,  
and f i l e  c o n t r o l  s y s t e m .  Each m o d u l e s  must  b e  a n a l y z e d  from t h e  
p o i n t  o f  v i e w  o f  t h e  d i f f i c u l t i e s  o f  i m p l e m e n t a t i o n .
i ) L a n g u a g e .
The c h a r a c t e r i s t i c s  o f  i m p l e m e n t a t i o n  o f  t h e  l a n g u a g e s  must  b e  
a n a l y z e d .  I t  i s  n e c e s s a r y  t o  a n a l y z e  t h e  s t r u c t u r e  o f  t h e  
1 an g u a g e , c h a  r a c t e r i s t i c  о f  t h e  s  у  n t a x  and s  e  rn a n t i c  a n a l y s i s ,  
t y p e  o f  c o m p i l e r  ( i n t e r p r e t e r , c o m p i l e r ,  e t c ) ,  l a n g u a g e
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a m b i g u i t y ,  i n t e r - r e l a t i o n  b e t w e e n  t h e  l a n g u a g e  and o t h e r  m o d u l e s ,  
e t  c ■
i i ) C r e a t i o n  and  e d i t i o n  o f  p r o g r a m s .
The c r e a t i o n  a n d  e d i t i o n  o f  p r o g r a m s  a r e  t h e  me a n s  i n c l u d e d  i n  
t h e  DBMS t o  d e v e l o p  p r o g r a m s .  I t  i s  n e c e s s a r y  t o  a n a l y s e :
- l e v e l  o f  f u l l - s c r e e n  e d i t i n g  o f  command f i l e s  
- s p e c i a l  f e a t u r e s
- r e l a t i o n  w i t h  o t h e r  m o d u l e s  o f  t h e  s y s t e m
- i f  i t  h a s  i n c l u d e d  s ome  f u n c t i o n  o f  s y n t a x  a n a l y s i s  i t  i s  
i m p o r t a n t  t o  e v a l u a t e  t h e  l e v e l  o f  r e l a t i o n  w i t h  o t h e r  m o d u l e s  
о f the'  s y s t e m .
i i i 3 Management  o f  d a t a  d i c t i o n a r y .
T h i s  modu l e  i n c l u d e s  a l l  t h e  s o f t w a r e  means  n e c e s s a r y  t o  c o n t r o l  
t h e  o p e r a t i o n s  w i t h  d a t a  d i c t i o n a r y .  H e r e ,  i t  i s  i n c l u d e d  t h e  
a n a l y s i s  o f  t h e  f o l l o w i n g  a s p e c t s :
- s t r u c t u r e  o f  t h e  d a t a  d i c t i o n a r y
- t h e  means  t o  c r e a t e / m a i n t e n a n c e  o f  d a t a  d i c t i o n a r y  
- t h e  s o f t w a r e  t o  h a n d l e  t h e  d i c t i o n a r y  
- l e v e l  o f  c o m p l e x i t y  o f  t h e  d a t a  d i c t i o n a r y
i v )  F i l e  c o n t r o l  s y s t e m .
The d i f f i c u l t y  o f  p r o g r a m mi n g  t h e  f i l e  or g an i  z a t  i on arid i t s  
commands a r e  s h o w n  i n  t h i s  s e c t i o n .  The  a n a l y s i s  mus t  i n c l u d e  t h e
fol 1owi n g :
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- f e a t u r e s  o f  t h e  o r g a n i z a t i o n  u s e d  ( i n d e x e d ,  s e q u e n t i a l ,  e t c )  
- c h a r a c t e r i s t i c s  o f  t h e  commands  t h a t  h a v e  r e l a t i o n  w i t h  t h e  
f i l e s
- c h a r a c t e r i s t i c s  o f  t h e  d a t a  p r o t e c t i o n .
3 .  Con c 1 u s  i o n  s .
Tt  i s  shown an i n t e g r a t e d  m ' e t h o d o l o g y  t o  s e l e c t  a DBMS i n  o r d e r  
t o  t a k e  i t  a s  a p a t t e r n  t o  b e  i m p l e m e n t e d .  T h i s  m e t h o d o l o g y  must  
b e  u s e d  a s  a  w h o l e  and c o m p l e m e n t e d  w i t h  p a r t i c u l a r  a n a l y s i s .  
The c o n c l u s i o n  o f  t h e  e v a l u a t i o n  p r o c e s s  must  b e  shown w i t h
s e v e r a l  summary t a b l e s  w h i c h  e x p l a i n  t h e  r e s u l t  i n  e a c h  p h a s e .
*
T h i s  m e t h o d o l o g y  i s  u s e d  i n  our I n s t i t u t e  w i t h  s u c c è s  f u i  r e s u l t s .
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I n t e r n a t i o n a l  Workshop on D a t a b a s e  M a c h i n e s ,  S e p t .  1 9 3 3 .  
/ В 0 1 Е 5 7 4 /  B o i e s ,  S . J .  U s e r  B e h a v i o r  on an I n t e r a c t i v e  S y s t e m .
IBM S ys t e m J o u r n a l  1 3 , 1 - 1 8  1 9 7 4 .
/ B 0 N D 8 4 /  Bo n d ,  G. A D a t a b a s e  C a t a l o g .  BYTE, G e t .  193-1.
/ B0 RAL8 4 /  B o r a i ,  H. and D. D e W i t t .  A M e t h o d o l o g y  f or  D a t a b a s e  
S y s t e m  Per  f o r  гнете e  E v a l u a t i o n .  Uni  v .  o f  W i s c o n s i n ,  Computer  
S c i e n c e s  D e p a r t m e n t ,  T e c h n i c a l  R e p o r t  # 5 3 3 ,  J a n u a r y  1 9 8 4 .  
/ B0 Y LE3 4 /  B o y l e ,  B. S o f t w a r e  P e r f o r m a n c e  E v a l u a t i o n .  BYTE, 
9 ( 2 ) :  Feb.  1 9 8 4 .
/CARR0S4/  C a r r o l ,  J . M . ,  M.B.  R o s s o n  Beyond  MIF'S. Per f o r  inane e  
I s  Not Q u a l i t y .  BYTE, 9 ( 2 ) :  F e b .  1 9 8 4 .
/CN0RT83 /  c N o r t h - H o l 1 and Pub« Company.  Human F a c t o r s  A s p e c t s  o f  
a  Modern D a t a  B a s e  S y s t e m .  I n f o r m a t i o n  and Management ,  S C I ) :  
F e b .  19So.
/CURN07S/  Cur n ow ,  H. J .  , El « A. Wichman A S y n t h e t i c  Benchmark .
Computer  J o u r n a l ,  1 9 ( 1 ) :  F e b .  197Б.
/ DAVIE81 /  D a v i e s ,  D . J . M .  B e n c h m a r k i n g  i n  S e l e c t i o n  o f  
T i m e s h a r i n g  S y s t e m s .  P r o c e e d i n g s  o f  t h e  1 4 t h .  m e e t i n g  o f  t h e  
CPEUG, Nov . 1 9 8 1 .
/DEARN78/  Dear n l e y ,  P.  M o n i t o r i n g  D a t a b a s e  S y s t e m  P e r  f o r m a n c e .
45
The C om puter  J o u r n a l , 21 C l ) :  1 9 7 8 .
/DEMETS4 /  Bemet г o v i  о s , J . , e t  a l  Some Remar k s  on S t a t i c a l  D a t a  
P r o c e s s i n g .  H u n g a r y ,  MTA S ZTAKI K ö z l e m é n y e k ,  3 0 :  3 7 - 5 1  1 9 3 1 .  
/F E E E E 7 8 /  F e r r e r i  D. C o m p u t e r s  S y s t e m s  P e r f o r m a n c e  E v a l u a t i o n .  
P r e n t i c e - H a l 1 ,  I n c . ,  1 9 7 8 .
/G IL B R81 /  G i 1 b r e a t h ,  J .  A H i g h -  L e v e l  Lang u a g e  B e n c h m a г к . B Y T ЕС, 
1 8 0 - 1 9 8  S e p t .  1 9 8 1 .
/G L E S E 81/  Gl e s e r , M. e t  a l  . B e n e hmar k.i ny  f o r  t h e  B e s t  • 
Dat a m a t i o n , May 1 9 3 1 .
/ G 0 F F 7 3 /  G o f f ,  N. S .  The c a s e  f o r  B e n c h m a r k in g »  Computer  and  
A u t o m a t i o n ,  May 1 9 7 3 .
/HOUST3 4 /  H o u s t o n ,  J .  D o n ' t  Bench me i n .  BYTE, 9 C 2 ) :  F e b .  1 9 8 4 .  
/H ULTE77/ H u i t e n ,  C. and L. ' S ó d e r  1 u n d .  A s i m u l a t i o n  Model f o r  
P e r  f o r m a n t e  A n a l y s i s  o f  L a r g e  S h a r e d  D a t a  B a s e s .  P r o c .  T h i r d  
VLDB C o n f . ,  Tok i  о , 1 9 7 7 .
/KEENA81/ K e e n a n ,  M. A C o m p a r a t i v e  P e r f o r m a n c e  E v a l u a t i o n  o f  
D a t a b a s e  Management S y s t e m s .  B e r k e l e y ,  EEC'S D e p t . , U n i v e r s i  t y  o f  
C a l i f  o r n i  a , 1 9 3 1 .
/MARVI34V M a r v i t ,  P . ,  M. N a i r .  Benchm ark  C o n f e s s i o n s .  BYTE, 
9 ( 2 ) s F e b .  1984
/NA K A M 7 5 /  Naк amu r a ,  F . , e t  a l . A S im u 1 a t i о n f о r D ata  B a s e  3 y s  t e i. t
P e r f o r m a n c e  E v a l u a t i o n .  P r o c c . NL-L, 1 9 7 5 .
/ R E I S N 8 1 /  R e i s n e r ,  P.  Human f a c t o r s  S t u d i e s  o f  Dat a b a s e  Q u e r > 
L a n g u a g e s :  a S u r v e y  and A s s e s m e n t .  ACM C o m p u t in g  S u r v e y s ,  1 3 ( 1 ) :
46
1 3 - 3 2 ,  1 9 8 1 .
/ R0 BER8 4 /  R o b e r t s ,  В. B e n c h m a r k s  and P e r f o r m a n c e  E v a l u a t i o n .  
BYTE, 9 ( 2 ) :  F e b .  1 9 8 4 .
/ R 0 D R I 7 5 /  R o d r i g u e z - R o s e l 1 ,  J .  and D. Hi 1 d e r b r a n d .  A Framework  
f o r  E v a l u a t i o n  o f  D a t a  B a s e  S y s t e m s .  R e s e a r c h  R e p o r t  PJ 1 5 8 7 ,  
IBM, San J o s e ,  1 9 7 5 .
/ SIBL. E34 /  S i b l e y ,  E.  H. DBMS E v a l u a t i o n  and S e l e c t i o n .  c 
A ue r b a c h  P u b l i s h e r s  I n c ,  D a t a  B a s e  M a n a g e m e n t , 2 2 - 0 4 - 0 1 .
/SPOON/ S p o o n e r ,  C . R .  B e n c h m a r k i n g  I n t e r a c t i v e  S y s t e m s :  
M o d e l i n g  t h e  A p p l i c a t i o n .  P r o c e e d i n g s  o f  t h e  1 5 t h .  M e e t i n g  o f  
t h e  Comput e r  P e r f o r m a n c e  E v a l u a t i o n  U s e r s  Group (CPEUG), 
p p . 5 3 " S 3 .
/ S U 8 1 a /  S u ,  S .  e t  a l . A DMS C o s t / B e n e f i t  D e c i  s i  on Model  : C o s t  
and  P r e f e r e n c e  P a r a m e t e r s .  N a t i o n a l  B u r e a u  o f  S t a n d a r d s , R e p o r t  
NBS-  G C R - 8 2 - 3 7 3 , 1 9 8 1 .
/ S U S l b /  S u ,  S.  e t  a l . A DMS C o s t / B e n e f i t  D e c i s i o n  Model  : 
A n a l y s i s ,  C o m p a r i s o n ,  and  S e l e c t i o n  o f  DBMSs. N a t i o n a l  B u r e a u  o f  
S t a n d a r d s ,  R e p o r t  NBS-GCR--82-375,  1 9 8 1 .
/TEMF'L/ T e m p l e t o n ,  M. e t  a l .  E v a l u a t i o n  o f  10 D a t a  Management  
S y s t e m s .  SDC document  TM--7817/0QQ/ 00.
/WALTE76/  W a l t e r s ,  R . E .  Benchmark T e c h n i q u e s :  A C o n s t r u c t i v e
A p p r o a c h .  The  Computer  J o u r n a l , 1 9 ( 1 ) :  F e b .  197G.
/ W E I S S a i b /  W e i s s ,  H. Which DBMS i s  R i g h t  for  You.  M i n i - M i c r o  
S y s t e m s , □c t о b er  1981
47
Одна методолония для выборки DBMS 
М. Фонфрия Атан, М.Е. Брагадо Бретана
Резюме
Уже существует много различных пакетов для разработки ба­
зы данных. Для того чтобы выбрать один из них, надо применить 
очень много тщательных и структурированных методов. В статье 
показана общая методология такой выборки.
A D B M S  KIVÁLASZTÁSÁNAK EGY MÓDSZERTANA
M. Fonfria Atan, M.E. Bragado Bretana
Összefoglaló
A piacon már rengeteg különböző adatbázis-kezelő program- 
csomag létezik. Egynek a kiválasztásához igen sok, alapos 
és részletes vizsgálat szükséges. A cikk a kiválasztásnak 
egy lehetséges metodológiáját irja le.
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The Equivalence Problem  For Relational D atabase S chem es
Jo ach im  Biskup and  Uwe R asch  
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Abstract
M appings betw een th e  s e ts  of in s ta n c e s  of d a t a b a s e  s c h e m e s  a re  used  to  
define differen t d e g re e s  of equivalence. The availab le  class  of m appings an d  
th e  s e t  of d ep e n d e n c ie s  allowed for defining sch em e s  dea l h e re  as  p a ra m e te r s .  A 
co m p ar iso n  of th e  eq u iv a len ces  shows th a t  th e re  is only one n a tu ra l  k ind  of 
equ ivalence. For v a r io u s  ca se s  we prove its dec idab il ity  o r  undecidab ility .  
B esides we ge t  a c h a r a c te r i z a t io n  of m appings exp ress ib le  in th e  re la t io n a l  
a lg e b ra  w ithout th e  d ifference.
1. Introduction  and C onventions
An in tu itive  defin ition  of equivalence is given by [Gee]: "Two d a ta b a s e s  a re  
eq u iv a len t  if th e y  r e p r e s e n t  th e  sam e se t of f a c t s  a b o u t  a c e r ta in  p iece of 
world". We will t ry  to  g e t  a m ore  ex ac t  defin ition  of w h a t  is m e a n t  by 
equ ivalence. We will c o n s id e r  only re la t iona l  d a ta b a s e s .
The m otiva tion  for a c o m p ar iso n  of the  in fo rm atio n  cap a c i ty  of d a ta b a s e  
s c h e m e s  s tem s from  d if fe re n t  a reas:
design of c o n c e p tu a l  schem es, especially th e  so-called  d a ta b a s e  n o r ­
m aliza tion
in te g ra t io n  of d if fe re n t  userviews into a single  global s ch em e  
t r a n s la t io n s  b e tw ee n  d ifferen t d a ta b a se s  
ex ten s io n s  and  t r a n s fo rm a t io n s  of d a tab ases  
eva lua tion  of d if fe re n t  a p p ro a c h e s  in d a ta b a se  theory .
We will develop a g e n e ra l  model ( c h a p te r  1 ) to  formalize some kinds of 
equ iva lence  and  to s tu d y  d ifferences  between th e m  ( c h a p te r  2 ). Then  we 
a re  c o n c e rn e d  with th e  decision p rob lem  for th e  c h o se n  kind of equivalence. In 
c h a p t e r  3 we p r e s e n t  som e decidab le  cases, w h e reas  in c h a p te r  4 we prove 
v a r io u s  undec idab il i ty  re su l ts .
We will n e i th e r  a s su m e  a un iversa l schem e a s su m p tio n  o r  a universal r e la ­
tion  assu m p tio n  ( see  [AP] ), n o r  consider  th e  u p d a te  facilit ies  used  in a 
d a ta b a s e  ( see [Codd] fo r  upda te -eq u iv a len ce  ).
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More powerful m a p p in g  c lasses a re  NGEN* an d  FGEN*. They a re  r e la te d  to  the  
" M -in terna l m app ings  ” of [Hull] and  defined  as  follows:
q 1 e  NGEN* ifi SYMB(ql(Al)) C SYMB(Al) for all Al € TYPESl 
( " ц о  g en era tio n  of new values " ), .
q l  € FGEN* iff t h e r e  exists a finite s e t  M su ch  t h a t  
SYMB(ql(Al)) - SYMB(Al) C M for all Al € TYPESl 
( " g e n era tion  of on ly  a l jn i t e  s e t  of new values " ).
Every mapping c la ss  Q is assum ed  to  co n ta in  th e  id e n ti ty  w.r.t. t h e  se t  of 
all s t a t e s  of an  a r b i t r a r y  d a ta b a s e  sch em e  and  to  be closed  u n d e r  com posi­
tion, t h a t  means:
V  q l :  TYPEl -> TYPE2 V  q2: TYPE2 -> TYPE3:
q l  e  Q and  q2 € Q = = > q 2 o q l  £ Q.
These  a ssu m p tio n s  a re  obviously sa tisf ied  by RALG*. RANP*, RAND*, NGEN* 
and  FGEN*.
We will also define two c lasses  of d a ta b a s e  dependencies .
ALL d e n o te s  the  s e t  of depen d en c ies  w hich can  be t r a n s fo rm e d  in to  a sen ­
te n c e  in p re n e x -n o rm a lfo rm  w ith o u t ex is ten tia l  quan tif iers .  Often the  
ad jec tive  ''full” is u s e d  to  c h a ra c te r iz e  some su b se ts  of ALL, see [FV] o r  [СьМ]. 
Most p ro m in en t e x a m p le s  of such  s u b s e ts  a re  th e  func tiona l  d ep en d en c ies ,  
see e.g. [Ullm], th e  full inclusion d ependenc ies ,  see [KCV], and  th e  exclusion 
d ep e n d e n c ie s  of [CV],
EX d e n o te s  the  s e t  of depen d en c ies  which can  be  t r a n s fo rm e d  to  a sen ­
te n c e  in p re n e x -n o rm a lfo rm  w ith o u t  un iversal quan tif ie rs .  Additionally 
every  p red ic a te  sym bol o th e r  th a n  "=" a p p e a rs  only u n d e r  an  even  n u m b e r  of 
n e g a t io n  signs. An ex am p le  would be  ” 3  *1. x2, y l ,  y2: l (x l ,x 2 )  a n d  l(y l ,y2) 
a n d  ( x l  yl or x2 y2 ) " , which d e m a n d s  th a t  th e  firs t r e la t io n  should 
c o n ta in  a t  least two d iffe ren t  tuples.
2. A Hierarchy of E quivalences
Most of the  a p p ro a c h e s  to define equ iva lence  of d a ta b a s e  s c h e m e s  use  th e  
ab ility  to  c o n s t ru c t  m appings b e tw een  th e i r  s ta te s  as  a c r i te r io n  ( see for 
exam ple  [AABM], [Biller], [CV], [ILl], [Hull], [KK], [Koba], [Riss] ). W hereas the  
in te n t io n  of th e se  p a p e r s  is som etim es  a very specia l one we will t r y  to be as  
g e n e ra l  as  it is possib le .
As u s u a l  we only w an t  to  c o n s id e r  in s ta n c e s  in s te a d  of a r b i t r a r y  s ta tes ,  
s in ce  th e re  seem s to  be no rea so n  to  re g a rd  d a ta b a s e  s ta te s  w hich do no t 
c o r re s p o n d  to a p oss ib le  real world. F u r th e rm o re ,  we will n o t  c o n s id e r  a rb i­
t r a r y  m appings fo r  t h e  definition of equivalence. For if two sch em es  b o th  have 
an  infin ite  se t  of in s ta n c e s ,  th e n  th e r e  always ex ists  an  (mostly pa thologica l)  
b i jec t ion  between t h e i r  ins tances . One way would be to co n s id e r  only  renam ing  
of values, bu t th is  s e e m s  m uch too re s tr ic t iv e .
A pproaches  which a r e  engaged in d a ta b a s e  norm aliza tion  ( as  [BBG], [BMSU], 
[ILl], [Riss] ) c o n s id e r  only m app ings  bu il t  up by n a tu ra l  join, p ro je c t io n  and  
se lec tion .  [Koba] u s e s  four specia l k inds  of mappings. [Hull] is in t e r e s te d  in
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Like we have  done  above, sch em es  will always be d en o ted  as  Si ( w here  i is a 
s u b sc r ip t  ), s t a t e s  a s  Ai, Bi o r  Ci, in s ta n c e s  as Ii, Ji o r  Gi, th e  s e t  of s ta t e s  as  
TYPEi, th e  s e t  of in s ta n c e s  as INSi ( where th e  su b sc r ip t io n  shows to  which 
sch em e  th e y  belong ). SYMB(Ai) s ta n d s  for the  s e t  of all values a p p ea r in g  in th e  
s t a t e  Ai.
For two s ta t e s  A l,B l e TYPEI Al C Bl holds iff fo r  all i with I á i á  |S l |  A1 [ i] C 
B 1 [i] holds. The n u m b e r  of tup les  of Al is d en o ted  by |Al|.
D a tabase  m a p p in g s a re  d eno ted  by q l ,  p l ,  r l  : TYPEI -> TYPE2 o r  q2, p2, r2  : 
TYPE2 -> TYPEI. If n o t  defined explicitly, the  sch em e s  S i and  S2 a n d  th e  m a p ­
ping c lass  Q, to  w hich all th e se  m app ings  a re  a ssu m e d  to  belong, a re  given 
globally. The obvious conven tions  ab o u t th e  su b sc r ip tion ing  ho lds  if n o t  
s ta t e d  som eth in g  else.
q 1 [i] shou ld  d e n o te  t h e  i- th  p a r t  of q l ,  th a t  m ean s  q l  = < q 1 [ 1 ], .... q l[m ]  >
(for |S2| = m).
Mapping c lasses  o r  qu e ry  c lasses  a r e  deno ted  by Q, Ql o r  Q2. The m ost 
in te re s t in g  c lass  is RALG*, th e  s e t  of sequences  of que r ie s  e x p re s s e d  in th e  
re la t io n a l  a lgeb ra .  More prec ise ly  q l  G RALG* iff fo r  all i q 1 [i] G RALG holds, 
w here  RALG is th e  u su a l  re la t io n a l  algebra, see  [Ullm]. The o p e ra to r s  a re  
sym bolized in th e  following way:
" i " s ta n d s  fo r  th e  i- th  re la t io n  schem e 
" и " is th e  un io n  sign 
” - " is th e  d iffe rence  sign
" [ i l ,  .... ik ] " symbolizes a p ro jec t io n  
( ij a r e  n a t u r a l  nu m b ers ,  a s su m ed  to  be d iffe ren t )
" [ i l  -> i2 ->...-> ik -> il  ] " sym bolizes a p e rm u ta t io n  
( ij a re  d if fe ren t  n a tu ra l  n u m b e rs  )
" [ i com p _ o p  j ] " symbolizes a re s tr ic t io n  
( h e r e  i, j a re  n a tu r a l  num bers ,  com p_op  e  j ^  \ )
" [ i com p _ o p  ’c ’ ] *' symbolizes a se lection
( h e re  i is a n a t u r a l  num ber,  com p_op  £ [ "=", " ^  \ and  c € VALUES ).
If th e  a r i ty  of a su b ex p re ss io n  is lower th an  th e  a r i ty  of a p ro jec tion ,  p e rm u ­
ta t io n ,  r e s t r i c t io n  o r  se lec tion  app lied  to it, or if th e  a r i t ie s  of th e  b o th  subex ­
p ress io n s  involved in a union  or d ifference are  n o t  th e  sam e, o r  if "i" is g r e a te r  
th a n  th e  n u m b e r  of re la t io n s  of th e  d a tab ase  schem es, we a ssu m e  th a t  th e  
ex p ress io n  always yields th e  em p ty  re la tion  s t a t e  of a r i ty  1. This is to avoid 
p a r t ia l ly  defined  m appings.
RANP* ( resp . RANP ) is th e  su b c lass  of th e  r e la t io n a l  .algebra which do n o t  con ­
ta in  any  .projection. RAND* ( resp . RAND ) c o n ta in s  th e  ex p ress io n s  w ithou t 
th e  d ifference sign.
It should  be no ted , th a t ,  for n o ta t io n a l  convenience, we do n o t  m ake  a c le a r  
d is t in c tio n  be tw een  an  exp ress ion  a n d  the  d e n o te d  mapping.
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Our general m ode l is based  on  typed  d a ta b a s e  schem es  with d ep en d e n c ie s  
defined in a ( s u b s e t  of th e  ) f i r s t -o rd e r  logic. Both th e  c lass  of d e p e n d e n ­
cies  and th e  c la ss  of quer ie s  will play an  im p o r ta n t  ro le in s e p a ra t in g  dec id ­
ab le  and  u n d e c id a b le  cases  of th e  equ iva lence  problem .
The following d e f in i t io n s  and  n o ta t io n s  a re  used .
TYPES is th e  s e t  of ty p es  , i.e. a t t r ib u t e  dom ains  allowed in th e  definitions of 
d a ta b a s e  schem es .  The following p ro p e r ty  holds:
V T l , T 2 e  TYPES: T l n  T2 = ф o r  T l с  T2 or T2 C Tl.
A type  can be fin i te  o r  infinite. It shou ld  be a c o u n ta b le  set.
VALUES is th e  s e t  of all values a p p ea r in g  in su ch  a type, t h a t  m eans: VALUES = 
j V e  T: T e TYPES J.
A re la tion  sc h e m e  R is a finite s e q u e n c e  of types: Rl = < Tl, ..., Tk >, w here all Ti 
€ TYPES. A s t a t e  of th e  re la t io n  schem e is a finite s e t  of tup les ,  where e a c h  
tu p le  is a s e q u e n c e  of va lues  co rre sp o n d in g  to  th e  types  of t h a t  re la t io n  
schem e.
A d a ta b a se  sch em e  S i  co n s is ts  of a finite se q u e n c e  of re la t io n  schem es  an d  a 
finite se t  of d e p e n d e n c ie s :
SI = < R l ....... Rm : D >
= < <T11.....T l a j > ..... < T m l..... Trnam> : D >.
We use the  n o ta t io n  |S l| = m, S 1 [i] = Ri, |S 1 [i]| = ai ( th e  a r ity  of th e  i-th r e la ­
tion  schem e of S i  ).
The se t of d e p e n d e n c ie s  D of S i is a finite s e t  of f irs t-o rd e r  s e n te n c e s  over a 
s ig n a tu re
with th e  a i -a ry  p re d ic a te  symbol "i" ( i s i á m ) ,  which c o r re s p o n d s  to th e  
i-th re la t io n  s c h e m e  Sl[i]  of S i ,
the  b inary  id e n t i ty  sign, w hich always will be in te rp re te d  as  th e  iden ti ty  
over VALUES,
a finite s e t  of individual c o n s ta n t s  " c l ”........ ”c n ”, w here all ci € VALUES;
such a c o n s t a n t  "ci” will always be in te rp r e te d  by ci.
Quantifiers in s u c h  a s e n te n c e  ra n g e  over VALUES (and  n o t  over the  se t  of 
values  ap p ea r in g  in a d a ta b a s e  s ta te ) .  Otherwise a s e n te n c e  will be in t e r ­
p re te d  as usual,  s ee  [GMN], [R eiter]  or [FV].
The se t of s ta t e s  of S i  is given by TYPEl = [ < A1 [ 1 ] ...... Al[m] > :
fo r  all U i i m  th e  se t  A1 [i] is a finite su b se t  of Til * ... * Tia; j.
The se t of in s ta n c e s  of S i is given by INSl = [ I l  e TYPEl : II sa tisfies  all d e p e n ­
denc ies  of D J. It is n o t  assum ed  t h a t  a d e p e n d e n c y  is dom ain ind ep en d en t,  see  
[FV], bu t th e  s e t  of in s ta n c e s  of a schem e is assu m ed  to  be decidable .
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th e  whole re la t io n a l  a lg eb ra  an d  shows th e  im p o r ta n t  ro le  of th e  d a ta b a s e  
d e p en d e n c ie s  fo r  th e  defin ition  of equivalence. To cover all cases  we will 
define equivalence with r e s p e c t  to  a given c lass  of m app ings  Q. So ou r  a p p ro a c h  
is very  sim ilar to  t h a t  of [ABM] and  [ААВМ].
F ir s t  we will define some p ro p e r t ie s  of m app ings  be tw een  s t a t e s  of two d a ta b a s e
schem es.
Definition 1
q l  is co n s is te n t  iff q l( IN S l)  C INS2.
q l  is injective iff 11. J 1 £ INS(Sl): II * J l  = = > q l ( I l )  s* q l ( J l )  .
q l  is su rjective  iff q l( IN S l)  2 INS2.
q2 is inverse to  q l  iff V  II £ INSl: q 2 (q l( I l ) )  = II.
You should  n o te  t h a t  th e se  p ro p e r t ie s  d ep en d  on th e  s e t  of in s ta n c e s  of 
b o th  schem es. It is easy  to show th e  following fac ts .
Theorem  2
1. If q2 is in v e rse  to  q l ,  th e n  q l  is injective.
2. If q2 is inve rse  to  q l  an d  q2 is con s is ten t ,  th e n  q l  is in jective and  q2 is 
surjective .
3. If q2 is inverse  to  q l  and  q l  is surjective, th e n  q2 is c o n s is te n t  and  in jec ­
tive and q l  is injective a n d  inverse to  q2.
Proof: om itted . ■
Now we a re  able  to  p r e s e n t  som e kinds of co n ce p tu a l  inc lus ion  an d  equ ivalence
of d a ta b a s e  schem es .
»
Definition 3
S i  <1< S2 wrt.Q iff th e r e  ex is ts  a co n s is te n t  and  injective q l  € Q.
S i  <2< S2 wrt.Q iff th e r e  ex is ts  a surjective  q2 £ Q.
S i  <3< S2 wrt.Q iff th e re  ex i ts  a c o n s is te n t  q l  £ Q and  a q2 £ Q which is inve rse  
to  q l .
S i  <4< S2 wrt.Q iff th e r e  ex is ts  a su rjective  q2 £ Q and  a q l  £ Q which is inve rse  
to  q2.
F o r  i = 1,2,3,4 le t
SI =i= S2 wrt.Q iff S i  <i< S2 wrt.Q and  S2 <i< S i wrt.Q.
S i  =5= S2 wrt.Q iff th e re  ex is t  con s is ten t ,  injective and  su r jec tive  q l .  q2 £ Q 
e a c h  one being in v e rse  to th e  o th e r .  ■
Using th e  p ro p e r t ie s  of a m app ing  c lass  defined in c h a p te r  1, it is easy to  
show, th a t  all of th e  =i= p re d ic a te s  a re  reflexive, t ran s i t iv e  a n d  sym m etrica l.
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The "weak - in c lu s io n ” of d a t a b a s e  schem es  ( see  [AABM] ) is ex ac t ly  th e  sam e 
as  o u r  ” <2< ". The "inclusion" of [AABM] is equ iva len t to  ” <3< " of ou r  
definition.
Using th e o re m  2 an d  some ex am p les  showing d is t in c tn e ss  we a re  able to  
prove the  following H asse -d iag ram  ( th e  s t ro n g e s t  p ro p e r ty  is a t  th e  top) :
=5 =
=4 =
It seem s t h a t  all of th e se  p re d ic a te s  only c o n s id e r  th e  possibility  of 
t ra n s la t in g  a n y  in s ta n c e  of one  schem e into an  in s ta n c e  of th e  o th e r .  A re su l t  
of [ABM] how ever c a n  be u se d  to  show th a t  th is  c a n  be equ iva len t to  a com ­
p a r iso n  of th e  s e t  of answ ers to  queries.
Theorem  4
Since Q is a s s u m e d  to c o n ta in  th e  identity  ( on  th e  s e t  of s t a t e s  ) and  is 
c losed  u n d e r  com position  of m app ings , the  following holds: S i <2< S2 wrt.Q iff 
V  q l  £ Q 3  q2 € Q V  II G 1NS1 3  12 e  INS2 : q l ( I l )  = q2(I2).
Proof: see [ABM], th e o re m  2.1 fo r  th e  idea.
We re je c t  eq u iv a len c e  =1 = , b e c a u s e  it is n o t  com patib le  with su ch  a com ­
p a r iso n  of a n sw e rs  to  queries. B u t any  of th e  equ iva lences  =2=, =3=, =4=, =5= 
is proved to  be a s  re s tr ic tive  a s  th e  query-equ iva lence  of [Codd]. Which of th e m  
shou ld  one c h o o se ?
An exam ple  will s u g g e s t  us to  r e j e c t  th e  w eakest of them .
Example 5
Let Q be RALG , S i  := < <AB>, <BC>, <AC> : ф >, S2 := < <AB>, <B>, <BC> : ф > 
an d  А, В, C € TYPES be disjoint.
Nobody would c o n s id e r  th e se  sch em e s  as being equivalen t.  But i t  tu rn s  ou t  
t h a t  S i =2= S2 wrt.Q holds. To show this we have to  c o n s t ru c t  two su rjective  
m appings:
q l  : = < ”(1*3)[1=3][1 ,2] '\  *'( 1 - ( 1 *3)[ 1 =3][ 1,2] )[2 ] '\"2">
q2 := < " l - (  1*2)[2=3][1,2]", "3 - (2*3)[ 1=2][2,3]". " (1 *2*3*)[2=3][3=4][l,5]" >
It shou ld  be n o te d ,  th a t  none  of th e  o th e r  equ iva lences  holds.
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So we will ch o o se  only one of th e  equ iva lences  =3=, =4= an d  =5=  to  be th e  
bes t.  However, all o u r  exam ples  which show a difference be tw een  th e s e  p ro p e r ­
t ie s  look very  u n n a tu ra l .  The n e x t  th e o re m  s ta te s  t h a t  fo r  all u su a l  q u e ry  
c la sse s  th e re  is no rea l choice.
Theorem  6
If Q is a s u b s e t  of FGEN, th e n  S i  =3= S2 wrt.Q iff S i =5= S2 wrt.Q.
Proof:
" < = = ” follows d ire c t ly  by th e o re m  2.3.
"==>"
We m ay assu m e  fo u r  m appings in Q: 
q l  c o n s is te n t  and  injective 
q2 inverse  to  q l  
p2 c o n s is te n t  and  injective 
p i  inverse  to  p2.
Using th e  th e o re m  of C an to r  and  B ernste in , especially  with th e  m o re  c o n s t ru c ­
tive proof of Koenig, one is ab le  to  c o n s t r u c t  a b ijection b e tw een  th e  se t  of 
in s ta n c e s  of th e  schem es, see e.g. [Sier], F o r  ou r  p u rp o se  th is  does  n o t  
suffice, b e c a u se  we a re  looking fo r  such  a b ijec tion  in the  c lass  Q only. F u r th e r ­
m ore , it m u s t  have  an  inverse m apping  in Q.
In th e  following we will show t h a t  we d o n ’t need  to c o n s t r u c t  a new m a p ­
ping. It suffices to  show, th a t
q l  is c o n s is te n t ,  injective and  su rjective
q2 is inve rse  to  q l .
Using th e o re m  2 th is  implies S i  =5= S2 wrt.Q.
Let [INSl] d e n o te  th e  se t  of c lasses  of th e  p a r t i t io n  of INSl g e n e ra te d  by th e  
reflexive and  t ra n s i t iv e  c losure  of th e  cond ition  th a t  two I l . J l  £ INSl with II = 
p 2 ( q l ( J i ) )  belong to  the  sam e c lass  ( sym bolized by [11 ] = [J 1 ] ).
Using q l  о p2 ( in s te a d  of p2 о q l )  we ge t a definition' of [INS2] in an  ana logous  
way.
Every c lass  c o n s is ts  of only a finite n u m b e r  of in s tances .  Any in s ta n c e  of a 
c lass  is m a p p ed  in to  a n o th e r  in s ta n c e  of th e  c lass  by som e i t e ra t io n  of p2 о q l  
(respec tive ly  q l  о p2) and  bo th  p2 and  q l belong to  FGEN.
( 1 )
F or every [11 ] £ [INSl] the  c lass  [q l ( l l ) ]  £ [INS2] is well-defined an d  q 1 ([11 ]) C[qi (ii)]-
[ q l ( I l ) ]  is well-defined since q l  is cons is ten t.
Now, le t J 1 £ [ I I ], say  J 1 =(p2 о q l ) m (II).
Then  q l ( J l )  = q l  о (p2o  q l )  о . . . o ( p 2 o q l )  (II) = ( q l o p 2 ) o . . . o ( q l o p 2 )  (q l( I l ) ) ,
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i.e. q l ( J l )  € [ q l ( I l ) ] .
( 2 )
F o r  every [12] G [INS2] the class [p2(I2)] G [INSl] is well-defined and p2([I2]) C
[p2(I2)].
This can be p ro v e d  in  an  ana logous  way.
(3)
F o r  every [12] G [INS2] it holds t h a t  q l([p2(I2)])  = [12].
" C
Using (l), r e s p e c t iv e ly  th e  definition of [INS2], we ge t  q l([p2(I2 )])  C
[q 1 (P2(I2))] C [12].
11 _ »f.
Using (2) we g e t  p2([I2]) C [p2(I2)] and  th e re fo r e  we can  co n c lu d e  t h a t  
ql(p2([I2])) C q l([p2 (I2 )])  holds. Using th e  " C ” proof i t  follows th a t  
q l ( P2([I2])) C q l( [p 2 ( I2 ) ] )  C [12].
B ecause  both q l  a n d  p2 a re  in jective and  [12] is a  finite set, i t  follows t h a t  
th e s e  inclusions a r e  really  iden tit ies .
(4)
It follows d ire c t ly  f ro m  (3) t h a t  q l  is su rjective . Since q l  is c o n s i s te n t  and  
in jective and q2 is in v e rse  to q l ,  we can  finish th is  proof. ■
We argue t h a t  is r e a so n a b le  to  cons ide r  only q u e ry  c lasses  w hich do n o t  
c o n ta in  m appings being  able to  g e n e ra te  an  u n re s t r ic te d  s e t  of new values. 
T here fore  our a t t e n t i o n  is now d ire c te d  on =5=, th e  s h a rp e s t  fo rm aliza tion  of 
equivalence.
3. The D ecidability of Equivalence
In th is c h a p te r  we a re  c o n c e rn e d  with cases  in w hich the  equ iva lence  =5= is 
decidable. One h a s  to  r e s t r i c t  b o th  th e  s e t  of d ep en d e n c ie s  in th e  sch em e s  
a n d  the q u e ry c la s s  Q which d e te rm in e s  th e  s h a rp n e s s  of equ ivalence. F irs t 
we will in troduce  a  simple a lgorithm .
Definition 7
Inpu t:  da tabase  s c h e m e s  S i ,  S2; qu e ry  class Q; 
m ethod :
FOR ALL q l  G Q l DO 
IF ql is c o n s i s t e n t  
THEN
FOR ALL q2 G Q2 DO
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IF q2 is c o n s is te n t  AND 
qZ is in v e rse  to  q l  AND 
q l is in v e rse  to  qZ
THEN w rite  ( "Proof of equ iva lence  by", q l ,  qZ );





write ( "The s c h e m e s  a re  no t  equivalen t."  ); 
endm ark :
The se ts  Ql and  Q2 m u s t  be su b se ts  of Q.
T heorem  6 implies t h a t  a jum p to  th e  en d m ark  only  ap p ea rs  if S i  =5= S2 wrt.Q 
holds. The con v erse  is usually  n o t  tru e .  To c o v e r  exactly  th e  equ iva lence  we 
have to  provide a  lo t  m ore:
an effective c o n s t ru c t io n  of Ql and  Q2 
which e n s u re s  t h a t  th ey  a re  finite se ts
and  co n ta in  m app ings  for th e  proof of equivalence iff Q c o n ta in s  su ch  
ones;
an  a lg o ri th m  w hich  is able to  dec ide  w h e th e r  a mapping in Q is cons is ten t;
an  a lg o ri th m  which is able to  decide w h e th e r  a mapping is inverse  to  an  
o th e r  m apping.
In th e  following s u b c h a p te r s  we will show, t h a t  fo r  schem es with d ep e n d e n c ie s  
in ALL и EX an d  q u e ry  c lasses  inc luded  in RANP* or in RAND* all th e se  
d em an d s  can  be fullfilled.
The a lgo ri thm  fo r  co n s is te n cy  and  th e  a lg o r i th m  for inversion a r e  based  on 
th e  following th e o r e m  of logic on th e  B ernay  - Schoenfinkel Class (BSC) of 
f i r s t -o rd e r  logic sen te n c e s .  The s e n te n c e s  of BSC a re  equ iva len t to  s e n te n c e s  
in p re n e x  n o rm a l - fo rm  with no ex is ten tia l  q uan t if ie rs  on th e  r ig h t  of an  
un iversal quan tif ie r .
Theorem  8
There  ex is ts  an  effective a lgo ri thm  which d ec id es  for an  a r b i t r a r y  finite 
su b se t  of BSC w ith o u t  equality  and  function  sym bols w h e th e r  i t  h a s  a finite 
m odel or not.
Proof: see [DG], pp. 79.
3.1 Algorithm  for  C onsistency
The co n s is ten cy  is c losely  re la ted  with th e  im plied c o n s tra in t  p ro b le m  of [Klug] 
an d  [JAK]. A m app ing  q l  is co n s is te n t  iff all the  d ependenc ies  of s c h e m e  S2 a re  
satisfied  for all s t a t e s  in ql (INS1).
In [Klug] th e  allowed d ep en d e n c ie s  a re  func tiona l d ependenc ies  a n d  th e  so- 
called  equality  s ta t e m e n t s .  The m appings a re  re s t r ic te d  to  be  in RAND*.
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[JAK] consider r e la t io n a l  m app ings  bu il t  up by r e s t r ic t io n s  and  p r o d u c ts  a n d  
genera lized  d e p e n d e n c y  co n s tra in ts ,  see [GJ], as  allowed d ependenc ies .
As [JAK] we will u s e  th e o re m  8 b u t  in a d iffe ren t way. For the  following of th is  
c h a p t e r  let Dl C ALL и EX be th e  s e t  of d e p e n d e n c ie s  of S i,  d €  ALL и EX a 
d e p en d e n cy  of S2 a n d  q l  a m apping  in RANP* o r  in RAND*. We h a v e  to  dec ide  
w h e th e r  d is s a t i s f ie d  by all q l ( I l )  w here  II € INS1. To use th e o re m  8 we will 
c o n s t r u c t  a s e t  of s e n te n c e s  IC in BSC su ch  t h a t  every finite m odel of IC 
co rre sp o n d s  to  a n  in s ta n c e  II e  INSl for which - d  is satisfied by q l ( I l )  and vice 
v ersa .
F i r s t  we will mix -'d a n d  q l .
Let q l ’ be th e  t r a n s f o r m a t io n  ( see  [Ullm] ) of q l  in to  the dom a in  re la t io n a l  
ca lcu lus:
q l ’ = < [ х 1 1 , . . . ,х 1 т г : f , (x l  1.....x l m  j J, .... [ x n l ..... x nm  n : fn ( x n l ..... x n m j  j >
S u b s t i tu te  ev e ry  o c c u re n c e  of a n  ”i(yl,... ,ymi)'' in -d  by th e  fo rm ula  
”f■(yl,...,ymi)" u s in g  a p p ro p r ia te  renam ing  of va r iab le  symbols if needed .  The 
re su l t in g  s e n te n c e  is d en o ted  by - d q l .  If we a d d  - d q l  as a d e p e n d e n c y  to  
th o s e  of S i th e n  f o r  every in s ta n c e  II of th is  new  schem e its  im age q l ( l l )  
sa t is fy  -d.
Now we want to  show  t h a t  - d q l  is express ib le  as  a s e n te n c e  in p r e n e x  norm al-  
fo rm  where no e x is te n t ia l  q u an t if ie r  a p p e a r s  on  th e  right of a n  un iversa l 
quan tifier .  If q l [ i ]  £ RANP th e n  th e  s u b s t i tu t io n  of f. doesn’t  c h a n g e  anyth ing , 
b e c a u se  in f- t h e r e  a r e  no q u an t if ie rs  a t  all. If q l[ i ]  € RAND th e n  in f. th e re  
a p p e a r  only e x is t e n t i a l  quan tif ie rs .  If d € ALL, th e n  in -d  t h e r e  a re  only  
ex is ten tia l  q u a n t i f ie r s  and  no p rob lem s arise. In th e  o th e r  case, if d  e  EX th e n  
in - d  only u n iv e rs a l  quan t if ie rs  ap p ea r .  The s u b s t i tu t io n  of f. behaves  well 
b e c a u se  we a s s u m e d  in the  defin ition  of EX t h a t  every  ”i(...)’ a p p e a r s  only 
u n d e r  an even n u m b e r  of negations .
S e t  IC’ := D1 и j - d q l  J.
To ge t  a set of s e n t e n c e s  in BSC we have to
avoid c o n s t a n t  sym bols ( a s  p r e in te rp r e te d  fu n c t io n  symbols) 
simulate th e  ty p in g  of S i
avoid th e  e q u a l i ty  sign ( as  a p r e in te rp r e te d  p red ica te  symbol).
F o r  the  first t a s k  we will in t ro d u c e  a specia l p re d ic a te  symbol c of a r i ty  1 
fo r  every c o n s ta n t  c ’ appea r ing  in IC’.
Every sen ten ce  s of IC’ with c o n s ta n ts  c l , . . . ,ck  will be t r a n s fo rm e d  into
” 3  x l .... xk: c l ( x l )  and  ... and  ck(xk) and  s " ( h e re  xi is d if fe re n t  from th e
o th e r  variable sy m b o ls  of s an d  from  o th e r  xj ). To cover the s e m a n t ic s  of c o n ­
s t a n t s  we add
" 3 x :  e(x)",
" V  x,y: c(x) a n d  c(y)  ==> x=y ’’ an d
*’ V  x,y: c(x) a n d  d(y) ==> xs^y ” for every c o n s ta n t  c ’ (and every  c o n s ta n t  d ’ 
d ifferen t from  c ’) to  1C.
To simulate th e  c o n c e p t  of ty p e d  schem es  we will in troduce  a spec ia l  p re d i­
c a te  symbol T of a r i ty  1 fo r  every type T’ in TYPES ap p ea r in g  in S i.  Let
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{Tl.....TnJ be s e t  of all th e s e  new p re d ic a te  symbols.
We add  th e  following s e n te n c e s  to  IC:
" V  x: T l(x )  o r  ... o r  Tn(x) "
" V  x: -'Ti(x) o r  'T j(x) " fo r  all Ti' n  Tj’ = ф .
" V  x: Ti(x) = = > Tj(x) ’’ for all Ti’ C Tj'.
" V  x l .....xm: i(xl,...,xm) = = > T i l ( x l )  a n d  ... and Tim(xm) "
fo r  all i with S l[ i]  = < T i l ......Tim >.
F o r  every  finite type  T’ G TYPES ( with exac tly  n e le m e n ts  ) we n e e d  add itional 
s e n te n c e s :
” 3  x l, .. . ,xn : T (x l)  and  ... an d  T(xn) a n d  -  ( x l= x 2  o r  x l= x 3  o r  ... o r  x l= x n  o r  
x2=x3  o r  ... o r  x2=xn o r  ... o r  x (n - l )= x n  ) ”,
” V  xO .x l.....xn: T(xO) an d  ... and  T(xn) ==> xO=xl o r  x0=x2 o r  o r  x l= x 2  or ... o r
x l= x n  o r  ... o r  x (n - l )= x n  ”.
At la s t  we m u s t  bind c o n s ta n ts  to th e i r  types:
" V  x: c(x) = = > T(x) " for all p re d ic a te  symbols c co rre sp o n d in g  to  th e  c o n s ta n t  
c ' and  all ty p e s  T which c o n ta in  c ’.
To h an d le  th e  equality  sign a s  a no rm al p red ic a te  symbol we will use th e  
ax iom s of equa lity  of [Reiter]. Only un iversa l q uan t if ie rs  a re  n e e d e d  here.
By c o n s t ru c t io n  it should  be c lea r ,  t h a t  the  re su lt in g  s e t  1C of s e n te n c e s  is a 
(finite) s u b s e t  of BSC. It shou ld  also be clear, how to  use  th is  c o n s tru c t io n  fo r  
a n  a lg o r i th m  for th e  decision of cons is tency . So we g e t  :
Theorem  9
The c o n s is te n c y  is effectively d ec idab le  with r e s p e c t  to 
m app ings  in RANP* or in RAND* 
s c h e m e s  with d ep en d e n c ie s  in ALL U EX.
3.2 A lgorithm  for Inversion
The dec is ion  w h e th e r  a m apping  is inverse  to a n o th e r  one  can  be h an d led  as a 
spec ia l  c a se  of the  decision of th e  equivalence of two m app ings  ( exactly: of 
th e i r  s y n ta t ic a l  desc r ip t ion  ).
Definition 10
q l  is equ iva len t to p l  ifi V  II G INSl: q l ( I l )  = p l ( I l ) .
Note t h a t  we use  h e re  equ iva lence  re s t r ic te d  to  th e  s e t  of in s tan ces ,  in 
[Klug] ca lled  ’equ iva lence’, a n d  n o t  equivalence with r e s p e c t  to  all s ta tes ,  in 
[Klug] called  's trong  e q u iv a len c e ’. [ASU] d is tinguish  be tw een  'a lgebraic  
e q u iv a len c e ’, 'weak eq u iv a len ce ’ an d  's trong  equ iva lence ’ of m appings. The 
la s t  one  as  defined in [GM] is th e  sam e as o u r  equ ivalence. All th e se
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r e f e r e n c e s  p r e s e n t  a lg o ri th m s  to  decide equ iva lence  in sp ec ia l  cases. [SY] 
g en era lize  th e  r e s u l t s  of [ASU], [IL2] is c o n c e rn e d  with th e  und ec id ab il i ty  
of th e  eq u iv a len ce  of m appings , w h e reas  [ILl] show s how to  decide  it u n d e r  
th e  open-w orld  a ssu m p tio n .
Theorem  11
q2 is inverse  to  q l  iff ( q2 О q l  ) is equ iva len t to  id_IN Sl.  H ere  id_INSl d e n o te  
th e  iden ti ty  on INS1.
Proof: obvious.
Using th e  r e s u l t  of th e  p rev ious  c h a p t e r  we easily g e t  th e  following fact. 
Theorem  12
The equ iva lence  of re la t io n a l  m a p p in g s  
in RANP* o r  in RAND*
betw een  s c h e m e s  with d e p e n d e n c ie s  in ALL и EX is effectively decidable . 
Proof:
Let q l ,  p i  be  g iven  a n d  le t |S2| = n.
Define S3 := < S2[ 1 ] S 2 [ n ] , S 2 [ l ] ...... S2[n] : D3 >
a n d  r l  := < q 1 [ 1 ] .....  q l [n ] ,  p 1 [ 1 ] ......p l [n ]  >, w here  D3 co n s is ts  of a s e t  of
d e p en d e n c ie s ,  s u c h  t h a t
V  13 £ TYPE3: 13 £ INS3 <= = > V  1 ^  i ^  n : I3[i] = I3[i+n]
holds. It is o b v io u s , th a t  D c a n  be  c o n s t ru c te d  as  a s e t  of full inc lusion  d e p e n ­
denc ies ,  w hich c a n  be e x p re s s e d  a s  " V  xl,.. .,xn: i ( x l .....xn) = = > j(x l, . . . ,xn)  ”
an d  th u s  D is in ALL. The m ap p in g  r l :  TYPEl -> TYPE3 is c o n s t r u c te d  in a way, 
s u c h  t h a t  q l  a n d  p i  a r e  e q u iv a le n t  iff r l  is c o n s is te n t .
S ince D3 is a s u b s e t  of ALL и EX, th e  d e p en d e n c ie s  of S i  a r e  assu m ed  to  be in 
ALL и EX an d  r l  is in RANP* o r  in  RAND* we c a n  finish th is  p roo f  with a r e f e r ­
en ce  to T h eo re m  9. ■
3.3 F inite Mapping S ets
The a lg o r i th m  of defin ition  7 on ly  works if we a re  able  to  c o n s t r u c t  f in ite  
s u b s e ts  Ql a n d  Q2 of Q w h ich  co n ta in  m a p p in g s  fo r  th e  proof of th e  
equ iva lence  = 5 =  ( if Q c o n ta in s  su ch  m app ings  a t  all ). Our a t t e n t io n  is 
d i re c te d  on RANP* a n d  RAND*. F i r s t  we will define th e i r  no rm alfo rm s .
Definition and T heorem  13
Every m app ing  q in RANP* is ex p ress ib le  in a way su ch  t h a t
no s e le c t io n  r e f e r s  to  a s u b e x p re s s io n  in w hich a p r o d u c t  a p p e a rs  ( fo r  
sho rt :  s e le c t io n  befo re  p r o d u c t  )
p r o d u c t  b e fo re  r e s t r i c t io n  
r e s t r ic t io n  b e fo re  p e r m u ta t io n
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p e r m u ta t io n  b e fo re  d iffe rence  
d iffe rence  b e fo re  un ion  
no p ro je c t io n  ap p ea rs .
An ex p re ss io n  of th is  form will b e  ca lled  to be in no rm alfo rm  ( fo r  RANP* ).
Every m app ing  q in RAND* is exp ress ib le  in a  way such  t h a t  
s e lec tio n  b e fo re  p ro d u c t  
p ro d u c t  b e fo re  r e s t r ic t io n  
r e s t r ic t io n  b e fo re  p ro jec t io n  
p ro je c t io n  b e fo re  un ion
no p e rm u ta t io n  an d  no d iffe rence  ap p ea rs .
An ex p re s s io n  of th i s  form  will b e  ca lled  to  be in n o rm a lfo rm  ( fo r  RAND* ).
Proof:
For th e  proof fo r  RAND* see [Klug],
T hen  fo r  RANP* it  suffices to  show  how to  sh if t  th e  d iffe rence  on  i t s  r ig h t  p lace  
( le t  Ei be a r b i t r a r y  s u b e x p re s s io n s  ):
( E l - E2 ) [ i= V ]  -->  El [ i= V ]  - E2 [ i= V ]
( E l - E2 ) * E3 -->  (E l * E3)' - (E2 * E3)
( E l  - E2 ) [i=j] ~ >  E l  [i=j] - E2 [i=j]
( E l  - E2 ) [pe rm ] —> E l [p e rm ] - E2 [perm ] ,
w here  p e r m  = " i l -> i2 -> .. .-> ik -> i l"
( E l и E2 ) - E3 --> (El - E3) и (E2 - E3)
E l - ( E 2 u E 3 )  - -> (El  - E2) - E3
Next we will show w h a t  m u s t  be  a s su m e d  to  g e t  finite m app ing  c la sses .  
Theorem  14
Let С C VALUES be a finite set.
Then th e  se t  of m app ings  TYPEI -> TYPE2 in RANP* with s e le c t io n s  using 
only c o n s ta n t s  of C is finite an d  c a n  be e n u m e ra te d  in a n  effective wav.
Proof:
The proof is b a s e d  on th e  following observa tions, w hereas  th e  d e ta i ls  a re  left 
to  th e  read e r . '  Every such  m a p p in g  h as  a n o rm a lfo rm  a c c o rd in g  to  th e o re m  
13. S ince  p ro je c t io n  is no t  allowed th e  n u m b e r  of p r o d u c ts  is r e s t r i c t e d  by 
TYPEl an d  TYPE2.
In c h a p t e r  3.4 we will show how to  c o n s t r u c t  s u c h  a finite s e t  C of values.
To g e t  an  an a lo g o u s  r e s u l t  fo r  RAND* we have to  m a k e  a n  add itional 
a s su m p tio n  to  r e s t r i c t  th e  a r i ty  of a  subexp ress ion .  F o r  exam ple  th e re  is a 
s t a t e  of a  b in a ry  re la t io n  with 100 tuples, whose t ra n s i t iv e  c lo su re  ( see [AU] 
) is ex p ress ib le  in RAND*, b u t  n e e d s  a t  le as t  99 p r o d u c t  signs. So we would no t  
ge t  a finite s e t  of m ap p in g s  if we d o n ’t  exclude su c h  cases.
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Theorem  15
Let C C VALUES b e  a  finite s e t  a n d  1 be a n a tu r a l  n u m b e r .
Then the  s e t  of m a p p in g s  TYPEl ->  TYPE2 in RAND* with se lec tio n  c o n s ta n t s  
in C and  no m o re  th a n  1 p r o d u c t  s igns in every  su b e x p re s s io n  which d o e s n ’t  
c o n ta in  a un io n  s ign  or a d if fe re n ce  sign is f in ite  an d  c a n  be  e n u m e ra te d  
in  an  effective way.
Proof: Similar to  t h e  proof of th e o r e m  14. •
In c h a p te r  3.5 we a r e  c o n c e rn e d  w ith  the  q u e s t io n  how to  g e t  s u c h  a  n a tu ra l  
n u m b e r  1 with r e s p e c t  to  th e  g iven schem es.
3.4 Relevant S e lec tio n s
F irs t  we will c h a r a c te r i z e  t h e  se lec tio n  c o n s ta n t s  ap p ea r in g  in a re la t io n a l  
express ing  in a  b e t t e r  way. In t h e  following K, L, M a re  finite s u b s e ts  of VALUES.
Definition 16
A m apping  f : VALUES -> VALUES is called a K -isom orph ism  iff 
f is b ijec tive  a n d  to ta lly  c o m p u ta b le  
V k  e K: f(k) = к 
V  T e  TYPES: f (T) = T.
In th e  c a n o n ic a l  way iso m o rp h ism s  a re  e x te n d e d  to  tup les ,  s t a t e s  and  s e t s  
of s ta te s .  See [CH] o r  [Hull] fo r  similar defin itions. The following p ro p e r t ie s  
hold:
if f, g a re  К-isom orph ism s, t h e n  f og,  f 1 a re  K -isom orphism s 
for any s c h e m e  S i:  f(TYPEl) = TYPEl.
Definition 17
A schem e m a p p in g  q l  is co m p a tib le  with К-isom orph ism s  iff fo r  every K- 
isom orph ism  f q l o f  = f o q l  h o ld s .  ■
In [Banc] and  [CH] a  similar p r o p e r t y  is u se d  in th e  defin ition  of co m p le te n ess  
of a query  la n g u a g e .  It is obv ious  t h a t  every  r e la t io n a l  ex p re ss io n  whose se lec ­
tio n  c o n s ta n ts  a r e  c o n ta in e d  in  К is com patib le , with К-isom orphism s. The 
o th e r  d irec tio n  is n o t  as  s im ple . This is b e c a u s e  we allow ty p e s  with a fin ite  
n u m b e r  of va lues .  The c o n s t r u c t io n  in th e  proof of th e o re m  19 shows how to  
g e t  a w eaker  r e s u l t .
C orrespond ing  to  the  co m p a tib i l i ty  of m a p p in g s  we will fo rm u la te  a n  
analogous  p r o p e r ty  for d a t a b a s e  schem es.
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This p ro p e r ty  is r e la te d  to  th e  m o n o to n ic i ty  (see  e.g. [SY]) a n d  t h e  additiv ity  
(see e.g. [AU]) of m appings. It shou ld  be n o te d ,  t h a t  every  m ap p in g  with 
b r e a d th  1 is also m ono tone .  The converse  does  n o t  hold. The t r a n s i t iv e  c lo su re  
(see e.g. [AU]) is a  p ro m in e n t  c o u n te re x a m p le  fo r  it.
The n e x t  th e o re m  will s ta te  how  we c a n  u se  th e  b r e a d th  to  r e s t r i c t  th e  
n u m b e r  of p ro d u c ts .
T heorem  21
Let TYPES c o n ta in  only  d is jo in t se ts .
If t h e r e  ex is t  a n a t u r a l  n u m b e r  1 and  a fin ite  s u b s e t  M of VALUES, su ch  t h a t  
q l  is to ta l ly  com pu tab le ,  com patib le  with M -isom orphism s, m e m b e r  of 
NGEN and  h a s  b r e a d th  1
th e n  q l  is ex p re s s ib le  in th e  n o rm a lfo rm  of RAND*, w here  no m o re  th a n  1 + m  
- 2 p r o d u c t  s igns  a p p e a r  in  every of i ts  su b e x p re s s io n s  w hich  have no 
u n io n  o r  d iffe rence  sign. H ere  m  := m ax [ |S2[j]| : 1 á j á  |S2| {.
Proof:
Choose a  finite s e t  of s ta te s  B l .....Bp e  TYPEl a s  s u b s t i tu t e s  of all in s ta n c e s
with n o  m o re  th a n  1 tu p les .  T h a t  m eans:
[ A1 € TYPEl : |Alj ^  1 j = [ f(Bi) : f is an  M-isomorphism, 1 s i á p  j,
To do th i s  one c a n  define a fin i te  s e t  L C VALUES - M ( w here  |L| Ss m ax [ 
SYMB(Al) : A1 e  TYPE(Sl), |A1| à  1 j ) and e n u m e ra te  all s t a t e s  w ith  values in 
L u M  a n d  with no m o re  th a n  1 tu p le s .
Then fo r  every  A1 € TYPEl :
q i (A i)  = U U  ql<f(Bi)) by c o n s t ru c t io n  of
l^ i ^ p f is M-isom. 
f (Bi) С A1
B l .....Bp and  s in ce
q l  h a s  b r e a d th  1
= и u  f (qH Bi)) s ince  q l  is co m p a tib le
l^ i ^ p f is M-isom. 
f (Bi) С A1
with M -isom orphism s
■ и U « U D>
l^isSp f is M-isom. 
f (Bi) С A1
D C ql(Bi) 
|D |=  1 
D € TYPE2
■ u U U '<D> s ince  f is a c a n o ­
l^ i^ p D c q l ( B i )  
|D| = 1 
D € TYPE2
f is M-isom. 
f(Bi) С Al
n ica l e x ten s io n
F or  every  1 á j á  |S2| th e n
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Now f is defined b y  exchang ing  eve ry  w € SYMB(Al) n ( L - M ) w ith i ts  assoc i­
a t e d  element, i. e.
w' if x = w £ SYMB(Al) n  ( L - M ) 
f(x) := w if X = w’ w ith  w € SYMB(Al) n ( L - M )
X e l s e .
By definition f = f * holds.
(3)
We will show fo r  a n  a r b i t r a ry  II € INSl : p l ( I l )  £ INS2. Let f be  th e  M- 
isom orph ism  fo r  I I  a s  c o n s t r u c t e d  in (2).
B ecause  of К С M we ge t  f (11 ) £ INSl a n d  f(INS2) C INS2, s ince  bo th  
sc h e m e s  are  c o m p a t ib le  with К-isom orph ism s. So
p l ( I l )  = p l ( f ( f ( I l ) ) )
= f (p l ( f ( I l ) ) )  .since p i  is com patib le  w ith  M -isom orphism s 
= f (q l ( f ( I l ) ) )  .using (1)
£ f(INS2) .since q l  is c o n s is te n t  
C INS2 (4)
We will show p 2 ( p l ( I l ) )  = II fo r  a n  a rb i t r a ry  II £ INSl.
Using the a r g u m e n ta t io n  of (3) we know t h a t  p l ( I l )  = f (q l ( f ( I l ) ) )  
a n d  so p 2 (p l ( I l ) )  = p 2 ( f (q l( f ( I l ) ) ) ) .
S ince  p2 is c o m p a t ib le  with M -isom orphism s we g e t  
p 2 (p l ( I l ) )  = f(P 2 (q l ( f ( I l ) ) ) ) .
B ecause  ql £ NGEN we know t h a t  SYMB(ql(f(Il))) n ( L - M ) = 0  
a n d  by (1) we g e t  p 2 ( p l ( I l ) )  = f (q 2 (q l( f ( I l ) ) ) ) .
S ince  q2 is in v e rse  to  q l  p 2 ( p l ( I l ) )  = f (f (11 ) ) = I I .  ■
Using th e o re m  6 we see  th a t  th i s  ap p ro x im a tio n  c a n  also be u se d  fo r  =5=. In 
th e  case  of RANP* we th e n  g e t  f in i te  Ql and Q2 fo r  th e  a lg o ri th m  of definition 7 
b y  th e o re m  14.
3.5  Number of P ro d u cts
In c h a p te r  3.4 we a r e  c o n c e rn e d  w ith  the  c o m p a tab i l i ty  with isom orph ism s to  
c h a ra c te r iz e  t h e  s e t  of s e lec t io n s  n eed e d  to  d esc r ib e  a m app ing  a s  a re la ­
t io n a l  express ion . Now we will fo rm u la te  a p ro p e r ty  which c o r re s p o n d s  to 
th e  num ber  of p ro d u c ts .
Definition 20
Let 1 be a n a tu r a l  n u m b e r .
A mapping q l  is of b r e a d t h  1 iff fo r  all A1 £ TYPE1
q l(A l)  = [ j  q 1 (B) holds.
B £ TYPEI 




A sch em e  S i is co m p a tib le  with К-isom orph ism s iff for ev e ry  К-iso m o rp h ism  f 
f(INSl) C INSl holds.
F rom  o u r  defin ition  of d a ta b a s e  sch em es  ( espec ia lly  of t h e i r  d e p e n d e n c ie s  ) i t  
follows t h a t  a  s c h e m e  is c o m p a tib le  with К- isom orph ism s  if in i t s  d e p e n d e n ­
c ies  only c o n s ta n t s  o u t  of К a p p e a rs .  T here fo re  we a re  ab le  to  c o n s t r u c t  s u c h  
a  finite s e t  of va lues  fo r  a given sch em e  in a s im ple  way.
Now we a re  able  to  give th e  m ain  th e o re m  of th i s  c h a p te r .
Theorem  19
Let Q C RALG* b e  a  m ap p in g  c la ss  which c o n ta in s  th e  r e s t r i c t io n  ( e.g. RANP* 
o r  RAND* ). Let К C VALUES be a  finite se t  a n d  S i ,  S2 be b o th  com patib le  with 
K -isom orphism s.
T hen  we c a n  effectively  c o n s t r u c t  a finite s e t  M, s u c h  th a t  
S I  <3< S2 wrt. Q iff S i  <3< S2 wrt. M_Q,
w here  M_Q := { q £ Q : in q a p p e a r s  no se lec tion  c o n s ta n t  n o t  c o n ta in e d  in M ]. 
P roof:
"<==" is trivial fo r  ev e ry  M.
/ i _  =  y r
Let q l  € Q be c o n s i s t e n t  and  q2 e  Q be inverse to  q l .  We will c o n s t r u c t  two new 
m a p p in g s  p i .  p2 € M_Q having th e  sam e p ro p e r t ie s .
Let L := j w : w is a  s e le c t io n  c o n s ta n t  of q l  or q2 { an d  
M : = K u j w e T : T e  TYPES. T a p p e a r s  in S i or S2, T is finite j.
B o th  L and  M a re  fin i te  se ts .  Obviously q l  and  q2  a re  b o th  co m p a tib le  w ith L- 
isom orph ism s.
Let p i  ( resp . p2 ) b e  th e  t r a n s fo rm a t io n  of q l  (resp .  q2 ) im plied  by th e  fol­
lowing ru le s  :
r  [ i= ’w’] -->  r  [ i* i]  fo r  w € L - M,
r  [ i ^ ’w’] — > r  fo r  w e  L - M ,  h e r e  r  s ta n d s  fo r  a re la t io n a l  su b ex p re ss io n .
S ince  in p i  and  p2 only  se lec tio n  c o n s ta n ts  of M a p p e a r ,  b o th  of th e  m app ings  
be long  to  M_Q. So th e y  a r e  co m p a tib le  with M -isomorphisms.
We have  to  show t h a t  p i  is c o n s is te n t  an d  th a t  p2 is inve rse  to  p i .
( 1 )
Obviously qi(Ai) = pi(Ai) ho lds fo r  all Ai € TYPEi ( i = 1.2 ) with SYMB(Ai) n  ( L - 
M ) = ф .
( 2 )
F o r  a given Al € TYPEI th e r e  ex is ts  a  M -isomorphism f su c h  t h a t  SYMB(f(Al)) n 
( L -  M ) = <f> .
In o r d e r  to  define s u c h  a M -isom orphism  we c o n s id e r  any  w € SYMB(Al) n ( L -  
M ). Let T be th e  s m a l le s t  type co n ta in in g  w. By defin ition  of M T is infin ite  
a n d  th u s  we can  a s s o c ia te  w with a  new  elem ent w ' e T - ( ( L - M ) u  SYMB(Al) ).
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q i(A i)  [j] и
l ^ i ^ p
U <Uf<s>>
s € q 1 (i3i)[j] f is M-isom. 
s is a tu p e l  f(Bi) С A1
holds.
The n u m b e r  of d i f fe re n t  i a n d  s in  t h a t  fo rm ula  is finite. Let i a n d  s be  fixed. It 
suffices to  show t h a t  th e  m app ing
:= f(s) d o e s  n o t  n eed  m o re  th a n  1 + m - 2 p ro d u c t  signs,
f is M-isom. 
f (Bi) C A1
To do th is  we f irs t  c h o o se  a n  e n u m e ra t io n  of th e  tu p le s  of Bi s u c h  t h a t  
Bi = < { t i l .....t  In  j j , { t 2 l ..... t 2 n 2j .......{ tv 1.......tv n v{ >.
Let t  := < t i l ...... t l n lt t 2 1 ........t 2 n 2, .... t v l .......tvnv >.
Define th e  s e q u e n c e  of p ro d u c ts ,  co rre sp o n d in g  to  t, which m a p s  Bi in to  t. S ince 
|Bi| á  1 th e re  a p p e a r  no  m ore  t h a n  1-1 p ro d u c t  signs. Then u se  a  sequence  of 
se lec tions ,  so t h a t
fo r  all w € M and  1 <. i <. |t| t h e r e  is a " [ i = ’t[i] ' ] " iff t[i] £ M, 
a n d  th e r e  is a " [ i ^  V  ] " iff t[i] £ M.
Finally we need  a  s e q u e n c e  of re s t r ic t io n s ,  such  t h a t  fo r  all i,j £ { 1.....|t| J, i < j
t h e r e  is a " [ i = j ] " iff t[i] = t[j] an d  th e re  
a p p e a r s  a " [ i г4 j ] " iff t[i] * t[j].
Let p i  deno te  th e  c o n s t r u c t e d  re la t io n a l  mapping.
Obviously V  Al £ TYPE1: Bi С A1 <= = > t  £ p l (A l)  holds.
S ince  p i  is co m p a tib le  with M -isom orphism s f 
V  A1 £ TYPEl: f(Bi) c  A1 <= = > f(t) £ p l(A l)  holds.
T h e re fo re  we know  t h a t  p l (A l )  2 f(s) .
f is M-isom. 
f (Bi) С A1
The o th e r  inc lus ion  is o b ta in e d  by
V A 1  £ TYPEl: p l ( A l )  C { f(t)  : f is M -isomorphism {.
This only holds, b e c a u s e  we have  assum ed  t h a t  all types  c o n ta in  d iffe ren t 
values. In th is  c a s e  we a re  ab le  to  c o n s t r u c t  a M -isom orphism  f fo r  a given t ’ € 
p l (A l) .
The la s t  s tep  of t h e  c o n s t ru c t io n  of th e  re la t io n a l  m apping m u s t  build up f(s) 
f ro m  f(t). B ecause  of q l  € NGEN, a p ro jec tio n  u sua lly  suffices to  desc r ib e  it. B u t 
if a value a p p e a r s  in s m ore  t im e s  th a n  it does  in t. 'w e n e e d  add itional p r o ­
d u c t s  ( and  r e s t r i c t io n s  to  link  su c h  a copied  tup le  tij w ith  t  ). A s im ple  
re f lec tion  shows t h a t  no m o re  th a n  m  - 1 add itional p r o d u c t  signs a r e  
n eeded .  The n o rm a l fo rm  c a n  b e  r e a c h e d  w ithou t new p ro d u c ts .  ■
A sim ple in d u c t io n  would show t h a t  th e  co n v erse  im plication  of th e o re m  21 is 
also t ru e .  So o n e  would g e t  a  c h a ra c te r i z a t io n  of RAND* n o t  using s y n ta c ­
tic  c r ite r ions ,  p rov id ed  t h a t  TYPES c o n ta in s  only disjoint s e t s  of values.
We will now define a  su ita b le  p ro p e r ty  for d a ta b a s e  schem es.
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Definition 22
Let 1 be a n a tu ra l  n u m b e r .
The d a ta b a s e  s c h e m e  S i  is of b r e a d t h  1 iff
fo r  all II € INS1 1 1 =  [ J  J holds.
J € INSl 
J C IIUl*l
The b r e a d th  of a s c h e m e  is a sp ec ia l  case  of th e  loca lity  of [IS] a n d  th e  distri-  
bu tiv ity  of [IS]. A lthough  looking sim ilar th e  b o u n d e d n e s s  of [GV] and  th e  
b o u n d e d n e s s  of [AV] a re  s c a rc e ly  re la te d  to  th e  b re a d th .
We will now fo rm u la te  th e  m ain  th e o re m  of th is  c h a p te r .
Theorem  23
Let S i an d  S2 be d a ta b a s e  sc h e m e s  with b r e a d th  1.
Then one  can  effectively  co m p u te  a  n a tu ra l  n u m b e r  w su ch  th a t
S i  =5= S2 wrt. NGEN* n  [ q is m o n o to n e  J iff
S i  =5= S2 wrt. NGEN* n [ q is m o n o to n e ,  to ta lly  c o m p u ta b le  and
has  b r e a d t h  w j.
Proof:
"<==" is trivial fo r  every  n u m b e r  w.
Let q l ,  q2 e  NGEN* be m o n o to n e ,  con s is ten t ,  in jective and  su r jec t iv e ,  eac h  
one  being inverse  to  th e  o ther.
Choose w su c h  t h a t
(1) V i l e  INSl: | U | ^ 1  = = > | q l ( I l ) | s ï w  an d
(2) V  12 e  INS2: |I2| =£ 1 = = > j q2(I2) | ^  w holds.
One way to  do th is  is th e  following:
m s l  := m ax  [ |SYMB(Al)| : Al e  TYPEl, |Al| ^  1 J 
wl := m ax  [ |A2| : |SYMB(A2)| < m s l  J
Since q l  € NGEN* ho lds ,  wl can  be  used  as w to fullfill ( l) .
In th e  sam e  m a n n e r  we g e t  w2 to  fullfill (2) an d  we finally s e t  
w := m ax [ wl, w2 { to  fullfill b o th  (1) and  (2).
We will define s u b s t i t u t e s  p i ,  p2 fo r  q l ,  q2 which a re  in th e  d e m a n d e d  m apping  
class:
fo r  all A1 € TYPEl p l (A l)  := ql(B)
B G TYPEl 
В С  A1 
|B| ^  w
and
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fo r  all A2 € TYPE2 p2(A2) := [ J  q2(B) .
B € TYPE2 
В С A2 
|B| á  w
It suffices to  show  th a t  q l ( I l )  = p l ( I l )  ho lds  fo r  all in s ta n c e s  II € INSl 
(b u t  no t n e c e s s a r i ly  fo r  all s ta te s ) .  The a n a lo g o u s  r e s u l t  fo r  p2 c a n  be o b ta in ed  
in th e  same way.
" C
S ince q l is c o n s i s t e n t  and  S2 h a s  th e  b r e a d th  1 we g e t  for a n
a rb i t r a ry  И e  IN Sl: q l ( I l )  = G2
G2 e  INS2 
G2 C q l ( I l )
|G2| £  1
S ince q l is s u r je c t iv e  ea c h  G2 is r e p re s e n te d  by  q l ( J l )  fo r  a n  J l  € INSl :
ql(H) = U  q!(Jl) 
q l ( J l )  € INS2 
q l ( J l )  C q l ( I l )
| q l ( J l ) | á l  
J l  e  INSl
U qKJ1)
q l ( J l )  e  1NS2 
q l ( J l )  C q l ( I l )  
| q l ( J l ) | ^ l  
J l  € INSlMil w
using (2), q2 is inverse to  q l
U  q l ( J l )  
q l ( J l )  e  INS2 
q l ( J l )  C q l ( I l )  
J l  € INSl|J1| w
U qKJ1)
q l ( J l )  e  INS2 
Jl C II 
J l  e  INSl 
IJ11 ^  w
U qKJD
J l  € INSl 
Jl C II 
IJ11 á  w
using th e  m o n o to n ic i ty  of q2, 
which is inverse  to  q l
s ince q l  is c o n s is te n t
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C q l ( J l )  s ince  INSl C TYPEI
J l  e  TYPEI 
J1 C II 
| J l | ^ w
= p l ( H )
" D By m o n o to n ic i ty  of q l .  ■
The p ro p e r ty  of a  s c h e m e  to have finite b re a d th  is essen tia lly  a  d em an d  on i t s  
d ep en d en c ies .  We m u s t  rea l ly  r e s t r i c t  th e  class of allowed d e p e n d e n c ie s  as  t h e  
following exam ple  will show.
Example 24
S := < <N,N>, <N,N> : { " V  x,y: l(x ,y) = = > 3  z: 2(x,z) ".
" V  x.z: 2(x.z) = = > 3  y: l(y .z) ” j >, 
w here  N shou ld  d e n o te  th e  s e t  of all n a tu ra l  n u m b e rs .
I := < f <n,n> : l á n á m j , |  < n - l ,n >  : 2 á n á m J  >, 
w here  m is a given n a t u r a l  num ber.
Any in s ta n c e  J w ith J С I an d  <1,1> € J [ l ]  is id e n t ic a l  to I. This is implied by  
th e  two inc lus ion  d e p e n d e n c ie s  of S.
T h ere fo re  S c a n n o t  have  b r e a d th  1 if 1 < 2*m - 1.
B ecause  m  is c h o o s e n  a r b r i t r a r y  S does  n o t  have f in ite  b r e a d th  a t  all. •
If we r e s t r i c t  o u r  a t t e n t io n  on d ep en d e n c y  c la sse s  a l re ad y  show n to be  
g o o d -n a tu re d  with r e s p e c t  to th e  decision  a lgori thm s, we a r e  ab le  to  c o m ­
p u te  an  a p p ro x im a tio n  of th e  b r e a d th  of a schem e.
Theorem  25
Let S i  be a s c h e m e  with d e p e n d e n c ie s  in ALL и EX. Let TYPES c o n ta in  only d is ­
jo in t  sets.
Then one  can  effectively co m p u te  a n u m b e r  1 su c h  t h a t  S h a s  b r e a d t h  1. Г
S k e tc h  of th e  proof:
S e t  l : = ( m  + k + e ) * * a ,  w here 
a is th e  n u m b e r  of a t t r ib u t e s  of S.
m is th e  g r e a t e s t  n u m b e r  of a t t r i b u t e s  of a r e la t io n  schem e  of S i .  
к is th e  n u m b e r  of c o n s ta n t s  a p p e a r in g  in d e p e n d e n c ie s  of S i ,
e is th e  n u m b e r  of o c c u re n c e s  of ex is ten tia l  q u an t if ica t io n  in th e  d e p e n ­
denc ies  of S, p rov ided  th e y  a re  w r i t te n  in p re n e x  norm alfo rm .
Since for all II € INSl И = U j В : B C II, |B| = 1, В € TYPEI j ho lds ,  i t  suffices 
to  show t h a t  fo r  given II € INSl, В e  TYPEl, |B| = 1 th e re  is a n  in s ta n c e  J l  € 
INSl, so t h a t  B C J l  C H a n d  | J l | ^ l  holds.
We will build a  s e t  of s e n te n c e s  in BSC to  c h a ra c te r i z e  su ch  a n  J l .  If th e y  
have a finite m ode l a t  all. th ey  have a model with no m ore t h a n  m  + к +
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e individuals. The c o r re s p o n d e n c e  of sue«  _ ie l  to  a s t a t e  w ith no m o re  
th a n  1 tup les  is obv ious.
К := { к  : к e  SYMB(B) o r  к a p p e a r s  a s  a  c o n s ta n t  in  a  d e p e n d e n c y  of S {
( 1 )
Let in_I £ ALL be  a  s e n te n c e ,  s u c h  t h a t  for every  fin ite  model M th e r e  ex is t  a 
co rresp o n d in g  s t a t e  Al c  TYPEl a n d  a  К- iso m o rp h ism  f su c h  t h a t  f(Al) С II. 
These s e n te n c e s  c a n  be c o n s t r u c t e d  in an  obv ious m a n n e r .  The p roof of 
th e o re m  21 c o n ta in s  a similar c o n s t ru c t io n  ( if t r a n s la te d  in to  th e  r e l a ­
tiona l ca lcu lus  ). Only c o n s ta n ts  in К a p p e a r  in th is  s en ten c e .
( 2)
Let B _in  be a  s e n t e n c e  w ith o u t  quan tif ie r ,  so  t h a t  every  f in i te  m odel M 
co rre s p o n d s  to a  s t a t e  Al such  t h a t  В с  A1 holds.
A s e n te n c e  " i ( v l ..... vk)" suffices, if <vl,...,vk> e  B[i]. Only c o n s ta n t s  of К
a p p e a r  in B_in.
(3)
Let D be the  s e t  of d e p e n d e n c ie s  of S. It is a s su m ed  t h a t  D C ALL и EX.
Let E : = D u j  in_I,  B _ in  j.
Every m odel of E c o r re s p o n d s  to  a  s t a t e  Al € TYPEl, so t h a t  
t h e r e  ex is ts  a  M -isom orphism  f with f(Al) С II  ( by ( l )  )
Al £ INSl ( by  D С E )
fo r  th e  above  c h o s e n  f f(Al) € INSl holds ( s ince  S is c o m p a tib le  with K- 
isom orph ism s )
В C Al ( b y  (2) )
fo r  the  above c h o s e n  f B C f (A 1 ) holds ( s in ce  SYMB(B) С К a n d  so f(B) = 
В h o ld s ) .
T h ere fo re  we know  of an  f(Al) € INSl with B C f(Al) С II an d  m u s t  finally show 
t h a t  th e re  is a m o d e l  of E with no m o re  th a n  m + к + e individuals.
(4)
We w an t to use  t h e  th e o re m  of H e rb ra n d .
To do th is  we h a v e  to  e lim inate  t h e  equality  a n d  th e  c o n s ta n t s  a s  p r e in t e r ­
p r e te d  objects.
F irs t  we will e l im in a te  th e  c o n s ta n t s .  We build th e  co n ju n c t io n  of all s e n te n c e s  
of E, s u b s t i tu te  e v e ry  c o n s ta n t  sym bol with a  new specific va r iab le  symbol, 
b ind  th e se  v a r ia b le s  globally w ith  ex is ten tia l  q u an t if ie rs  and  add  a to m s  w hich 
d e m a n d  th a t  t h e y  all have d if fe re n t  values. Let E' d e n o te  th is  new s e n ­
te n ce .
S ince E e  ALL и EX i t  is obvious t h a t  E ’ belongs to  BSC.
Every model "of E is a lso  a model of E’. For every  m odel of E’ t h e r e  is a m odel of 
E having the  s a m e  n u m b e r  of ind iv iduals.
Next we use th e  ax io m s of e q u a l i ty  of [Reiter] to  hand le  th e  equa l i ty  sym bol 
as  a norm al p r e d i c a t  symbol. Let E" C BSC d e n o te  th e  c o n s t r u c t e d  s e t  of 
se n te n c e s .  Every m o d e l of E’ is a lso  a model of E". For every  m odel of E” th e r e
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is a  m odel of E ’ having  no m o re  individual symbols.
The n u m b e r  of ex is ten tia l  q u an t if ic a t io n  in E" is n o t  g r e a t e r  t h a n  m  + к + e. 
This is also th e  n u m b e r  of t e rm s  of th e  H e rb ra n d  un ive rse  of E ” . s ince th e  
Sko lem iza tion  of E” only g e n e r a te  fun c tio n  sym bols with a r i t y  0. This is 
b e c a u s e  E" is in BSC.
Using H e rb ra n d ’s th e o re m  we c a n  conclude  t h a t  t h e r e  is a  m odel of E with no 
m o re  th a n  m + к + e ind iv iduals  if th e re  is a m odel a t  all. ■
3.6 Sum m ary
T heorem  26
Let S I and  S2 be  sch em es  with d ep en d e n c ie s  in ALL и EX.
Let TYPES c o n ta in  only d is jo in t se ts .
Let Q be a s u b s e t  of RANP* o r  of RAND*, which c o n ta in s  th e  r e s t r ic t io n .
T hen  th e  a lg o r i th m  of defin it ion  7 can  be u sed  to  dec ide  w h e th e r  S i  =5= S2 
wrt.Q o r  not.
Proof:
In c h a p t e r  3.1, th e o re m  9 we have  sugges ted  a  way to  dec ide  if a  m app ing  is 
c o n s is te n t .  In c h a p t e r  3.2, th e o re m  12 we have  shown how to  dec ide  t h e  
eq u iva lence  of two m appings. Using th e o re m  11 it  is obvious how  to  use  th is  
fo r  a decision  w h e th e r  a  m a p p in g  is inverse to  a n o t h e r  m apping . In c h a p t e r  3.3, 
t h e o r e m  14 it  is shown how to  e n u m e ra te  finite s e ts  Ql an d  Q2 in t h e  case  of Q 
C RANP* if we know  a finite s e t  of se lec tion  c o n s ta n t s  re le v a n t  fo r  t h e  proof of 
equ iva lence . In c h a p t e r  3.4, th e o re m  19 can  be u sed  to  g e t  s u c h  a  s e t  of con ­
s ta n t s .  In c h a p te r  3.3, th e o re m  15 we have seen , t h a t  in th e  case  of Q C RAND* 
we n e e d  add itiona lly  an  ap p ro x im a tio n  of th e  n u m b e r  of p r o d u c ts  to  ge t  finite 
s e ts  Ql and  Q2. In c h a p te r  3.5, th e o re m  21 we have fo rm u la te d  th e  b re a d th  
of a  m app ing  a s  a  suffic ien t c r i t e r io n  for th is  m a t te r .  In c h a p te r  3.5, th e o re m  
25 we su g g e s te d  a  way to  a p p ro x im a te  th e  b r e a d th  of a schem e. In c h a p t e r  3.5, 
th e o re m  23 we finally have p ro v ed  t h a t  th e r e  is no n e e d  to c o n s id e r  m appings 
with a b r e a d th  n o t  r e la te d  to  th e  b re a d th  of th e  schem es .  ■
4. U n decidab ility  of E quivalence
In c h a p t e r  3 we h av e  only c o n s id e re d  schem es  with d e p e n d e n c ie s  in ALL и EX 
a n d  m app ing  c la sse s  below th e  re la t io n a l  a lgebra. Now we w an t to  show  th e  r e a ­
son  fo r  th e s e  re s t r ic t io n s .
4.1 More Pow erful D ependency C lasses
In th e  following we will u se  " im plication" a s  "finite im p lica tio n "  ( see 
[CFP], [CLM] ), b e c a u s e  we only  deal with finite d a ta b a s e  s ta t e s .  We use  a 




It is n o t  decidable w h e th e r  S i =3=  S2 wrt.Q ho lds
w here S i,  S2 r a n g e s  over all sch em es  w ith  fu n c tio n a l  d e p e n d e n c ie s  a n d  
( b inary  ) in c lu s io n  d e p e n d e n c ie s
Q is a m app ing  c la ss  w hich in c lu d e s  th e  id e n t i ty  m app ing  ( as  a s su m e d  in 
c h a p te r  1 ) a n d  is c o n ta in e d  in  FGEN.
Proof:
See  [Mitch] for th e  u n d e c id a b i l i ty  of th e  (finite) im plication  p ro b lem  fo r  fu n c ­
t io n a l  d ep e n d e n c ie s  a n d  b in a ry  inc lus ion  d ep en d e n c ie s .
Let D, [ d J be a r b i t r a r y  se ts  of d ep e n d e n c ie s  of th e se  c lasses ,  e x p re s s e d  in 
th e  n o ta t io n  of c h a p t e r  1. It sh o u ld  be  no ted , t h a t  inc lusion  d e p e n d e n c ie s  a re  
n o t  included in ALL U EX.
Using the  s ig n a tu r e  of bo th  d e p e n d e n c y  s e t s  it is simple to  c o n s t r u c t  two 
sc h e m e s  S i an d  S2 so  th a t  TYPEI = TYPE2 a n d  th e i r  s e t  of d e p e n d e n c ie s  is D 
re sp .  D и [dj. Only o n e  infinite ty p e  should  a p p e a r  in the  sch em e  definitions.
We w an t to show t h a t  th is  is a l re a d y  a c o r r e c t  r e d u c t io n  of th e  im plica tion  
p ro b lem  into th e  e q u iv a len c e  p ro b le m  for d a t a b a s e  schem es.
"= = >”
If d is implied b y  D, th e n  INSl = INS2 holds. The id e n t i ty  m app ing  can  be 
u se d  to  prove S i  = 3 =  S2 wrt.Q.
"<=="
If S i  =3= S2 wrt.Q holds, th e n  t h e r e  is a m a p p in g  q l  in Q w hich is c o n s is te n t  
a n d  injective.
F o r  finite s u b se ts  V C VALUES le t  ( fo r  i = 1,2 )
INSSYMB(Si.V) := { Ii € INSi: SYMB(Ii) С V j.
S ince  q l  G FGEN t h e r e  is a f in ite  N C VALUES s u c h  th a t  q l  only g e n e r a te s  new 
va lues  in N.
S ince  q l  is c o n s i s t e n t  fo r  any  f in ite  V G VALUES 
q l  (INSGYMB(Sl.VuN)) C INSSYMB(S2,VuN).
By definition of S i  a n d  S2 it is obvious, th a t  
INSSYMB(S2,VuN) c  INSSYMB(Sl.VuN).
B ecause  q l is in jec t iv e  and  INSSYMB(Sl.VuN) is a finite se t,  i t  follows t h a t  
INSSYMB(Sl.VuN) = INSSYMB(S2,VuN).
Clearly every in s t a n c e  of S i is c o n ta in e d  in INSSYMB(Sl.VuN) for some finite V 
(s ince  any in s ta n c e  is a s su m ed  to  be  finite). So we ge t  INSl = INS2.
This m eans t h a t  d is implied by  D.
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4.2  More Powerful Mapping C lasses
We a re  n o t  aw are  of a r e s u l t  co n ce rn in g  th e  equ iva lence  d irec tly .  We will 
show th e  und ec id ab il i ty  of th e  co n s is ten cy ,  in jectiv ity  a n d  th e  su r jec t iv i ty  of 
m ap p in g s  rang ing  over th e  whole re la t io n a l  a lgebra . The following th e o re m  
dea ls  as  th e  b ase  fo r  it.
Theorem  28
Let T € TYPES be a n  infinite set.
It is n o t  d ec idab le  w h e th e r  q l (A l)  = ф ho lds  for all Al e  TYPEl, w here  
SI r a n g e s  over all d a ta b a s e  s c h e m e s  w ith o u t d e p e n d e n c ie s  
q l  r a n g e s  over all m app ings  TYPEl -> T in th e  r e la t io n a l  a lgebra . 
Proof:
A s im ple c o n s t ru c t io n  r e d u c e s  th e  equ ivalence p ro b le m  fo r  re la t io n a l  
e x p re s s io n s  on th e  above m e n tio n e d  p ro b lem  since  we c a n  use  th e  d ifference 
o p e ra to r .
It is know n t h a t  th e  equ iva lence  p ro b lem  of re la t io n a l  e x p re s s io n s  is n o t  
dec idab le ,  see [IL2]. [Klug] c i te s  a r e s u l t  of [Solo] co n s id e r in g  ex p re ss io n s  
w ith o u t se lec tions . A d i r e c t  way to  prove it can  be b a s e d  on th e  u n d ec id ab il­
ity of t h e  f i r s t -o rd e r  logic ( finite m odels  only ). ■
Theorem  29
к
The c o n s is te n c y  with r e s p e c t  to  
m app ings  in RALG
fro m  a d a ta b a s e  sch em e  w ithou t d ep en d e n c ie s
in to  a d a ta b a s e  sch em e  with one fu n c tio n a l  d ep en d e n c y ,  one  exclusion  
d e p e n d e n c y  ( see [CV] ), o r  one  u n a ry  inclusion  d e p e n d e n c y  ( see  [KCV] )
is u n d ec id ab le .
Proof:
Let q l :  TYPEl = INSl -> T be given. We will c o n s t r u c t  a s ch em e  S2 a n d  a m a p ­
ping p i ,  w hich is c o n s is te n t  iff q l (A l)  = ф fo r all A1 e  TYPEl. This suffices to  u se  
th e o re m  28.
one fu n c t io n a l  d ependency :
p i  := < ( STM * STM * q l  )[ 1,2] >, w here  STM is a r e la t io n a l  ex p re s s io n  which 
supp ly  th e  re la t io n  cons is ting  of all values  appea r ing  in a s t a t e  Al,
d := " V  x, y, z: l(x ,y) and  l(x ,z) = = > у = z ", which is a fu n c t io n a l  d e p e n ­
dency ,
S2 := < < T, T > : { d { >.
Then p i  is c o n s is te n t  iff p l (  INSl ) C 1NS2 iff V  l i e  TYPEl: | SYMB(Il) | ^  1 o rqi(n) = Ф  ■
Since we a re  able to  dec ide  w h e th e r  q l  (11 ) = ф holds fo r  all II e  INSl with 
IS YM В ( 11 ) I ^  1, th is  suffices to  u se  th e o re m  28.
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one  exclusion  d e p e n d e n c y :  
p i  := < q l ,  q l  >,
d := " V  x: - l ( x )  o r  - 2 ( x )  which is a n  exclusion  d ep en d en cy ,
S2 := < < T >, < T > : I d { >.
Then p i  is c o n s is te n t  iff q l ( I l )  = ф fo r  all II £ INSl. 
one  u n a ry  inclusion d ep en d e n cy :  
p i  := < q l ,  q l  - q l  >,
d := " V  x: l(x) = = >  2(x) ", which is a u n a ry  inc lus ion  d ep en d e n cy ,
S2 := < < T >, < T > : { d j >.
Then p i  is c o n s is te n t  iff q l ( I l )  = ф fo r  all II e  INSl.
Theorem  30
The in jectiv ity  with r e s p e c t  to 
m appings in RALG 
schem es  w ith o u t  d e p e n d e n c ie s  
is undecidab le .
Proof:
Let th e  mapping q l :  TYPEl = INSl ->  T be given, w here  w.l.o.g. |S l |  = n, |S l[ i] |  
= ai ( for I á i á n ) .
For  I á i á n  define
p l [ i ]  := ( i • ( SYM - ( SYM * q l  )[1] ) )[ 1. 2 ......ai ],
w here  SYM is th e  s a m e  as  in the  p ro o f  of th e o re m  35.
It is obvious, th a t  f o r  every  Al £ TYPEl p l (A l)  £ J ф , Al j holds.
S ince p i  does n o t  g e n e r a t e  values we know t h a t  p l ( 0 )  = ф.
T h ere fo re  p i  is in jec t iv e  iff p l ( A l )  = Al for all Al € TYPEl. This m e a n s  t h a t  
q l (A l)  = ф for all Al £  TYPEl a n d  th e o re m  28 c a n  be u sed  to  show th e  u n d e c i­
dab ility  of in jectiv ity .
Theorem  31
The surjec tiv ity  w ith  r e s p e c t  to 
m appings in RALG 
schem es  w ith o u t  d e p e n d e n c ie s  
is undecidab le .
Proof:
The sam e  c o n s t r u c t io n  as  for th e  p roo f  of th e o re m  30 is u sed .
It is obvious t h a t  p i  is surjective
iff p l(A l)  = A l fo r  all Al £ TYPEl holds, i.e. 
iff q l(A l)  = ф f o r  all Al £ TYPEl holds.
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5. C onclusions
T h ere  rem a in  som e o p en  ques tions .  Using th e o re m  21 ( and  a ssum ing  t h a t  
th e  typ ing  of d a t a b a s e  s c h e m e s  is n o t  of in t e r e s t  o r  behaves  well ) we g e t  a n  
e x a c t  c h a ra c te r i z a t io n  of m app ings  exp ress ib le  by th e  r e la t io n a l  a lg e b ra  
w ith o u t  th e  d iffe rence  o p e ra to r .  They a re  to ta lly  com pu tab le ,  a r e  co m p a tib le  
w ith M -isom orphism s ( w here  M is a f in ite  s e t  of va lues  ), does  n o t  g e n e r a te  
new values  and  have  f in ite  b re a d th .  T h ere  is no idea  of a s e t  of p ro p e r t ie s  
c h a ra c te r iz in g  th e  r e la t io n a l  a lg eb ra  w ith o u t  th e  p ro jec t io n  o p e ra to r .
When we c o n s id e re d  th e  whole re la t io n a l  a lg eb ra  in c h a p te r  4 we have only  
shown th e  u n d ec id ab i l i ty  of some p ro p e r t ie s  n e c e s s a ry  fo r  equ iva lence . T h ere  
is no  r e s u l t  dealing  with th e  equ iva lence  itself.
In c h a p te r  3 we have  shown th e  decidab il i ty  of co n s is te n c y  and  invers ion . We do 
n o t  know w h e th e r  t h e r e  a re  a lg o ri th m s for th e  in jectiv ity  an d  su r jec tiv ity ,  
too . [IL2] dea ls  w ith th e  lo ss lessness  ( th e  sam e as in jectiv ity  ) u n d e r  th e  
open-w orld  a ssu m p tio n ,  b u t  th is  is a m u c h  m ore  w eak e r  p ro p e r ty  th a n  o u r  
in jectiv ity . R es tr ic t in g  th e  a t t e n t io n  on th e  a lg eb ra  w ithou t p ro je c t io n  (an d  
sc h e m e s  with d e p e n d e n c ie s  in ALL и EX) th e  dec idab il i ty  of th e  su r jec t iv i ty  
c a n  be proved  in a s im ila r  m a n n e r  as  th e  dec idab il i ty  of th e  co n s is te n cy .
In c h a p te r  3 we only  c o n s id e r  m app ings  in RANP* o r  in RAND*, b u t  do n o t  h a n ­
dle with ( RANP и RAND )*, which would be th e  "mixing of b o th  c lasses" .  We do
n o t  know how to  c h a n g e  c h a p t e r  3.5 fo r  th is  p u rpose .
•
A lthough defining TYPES a s  a h ie ra rc h y  in c h a p te r  1 in th e o re m  21 we have 
a s s u m e d  t h a t  it c o n ta in s  only d is jo in t s e ts  of values. T here  a re  som e possibili­
t ie s  to  ch an g e  th e  defin it ion  of an  M -isom orphism  in a way t h a t  th i s  a s s u m p ­
t io n  would n o t  be n e c e s s a ry ,  b u t  o th e r  difficulties would a p p e a r  e lsew here  in 
c h a p t e r  3.5.
At la s t  it  shou ld  be m e n t io n e d  t h a t  th is  p a p e r  does  n o t  deal with v e ry  effic ient 
ways to decide  th e  equ iva lence . Full use of th e  typ ing  of d a ta b a s e  s c h e m e s  will 
sp eed  up  o u r  a lgo ri thm . C ard ina lity  co m p ar iso n s  a s  d e sc r ib e d  in [Hull] c a n  
p ro b ab ly  be u sed  in m o re  ad v an c ed  decision  a lgori thm s.
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Проблема эквивалентности в схемах реляционных базах данных
Й. Бискуп, У. Реш 
Резюме
Авторы используют отображения между схемами для определе­
ния эквивалентности, и так самые схемы играют роль параметров. 
Одним из результатов этого подхода есть то, что существует толь­
ко одно естественное понятие эквивалентности. Они изучают также 
разрешимость или неразрешимость этого понятия, а также описыва­
ют отображения как реляционную алгебру без дифференции.
EKVIVALENCIA PROBLÉMA A RELÁCIÓS ADATBÁZIS
SÉMÁKBAN
J. Biskup, U. Rasch
Összefoglaló
Az adatbázis sémák előfordulásai közötti leképezéseket fel 
lehet használni az ekvivalencia különböző fokainak definiá­
lására. Ez lehetővé teszi, hogy maga a séma paraméterként 
fogható fel. Az ekvivalenciák összehasonlitásai azt eredmé­
nyezték, hogy csak egy természetes ekvivalencia-fogalom lé­
tezik. Különböző esetekben a szerzők bebizonyítják ennek 
az ekvivalencia-fogalomnak az eldönthetőségét ill. eldönthe- 
tetlenségét. Emellett a szerzők a leképezéseket különbség 
nélküli reláció-algebrák segítségével is jellemezték.
MTA SZTAKI Közlemények 36/1987 pp. 7 9 - 9 2
O N  P R E D I C T I V E  D E C O N V O L U T I O N  O F  L O N G - R U N  
S T A T I O N A R Y  T I M E  S E R I E S
PHAN DANG CAU
Computer and Automation Institute 
Hungarian Academy of Sciences 
Budapest, Hungary
ABSTRACT
Robinson's statistical minimum-delay model / or the method of 
predictive deconvolution / has been effectively used in seismic 
prospecting for oil and gas. It is used to eliminate multiple 
reflections from surface layers and reverberations in water layer. 
However, in our opinion, this model is not clear in some respects.
In this paper we try to give a new interpretation and more 
general condition for this model, which are possibly more suitable 
to practice. V.'e also point out that, with the new conditions, the 
computation process based on observations is just the same as in 
the case of Robinson's model. In other words, the Robinson's 
assumptions contain some simplifications,however his computation 
gives practically correct results.
We also give examples for the predictive deconvolution of 
the new process.
§.l. ROB IIIS Oil'S MODEL
In order to fix ideas, let us consider a specific physical 
situation, namely the problem of seismic exploration for oil in 
the earth's sedimentary strata. The source is an explosion or 
another form of energy, which is introduced into the ground at the 
surface. The reflection response JC„ is the seismic reflection 
record / time series / which is digitally recorded at the surface. 
The reflection coefficient sequence is a digitized 
representation of the reflectivity of the earth as a function of 
depth. Йоге exactly speaking, is the reflection coefficient of 
the interface n, where the travel time of the input signal in
-  79 -
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going to the interface n is 21 . As a result, knowledge of the 
sequences for various geographic locations on the surface allows 
the seismic interpreter to make contour maps of the earth's 
sedimentary structure at depth.
By certain assumptions / see [8] , p.457 / Robinson introduced 
the following equation:
. • «р*п-р = Ц  о  , г , -  - - (l)
where the Q^ -s are unknown deterministic values, which depend 
on the geological structure of the observed area.
In the case of a noise appearing, the reflection response has 
the form
-  -V VL ( 2 )
where 17^  is a noise. Here we suppose the noise is eliminated.
The predictive deconvolution problem is to compute the £n-s from 
the X^-s. Hov/ever, (l) implies .a system of equations
having more unknown variables than the number of equations, so 
it is impossible to find the £n-s.
Robinson proposed the statistical method as follows:
Although the model (l) is deterministic, i.e. there is no random 
variable in it, but the sequence En may be considered as a 
realization of a random white noise, i.e.
■ б г п - ъ
O n 4 s
( 3 )
If we suppose further that
A- 4- -t- . • » 4" О for |z| < 1 (4)
then is a stationary autoregressive process. The coefficients
f t1 I a z  I • ' •
and the
: A p then can be estimated from the observations 
£n-s are estimated by
V* — c?
f  + * * ' +  a p ( 5 )
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§.2. SOME REMARKS OIT ROBINS OIT's MODEL
In our opinion, Robinson's model is not clear in some respects: 
/а/ In the equation ( l) the 1Л-s are deterministic values, so we 
can consider them as special random variables such that
, var =o
which contradicts the assumption (3) .
/Ь/ In practice the interfaces are not so arranged as in our 
assumptions, i.e. the travel time of the input signal in going to 
some interface is not always equal to ft , where n is some positiveL/
integer, but may be an arbitrary real value t. Thus we can not 
consider the as exact reflection coefficients.
/с/ We recourse to irregularity of the sequence to make
information for the earth's sedimentary structure at depth. For 
example, if =о , we think that perhaps there is no interface at
depth n, if l , we think it may be an interface between oil
and gas strata... The assumption that the i ^ - s have the same mean 
and variance seems not always suitable to the practice.
/d/ In his model Robinson supposed only that the sequence is 
uncorrelated. / see [6] /. However, by the following example wo 
want to show that in practice , when we have to estimate the 
correlation function from the sample time series, this assumption 
is not always sufficient for getting good estimates.
Example 1: Let our model be
+  a X a _ t = , П = '1 ,2 ,3 ,  • • -
where 1 a\ < i , = cos nvv and
random variable on to,xrrj. Then 
, *
Еил — о Eu„us = <
1°
Thus the sequence u„, is a white
As usual, then a is estimated by
V/ is an uniformly distributed
n - s 
n  Ф s
noise in wide sense.
a
N









Now suppose a = о then
a tcoSrUN-*-l)w _  CoswlsirtW
a  -  -  cosw -  ---------------------------- --------
S>t'n.(2N + 4)W + (iM-i)Si'rtW
from which we can see that
lino. <x ~ -co$w a.s.
N-»o©
Thus the estimate a is always a random variable, its limit is 
also such a random variable, which has not any connection with the 
true value <x . Hence we can' not say that d is'a good estimate 
of a.
§.3. THE MODIFIED MODEL
In order to modify Robinson's model so that it be more suitable 
to practice, let Us firstly consider the simplest case:
Suppose after explosion the input signal j(t) propagates to the 
earth's crust. When acting an interface having reflection 
coefficient t  it reflects to the surface with reflected wave 
(^-t) = (-t) . Since the elastic wave f(t) represents the motion of
particle about its equilibrium point, -f(t) alv/ays has a damped 
sinusoidal form / in the case of explosion it is relatively narrow 
with great frequency /.How let us consider some observed value a 
on . Ih geophysics the arrival time of a reflected wave is 
usually considered as a! uniformly distributed random variable 
/ i.e. we do not know exactly when the reflected wave appears /. 
Thus the observed value a can also be considered as a random
variable ul = $(?) where Î is a uniformly distributed random
variable on some interval [_л, Ь] . V/e have
b
у—  ~ О / cf. Riemann lemma /
b - a  & 1
EuJ r i l  /У(*)А -  C i  (6)
b -  CL «
Or more exactly speaking,Eu is negligible compared with Hu 
although i is some fixed value / even in the case t > o  /  \ 
the measured value u. may be arbitrary value in [ ~ i i . Hence u, 
can not be considered as an approximation of t  .
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By the above reason, we propose to modify (l) by introducing the 
new model:
Х л  +  + •* • -н Яр^п-р ' ^ = < V / V  (7)
Where Eurt = o , В ü l  -  Cí*l
2,Por the reflection coefficients are different, B ü n can not be 
constant. However, by estimating the reflection coefficients from 
oil wells, White and Obriend /1974/ of British Petroleum, 
Schoenberger and Levin /1974/ of Exxon saw that the reflection 
coefficient sequence is like the realization of a white noise,
i.e. for N large enough 
1 г  г  
* £ >  = * >ô
^ £" « £" a,°  п * м ' -
( 8 )
/ see [8] , p.490 /. By (6)
N-1 H . 4
i - H E - u î  = c  4 - 2 1 6 ;N nrn “ n=o
and (8) we have 
2 2
^  c s  = 6* > o ( 9 )
We suppose that in the case of a complicated geological phenomenon 
the variables u^-s are independent.
Briefly speaking, we suppose that the reflection response 
satisfies (7) and the following three conditions:
/а/ The variables u0)uliu2(... are independent with mean 0 and
2.4-io (id)E 1 U ki.1 < К (  oO for some К and tc > °
/ь/ Lima, = б' > o  М _»оо N  n-o (ii)
/с/ 1 + aAz +•••-*- а  ъ  Ф 0 for \ L \ <  -1 (12)
We would like to remark that the condition (10) is obvious because 
the variables Un-s are uniformly bounded. Por the validity of the 
condition (12) the reader can see in [5j and [б} .
§.4. PREDICTIVE DECONVOLUTION OP LONG-RUN STATIONARY 
AUTOREGRESSIVE PROCESS
Definition l:We call the process satisfying (7) , (10) , (ll)
and (12) a long-run stationary autoregressive process.
This notion does not occure in the standard literature on
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time series analysis.
Definition 2: We call the process a stationary autoregressive
process corresponding to the above defined long-run stationary 
process Xn if satisfies
**J +  a  Л  ~ -----
2where \ТЛ is a white noise with variance 6
Theorem: Let хл "be a long-run stationary process satisfying




a . s . (14)
where (fs is the correlation function of the corresponding 
stationary process .
Proof: By (12) we can take the reciprocal B(z) of the Z-transform A|
л
b ( z ) -
1 +. cuz. z p
1 +  b y  4 - b w  + • • ■
and the process can be written in the form
-  ^ r “0 Ьь where u^-o for
By (10.) Eun < cX for some à ? о . 
Let
\  -  2 г  z  r ‘i o
■^ n ~ / 0°  — 2^
n  < о
Using Minkowski's inequality, we have
(e i \ r sY —
( . г  -  z [/1+М(Е)^ - t u j  )л + áo ^' ч
л л
. . .  ^Ф у  л  i
( t K |  J 4- E ü l < К -4-d
from which
1 "1 +  ^ 4 -+
E l U < ( К “ +  d ) со
The sequence ■ satisfies the conditions of Markov ;s theorem
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14 2-  L  = oA-0
Thus we have
PltVw (u* -  E u rt) - P^V v ( — £ ui)
| N  л с - о  N - » Û O  '  r t - d  0
= Ü (15)
(М^ОО
By (ll) and (15)
ы - 1А <- О, А ~  Z Z




4 -»со N ^-°
Since the variables w**s are independent, by the equivalence 
theorem / see [3] , p.263 / we have
N
(ï
*1 2. r- 2-m- Z—« =r b
Ы -»0<>^ °-û
a . s . ( 1 6 )
For 1 2 7 we can write/ / э/
S L S-n j
-  2  4
N -I
V ^ Mr'l'"+s N  г П (17)
Bow consider
ivA £
* ( * £ > ) '  = ^ | E u A , ^ euM , +
-  2, 4 . ,xic^  _ d 2
f +г- N ' ÍM
where
M - A) 4  -_ 
3 H
О  yj _  ц  u
J 1 Lt  U(b+A)n - t +Ъ
Here we have used the independence of the variables U^-s. 
Using Tchebychef 's inequality we get
? ( ; „  ± - T L %  =  о
W->°о 1x1 2 - 0
We can see the variables ^ - s  are independent, using the 




f = 0  t
О a .s.
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From which and ( 17) we have
|n/-'
A— У~ , u  u —N  IT-4 л ^ + s a. s, (18)r'-cNi ->oo
From (17) and (l8) we have
Ы-* . IV - I 0 0
- ^ Z L  Z Z  b€ ty u n t s ^€ u n _ r
M-i> °0  n r c  W-?oo 'л -  « £ - 0  *--0
00  0 0 M-1— £_ , У , Ь, br ^i'wv —  Z"~ u „ u -  <7 .> b b r t _ u  u - ( r
* = Г е о  * W-i su N  « e o  *1+ 5 - t  n - r  r + s  Г б и ц . « ] и ~ 1 :< o 0-p *■ N - > 0 0   n - o
Thus the proof is complete.
r-=0 l + SdH ' sa.s.
Remark: If we know % / Ъ - о , \ г ,..vp then a^yn2
determined by iule-\7alker-type equations
. are
/ f . *1 — V i V t aA V
•
Чо * fp-î «г - -
\  V л V^-2 ' " w i apj 1 4
Therefore the un-s are determined by
1^л = -p '•* ■+■ ^ p ^ t t - p (19)
In practice we
( 2 0 )
where
Л / А о  A 4 /
0 s  , « 1 , -  , û r  )
^ ^  * • • / <y)
and then сцуаг , ..v^p are estimated by










r ? - « Г P-2 ' * Го /
Therefore the estimate u* of U„ is obtained by
4- Cl^
and we have
u * = « иIM AoS
â  . S .
§.5. ON THE LIMITING DISTRIBUTION OP THE ESTIMATES
It is well known,that if Xn is a stationary autoregressive process 
then Qçf i z i f 'P ^ as a limiting normal distribution. However this is 
not always true for a long-run stationary process. For the sake of 
simplicity here we illustrate this by the following example:
Example 2: Let хл satisfy
X n  4- flXM  - и л Ы  <  ±  , л  = O, *-,2.,
where the u kv-s are independent with E a n d
5 2 n even
О n odd
Then by (20) 
û
a is estimated by 
N-* , , rJ-1
( t - >  x Z ) 1_
{ N ^  )  \ N  ns—  * n x n(3
Suppose л =0 , then о. = 0 , i.e. the distribution of a ' is 
degenerated.
Thus, although the estimation problem is the same for both 
processes, but we must be careful when we want to test hypotheses 
for a long-run stationary process.
8 8
§.6. SOME NUMERICAL EXAMPLES
Example 3: Let be a long-run stationary process defined by





Q - 0 - 5  t о , 1,Z, • • • 4-^9
»v -  ,£= о Л 2-»^
rt ^  40 U ?  4-,5,6,1
if ltn <. о.ъ
(21)
(22)
r» = l o k + l ^ - s . , ' }
if ûn y  O. S
* =  0,1,2,-, 4-9
where the W^ ,-s are independently, normally distributed random 
variables with mean 0 and variance 1 , the \Fn -s are independenl 
uniformly distributed r.v. s on [0,l]and independent of Vsl^, . ThU£
N-*
llfW —— YZa t u ^  _  S • 6
Prom randomly generated Un-s v/e can compute the '^n-s / see 
Table 1 , here only the first 60 observations are printed /
Table 1: Long-run stationary process defined by (2l) and (22)
n n X ^ n хл n
0 2.9643 15 -1.2439 30 4.9835 45 1.1672
1 -1.6459 16 0.4143 31 0.3325 46 -0.5887
2 -1.2496 17 I . 9 4 0 9 32 0.2347 47 -0.9002
3 -6.9688 18 -0.9705 33 -0.0831 48 0.4501
4 3.6511 19 0.4852 34 0.3186 49 -O.225I
5 -2.1529 20 -1.2999 35 0.1936 50 -0.5336
6 1.0097 21 I . 6 7 6 6 36 -1.2565 51 2 .0 6 1 5
7 2 . 0 5 0 0 22 -1.6783 37 1.1738 52 -1.8660
8 -I.0 2 5O 23 -2.9980 38 -0.5869 53 -10.3786
9 1.0432 24 1.4378 39 2.3421 54 3.6 9 6 8
10 -4.2701 25 -1.4391 40 -0.5952 55 -3.5001
11 -0 . 1 6 5 6 26 1.7844 41 -0.0013 56 2.3429
12 3.4760 27 -I.6 5 0 9 42 -4.9674 57 -1.7414
. !3 -5.7481 28 0.8254 43 7.0509 58 2.7707
14 3.8189 29 -1.7480 44 -3.6282 59 -4.9872
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By (20) we get the estimate ct = 0.4680 .
AHence the estimates u.n-s are also obtained / In table 2 only 
the first 30 values are printed /












0 2.9643 2.9643  ^s 0.6655 0.5432
1 -0.1637 -0.2587 16 -0.2077 -0.1679
2 -2.0725 -2.0198 17 2.1481 2.1348
3 -7.5936 -7.5536 18 0•0 -0.0622
4 0.1667 0.3900 19 0•0 O.031I
5 -0.3274 -0.4444 20 -1.0573 -1.0729
6 -0.0668 0.0022 21 1.0267 1.0683
7 2.5548 2.5224 22 -0.8399 -0.8937
8 0.0 -0.0657 23 -3.8372 -3.7834
9 0.5307 0.5636 24 -0.0612 0.0348
10 -3.7485 -3.7819 25 -0.7202 -0.7662
11 -2.3006 -2.1638 26 1.0648 1.1109
12 3.3933 3.3986 27 -0.7537 -0.8159
13 -4.0101 -4.1215 28 0.0 O.0529
14 0.9449 1.1291 29 -1.3358 -1.3623
Prom table 1 and table 2 we can see that the condition ug = o / ;
practice it means that £ g =0 , i.e. there is no interface at
Vl. r 8 / can not be recognized on the reflection respons
, because X,8 = -1.025 . However after the predictive
deconvolution we get = -o.o657- which is approximately 0.
Example 4: Let Х-л be a long-run stationary process defined by
n + ® n _ 2. — ^ n. ^ = О, ^  2.^ • • •/ [2 З )
where ^r-o.7 , ° ч  - 0.49 and
90
4 * * n  = t 2=0,1.
G& + * Д=2,3 fc. 8 5 (24)
о r\ -  iS
The V^Vi -s are independently , uniformly distributed random 
variables on [-0.5,0.53* Thus
N-* £
IiKTv ----- E — 0-4-7"
M ->"0 ^  " =o
. . A  ABy (20) we get the estimates <^--0.6268, 0.4475. In table 3
the first 30 values of and its estimate are printed.











0 -1.0830 -1.0830 15 -0.2498 -0.2138
1 1.0675 0.9882 16 0.0 0.0467
2 0.1832 0.2518 17 0.0 0.0257
3 0.0092 0.0642 18 0.0507 0.0458
4 0.0 -0.0023 19 1.7563 1.7445
5 0.0 -0.0289 20 0.1240 0.2443
6 1.3899 1.3707 21 -0.0776 -0.0529
7 -0.5841 -0.4816 22 0.0 -0.0526
8 -0.1011 -0.1218 23 0.0 -O.0456
9 -0.0429 -0.0902 24 -0.1231 -ОЛ293
1C 0.0 -0.0218 25 -1.7805 -1.7715
11 0.0 0.0097 26 0.0198 -0.0960
12 -1.3358 -1.3183 27 -0.1032 -0.1116
13 -1.0959 CMmo CO  1—1 . 1—i 1 28 0.0 O.0425
14 0.1625 0.0672 29 0.0 0.0382
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Об обратном фильтре асимптотически стационарных временных рядов
Фан Данг Кау 
Резюме
Статистическая модель Робинзона была эффективно использо­
вана в области сейсмического исследования ресурсов нефти и га­
за. По нашему мнению эта модель в некотором смысле не ясна.
В этой работе обобщая условия оригинальной модели дается 
новый подход к проблеме. Мы показываем, что ход численного сче­
та, который требуется более общим условиям совпадает с ориги­
нальными формулами Робинзона. В конце работы результаты иллюст­
рируются численными экспериментами.
ASZIMPTOTIKUS STATICGNÁRIUS IDŐSOROK PREDIKTIV DEKŒVOIUClâJÂRÔL
Phan Dang Cau
Összefoglaló
Robinson statisztikai modelljét hatásosan használják a gáz és 
ólaj-kutatásokban. Azonban, véleményünk szerint ez a modell 
néhány szempontból nem világos. A jelen dolgozatban a 
Robinson modell egy uj értelmezését adjuk. Bebizonyítjuk, 
hogy az uj feltételek mellett a megfigyeléseken alapuló számí­
tási folyamat ugyanúgy történik, mint a Robinson modell esetén. 
Illusztrációként adunk néhány numerikus példát.
MTA SZTAKI Közlemények 36/1987 pp. 9 3 - 9 7
ON THE DENSITY OF TRANSLATES OF A DOMAIN
A . H E P P E S
Computer and Automation Institute 
Hungarian Academy of Sciences 
Budapest, Hungary
Let « be a domain in  the  Euclidean plane.  We s h a l l  denote th e  d e n s i t y  
of  the densest  packing o f  t r a n s l a t e s  o f  w by d(w) and the d e n s i t y  of  the  
densest  l a t t i c e  packing of  t r a n s l a t e s  of  w by d’ iw).
It  has been shown ( Ш ,  1 2 1 ,  E33) that i f  w i s  convex then 
dCw) = d ' (w ) .  (1)
In a recent paper L. Fejes  Tóth C43 s ta r te d  an i n t e r e s t i n g  f i e l d  of  
research  try in g  t o  extend the  v a l i d i t y  o f  (1) t o  more general domains. He 
has proved that i f  w i s  the union of  two i n t e r s e c t i n g  equal c i r c l e s  than 
equation (1)  i s  s t i l l  v a l i d .  The range of  v a l i d i t y  of  t h i s  property  has 
been curbed by a co n s tru c t io n  of  A. Bezdek and G. Kertész С5]. They have 
constructed  a domain c o n s i s t i n g  of  5 convex domains that can be arranged t o  
have higher d en s i ty  i f  you do not require  the packing to  be l a t t i c e l i k e .  
Fejes  Tôth’ s  conjec tu re  C13 i s  that t h i s  can not be done with a domain that  
i s  the union of  two convex domains with a point in commmon. The analoguous  
quest ion  has been r a i se d  for s tar l i k e  domains as  w e l l .
In the present paper we are going to  g iv e  a con s tru ct ion  for a domain u 
with th e  fo l lowing  p ro p er t ie s :
( i )  u i s  the union o f  three convex domains
(i  i ) u i s  s tar  I ike>
( i i i )  d(u) > d ’ (u)» i . e .  the densest  packing of  u 
i s  not I a t t i c e l i k e .
To descr ibe  the  domain u and t o  show i t s  p r o p e r t i e s  we shal I use the  
2-dimensional coordinate  system. In what fo l low s  A(x) wil l  denote the area 
of X, and th e  sum o f  a domain and a vector  denotes  th e  t r a n s l a t e  of  the  
domain by that vector .The th ree  conponents that we use to  constru ct  our 
domain u are two rhombs R1 and R2 and a hexagon H. We d e f in e  them by 
l i s t i n g  th e ir  corners as fo l low s  ( F i g . l )  :
R1 ( Si —a ) » ( a,  1—a ) ,  (—1+a» 2—a) i  (—1+a» 1—a)
R2 ( a ,  a)I ( a i —1+a)» ( - 1+a»- 2+a)» (—1+a»—1+a)
H (0,  0 ) ,  <1, 1) ,  (1+L, 1 ) ,  (2+L, 0 ) ,  ( 1+L»- 1 ) » ( 1 , - 1 )
Here L denotes  a s u f f i c i e n t l y  large and a > 0 denotes  a s u f f i c i e n t l y  
smalI number.
This work was supported by the National Scientific Research Fund 
No. 1066/1985
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The union u o f  RI, R2 and H i s  c l e a r l y  s tar  I ike  with resp ec t  t o  any 
point  of  the t r i a n g l e  ( 0 , 0 ) ,  ( a , a ) ,  ( - a , - a )  thus  u shares  p r o p e r t ie s  ( i )  and
(i i ) .
Consider now t h e  t r a n s l a t e  ul  = u + ( 1 , 2 )  and the union v of  u and u l .  
On the one hand u and ul have no in te r i o r  point  in common» on the other hand 
the v ec tor s  (0,  4)  and (L+3, 2)  d e f in e  a l a t t i c e l i k e  arrangement of  v that  
i s  a packing ( F i g . 2 ) .  Thus we have a packing of  t r a n s l a t e s  o f  u of  d en s i ty
A(u)/(2*L+6).
Although we are  convinced that  the bes t  l a t t i c e  packing i s  generated by 
the vec tors  (1,  2 )  and (L + 3-a , - l+ a )  (F ig .3 )  we need not prove that  to  reach 
our g o a l . AI I we are  l e f t  to  show i s  that any Ia t t i c e -p a c k in g  of  u has a 
smaller d e n s i ty  than A (u) / (2*L+6) .
Let us c o n s id er  a l a t t i c e - p a c k i n g  of  u. F i r s t  we d e f in e  the ' s i d e  
s t r i p '  and the  'neck' of u. The s id e  s t r i p  of  u i s  a rhomb of area b*(L+l) 
given by i t s  corners:  (0» 1)» (L+l,  1)» (L+i-b,  1+b), (~b, 1+b), and the
neck i s  a t r i a n g l e  given again by i t s  corners  (a, a)» (a+b,a+b),  (a» a+b); 
where b i s  a s u f f i c i e n t l y  small but p o s i t i v e  number.
We d i s t i n g u i s h  two c a s e s .  F i r s t  we assume that in th e  l a t t i c e -p a c k in g  
th e  hexagonal p a r t s  of the neighbouring domains are not c l o s e  t o  each other ,  
more p r e c i s e l y ,  we assume that  the s id e  s t r i p  of  u does not contain  a point  
of the hexagonal part of  a t r a n s l a t e .  Then -  cons ider ing  that  no more than 
a s i n g l e  rhombic part of the whole packing can have a point  in common with 
the s id e  s t r i p  o f  u, and th at  th e  area of  that  common part i s  c e r t a i n l y  
smaller than b, t o  each t r a n s l a t e  there belongs  an uncovered part of  area > 
b*L. Since  A(u) = 2*L+4-2*a*a, t o  any p re f ixe d  a and b L can be chosen so  
that  A(u)+b*L > 2$L+6.
In the o ther  case the s i d e s  of  c e r t a i n  p a ir s  of  hexagons are c l o s e ,  
than b. Of th e  l o g i c a l l y  symmetric two subcases  we assume that the rhombic 
part of a t r a n s l a t e  u2 uf u e n t e r s  the neck t r i a n g l e  of  u Then u2 = u + 
( 1 + t l ,  2+t2) ,  where 0 <= t l  <= t 2  < b. The domains u and u2 d e f in e  a s t r i p e  
of the  l a t t i c e - p a c k i n g ,  and t h e  whole l a t t i c e  i s  def ined  by two neighbouring  
s t r i p e s .  S in c e  the c l o s e s t  p o s i t i o n  of  two such s t r i p e s  i s  def ined  by the  
t r a n s la t io n  (L+3-a- t2 ,  - l + t 2 ) ,  th e  area of  the  fundamental domain o f  the  
l a t t i c e  of  th e  densest  such l a t t i c e  packing i s  2*L+7 +(L+3)*t2 -2#(a+t2)  
- < t 2 - t l )  - t l * t 2 .  For s u ta b ly  chosen a and b t h i s  area i s  > 2*L+6.5,  and 
t h i s  i s  what we wanted to  show.
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of L. F ejes  Tóth, C olloquia Mathematics S oc . János Bolyai 48. I n tu i t iv e  
Geometry, S ió fo k ,  1985. 29-36
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Плотность трансляций одной области 
А. Хеппеш 
Резюме
Статья изучает выполнения плоскости трансляциями данной об- 
листи, так что две области не имеют совместные внутренние точ­
ки. Исследуя одну проблему Л. Фейеш Тот-a, автор конструктивным 
образом доказывает, что: а/ существует область /связное объеди­
нение трех выпуклых областей/ такая, что трансляция дающая мак­
симальную плотность не решеточная, и б/ существует звездочная 
область с такими же свойствами.
EGY TARTOMÁNY ELTOLÁSAINAK SŰRŰSÉGÉRŐL
Heppes А.
Összefoglaló
A szerző Fejes Tóth László által felvetett proolémákat vizs­
gálva konstrukció utján bizonyltja, hogy a/ létezik olyan 
tartomány a sikon, amelyen 3 konvex tartomány /összefüggő/ 
egyesítése és amelynek legsűrűbb átfedés nélküli elrendezése 
nem rácsszerü, b/ létezik olyan csillagszerű tartomány a 
sikon, amelynek legsűrűbb átfedés nélküli elrendezése nem 
rácsszerü.
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LAN BASED INTEGRATED HOSPITAL INFORMATION SYSTEM
P .  K E R É K F Y  3 M.  R Ú D A ,  G y . A L E X I C S 3 A .  G ÁL  
K .  K O V Á C S 3 T .  L E N G Y E L 3 F .  R Á K Ó C Z I
Computer and Automation Institute 
Hungarian Academy of Sciences 
Budapest, Hungary
This lecture presents a complex hospital information system 
which is  based on a distributed data management method. The 
hardware architecture is  a local area network which is  composed 
from simple 8—bit microcomputers. In the information system there 
are three main components« the patient admission subsystem» a 
complete clinical (chemical) laboratory workstation and patient 
treatment activities in the children's department. This latest 
subsystem has three typical workstations. One of these is  an 
administrative workstation» connected to the integrated patient 
registration subsystem of the whole hospital. Another subsystem 
in the children's department contains properly the nursing admi­
nistration activities: e.g. describing the parameters of health
of the patients» storing and computing the parameters of 
examinations» etc. And finally a particular network program pro­
vides the data transfer between the chemical laboratory and the 
children's department.
The basic software toot applied in this hospital informâtion 
system is the micro—SHIVA form and data manager. The micro—SHIVA 
form manager is  an extendeed full-screen editor providing inter­
face to the data manager. The end-user simply f i l l  in fields on 
forms displayed on the screen to activate the data query and data 
input functions. The user-friendliness of the system is  based on 
the visual tools of the micro—SHIVA and on the transparency of 
the local network.
In our hospital information system the microcomputers are 
connected to LANPBOX (local area network preocessor) cluster 
controllers. This local network system has the following 
characteris t ics:
— the topology of the system can be modified easily»
This work was supported by the National Scientific Research Fund 
No. 1066/1985 - 99 -
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— the system is  transparentr i .e .  the user need not know 
anything about the topology and functions of the network?
— it  allows interprocess communications?
— each remotely connected device (e.g. printer? disk) can 
be accessed as i f  it  were locally connected
— it includes a gateway function which allows accessing 
public data networks or IBM compatible host computers from 
all stations within the network system?
— the data transportation speed is  1 megabit/sec,
— microcomputers and network processors are based on Z80 
microprocessor ? the operative storage capacity is  64/128 
kbyte RAM?
— floppy disk storage <2 » 700 kbyte at each workstation)?
— CP/M compatible operating system.
The nursing system
The Institute of the Cardiology not having utilized compu­
ters before? will be equipped with our local computer network 
system. Consequently? this system should be easy—to—use? 
effective and fast. It must not consume more time and labour than 
the traditional methods or disturb the normal way of l if e  in 
hospital? and must be introduced gradually. For this reason? 
first a relatively small department (the children department) was 
be partially supported by the computer system.
The user friendliness is  based not only on the visual tools 
of micro-SHIVA and the transparency of the network system? but 
the horaogenity of the network is  a source of the easy usage? too. 
The system should be homogeneous in the sense that the worksta­
tions are on equal rank i .e .  any workstation can be a controlled
/
element as well as a controlling element in the distributed 
information system. Transactions initiated at any of the
workstations should bring about changes at other nodes? too. For 
example? discharge of a patient from the hospital results in a 
final report at the department? while in the central register and 
in the statistical subsystem it  should produce a new record.
Another important matter in health-care systems comes from 
the private character of medical data. On personal computers 
professional secrecy can be assured by simple means. Micro-SHIVA
^  MAGYAR
TU DO! ' - I OS AKADÉMIA
KÖNYVTÁRA ^
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assures both confortable data processinq and data security 
through utilization of forms. Any user can perform operations 
only on data that appear on forms that he has access to. While 
defining new forms he can use names of data that are known to him. 
Since names of data fields are never displayed for general users» 
this method assures data security. Only the system manager 
disposes of subsystems for database definition and nodification.
In the nursing system there is a tool to handle coded and 
natural language information together. This is  a special inter­
preter language (VOCAB — vocabulary manager). The "program" 
interpreted by VOCAB contains rules and decoding infornationso It 
gets its  coded and free text input from the user and performs 
checking procedures described by the rules. When the information 
is  complete it  can be transformed into natural language 
sentences. From the point of view of computer technics it  is  a 
coding/decoding system. From the medical point of view this is  a 
system where coding needed for computer processing is  based upon 
medical problems and "way of thinking" and from the other hand it  
provides a "human“» natural language output. The VOCAB is  based 
on the micro—SHIVA form and data manager system.
An application of the VOCAB is  the medical state definition 
of the inpatient. At the time of filling  the status data» the 
system controls the way of coding analising some logical connec­
tions and in case of mistakes it  gives a feedback for the user. 
The next step is  the forming of the coded information as a normal 
language text. The novelty of the VOCAB is mostly that the 
sentences are formed by sentence-panels on the basis of the joint 
analysis of certain codes being logically connected with one 
another» and so the laboured» "not human" character of the texts 
can be meaningfully eliminated.
This system was also capable to support the task of making 
medical diagnosis» simply by writing other control forms. The 
process of definition *can be put by arranging the possible codes 
in a net structure. The nodes of the net can be given diagnosis 
names and it  is  possible to enter in the net at any node. In this  
way the user may find the code of the diagnosis step-by-step,
102
Th* laboratory system
This subsystem can work either as an independent workstation 
or as a subsystem in the complex hospital information system. The 
laboratory subsystem handles the measurment data of ambulatory 
clients and patients under clinical treatment. Special effort was 
made to support data access and information retrieval in a great 
variety. The data (measured and to be measured) are divided into 
working lis ts  on the basis of laboratory experience. The system 
automatically compiles the l is ts  of the required tests and takes 
care on abnormal values signaling the too low / too high 
nasurment data. There are two ways to f i l l  out the laboratory 
forms: can be filling  a single patient form which involves only
data of one patient or a labour resort l is t  which involves 
groupped data. In addition to typing data from keyboard a special 
feature helps collecting data arriving from measuring automates. 
The diagnoses are printed in laboratory or sent by the system to 
the involved clinical department (the children department) via 
network. Custom statistics» quality control programs make the 
system complete.
Inpatient admission
The inpatient admission handtes administrative data of 
patients. It shedules patients waiting for treatment» maintaines 
hospital bed registry and produces statistica l data.
This system releases the departments from a significant 
percent of administrative duties since data collected by the 
admission can be transmitted to any department.
Beside treatment of the patients» i t  is  necessary to supply 
the local» regional and national managing bodies with statistica l 
data. These data are useful in scientific studies» e.g. morbidity 
statistics» study of effectivity of treatments. Statistical data 
are needed for planning food» medicine and drogs supplies» too. 
We can show that» for example a nation-wide complex data system 
is  useful and f it  for l i f e  only i f  the data to be processed are 
recorded and checked at their very source» i .e .  in the hospitals 
(e.g. at the' inpatient admission). Otherwise» a rather worthless 
mass of data is  obtained only. And we know that management based 
on inadequate data is  useless» even destructive.
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Интегрированная информационная система для больниц, 
основанная на локальной сетевой системе
П. Керекфи, М. Руда, Дь. Алексия, А. Гал,
К. Ковач, Т. Лендел, Ф. Ракоци
Резюме
В статье описаны главные черты системы. Система состоит из 
сети простых 8 битовых микрокомпьютеров. В информационной сис­
теме три базисные компоненты: субсистема приема больных, суб­
система лабораторных работ и субсистема в отделе госпиталя. 
Главным средством мат. обеспечения есть система управления ба­
зой данных micro-SHIVA.
LOKÁLIS HÁLÓZATON ALAPULÓ INTEGRÁLT KÓRHÁZI INFORMÁCIÓS
RENDSZER
Kerékfy P., Ruda M., Alexics Gy., Gál A., Kovács K.,
Lengyel T., Rákóczi F.
Összefoglaló
A szerzők a rendszer alapvető tulajdonságait ismertetik.
A rendszer hardverje egyszerű 8-bites mikro-számitógépeken 
alapuló hálózat. Az információs rendszernek három komponense 
van: feeteg-felvételi alrendszer, klinikai laboratóriumi 
alrendszer, alrendszer az osztályon. A fő szoftver eszköz
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THE RELATION BETWEEN ANTI KEYS AND M-MINIMAL COVERS 
IN THE RELATION SCHEMES
PHAM THE QUE
Computer and Automation Institute 
Hungarian Academy of Sciences 
Budapest, Hungary
A b s t r a c t
In this paper, we introduce the notion of so-called 
M-minimal covers for relation scheme and prove some of 
its properties. Basing upon these properties, a necessary 
and sufficient condition under which a subset X of SI is 
an antikey for a relation scheme is established when the 
set of all keys for the relation scheme was known.





In this section we present some necessary definitions. 
Let S = < -П. , F У be a relation shheme and




H -irf KI = i al*a2» • • •fapj ÊL S I
•M = 1 , 2 ,m j. is set of all indexes for keys.
Recall that ra•H01« a key for S if:
a) + II
b) 3 к» с к such that 1& - - Л  .
The subset к”1 C  SL is called an antikey for S if:
a) K $  к"1 ¥к 6 Жs
b), fx : (x x) =^> Эк :
K Ç X.
Let be the set of all antikeys for S .
J
1.I We construct the set I. as follows:JV a .  é H : I . = [i j a . e K. , i ^ m j ^ j < p .
It is obvious that:
a) I - cl M and I, |  о , V j pJ J
b) M = Ч.У I. = I 1,2,...,ml .
0 = 1  J L J
Thus I. is the set of all indexes for keys containing
ац . For any given a . £• H , the set I. is completely J J J
determined by a- .J
Le t i.- —■ ^I^,!^,***, Ip I о Le t vr •
The set J * is said to be a M-mininal cover if J f
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satisfies the following conditions:
■) M = O' I.
vy I. = M .
i ^ S C ' 3
b) 3 JV3 c JŸ ;
That means, if ß  Ç *3^  is a M-minimal cover then for
all j T c  W  , we have ЧУ I. С M .
Ijtr3
If ß  *= '•3/^ only satisfies condition (a) , we say 
that J\f is a M-cover.
It is easy to see that is a M-cover and
contains at least one M-minimal cover.
1.2 ïïe can define the notion of M-minimal cover in 
an another way:
Given the set ZK.5 for a relation scheme 
S = ^  jfL , F У , we can determine a matrix 
having p rows and m columns as follows:
1 if a. £ K.
J
о otherwise .
We call r^ , the i-th row of matrix DT£ (3\у) for every 
i ^ p , and then
c>C. . 






■i *  r .i <=> ^ i i  4  * 1jl for all 1 й m.







is a submatrix of m f f ç )  and the meaning of the following 
notations are obvious:
М Ч  Ж ,






The row vector С [ j m  j = (l^ , lp,...,lm j is called 
the characteristic vector of the submatrix Ш !К‘ Ж ( К )
Ск
i f  i .  e { o , x j and . = о /==> /  . o< . . = 0  ,
I i  tvf
U j i  Й .
If we remove any row r . from the matrix Ж  , thenJ
the remaining part is denoted by
A )
J n (K> -  Ц  i  .
The submatrix л Г ’ь лг<3$) is called a M-minimal 
cover if j t v  satisfies the following conditions:
a) 0(JTg°'’J -(1,1....l)
b) Ээтг'С (i,i..... i) . ■
If m  only satisfies condition ( a )  then it is called 
M-cover.
Let be given a relation scheme S = < л ,  p> and 
the set of all its keys . Then the matrix mix)D “
is completely determined , 3 7 U * s ) is a M-cover , 
ri Ф о and r i  <: C £  TJX CKS) J  =  ( l ,  1 , . . . ,  1  j  / V  i é  m,
Ж ( К )  contains at least one M-minimal cover sub­
matrix.
In the followi ig , we will show that Б =<-a, ?> - 




Let S = <Л., p> be a relation scheme
where
b e ].r V  Tf




1 II a l  » a 2 )
PA
Vj
Ô 11 a 2  » a 4 . a 5 )
K2 = [ a2 » G3 » a4 I ,
, h  = 1 a 4  * a 6 )  .
a) By definition 1.1 :
И = {1,2,3,4}
H = Ki  — »a 2 *^ з * a 4 ’ a 5 ’ а б1
Il =1 i]
I 4  -  ( 2 , 3 , 4 ]
I2 = {1,2 ,3 ] 
I 5 = Í 3 ]
h  * H  
4  ■ Í4 ]
tJj, = {l1,I2,I3,I4,I5,I6 j la an 14-cover:
And
M =vy I ± = [1 ,2 ,3 ,4 ] 
i=l 1 ;
Jif s (l ij
1 l l l , J -4*
Л/’з = (i2 ,is]
^ 2  “ ( i s - h l
I
are M-minimal covers . 
b) By definition 1.2 : 
r 1 = [l,o,0 ,0 )
=
Го  — ( 1 j 1 1
1'5 = Co, 0 ,1 ,0 )
r3 =(o,l,0 ,0 ) 




r 1 0 0 0 \ 
1 1 1 0 \ 
0 1 0 0 I







c [ 7f t C K s) ]  = ( i ,  1 , 1 , 1 )
11ё ia ■  1 1 O O o\^0 1 1 lj
1 1 1 o\
о [ Г Г Ь ^ ]  -  (1,1,1,1)
т п Р  4 чО 1 1 1/ c [ ï ï b ( 2 ) J  «  (l.l.l.l)
И£ И - rl 1 1 0V O O 0 1 c [ l T b i 3 4  = (I,i,i,i)
Í r l 1 O 0 0 ^
с ( Л 1 ( 4 ) ]  » (î,i,i,i)1!
%
Гс
0 1 0 0 
O 0 1 0
\  O O 0 1 t
a r e  Li » m i n i m a l  c o v e r s  i n  m a t r i x  r e p r e s e n t a t i o n .
§ 2 .  L e t
Э ( ОМ )
=  { m  M  i s  a  Ы - m i n i m a l  c o v e r ,  fc< b e  t h e
s e t  o f  a l l  11- m i n i m a l  c o v e r s .
T h e o r e m  2 . 1
&  r a p e )  b e  a n y  r o w .  T h e n  t h e r e  e x i s t s  a
№
L e t  r ±  c
M - m i n i m a l  c o v e r  уп 0 K S )  s u c h  t h a t  r ^  £
P r o ő f :
L e t b e  g i v e n  a n y  r o w  r ^ e  7 K( X S) .
l )  T h e c a s e  : C ( r ± 3 =  h , 1 , 1 , • • • , i ) t h e n  r ^
2) T h e c a s e  : o ( r ± ) ф ( i , 1 , 1 , . . » , • = - )
i ) I f m d ö  e 3 t h e n  £ rrtCKs)
i l ) I f m  ( K 5 )  ф 3 •  P r o m  с ( Р Т £ ( 2 К 5 ) ]  =
t h e r e  e x i s t s j  f  i  s u c h  t h a t  C ^ Г П э  ű ^ s ) -  Ь Л ]
( l , l , l , . . . , l ) I n  f a c t ,  s u p p o s e  t h e  c o n t r a r y ,  t h a t
I l l
V j  M  : c [ m « s) . ir.j) Ф p  I X f • • • t x^ •
On the other hand: 3T£ СК$) ^ 3 , c  c 3TS cots) J =
(l,l,...,l) , showing that c i m ,  № )  - У - ( ‘ , 1, • •
Because V  j f i , c [ ] R O O - Ц 1 ]  - f t 1 *^21 *0 *K )
Ф (l,l,...»l')1 there exists a column q^  such that V
showing that c*. = 1 and = о for 
tq3
every t /= 3




Were this false, and we have q. = q. .
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Consequently  ^  ^ = 1  i.e in the^ 1 %  J24 j1
q. - th column there are two elements equal to 1.
J 1
Hence for the s j.bmatrix
УТЬ { % )  - ( r^ j we have = 1 , a contradiction.
Thus, for all j € ^1,2,...,i-l,i+l,...,p1 we have
different columns q^,q2 ,• • • • • • »Qp such
that in each column there is only one element equal to 1.
It follows that the vector r^ has the q^-th component ;
equal to 1. Since C ^TT£,(Xs)- [гЛ] = (l»l»*«*»l)
then in the q^-th column there are at least two elements
equal to 1. Suppose ^  . = °< . , = ^ > i jfc i* .l q.
It follows that К С  К . We arrive tp a contradiction,
qi» qi
(by the definition of a key.j.
We have proved that there exists j Ф i such that
с [ ж ( 0 У -  Ц ] )  = (i,i. . . x)
How, let us consider the submatrix
С  Ж  Ws)
a) If m &>e 3
т с<> =
С-0then r^ e  УТ&
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b) If JT& £ *3 and because C [ Ж (%  (i,i....i)
then there exists j, ф i such that C [тпь',! - h- U  =
•*- 0 ]_ -1
{?• »!»•••» l} . Since the matrix mils) has p rows and 
p < + oo , it follows that there exists к > о such that
3TîCK£) 5 х Л  ■■■ ) лг*Ь í
and Т П ^ ф  3  , 0 = (l,l....l) oils k-1
(А) Г-1
jr> e 3
The theorem 2.1 is completely proved.
Prom Theorem 2.1 , we have the following corollary. 
Corollary 2.1:
r i  6- 3 7 5




JTX^ = xi0 be a Ivl-minimal coverLet
V f* . /
H determined
( o r  ......... i j ) .
Then the set Q = ) a. , a. ,...,a. ( £
(Ю 1 2 ' k>by the matrix Я Г  ( or ) is called a representative
set of the set of all keys.
Theorem 2.2:
Let S = <^ _П_ , Р/> be a relation scheme and 7K-0s
the set of all its keys. Let Q Çz H , and let £= 3^
be the set determined by Q (or the-matrix УТ& *~  JTZCXS) .  
Then the set У  is a М-minimal cover if and only if 
the set Q satisfies following conditions:
a) V К 6 7C3 =v> 3a é Q such that a £ К
b) V  Q» C  Q — > 3 K 6ÏC such that \f a 6 Q*
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Proof :
Suppose that J \ f  s  3 M is a M-minimal cover. Y/e need
prove that the set Q satisfies both conditions (a) and
( b )  .
Since M = \ J  1^  then for all i 6 M therea)
exists 1. 6 jV such that <3 i 6 1. <*=> for all К e %
there exists a 6 Q such that a €■ К .
b) Let Q’ be any proper subset of Q . The set Q’
determines ^  С . Then there exists j 6 M and
j i  U  I, . Equivalently, there exists E suchI -y 1  S
1.6:  JV5
that 1for every a -6 Q* : а ф К .
beConversely , let Q V a set that satisfies both conditions
(a) and (M . We have to prove that the set é 
determined by the set Q is a M-minimal cover.
i) It is clear that M ^  U I • • We must prove that
M я  \ J
h
i.e for all i e M then i 6 V_/ 1ц *
Since for all К 6 , there exists a 6- Q such that
a 6 К fpr all i ê Ы , there exists I. e JV suchJ
JV°that i 6 I, <=ф " for all i e M , there exists I. <t J J
such that i £■ I. •
, I3 t #
iij Let be any proper subset of j f  . The
set J\f is determined by the set Q’. It is obvious that Q*
is a proper subset of Q . Hence by condition (b) there 
exists К 6 X  such that for all а в Q* , a 4 КS
there exists i €• Ы such that for all I . t j f  , i ф I. .
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This shows that M JD I.- «
Theorem 2.2 is cpmpletely proved.
Theorem 2.3:
Let S =^,fL, p) be a relation scheme and X, W  
the set of all of its keys. Let Q be any subset of H.
Then the set K""^ = -0- - q is an antikey for S if and 
only if the set determined by the set Q jis a
Ы-miniinal cover •s
Proof Î
The only if part: Let K~^ be any antikey for S .
We show that the set i f  determined by the set 
Q = S L - is a M-mininal cover, i.e we must prove
that the set Q satisfies the following conditions:
a) Por all К £ :К3 there exists a e Q such
that a 6 К
b) Por any Q’ c  Q , there exists К €• ‘M  such 
that for all a é Q’ then а ф  К .
Now let us show the condition' (a) :
Since K“1 is an antikey for S , for every К ,s
К ф. K"1* _Л. - Q . Then there exists a £ Q such 
that а €г К .
We remain to prove the condition (b) . Let Q* be any 
proper subset of Q . Since Q» c  Q then _Q_ - Q c  
- Q ’ , i.e Z-SX- Q* is an extension for 
K^^SX - Q . By the definition for antikey, there exists 
K é such that К £ X=_Q- - Q’ , i.e for all aeQ’ ,
а ф X .
The if part: Suppose Q £ H satisfies both condition 
(a) and (b) . Let us show K~^ = S I  - Q is
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an antikey for S , i.e v/e raust prove that
»
<*) Por all к e (Xr, , x 4 к“1
LJ
•/p*) Por any X £ X L is an extension o f  X'r -1
( Г  С X ) , there exists X 6 such that К £ X .
Now v/e prove
cs) Assume the contrary that there exists X e  rK.i' k
such that К £  X-"*" = X L  - Q , i.e for all a 6 Q then
а ф К . This contradicts to the condition (a) .
Thus for all X £ "X s then X ф  X*"^  holds.
0 Let X be a subset of XL. such that X*"^  С X,
i.e X"1 = XL - Q С X . It follows that there exists
a 6 X and a 6 Q • Consider Q’ = Q - ja| d Q . By the
condition (b) there exists К e 7<0 such that for alls
a* 6 Q* then а’ <ф X . That means
К C X L -  Q’ = (XL - Q)vyia] C a] = X , i.e
X С X . Thus, for all extension X of X"\ there exists 
X 6 ‘ÎK s such that X £ X •
The proof is complete.
Prom Theorem 2.3 the following corollaries are obvious. 
Corollary 2.2;
Let S =<jQ_, P^ ) be a relation scheme and ^
the set of all of its keys. Then any antikey X for S 
has the following form:
г- 1X — J T L —  ^a • , a^  , a. ,.. •, a •
1 Г . 2  1 3 x
Where Q lax- »ai0»ai_> * • • >a±. ] £. 3 i
' I  ^ 2  ^ 3  J"k'
is a representative
set of the set '"ЗХ, .s
Corollary 2.3:
Let S = <XL, P^ > be a relation scheme, 0^ ., be
+/ i.e. a supersev oi л,-l
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the set of all keys for S  , Л „ b e  the set of all ofо
its antikeys, and 3  be the set of all 11-minimal covers.
Then 131 - 1




1 is the cardinality of 3 4  _ •s
Let S = < S L , F  У be a relation scheme and be-
ithe set of all keys for S . The set of all represen
tative sets for 34- will be denoted by Q,s
Then H  =  \ y  K ±  =  \J  Qj_
Ki é ^ 5  Qi6 ßy
Proof ;
It is obvious that \^ J C H •
Q± S (Ö,
We have to prove that
Q± .H ç  v_y
Q± e (Ц
By Theorem 2.1 , for any row r^ 6 УГ& (ÎÇ) , there exists. .
a K-niinimal cover ^ s )  such that r^ 6 TfZ^> .
This is equivalent -to say that, for all a- é H thereJ
exists a Ы-minjmal cover X  C Cf/Ч such that I. t - t f  .
J
Let Qj. be the representative set which determines j f .  
Obviously 6 Q^. , i.e aj 6 \ J  Qp 1 showing that
Qi^ -£,




Let S =^П, p)> be a relation scheme. Let us denote
= - Q .  -  H
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-a, - X I  - a'
1—1
Рч = F -  G *
and r*»°1 - < А - > л '
In ' СзЗ HO THUAIT and LO VAU БАО proved that the set of all 
keys for S = <XI, F> is the same as the set of all leejts
for >1 -<Ä,  . Px> . i.e X = K 3 = ^ s •
Thus the set of all Ы-minimal covers cn _Q. is the 
same аз the set of all Li-minimal covers on -Л. .
Let us investigate this problem in more detail.'
Y/e have the following theorem:
Theorem 2,5:
is an antikey for 5 s <Д, F y  then
л,Х ~  „  о  У П  т ,  N
а) If
-1 KsLVis-c*4 = к
b) If ТГ-1°1
X“ 1Ks
is an antikey for S-^ - then
Proof :
à) Let be given K~ an antikey for S = <hl}/  * s
- 1  ■*We must show that K„ G is an antikey foro
S-  ^ = ^  -^ - i  ? f  •
i) Since IÇ1 £ J\, ?for all К 0 СУ \, then
-,-l
^sК i  K„- . It follows that ±  ТГ-1_ n*L ^  -
ii) Lot X be a subset of S i ^  such that
K"1 - G*C X . Since S i = jD. - G = H andЛ
К £ S i A , V H € *K s , we have К О G*= J# .
It is easy to see that К”1 С X \J G* and 3 К € ЗС,, *
5 s
К X \ J  G . Consequently , К С X .
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Thus, for X £ which is an extension of К-1 - G ,
there exists К (r ZK. such that К £  X . 
Combined Ci) with (ii) we concluded that
;1К 1 = К 1 - G * is an antikey for S, = C sx s
b) Suppose that K~ is an antikey for S1 = , F^').





i) Since К 6 X  ( *  is the set of all antikeys
for S^) ,we have К ф К- 1 V k  e  К  .
Since К С V J  IG = H , we have К Л  G = ф .
к±е К
It follows that К ф. К * ^  \^ / G , V - k ç J C  .
1
. _т 4ii) Let be given any X S: SI. such that K \J G С  X
1
It follows that К  ^С X . Since К ^ 6- , there
S1 S 1 $1
exists К e X  such that К с X .
Thus for any X S Si which is an extension of К ^ , theres
exists К e X  such that К X .
The Theorem is completely proved.
In this paper we do not present the algorithm to 
determine the set of all M-minimal covers for any relation 
scheme S =<-/!, F^ also as the algorithm to recognize
whether a given set Х&~П is or is not a ^representative set
of 7 K
In other words, we have not proposed an algorithm to find 
all the antikeyá of a relation scheme.
They will be presented in a subsequent paper.
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We c l o s e  o u r  p a p e r  w i t h  a n  e x a m p l e .
2 . 1  E x a m p l e  :
L e t  S — . F У b e  a  r e l a t i o n  s c h e m e  a n d  %  b e
s
t h e  s e t  o f  a l l  k e y s  f o r  S .
W h e r e  , a-^, a 2 / , a ^  , a ^  , a.^ ^
^  = 1к1/к2 ,к3 ,к4 1
K1 { a i » a 2 1 К2 = \.а 2 ' а




t h e n \ У  Ki = t  a i  ' а 2 ' а 3 '
i=l
*= S L  -  H = { a o , a 7 ] .
T he Qi s e t s  o f  УС The a n t i k e y s  f o r  S n The a n t i k e y s  f o r  S
Q1 = 1•a l ' a 4 Í к"1 ~ l a 2 , a 3 , a 5 , a 6^ ^ ■1_ j[ a o ' a 2 ' a 3 ' a 5 ' a 6 ' a
Q2 - { . a 2 , a 6 \ к'1 — ( a ^ ' a ^ i ^ ^  » a ^ |  К x = i a o ' a l ' a 3 ' a 4 . ' a 5 ' a
Q3 -  i[a 2 ' a 4 Î K - 1 — 1 a ^ / a ^ / 3 g , 3 g |  К 4 a o ' a l ' a 3 ' a 5 ' a 6 , a
q 4
= { a ! / а з r a5 / a e i K_1 ’  { a 2 ' a 4  ^ K" M a o '  a 2 ' a 4 ' a 7 1
A c k n o w l e d g e m e n t  :
The  a u t h o r  w o u l d  l i k e  t o  t h a n k  P r o f .  D r .  J ,  D e m e t r o v i c s
f o r  h i s  h e l p  a n d  e n c o u r a g e m e n t .
The  a u t h o r  i s  a l s o  v e r y  g r a t e f u l  t o  D r .  Ho T h u a n  f o r
his valuable remarks and suggestions during the 
the preparation of this paper.
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Связь между M-минимальными покрытиями и анти-ключами в
реляционных схемах
Пхам Тхе Куе 
Резюме
В статье определяется понятие M-минимального покрытия ре­
ляционной схемы и доказаны его основные свойства. На основе 
этих свойств доказаны необходимые и достаточные условия того, 
чтобы ХС£2 было множество анти-ключей /множество ключей предпо­
лагается знакомым/.




A szerző bevezeti a relációs séma M-minimális lefedésének 
fogalmát és megvizsgálja néhány tulajdonságát. Vizsgála­
tainak eredményeképpen szükséges és elégséges feltételt ad 
arra, hogy az X C  fi az anti-kulcsok halmaza legyen 
(amennyiben a kulcsok halmazát ismerjük).
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MATHEMATICAL MODELS OF DATA SECURITY PROCESSES 
IN CENTRALIZED AND DISTRIBUTED DATA BASE SYSTEMS
B. SZAFRANSKI
Zawadzkiego str. 18/38 
Warsaw, Poland
A b s t r a c t
P r o g r a m  d a t a  s e c u r i t y  i n  c u r r e n t l y  e x p l o i t e d  d a t a  b a s e  
s y s t e m s  i n  g e n e r a l  i s  b a s e d  upon a c c e s s  c o n t r o l  m e c h a n i s m .  The  
d e t a i l e d  a n a l y s i s  o f  d a t a  p r o c e s s i n g  from  d a t a  b a s e  l e a d s  t o  
c o n c l u s i o n ,  t h a t  m e c h a n is m  o f  t h i s  t y p e  do n o t  g u a r a n t e e  s e c u r e  
d a t a  p r o c e s s i n g  b e c a u s e  o f  k e e p i n g  s e c r e c y .  T h e r e f o r e  i n  t h e  
s y s t e m s  o f  e s p e c i a l l y  r i g o r o u s  r e q u i r e m e n t s  on e f f i c i e n c y  d a t a  
s e c u r i t y  i t  i s  n e n e c e s s a r y  t o  i n c u l c a t e  b e s i d e s  a c c e s s  c o n t r o l  
m e c h a n i s m  a l s o  d a t a  f l o w  c o n t r o l  m e c h a n i s m .  The p a p e r  i n c l u d e s  
m ain  e l e m e n t s  o f  f o r m a l  m o d e l s  o f  s u c h  m e c h a n i s m .  S u b s e q u e n t l y  
b a s i n g  upon p r o p e r t i e s  o f  t h e  m o d e l s  and c o n c l u s i o n s  f r o m  
a n a l y s i s  o f  s e m a n t i c s  o f  d a t a  p r o c e s s i n g  from  d a t a  b a s e  i t  h a s  
b e e n  d e m o n s t r a t e d ,  t h a t  some m o d e l s  e l e m e n t s  g e n e r a t e  u n i v e r s a l l y  
b o u n d e d  l a t t i c e s ,  t h a t  h a y e  b e e n  d e f i n e d  a s  d a t a  f l o w  l a t t i c e  and  
o p e r a t i o n  s c o p e  l a t t i c e .  C o n t i n u i n g  c o n s i d e r a t i o n s  we h a v e  
d e f i n e d  t h e  a l g e b r a i c  s t r u c t u r e  a s  a  c o m p o s i t i o n  o f  a b o v e  
m e n t i o n e d  l a t t i c e s .  T h i s  s t r u c t u r e  f u l f i l s  a l l  p r o p e r t i e s  o f  t h e  
l a t t i c e  and i t  i s  c a l l e d  d a t a  s e c u r i t y  l a t t i c e .  N e x t  we a s s u m e d  
t h a t  i n  e a c h  n o d e  o f  D i s t i b u t e d  D a ta  B a s e  S y s t e m  may e x i s t  l o c a l  
d a t a  b a s e  s y s t e m  i n  w h ic h  d a t a  s e c u r i t y  p o l i c y  i s  b a s e d  on t h e  
l o c a l  d a t a  s e c u r i t y  l a t t i c e .  The f o r m a l  model  o f  d e t e r m i n i n g  t h e  
d a t a  s e c u r i t y  f o r  t h e  w h o l e  s y s t e m  i s  p r e s e n t e d  and  a  m eth od  o f  
d e r i v i n g  a common l a t t i c e ,  w h ich  i s  c a l l e d  s u p e r 1a t t i c e  f r o m  
l o c a l  l a t t i c e s  i s  d e m o n s t r a t e d .  The c o n s i d e r a t i o n  a r e  i l l u s t r a t e d  
w i t h  a number o f  e x a m p l e s .
1.  I n t r o d u c t i o n
My p a p e r  d e a l s  w i t h  d a t a  s e c u r i t y  i n  d a t a b a s e .  I t  i s  
s u r e ,  t h a t  u s e r  who g i v e s  away h i s  d a t a  under  c o n t r o l  o f  d a t a  
b a s e  s y s t e m  r e q u i r e s  t h e  g u a r a n t e e  f r o m  t h e  s y s t e m ,  t h a t  o t h e r  
u s e r s  c a n  u s e  h i s  d a t a  a c c o r d i n g  t o  h i s  d em an d s .  P ro g r a m  d a t a  
s e c u r i t y  m e c h a n i s m  i n  c u r r e n t l y  e x p l o i t e d  d a t a  b a s e  s y s t e m  a r e  
b a s e d  upon e i t h e r  d a t a  a c c e s s  c o n t r o l  c o n c e p t i o n  o r  d a t a  f l o w  
c o n t r o l  c o n c e p t i o n .
123
124
The d a t a  a c c e s s  c o n t r o l
The m e c h a n i s m  o f  d a t a  a c c e s s  c o n t r o l  / F i g . 1 . 1 /  b a s e  on  
c o n c e p t i o n  o f  a c c e s s  p r i v i l e g e s  m a t r i x .  T h i s  m a t r i x  d e t e r m i n e s  
t h e  a c c e s s  p r i v i l e g e s  o f  a c t i v e  o b j e c t s  ( u s e r s ,  p r o g r a m s )  t o  
p a s s i v e  o b j e c t s  ( d a t a  u n i t s ) .  On t h e  F i g . 1 .1  t h e r e  i s  sh o w ed  an  
e x a m p l e  o f  a c c e s s  p r i v i l e g e s  m a t r i x .  You can s e e  t h a t  i n  s u c h  
s y s t e m s  we d i f f e r  a number o f  a c t i v e  o b j e c t s  ( i n  t h i s  c a s e  
J O N E S , . . . , SMITH) and a number o f  p a s s i v e  o b j e c t s  ( d a t a  u n i t s  A, 
B, C) . M o r e o v e r ,  t h e r e  e x i s t  a number o f  o p e r a t i o n s  /  i n  o u r  
e x a m p l e  G E T ,P U T / .  T h e s e  o p e r a t i o n s  c a n  b e  u s e d  b y  a c t i v e  o b j e c t  
t o  p r o c e s s  p a s s i v e  o b j e c t s .  The p o l i c y  o f  d a t a  a c c e s s  c o n t r o l  
r e l y  on c h e c k i n g  i f  t h e  o p e r a t i o n s  i s s u e d  in  t h i s  p r o c e s s  a r e  
a d m i s s i b l e  f o r  t h i s  a c t i v e  o b j e c t  / i n  c o n t e x  o f  h i s  a c c e s s  
p r i v i l e g e / .  L o o k i n g  on t h e  p i c t u r e  y o u  c a n  n o t i c e ,  f o r  e x a m p l e ,  
t h a t  GET o p e r a t i o n  i s s u e d  by JONES t o  p r o c e s s  A w i l l  b e  l e g a l ,  
b u t  PUT w i l l  n o t .
1 .  The b a s e  e l e m e n t s :
-  a c t i v e  o b j e c t s  / l i k e  u s e r s ,  p r o g r a m s / ,
-  p a s s i v e  o b j e c t s  / l i k e  d a t a  u n i t s / ,
-  d a t a  p r o c e s s i n g  o p e r a t i o n s  / l i k e  GET, P U T / ,
-  a c c e s s  p r i v i l e g e s  m a t r i x ,  w h i c h  d e t e r m i n e s  a c c e s s  
p r i v i l e g e s  o f  a c t i v e  o b j e c t s  t o  p a s s i v e  o b j e c t s
2 .  I n t e r p r e t a t i o n  o f  a c c e s s  p r i v i l e g e s  m a t r i x
Ex amp1e:
d a t a d a t a d a t a . . .
u n i t u n i  t u n i t
A В C
i JONES GET GET,PUT X
SMITH ! GET !






JONES c a n  r e a d  d a t a  f r o m  d a t a  u n i t s  A and B, w r i t e  t o  d a t a  
u n i t  B, bu t  h e  c a n ’ t  p r o c e s s  d a t a  f r o m  d a t a  u n i t  C. SMITH c a n  
r e a d  d a t a  f r o m  d a t a  u n i t s  A, B, C.
3 . T h e  r u l e  o f  a c t i n g :
D a t a  a c c e s s  c o n t r o l  m e c h a n i s m  c o m p a r e s  t h e  o p e r a t i o n  
s p e c i f i e d  i n  t h e  program  w i t h  t h e  p r i v i l e g e  i n  t h e  m a t r i x  , t o  
r e j e c t  u n i  e g a l  o p e r a t i o n s .
F i g . 1 . 1 .  The i d e a  o f  d a t a  a c c e s s  c o n t r o l .
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The d a t a  f l o w  c o n t r o l
The m e c h a n is m  o f  d a t a  f l o w  c o n t r o l  / F i g . 1 . 2 /  c h e c k s  t h e  
c o r r e c t n e s s  o f  d a t a  f l o w s  b e t w e e n  o b j e c t s .  D a t a  f l o w  b e t w e e n  
o b j e c t s  A and В a p p e a r e s  t h e n ,  when d a t a  i n  any way a r e  
t r a n s f e r e d  from  o b j e c t  A t o  Eh C o p y i n g  d a t a  f ro m  f i l e  A t o  В i s  a 
s i m p l e  e x a m p l e  o f  d a t a  f l o w .  D a ta  f l o w  c o n t r o l  c o n c e p t i o n  
r e q u i r e s  c r e a t i n g  o f  s e t  o f  s e c r e c y  c l a s s e s .  For  e x a m p l e  s u c h  s e t  
c a n  c o n t a i n  p u b l i c ,  c o n f i d e n t i a l ,  s e c r e t  c l a s s e s .  The o b j e c t s  a r e  
g i v e n  t h e  s e c r e c y  c l a s s  f r o m  t h i s  s e t .  The p o l i c y  o f  f l o w  c o n t r o l  
r e l y  upon f l o w  r e l a t i o n ,  w h i c h  d e t e r m i n e s  o r d e r i n g  o f  s e c r e c y  
c l a s s e s .  For e x a m p l e ,  a c c o r d i n g  t o  f l o w  r e l a t i o n  d a t a  can  f l o w  
f r o m  c o n f i d e n t i a l  f i l e  t o  s e c r e t  f i l e ,  b u t  c a n ’ t  f l o w  i n  o p p o s i t e  
d i r e c t  i o n .
1.  The b a s e  e l e m e n t s :
-  o b j e c t s  / l i k e  u s e r s ,  d a t a  u n i t s / ,
-  s e c r e c y  c l a s s e s  / l i k e  s e c r e t ,  p u b l i c ,  t o p  s e c r e t / ,
-  f l o w  r e l a t i o n ,
-  f l o w  o p e r a t i o n s  / o p e r a t i o n s ,  w h i c h  t r a n s f e r  d a t a  
b e t w e e n  o b j e c t s ;  o p e r a t i o n s  l i k e  PUT, БЕТ, COPY, 
UPDATE/,
-  s e c r e c y  a t t r i b u t e s  m a t r i x .
2 .  I n t e r p r é t â t  i o n  o f  f l o w  r e l a t i o n  an d  s e c r e c y  a t t r . m a t r i x :
! O b j e c t s  
! JONES
S e c r e c y  c l a s s  !
S e c r e t  !
.......  . ......  1
! SMITH
!
Top s e c r e t  !
! D a t a  u n i t  A P u b l i c  !
! D a t a  u n i t  E< S e c r e t  !
1
! D a t a  u n i t  C
1
Top s e c r e t  i
F l o w  r e l a t i o n  d e t e r m i n e s  o r d e r i n g  o f  s e c r e c y  c l a s s e s  s e t ,  
Ex a m p le :
( p u b l i c , * c o n f i d e n t i a l , s e c r e t ,  t o p  s e c r e t )
I f  o r d e r i n g  o f  a b o v e  s e t  i s  from l e f t  t o  r i g h t  we can  s a y :
" D a ta  c a n  f l o w  f r o m  c o n f i d e n t i a l  d a t a  u n i t  t o  s e c r e t ,  
b u t  t h o s e  can  n o t  f l o w  i n  o p p o s i t e  d i r e c t i o n "
3 . T h e  r u l e  o f  a c t i n g :
The d a t a  f l o w  c o n t r o l  m e c h a n is m  e x a m i n e s  e a c h  d a t a  
p r o c e s s i n g  o p e r a t i o n ,  t o  r e j e c t  t h e s e  o p e r a t i o n s ,  w hich  
c a u s e  un i  e g a l  f l o w .
F i g . 1 . 2 .  The i d e a  o f  d a t a  f l o w  c o n t r o l
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2 .  T h e  n eed  o f  d a t a  s e c u r i t y  p r o c e s s e s  i n t e g r a t i o n .
To c l a r i f y  t h i s  p r o b l e m  we w i l l  c o n s i d e r  v e r y  s i m p l e
e x a m p l e ,  s h o w e d  on F i g . 2 . 1 .  You can s e e ,  t h a t  t h e r e  e x i s t  tw o  
u s e r s  U1 and U2 and tw o  d a t a  u n i t s  ( f i l e s  A and B ) . The u s e r  U1 
c a n  r e a d  t h e  d a t a  f r o m  t h e  f i l e  A and w r i t e  t o  f i l e  B, b u t  t h e  
u s e r  U2 c a n  r e a d  from  t h e  f i l e  В o n l y .  The  d a t a  a c c e s s  c o n t r o l  
m e c h a n i s m  c a n  e x a m i n e  l e g a l i t y  o f  o p e r a t i o n s  u s i n g  by t h e  u s e r s .  
B u t  i t  d o e s n ' t  p r e v e n t  t h e  u n l e g a l  c o o p e r a t i n g  o f  u s e r s .  For  
e x a m p l e ,  t h e  u s e r  U1 a c c o r d i n g  t o  h i s  p r i v i l e g e s  r e a d s  up d a t a
f r o m  f i l e  A and h e  w r i t e s  up t h e s e  d a t a  t o  t h e  f i l e  B. And now,
u s e r  U2 c a n  r e a d  t h e s e  d a t a  from  t h e  f i l e  В b e c a u s e  h e  h a s
p r i v i l e g e  o f  r e a d i n g  t h i s  f i l e .  I t  i s  e a s y  t o  n o t i c e ,  t h e  u n l e g a l  
f l o w  was r e a l i z e d ,  d e s p i t e  e x i s t i n g  o f  d a t a  a c c e s s  c o n t r o l  
m e c h a n i s m .  N e x t  we a s s u m e ,  t h e  f i l e  A i s  s e c r e t  an d  t h e  f i l e  В i s  
p u b l i c .  Then a p p l y i n g  o f  d a t a  f l o w  c o n t r o l  m e c h a n is m  c o u l d  
e l i m i n a t e  t h i s  u n l e g a l  f l o w ,  b e c a u s e  i t  w o u l d n ' t  p e r m i t  d a t a  f l o w  
f r o m  t h e  s e c r e t  t o  p u b l i c  f i l e .
From t h e  o t h e r  s i d e  , t h e  d a t a  a r e  t r a n s f e r e d  b e t w e e n  o b j e c t s  a s  
an r e s u l t  p e r f o r m i n g  o f  d i f f e r e n t  o p e r a t i o n s .  Some o f  th em  a r e  
p r e s e n t e d  on  F i g . 2 . 2 .  I t  i s  o b v i o u s  t h a t  t h e y  c a u s e  d i f f e r e n t
e f f e c t s  i n  d a t a  b a s e .  F o r  e x a m p l e ,  e f f e c t s  o f  d o i n g  UPDATE and  
ERASE o p e r a t i o n s  can  b e  p o t e n t i a l  u n c o m p a r a b l e .  The UPDATE 
o p e r a t i o n  i s  u s u a l l y  u s e d  t o  u p d a t e  o n e  o r  more  f i e l d s  i n  r e c o r d  
o c c u r e n c e s ,  w h i l e  t h e  s i n g l e  p e r f o r m i n g  o f  ERASE o p e r a t i o n  c o u l d  
c a n c e l  a b i g  p a r t  o f  n e t w o r k  d a t a  b a s e ,  b u t  u n f o r t u n a t l y  t h e y  a r e  
t r e a t e d  b y  d a t a  f l o w  c o n t r o l  m e c h a n is m  i n  t h e  s am e way,  a s  t h e  
f l o w  o p e r a t i o n s .  T h e r e f o r e  t h e  u s e r s  c a n  r e q u i r e  t o  d i f f e r  t h e s e  
o p e r a t i o n s .  From t h i s  p o i n t  o f  v i e w  t h e  d a t a  f l o w  c o n t r o l  
m ech a n is m  d o n ' t  s a t i s f y  s u c h  demand o f  u s e r s .
At  t h e  end  we came t o  c o n c l u s i o n :
I t  i s  n e c e s s a r y  t o  b u i l d  i n t e g r a t e d  d a t a  s e c u r i t y  m e c h a n i s m ,  
w h i c h  i n c l u d e s  p o s s i b i l i t i e s  o f  d a t a  a c c e s s  c o n t r o l  and f l o w  
c o n t r o l .
3 .  The s i m p l i f i e d  m o d e l s  o f  d a t a  s e c u r i t y  p r o c e s s e s
The w h o l e  m o d e l s  o f  d a t a  a c c e s s  c o n t r o l  and d a t a  f l o w  
c o n t r o l  a r e  i n  С 1 1 .  B e l o w  I c i t i z e d  o n l y  s u c h  e l e m e n t s  o f  t h e m ,  
w h i c h  a r e  i m p o r t a n t  f r o m  t h e  aim o f  t h i s  p a p e r .
3 . 1 .  D ata  a c c e s s  c o n t r o l
Def . 1
D a t a  a c c e s s  c o n t r o l  model i s  e  t h r e e :
AM=< Z, T,  Ÿ  >
w here:
z -- o b j e c t s  n am es  s e t ,
T -- o p e r a t i o n nam es  s e t ,
Y  -- o p e r a t i o n  
Ч'С-ТхТ.
s c o p e  r e l a t i o n ,
1 2 7
To c l a r i f y  t h i s  r e l a t i o n ,  l e t  u s  i n t r o d u c e  f o r m a l l y  t h e  
d e f i n i t i o n  o f  o p e r a t i o n  s c o p e :
D e f . 2  T
An o p e r a t i o n  s c o p e  Ъ € T i s  an o p e r a t i o n  s e t  Í t ,^ 2
s u c h ,  t h a t  t h e  a b i l i t y  o f  d o i n g  t h e  o p e r a t i o n  t' i m p l i c a t e s  t h e
a b i l i t y  o f  d o i n g  e a c h  o p e r a t i o n  t  t {  t-, 3 .
I is
D e f . 3  _p
The o p e r a t i o n  s c o p e  f t j ,  3 €  2  o f  o p e r a t i o n  Ц  i s
s m a l  1 e r / e q u a l  /  t h a n  t h e  o p e r a t i o n  s c o p e  { t. 3- i f  o n l y  i f  C t ;  } C  
< t k 3 .  *
The o p e r a t i o n  s c o p e  r e l a t i o n  i s  d e f i n e d . o n  t h e  p a i r s  o f  o p e r a t i o n  
n a m e s .
Def . 4
For  t 4 , t^ € T we c a n  s a y  t h a t  < t 4 , t^ > €  T i f  and o n l  
i f  t h e  o p e r a t i o n  s c o p e  t  i s  s m a l l e r / e q u a l /  t h a n  o p e r a t i o n  s c o p
4 -
D e f . 5
D a t a  s e c u r i t y  m e c h a n is m  b a s i n g  upon d a t a  a c c e s s  c o n t r o l  
w o r k s  c o r r e c t l y  i f  i t  e n s u r e s  t h a t  n o  d a t a  a c c e s s  i s  r e a l i z e d ,  
w h i c h  i s  n o t  i n  a c c o r d a n c e  w i t h  d e t e r m i n e d  o p e r a t i o n  s c o p e  
r e l a t i o n .
3 . 2 .  D a t a  f l o w  c o n t r o l
D ef  . 6
A d a t a  f l o w  c o n t r o l  model i s  a  t h r e e :  
FM=< Z, K, $  >
w h e r e :
Z -  o b j e c t s  n a m e s  s e t ,
К -  s e c r e c y  c l a s s e s  s e t ,  
-  f l o w  r e l a t i o n ,  
f c  KxK.
Def  . 7
* F or  k4 , кг 6 К we s a y  t h a t  ( Ц, , к )fcÿ i  f  and  o n l y  i f
d a t a  f ro m  s e c r e c y  c l a s s  o b j e c t  k  ^ c a n  f l o w  t o  o b j e c t  o f  s e c r e c y  
c l a s s  k^ .
Def  . 8
D a t a  s e c u r i t y  m e c h a n i s m  b a s i n g  upon d a t a  f l o w  w o r k s  
c o r r e c t l y  i f  i t  e n s u r e s ,  t h a t  n o  d a t a  f l o w  i s  r e a l i z e d ,  w h ich  i s  




3 . 3 .  D a t a  s e c u r i t y  c o n t r o l  
D e f . 9
A d a t a  s e c u r i t y  m odel i s  a t h r e e :
SM=< Z, A, Л >
w h e r e :
Z -  o b j e c t  n a m es  s e t ,
A -  A=KxT
Д  -  s e c u r i t y  r e l a t i o n .
Ax A.
( ( a -  , a  • ) , (a  , a ) ) f c / ^li f  V ч
when <a- , a  )fc-^A ( a -  , a. ) e Yt  V в
De-f. 10
D a t a  s e c u r i t y  m e c h a n is m  b a s e d  on model  SM w o rk s  
c o r r e c t l y  i f  i t  e n s u r e s  a f t e r  p e r f o r m i n g  a n y  o p e r a t i o n  s e t ,  t h a t  
n o  a c c e s s  and f l o w  i s  r e a l i z e d ,  w h i c h  i s  n o t  i n  a c c o r d a n c e  w i t h  
d e f i n e d  s e c u r i t y  r e l a t i o n .
A c c o r d i n g  t o  t h e  a b o v e  d e f i n i t i o n  d a t a  s e c u r i t y  model h a v e  t h e  
p o s s i b i l i t y  o f  d a t a  a c c e s s  c o n t r o l  an-f f l o w  c o n t r o l  . T h e r e f o r e  
i t  c a n  be a b a s e  o f  i n t e g r a t e d  d a t a  s e c u r i t y  m e c h a n i s m .
4 .  The l a t t i c e  m o d e l s  o f  d a t a  s e c u r i t y  p r o c e s s e s
4 .  1. The l a t t i c e  s t r u c t u r e
D e f . 11
T h e  a l g e b r a i c  s t r u c t u r e  < X, , + ,  > i s  a l a t t i c e  i f :
1 /  X i s  a f i n i t e  s e t ,
2 /  < X, > i s  a p a r t i a l l y  o r d e r e d  s e t ,
3 /  0  i s  a  b i n a r y  o p e r a t o r  on X s u c h  t h a t  xQy i s
t h e  l e a s t  u p p e r  bound f o r  any  x , y 6 X,
4 /  0  i s  a b i n a r y  o p e r a t o r  on X s u c h  t h a t  x©y i s
t h e  g r e a t e s t  l o w e r  bound f o r  an y  x , y 6 X .
O p e r a t o r s  ©  an  d ©  we c a l l e d  t h e  l e a s t  u p p e r  and g r e a t e s t  l o w e r  
b o u n d s  o p e r a t o r s ,  r e s p e c t i v e l y .
D e f .  12
A l a t t i c e  i s  an u n i v e r s a l l y  b o u n d ed  l a t t i c e  i f  t h e r e  
e x i s t  e l e m e n t s  1 and 0 s u c h  t h a t  x ^  1 and O ^ x  f o r  a l l  x f e X .
We c a l l  t h e  e l e m e n t s  1 and 0  t h e  u n i v e r s a l  u p p e r  and 
u n i v e r s a l  l o w e r  b o u n d s ,  r e s p e c t i v e l y .
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4 . 2 .  D a t a  -f low l a t t i c e
D. D e n n i n g  i n  h e r  work e n t i t t l e d  A L a t t i c e  Model o f  S e c u r e  
I n f o r m a t i o n  F lo w  p r o v e d  on t h e  b a s e  o f  d a t a  p r o c e s s i n g  s e m a n t i c s  
a n a l y s i s ,  t h a t  s e c r e c y  c l a s s e s  s e t  К and f l o w  r e l a t i o n  c r e a t e  
u n i v e r s a l l y  b o u n d e d  l a t t i c e .  The l a t t i c e  w i l l  b e  c a l l e d  a f l o w  
l a t t i c e  and n o t e d  a s :
< K, f , D , Д  > w i t h  u n i v e r s a l  b o u n d s  
and к т \и i n w h i c h  О and A a r e  t h e  l e a s t  u p p e r  and g r e a t e s t  
l o w e r  b o u n d s  o p e r a t o r s ,  r e s p e c t i v e l y .
4 . 3 .  O p e r a t i o n  s c o p e  l a t t i c e/
A f t e r  a n a l y s i s  o f  r e l a t i o n s  b e t w e e n  o p e r a t i o n s  f r o m  t h e  s e t  
T y o u  c a n  p r o v e ,  t h a t  model e l e m e n t s  AM, t h a t  i s :  o p e r a t i o n  n a m e s  
s e t  T and s c o p e  r e l a t i o n  c r e a t e  a u n i v e r s a l l y  b o u n d e d  l a t t i c e  
<T, T , + , • >. For  t h i s  r e a s o n  i t  m u st  be p r o v e d ,  t h a t  t h e  
f o l l o w i n g  p r o p e r t i e s  o f  t h e  l a t t i c e ?  a r e  s a t i s f i e d :
1 /  T i s  a f i n i t e  s e t ,
2 /  < T, > i s  a p a r t i a l l y  o r d e r e d  s e t ,
3 /  + and • a r e  t h e  l e a s t  u p p e r  and g r e a t e s t
l o w e r  b o u n d s  o p e r a t o r s ,  r e s p e c t i v e l y ,
4 /  t h e r e  e x i s t  u n i v e r s a l  l o w e r  and u p p e r
b o u n d s  t  „ , t.  . , r e p e c t i v e l y .mogi имл
Now we w i l l  p o i n t  o u t  t h e  s a t i s f y i n g  s om e o f  t h e s e  c o n d i t i o n s .
The s a t i s f y i n g  o f  c o n d i t i o n  (1 )  i s s u e s  f r o m  p r a c t i c a l  f e a t u r e s  o f  
r e a l  s y s t e m s .  S u b s e q u e n t l y ,  t h e  r e l a t i o n  must  b e  r e f l e x i v e ,
t r a n s i t i v e  and a n t i s y m m e t r i c ;  i t  r e s u l t s  from c o n d i t i o n  ( 2 ) .  I t
i s  o b v i o u s ,  t h a t  i s  r e f l e x i v e ,  b e c a u s e  o p e r a t i o n  s c o p e s  o f  t h e  
same o p e a r t i o n s  a r e  e q u a l .  The f a c t ,  t h a t  i s  a n t i s y m m e t r i c  
r e s u l t s  f ro m  t h e  r e a l  a s s u m p t i o n ,  t h a t  o p e r a t i o n  s c o p e s  a r e  n o t  
r e d u n d a n t .  You c a n  p r o v e  f o r  m o s t  o f  d a t a  p r o c e s s i n g  o p e r a t i o n s  
from  d a t a  b a s e ,  t h a t  Ÿ i s i r a n s i t i v e . L e t  u s  c o n s i d e r  a s  an 
i n s t a n c e  t h e  s e t  T=CFIND, READ, UPDATE!. I t  i s  o b v i o u s ,  t h a t  
b e f o r e  d a t a  r e a d i n g  y o u  s h o u l d  f i r s t  f i n d  th em  and b e f o r e  
u p d a t i n g  y o u  s h o u l d  f i r s t  r e a d  th e m .  T h e r e f o r e  p r a c t i c a l  s e n s e  o f  
t h e  d a t a  p r o c e s s i n g  r e q u i r e s  b e s i d e s  t h e  p e r m i s s i o n  o f  e x e c u t i n g  
t h e  o p e r a t i o n  READ a l s o  t h e  p e r m i s s i o n  o f  e x e c u t i n g  t h e  o p e r a t i o n  
FIND. The p e r m i s s i o n  o f  e x e c u t i n g  t h e  o p e r a t i o n  UPDATE s h o u l d  
c o n t a i n  t h e  p e r m i s s i o n  o f  e x e c u t i n g  t h e  o p e r a t i o n  READ and  
t h r o u g h  t r a n s i t i v e n e s s  t h e  p e r m i s s i o n  o f  e x e c u t i n g  t h e  o p e r a t i o n  
FIND.
The a b o v e  c o n s i d e r a t i o n s  l e t  u s  come t o  c o n c l u s i o n ,  
i s  a p a r t i a l l y  o r d e r e d  s e t .
t h a t  <T, t
1 3 0
Now we w i l l  c o n s i d e r  a f r a g m e n t  o f  t y p i c a l  p r o g r a m  
d e m o n s t r a t e d  b y  m ean s  o f  d a t a  f l o w  d i a g r a m  o f  F i g . 4 . 1 .  To c h e c k  
t h e  c o r r e c t n e s s  o f  s u c h  a p r o g r a m  i t  w o u l d  be  r e q u i r e d  t o  e x a m i n e  
t h e  l e g a l i t y  o f  e a c h  i s s u e d  o p e r a t i o n .  I t  i s  w o r t h  t o  e m p h a s i s e ,  
t h a t  s u c h  and s i m i l a r  p rogram  s e q u e n c e s  may o c c u r s  many t i m e s  i n  
t h e  program .  T h e r e f o r e  i t  i s  i m p o r t a n t  t o  s e a r c h  t h e  w ays  o f  
e x a m i n i n g  l e g a l i t y  o f  t h e  a c c e s s  w h i c h  w o u l d  d e c r e a s e  t h e  number  
o f  n e c e s s a r y  c h e c k s .  For t h i s  r e a s o n  i t  w ou ld  b e  e n o u g h  t o  c h e c k  
o n l y  t h e  l e g a l i t y  o f  o p e r a t i o n  h a v i n g  t h e  g r e a t e s t  s c o p e  o f  
a c t i v i t y  / f o r  e x a m p l e  o p e r a t i o n  UPDATE/ t o  d e c i d e ,  w h e t h e r  t h e  
f r a g m e n t  o f  t h e  p r o g r a m  i s  c o r r e c t .  M o r e o v e r  t h e  way o f  c h e c k i n g  
c o r r e c t n e s s  r e q u i r e s  e x i s t e n c e  o f  an o p e r a t o r  d e f i n e d  on T, w h i c h  
g u a r a n t e e s ,  t h a t  t h e  way o f  d e f i n i n g  t h e  " r e s u l t a n t "  o p e r a t i o n  
d o e s  n o t  r e j e c t  t h e  r e a l i z i n g  o f  t h e  l e g a l  a c c e s s .  I t  i s  the l fc l /y l  
u p p e r  bound o p e r a t o r ,  w h i c h  s a t i s f i e s  t h e  o v e r  m e n t i o n e d  
c o n d  i t i  o n s .
C o n t i n u i n g  c o n s i d e r a t i o n s  y o u  c a n  p r o v e  t h e  p r a c t i c a l  s e n s e  o f  
r e m a i n i n g  e l e m e n t s  o f  t h e  e a r l i e r  d e f i n e d  l a t t i c e .
F o r  i n s t a n c e ,  t h e  s e n c e  o f  e x i s t e n c e  t h e  l o w e r  b ou n d  o p e r a t o r  
r e s u l t s  from  t h e  n e c e s s i t y  o f  d e f i n i n g  t h e  d a t a  p r o c e s s i n g  
c o m p e t e n c e  on t h e  g r o u n d s  o f  u s e r ’ s  c o m p e t e n c e  and t h e  c o m p e t e n c e  
o f  program  and t e r m i n a l .
S u m m a r i s i n g  y o u  c a n  s t a t e ,  t h a t  i f  y o u  i n t r o d u c e  t h e  l a t t i c e  o f  
o p e r a t i o n  s c o p e  i n t o  b a s i c  model  AM, i t  i s  n o t  o n l y  f o r m a l  
m a n i p u l a t i o n ,  b u t  i t  r e s u l t s  from  t h e  s e m a n t i c s  o f  d a t a  b a s e  
p r o c e s s i n g .
4 . 4 .  D ata  s e c u r i t y  l a t t i c e
Up t o  now we h a v e  d i s c u s s e d  tw o  i n d e p e n d e n t ,  l a t t i c e s  f o r  
d a t a  a c c e s s  c o n t r o l  model and d a t a  f l o w  c o n t r o l  m o d e l .  B a s i n g  
u p on  a b o v e  c o n s i d e r a t i o n s  we w i l l  d e f i n e  a c o m p o s i t i o n  o f  t h e s e  
l a t t i c e s  i n  t h i s  way:
< а , А , Ш , И > = <  к, ,□  , Д >b s < t, * , * , '  >
w h e r e :
A = KxT 
A  C. Ax A
m
S
a  , a . 
k\0-x Mi«
-  i s  a s e t  o f  a l l  p a i r s ,  w h e r e  t h e  f i r s t  
» e l e m e n t  i s  f r o m  s e c r e c y  c l a s s  s e t  and
t h e  s e c o n d  f r o m  t h e  o p e r a t i o n  n am es  
s e t .
-  i s  a r e l a t i o n  d e f i n e d  a s  f o l l o w s :
<<a i  , a ;  ) , ( a k , a k > when
( a t , a v A ( a j  , a^ IfcS'
-  i s  a b i n a r y  o p e r a t o r  d e f i n e d  a s
f  o l 1ow s:
f o r  a n y  (a^ , a  j  ) , <at , a k ) fr A
(a-t , a j  ) В  <av , а к ) = <a^ Q  a u , a^+ a fc ) 
- i s  a b i n a r y  o p e r a t o r  d e f i n e d  a s
f  o l 1o w s :
f o r  a n y  ( a^ , a^ ) ,  4 i a ifc) t  A
(а-ь , а .^ ) (3  (а^ , а к )=(a>t A a t , а-* a >
-  a r e  t h e  e l e m e n t s  o f  s u c h ,  t h a t :  *
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a .  =<k • , t  ■ )IH  ^ 9Л\Л Wlm
Gn t h e  way o f  f o r m a l  p r o v e m e n t  y o u  c a n  s h o w ,  t h a t  s u c h  
d e f i n e d  c o m p o s i t i o n  s a t i s f i e s  a l l  p r o p e r t i e s  o f  a l a t t i c e .  T e t r a d  
<А, Л , ©  , B >  i s  s a i d  t o  b e  a d a t a  s e c u r i t y  l a t t i c e s .
4 . 5 .  E x a m p l e s
F i g u r e  4 . 3  d e m o n s t r a t e s  a  s i m p l e  l i n e a r  o r d e r i n g  o f  
s e c r e c y  c l a s s e s  s e t ,  w h i c h  s a t i s f i e s  t h e  p r o p e r t i e s  o f  d a t a  f l o w  
l a t t i c e .  G r a p h i c  d e m o n s t r a t i o n  o f  t h e  o r d e r i n g  i s  t h e  p r e c e d i n g  
g r a p h .  F i g . 4 . 4  s h o w s  l i n e a r  o r d e r i n g  o f  o p e r a t i o n  s e t ,  w h i c h  
s a t i s f i e s  t h e  p r o p e r t i e s  o f  o p e r a t i o n  s c o p e  l a t t i c e .  On t h e  o t h e r  
h a n d ,  t h e  F i g . 4 . 5  s h o w s  g r a p h i c  i n t e r p r e t a t i o n  o f  d a t a  s e c u r i t y  
l a t t i c e  d e r i v e d  from  l a t t i c e s  o f  F i g . 4 . 3  and F i g . 4 . 4 .  I t  i s  
r e q u i r e d  f r o m  d a t a  s e c u r i t y  model n o t  t o  a l l o w  d a t a  o f  h i g h e r  
s e c r e c y  c l a s s  f l o w  t o  l o w e r  s e c r e c y  c l a s s  w i t h  s i m u l a t a n e o u s  
l e g a l i t y  e x a m i n i n g  o f  p e r f o r m e d  o p e r a t i o n s .  From t h e  s e c u r i t y  
bjübass d e m o n s t r a t e d  a s  an i n s t a n c e  on F i g .  4 .  5 r e s u l t s ,  t h a t  o b j e c t  
p e r m i t t e d  t o  u p d a t e  p u b l i c  f i l e  can  r e a d  and w r i t e  t o  t h e  p u b l i c  
f i l e ,  b u t  i t  c a n  n o t  u p d a t e  t h e  p r i v a t e  f i l e ,  b e c a u s e  i n  t h a t  
c a s e  f l o w  r e l a t i o n  i s  n o t  s a t i s f i e d .
5 .  D a ta  s e c u r i t y  i n  D i s t r i b u t e d  D a ta  B a s e  S y s t e m
I t h i n k  t h a t  you  c a n  a g r e e  w i t h  o p i n i o n  t h a t  modern d a t a  
b a s e  s y s t e m s  a r e  f r e q u e n t l y  d i s t r i b u t e d .  U s u a l l y  i t  means t h a t  
t h e  d a t a  a r e  k e p t  a t  w i d e l y  d i s p e r s e d  l o c a t i o n s .  In o t h e r  w o r d s ,  
d a t a  b a s e  may b e  d i s t r i b u t e d  i n  p h i s i c a l y  s e p a r a t e d  n o d e s .  To 
manage s u c h  s y s t e m s  we c r e a t e  t h e  d i s t r i b u t e d  d a t a  b a s e  s y s t e m s ,  
s h o r t l y  c a l l e d  DDB S y s t e m s .  Each n o d e  o f  DDB s y s t e m  may c o n t a i n s  
o f  l o c a l  d a t a  b a s e  m anagem ent  s y s t e m  DBMS. Each DBMS h a s  s om e  
c a p a b i l i t i e s  o f  d a t a  s e c u r i t y  and t h e r e f o r e  i t  i s  r e a s o n a b l e  i d e a  
t o  d e s i g n  common d a t a  s e c u r i t y  p o l i c y  f o r  a n y  DDB s y s t e m .  Q u a l i t y  
o f  t a r g e t  p o l i c y  s t r i c t l y  d e p e n d s  on c o r r e c t n e s s  and c o m p l e t n e s s  
o f  t h e  d e s i g n i n g  p r o c e s s .  T h e r e f o r e  t h i s  p r o c e s s  s h o u l d  b e  
s u p p o r t e d  by m a t h e m a t i c a l  m o d e l s  and m e t h o d s .  DDB s y s t e m  w i t h  
d a t a  s e c u r i t y  p o s s i b i l i t i e s  may b e  r e p r e s e n t e d  by g e n e r i c  
a r c h i t e c t u r e  o f  F i g . 5 . 1 .  From t h i s  f i g u r e  y o u  s e e  t h a t  l o c a l
p o s s i b i l i t i e s  o f  d a t a  s e c u r i t y  a r e  r e f l e c t e d  b y  l o c a l  d a t a  
s e c u r i t y  l a t t i c e s  and t h e  g l o b a l  p o l i c y  o f  d a t a  s e c u r i t y  i n  w h o l e  
DDB s y s t e m  by g l o b a l  d a t a  s e c u r i t y  l a t t i c e  s o  c a l l e d
s u p e r 1a t t i c e .  I t  i s  v e r y  i m p o r t a n t  f o r  s u c h  a s y s t e m  t h a t  a l l  
l o c a l  DBMS i m p l e m e n t  t h e  s a m e  k in d  o f  d a t a  s e c u r i t y ,  f o r  e x a m p l e  
o n l y  d a t a  a c c e s s  c o n t r o l  o r  o n l y  d a t a  f l o w  c o n t r o l  c o n c e p t i o n .  
F o r m a l l y  i t  m ean s  f o r  e x a m p l e ,  t h a t  s e t s  X c a n  d i f f e r ,  b u t  X m u st  
h a v e  t h e  same n a t u r e  o f  e l e m e n t s  ( f o r  e x a m p l e  s e c u r i t y  l e v e l s  o r  
c a t e g o r i e s  o r  d a t a  p r o c e s s i n g  o p e r a t i o n s ) .  The d r a f t  o f
m e t h o d o l o g y ,  w h i c h  s u p p o r t s  t h e  p r o c e s s  o f  d e t e r m i n g  t h e  common 
d a t a  s e c u r i t y  p o l i c y  i n  DDB s y s t e m  shown on F i g . 5 . 2 .  T h i s
m e t h o d o l o g y  c o n s i s t s  o f  som e  t h e o r e t i c a l  f o u n d a t i o n s  and
a u x i l l i a r y  a l g o r i t h m s .  T h e o r e t i c a l  f o u n d a t i o n s  i n c l u d e  t h e  f o r m a l  
c o n d i t i o n s  f o r  c o n s i s t e n c y  d i a g n o s t i c s  o f  l o c a l  l a t t i c e s  s e t ,  t h e
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way o f  s u p e r l a t t i c e  c o n s t r u c t i o n  and t h e  s e t  o f  o p e r a t i o n s  t o  
t r a n s f o r m  t h e  s u p e r l a t t i c e  a c c o r d i n g  t o  c h a n g e s  i n  c o n f i g u r a t i o n  
o f  DDB s y s t e m  ( i n c l u d i n g  o r  e x c l u d i n g  t h e  n o d e s ) .  The a l g o r i t h m s  
a r e  n e c e s s a r y  t o  make t h e  p r o c e s s  o f  s u p e r l a t t i c e  c o n s t r u c t i o n  
e a s i e r  and f a s t e r .  In t h i s  p a p e r  I ’ m n o t  g o i n g  t o  p r e s e n t  t h e  
w h o l e  m e t h o d o l o g y ,  b u t  I ' l l  e x p l a i n  t h e  p r a c t i c a l  i n t e r p r a t a t i o n  
t w o  f o l l o w i n g  t o p i c s :
— c o n s i s t e n c y  c o n d i t i o n s  o f  l o c a l  l a t t i c e s  s e t ,
-  c o n s t r u c t i o n  o f  s u p e r 1 a t t i c e .
Th e  f o r m a l  s p e c i f i c a t i o n s  o f  t h o s e  p r o b l e m s  a r e  d e s c r i b e d  i n  
d e t a i I s  i n  C 2  1 .
5 . 1 .  C o n s i s t e n c y  and s t r i c t  c o n s i s t e n c y  o f  l o c a l  l a t t i c e s  s e t
When we w ant  t o  i n t e g r a t e  l o c a l  DBMS i n  o n e  DDB s y s t e m  we  
c a n  e x p e c t  tw o  s i t u a t i o n s :
-  t h e  d a t a  s e c u r i t y  p o l i c i e s  i n  n o d e s  a r e  c o n s i s t e n t
-  and t h e  o t h e r ,  when a r e  n o t  c o n s i s t e n t .
F o r  e x a m p l e ,  i n  tw o  n o d e s  t h e  d a t a  p r o c e s s i n g  o p e r a t i o n s  c o u l d  b e  
o r d e r e d ,  f rom  d a t a  s e c u r i t y  p o i n t  o f  v i e w ,  i n  d i f f e r e n t  way and  
t h e r e f o r e  we m u st  c h e c k  t h i s  s i t u a t i o n ,  t o  a n s w e r  t h e  q u e s t i o n :
-  c a n  we o r  n o t  i n t e g r a t e  s u c h  l o c a l  DBMSs i n  DDB s y s t e m ?
F o r  t h i s  a im ,  I h a v e  i n t r o d u c e d  f o r m a l  c o n d i t i o n s  o f  c o n s i s t e n c y  
o r  s t r i c t  c o n s i s t e n c y  o f  l o c a l  l a t t i c e s  s e t . rvot
S a t i s f y i n g  o f  c o n s i s t e n c y  c o n d i t i o n  m e a n s  t h a t  we c a r N c r e a t e  t w o  
( o r  more)  s u c h  c h a i n s  o f  e l e m e n t s  f ro m  u n i o n  o f  l o c a l  s e t s ,  w h i c h  
o r d e r  an y  t w o  e l e m e n t s ,  i n  o p p o s i t e  d i r e c t i o n  ( i n  s e n s e  o f  
l a t t i c e  r e l a t i o n s ) .  P l e a s e  now l o o k  a t  t h e  F i g . 5 . 3 .  T h e r e  i s  a  
s e t  o f  l a t t i c e s  i n  g r a p h  f o r m ,  w h ic h  i s  i n c o n s i s t e n t ,  b e c a u s e  
t h e r e  e x i s t  tw o  c h a i n s  ( C , F , B )  and ( B , E , C ) ,  w h i c h  o r d e r  e l e m e n t s  
C and В i n  o p p o s i t e  d i r e c t i o n s .  T h e r e f o r e  we c a n  s t a t e  t h a t  
i n t e g r a t i n g  t h e  n o d e s  w h i c h  r é f é r é  t o  l o c a l  l a t t i c e s  s e t  s h o w e d  
on t h i s  f i g u r e  i s  n o t  p o s s i b l e  from  d a t a  s e c u r i t y  p o i n t  o f  v i e w .
In t h e  c a s e  o f  s t r i c t  c o n s i s t e n c y  c o n d i t i o n  we h a v e  o t h e r  
s i t u a t i o n .  T h i s  c o n d i t i o n  p r e v e n t s  i n t r o d u c i n g  a d d i t i o n a l  
o r d e r i n g  b e t w e e n  e l e m e n t s  o f  l o c a l  s e t s ,  w h i c h  c a n  a r i s e  a s  a 
r e s u l t  o f  c o m b i n a t i o n  o f  l o c a l  r e l a t i o n s  i n  g l o b a l  l a t t i c e .  An 
e x a m p l e  o f  s u c h  s i t u a t i o n  i s  shown on F i g . 5 . 4 .
You c a n  s e e  t h a t  t h i s  s e t  o f  l o c a l  l a t t i c e s  s e t  i s  n o t  s t r i c t l y  
c o n s i s t e n t  b e c a u s e  l a t t i c e s  L2 and L3 a d d i t i o n a l l y  o r d e r e d  
e l e m e n t s  В and C i n  l a t t i c e  L I .
H o w e v e r ,  s u c h  s e t  o f  l a t t i c e  c a n  b e  b a s e  o f  s u p e r l a t t i c e  
c o n s t r u c t i n g ,  b u t  t h e  d e s i g n e r s  o f  d a t a  s e c u r i t y  m ech an ism  m ust  
remember  t h a t  g l o b a l  d a t a  s e c u r i t y  p o l i c y  c a n  c h a n g e  t h e  l o c a l  
p o l i c i e s  i n  s om e  n o d e s .
5 . 3 .  C o n s t r u c t i o n  o f  s u p e r l a t t i c e
When c h e c k i n g  o f  c o n s i s t e n c y  c o n d i t i o n s  i s  f i n i s h e d  we c a n  
b e g i n  t o  c o n s t r u c t  t h e  s u p e r  1a t t i c e ,  o b v i o u s l y  o n l y  f o r  
c o n s i s t e n t  or  s t r i c t l y  c o n s i s t e n t  l o c a l  l a t t i c e s  s e t .
T h i s  p r o c e s s  c o n s i s t s  o f  t w o  s t a g e s ,  % ... , ovifatd
The f i r s t  s t a g e  i n c l u d e s  t h e  c o n s t r u c t i o n  o f  g l o b a l  p a r t i  a l 1 y 4 s e t
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a n t i s y m e t r i с . S u i t a b l e  p r o o f  i d  p r e s e n t e d  i n  t h e  p a p e r  C 2 1 .
In t h e  s e c o n d  s t a g e  we m u st  c h e c k  w h e t h e r  r e c e i v e d  p a r t i a l l y  
o r d e r e d  s e t  <X, &  > g e n e r a t e s  t h e  l a t t i c e ,  I t  r e s u l t s  f r o m  t h i s ,  
t h a t  i n  g e n e r a l  e v e n  s t r i c t  c o n s i s t e n t  l o c a l  l a t t i c e s  s e t  must  
n o t  g e n e r a t e  l a t t i c e .  L e t  we c o n s i d e r  e x a m p l e  o f  F i g . 5 . 6 .
You c a n  s e e ,  t h a t  s t r i c t  c i n s i s t e n c y  l o c a l  l a t t i c e s  s e t  o f  
f i g u r e s  a and b g e n e r a t e s  t h e  p a r t i a l l y  o r d e r e d  s e t ,  b u t  n o t  t h e  
l a t t i c e ,  b e c a u s e  e l e m e n t s  E , M and А ,Б  h a v e  n o r t e a s t  u p p e r  and 
g r e a t e s t  l o w e r  b o u n d s .  For  e x a m p l e  y o u  s e e  t h a t  e l e m e n t s  E,M h a v e  
t h r e e  u p p e r  b o u n d s  ( F , K , 1 ) ,  b u t  n o n e  o f  th em  h a v e  p r o p e r t i e s  o f  
t h e  l e a s t  u p p e r  b o u n d .
<b. C o n c l u s i o n s
P r o p e r t i e s  o f  d a t a  s e c u r i t y  l a t t i c e  model c a n  b e  u t i l i s e d  t o  
c o n s t r u c t i o n  o f  m ore  e f f e c t i v e  a c c e s s  c o n t r o l  m e c h a n i s m s ,  d a t a  
f l o w  m e c h a n i s m s  o r  d a t a  s e c u r i t y  m e c h a n i s m s .  The a b o v e  
e f f e c t i v e n e s s  r e s u l t s  from  t h e  f a l l o w i n g  c o n d i t i o n s :
-  t h e  s t o r a g e  s i z e  n e c e s s a r y  f o r  w r i t i n g  p r i v i l e g e s  d e c r e a s e s  
e v i d e n t  t h r o u g h  d e f i n i n g  t h e  o r d e r i n g  r e l a t i o n s  o f  s e c r e c y  
c l a s s e s  and o p e r a t i o n  s e t s ;
-  i n t r o d u c i n g  o f  l o w e r  and u p p e r  o p e r a t o r s  d e c r e a s e s  t h e  number  
o f  a c c e s s e s  t o  o p e r a t i o n  s c o p e ,  d a t a  f l o w  and d a t a  s e c u r i t y  
r e l a t i o n ,  r e s p e c t i v e l y .  I t  a c t i v a t e s  c o n s i d e r a b l y  t h e  p r o c e s s  
o f  l e g a l i t y  c h e c k i n g ;
-  t h e  p r o o f  o f  t h e  p r o p e r t y  s h o u l d  b e  o n e  o f  t h e  e l e m e n t s  o f  a n y  
m e c h a n i s m  d e s i g n .  Such  r e q u i r e m e n t  i s  e s p e c i a l l y  r e f e r r e d  t o  
d a t a  s e c u r i t y  m e c h a n i s m s  i n  d a t a  b a s e  s y s t e m s .  In c a s e ,  w h e r e  a 
l a t t i c e  f o r  a r e a l  d a t a  b a s e  s y s t e m  c a n  b e  d e r i v e d ,  c o m p a c t n e s s  
and c o m p l e t n e s s  a r e  d e f i n e d  u n i v o c a l l y .  In t h i s  c a s e  t h e  
l a t t i c e  i s  s u p p o s e d  t o  b e  a b a s e  o f  d a t a  s e c u r i t y  m e c h a n is m ;
-  t h e  l a t t i c e  h a s  t h e  fo r m  o f  d y n a m ic  s t r u c t u r e ,  w h i c h  c a n  be  
e a s i l y  c o p i e d  i n  c o m p u t e r  a l g o r i t h m s .
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< X,, cT > from l o c a l  p a r t i a l l y  s e t s  <XJ,; (5[> and t h e  s e c o n d  i n c l u d e s  
c h e c k i n g  i t  r e c e i v e d  p a i r  < X , 0  > g e n e r a t e s  t h e  l a t t i c e .
In  t h e  f i r s t  s t a g e  we c r e a t e  t h e  g l o b a l  s e t  X a s  an u n i o n  o f  
l o c a l  s e t s  and a d d i t i o n a l  s e t s  D and G(
Th e  s e t s  D and G w i l l  be  e m p t y ,  when i n  u n i o n  o f  l o c a l  s e t s  e x i s t  
t h e  e l e m e n t s ,  w h i c h  w i l l  b e  t h e  g r e a t e s t  l o w e r  and l e a s t  u p p e r  
b o u n d s  i n  f u t u r e ,  c o n s t r u c t i n g  s u p e r l a t t i c e .  I f  s u c h  e l e m e n t s  do  
n o t  e x i s t ,  t h e n  we m ust  add e l e m e n t s  named h e r e  and Хл. -
N e x t ,  we c r e a t e  t h e  g l o b a l  r e l a t i o n  (5* . To do i t ,  we i n c l u d e  t o  О 
a l l  p a i r s ,  w h i c h  b e l o n g  t o  l o c a l  r e l a t i o n s  and i t s  c o m b i n a t i o n s .  
To p r o v e ,  t h a t  r e l a t i o n  r e c e i v e d  i n  t h i s  way p a r t i a l l y  o r d e r e d  
s e t  X we s h o u l d  p r o v e  t h a t  i t  i s  r e f l e x i v e ,  t r a n s i t i v e  and
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I .  C onstruction  o f g lo b a l s e t  
I
X * ( \^J X . )  V D U G
where* I
Ф -  i f  in  U X  ^ e x i s t s  the elem ent
G =
i*1
which s a t i s f y  co n d itio n  o f uni­
v e r s a l  upper bound in  crea tin g  
r e la t io n #  X
X -  in  o th er  ca se , a ,
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Математические модели процессов защиты данных в 
централизованных и разделенных системах баз данных
Б. Шафрански 
Резюме
Защита данных основана принципиально на контроле добытия 
к данным. Более эффективными являются методы включающие также 
контроль потока данных. В статье изучаются главные элементы фор­
мальных моделей механизмов такого контроля. Показано, что неко­
торые модели определяют равномерно ограниченные решетки. Опре­
делена алгебраическая структура композиций таких решеток. Ре­
зультаты применены для конструкции так называемой “security" 
решетки баз данных.
k ö z p o n t o s í t o t t és e l o s z t o t t a d a t b á z i s r e n d s z e r e k r e v o n a t k o z ó
ADAT-BIZTONSÁGI ELJÁRÁSOK MATEMATIKAI MODELLJEI
B. Szafranski
Összefoglaló
Az adat-védelem általában az adat-elérés ellenőrzésén 
alapszik. Biztonságosabbak azok a módszerek, amelyek az 
adat-mozgás folyamatait is ellenőrzik. A cikkben az utóbbi 
ellenőrzéseket is magába foglaló mechanizmusok formális 
modelljeinek elemei találhatók. A szerző megmutatja, hogy 
bizonyos esetekben a modellek egy egyenletesen korlátos hálót 
alkotnak, és megvizsgálja az igy kapott háló algebrai struk­
túráját. Az eredményeket az adat-bázisok u.n. biztonsági há­
lójának konstruálásához használja.
MTA SZTAKI Közlemények 36/1987 p p .145-172





В этой статье мы попытаемся поставить задачу изучать явле- 
неие часто возникающее в технике данных. Это явление мы здесь 
назовем "явлением взаимовлияний данных" в базах данных. С неко­
торой точки зрения, можно считать, что все изученные зависимос­
ти данных /функциональные, многозначные, сильные, слабые, ду­
альные .../ есть разновидные взаимовлияния данных. Но важно за­
метить, что все эти зависимости отражают логические связи в ба­
зах данных. В практике же встречается очень много нелогических 
связей данных. Ниже будет выяснено, что такое "логическая" и 
"нелогическая" связь.
Статья разделена на две части:
- В первой части мы бегло выясним логичность изученных зависи­
мостей, и поставим общую задачу изучения нелогических связей 
/взаимовлияний/ данных в базах данных.
- Во второй части мы приведем полное решение поставленной зада­
чи с точки зрения теории информации.
ЧАСТЬ I.
§1. НЕКОТОРЫЕ ФАКТЫ ИЗ ПРАКТИКИ ОБРАБОТКИ ДАННЫХ
Рассмотрим базу данных с множеством атрибутов Я. Пусть х, 
у, з, т некоторые элементы множества ß . Допустим, что семанти­
ка их такова:
X возраст со значениями X : молодой
2
X  : средний 
3X : старый 
1у : никогда не был в браке
2у : хоть раз был в венчании
У : семейное положение с
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з : число детей с
т : пол с
з : нет детей
2з : один
з^ : больше одного
т^ : мужской 
т : женский
Очевидно, что в реальном мире вообще не существует ни ка­
ких функциональных зависимостей между этими атрибутами. Но впол 
не реально такое утверждение:
ЭТИ АТРИБУТЫ "КАК-ТО" И "КАКИМ-ТО ОБРАЗОМ" ОКАЗЫВАЮТ
ВЛИЯНИЕ ДРУГ НА ДРУГА.
Что такое это взаимовлияние?
Каковы закономерности этих взаимовлияний?
Изученные знакомые зависимости в некоторой мере уже отве­
чают на эти вопросы.
Например, теория функциональных зависимовтей дает нам та­
кой закон:
Если X  "очень сильно повлияет" на у /так что х функциональ 
но определяет у 1 /
и у "очень сильно повлияет" на з,
то X  "очень сильно повлияет" на з!
Но если влияния х на у и у на з не так "сильны", то что можно 
сказать о влиянии х на 3Z
В практике обработки данных еще не редко поступают так: 
Если семантически утверждают, что: х —/► У  и у /^  х /1.1/,
то работают с х пренебрегая у и наоборотÍ В конце концов полу­
чаются многочисленные неприятности. Глубокая причина этих ано­
малий заложена в том, что хотя имеется /1.1/, но вообще х и у 
взаимовлияют между собой. Это взаимовлияние определяется семан­
тикой данных и оно не позволяет работать с одним, забывая дру­
гое. В некотором редком случае это допускается, интуитивно вид­
но, что это и есть случай, когда х и у совсем не повлияют друг 
на друга.
1 4 7  -
§2. НУЛЕВЫЕ МАТРИЦЫ И ЛОГИЧЕСКИЕ СВЯЗИ ДАННЫХ
Придерживая обозначения в /2/, мы обозначим:
в случае В функционально зависмо от Д
в случае В многозначно зависимо от А
/вместо А ■ > *- В, как обозначено в /3//
в случае В сильно зависимо от А
в случае В слабо зависимо от А
в случае В дуально зависимо от А
Для каждой из этих зависимостей мы составляем соответственную 
булевую матрицу. Опуская общее описание, мы рассмотрим все это 
на некоторых примерах.
Пусть А , В С  Q .
ПРИМЕР 1. Случай А — В /2.1/
Допустим А = {х} , В = {у}
Конечно практически никогда и нигде семантически не допускает­
ся, чтобы имело место /2.1/. Но все-же пусть имеем /2.1/1 Это 
соотношение соответствует семейству булевых матриц, каждая из 
них дает конкретный вид /или облик/ функциональной зависимости












Обозначим соответственно матрицы/2.2/, /2.3/ через Р (у/х) и 
Р (.з/у) . Известно, что:
Соответственно:
Р(з/х) = Р(у/х) • РСз/у) /2.4/
Где в /2.4/ м ы  понимаем, что правая часть есть обычное умноже­
ние матриц с заменением алгебраических сложения и умножения на 
логические.
ПРИМЕР 2. Случай А В
Сначало приведем пример булевой матрицы, которая отражает зави­
симость слегка отличающейся от многозначной зависимости в знако­
мом смысле. Лучше назвал бы такую матрицу матрицей для "потен­
циально" многозначной зависимости.
/2.5/
В этом случае для соответствия зависимости А -— *- В должно было 
бы рассмотреть какую-то последовательность булевых матриц вмес­
те как одной целой. Например:
/ 2 . 6/
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ПРИМЕР 3. Случай А —+  В
Как высшее, мы тоже приведем только пример для s, w, d случаи, 
но остановимся чуть на d-зависимостях с целью еще раз иллюстри­
ровать логичность этих зависимостей.
Допустим А = {х, т} и В = {у, з}





2 1 X т
2 2 X т




1 1 X т
1 2 X т
2 1 
X  т


















1 2 У з 1 3 У з 2 1 У з 2 2 У з 2 3 У з
1 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 1 0 0 0
0 0 0 0 0
0 0 0. 0 0
w _— В
1 2 У з 1 3 у з 2 1 У з 2 2 У з 2 3 у 3
0 0 1 0 0
1 0 0 1 0
1 0 0 1 * 0
0 1 0 0 1
0 1 0 0 1
0 1 0 0 1О
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ПРИМЕР 5. Случай А Л .
1У з1 1 2  У з 1У з3 2 1 У з 2 2У з 2 : У з
1 1 X т 1 1 1 0 0 0
1 2 X т 0 0 0 1 1 1
2 1 
X  т 1 1 1 0 0 0
2 2 
X  т 0 0 0 1 1 1
3 1 X т 1 1 1 0 0 0
3 2 X т 0 0 0 1 1 1
Допустим, что еще имеем В - где С = Í 3 ,  р } <= Q J  2.
Как в случае функциональных зависимостей было замечено, что
/2.8/ соответствует множеству булевых матриц вида J 2 . 1 J . Рас­
смотрим, например, две из них:
1 1 1 2 2 1 2 2 3 1 3 2з р з р з Р з Р з Р з Р
1 1У 3 " 1 0 1 0 1 0 '1 2У з 1 0 1 0 1 0
1 3 У з 1 0 1 0 1 0
2 1 У з 0 1 0 1 0 12 2 У з 0 1 0 1 0 1
2 3 У з 0 1 0 1 0 1
1 1 1 2 2 1 2 2 3 1 3 2з р з Р з Р з р з Р з Р
1 1 У з 1 0 1 0. 1 Q
1 2 У з 1 Q 1 0 1 0
1 3 У з 0 1 0 1 0 12 1 У з 1 0 1 0 1 0
2 2 У з 1 0 1 0 1 Q
2 3 У з 0 1 Q 1 0 1
Л • N \Я
Как известно, что А — •- В к В — •- С ==*■ А — •- С.
/ 2 . 9 У
/ 2 . 1 0 /
Тонкость в определении дуальных зависимостей показывает, что 
нужно понимать закон транзитивности в этом1 случае именно при
151
умножении матриц /логические сложение и умножение вместо алгеб­
раических/ /2.7/ с /2.9/, а не с /2.10/.
На этом мы заканчиваем беглую иллюстрацию логичности некоторых 
рассматриваемых зависимостей данных в базах данных и переходим 
к нашей основной цели.
§3. МАТРИЦА ВЛИЯНИЙ /МВ/ АТРИБУТОВ ДАННОГО МНОЖЕСТВА НА АТРИБУ­
ТЫ ДРУГОГО МНОЖЕСТВА
Пусть А, В какие то множества атрибутов базы данных в ,  т.е.
А, В С- £2 .
Из данных в R мы можем составить разные таблицы.
Например: в В сохраняются данные 100 человек и таблица "брако­
сочетание по возрасту" такова:
1 2 У У
не был в браке хоть раз был
молодой Сх ) 15 25
2средний (х \  10 20
старый (х^ 3 ) 5 25
Видно, что мы можем говорить о таких вероятностях, например, 
вероятность того, что человек не был ни разу в браке при усло­
вии, что он молодой. Обозначим эту вероятность как обычно через
1 1  1 1 3р(у / х  ). В нашем примере примерно р(у /х } = -g .
Обозначим матрицу этих вероятностей /условно/ через Р(у/х). Эта 
матрица называется МВ атрибута х на атрибут у. Легко обобщить 
на общий случай и мы получаем МВ атрибутов в А на атрибуты в В 
обозначаемую через
Р ( В/А1,
Пример: А={х, т } ^  В = {у, з}
1 5 2
, 1 3 ,  2 1 ,  р(у з Ух т )
Стохастическая матрица Р (В/А) изображает полную картину влияний 
А на В. Важность изучения этих влияний Ут.е. этих матриц/ несом 
йена. Под случайную зависимоть множества атрибутов В от мно-^ 
жества А мы понимаем именно МВ Р(В/А),
Общая задача изучения связей данных в базах данных будет 
такой:
Пусть дано семейство МВ
/или известны какие-то характеристики этих матриц/.
И пусть X, У какие-то множества атрибутов базы данных, т.е,
X, у с  fi.
Судя по структурам X, У, А^, В^ (i = 1, к)
ЧТО МОЖНО СКАЗАТЬ О МАТРИЦЕ Р(У/Х}2 
/Понимается, например, в таких смыслах!
- Вычисляется ли Р(У/Х) по Р(В^/А^) i = 1, к ?
Вычисляется ли или оценивается ли какие то характеристики мат 
рицы Р(!У/Х ) по характеристикам РСВ^А^Л?
- Да, еще непротиворечива ли сама система Р 2  
и т.д.
Рассмотрим простой пример! Пусть дана система P i
F  = {P (Bj/Aj. ) I A i , B1 0  fi } i = 1, k}
p  = { p Cb/ a I, p Cc/b  1}
/т.е. даны МВ А на В и В на СУ , Пусть X = А и У = С
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Что можно сказать о матрице Р(У/Х) , т.е. о матрице Р(С/А)?
В этом случае Р(С/А) "достаточно определена" по матрицам
Р (В/А ) и Р(С/В )
/в смысле показанном ниже/.
Но врядли что-нибудь ст0ящее можно сказать о МВ Р(А/С ).
Конечно изучение зависимости /f, m, s, w, d/ дают нам не 
мало для изучения случайных зависимостей. Об этом здесь мы не 
будем говорить, а будем рассматривать задачу в целом с точки 
зрения теории информации, что на наш взгляд имеет глубокое зна­
чение в семантической целостности данных в базах данных.
ЧАСТЬ II
Нумерация этой части продолжает нумерацию первой части.
§4. МЕРА СЛУЧАЙНЫХ ЗАВИСИМОСТЕЙ ИЛИ ОТНОСИТЕЛЬНАЯ СВОБОДНОСТЬ 
/ОС/ НЕКОТОРОГО МНОЖЕСТВА АТРИБУТОВ ОТ ЗАДАННОГО МНОЖЕСТВА 
АТРИБУТОВ
Пусть А, В некоторые множества атрибутов, т.е. А, В с: п . 
Вместо Р (В/А ) мы рассмотрим некоторую характеристику этой мат­
рицы, а именно условную энтропию В при условии А. Обозначим эту 
величину через [а , в] /обычно в теории информации эту величину 
обозначают так Н(В/А)/. Явная формула вычисления [а , в ] п о  
Р (В/А) написана в любых учебниках по теории информации.
Мы назовем величину [а , в] мерой случайной зависимости В 
от А или Относительной Свободностью /ОС/ В относительно А. В 
дальнейшем предпочтем названию ОС, так как, с одной стороны, 
оно отражает семантику введенного понятия, с другой стороны, 
видно, что полезно посмотреть и другие меры случайной зависимое 
ти.
Мы чувствуем, что "свободность" В от А уменьшается по ме­
ре уменьшения ОС [а , в ] , и ожидаем, что В становится "полностью 
зависимым" от А при минимальном значении [а , в] и В будет "пол­
ностью свободным" от А при максимальном значении [А, в ] . Как из
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вестно из теории информации:
Min [А, В] = 0  
Мах [А, В] = [Л, В]
/4.1/
/4.2/
где обозначение [ л ,  в] выражает безусловную энтропию В,  или 
можно считать это есть условная энтропия В при условии досто­
верного события Л /событие с одним исходом/. Соотношение /4.1/
Доказательство этой теоремы имеется в литературах по теории ин­
формации с учетом того, что МВ Р(В/А) в этом случае является бу­
левой матрицей для функциональных зависимостей.
Соотношение /4.2/ говорит о том, что:
при обработке данных, несмотря на то, что имеется А /'»■В и 
В -У'-*' А /напомним здесь соотношение /1.1/ и, что было сказано 
про него/ все-таки не допускается относиться к А и В как к не­
зависимым существам, при этом не ожидая грубых ошибок! Мы можем 
"работать" с А без всяких забот о В /и наоборот/, если имеет 
место по крайней мере одно из двух /выводимых друг из друга/ 
соотношений :
Теорема 1 показывает, что изучение функциональных зависимостей 
является изучением случайных зависимостей с нулевой мерой, или 
мы еще говорим, что функциональная зависимость является вырож­
денным случаем случайной зависимости,
§5. ОСНОВНЫЕ ЗАДАЧИ ДЛЯ ОТНОСИТЕЛЬНЫХ СВОБОДНОСТЕЙ
5.1. ОС вычисляемая и ОС оцениваемая по заданной системе ОС
Для ясного представления всего сказанного здесь мы немного
есть реализация следующей простой, но важной теоремы:
ТЕОРЕМА 1.
/4.3/
[A, Bj = £а , В] и л и
[В, А] = [А, А] /4.4/
вспомним об аналогичной ситуации в теории функциональных зави­
симостей.
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Пусть дана система F функциональных зависимостей /вместо 
А — В мы пишем [A, BQ , временно забывая об истинном значе­
нии величины [А, В]/
F = {[А., В.] 1 А±, В± е  П; i = Т Л й  /5.1/
Функциональная зависимость [х, У] /т.е. X У / называется вы­
текающей из F , если:
- /По методу выражения в теории функциональных зависимостей/ лю­
бая реализация схемы удовлетворяющая F должна удовлетворять и
[х, у].
- /На языке случайных зависимостей/ для любой реализации схемы, 
если [а а, В ] = 0 ;  i = 1, к , то и [х, У] =0.
Рассмотрим некоторую систему ОС:
Е = {[А±, В.] I А±, В± с: fl; i = I7"k} /5.2/
ОПРЕДЕЛЕНИЕ 1.
ОС "[х, У ] называется вычислимой по Е если существует функ­
ция f от переменных [А.., В^] такая, что любая реализация удов­
летворяющая Е должна удовлетворить и [х, у], где
[X, У] = f([A±, В±] i = Г Г к )  /5.3/
Обозначим множество всех вычислимых ОС по заданной системе Е 
через Са1(Е).
Рассмотрим пример:
Допуская некоторую вольность, вместо А = {х, у} мы будем 
писать здесь А = ху. Это обозначение уже знакомо при изучении 
других зависимостей. Здесь оно еще имеет значение умножения слу­
чайных переменных, что будет видно ниже.
И так, пусть П = (х^, х2,..., xR } и пусть
Е = {[х1х2 , х3] , [х1х2х3 , х4х5] }
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Тогда можно доказать, что: [х^х2 , х^х^х^б Са1(Е) , а именно:
[ х а х 2 , х 3 х 4х 5]  = Zx i x 2 ' Х31 + ^Х1 Х2Х3 ' Х4Х5  ^ , Ъ Л /  
в то время [х^ , х2х3] 0Са1(Е).
ВАЖНОЕ ЗАМЕЧАНИЕ:
Перед тем как проводить дальнейшее рассуждение, мы сдела­
ем важное замечание о равенствах и неравенствах написанных из 
этого параграфа этой статьи. Для тех, кто понимает глубоко 
смысл группы слов "свойства справедливы на степени реляционной 
схемы ..." это замечание не нужно. Все-таки мы сделаем раз на 
всю статью замечание. Изучая случайные зависимости данных в ба­
зах данных мы считаем реляционную схему с множеством атрубутов 
Q как схему, где элементы Œ являются случайными переменными. 
Реализация схемы получается при назначении случайным переменным 
конкретными случайными величинами. Вычислимость £х, yj по Е 
есть свойство, которое сраведливо на степени схемы. Это означа­
ет, что равенства вида /5.3/, /5.4/ /и ниже встречающиеся не­
равенства/ есть тождественные равенства при любых назначениях 
случайным переменным присутствующих в этих соотношениях любыми 
конкретными случайными величинами, иначе они справедливы при 
любых реализациях схемы. Например, при одной реализации схемы 
мы имеем: £х^х2 , х^] = 2
Ех 1х 2Х3 ' х4х5-1 ^ 3
то для этой реализации Ex i x 2 ' хЗх4х5-1 не может равняться 5, но 
если в другой реализации £х^х2х3 , х^ х,/] = 3, то теперь обяза­
тельно [х^х2 , х^х^х,.] = 5!
ОПРЕДЕЛЕНИЕ 2.
ОС [х, оценимой по Е, если существует функция ^  от пе­
ременных £а  ^, В /] такая, что любая реализация удовлетворяющая 
Е должна и удовлетворять £ х, у] , где
[х, у] <Т(£а±, в±] i 1 , k) /5.5/
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Обозначим множество оценимых ОС по заданной системе Е через 
EstСЕ).
Пример: пусть Е = {[х1, х 2] , [х^х^ * 3] * > тогда [х^,х3]б EstCE),
а именно:
[ха , х3] < [ х ± , х2] J- [хЛ  , х 3] /5.6/
в то время Гх 2 ' Хз1 $ E st СЮ.
5.2. Основные задачи:
В этой статье мы рассмотрим только две основных задач из 
множества проблем, связанных с рассмотрением любого вида зави­
симости данных в базах данных.
ЗАДАЧА 1.
Для любой Е, найти множество Cal CED. Вместе с этим для лю­
бых X, У с  û определить [х, у ]  6 CalCE) или нет? В случае "ДА" 
найти функцию f , чтобы имелось /5.3/.
ЗАДАЧА 2.
Для любой системы Е, найти множество EstCE). Вместе с этим 
для X, У с: й определить '[х, у] G EstCED или нет? В случае "ДА" 
найти функцию , чтобы имелось /5.5/.
Из сделанного выше замечание, мы сформулируем два следую­
щих преложения:
ПРЕДЛОЖЕНИЕ 1.
Если [х, у] G CalCE), то при любых двух назначениях слу­
чайным переменным конкретными случайными величинами, если 
£а  ^, В±] неменяются, то [х, у] тоже неизменится. А если 
[х, У] # CalCE), то существуют по крайней мере два разных наз­
начения, при которых [А±, в /] не меняются, а [х, У] изменится.
ПРЕДЛОЖЕНИЕ 2.
Если [х, У] G EstCE), то при всех назначениях случайным 
переменным конкретными случайными величинами так чтобы:
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[a ± , e j  < C± ± = 1 ,  к / 5 . 7 /
г д е  за д а н н ы е  к о н с т а н т ы ,  с у щ е с т в у е т  к о н с т а н т а  С т а к а я ,  ч т о
[ X ,  У] < С / 5 . 8 /
А е с л и  [х, у] $ E s t С Е ) , с у щ е с т в у е т  п о  к р а й н е й  м е р е  т а к о е  н а з н а  
ч е н и е ,  при к о т о р о м  / 5 . 7 /  у д о в л е т в о р е н о ,  в то  в р е м я  [х, У] > С,  
г д е  С любая з а д а н н а я  к о н с т а н т а .
§ 6 .  СИСТЕМА НЕВЫРОЖДЕННЫХ ДРАВИД ВЫВОДОВ АРМСТРОНГ И ЗАДАЧА 
НАХОЖДЕНИЯ E s t ( Е )
Термин "невы р ож денное"  о б ъ я с н я е т с я  т е м ,  ч т о  зн ак ом ая  с и с т е  
ма аксиом А р м с т р о н г  в т е о р и и  функциональных з а в и с и м о с т е й  реши­
л а  п о с т а в л е н н ы е  з д е с ь  з а д а ч и  1 и 2 ,  к о г д а  в с е  ОС в с и с т е м е  Е 
равны нулю. Мы и с с л е д у е м  общий с л у ч а й  допускающий [ А ^  В . ]  6 Е  
принимать любые з н а ч е н и я .
З д е с ь  п р и в е д е м  п р а в и л а ,  в следующих п у н к т а х  докажем п о л н о  
т у  э т о й  с и с т е м ы  п р а в и л ,
6 . 1 .  С истема невырожденных пр ав и л  вы водов  А р м с т р о н г :
В с и с т е м е  включаются три гр уппы  п р а в и л :
Группа 2 основ ны х п р а в и л :  ¥  А, В,  С с:  Í2
1 .  [А, С] < [ А ,  В] + [AB, С] / 6 . 1 /
2 .  [А,  ВС] > [А, В] + [AB,  ВС] / 6 . 2 /
Группа 3 е с т е с т в е н н ы х  пр авил:  ¥  А, В,  С,  D
3 .  [AB, CD] = [ВА, CD] = [AB, DC] = [BA, DC] / 6 . 3 /
4 .  [АЛ, ВЛ] = [А, В] / 6 . 4 /
5 .  [АА, ВВ] = [А, В] / 6 . 5 /
Группа а л г е б р а и ч е с к и х  о п е р а ц и й ,  нап р и м ер ,  д л я  ч и с е л  А, В,
С:
6 .  А < В 8* В < А А В
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7. A < В & В < С = >  Л < С
Вообще допускается пользоваться всеми алгебраическими операция­
ми по мере нужности.
6.2. Некоторые производные правила:
Нетрудно доказать многие полезные производные правила вы­
водов, мы перечислим некоторые самые важные из них с продолжаю­
щейся нумерацией.
8 . [А, ВС] = [А, В] + [AB, ВС]
9. [А, А] = О
10. [А, В] > 0
1 1 . [а в , в] = о
12. [АС, В] < [ А ,  В]
13. [а с , вс] - [а с , в]
14. [А, ВС] >[А, В]
15. [А, ВС] = [А, В] + [АВ, С]
16. [А, АВ] = [А, А] + [А, В]
17. [А, С] < [А, В] + [В, С]
18. [А, ВС] < [А, В] + [А, С]
19. [А, АВ] < [А, А] + [А, В]
20. I [A, А]-[A, В] I < max { [А, в] , [в, д] }
• • •
Все выписанные основные и производные правила выводов в сущнос­
ти есть не что иное, как более или менее знаковые свойства 
энтропий. Они являются тождественными соотношениями между эн­
тропиями .
6.3. ОС выводимая с системы Е по Армстронг:
Пусть дана система Е /5.2/.
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ОПРЕДЕЛЕНИЕ 3.
ОС [X, у ]  н а з ы в а е т с я  выводимой с Е по Армстронг /кратко 
назовем выводимой/, если после конечных шагов применений невы­
рожденных правил выводов Армстронг /конечно возможно и произ­
водных правил/ получается функция Ф от переменных [а .^, в /] та­
кая, что
[X, У] <’Ф í[At , В±] 1 = Î7 к} /6 .6 /
Множество всех выводимых ОС с Е обозначим через DedCED.
ТЕОРЕМА 2.
Если £х, У] 6 DedCED, то существуют числа а1 ;а2,.. . ,а^ 
такие, что
к
Ф = Г а.. [А В ]  /6.7/
1=1 1 1 1
Доказательство :
Просто, что все правила выводов имеют линейный вид.
Если вместо / 6 .6/ получается равенство, т.е.
[X, У] = Ф С[а ± , В±] 1 = 1 7 Ю  /6 .8 /
то [ х ,  у] называется точно выводимой. Множество всех точно вы­
водимых ОС с Е обозначим через DedexCED.
6.4. Структура множества DedCED;
Полученные результаты в этом пункте совпадают с результа­
тами в теории Армстронг для функциональных зависимостей.
Пусть X с  п . Назовем замкнутым замыканием X относительно
Е множество X определяемое следующим образом:Е
X* = (х.ея ; [X, х Л  6  DedCED } /6.9/Ji» X X
ТЕОРЕМА 3.
[х, У] е Ded С Ю  « = *  У с: х* /6 . 1 0  /
Доказательство;
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Докажем [х, у] 6 DedCED = *  Ус /6.11/
Пусть У =  X .  X  . . .  X .  ,  где X . .  , х. х. элементы п .
1 2 t 1 1 2 1t
Так как [х, у] G DedCED, следовательно существует процедура ко­
нечных шагов применений правил выводов чтобы
[х, у] < ф c C v  в /j i = Г / T d /6.12/
Применим производный закон 14, получаем
[ X ,  х ±  ]  <  [ X ,  У] <  ФС[А± , в ±] í = I 7 T ö  / 6 . 1 3 /
Значит [х, X., ]  G DedCED j = 1, t , следовательно x K G x t , иi  • i . t
3 Jполучаем / 6 .1 1 /.
Обратно покажем У с ~ > £х, yj G DedCED /6.14/
-f- -, — - —■ ■У С  Х „ следовательно х.. G Х_ j  = 1, t .
Ili 1 « ill
3
Это означает, что после конечных шагов /вообще число шагов раз­
ное для каждого j/ применений правил выводов иолучется функ­
ция Фj , такая, что
[X, х ± ] < ®jC[Ai, В±] i = Г П 0  j = T ~ t  /6.15/
Применяя правило 15 несколько раз, получим
t t
[х, у] £ z [х, X ]  <  Z Ф . С[а . , В ] i = 1 , Ю  
1 = !  3 = 1  3 1 1
Так что [х, У] G Ded CED.
ТЕОРЕМА 4. /алгоритм определения Х^/
Определим последовательность Х^^, Х^^ ,  Х^2^ , 
образом ХС°> = X. Если Х*'*^  определено, то
XCl+i:> = хСО (J С ÍJ В. )
j  îA.C X(i)
Мы имеем: Х^°^ С  Х ^ ^ с . . .
следующим
СП, Существует самое малое 1 такое,
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v (i) v (i+l) что X = X Это X^ 'i  ^и есть X* .Е
Алгоритм доказывается совершенно аналогично, как в теории 
функциональных зависимостей.
ТЕОРЕМА 5. /полнота системы невырожденных правил выводов Арм­
стронга для задачи нахождения Est (Ж)/
DedСЕ) = d s tC E )
Доказательство :
Одно включение очевидно, докажем включение
E s t СЕ) С D ed СЕ) / 6 . 1 6 /
Пусть [х, у] 0  Ded(E) /6.17/
т о г д а  У ф- Х^ / 6 , 1 8 /
1 2  1 2  Разделим Е на две части Е и Е , Для различения ОС в Е и Е
мы припишем соответственно индексы! или 2, Например,
1 1 ' 1  [а 2, В2] 6 Е , будем писать так [а 2' В 2^  *
1 +Отнесем к Е все ОС с левой частью входящейся в ХЕ , т.е.
Е1 = { [ä J, В*] ¥1 : А± С  ХЕ } / 6 . 1 9 /
тогда и все в! О  X* •
1 Е
2В Е входят все остальные ОС в системе Е, Это значит, что
2 2 2 -fесли существует какая-то ОС [а ^, B^J , т о  а ^ ф  Х £ .
Заметим, что из правила 13 всегда можем считать, что для 
любой ОС нет общих переменных в правой и в левой части. Из 
/6.18/ имеем такую структуру У; У = У 'g , где g 0  Х^ /6,20/.
2 2Рассмотрим два случая: Е пустое и Е не пустое. 2
2Первый случай: Е пустое. Это означает, что все переменные при» 
сутствующне в Е принадлежат ХЕ , В этом случае можно поставить 
значение Л всем этим случайным переменным и получается, что
1 6 3
[Ai '  BJ  = 0 i  = I f  к . В т о  время: из-^за / 6 . 2 0 /  л е г к о  д о б и т ь ­
ся  т о г о ,  ч т о  [х, у] п р е в о с х о д и т  лю бой за д а н н о й  к о н с т а н т е ,  
ч т о  п о к а зы в а ет  [х, у] $ E s t  СЕ) /п р е д л о ж е н и е  2 / .
2В торой  с л у ч а й :  Е не п у с т о е .
Для в с е х  п ер ем ен н ы х в Е п о с т у п а е м  как  в п ер вом  с л у ч а е ,  В к а ж -
2 2 дом  А^ /з н а ч и т  возм ож н о и в н ек отор ы х В ^ / с о д е р ж а т с я  п е р е м е н ­
ные не входящ ие в X* . О бозначим  м н о ж е ст в о  т а к и х  п ер ем ен н ы х  
ч е р е з  М.
П усть М = {ш ^, 




/к о н е ч н о  М с  í2 / ,  Е с о д е р ж и т  ОС в и -
м' , м' с  м и м' П ja = 0 .
/ х .. а  ш. а  £>1 1  1 i
 ^ о  ^ о
и [А . М , В . 3 . Напомним, ч т о  X П М = 0.
3 3 3
Если £  0М  , т о  п о ч т и  в о з в р а щ а е т с я  к п ер в о м у  с л у ч а ю , т , е .  н а з ­
начить в с е м  перем енны м  к р о м е з н а ч е н и е  Л , и в с е  п о л у ч а е т с я  
как в п ер в о м  с л у ч а е .
П усть £ GM . В сем  перем енны м  к р о м е т е х  в ход я щ и х  в М н а з ­
начим Л . Для лю бой за д а н н о й  к о н ста н т ы  С можно в ы бр ать  сл уч ай н ы е  
величины  с ^ , с 2 , . . . ,  с^  т а к и е , ч т о [ Л,  c i c 2* • ‘ CÇ  > с *
Н азначим в сем  пь j = 1 ,  ^ в ел и ч и н у  c i c 2 * * ’ с  J' . Т огд а  в с е  
ОС в Е2 такж е р ав н я ю тся  нулю , в т о  в р ем я  X, У
[х, у] = [л, CjC . . . с  у'] > С.
Т еорем а д о к а з а н а .
Мы решили з а д а ч у  2 ,  т . е .  з а д а ч а  с  м нож еством  E s t ( E ) .  П о п у т ­
но за м е т и л и , ч т о  р е з у л ь т а т  д ед у к ц и и  и н о г д а  д а е т  р а в е н с т в о  в и д а  
/ 6 . 8 / .  К со ж ал ен и ю , ч т о  м ет о д о м  А р м стр он г не д а е т  нам в ы я сн е­
ния стр ук тур ы  м н о ж ест в а  D e d e x ( E ) ,  с  которы м мы н а д е е м с я  п о л у ­
ч и ть  о т в е т  дл я  за д а ч и  н ахож ден и я  С а 1 ( Е ) .  Другим п у т е м  мы п о к а ­
ж ем , ч т о  C a l ( E )  = D e d e x (E )  и получим  а л го р и т м  п о с т р о е н и я  э т и х
м н о ж е с т в .
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§ 7 .  ЛИНЕЙНЫЕ КОМБИНАЦИИ ОС И ЗАДАЧА НАХОЖДЕНИЯ C a l ( E j
7 . 1 .  Линейные ком бинации ОС:
Пусть д а н а  с и с т е м а  Е / 5 . 2 / .  С остав и м  линейную  комбинацию
вида:
к ____
Е а. Га ., В..], где а. 1 = 1,к вещественные числа /7.1/ 
1=1 1 "1 1 1
Напомним, ч т о  £а ^ ,  В J  е с т ь  н е к о т о р а я  в ели ч и н а /в о о б щ е  р а з н а я  
д л я  разны х р е а л и з а ц и й / вы ч исляем ая  п о  явной  ф орм уле о т  МВ 
Р ( В ^ А ^ ) Г Это  зн а ч и т  ум н ож ен и е a ^ fA ^ , B j  п р о с т о  ум нож ение р е ­
альных ч и с е л .
С о ст а в и т ь  ком бинации в и д а  / 7 . 1 /  можно как у г о д н о !  Но в и д ­
н о , ч т о  не в с я к а я  ком бинация д а е т  к а к у ю -т о  ОС /п р и  о д н о й  и той  
же р е а л и з а ц и и / ,  т . к .  ч и с л о  ОС в д а н н о й  р еа л и за ц и и  к о н е ч н о .
7 . 2 .  Л инейная за в и с и м о с т ь  и  н е з а в и с и м о с т ь  си стем ы  ОС: 
ОПРЕДЕЛЕНИЕ 4 .
С истем а Е ОС н а зы в а е т с я  л и н е й н о -н е з а в и с и м о й , е с л и  и з р а ­
в е н с т в а  /н а п о м н и м , ч т о  в см ы сле т о ж д е с т в е н н о г о  р а в е н с т в а  о т н о ­
си т ел ь н о  в с е х  р е а л и з а ц и й /
к
Е а ± [А , В.] = 0  / 7 . 2 /
i = l
в ы т ек а ет , ч т о  a i  = 0 1 = 1 ,  к .  В п р оти в н ом  с л у ч а е  Е н а зы в а е т с я
л и н е й н о -з а в и с и м о й .
О бозн ачи м  Е^ = { [л , X] , X f  , X О  Я } / 7 . 3 /
Например: fi = { х ^ , х 2 } ,  т о г д а
= f [ л ,  x j  ; £ л , х 2]  ; [ л ,  x ^ x j }
ЛЕММА.




1 . X1 X2 c :  n = * »  [ Л,  X1]  < [ Л,  X2]
X = X1 и  X2 и X1 О X2 = 0
[ л ,  х ]  < [ л ,  X1]  + [ л ,  X2]
Лемма е с т ь  с л е д с т в и е  теорем ы  5 .
Р ассм отр и м  с и с т е м у  н ео т р и ц а т ел ь н ы х  ч и с е л  и н д ек си р у ем ы х  п о д м н о ­
ж еств ам и  м н о ж ест в а  К =  { 1 , 2 , . . . ,  п }  в и да
а 1 ' а 1 2 '  а 1 3 4 '  * * *'  а 1 2 3 .  . . п
О бозначим  м н о ж ест в а  и н д е к с о в  / т . е .  п о д м н о ж ест в а  м н о ж ест в а  К / 
ч е р е з  . П усть  эти  ч и с л а  у д о в л е т в о р я ю т  у сл о в и я м :
1. к1 с к2 К —=* a  < a  
К1
/7 .4/
2. к3 = к1 а к2, К1 П К2 -  0 -= >  a  о < a  . + a  „ 
KJ  Kl  к 2
Лемма д а е т ,  ч т о  с у щ е с т в у е т  р е а л и за ц и я  р ел я ц и о н н о й  схем ы  т а к а я ,  
ч т о
/ 7 . 5 /
ТЕОРЕМА 6 .
Е^ е с т ь  л и н е й н о -н е з а в и с и м а я  с и с т е м а  ОС.
Д о к а з а т е л ь с т в о  :
Д оп усти м  п р оти в н о  и не п о т е р я я  общ ности  п у с т ь
Е а [A , X] = О ( Х ^ 0 ,  XCSî )  / 7 . 6 /
V X C í ]
с  к оэф ф и ц и ен том  при X = {х ^ }  отличны м от  н у л я . Т о г д а  перепиш ем
[А , х Л =  Е а [ л ,  Х] / 7 . 7 /
¥ Х ^ { х х } А
Не т р у д н о  вы брать с и с т е м у  ч и с е л  удовлетворяю щ ую  у сл о в и я м  / 7 . 4 / ,  
/ 7 . 5 / ,  но н е удовлетворяю щ ую  / 7 . 7 / .
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На минутку в е р н е м с я  к э н т р о п и и , с д е л а е м , н ап р и м ер , т а к о е  с л е д ­
с т в и е  :
СЛЕДСТВИЕ.
П р ед ста в л ен и е  у с л о в н о й  эн тр о п и и  ч е р е з  б у зе с л о в н ы е  п о  формуле
Н( В / А ) = Н( АВ)  -  Н( А ) / 7 . 8 /
е с т ь  е д и н с т в е н н о е  л и н ей н о е  вы ражение связы ваю щ ее и х .
Ниже мы у в и д и м , ч т о  н е т  и в с я к и х  д р у г и х  / н е  л и н ей н ы х/ с в я ­
з е й  между ним и.
Задач а р а с п о зн а в а н и я  за в и си м о ст и  или н е за в и с и м о с т и  дан н ой  
си стем ы  ОС р е ш а е т с я  как в ли н ей н ой  а л г е б р е  для  си стем ы  в е к т о р о в .  
Мы сф орм улируем  од н у  и з возможны х т е о р е м .
Р ассм отри м  линейную  комбинацию
к
Ï а ± [А ± , В .]  / 7 . 9 /
Перепишем / 7 . 9 /  на о с н о в е  п р ави ла 16  и сгр у п п и р у ем  с л а г а е м ы е , 
п ол уч аем
к ш .
I а ± ( [Л ,А ±В±] -  [Л ,А ±] )  = Z 31 [Л ,Х :1] , г д е  X] C í í  / 7 . 1 0 /  
i = l  j = l
и
6 1 ■ х 1 1 а 1 + Al 2 a 2 + • • . + Al k a k
в2 = X2 l “ l + Х2 2 а 2 + • • • + A2 k “ k
• • •
3 = X . а . m ml 1 + X ~а m2 2 + • • • + X ! а.  mk k
/ 7 . 1 1 /
У словие л и н е й н о -за в и с и м о с т и  систем ы  Е п р и в оди т  к т о м у , ч т о  с и с ­
тем а  / 7 . 1 1 /  с т а н о в и с т я  о д н о р о д н о й  с и с т е м о й  а л г е б р а и ч е с к и х  у р а в ­
н е н и й  с н е и з в е с т н ы м и i  = 1 , k ,  и т а к
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ТЕОРЕМА 7 .
Для т о г о ,  чтобы  с и с т е м а  Е была л и н е й н о -н е за в и с и м о й  н е о б х о ­
димо и д о с т а т о ч н о ,ч т о б ы  ранг матрицы А р ав н я л ся  к .
В / 5 /  была д о к а з а н а  т е о р е м а :
к
а /  [ х .  У] = Z о .  [ А . ,  В . ]  / 7 . 1 2 /
1=1 1 1 1
т о г д а  и то л ь к о  т о г д а ,  к о г д а  с и с т е м а  Е U | х ,  У| л и н е й н о -з а в и с и ­
м а .
б /  Е сл и  им еет м е с т о  / 7 . 1 2 / ,  т о  можно д о б и т ь с я  т о г о ,  
чтобы  в с е  си ц ел ы е.
в /  Е сли  Е н еза в и си м а я  с и с т е м а , то  ou п р и н и м ает т о л ь к о  
зн а ч ен и я  - 1 , 0 или 1 .
В / 5 /  был п о с т р о е н  граф  соотв етств ую щ и й  д а н н ой  с и с т е м е  Е 
/о б о з н а ч е н  ч е р е з  G _ / . О пуская общ ее о п и с а н и е , р а ссм о т р и м  один  
п р и м ер •
П усть Е = { [ х 1 х 2 , Х3]  , [ х 1 х 2х 3 , х  х &]  } . Граф GE б у д е т  так ой
Х1 Х2Х3
Х1 Х2Х3Х4Х5
В /5/ же д о к а з ы в а е т с я  т а к а я  т е о р е м а : Для т о г о ,  чтобы  [х, у] 
п р ед ст а в и м а  л и н ей н ой  ком бинацией  ОС в Е / т . е .  и м еет  м е с т о  
/ 7 . 1 2 / /  н ео б х о д и м о  и д о с т а т о ч н о , ч т о  X и ХУ являю тся связными  
вершинами гр аф а  G„ .Г|
Выше было н ап и сан о  соотн ош ен и е / 5 . 4 / ,  ч т о  в и д н о  на нари­
сов ан н ом  г р а ф е .
ТЕОРЕМА 9 .
/П о л н о т а  линейны х ком бинаций для  за д а ч и  нахож дения  м н ож еств а  
C a l ( Е ) . /
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[xf У] e Cal(E) «—* [Х, У] = £ a .[A. ,B .]  /7.13/
1=1 1
Д о к а з а т е л ь с т в о  :
Мы к р а т к о  и ллю стрируем  д о к а з а т е л ь с т в о  эт о й  теорем ы  на язы  
к е  граф а. Нужно д о к а з а т ь  т о л ь к о
к
[Х, У] 6 Cal (Е ) = »  [х, У] = £ а . ]а  . , В.] /7.14/
1=1  1 1 1
Д оп усти м , ч т о  [х, у]U Е е с т ь  л и н е й н о -н е за в и с и м а я  с и с т е м а . По­
стр ои м  граф G* т ак ой : GÍ е с т ь  G„ с  д о б а в л е н и ем  д у г и  со ед и н я ю -iii h. b
щей вершины X и ХУ. С лучаю тся д в а  с л у ч а я :
Первый с л у ч а й :  по к р ай н ей  м ер е о д н а  из д в у х  вершин X , ХУ
н е принадлеж ит G _. В этом  с л у ч а е  гр аф  G* и м еет  оди н  и з т р е хв  ь
следующих в и д о в  :
X ХУ
с л у ч а е  д у г а  соединяю щ ая X и ХУ долж на н е п ри н адлеж ать  G„. Это
Ili
зн ач и т  она с о е д и н я е т  д в е  н е  св я зан н ы е ч а с т и  гр аф а G „. Граф GÍ;
Во в с е х  э т и х  си т у а ц и я х  н е т р у д н о  п о д б и р а т ь  д в е  си стем ы  ч и с ел  
удовлетворяю щ их / 7 . 4 / ,  / 7 . 5 / ,  для  к отор ы х длины д у г  в G„ не ме
Ili
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н я ю тся , а [ х ,  У] = [ л ,  ХУ] -  J^ A, х ]  / т . е .  длина д у г и  X, ХУ/ м е ­
н я е т с я . Это о т р и ц а е т  су щ ест в о в а н и е  к а к о й -л и б о  функции f  , чтобы
[X , у ] = f ( j A ± , BJ  i  = Ï T k )
Что п о к азы в ает  £ х , у ] 6 с а 1 ( Е ) .
ТЕОРЕМА 1 0 .
C a l ( E  ) = D e d e x ( E )  / 7 . 1 5 /
Д о к а з а т е л ь с т в о  :
D e d e x ( E )  С. С а 1 ( Е )  о ч е в и д н о . П усть [ х ,  у ] G C a l ( E ) .  
Т о г д а  £ х ,  у ] G E s t  ( Е ) ; = *  [Х , y ] G D e d ( E ) .
Можем д о п у с т и т ь , ч т о  Е н е з а в и с и м а , п р е д с т а в л е н и е  [ х ,  у]  в в и д е  
линейной  ком бинации ОС в Е е д и н с т в е н н о . С л е д о в а т е л ь н о
[Х , У] G D e d e x ( E )  .
Мы выяснили с т р у к т у р у  м нож еств C a l ( E ) ,  E s t ( Е ) ,  De d( E>  и 
D e d e x ( E ) .  В се  с к а з а н н о е  д а е т  нам ф орм улу:
C a l ( Е ) = D e d e x ( E )  < ^ D e d ( E )  = E s t ( Е ) / 7 . 1 6 /
П олученны е р е зу л ь т а т ы  решили и з а д а ч у  н е п р о т и в о р е ч и в о с т и  
в сам ой  за д а н н о й  с и с т е м е  Е , ч е г о  вообщ е н ет  в л о г и ч е с к и х  в и д а х  
за в и с и м о с т е й  данны х в б а з а х  дан н ы х.
ЗАКЛЮЧЕНИЕ
В это й  с т а т ь е  мы н ап и сал и  о б  осн ов н ы х р е з у л ь т а т а х  н а ч а л ь ­
ных и зуч ен и й  случайны х за в и с и м о с т е й  данны х в б а з а х  дан н ы х. В и д­
н о ,  ч т о  даж е с  м ерой  и сходя щ ей  и з МВ еще м н ого  нужно д е л а т ь .  
И н тер есн о  п о д х о д и т ь  к э т о й  п р о б л ем е с  экспертны м и мерами в з а и м о ­
влияний дан н ы х. В се  э т о  п о з в о л я е т  нам п р он и к н уть  в сем а н т и к у  
дан н ы х.
170
Л И Т Е Р А Т У Р А
/ 1 /  A rm str o n g  W. W. : D e p e n d e n c y  s t r u c t u r e s  o f  d a t e  b a s e
r e l a t i o n s h i p s .  I n f o r m a t io n  P r o c e s s i n g ,  N o r th  H o l la n d  P u b l . 
С о. 1 9 7 4 .
/ 2 /  J .  D e m e t r o v ic s  and G y. G y e p e s i :  Some g e n e r a l i z e d  ty p e  
f u n c t i o n a l  d e p e n d e n c ie s  f o r m a l i z e d  a s  e q u a l i t y  s e t  on  
m a t r i c e s .  D i s c r e t e  A p p l ie d  M a th e m a t ic s  6 / 1 9 8 3 / ,  N o r th  
H o lla n d  P u b l .  C o.
/ 3 /  U llm a n  D . :  P r i n c i p l e s  o f  D a ta b a s e  S y stem s,C om p u ter  S c i e n c e  
P r e s s  -  1 9 8 0 .
/ 4 /  Shannon  C . A . :  M a th e m a t ic a l  T h e o r y  o f  C o m m u n ic a tio n  
/п е р е в о д  на р у сск о м  я з ы к е / .
/ 5 /  T rong N . and Chau H . M . : О линейном  п р е д с т а в л е н и и  эн тр оп и и  
по з а д а н н о й  с и с т е м е  эн тр оп и й  /с т а т ь я  п р и сл а н а  в журнал  
В ы числительная т ех н и к и  и к и б ер н ет и к а  на в ь етн ам ск ом  язы ­
ке -  1 9 8 6 / .
171
ON RANDOM DEPENDENCIES OF DATA IN RELATIONAL DATA BASES
Trong N.
Summary
Given a relational data base R and two sets of attributes 
A,Bcll of R, a "probability" matrix P(B/A) is defined using 
some "statistics" among data. This matrix is called the matrix 
of "influence" of A upon B. Using P(B/A) the entropy [A,B] 
of В relative to A is defined and [A,B] is called the 
"freedom" of В relative to A. The number [A,B] can be used 
to describe the "influence" of A to В (say, В functionally 
depends on A iff [A,B] = 0). In the paper the following 
problems are studied: Given a system
E = {[A^B^llA^B C Q , i = 1,...,k} what can be said
about the pairs [X,Y] which can be calculated, estimated, 
derived and exactly derived, respectively, from E. 
("Calculated", "estimated", e.t.c. are precisely defined 
in the paper.)
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A RELÁCIÓS ADATBÁZIS ADATAINAK VÉLETLEN FÜGGŐSÉGEIRŐL
Trong N.
Összefoglaló
Ha adva van egy relációs adatbázis^R)és R-nek két attribútum 
halmaza, А,В c fi, akkor az adatok bizonyos "statisztikája" 
alapján egy P (В/A) "valószinüségi" mátrixot lehet definiálni. 
Ezt a mátrixot a szerző az A-nak a В-re történő "hatás-mát­
rixának" ("matrix of influence") nevezi. A P (В/A) felhaszná­
lásával ki lehet számítani a B-nek az A-ra vonatkoztatott 
[A ,В ] entrópiáját, amit a szerző a B-nek az A-tól való 
"szabadsága" mértékének nevez. (pl. В —* A <=> [A,B] -0).
A cikkben a szerző a következő négy problémát
tárgyalj a :
Ha adott egy E = { [ A^ , B^ ] | A^, B^ , C $7, i = 1 , . . . ,k} rendszer,
mit lehet mondani azokról az [X,Y] párokról, amelyeket ki 
lehet számítani, meg lehet becsülni, le lehet vezetni ill. 
pontosan le lehet vezetni az E alapján ( ezeket a fogal­
makat a szerző pontosan definiálja).
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A REDUCTION THEOREM FOR THE MEASURES OF SUM-SETS IN R
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1. INTRODUCTION
1If we have two compact sets A,B c  R 
А Г|В = {o} (the zero) and A is to the 
is to the right of O, then the algebraic 
A+B contains A u  B, hence
(1.1) f^c1#.(A+B) ^ ^  (A)+^ (B) ,
where ^  and are Lebesque-measure and inner L-measure
in R1, respectively (A+B is in general not L-measureable).
This implies that (1.1) holds for any L-measureable sets
ЛA,B c . R , because the measures are translation invariant 
and A,В can be approximated from inside by compact sets.
The inequality (1.1) is the 1-dimensional Brunn-Minkowski 
-Lusternik (B-M-L)-inequality. We see that the proof of
(1.1) is quite simple. We know also that equality occurs in
(1.1) if and only if A and В are homothetic intervals.
While the "if" part of this statement is trivial, the "only
if" part has been rigorously proved first in early fifties
by Henstock and Macbeath С13. They solved the problem via
the following integral inequality: Given « >0 and L-integ-
1 1rab le functions f,g: R ' F+ such that 0<^t = sup f (x) < +*», 
. x
0  < о := sup g(x) < + o o , we have 
x
such that 




Í*  c i г ®* —o( Г oí г-e í Гh (t) dt ^  i f + & ) ] f (x) dx + à j
1 1  1R 1 R R
g°^ (x) dx) ,
where is the inner L-integral, h(t) := sup£h(x,y):x+y=t},t6 R1,
and h (x,y) equals to f(x)+g(y) when f(x)g(y) ?» 0  and 
zero otherwise CID.
Henstock and Macbeath used for the proof of (1.2) the 
following nice idea which goes back to the Bonnesenb proof 
of (1 .1 ), C2 j (see also C3 U).
D e n o te
(1.3) A(|) := {x€R1 :f “(x) » / j  }, B(J) : = { x6R1 : g*(x) £ cTJ } ,
0  ^  J  $  1,
(1.4) C(J) : = (t 6 R1 sh*(t) »(f+J)°j}, 0 Í  f S  1.
Then
(1.5) C(J) э A( J) + B(J) , 0 £ f  £  1,
hence, using (1 .1 ) we get
(1.6) ^JC(J) ) £ ^  (A(J) ) +^(B(J-)),  0$ J 4 1
and integrating (1 .6 ) over 0  $ ^ í 1 , we get (1 .2 ).
In  th e  l a s t  s t e p  we u s e d  t h e  o b v io u s  i d e n t i t y
too
^ ^>(x)dx = J  ^({x: ^ (x) >  J  1  ) d J*(1.7)
175
It can be seen easily that the inequality (1.2) holds for 
any -<x?£or£+c?o, o< J- 0 , as well as (1 .2 ) can be given a 
more "integral-theoretic" form taking "ess-sup" instead of 
"sup" in the definitions of h(t), y - and cT . Namely, using 
the steps (1.3) (1.7) we can easily prove
( 1 . 8 ) 1
R
к (t)dt £ J  il f{x)dx + il




О < f : =  ess-supf(x) < +*>,  0  < S :x ess-sup g(x) < +«?, x
( 1 . 9 )  к (t) := ess-sup min • f  ( x / A )  f & "*• g ( (t-x) / ( 1 ~ A ) ) } ,
x
teR1.
Define for a,b 2 - 0 ,  . О $ A 1 and - o o  < ( \ <_ л-оо, (X^O  
the "extended" means as follows
( 1 . 1 0 ) M(A)CK. !a,b) := Il
0
( A a +(1-A)b 1 / X
if a b  = О
if a- b ;> 0 ,
( 1 . 1 1 ) M (A)(a,b) о lim M ?  ^(a,b !v.4.•x ->o
= a* b (1’A
(A) ( A )(1.12) M __ (a,b) : = lim M ^ ( a , b ) - min { a, b},-oo 14 —> -»о
(1.13) M ( a , b )  :=  MU )  ( a , b )  :=  lim м(с<)(а'Ь)_/
+ 0O c* * +oO
О if
maxla,b} if
a b = 0  
a -b у  0 .
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It is clear that for any a,b,c,d ^  О and - 00 $. or < + 00
we have
(1.14) (c,d) ^  min{ac,bd}.




(A) ( t) dt M (A)
■ # X





(1.16) (t) ess-sup M^(f(x/A), g(yrf))/ t€R1 . 
xGR1
( A)(The function h (t) is already measurable CU 3, while 
h(t) is in general not.)
( A )The "ess-sup" definition of h ^ (t) has an interesting
auxiliary effect: taking characteristic functions of
(A)two sets )Сд and instead of f and g, the function h ^  (t)
does not depend on and it is the characteristic function 
of the set
(1.17) A Aæ (.1-/0 В := {  x6 R 1 : ^ ( A A Í ) (x- ( 1 -À ) В) ) > о}.
The set (1.17) is empty if one of the sets has the measure 
zero. This set has been later called in C5D the "essential 
sum" of the sets AA and (1-A)B. This sum is already measure- 
able (Cl]) and
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(1.18) Л Ав ( 1 - А ) В  £  АА+(1-Л)В : =  [  xGR1 гЛ А Л (х- ( 1-Л ) В) ф 0} . 
One can see easily that for compact sets A,В
(1.19) А Ав(1-й)В 2 Н*+(1-Л)В*,
-X- -X-where A , В are the sets of density points of the sets A,B. 
We recall that xGA iff (see, e.g. ClI)
lim
<5 -*0+
^  (A 0 Cx-cT, x + < Î j  )
cf
2 .
After that using the inequality (1.1) and the facts 
Aj(A) = ^ (А*), ^(B) = ^ (B*) , we see that
(1.20) (AA eb ( 1 -2 ) В) ^  Я (A) +  (1-4)^ (B)
1holds for any measureable A ,B  c  R .
The later inequality is a slight sharpening of the B-M-L 
inequality (1 .1 ) (see СбИ for details).
The first multidimensional extension of (1.2) is due 
to Danes and Uhrin С T□ (see the case к = n-1 of Theorem 
3.1 below and remarks in Section 4). The main problem in 
extending (1.2) (or (1.15)) to many dimensions is the 
presence of f f  and S  . Applying to the right hand side of
(1.2) the Hôlder inequality, we get a weakening of (1.2) 
where f f  exià. are already not involved. After that taking
an induction on dimension, one can easily prove:
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осIf <Х > О then, denoting С 0 : = -jyy—  we have
( 1 . 21) f  * Л ОС (О  Г Of 1 / о\ h (t)dt ? (( \ f(x)dx) + (J g(x)dx) )
Rn Rn Rn
This inequality is due to Dinghas С 8 II.
As to a weakening of (1.15), one first prove that for 
a,b,c,d ^  0 and e< + ^ ^ 0  (see, 193,11103 for details):
( 1 . 2 2 ) (a,b)*M^ (c,d) ^ (ac,bd) .
P <xß
Now applying this inequality (with °C&-1 , 1 ) to the
right hand side of (1.15) and performing an induction on 
the dimension n, we get for <x ^  -  1/n the inequality
(1.23) i h (^ ) (t)dt M
(A)
1+ntx
J f(x)dx, Г g(x)dx)
Rn Rn
(1.23) or a weaker form of it (when "sup" is used instead
(A)of "ess-sup" in the definition of h ^  (t)) has been proved
and studied by many authors ( C 5 3 , £ 73 , С И З  , C12 3 ) . Taking in
(1.23) o i = + o o  and f:= X 9  := we <?et a following
strengthened form of B-M-L inequality (CSjJ
(1.24) jun ( 4 Ab ( 1-A)B) £  ( A ^ n ( A) 1 / n + (1-Л)^п (В) 1 / n ) ,
where is the L-measure in Rn and the essential sum is
defined analogously to (1.17). in what follows we shall refer 
to the weaker form of (1.23) ( "sup " instead of "ess-sup" and
5Rn instead of R^n ) as (1.231).
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In this paper we prove some multidimensional extensions 
of (1.15) that sharpen and extend the result in C7H. Similar 
but weaker . results have been proved also in СЮН. However, 
our main aim is to prove an extension of the reduction 
theorem in СбЗ proved for the Lebesque measure 
The measures involved will be generated by so called essen­
tially ot-concave functions. We note that many density 
functions of mathematical statistics belong to this class 
(see Section 4 for details).
2, PRELIMINARY REMARKS
Before turning to multidimensional extensions of (1.15) 
we shall write an elementary lower estimation for 
V (АА» (1 -A ) В) , where )f is a measure defined on L-measuresble 
sets c Rn . in general, one can expect only that
(2.1) ^WA»t1-^)B) * v»(AA) + Y((1-A)B) .
(The inequalities of type m(A+B) ^  m(A)+m(B) in the more 
general setting in locally compact Abelian groups are 
studied in m'31) .
We shall see that for well defined classes of measures 
estimations much better than (2 .1 ) can be proved.
In what follows, we shall frequently use the following 
identity (an extension of (1.7) to higher dimensions):
+oO
( 2 . 2 )  V y?  (x) dx =  J  A ({xeRn :y>(x) }  )df,
Rn О C }  >
where у is any non-negative L-integrable function (here and 
everywhere below £ • dx means L-integral).
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n 1If f:Rn ->R_^ is an L-integrable function, then it generates 
a measure
(2.3) v4A) - J f (t)dt, A6 £ n
The function f=1 is thè generator of the L-measure 
(the integrable here means that £ f(x)dx is also meaningful
Rn
but it can have the value +oo). Let A6 be an essentially
bounded set (i.e. ess^sup^fx) < ) such that
(2.4) О < mf (A) := ess-sup ^A (x)f(x) < + o O . 
x6 Rn
Then denoting
(2.5) V f {x 6 A:f (x) £ mf (A) £ } f
we have
( 2 . 6 ) VHA) = m, (A) J («n (Af (j))dJ.
Now, assume that for some О í í 1 and - oo $ <x ^ + *> the 
function f is su c h  that
(2.7) f(t) ^ ess - sup (f (x/A) ,f((t-x) / (1-A))
x6 Rn
for a.e. t6 Rn .
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Denote the function on the right side of (2.7) by 
p ^  (t), t6 Rn (this is defined for all teRn).
Let A,B6  be two essentially bounded sets and let
t€Rn be such that
(2 .8 ) ^ (  AAf (y) Л (t-(1-A)Bf (J) ) ) ^ 0.
For any x€Rn belonging to the intersection in (2.8) we
have
(2.9) mini f(x^ >, tUt-KVn-A)) r , ;  
1 m f (A) mf (B)
i.e. (2.9) holds for all x from a subset of positive 
-measure.
This implies, denoting
(2 .1 0 ) pet) ess-sup min {  1 ( х / Л > ,Í Ht-x) / (1-Л) ) J 
xeRn m f (A) mf (B)
that
(2 .1 1 ) (AA® ( 1 - A )  B) (J ) 2  ÄAf (|)н(1-Д)В£ (J) ,
hence using the trivial inequality (1.14) we see that
(2 .1 2 ) (ДАя( 1 - Л  ) В) ^ М {<^ ) (mf (A) ,mf (В) ) .
. ^ ^ ( Я А £ ф в ( 1-4 )В£ (J) )dj .
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If (2.7) is satisfied for all 0 $ A $  1 ; then we call the 
function f essentially ot-concave.
Using (1.24) and the inequality
0i+/i 0M-/3
(2.13) (а,Ь)-М^А) (c,d) ^ min{ A*'*" ac, ( 1-A) "“^ b d  },
which holds for a,b,c,d ^ Ö and < \ + / S  g  О, «<уЗ < О 
(see CIO]), we get immediately from (2.12)
(2.14) í?(Aa b (1-A)B) * min { an^ 1/<xW )  r (1-A)n^ 1/0<W ) } ,
where - o o Í °< 1 .
This inequality has been proved for -oö^ 0(^ ;-1/n in C73 
(see Section 4 for details). We see that already the trivial 
reduction inequality (2 .1 2 ) is sharper than a known result.
3. AN INTEGRAL INEQUALITY AND REDUCTION THEOREM
Here we use the definitions and notations of the previous 
sections. First, some new notations.
Let S c Rn be a k-dimensional linear subspace, О .$ к $ n,
and T c Rn be an (n-k)-dimensional linear subspace such 
that S © T = Rn (the direct sum). The L-measures in S and 
T will be denoted by and ^ n_k , respectively.
We shall denote the L-integrals both in S and T by  ^. dx 
(the meaning will be clear from the context). By definition
< V e )  "  1 - A ( 0 )  =  ° -
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п 1Given an L-integrable non-negative function f:Rn—> R^, 
we shall denote
(3.1) i(f,u) :=^ f(x+u)dx, u6 T,
(3. 2 ) mk (f) := ess-sup i ( f , u) ,u6 T
in particular
(3. 3) mo (f) := ess-sup f (x) / mn (f) = = | f(x)dx,x6 R Rn
and
(3. 4) Hf<5 ) :=i[ x6 Rn :f(x) , 0 4  f  4  1 •
Given two L-integrable functions f,g:Rn r], denote for
- o o é  C K ^ + c O and 0  ^ A < 1
(3.5) h'»OC (t) := ess-sup M U)<* (f(x/A) /g( (b-x)/ (1 -Л)) ,
x€Rn
(3. 6 ) k (A) K « (Г) :- ess-sup M«>,
iCg
t Г 6 Т,u6T mk(f) mk (g)
(in particular if к = n then k (^  (0 ) = 1 ) •
Now, we have
Theorem 3.1. The following two inequalities hold
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(3.8) J k ^ >  w a r ,
where c«?: = < 0 * 0 + (1//d+k)~1 . □
Proof. The proof of (3.7) is quite simple.
Denoting by c^ (t) the integrand in the left hand side of 
(3.7), we can easily see (analogously to (2.11)) that
which gives (3.7).
The case к = n = 1 of the inequality (3.8) is a simple 
consequence of (3.7): apply first (1.20) to the integrand 
in the right hand side of (3.7), integrate over 0 <   ^$ 1 , 
take into account (1.7) and finally use (1.14) to get (1.15) 
(in fact, we have proved (1.15) along these lines also in 
Section 1). Now, applying (1.22), ( $ = 1, we get
from (1.15) the case k = n =  1 of (3.8).
(3.9)
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Assume for the moment that (3.8) is already proved for 
к = n-1 (n > 1). Then the case к = n can be derived in 
the following way.
Let <X and ß  be such that
(3.10) <^+/2>0, */$/(«+£)»
Then, we know that
(3.11) I h l<A) (t)dt > М (Я) (mn _ 1 (f) ,mn _ 1 (g) )-J* к ^  ) (r)dГ ' ,  
Rn T
where c j  = ( 1 /o( + 1 / ß +n- 1 )-1
T is now 1-dimensional, hence applying (3.7) for n = 1 
and after that using (1.20) and (1.7) we get
(3.12) ( Д ) fft) mn (f) m (g)(t)dt £ m ' (m . (f) ,m 1 (g) )-Й---т^у+П-Л)— — т~г )
n _ 1 n “ 1 п^_1 (f ) n^_i (Ф
The conditions (3.10) are equivalent to the conditions
(3.13) * ? - 1/( n-1 ), ß ? ~ o(
1+(n- 1  )<*
<|Let o<, ß  be such that ° ( + ß  55-О and ° ф /  (<*4yS) ^  or
equivalently
(3.14) <K2>" n' /J^ 1+n<*
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It is clear that for such and ß  the conditions (3.13) 
are also fulfilled, and we can write (3.12) for
- ß  = 1+ (n-Y)o< * For this ß  we have -/3^-1 (because ^) ,




(mn (f ) 'm n (g) ^  ? M(^ } ( n ^ i f )  ^ ( g ) )
for any o( and ß  fulfilling (3.14). This proves (3.8) for 
the pair (n,k = n) (assuming that it holds for (n, к = n-1 ). 
Now, take the pairs (n,k), 1 ^ к ^ n, into lexicographic
order, i.e. (n^ ,k1 )-< (n2 ,k2) iff either n^ < n2 or
{ n^ = n 2 and k^ < k2 }  .
We get a sequence
(3.16) (1,1) < (2,1) -< (2,2) < (3,1) 4 (3,2) ^ (3,3) ...
We proceed with the proof of (3.8) by induction on this 
sequence. For n = k = 1  (3.8) is true. Assume we have
proved (3.8) for all first N-1 members of (3.16).
Let (n,k) be the N-th member of the sequence. If к = n 
we are ready by the above reasoning because the case 
(n,k = n-1) is assumed to be proved by the induction. So 
assume 1 $ к n-1 , n >  1 and
( 3 . 1 7 )  ï -  k '  Z3 ?  1 +k<*
(these conditions are equivalent to /s+o< ^ О, с ф /  («+£) ^  - ^) .
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We can write using (1.22)
(3.18) M л* (1 /mk (f) ' 1 /mk (g ) ) - 1  h(<í) (t)dt
' i n
P J ess-sup-(\ ess-sup M (A) (- - -Lf (f + ,-4-T g£-£ + ) dz)drT er Js xes \ (f) A V g) 1~л 1_л
o<+(i
Applying (3.8) case (k,k) to the inner integral £g ...dz,
where now <*(!>/ (o<+/S) plays the role of <X , we get that the 
right hand side of (3.18) is not less then
(3.19) J ess-sup u6 T w
• ! c  
1
mk ( f )
• / ' t -и«
i ( g
i \  (g)
) dr.
By this (3.8) and the whole theorem is proved. ■
Let f:R —*■ R+ be L-integrable function and А,В c Rn be
two essentially bounded L-measurable sets.
Denote
(3,20) mk (A)
and for 0 ^ P $ 1
mk ( ' mk (B) := mk ^ ^ B f)
A (^ ) := { u6 T :
В ( e ) := { u6 T :
i (^f ,u) ^ mk (A) J > 




Theorem 3.2. If - ^ $ o< i + 00 , 0  5  A $ 1 , Ó i k é n
and A,В and f are such that
(В) < +00
M (j^ (f ( x / A )  ,f ( j ^ )  ) for a.e. t6 Rn , 
then for the measure V generated by the f we have
(3.24) V (AAB(1-A)B) £ (mk (A) ,mk (B) ) ,
^ n_k (AA(^)ffl(1-r;B(f))d f  ,
where
/s- т а й -  °
Proof. After some technical observations/ (3.24) will follow 
from the previous theorem.
Denote the right hand side of (3.23) by r ^  (t) and
(3.22) 0 < mk (A),
and
(3.23) f(t) ^  ess-sup
x6 Rn
(3.25) ess sup M (£> < А £ Ж т > . Л ( ^ М < т Е з  »• 
x6 Rn
First we prove that
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( 3 . 2 6 )  [  r (* } (t)<i*=j s ^ í t í d t .
A A S ( 1 - Л ) В Rn
It is clear that
(3.27) У  (t) = ess-sup M( Д. (j) , Д Л ^ г )  )
X ЙАш(1-А)В x6Rn ^  1
where M is defined by (1.13).
Now, using the trivial inequalities
(3.28) ess-sup kJ  ( x ) - ess-sup гИх) ^  ess-sup(^(x) •Ji'(x)) ,
X  7  X  x
(3.29) M(a,b)^(c,d)^ M^(ac,bd) ,
we see that the left hand side of (3.26) is not less than 
the right hand side.
On the other hand, if for given t and x
( 3 . 3 0 )  m * ( Xh ( f ) ' f  ( =f ) ,  ^ ß ( f z f )  ( f z f ) )  >  o ,
then clearly Д(|р = ^  (yf^) = 1 ( M ^  is t i^e "extended"
mean), i.e.
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(3.31) x6AA a  (t— (1-Д)В).
(д )The definition of ess-sup shows that if 5 ^  (t) > О then 
there is a set E such that <4<n (E) > О and for all x6E
(3.30) holds, i.e. t€AA®(1-А)В . This shows that the right 
hand side of (3.26) is not less than the left hand side. 
Apply now Theorem 3.1 to functions and / C g f  •
Similarly to (2.11), we can easily check that
(3.32) C(^) 2 AA(pas(1-A)B(j) , 0 $  j  $  1,
where
(3.33) C ( J) := { Г 6 Т  : kJ** (r) ? J >.
Hence
(3.34)
'j[ k (^ ( r ) d r ? J  Д . к ( A ( J ) . ( 1-;»B(j))dy.
By this (3.24) is proved (we apply (3.8) in the sharpest
o a s e  Í1“  TTK< > • ■
4 . CONCLUDING REMARKS
1. The case к = n-1 of (3.8) has been principally proved 
in C73 (more exactly, the "sup" was used instead of "ess-sup"). 
The "ess-sup"-case of these inequalities needs some additional 
care.
For any О ^ к $ n, a weaker form of (3.8) has been first 
formulated and proved in ClOH.
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For the domain - 0 0 < of — a following inequality has 
been also proved in C7 3:
(4.1) j sup (f (x) ,q (y) ) dt ^
Rn Л x t (1-A)y=t
> m:
(under the assumption the f and g are such that the func-
Using the inequality (2.13), we can see easily that in each
1of the domains - 1 /к ^  Of ^ , к = 0,1,2 , . . ., n-1 ,
the inequality (3.8) gives results that are "from both sides" 
sharper than (4.1).
The inequality (1.23*) has been successfully applied in 
many branches of mathematics: stochastic programming
(the case e* = 0 , ClU1 ,1 1 5 1 ); mathematical statistics
( ll63); theory of probability ( c x —, C121);
theory of diffusion equations ( of = О; 153).
Some principally new results concerning the convolution of 
unimodal functions has been proved using both . (1.234) and
(4.1) ( [9] ) .
The conditions of equality in (1.23') has been investigated 
in Cll] ( ÿ  and in C153 (e<= 0).
In fact, using another method of the paper Cll, one can 
prove sufficient and necessary conditions of equality in 
(1.23‘) for n = 1, <*£.-1 (see C171, p. 131). The proof of 
such conditions for the sharper inequality (1.15) seems to 
be a more difficult problem and this has been done only 
for upper semi-continuous functions f and q (see C173).
( A)tion sup M ^ is integrable).
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2. As to lower estimations for y> (Д A® (1 - A ) B)
(or for У* ( Л A+ ( 1 -Д) B) , where is the inner
У -measure) only the case к = n of (3.24) has been 
< X < -  1 the in-studied ([5 3 ,1 7 3 ,m u , [123,C1 5 3 ). For
equality (4.1) was used in [73 to prove a lower 
estimation for У* (ЛА+ ( 1 - A  ) B) . Using (2.13), our inequal­
ity (3.24) can be used to write im each of the domainsr
1 1  •'- г-Цг, к = 0 , 1 ,. . . ,n-1 , inequalities which are
"from both sides" sharper than those in C7□. The case 
f ~ 1 (L-measure) and к = n-1 df (3.24) (more exactly
taking (ЛА+ ( 1 -Я ) B) instead of { ААш ( 1 -Я) В) is
essentially due to Bonnesen (this is the classical sharp­
ening of the B-M-L inequality, see [63 for details).
The proper geometric content of inequalities is not quite 
clear yet, it is so even in the case f = 1 (L-measure).
For L-measure <*n the quantities m ^  (A) are called in 
the geometry "inner transversal measures" ("innere 
Quermass", see e.g. Cl8 l). An interesting theme of study 
would be to compare (3.24) (at least the case f н 1) 
with some other results in geometry that use transversal 
measures (see L6 □ for more details) .
The study of more general measures seems to be interesting 
as well. Let us recall that the function f satisfying 
(3.23) for all 0 ^ A é 1 we called essentially c(-concave, 
If in (3.23) we take "sup" instead of "ess-sup" and t«Rn 
instead of a.e. teRn (let us call these functions o(-concave) , 
we get a more restricted class of functions.
(Many important density functions in statistics 
are known to be oi-concave. For example, the density 
functions of normal distribution, Wishart distribution, 
multidimensional ^-distribution, Dirichlet-distribution 
are known to be 0-concave (log-concave, see [1^3,[153), 
while those of the Pareto-distribution, Student-t-distribu- 
tion, F-distribution are known to be o(-concave for some
* < 0  (C113) .
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3. The inequalities (3.7),(3.8) and (3.24) are 
to be considered as tools for getting new lower
Say, we can apply them successively for a series of 
"nested" subspaces S. One can imagine, that we would 
get a plenty of inequalities of a pretty complicated 
from (a simple example of this procedure can be found 
in C6 □). Further research will show, whether these 
complicated (but very sharp) inequalities can be used 
in solving some interesting problems.
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Одна редукционная теорема для мер суммы двух множеств в Rn
Б . Ухрин 
Резюме
Пусть / х , есть Лебеговая мера в R , 0 < к < п ,  и определим * кдля двух измеримых множеств A, B ^ r Их естественную выпуклую 
комбинацию как ( ХА ( 1 — X > В): = { zGR : AAf| ( z-( 1-Л )В ) )>0},
0 < А < 1 .  Пусть S C R n и Т с . Rn такие линейные подпространства раз­
мерности k u(n-k), что S t y  T = R n . Автор в предыдущей статье 
/Coll. Math. Soc. J. Bolyai, Vol 48, North-Holland, 1987, 551- 
571/ дал нужную оценку для ^ (AA S (1-Л)В) используя естествен­
ные супремумы функций </(и):= Д ( А П  (Stu)), ‘>(u ) : = (ВП ( S+u ) ), 
u6 T, и ^ п_^-мер естественных выпуклых комбинаций верных мно­
жеств уровня этих функций. Статья распространяет этот результат 
на более общие меры v , которые индуцированы неотрицательными 
функциями /определенными на Rn/ из хорошо определенных субклас­
сов одновершинных /унимодальных/ функций /субклассц т.н. а-вог- 
нутых функций/. Для доказательства результата автор сперва до­
казывает n-мерное расширение классического 1 -мерного интеграль­
ного неравенства Хенстока и Мацбита /Henstock, Macbeat, Proc. 
London Math. Soc., Ser III., 3^ '1953) ; 182-194/. Результат для 
V , а также доказанное интегральное неравенство уточняют и обоб­
щают все предыдущие результаты похожего типа.
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EGY REDUKCIÓS TÉTEL ÖSSZEG-HALMAZOK MÉRTÉKEIRE AZ Rn -BEN
Uhrin B.
Összefoglaló
к ^Legyen az R -ban levő Lebesgue-mertek, О £ к '<_ n.
кKét A,B c R L-mérhető halmazra definiáljuk 
AAffl(1-A)B := { zGRk : yR (Aa D (z - ( 1 - A ) В) ) > О}, О < A £ 1
(a halmazok "lényeges konvex kombinációja"). Legyenek
S  R n  és T c. R n  k- ill. (n-k)-dimenziós alterek, 
amelyek direkt összegben kifeszitik a teret. A szerző egy 
előbbi cikkében /Coll. Math. Soc. J. Bolyai, Vol 48, 
North-Holland, 1987, 551-571/ a yn (AAffl1-А)В) mértékre
egy alsó becslést adott, amelyben a cp (u) := y^(Afl(S+u)),
ф(и) := yk (B Л (S+u)), uGT, függvények lényeges supremumai
ill. ezen függvények alsó szinthalmazaira vonatkozó lényeges 
konvex kombinációinak у k mértékei szerepelnek. Jelen
cikkben a szerző ezt az eredményt olyan vn mértékre terjeszti
ki, amelyeket az Rn-en definiált unimodális függvényosztály 
bizonyos jól definiálható alosztályaiban levő függvények 
generálnak (az u.n. a-konkáv függvények).
Az eredmény bizonyításához a szerző először egy klasszikus 
1-dimenziós integrál-egyenlőtlenség (Henstock, Macbeath,
Proc. London Math. Soc., Ser III. _3 (1 953), 182-1 94)
n-dimenziós kiterjesztését bizonyltja be. Mind a bizonyított 
n-dimenziós integrál-egyenlőtlenség, mind a vn~re vonatkozó 
eredmény az eddigi hasonló eredményeket élesiti és általá­
nosítja.
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1. INTRODUCTION
The relational database have been studied since Codd Eli.
Such database can only deal with well-defined and unambiguous
data. But in the real world there exist data which can not be 
defined in certain and well-defined form by any means. The 
databases for above mentioned data have been investigated by 
different authors. C8 ,1 5 H have developed the models for data 
with incomplete information and null-values. In [10,13,1^3 
the authors have used the concept of linguistic variables to 
design intelligent database systems. The use of linguistic 
variable for a database is complicated but it is every important 
for describing objects that we do not have enough information 
such as "he is young", "A is far from B" ... These objects may
be presented in a table as below:
STUDENT NAME AGE HEIGHT
A 2 0 about 1,70 m
В young 1,80
C about 25 high
The terms "young" , "height", "about 25",. .. are called
terms. The fuzzy terms are a great class of data. To extened 
a database with fuzzy terms, the authors use in this paper 
the possibility distribution function C l 6 ]  and multivalued
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logic.
In section 2, the basic definitions of fuzzy set theory 
and linguistic variables are briefly mentioned. In section 3, 
we introduce the conceptual framework for a fuzzy database. The 
evaluation of a fuzzy query in a fuzzy database by relational 
algebra is presented in section 4. The section 5 extends the 
concept of data dependencies in relational database. In this
section a concept of ternary degenerate decomposition of an 
extended relation is also introduced.
2. THE BASIC DEFINITION OF FUZZY SETS
In this section we shall briefly present the fuzzy notations 
and concepts which are minimally required for this paper.
More details of discussions may be seen in C9,l63.
Definition 2.1.
Let U = {u} be a universe of discourse. A fuzzy set u 
of U is a set of ordered pairs { (u,^ (u)) } , u6U t where ^ ( u )  
is the grade of membership of u in u, and : U CO, 11 
is the membership function.
Definition 2.2.
Let u and v be two fuzzy sets of U. 
a. Equality:
u and v are equal, written as u -  v, iff A (u) = A (U)'
V  ueu.
b. Containment:
u is a subset of v, written as u  | v, iff ü  ( u ) í  ( u )/■W rss *S. / U  ( V
V ueu.
c. Complementation:
complement of a fuzzy set u of U, denoted by 







fThe union of u and v, denoted bv u U v, is defined by
y (u) = y (u) V  y (u) , Vueu.
u U v — ~•V
e. Intersection:
■fThe intersection of u and v, denoted by u П v, is
defined by У ± (u) = у (u) A yv (u), uGU.
u Л v “• *■'N* »w»
The symbols V and Л  denote the maximum and the minimum, 
respectively.
Definition 2.3.
Let u be a given fuzzy set of U. A А-level fuzzy set, 
denoted by u^ , is defined by
U ,  =  { ( u , y  ( u ) ) I u G u ( A ) }
/Ч>'Л  u
where А-level set u(A) is defined by
u (A) = {u|yu (u)>A, uGU), A6C0,1].
Definition 2.4
A linguistic variable i s  c h a r a c t e r i z e d  b y  a q u i n t u p l e  
(A,T (A),U ,G ,M) in which A i s  t h e  name o f  t h e  v a r i a b l e ;  T(A)
(or simply T) denotes the t e r m  s e t  o f  A, t h a t  i s ,  t h e  s e t  o f  
names of linguistic values of A; G i s  a s y n t a c t i c  r u l e  f o r  
generating the names in T; M is a s e m a n t i c  r u l e  f o r  associating, 
with each t in T, its meaning M ( t ) , which is a f u z z y  s e t  of U. 
The meaning of a fuzzy term can b e  p r e s e n t e d  i n  the form
M(t) = { (u,yt (u)) Iueu).
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It is easy to express a Л-level meaning of a fuzzy term 
tST. Let t be a linguistic value of A of universe discourse U. 
The Л-level meaning (or simply Л-meaning) M^(t), t6T is a 
fuzzy set in the form (t) = {(u,yt (u)) ибМ^Л)}, where М^(Л) 
denoting Л-level set of fuzzy term t, is defined by
Mt U) = (u|yt (u) >_ Л, u6U}.
3. AN EXTENDED DATABASE BY APPLICATION OF FUZZY SETS AND
LINGUISTIC VARIABLES
A relation over a set of attributes W = { A^, . . .,An} is 
denoted by R(W) (or simply R). Each attribute ACW is 
associated with a basic domain U(A) which specifies all 
possible real values for A. Each basic domain can be extended 
by a corresponding set of linguistic values T(A). Then the 
domain of the attribute A can be presented in the form
Dom(A) = U (A) U  T (A) (or simply D = U I/ T).
A relation R over a set of attributes W is said to be a full
relation of it contains no linguistic values, that is, for any
A6W, Dom(A) = U (A) (i.e. T (A) = 0) . If R is not a full 
relation, that is T (А) ф 0 for some A6W, then R is called 
extended relation.
We use А,В , C , . .. (or with indexes) to denote single 
attribute and X,Y,Z,.. (or with indexes) to denote sets of 
attributes of W. For a set of attributes X £ W, a X-value is 
a mapping r that assigns to each attribute A^ of X an value 
from its domain D(A^) = U(A^)t/ T(A^) (or simply D^ = U^ t/ T^) . 
The value assigned to the attribute by such a mapping is 
denoted by rCA^U. An extended relation over X is a set of 
X-values.
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Without loss of generality it is assumes that the set of 
attributes W is finite. An extended relational database can 
be defined as follows:
Definition 3.1.
An extended relational database DB is defined as a set of 
extended relations Ft, i = 1,n, i.e.
DB = { R.j , . . . , } ,
in which every relation It is defined as a subset of the 
Cartesian product of a collection of domains, i.e.
R ■ Ç {U ( A . )UT(A. )}x...x{u(A. ) U  T(A. )},
11 1k 1k
where U(A. ), j = 1,к are basic domains and T(A. ), j = 1 ,k
are the set of fuzzy terms (linguistic values) of linguistic 
variables A. .l .
3
To evaluate the meaning of any fuzzy term, tGT(A^), A^€X, 
in this paper can be used the techniques developed by l l 6 l .
The meaning of all values u6U(Ai), A^X ,  is denoted by M(u) 
and presented in the special form M(u) = {(u,1)}.
We introduce some (mathematical) concepts as follows.
De finition 3.2.
Let r.j,r2 be two tuples of an extended relation R(X) 
over the set of attributes X <=. W.
a. r .j C AH ^  r^AD iff M^(r-jCAD) = M^(r2CAD) for AGX,
r 1 с аз , r2cA:eD(A), xe:o,i:.
b. r1 ,r26R(X) , r^ «  r2 iff r^  CAD r2CAD for all
A6X.
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The relation ~ is called X-level equivalence (or briefly 
X -equivalence) .
Remark.
If the relation R is full, then the concept of X-level 
equivalence is identified with the equality of two real values, 
i.e. r1[A ] = r2[A], r1[A ], r2[A]6U(A).
XIt is easy to show that the relation я*/is an equivalence 
relation. 4
In the following is written by «  for sake of simplicity. 
Let W be the set of all possible tuples which are defined 
on W, i.e. it contains all X-values for all X £  W. Every 
X-level extended (written x-relation for short) is a X-equi- 
valence class defined by W. The class of relations equivalent 
to R is denoted R and R is called a representation of R. Two 
relations R-j ,R2 over X are X-equivalent, denoted by R^  R iff
for •V'r ^ 6R-j , 3r26R2 such that r1 r2 and
for V'r26R2, 9 r 16Rl such that r1 äs» r2 .
Given a set of tuples {r.,,...,^}, one can eliminate all 
tuples that are X-equivalent to other tuples, and enlarge the 
others to their X-equivalent X-values. The x-relation represen­
ted by the set of X-values so obtained will be denoted
{r1,* - -,rn }f *
A tuple t is said to belong to or to be an element of R, written 
t 6 R when for some R' in R, t6R'
The following proposition is straightforward.
Proposition 3.1.
t is a tuple of R iff there exists a tuple r of R such 
that r îÿ t.
In other words, a tuple t belongs to an x-relation iff its 
representation contains a tuple r which is X-equivalent to t. 
An x-relation over X £ W is represented by the set of
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X-values and will be denoted by the set {r^,...,r , in which 
all X-equivalent tuples have been identified. The set opera­
tions on the set of x-relations can be defined as follows.
Let R-) , R2 be two x-relations over X. We have 
Union: R^ L/ R2 = {r|r€R.| or rCR-^l^ .
Intersection: R1 П R2 = {r^r-jCR-j, and 3 r2eR2 / r íü r2} f
Diference: R^ \ R2 = {r|r6R^ and £  r26R2 such that r « r 2}^.
Given a set of all A-meanings of a linguistic variable A 
(domain of A is D = U U T), denoted by «2Г, . Let M^ (u) and 
M^ (v) be X-meanings of u,v€D, respectively. Some operations 
in can be defined as follows:
Definition 3.3.
Union:
m ^(u ) u  (v) = { (ui ,yu (ui)Vyv (ui) ) iи±еми (X)UMv (X) } .
Intersection :
M^ (u) Л M^ (v)
Complementation:
“ 1 ^ ( u) = {(ui , 1-уи (и.))|и.еи, 1-yu (u±) _> X}.
It is assumed that there exist in á two elements MO and 
M1 of two values uQ and u-jCD, where MO and M1 are defined by:
MO = M(uq) = 0.
M1 = M(u1 ) = { (u . , y (u. ) ) I y (u. ) = 1  for u. 6U} .I U <| U <j d. i
MO is called ^-emptv meaning and M1 is called X-full meaning. 
Clearly, for all M(u)6c2^ (the set of all X-meanings of a
= ((ui ,yu (u.)Ayv (ui)) I u±€Mu (X)0Mv (X) }
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linguistic variable A)
M(u) = M0 iff « u (ui> < X for V- и±еи and
M(u) = M1 iff W  = 1 for V  u.eu. 1
The А-empty meaning and А-full meaning have following proper­
ties :
For all M (u) б
f *M(u) Л MO = MO; M(u) U  MO = M(u);
M(u) í M1 = M(u) ; M(u) 5  M1 = M1 .
Proposition 3.2.
The set of all À-meanings eZ^  of a linguistic variable A of 
an x-relation R(X) with the operations S ,  ff  is a distri­
butive lattice but not a Boolean algebra with the operations 
U , ( \  and-n.
Proof.
It is easy to show, that all laws such as idempotency,
commutativity, associativity, absorption and distributivity
f -  -ffor the operations U and П are satisfied.
In order to show that is not Boolean algebra, we con­
sider a following example.
Let us assume that there exist two elements of A-empty 
meaning MO and А-full meaning M1. We must show that the laws 
of complementarity are not satisfied, i.e. M(u) M(u) ф MO,
■f £_and M(u) 0  —n M(u) ф M1 for some M ( u ) 6 ^ .
Let A = 0.5,
M(u) = { (u1,0.3),(u2,0.6) , (u3,0.7) , (u4,0.8), (u5 ,1.), (u6,0.5) ,
(u^,0.4)}
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Mo 5 (u) = { (u2 ,0. б) , (u3,0.7) , (u4 ,0.8) , (u5,1 . ) , (u6 ,0.5) }
4  M0 ' 5(U) =  (u1 ,0.7) , (u6 ,0.5) , (u?,0.6)
Mo.5(u) ^  ^ Мо.5(и) = {(u6 '0-5)} * M0.
f r
Mo.5(u) U "llMo.5(u) = H u 1 ,0.7) , (u2 ,0.6) , (u3,0.7) , (u4,0.8) ,
(u5,1.),(u6 ,0.5),(u?,0.6)} í  M1.
4. QUERY EVALUATION
If a query Q with fuzzy terms is formulated on an extended 
database then there are three important bounds of interest:
(a) . The set of all objects which surely satisfy the
query Q, i.e. they satisfy Q with truth-value 1.
(b) . The set of all objects which very probably satisfy
the query Q, i.e. they satisfy Q with truth-value 
equal or greater than A (0 < A < 1).
(c) . The set of all objects which may possibly satisfy
the query Q, i.e. they satisfy Q with truth-value 
less than A.
In this paper we are interested only in the problems(a) 
and(b) for a language based upon the relational algebra. The 
А-value depends on database users. The problem(c) is very
complicated and its part is investigated together with null- 
-value problem in C 8,11,1511.
To evaluate a query in an extended database, the operations 
V and Д must be used here for defining the upper element and 
lower element of any two elements of lattice <2^  (o2T^ 
partially ordered set), respectively (see C7j).
is a
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Let (u) , M. (v) be two А-meanings in o0", in the form
Mx (u) = { (u± / уи (и±)) | и ± е М и ( Л ) }, u€D and
Mx(v) = { ( V . ,  yv (v ) ) |v.eMv (X)} v€D
or in other form (see definition 2.2)
•f
M,(u) = U { (u.,y (u.))} and 
ui6Mu (Ä)
M. (v) = ^  { (v . , у (v •) ) } .
A 3 V 3
The operations are defined as follows:
-f
M. (u)VM, (v) = ^  { (u. V v • , у (u ) Л  у (v .) ) I v . е м  (A) } and
A A u i 6Mu (X) 1 3 3 3
M, (и)Дм. (v) = b  ((UiAvj, pu (ui) A u v (vj))|vjeMv (X)},
A A и . е м  (X)
1 u
for all u,vGD.
The predicate calculus based on languages contains two 
simple relational expressions such as r^CA^G ^ПВ И  and 
rCAIGc, where r - | ' r 2 an<^  r are tuPle variables, A and В are 
attributes, c is a fuzzv constant from domain D(A), 0 is one of 
the comparision operations =,^, >, >, <, <. The evalua­
tion value of an expression is in the interval [0,111.
W.l.o.g. the above expressions can be presented in the form 
of a simple fuzzy predicate, denoted by p:
p =: u 0 v or p := u 0 c, where u,v,c€D.
Let f be an evaluation function with respect to p. The truth-
2 0 7
-value of function f with respect to p is a number x of the 
set {0}UCA,17. The Boolean operators AND, OR, NOT may be 
defined as x AND x ' = x A x 1 , x OR x ' = x V x ' and
NOTx
1 -x if 1 —x >_ A 
0, otherwise 
where T ,  are numbers of the set {0} UEA,1D.
4
Now we consider the comparison operations 
06{=, >, >, <, <}. These are defined as follows
Ir b if M^(u) = Мд (v) , u, v6D






u.€M (X)L/M (A)1 U  V
(y (u.)-y (u.))2 )
U 1  P V  1
Vi
f ( u > v) =- {
1, if M^(u)AM^(v) = (v) and (u) ф M^(v)
0, otherwise, 
f(u < y) is defined analogously.
f ( u  + V)
o , if M.(u) и 3 7
X ' = 1-x if 1 1 V >-»
1 , o t h e r w i s e .
The remaining operations can be defined by
f(u < v) = f(u = v) V f(u < v), 
= f (u = v) V f (u > v) .f(u > v)
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Based upon evaluation of a simple fuzzy predicate we can 
evaluate a fuzzy predicate expression as follows:
Let p and q be two simple fuzzy predicates. Then we have
f ( p  AND q)  = f ( p )  A f ( q ) • 
f  (p AND q)  = f  (p) V f  (q) .
Given two tuples of W* r^[X] and ^[X] W* with X í= W. The 
truth-value of an expression r^  CX:0r2CX: is defined by the
following equality
f(r1cx:er9cx:) = A (f(r :a .i q t 0 z a .:)).
1 г a .ex 1 1  11
where 06{ = , > ,  < ,  <_}.
From the above concepts of an expression evaluation we can 
define the following relational operations.
Definition 4.1.
Let R(Y) be an x-relation. Let X be a subset of Y c W. * 
The projection of R(Y) on X, denoted by REX:, is a set of 
tuples r for which
- there exists r' in R(Y) such that rCX: = r'CXD,
- there exists no r 1' in R(Y) such that r''CX: ф г'СХЗ,
r ' ' e x :  * r e x :
i .e.
RLX: = {r:x: = (rCA1:,...,r:Ak:) f r6R and A±6X, i=T7k}f.
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Definition 4.2.
Let R be an x-relation over X. A,В are two attributes of 
X and c is a fuzzy constant of D(A). The selection A 0 В 
and A 0 c can be defined by
RCA0BI = {r 1 f  (rtAierCBI!) > T, r€R, T > ,
RE А0С1 = {r f (r[A10c) > T , rCR, T > A}^ ,
respectively, where 0 is one of { = , ф , >, _>, <, _<}.
Definition 4.3.
Let R and S be two x-relations over XY1  ^ and YZ, 
respectively, where X,Y and Z are subsets of W. The natural 
join of x-relation R and x-relation S on the common set of 
attributes is defined by
r c x y :*s :y z : = {r | (3teR) Oses) c (V^a s y ) (г с а : = t:A: or
п а : = s c a 3) (f(tcA: = s c a :) = 1 ) : and
(fAex):rcA] = tcA:: and
(Va g z ) с ш а : = s c a::}^ .
5. THE DATA DEPENDENCIES IN AN EXTENDED RELATIONAL DATABASE
5.1. Lossless decomposition of an extended relation
The concept of loss-less decomposition of a relation is 
very important in the process for designing a database, because 
instead of storing the relation R in the database, we can store 
only its projections.
T h e  u n i o n  X U Y i s  d e n o t e d  b y  XY
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In this paper we only investigate the lossless decomposition 
of an x-relation into a family of some of its projections. Let 
an x-relation R be a representation of a A-equiyalence class 
under ~ in the universe x-relation R(W). r^EAl = r2EA: means 
that r .J CA1 = i.e. M^(r^CAl) = M^(r2EAIl) for
r_|,r2eR and A6W. When no confusion occurs, in this section
we write the symbol R instead of R, being a A-level extended 
relation.
Definit%on 5.1.
Let X , Y be two subsets of W with XY = W. An x-relation 
R(W) is said lossless decomposable (or simply: decomposable),
denoted by R(W) = REXlaREYH, if 
satisfying r ^ X O Y ]  ^ r^XflYIl,
ArSR such that rEXI = r^EXIl and
From the above definition 5.1 
of an x-relation into n different 
as follows.
for all tuples pairs r^,r26R 
there is a tuple
rCYl = r2EYl.
the concept of decomposition 
projections can be generalized
Definition 5.2.
Let X±, i = T
An x-relation R(W) 
n tuples r^6R, i
i ¥ j# i#j = b n  ,
n
,n be subsets of W with U
i=1
is said n-ary decomposable 
= 1,n such that r.EX.fl X . Dl l j
there is a tuple r€R
X. = W.l
if for any
= r .e x . о X . :,
1 1 3
such that
rEXj_3 = r.Ex.:, i = 1 , n .
Some important data dependencies can be defined as follows:
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Defini Ы о п  5.3.
Let X £ W, Y S W. A А-functional dependency (abbr. AFD)
X ^ Y holds in an x-relation R(W) if for every two tuples 
r1,r26R, r.j CXI = r2CXl implies r^Yl ^ r2CY3.
Definition 5.4.
Let X £ w ,  Y £ W and Z = W\XY.
A А-multivalued dependency (abbr. AMVD) X-*-+ Y|Z holds in an 
x-relation R(W) if for every pair of tuples
r^  = (r^CXl, r^CYl, r^ez:) and r2 = (r2CX:,r2CY1,r2CZ1) belong 
to R such that r^[X] = r2[X](
r2 = (r1CX:,r1CY1,r2CZl) and r^ = (г^CX3,r2CY1,r^CZ1) belong 
to R, too.
A different way to view an AMVD and a decomposition is 
given below, which again is a generalization of a similar 
result of R. Fagin.
Proposition 5.1.
AMVD X -*-*■ Y holds in an x-relation R(W) , where X о  w ,  
Y Ç, W, if and only if, whenever R is lossless decomposable 
in two projections RCXY1 and RiX(W\XY)l.
Proof.
It is assumed that R is decomposable.
From definition 5. 





tuples r^,r26R such that 
= (r2LX:,r2CY:,r2eZ:), where
Z = W  XY, r.,ex: = r2[X] . Then there is tuple r,€R such that
r3EXYl = r1c x y: = (r1C XI, r 1 [ Y ] ) and
r3CXZl = r cxz: = (r1ex:, r 2 C Z 1 ) .
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This means, that = (r ^ CXI,r^  CY1, Z 1 ) GR.
Similarly there is r^ = (r ^ СXI,r2CY1, r. CZ 1 ) GR. Then X -»•■> Y
holds in R. The converse is also easily shown.
The reader can verify that the inference rules, as has been 
done for FD and MVD C23 satisfy for XFD and AMVD, too.
The inference rules are presented in following:




AFD1 : if Y S  X then X Y
AAFD2 : if Z V and X Y
XFD3 : if X Y and Y * Z
AFD4 : if X £ Y and YV A-> Z
XFD5 : if X * Y and X A Z
XFD6 : if X & YZ and X A Y
AMVD inverence rules
AMVDO : X A y iff x-k W\Y.
AMVD1 : if Y ç X then X A
AMVD2 : if Z ç V and x A
AMVD3 : if X A  Y and y A
AMVD4 : if X -À- Y and XV A
AMVD5 : if X A  Y and X A
AMVD6 : if X A  Y and x A
then XV * YZ
then X * Z.
then XV ^ Z.
then AX + YZ.
then AX Z.
Y.
Y then XV A  YZ.
Z then X ^ Z\Y.
Z then XV A  z\YV.
Z then X A  YZ .




ÀFD-AMVD1 : if X * Y then X Л  у •
AFD-AMVD2 : if X -&-Z and Y ^ Z '/ (Z ' £• z , Y П Z = 0)
then XX Z ' .
AFD-AMVD3 : if X Л у and XY - Л  z then X * Z\Y.
Let 58 be a family of all n-ary decompositions of the 
x-relation R over W (denoted by (X^,...,X )). This family 
has the following properties.
Theorem 5.1. [ 6 ]
___ n
Let R an x-relation over W. Xi s  W, i = 1,n, ( J X. = W.
The family J 3 of all n-ary decompositions of the x-relation R 
satisfies the following conditions:
1 . (0, • • • /0,W) 6 ^ •
2. If (X1/ •• «' V e Æ then <xw<1)' ... ,x  . . )  e  &ТГ (n)
where •r : {1,... >n} *♦■ { 1 , . . ., n} is a permutation.
3. If (X1/ • ' V e % and X .X £  Y  £■ W , i = 1,n f then
(X1/ •• •'xi-1 / Y , Xi+1'* * * 'xn ) e £ .
4 . If (X1/ •• •' V e 59 and X .l £ X., i ф j then
(X1/ • I-H
X ,0,xi+r • • • 'Xj f • • • t xn ) e53 .
5. I; (X1/ •• •,x )n and (Y^,. . . , Y )' n 6  53 with
Y - O Y .  = X. , i = 2,n and Y. П Y . Ç. X . Л X_. ,\ ± ± ± J 1  j
i ^ j, i/j = 2 ,n then (X1 0 Y1 ,Y2 , . . . , Yn) 6 58 .
Proof.
Like the proof in [6].
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5.2. Ternary degenerate decomposition of an x-relation
An interesting class of decompositions of an x-relat.ion 
which plays an important role in the design process of a data­
base, is the acyclic decomposition [3] .
In [5] the author has investigated the general properties 
of a full family of all ternary decompositions of a relation.
In this subsection we will only consider the class of ternary 
acyclic decompositions of an x-relation. (The following results 
are correct for a ternary acyclic decomposition of an
usual relation) . Let (X,Y,Z) be a ternary decomposition of an 
x-relation R(W). If X,Y,Z are по-empty subsets of W with
XYZ = W, X ф Y ф Z and X Л Y 0, Y  Г\ Ъ Ф 0  and 
X A Z = 0 then this decomposition is said acyclic.
Proposition 5.2. [3,6]
Let R be an x-relation over W. X,Y,Z are no empty subsets 
of W with XYZ = W and X Л Y ^ 0, Y  Г\ Ъ ф 0 ,  X  П Z = 0.
(X,Y ,Z) is a ternary acyclic decomposition of x-relation R 
iff the following data dependencies are satisfied in R:
X fl Y -Л- X, (X Л  Y) (Y Л  Z) -b  Y and (Y Л  Z) A  Z.
Proof.
It is easy to verify.
It follows directly from definition 5.2 and theorem 5.1 
the following:
Proposition 5.3.
If ( X , Y , Z ) is a ternary acyclic decomposition of an 
x-relation R over W, then ( X Y , Z ) , ( X , Y Z ) , (XY,YZ) are . binary 
decompositions of R and ( X , Y ) , (Y, Z)  binary decompositions
of projections R[XY] and R [ Y Z ] ,  respectively.
To capture more the semantics of data,we use here the 
concept of degenerate multivalued dependencies [12] for deter­
mining which join of relations can be updated by insertion or
2 1 5
deletion of a tuple without other tuples entering or leaving 
the join.
Definition 5.5. [ 1 2 ]
A A-multivalued degenerate dependency X Y|Z holds in 
>.n X-relation R(W) with Z = W\XY if for every pair of 
tuples r^,Г 2 € R, r1[X] = r2[X], either r1[Y] = r2[Y]
or r1[Z] = r2[Z].
The definition 5.5 can be reformulated in the other form 
of the corresponding binary decomposition as follows.
Definition 5.6.
Let R be an x-relation over W and (X,Y) be a binary de­
composition of R.
(X,Y) is binary degenerate decomposition of R if there exist*\two x-relations R^ and R2 such that R = R^  U  X П Y X
holds in R^ and X П Y Y holds in R2 with R^ [X П Y] П
R2[X П YJ = 0.
In [l] the authors have studied the effect of type of 
binary degenerate multivalued dependency for the update problem. 
For our purpose, the most important of this result is that a 
relation R can be deletion- or insertion- viable if and only if 
a certain degenerate decomposition holds in R.
Attempts to generalize this result to decompositions of an 
x-relation (in meaning of А-equivalence) into more than two 
components we introduce a new concept called ternary degenerate 
decomposition.
Definition 5.7.
A ternary acyclic decomposition (X,Y,Z) of an x-relation 
R over W is degenerate if there exist two x-relations R^ and 
R2 such that R = R^ U R2, X 0 Y ^ YZ holds in R1 and
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Y Л Z ^ XY holds in R2 with R1[ X f i Y ] O R 2[ X O Y ] = 0  or 
R1[Y П Z] П R2 [Y П Z] = 0.
In the following it is assumed that ( X, Y, Z )  is a ternary 
acyclic decomposition of R(W). This decomposition has some 
properties as follows.
Proposition 5.4.
If (X,Y ,Z) is a ternary degenerate decomposition of R, 
then (X,YZ) , (XY,Z) and (XY,YZ) are binary degenerate de­
compositions of R; (X,Y) and (Y,Z) are binary degenerate de­
compositions of the corresponding projection R[XY] and R[YZ],
Proof.
It must be show that (X,YZ) is a binary degenerate decompo­
sition. Since (X, Y, Z ) is degenerate, then there exist R1 and 
R2 such that R = R-j Ü R2 and X Л Y -*■ YZ in R^ ,
Y Л Z ^ XY in R2- W.l.o.g. it is assumed that 
R1 [ X П Y ] П R2 [X П Y] = 0 .
First we have to show that (X,YZ) is a binary degenerate de­
composition of R.
We have X П Y ^  YZ that holds in R1. It remains only to show 
that X П Y & X holds in R2.
Since (X , YZ ) is a binary decomposition and R^ [X f ) Y ] H  
R2[X Л Y ] = 0, the following data dependencies hold
in R2 :
X O Y  ++ X,  Y Л Z & XY.
Hence Y D Z  -* X.
After the applications of inference rule A.FD- MVD2 we have 
X П Y & X.
In order to show that (X,YZ) is degenerate under the above 
assumptions, we must construct R^j and R2 as follows. Since 
(XY,Z) is a binary decomposition then it satisfies the following 
conditions: for any pair of tuples r - | / r 2 e R with
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r., [Y (1 Z ] = г 2 [ У Г\ Z'l, there exists a tuple r 6 R such that
r[XY] = r1[XY] and r[Z] = r2[Z].
Three cases can happen.
- Case 1 : if r^, r2 6 then it is easy to see that
r e R1, too.
- Case 2 : of r^  , r2 6 R2 then it is easy to see that
r e r 2, too.
- Case 3: w.l.o.g. it is assumed that r^  6 R^  and
r2 e r2 •
If r 6 R2 then r[XY] = r .J t XY ] and r[Z] = r2[Z],
It follows that r[X Л Y] = r^[X Л Y], which contradicts to
the fact that R^[X П Y] 0 R2[X Л Y] = 0. It remains only 
the case that r G R^ .
Since r [XY J = r1[XY ] and X 0 Y ^ YZ holds in R , then 
r = r^ in R.j . Hence r^[Z] = r2[Z].
This shows that if there exists a tuple r-| 6 R^  such that 
r1[Y Л Zl = r2[Y П Z] where r2 G R2 , then it must satisfy
r^[Z] = r2[Z]. All such tuples of R2 can be grouped to a set T.
Then two X-relations RJj and R^, can be constructed as follows:
Rj = R1 U T, r2 = R2\T.
We have also R^j [Y 0 Z] Л R^[Y П Z] = 0  and the data dependen­
cies Y Л Z ^ Z and Y /1 Z ^ XY holds respectively in R]j 
and R2. Hence (XY,Z) is a degenerate decomposition of R.
All remaining decompositions are easy to verify to be de­
generate of R.
Proposition 5.5.
I f  (XY,Z) and (X,YZ) are degenerate decompositions of
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R,then (X,Y) and (Y,Z) are degenerate decompositions of 
R[XY] and R [YZ ] , respectively.
P r o o f .  Trivial.
P r o p o s i t i o n s  5 . 6 .
If (XY,Z) is a degenerate decomposition of R and (X,Y) 
is a degenerate decomposition of R[XY]^then (X,YZ) is a 
degenerate decomposition of R and (Y,Z) is a degenerate decom­
position of R[YZ].
P r o o f .
Since (XY,Z) is a degenerate, then there exists two 
x-relations and R2 with R = R^ U  R2 such that Y f ) Z & XY 
holds in R.J and Y 0 Z & Z holds in R2 and
R1 [Y AZ] Г) R2[y A Z] = 0.
We want to construct now two x-relations R^j and R^ which 
satisfy all conditions of (X,YZ) to be degenerate. Since 
( X , Y Z ) is a binary decomposition, then for any pair of tuples 
r^,r2 € R with r1[X П Y] = r2[X П Yl, there exists r 6 R
such that r[Xj = r^[X], and r[YZ] = r2[YZ],
There are three cases:
C a s e  1 .
If r^,r2 6 R^  then r 6 R^. Since, if r 6 R2 then 
r[YZl = r2 [YZ] . Therefore r [ Y f \ Z ] [ = r2 [ Y Г) Z ] . It is 
contrary to R1 [Y П Zl Л R2[Y 0 Z] = 0.
r2 6 R2 then r € R2.
C a s e  2 .
Similarly, it is shown that if r^,
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Case 3.
W.l.o.g. it is assumed that 6 and Г2 C R2 .
If r € R^  then r[Y П Z] = r2[Y fl Z] . It is contrary to 
R1 [Y f) Z] П R2[Y П Z] = 0.
There is also only the case that r-j 6 R^ and r,r2 6 R 2 * 
Because (X,Y) is degenerate decomposition in RLXY], the 
tuples r^ , r 2 satisfy r ^ X  0 Y] = r2 lX П Y], then
r1[X] = r2[X] or r.j [ Y] = Г2 [ Y] . But from degenerate decompo­
sition (XY/YZ) we get r^[Yj j- r2[Y]. It follows that
r^[X] = r2[Xj. This means, that r = Г2 6 R2. The last case
show that if there exists a tuple r 6 R2 such that
r[X П Y] = r'LX П Y], r' e R-j , it must satisfy r[X] = r'[X], 
All such tuples of R2 can be grouped to a set T. Then two
X-relations can be constructed as follows:
RLj = R1 U T and R^ = R2\T.
We have also R = R]j U R^, R'[X П Y] Л  R^[X П Y] = 0.
From the construction of Rjj and R^ as above, it is easily seen 
that the data dependency X П Y X holds in R]j and the data
dependency X 0 Y & YZ holds in R^• Therefore (X,YZ) is a
degenerate decomposition of R.
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Обобщение реляционны х б а з  данных применяя теорию "фаззи"  
м н о ж е с т в  и л и н г в и с т и ч е с к и х  переменных
Лие Тиен  В у о н г , Хо Тхуан
Резюме
В р е а л ь н о м  мире сущ ествую т д а н н ы е , с о д е р ж а н и е  которых о ч е н ь  
н е т о ч н о е  / н а п р и м е р ,  "он м о л о д о й " / .  Для р а з р а б о т к и  так и х  данных  
и для п о с т р о е н и я  т е о р е т и ч е с к и х  о с н о в  т а к и х  б а з  данных уже п р и ­
м е н я е т с я  т е о р и я  "фаззи" м н о ж е с т в .  Д р у г о й  п о д х о д  -  в в е с т и  в б а з у  
данных п е р е м е н н ы е  н о в о г о  т и п а ,  т . н .  л и н г в и с т и ч е с к и е  п е р е м е н н ы е .  
В с т а т ь е  р а з р а б о т а н а  т е о р и я  б а з  д а н н ы х ,  и с п о л ь з у я  о б а  м е т о д а .
A "FUZZY" HALMAZ-ELMÉLET ILL. "LINGVISZTIKA!" VÁLTOZÓK ÁLTAL
KIBŐVÍTETT RELÁCIÓS ADATBÁZISOK
L i e n  T i e n  V u o n g ,  Ho Thuan
Ö s s z e f o g l a l ó
A v a l ó s  v i l á g b a n  o l y a n  a d a t o k  i s  v a n n a k ,  a m e ly e k  t a r t a l m a  
e l é g g é  p o n t a t l a n  ( p l .  " f i a t a l " ) .  Az i l y e n  a d a t o k  f e l d o l g o z á ­
s á r a  " f u z z y "  ( " e l m o s ó d o t t " )  h a l m a z e l m é l e t e n  a l a p u l ó  ú j f a j t a  
a d a t b á z i s - e l m é l e t e t  d o l g o z t a k  k i .  Egy  m á s i k  m ó d s z e r  az  u . n .  
" l i n g v i s z t i k á i "  ( " n y e l v é s z e t i " )  v á l t o z ó k  b e v e z e t é s e .  A c i k k b e n  
a k é t  m ó d s z e r  a l a p j á n  e g y  ú j f a j t a  r e l á c i ó s  a d a t b á z i s - e l m é l e t  
r é s z l e t e s  i s m e r t e t é s e  v a n .
r 1 > GYÁR
г  ; a k a d n ia
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