Abstract-In this paper, the method of minimizing the total power consumption for multiuser parallel transmission over multiple radio access networks to improve energy efficiency is investigated. To minimize the power, a new scheme to split users' data streams and allocate bandwidth properly with constraint conditions is presented. Then the Lagrange multiplier method is brought in to model the scheme. As the optimal value cannot be obtained directly, the gradient projection method is applied to converge to the optimum solution. And based on that, the joint Rate Distribution and Bandwidth Allocation (RDBA) algorithm is proposed to minimize the total power with limited available resource and Quality of Service (QoS) guaranteed. Simulation results validate the performance enhancement of our algorithm.
I. INTRODUCTION
In recent years, rapid development in communication technologies makes heterogeneity a remarkable feature of current and future mobile networks, which means that multiple Radio Access Technologies (RATs) such as 3GPP Long Term Evolution (LTE), Worldwide Interoperability for Microwave Access (WiMax) and Wireless Local Area Network (WLAN) coexist and overlap in many areas. The variety of available radio spectrum resources, network coverage range and node transmitting power makes it possible to provide better transmission performance [1] . Additionally, the popularizing of multi-mode multi-band user terminals offers chances to take advantage of heterogeneous networks.
There are two different transmission methods for heterogeneous networks. One is to select the best network among the available ones depending on some certain rules for transmission while the other is to transmit data over several networks simultaneously. The first mode has been studied in many articles [1] - [3] . For light traffic, transmitting over one network is alright. But if the data to be transmitted is too large to be conveyed on any of the available networks, the transmission will be unsuccessful. In this case, the data streams can be distributed among several different networks with reasonable rate and resource allocation to guarantee timely and accurate transmission.
With the shortage of energy and the deterioration of worldwide environment, it is urgent to find ways to prompt energy efficiency. Parallel transmission over several RATs has the potential to reduce power consumption which is accomplished by scheduling the position and status of the BS [4] , [5] or allocating rate and resources in proper ways [6] - [9] . The latter one is more practical and flexible once the BS is installed. Thus we focus on the strategies of rate distribution and resource allocation. Reference [6] - [9] investigated the schemes in several scenarios, [6] for a single user, [7] for multiple streaming services, [8] for multimedia broadcast and [9] for multiple users. As there are always multiple users and variable kinds of service, the scenario of multiple users' parallel transmission is more complicated and relevant works are limited while most of them focus on throughput [10] , [11] . Reference [9] proposed a nearoptimal carrier and power allocation scheme for energy efficient parallel transmission. Here we provide another view to achieve energy efficiency by jointly rate distribution and bandwidth allocation.
In this paper, the rate distribution and bandwidth allocation scheme for downlink parallel transmission is investigated for the purpose of enhancing energy efficiency by minimizing total power consumed. Here, we assume that the spectrums occupied by different RATs are orthogonal with each other. Circuit power which is neglected in [10] , [11] is taken into consideration as well as power for transmission. The total power changing with rate and bandwidth allocated to user i over RAT j is derived from Shannon Formula added by circuit power. The function can be proved to be convex with the two independent variables. With constraints of QoS required by users and the limit of available resources offered by radio access networks, the problem becomes a convex optimization problem with linear inequality constraints. Then the Lagrange multiplier method with KKT conditions is brought in to solve the problem. However, the problem cannot be solved directly from the simultaneous equations. Thus the gradient projection method is applied to approach to the optimal solution. So far the analysis for the problem has been completed and the RDBA scheme based on the analysis is given out afterward. In our work, the scheme is proposed for downlink transmission in a centralized mode, while it also can be conducted in distributed mode in which parameters could be updated by each user or RAT.
The rest of this paper is organized as follows. In Section II, the system model is given out. Then the problem for downlink multiple RATs transmission is formulated and the optimum solution is obtained, followed by RDBA scheme in Section III. The simulation results and analysis are presented in Section IV. Finally we conclude our work in Section V.
II. SYSTEM MODEL
In this section, the system model of parallel transmission for multiple users over multiple RATs is presented. At a certain moment, there are several available overlapping RATs and all users in the area have access to any RAT. The network status will be updated once any connection between users and RATs becomes unavailable or new users join in the user set. It is assumed that the data can be split into several subsections in order to transmit over different networks and can be recovered at the received terminal. To transmit data simultaneously, time and frequency synchronization is supposed to be perfect over all the RATs. We assume that the blocking and disorder problems related to network delay and channel status can be tackled by transport layer protocols, that is to say, the network delay is supposed to have negligible interference on parallel transmission. The packet loss rate is set to be zero. A parallel transmission management function entity called MRRM (Multi-radio Resources Management) is equipped between access network and core network to split data streams and allocate resources [6] - [7] . Here, the MRRM could handle all the resources regardless of their operators. The system architecture is given in Fig. 1 . As depicted in Fig. 1 . These user terminals and their receivers are distributed randomly in the overlapping areas. We assume that the transmission of a RAT is not interfered by other RATs for each of them transmits data at different bands. The desired signal suffers from large-scale fading dependent on the distance between a user and its corresponding RAT and the signal is also affected by the additive white Gaussian noise (AWGN) as well. Note that our work only considers the downlink transmission. However, similar results can be found in the uplink scenario.
III. JOINT RATE DISTRIBUTION AND BANDWIDTH ALLOCATION SCHEME

A. Problem Formulation
The main purpose of this paper is to minimize the total power consumed by all transmissions over all links through proper rate distribution and bandwidth allocation schemes. Each sender transmits data streams on different spectral bandwidth without interference with each other. To transmit effectively, the bandwidth and power allocated to all users over one RAT cannot be larger than the available bandwidth and power offered by the network. Meanwhile, in order to guarantee QoS, each user's sum rate over all links could not be smaller than its required minimum rate.
For user i, the consumed power can be separated into two sections, circuit power and transmission power [12] . The circuit power varies according to the RATs, while the transmission power depends on the state of channels between user terminals and the radio access points. For there are much more than one sender, the RATs are probable stay active. Thus it is reasonable to set the circuit power of RAT m as a constant value depicted as To transmit data from RAT m to user n, the corresponding transmission power mn P can be derived from the Shannon Formula, expressed as 0 (2 1)
where mn B and mn R denote the bandwidth and rate allocated for transmission from RAT m to user n respectively. mn g is the channel power gain between RAT m and user n. 0 N represents the power spectral density of AWGN. Since 0 N and mn g are parameters with no change once the users' distribution is determined, we simplify the expression as
Then the overall transmission power consumed by RAT m is the sum of mn P , derived as
Thus the total power consumed for transmitting to all users over all RATs total P can be expressed as
As RATs stay active during the transmission, our problem becomes to minimize the total transmission power, which can be achieved by determining the values of mn B and mn R properly. With the QoS constraint and the non-negative property of mn B and mn R , the problem to minimize the total power can be formulated as follows. 
Note that the optimum function in (5) is convex with respect to { , } RB (see Appendix). Then the convexity property of (5) means that the optimal solution for the minimization problem exists and a local optimum is also a global optimum.
B. Optimal Solution
By adopting the Lagrange multiplier method, we define a Lagrangian for the problem as where , , and     are constant step size, and k stands for the k th iteration. Here, we have given out the analysis of the problem which aims to minimize power consumption for multiple users' parallel transmission in heterogeneous networks. With proper initialization and step size, the iteration could achieve the convergence quickly. Based on this, the RDBA scheme is presented next.
C. RDBA Scheme
According to the analysis for multiple users' parallel transmission over multiple RATs in Section A and Section B, the RDBA scheme is proposed to minimize the total power composed of the circuit power and the transmission power of all RATs. Optimal allocation of rate and bandwidth is confined by the required minimum rate of users and the available bandwidth of networks. The iteration process of the proposed scheme is depicted in Algorithm 1 and the complexity of the algorithm is related to the value of step size and initialization of parameters. Note that although the scheme in this paper is conducted in a centralized manner, it also can be realized in distributed form for it is alright to update individually and the algorithm is for a status at a certain moment. If the network status changes, for example a certain user moves out of the coverage of a RAT or a certain new user joins in the set, the allocation scheme will be updated. 
IV. PERFORMANCE EVALUATION
A. Simulation Parameters
To simplify the simulation, we take a system containing LTE (RAT1) and an IEEE 802.11b (RAT2) wireless access point indoor for example to evaluate the performance of the proposed algorithm. We assume that these two RATs provide total frequency of 5 and 10MHz respectively. The distance between these two RATs' access points is 100m. Users are distributed randomly in the overlapping area. For the channel propagation, the power spectral density of additive white Gaussian noise is -174dBm/Hz and we consider the large-scale path loss parameter  as 3. For step size in equs. (17-20) can influence the convergence of the algorithm, we also give out the values of these parameters in the simulation as 4 1, 0.5*10 , 0.01, 10
B. Simulation Results
The iterative process of converging to the optimal bandwidth allocation is given out in Fig. 2 . For this simulation, we consider a scenario of three users (user1, user2 and user3), and their minimum rates are 6800kbps, 7200kbps and 7500kbps respectively. From Fig. 2 , we can see that after about 1000 times iteration, all values converge to a constant value or fluctuate around a point slightly. The main reason for fluctuation is that convergence is affected by the value of initialization and step size. Here we can just take the average value of these fluctuating values to be the optimal solution. Additionally the figure tells us that for a certain user the higher the required rate is, the more bandwidth will be allocated. In Fig. 3 , we compare the proposed algorithm with equal bandwidth and equal rate allocation scheme. Here the user set is composed of user1 and user2. The desired rate of user1 is set to be 6800kbps, while for user2 the minimum rate ranges from 6800kbps to 7500kbps, the average required rate of MPEG 1 based streaming service (720*480) [10] . For the channel states change randomly with the distances between users and RATs, we repeat 100 times for a certain rate of user2 and average these values. Simulation results indicate that the proposed algorithm has a slight advantage in saving power over the equal rate and bandwidth allocation. The main result is that the circuit power of RATs account for a large scale in the total power consumption, which can be optimized in further study.
To evaluate the performance of the proposed algorithm along with increase of users, we make the number of users to increase from 2 to 15 and the users' required rates increase from 6800kbps to 7500kbps. The total power consumed against the number of users is presented in Fig. 4 . From Fig. 4 , we can see that as the number of users increases, the total power consumed increases for both algorithms because of the gain in transmission power. The proposed algorithm consumes less power compared with the equal rate and bandwidth allocation and the superiority gets more obvious when the number of users increases. That is because the proposed algorithm can allocate rate and bandwidth in a more proper way. In this paper, we formulate the problem of increasing energy efficiency by minimizing total power consumption through a proper rate distribution and resource allocation scheme for multiple users' parallel transmission over multiple RATs. After proving the convexity of the optimal function, the Lagrangian is formulated with constraints of required QoS and available power and bandwidth resource. Then the gradient projection method is brought in to converge to the optimal solution and RDBA algorithm is proposed. Simulation results confirm that the proposed scheme is superior to the equal rate and bandwidth allocation scheme especially when the number of users is large. A simplifier algorithm with fast converging speed and smaller computation complexity is left for future work.
APPENDIX
To prove the convexity of the objective function (5), we take a general form of the function denoted as (21). The Hessian Matrix of the function which is composed by the second order partial derivatives of ( , ) f R B can be expressed as (23). Taking any 2 dimensional nonzero column vector, it can be proved that the value of T x Hx is non-negative. That is to say, the Hessian Matrix is positive semi-definite (PSD). Consequently the function ( , ) f R B is convex with { , } RB . Since the positive linear combination of convex function is also a convex function, the positive linear combination of ( , ) f R B is convex. That is to say, the optimization function is convex with { , } RB . 
