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Abstract 
In this study the relationship between government expenditure and rate of economic growth will be analyzed for Turkey, 
Romania and Bulgaria by using the data for the period 1995-2011. The main purpose of this study is to test whether there is 
an “inverted U" shape relationship between public spending and economic growth or not, and to find the optimal level of 
public spending for Turkey, Romania and Bulgaria economies. Theoretically, the relationship between optimal government 
expenditure and economic growth has been associated with Armey curve. Armey Curve, propounded by Richard Armey, is 
one of the tools that developed to demonstrates the role of the state in the economic process. The basic logic behind the 
Armey Curve is that the relationship between public spending and gross domestic product (GDP) is positive up to a certain 
point, thereafter the relationship becomes negative. According to Friedman (1997), the government has an important role in a 
free and open society. It is emphasized that, average contribution of the public sector in the economy is positive, but as the 
public share of national income increases from 15% to 50% the marginal contribution of the public sector will be negative. 
Therefore, Friedman advocates that based on development level of countries, the optimal level of public spending should be 
between 15% and 50%. The econometric method using in this study is ARDL bound testing approach developed by Paseran 
et al. (2001). Empirical findings show that the share of present public expenditure in GDP exceeds optimal public expenditure 
for three countries. Based on the results of the study, an economic policy proposal may be that the share of public expenditure 
should be reduced and the effectiveness of public expenditure programs should be increased. 
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1. Introduction 
There are two main schools of thought regarding the impact of the public sector on economic growth. The first 
school maintains that the growth of the public sector leads to the disruption of the active distribution of resources, 
as well as the alienation of private sector investments. The consequent decrease in productivity, they maintain, 
hinders economic growth. Whereas basic public expenditure has a positive impact on growth, increasing public 
expenditure beyond the capacity of the fundamental functions may hinder the positive influence upon economic 
growth. According to the second school, the public sector must assume an active role in order to mobilize the 
necessary physical and human resources of capital (which in turn are necessary for economic growth and 
progress). 
    According to the theoretical literature concerned with the impact of the public sector on economic growth, 
when public expenditure is zero, all the goods and services to be produced by the state are offered by the private 
sector instead. In this scenario, the rate of growth is very low. Increasing the amount of public expenditure 
triggers economic growth, but only up to an optimal level: any further increase has a negative impact. We may 
therefore speak of an “inverted U” relationship between the share of the public sector and the rate of economic 
growth. Within this context, the fundamental question of this study was to determine the optimal share of the 
public sector which would maximize growth in the economies of Turkey, Romania, and Bulgaria. Expanding the 
discussion through comparing and contrasting different national economies, instead of discussing the role of the 
state in Turkish economy alone, will be more informative. Countries which may be compared to Turkey in this 
context are Romania and Bulgaria, the two newest members of the EU. The common history between Turkey and 
the Balkan countries and the fact that Turkey (as an EU candidate) is compared to these countries in every aspect 
were influential factors in this decision.   
The study consists of four parts. The first part is a survey of the theoretical and empirical literature which 
examines the relationship between the share of the public sector and economic growth. The second part 
introduces the Armey curve, used in measuring the share of the public sector, along with other theoretical tools. 
The third part presents the data set and the econometric method employed in the study. The final part is a 
discussion of the empirical findings of the study (as well as the results proceeding thereof). 
2. Literature Review 
Theoretical approaches to the determinants of economic growth fall into three broad categories. These are the 
neoclassical growth models, endogenous growth models, and approaches which acknowledge institutions as the 
structural determinants of growth. In the neoclassical models pioneered by Solow (1956) and Swan (1956), we 
come across the supposition that the level of output is determined by capital and labor input. Diminishing returns 
and constant returns to scale are taken for granted. Models based on neoclassical growth theory predict that 
public expenses would not influence the steady-state growth rates of a nation. These models accept that public 
expenses may have a role in the transition to a steady state, but that the steady state is ultimately dependent on 
technological progress (taken as an exogenous variable). As a result, the long-term effect of public expenditure 
on economic growth has not been examined in such models.    
The majority of the empirical studies carried out on the basis of the Armey curve (Pevcin, 2004; Mavrov, 
2007; Facchini and Melki, 2011; Vaziri et al., 2011) reveal that the optimal level of public expenditure is between 
the threshold values expressed by Friedman. The majority of the researchers who attempt to predict the optimal 
share of the public (in a manner which would maximize economic growth) are using the theoretical framework of 
Barro (1989). According to this principle by Barro, the optimal level of public expenditure is obtained when the 
marginal productivity value equals 1. Building upon the Barro model, Karras (1997) has developed an empirical 
methodology to examine the role of public expenditure in the process of economic growth. That study, focusing 
on the Barro principle in 20 European countries, has calculated the optimal share of the public to be 16% (+/-
3%).     
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Gunalp and Dincer (2005), following the methodology of Karras (1997) and the theoretical framework of 
Barro, have calculated the optimal share of the public for 20 transition countries to be 17% (+/-3%) (based on 
their analysis of the annual data available for 1990-2001). Peden (1991) has investigated the influence of public 
expenditure on the productivity of the US economy (for 1929-1986). This analysis affirms the supply-side 
paradigm and shows that the maximum productivity growth is 17% to 20% of GNP. When we take into 
consideration the fact that the share of public expenditure in GNP was 35% in 1986, it is seen that this figure is 
quite low. Scully (1994) has reached the conclusion that the average tax rate which maximizes economic growth 
in US economy should be 21.5% to 22.9% of GDP. In another study of the US economy which encompasses the 
time period 1960 – 2008, Scully (2008) has predicted that the share of the tax rate in GDP (that is to say, the 
optimal share of the public) which would maximize economic growth would be 19.3%. Chao and Grubel (1998), 
in a study which utilizes Scully’s method, have predicted the optimal tax and public expenditure rates to be 34%. 
Econometric results have revealed that a 1% change in the public expenditure – national income ratio results in a 
0.74% improvement in the economic growth rate. Vedder and Gallaway (1998), in a study of the US economy 
which encompasses the time period 1947 – 1997, have reached the conclusion that the Armey curve attains its 
peak when federal government expenses are equal to 17.45%. When local governments and states are included 
within the analysis, the optimal share of the public in total rises to 28.8% of GDP. Karras (1997), offering a new 
framework based upon the growth methodology of Barro, has reached the conclusion that the optimal share of the 
public sector is 16% (+/-3%) in average. Rezk (2005), in a study which focused on Argentinean economy (based 
on the endogenous growth model), has calculated the optimal level of public expenditure to be 30% (measured in 
terms of average tax rates). Mavrov (2007), in a study of Bulgarian economy which encompasses the period 
1990-2004, has investigated whether the Armey curve is valid for expense categories. The conclusion is that 
whereas the Armey curve was invalid for general public services, economic activities, and services and other 
expense groups, it was indeed valid for health services and social security expenses. The study has predicted the 
optimal level to be 4.6% for educational expenditure, 4.3% for health services, and 13.6% for social security 
expenses. Facchini and Melki (2001), in a long-term (1871-2008) study, have demonstrated that the Armey curve 
is valid for French economy. In addition, they calculated the optimal share of public expenditure to be 30%. 
Vaziri et al. (2011), in a study which utilized Hansen’s (1996) threshold regression, have found that there is a 
non-linear relationship between public expenditure and economic growth in Iran and Pakistan – which is to say 
that the Armey curve is valid. Ku tepeli (2005) has carried out a study which utilized the panel data analysis 
results of Turkey, the most recent 12 members of the EU (Bulgaria, Croatia, Cyprus, Czech Republic, Romania, 
Estonia, Latonia, Lithuania, Hungary, Poland, Slovakia, Slovenia) and the other two EU candidates. This study 
has found out that as the share of the public is diminished, the rate of economic growth will increase.  
Extant literature does not offer examples of studies focusing directly on the optimal public expenditure levels 
of Turkey. Karras (1996), in a study which includes 118 countries including Turkey, has calculated the optimal 
share of the public to be 16% (+/-3%).  The majority of the studies carried out in Turkey regarding public sector 
expenses (as well as the size thereof) are attempts to test the Wagner law and the Keynesian hypothesis (Aytaç 
and Güran, 2010; Mohammadi et al., 2007; ArÕsoy, 2005; Kar and Taban, 2003). This study tests whether the 
Armey curve is valid for Turkey in the time period 1995 – 2011, based on time series analysis. 
3. Theoretical Relationship Between Economic Growth and the Public Sector 
Economic theory offers different tools and methods in order to demonstrate the role of the state in the economic 
process. In literature, the existence of an “inverted U” relationship between economic growth and the share of the 
public sector may be analyzed via the Armey curve (Armey et al., 1995), the Rahn Curve (Rahn and Fox, 1996), 
and the “BARS” curve (so called due to the studies of Barro [1989], Armey et al. [1995], Rahn [1996], and 
Scully [1994].) This study makes use of the “Armey Curve” proposed by Richard Armey. The Armey curve, 
dependent as it is on the law of diminishing factor returns, is demonstrated in Figure 1 (Armey, 1995): 
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Figure 1: Armey Curve 
The Armey curve reflects the fundamental logic that there is a positive correlation between public expenditure 
and GDP up to a certain point, after which the correlation becomes negative (Vedder and Gallaway, 1998:2). The 
Armey curve demonstrates the relationship between the share of the public sector in the economy (public 
expenditure / GDP ratio) and real GDP (or real GDP growth rate). When the public sector in non-existent, very 
little output is produced (G0). This output level may be theoretically equivalent to zero. Increasing public 
expenditure leads to an increase in GDP up to a certain point in which economic growth attains its maximum 
value (G*). When economic growth has attained its peak, the marginal productivity of public expenditure is equal 
to the marginal productivity of private sector expenditure. The economic contribution of increased public 
expenditure becomes zero. After this point (P*), the influence of the law of diminishing returns will lead to a 
situation in which increasing the share of public expenditure any further will decrease the rate of economic 
growth. As a result, it will be necessary to downsize the state in order to increase output. Additional increase in 
public expenditure will only mean economic stagnation and shrinkage.  
In order to test whether an “inverted U” relationship exists between public expenditure and economic growth 
and in order to calculate the optimal level of public expenses in Turkey, the Armey curve may be formulized in 
different fashions. It is possible to write the Armey curve (in Figure 1) as a quadratic function: 
                                (1) 
i = investments, current, transfer, total expenditure 
t = 1995, 1996, …, 2011 
That the linear expression of public expenditure has a positive sign in this function denotes that the public 
expenses have a positive impact on output. Likewise, that the quadratic expression of public expenditure is 
negative in the function denotes the negative consequences of a bloated state. Since the quadratic expression 
increases faster than the linear expression in terms of value, it is understood that the negative effects of public 
expenditure will overcome the positive effects and thus represent the downward slope of the curve. In addition to 
the size of the public sector, the physical and human resources of a country will also increase in time. This 
phenomenon has been incorporated into the model as a variable (T). In order to capture the effects of work cycles 
on output, an additional unemployment variable (U) has been added to the equation. The U variable is expected 
to have a negative sign since increased unemployment will reduce economic growth. In this scenario, the 
expanded equation will be as follows: 
                                  (2) 
The regression equation which will be used for different expense groups in this study is as follows: 
                              (3) 
The Armey curve therefore demonstrates a non-linear relationship between public expenditure and economic 
growth. The coefficient  , which is negative and statistically significant in the regression model, proves the 
existence of the Armey curve. In order to calculate the optimal public expenditure which will maximize 
economic growth, the following equation is to be used: 
Real GDP 
G*
G0
Public Sector 
Share (GDP %)  P* 
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                                 (4) 
This formula also represents a second-degree polynomial concave curve. 
4. Theoretical Data and Methodological Framework 
4.1. Data  
Even though the total share of public expenditure in GDP does not demonstrate the location of the public 
sector in economy, we may still infer some conclusions. This is because even though some public expenses 
contribute to GDP, others are converted into transfer payments and thus do not. In this study, a total public 
expenditure variable has been used to represent the share of the public sector in economy. Also, output varies 
with the business cycle. We would expect output to be below the time trend gross domestic product (GDP) in 
years in which the civilian unemployment rate, U, is high. To control for this factor, we introduce the time 
variable U in our initial statistical analysis. The relevant data have been taken from the European Central Bank 
(Statistical Data Warehouse) database and the Turkish Republic Ministry of Development Economic and Social 
Indicators database. The other variables used in the analysis are: the rate of real GDP growth and unemployment 
rate (as a control variable). Since the data set for each country has been created for different years, in order to 
ensure the homogeneity among data the study is limited for 1995-2011 term. Among Armey, Rahn, Scully, and 
Bars curves that examine the relationship between public expenditure and economic growth, only Armey curve is 
used for this study.   
This study use time series data, which always show some trends that’s why the properties of stationary are 
necessary. Stationary properties of the macroeconomic variables can be investigated by applying a variety of unit 
root tests which are available in applied economics. We use following unit root tests; ADF Test (1979), PP Test 
(1987, 1988), KPSS Test (1992), DF GLS Test (1996). The explanation of unit root tests is given below: 
4.2. Unit Root Test 
The time series method investigates the non-stationary characteristics of data. It is expected to have a 
stationary process to have a statistically significant relationship between the variables. If it is argued that there is 
a statistically significant relationship between two time series, it is needed to determine the orders of stationary of 
the series by means of a unit root test in order to realize whether the said relationship is real or spurious. If both 
series have the same order of stationary (integration), the said relationship is real, which means a real regression. 
Thus, these series are called co-integrated series. In other words, series need to be co-integrated series (series 
having the same order of stationary) in order for the regression to be considered real. If the mean, variance, and 
auto covariance of a time series are time-independent and finite, such time series is considered covariance 
stationary. If a time series becomes stationary after difference is removed d times, it is deemed to become 
integrated at d order and is expressed as I (d). This paper determines the order of integration of the variables by 4 
standard method tests for unit root. Namely ADF Test (1979), PP Test (1988), Kwiatkowski-Phillips-Schmidt-
Shin (KPSS) Test (1992), DF GLS Test (1996). Unlike the other unit root tests, the KPSS test assumed stationary 
series of the null hypothesis against non-stationary series of the alternative hypothesis. All these econometric 
tests don’t contain any information about the structural break points of the time series. Therefore, these tests yield 
biased and spurious results due to the absence of information about structural break points occurred in the time 
series. 
4.3. Zivot-Andrews Unit Root Tests 
The work by Zivot and Andrews (1992) provides methods that treat the occurrence of the break date as 
unknown. Zivot and Andrews (1992) test accounts for structural break in data with endogenous timing (TB). 
Following the notation of Perron (1989), model (A) permits an exogenous change in the level of the series, model 
(B) allows an exogenous change in the rate of growth and model (C) admits both changes. Zivot and Andrews 
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(1992) proceed with three models to test for a unit root: model A, which permits a one-time change in the level of 
the series; model B, which allows for a one-time change in the slope of the trend function, and model C, which 
combines one-time changes in the level and the slope of the trend function of the series. Zivot and Andrews 
(1992) models are as follows: 
Model with Intercept (Model A) 
                       (5) 
Model with Trend (Model B) 
                       (6) 
Model with Both Intercept and Trend (Model C) 
                                   (7) 
where,    
 
If the minimum computational value of for every model is more than the critical value, the null hypothesis 
indicating the existence of unit root without any exogenous structural break will be rejected in the favor of 
alternative hypothesis which assumes “the stationary state of a variable in the presence of a structural break in an 
unknown time period”. (Zivot and Andrews, 1992) 
4.4. The ARDL Bounds Testing Approach to Cointegration 
When some of the series are stationary at level and some of them are stationary at first difference level I(1), 
we cannot apply on the traditional cointegration test. This problem can be removed by the autoregressive 
distributed lag model and the bound test approach which is developed by Paseran, Shin and Smith (2001) to 
observe the long run relationship between the variables. The cointegration method used here, the Autoregressive 
Distrubuted Lag (ARDL) method allows testing for a long-run relationship between variables of mixed order of 
integration (Paseran et al., 2001). The form of the model can be written in our adapted model as: 
 
        (8) 
To ascertain the goodness of fit of the ARDL model, diagnostic and stability tests are conducted. The 
diagnostic test examines the serial correlation, functional form, normality, and heteroscedasticity associated with 
the model. The structural stability test is conducted by employing the cumulative residuals (CUSUM) and the 
cumulative sum of squares of recursive residuals (CUSUMSQ). The cointegration relationship in equation 8 is 
performed by testing the hypothesis of    . The null hypothesis of no cointegration 
will be rejected if the calculated F-statistic is greater than the upper bound critical value. If the computed F-
statistics is less than the lower bound critical value, then we cannot reject the null of cointegration. In this study, 
the maximum lag length of two is chosen in ARDL model because of the annual data and limited observations. 
5. Empirical Results  
We start by estimating the general model equation and testing for stationary of the individual variables. The 
results of ADF test, PP test, KPSS and DF-GLS tests could not presented because of there is no available space in 
article. In general all the unit root tests have produced mix results and inconsistent but still limited to I(0) and I(1) 
series. The problem with these unit root tests is that they do not have information about structural break 
stemming in the series. In such an environment, application of these tests provides unreliable and biased results. 
Baum (2004) forced to apply structural break unit root test to examine unit root properties of the variables. To 
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overcome this objection, we choose to apply Zivot-Andrews (Zivot and Andrews, 1992) structural break unit root 
test. The results are presented in Appendix A.1., A.2., and A.3. for Turkey, Romania and Bulgaria, respectively. 
The results indicate that variables do have unit root problem at level with a structural break both in intercept and 
trend. 
The unique integrating properties of the both series leads us to implement the ARDL bounds testing approach 
to cointegration examining the long run relationship among variables for Turkey, Romania and Bulgaria. An 
appropriate lag order of the variables is needed to apply the ARDL bounds testing. We followed Akaike 
information criteria to select appropriate lag length. It is pointed by Lutkepohl, (2006) that AIC has superior 
power properties for small sample data compared to any lag length criterion. Our decision about leg length is 
based on the minimum value of AIC. For annual data, Paseran and Shin (1999) recommended choosing a 
maximum of 2 lags. The results are reported in Appendix B for all countries. The lag length that minimizes AIC 
is 2.The next step is to estimate the ARDL F-statistic to examine the existence of cointegration among the 
variables over the study period of 1995- 2011 for Turkey, Romania and Bulgaria. The results of the ARDL F-
statistic are reported in Appendix C. According to Narayan (2005), the existing critical values reported in Pesaran 
et al. (2001) cannot be used for small sample sizes because they are based on large sample sizes. Narayan (2005) 
provides a set of critical values for sample sizes ranging from 30 to 80 observations. Given the relatively small 
sample size in this study, we also compare the calculated F-statistics with the critical values from Narayan 
(2005). Both of them give the same result. The results indicate that our computed F-statistics 7.776, 6.733 and 
9.609 are greater than upper critical bounds at 1 per cent level of significance for Turkey, Bulgaria and Romania, 
respectively. This confirms the existence of cointegration among the variables. The estimated long-run 
relationships derived from the ARDL model are reported in Appendix D. 
The results show that coefficients for all of the variables have the correct signs as predicted by theory and 
hypothesis. These results indicated that LGEXP, (LGEXP)2 and LU were statistically significant in influencing 
LGDP at the 10% level of significance. Both government size variables LGEXP and (LGEXP)2 are significant 
and have the correct signs (according to Armey curve) confirming the hypothesized averted U-shape of 
government size impact on economic growth. Results indicate that the Armey Curve exists in 3 European 
countries (Table 1). Very high government sizes led to lower economic growth while moderate government sizes 
led to increased growth. Differentiating the equation with respect to LEXP, the optimal government size based on 
maximizing economic growth, was determined as 25.21, 20.44 and 22.45 per cent for Turkey, Romania and 
Bulgaria, respectively. In comparison to the lowest government expenditure percentage in recent times (29 per 
cent in 2003), the Sri Lankan government is spending at least 2 per cent more money than the required amount of 
spending from an optimization point of 23 view. In other words, the size of the government is about 7 per cent 
too large from a growth-enhancing point of view. These findings have important implications for the appraisal of 
government spending and policy design. 
Table 1: The relationship between Economic Growth and Government Total Expenditure (1995-2011) 
Country Is Armey Curve valid? Optimal Level of Expenditure (GDP %) 
Government Size 
(GDP %, 2011) 
Turkey Yes 25.21 36.75 
Romania Yes 20.44 37.88 
Bulgaria Yes 22.45 35.64 
6. Conclusion 
Following the non-linear theory of Armey (1995) and Vedder and Gallaway (1998), we have tested the 
presence of a non-linear Armey curve relationship between government size and economic growth in Turkey, 
Romania and Bulgaria economies. The Armey curve provides the possibility of calculating optimal government 
expenditure percentages, and, therefore, may be used as a policy tool in determining the efficient levels of 
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government expenditure. The results of the study suggest an optimal government expenditure percentage of 
approximately 25, 20 and 22 per cent for Turkey, Romania and Bulgaria, respectively. Therefore, the share of the 
public sector which would maximize economic growth in the three countries range from 22% to 25%. When we 
analyze the share of the public in 2011, it becomes apparent that the current level is higher than the optimal level 
in all three countries. That the current share of the public in all three countries is higher than the optimal 
threshold level may be interpreted to mean that the share of the public sector must be cut down in the relevant 
countries. This becomes all the more apparent in situations wherein the public sector is unable to handle 
resources efficiently and/or alienates private investments. These empirical findings may have significant effects 
in the planning of public expenditure and spending policies.  
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Appendix A. The results of Zivot-Andrews Unit root test for Countries 
Turkey 
Log GDPt Log GEXPt Log Unempt 
Model B Model C Model A Model C Model A Model C 
2001* 2001 2001* 2001 2001* 2001 
C 22.338 18.589 4.268 11.730 2.596 2.541 
 (0.012) (0.049) (0.175) (0.098) (0.001) (0.006) 
DummyU - 0.050 -0.093 -0.085 0.318 0.310 
 (0.325) (0.030) (0.044) (0.013) (0.033) 
DummyT 0.030 0.033 - -0.035 - -0.005 
 (0.074) (0.061) (0.223) (0.875) 
Trend 0.010 -0.001 0.012 0.058 0.035 0.039 
 (0.410) (0.906) (0.075) (0.135) (0.040) (0.206) 
Log GDPt (-1) 0.147 0.292 0.832 0.562 -0.391 -0.371 
 (0.610) (0.374) (0.000) (0.073) (0.265) (0.344) 
 Log GDPt (-1) 0.324 0.243 -0.004 0.179 0.164 0.152 
 (0.236) (0.387) (0.978) (0.447) (0.473) (0.546) 
 Log GDPt  Log GEXPt Log Unempt
 Model B (2001) Model A (2001) Model A (2001)
Test Statistics -3.97 -4.06 -4.25
Critical 
Values 
%1 -4.51 -4.39 -4.39
%5 -3.87 -3.76 -3.76
%10 -3.58 -3.46 -3.46   
Bulgaria Log GDPt Log GEXPt Log Unempt 
Model B Model C Model B Model C Model B Model C 
1998* 1998 1998* 1998 - - 
C 7.951 21.291 12.932 15.479 - - 
 (0.299) (0.052) (0.258) (0.204)  
DummyU - -0.137 - -0.140 - - 
 (0.189) (0.411)  
DummyT 0.012 0.041 -0.298 -0.361 - - 
 (0.016) (0.068) (0.101) (0.079)  
Trend 0.145 0.610 0.318 0.389 - - 
 (0.549) (0.089) (0.053) (0.046)  
Log GDPt (-1) 0.658 0.085 0.378 0.259 - - 
 (0.064) (0.836) (0.437) (0.612)  
 Log GDPt (-1) 0.311 0.818 0.062 0.325 - - 
 (0.379) (0.072) (0.774) (0.405)  
 Log GDPt Log GEXPt Log Unempt  
 Model B (1998) Model B (1998) -  
Test Statistics -3.51 -3,73 -  
Critical 
Values 
%1 -4.27 -4.27 -  
%5 -3.65 -3.65 -  
%10 -3.36 -3.36 -  
Romania 
Log GDPt Log GEXPt Log Unempt 
Model B Model C Model B Model C Model A Model C 
1998* 1998 1998* 1998 1998* 1998 
C 12.639 11.324 10.110 9.662 1.219 0.879 
 (0.013) (0.162) (0.041) (0.108) (0.036) (0.296) 
DummyU - 0.015 - 0.009 0.232 0.193 
 (0.831) (0.885) (0.051) (0.169) 
DummyT 0.021 0.018 0.018 0.017 - -0.084 
 (0.013) (0.228) (0.066) (0.205) (0.582) 
Trend - - - - -0.002 0.081 
  (0.735) (0.594) 
Log GDPt (-1) 0.480 0.533 0.565 0.584 0.266 0.335 
 (0.020) (0.113) (0.011) (0.032) (0.342) (0.295) 
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 Log GDPt (-1) 0.353 0.327 0.565 0.555 -0.103 -0.129 
 (0.147) (0.246) (0.054) (0.079) (0.702) (0.650) 
 Log GDPt Log GEXPt Log Unempt  
 Model B (1998) Model B (1998) Model A (1998)  
Test Statistics -3.99 -4.18 -3.89  
Critical 
Values 
%1 -4.27 -4.27 -4.27  
%5 -3.65 -3.65 -3.65  
%10 -3.36 -3.36 -3.36  
Appendix B. Selection Criteria for Lag Length 
Turkey
m AIC SC HQ
0 -12.63 -12.26 -12.66
1 -15.08 -13.98 -15.18
2 -17.21 -15.39 -17.38
3* -120.91* -118.35* -121.15*
Bulgaria
m AIC SC HQ
0 -10.14 -9.76 -10.14
1 -12.17 -11.04 -12.19
2* -19.33* -17.44* -19.35*
Romania
m AIC SC HQ
0 -12.38 -12.01 -12.41
1 -16.06 -14.96 -16.16
2 -19.08 -17.25 -19.25
3* -115.27* -112.71* -115.51*
* indicates lag order selected by the criterion.
Appendix C. Estimated Long Run Coefficients using the ARDL Approach: ARDL selected based on SBC 
Turkey Bulgaria Romania 
Constant -550.837 -286.904 - 
 (0.000) (0.025)  
Log GEXPt 45.821 27.704 2.494 
 (0.000) (0.018) (0.000) 
(Log GEXPt)2 -0.909 -0.617 -0.061 
 (0.000) (0.018) (0.001) 
Log Unempt -0.272 -0.153 0.065 
 (0.001) (0.001) (0.662) 
DummyU -0.014 - 0.100 
 (0.505) (0.042) 
DummyT 0.807 0.040 0.246 
 (0.000) (0.000) (0.013) 
Appendix D. Results of Cointegration Test for Countries 
                    Turkey Bulgaria Romania 
Lag structure  : ARDL (1, 0 , 0 , 0 )  ARDL (1, 0 , 0 , 0 ) ARDL (1, 0 , 0 , 0 ) 
F – statistics    : 7.776  6.733 9.609 
k                       : 3  3 3 
Significant       level Bound critical values of Case III (Unrestricted intercept and no trend) 
Pesaran et al. (2001) I(0) I(1)   
1 % 4.29 5.61   
5 % 3.23 4.35   
10 % 2.72 3.77   
 
