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The purpose of this thesis is to develop a method for estimating both the thickness
and permittivity of layers simultaneously utilizing an open-ended coaxial probe.
One possible application of this method is the detection and characterization of de-
posits inside pipelines; examples are gas hydrate deposits in multiphase petroleum
transportation. The hydrates forming can result in deposits on the interior surface
of the piping and may restrict the flow of the production, it is thus necessary to
monitor the layer thickness of the deposits to prevent any obstruction of flow, and
the permittivity can tell us something about the composition of the deposits. The
open-ended coaxial probe is a coaxial line that is a cut-off section of the transmission
line. Permittivity measurements with the open-ended coaxial probe rely on analyz-
ing the reflection of the electromagnetic wave from the probe-sample boundary.
The open-ended coaxial probe is known to become radiating at high frequencies
when the probe dimensions are comparable to the wavelength in the material un-
der test. When measuring on samples with a finite thickness, this may result in
additional reflections from the sample boundary interfering with the main reflec-
tion. If the applied permittivity model assumes an infinite thickness, the additional
reflection may result in artifacts in the measured permittivity. Typically, this effect
will be stronger at some frequencies due to resonance effects, which is seen as an
unwanted measurement error. The resonance amplitude and frequency depend on
the layer thickness, the permittivity of the layer/backing material and the probe di-
mensions. This thesis shows that by comparing the measured permittivity spectra
with a matrix of finite element simulation, we can estimate both the layer thickness
and material by comparing the measured data against the simulations. The simu-
lations were verified by measuring liquids with known dielectric properties. The
unwanted resonances manifest as artifacts in the permittivity spectra and increase
the accuracy of the comparison. With the methods proposed in the thesis, we can
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The purpose of this thesis is to develop a method for estimating both the thickness
and permittivity of layers simultaneously using an open-ended coaxial probe. One
possible application of this method is the detection and characterization of deposits
inside pipelines; examples are gas hydrate deposits in multiphase petroleum trans-
portation [1][2]. Alternatively, during the production of oil and gas from a reservoir,
formation water may be produced increasingly, as the natural pressure within the
formation decreases. The decrease in temperature and pressure allow the solutes
within the formation water to precipitate creating scale [3]. Both cases can result
in deposits on the interior surface of the piping and may restrict the flow of the
production, it is thus necessary to monitor the layer thickness of the deposits to
prevent any obstruction of flow, and the permittivity can tell us something about
the composition of the deposits.
1.2 Background
The dielectric properties of materials, namely permittivity, is a measure of the ex-
tent that the electrical distribution in the material can be distorted or polarized by
an electrical field. The permittivity is normally given as a complex quantity, di-
vided into a real and an imaginary part. The real part is a measure of how much
energy from an external electric field is stored in a material and the imaginary part
is a measure of how dissipative the material is to the field. Measuring the dielectric
properties as a function of frequency is known as dielectric spectroscopy [4, p. 52].
There are several ways to perform dielectric spectroscopy, but open-ended sensors
have proved to be a useful way to measure the dielectric properties of the materials
Chapter 1. Introduction 2
[5] and to estimate layer thickness in work done by Kjetil Folgerø [6]. The open-
ended coaxial probe is a coaxial line that is a cut-off section of the transmission line.
Permittivity measurements with the open-ended coaxial probe rely on analyzing
the reflection of the electromagnetic wave from the probe-sample boundary. The
open-ended coaxial probe is known to become radiating at high frequencies when
the probe dimensions are comparable to the wavelength in the material under test.
When measuring on samples with a finite thickness, this may result in additional
reflections from the sample boundary interfering with the main reflection from the
probe-sample boundary, as shown in figure 1.1. If the applied permittivity model
assumes an infinite thickness, the additional reflection may result in artifacts in the
measured permittivity. This effect will be stronger at some frequencies due to res-
onance effects. The amplitude of these resonances and the resonance frequency
depends on the layer thickness, the permittivity of the layer and backing mate-





FIGURE 1.1: Illustration showing reflections from probe-layer bound-
ary and layer-backing boundary.
been demonstrated for thickness measurements by comparing the experimental
data with a matrix of finite element modeling (FEM) - simulations. Kjetil Haukalid
briefly evaluated this method in his Ph.D. thesis [7], but it required additional work
to be applicable. The work by Haukalid in his Ph.D. thesis and combined with pre-
vious work done by Folgerø resulted in a patent [8]. This thesis is a continuation
of the work initiated by Haukalid and Folgerø, and therefore a result of several dis-
cussions regarding dielectric spectroscopy and methods of approach with people
at CMR. The primary focus of this thesis has been on the radiating properties of
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the probe and how to estimate both the material composition and thickness of the
measurements conducted.
1.3 Objective
Usually, the layer thickness and permittivity estimation have a limited range when
the probe is non-radiating, which means that only samples in close vicinity to the
probe will affect the measured reflection coefficient and the measured permittiv-
ity at low frequencies. This also means that the permittivity of the back-layer does
not influence the measured permittivity when the thickness of the layer is larger
than the limited range [6]. The objective of this thesis is to investigate how to char-
acterize layer thickness and permittivity simultaneously using simulations. It will
also be investigated whether the useful information in the occurring resonances can
be used to estimate thicker layers, which will extend the usefulness of the probe.
Radiation from open-ended coaxial probes and subsequent reflections from layer
boundaries can be studied analytically using full-wave electromagnetic models.
However, such models typically assume an ideal representation of the measure-
ment setup, which can lead to additional uncertainty in the estimated layer thick-
ness. Analytic models taking the real measurement set-up into account typically
becomes very complicated and are difficult to derive. By FEM, non-ideal measure-
ment situations, e.g. mechanical sensor implementation can be taken into account.
The validity of the simulations will be verified by measuring on liquids layer with
known dielectric properties, to span out other materials and layer thicknesses.
1.4 Approach
The method presented in this thesis is based on a comparison of measured per-
mittivity spectra with a matrix of FEM simulations. The FEM simulation software
COMSOL Multiphysics has been used in this work. A two-dimensional axisym-
metric model of an open-ended coaxial probe is used to build the simulation matrix.
The simulation matrix spans the appropriate layer thickness, and layer permittivity
ranges. The resonances occur in the GHz region for the specific probe. The density
of the simulated frequencies must consequently be relatively high in this region as
compared to the MHz region. After all the simulations are completed, the reflection
coefficient matrix is transformed to a complex permittivity matrix using the bilin-
ear calibration procedure. By using this data, it is possible to produce contour plots,
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which indicates the uncertainty of the layer and material compared to the FEM sim-
ulation matrix. The permittivity and thickness of the layer is found by the best fit
from the comparison.
1.5 Outline
The thesis begins with an introduction to the theory of dielectrics and then con-
tinues on wave propagation and transmission line theory, measurement, and error
correction techniques. Chapter 3 presents the simulation environment and the nec-
essary theory needed to simplify the simulations. In chapter 4 the experimental pro-
cedure is presented and with emphasis on how to reduce errors of the experimental
data using the theory presented in chapter 2. The primary focus is on chapter 5,
where the results when comparing the measured spectra are presented, along with
limitations regarding material, layer and frequency of the specific probe. Chapter 6





2.1.1 Dielectric material and polarization
We usually categorize electromagnetic materials into conductors, semiconductors,
and insulators, where the latter is commonly known as a dielectric material. We
define a dielectric material as a material that will be polarized under the effect of
an electric field. In contrast to conductors where charges can move freely through
the material, all charges in a dielectric material are attached to specific atoms or
molecules. The electric field can distort the charge distribution of a dielectric atom
or molecule either by stretching or rotating. If the material consists of neutral atoms,
the electric field will induce a tiny dipole moment in each atom, which will point in
the same direction as the electric field. If the material consists of polar molecules,
each permanent dipole will experience a torque that will line up along the direction
of the field. Regardless of what the material consists of, the result will be the same
The dipoles will point along the direction of the field. If we assume we are working
with linear dielectrics, where the polarization is proportional to the electric field,
the polarization is given by
P = ε0χeE (2.1)
where ε0 is the permittivity in vacuum, χe is the electric susceptibility and E is
the electric field. The electric susceptibility is also referred to as the constant of
proportionality, which depends on factors like temperature and structure of the
material. The effect of polarization is to produce accumulations of bound charges
ρb within the dielectric, given by
ρb = −∇ ·P (2.2)
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and a bound surface charge σb given by
σb = P · n̂ (2.3)
Where n̂ is the unit normal vector. If we denote the charge due to all other factors
as free charge ρf , the total charge density of the dielectric material is given by
ρ = ρb + ρf (2.4)
From Gauss’s law written on differential form, we have that:
∇ · E = ρ
ε0
⇒ ε0∇ · E = ρ = ρb + ρf = −∇ ·P + ρf (2.5)
Rewriting this expression gives
∇ · (ε0E + P) = ρf (2.6)
where ε0E + P is commonly known as the electrical displacement vector D
D = ε0E + P (2.7)
which is the electrical field deduced directly from the free charge distribution. Rewrit-
ing equation (2.6) we get
∇ ·D = ρf (2.8)
Combining equation (2.8) and equation (2.1) we obtain:
D = ε0E + P = ε0E + ε0χeE = ε0 (1 + χe)E = εE (2.9)
where
ε = ε0 (1 + χe) (2.10)
is called the permittivity of the material, and the relative permittivity or dielectric
constant is given by [9]




2.1.2 Permittivity and relaxation
The permittivity of a material is a measure of the extent to which the electrical
charge distribution in the material can be distorted or polarized by an electrical
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field [10, p. 8]. The electrical permittivity is normally given as a complex quantity
ε∗ = ε′ − jε′′ (2.12)
where ε′ and ε′′ is the real and imaginary part of the complex permittivity respec-
tively. This equation can also be rewritten using equation (2.11) which gives us the
complex permittivity as a function of the relative permittivity
ε∗ = ε0 · ε∗r = ε0 · (ε′r − jε′′r) (2.13)
To understand why the permittivity is complex, we can consider an alternating
electric field, where the motions of the dipoles will be limited by the relaxation
time τ . The relaxation time is a measure of the mobility of the dipoles which exist
within a material. The movement of dipoles in an alternating electric field causes
collisions and hence internal friction that is dissipated as heat. This results in the
dipoles rotating slowly until they reach the final state of orientation polarization.
Once we change the polarity of the electric field, the sequence is reversed. Thus,
the dielectric loss is proportional to the frequency up to the relaxation frequency
fc, where the dipoles become unable to follow the alternating electric field. This
coincides with the frequency where the dielectric loss is at its maximum, as seen in
figure 2.2. Above the relaxation frequency both ε′ and ε′′ decreases as the electrical
field alternates too fast to influence the dipole rotation and the orientation of the
polarization disappears [4, p. 57] [10, p. 16-17]. The relaxation time is connected to








Where ωc is the angular relaxation frequency. The real part of the permittivity ε′ is a
measure of how much energy from an external electric field is stored in a material.
The imaginary part of the permittivity is called the loss factor and is a measure of











This can easily be deduced by drawing the complex permittivity in a vector dia-
gram, where we observe that the real and imaginary component are 90 degrees out
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FIGURE 2.1: Vector diagram of complex permittivity. Redrawn from
[11].
In order to understand the interactions between a material and electromagnetic
fields on a macroscopic scale, Maxwell’s equations can be used [9]
∇ ·D = ρf (2.17)




∇× E = −∂B
∂t
(2.20)
where H is the magnetic field strength vector; E, the electric field strength vector;
B, the magnetic flux density vector; D, the electric displacement vector; J, the cur-
rent density vector and ρ, the charge density. Which has the following constitutive
relations [12]
D = εE = (ε′ − jε′′)E (2.21)
B = µH = (µ′ − jµ′′)H (2.22)
J = σE (2.23)
The constitutive parameters, the permittivity ε, permeability µ and conductivity σ
are the parameters that explains the electromagnetic properties of a material. It is
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important to note that the permittivity, permeability and conductivity are not static,
and can change dynamically as a function of frequency, temperature orientation,
mixture, pressure and molecular structure of the material. Rewriting equation (2.19)
with equation (2.23) and (2.21), we obtain:
∇×H = ∂D
∂t




Since the field is time dependent, i.e. E = E0 · ejωt so the equation can be further
simplified into:
∇×H = (σ + jωε)E (2.25)
and if we define the substitution:










which concludes that the conductivity, which are due to contributions from ionic
conduction, can be included in the complex permittivity and we get:
ε∗ = ε′ − jε′′ − j σ
ωε0







The main dielectric mechanisms that are contributing to the permittivity of the ma-
terial is ionic conduction, dipolar relaxation, atomic polarization and electric polar-
ization. As stated in the previous section, the permittivity is frequency dependent,
and in the low frequency ranges the permittivity is dominated by the slow mech-
anisms like ion conductivity and dipolar relaxation. At higher frequencies, atomic
and electric polarization is prevalent. This can be illustrated by figure 2.2. It can also
be seen that the loss factor ε′′ has a peak at each critical frequency for the respective
mechanics.
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FIGURE 2.2: Frequency response of dielectric mechanisms [11].
2.1.4 Debye equation
According to Debye, the complex permittivity of a dielectric material due to dipolar
and ionic relaxation can in most cases be expressed by [13]:













∆ε = εs − ε∞ (2.32)
where τ is the relaxation time, and ω is the angular frequency. From the Debye equa-
tion (2.29) we see that the relative permittivity at a given frequency is described by
τ , ε∞, εs and σ. If we see the Debye equation in relation to figure 2.2 we see that for
high frequencies the period of the alternating electrical field is much less than the
relaxation time of the dipoles. Thus the dipoles are not influenced by the electric
field and remain random. This implies that the permittivity at an high frequency,
before atomic and electronic relaxation will be a finite positive value, which is ε∞.
For low frequencies the relaxation process is able to keep up with the alternating
field so that the polarization and the electric field has no phase difference. Thus εs
also has a static positive value which decreases with increasing temperature due to
increasing disorder [12]. The difference between εs and ε∞ is known as the disper-
sion step ∆ε. A plot showing the Debye model applied on distilled water is shown
in figure 2.3.
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FIGURE 2.3: Debye model of distilled water at T = 20◦C, showing
both the real and the imaginary part of the permittivity. Constants:
εs = 80.21, ε∞ = 5.6, τ = 9.36[ps] and σ = 0 [14].
2.1.5 Cole-Cole equation and other distributions
The Debye equation holds for materials with single relaxation time. If the material
exhibits a distribution of relaxation times, several models have been proposed. Ex-
amples of these distributions are symmetrical distributions such as Frölich-Gevers,
Wagner, Fuoss-Kirkwood and Cole-Cole, in addition to asymmetrical distributions
such as Davidson-Cole and Havriliak-Negami [15]. The Cole brothers discovered
that by introducing an empirical constant α to the Debye model, this could tell us
something about the distribution of the relaxation times. Following, equation (2.29)
can be written as [16]:






which is known as the Cole-Cole equation. The empirical constant α is in the range
0 ≤ α < 1, and if α = 0, we see that equation (2.33) is reduced to (2.29). Out of the
different distribution functions, Cole-Cole is the most commonly used because the
model is representative for a vast number and variety of dielectrics [17].
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2.2 Wave propagation and transmission line
To understand how the electromagnetic waves propagate and resonate through a
medium, transmission-line theory is needed. If we assume the wave is propagating
in a linear media, where there is no free charge or no free current, Jf = 0 and ρf = 0.
Also, if we assume that the electrical field E and magnetic field H are sinusoidal
waves that vary with time, we get
E = Ê · ejωt
H = Ĥ · ejωt
(2.34)
and the wave equations for the electrical field E and magnetic field H is given by
[9]
∇2E + k2E = 0 (2.35)
∇2H + k2H = 0 (2.36)






⇒ k2 = ω2εµ (2.37)
where k is the wave number and λ is the wavelength. The wave equation of the
electrical field is of special relevance in this project. Normally in the transmission
structure we decompose the electromagnetic field into transverse and axial compo-
nents, i.e.
E = ET + Ez (2.38)
H = HT + Hz (2.39)
We have three types of electromagnetic waves with special Ez and Hz [12, p. 43]. If
Ez = 0, the electromagnetic wave is called a transverse electric (TE) wave. If Hz = 0
the wave is called a transverse magnetic (TM) wave. Finally, if both Ez = 0 and
Hz = 0, the wave is called a transverse electromagnetic (TEM) wave. If we solve
the wave equation for an electric field propagating in the z-direction, and with an
E-field parallel to the x-axis we get
∂2Êx
∂z2
+ ω2εµÊx = 0 (2.40)
Chapter 2. Theory 13
which has the following general solution
Êx = A · e−γz +B · eγz (2.41)
where A and B complex numbers depending on the boundary conditions of the










γ = α + jβ
(2.42)




where α is the attenuation coefficient, β = 2π
λ
is the phase change coefficient, λ is the




is the velocity of light in vac-
uum. Attenuation is a fundamental property when it comes to wave propagation,
and it contains information on how much the amplitude has decreased while prop-
agating through the medium. This effect is mostly due to absorption and dispersion





FIGURE 2.4: Reflected and transmitted signal. Redrawn and modified
from [11].
Figure 2.4 shows a TEM wave propagating in air entering a material under test
(MUT) with relative permittivity εr. From the figure, we see the wavelength de-
creases, the velocity decreases and the magnitude is attenuated. It can also be seen
that some waves are transmitted through the material, whereas some are reflected
between the boundaries of the material and air. Electromagnetic waves follow the
three fundamental laws of geometrical optics [9]
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1. The incident, reflected and transmitted wave vectors forms a plane (called the
plane of incidence).
2. The angle of the incidence wave is equal to the angle of reflection:
θI = θR (2.44)













which is known as the index of refraction of the material. For most materials, µ is




Since εr is always greater than 1, light travels slower through matter, which can be
seen by figure 2.4.
2.2.1 Transmission line and reflection method
Transmission line theory is a fundamental part of understanding how to measure
the reflection coefficient. To understand this, consider an arbitrary transmission
line with impedance Z0 terminated in load with impedance ZL with a voltage wave
propagating in the +z and −z direction, as illustrated by figure 2.5. The so-called





This equation has the same general solution as equation (2.41). The general solution
implies that the voltage is the sum of a forward traveling wave and a backward
traveling wave:
V = A · e−γz +B · eγz = Vi · e−γz + Vreγz (2.49)








FIGURE 2.5: Transmission line with load.
Where Vi is the incident voltage and Vr is the reflected voltage wave of the voltage
source. Analyzing the reflection properties of figure 2.5, the positive direction from
the load to the generator is chosen such the voltage reflection coefficient is given by





and the relationship between the voltage and the current is determined by the load-
















Similarly, we could also define the reflection coefficient by the characteristic impedance





If we consider a transmission line with length l connected to a load, we have the
following relation [12]





























⇒ Γi = ΓLe−2γl (2.56)
2.2.2 Loss-less transmission lines and special cases








Following, we can rewrite equation (2.55) including the result from equation (2.52)
Zi(l) = Z0
ZL + Z0 tanh(γl)
Z0 + ZL tanh(γl)
(2.58)
If we are using a lossless transmission line, the propagation constant (equation
(2.42)) becomes purely imaginary, i.e. :
γ = jβ (2.59)
This implies that the wave will not be attenuated and only the phase of the reflection




ZL + jZ0 tan(βl)
Z0 + jZL tan(βl)
(2.61)
2.2.3 Pure Travelling Wave
From equation (2.61) we see that if βl = nπ, where n ∈ Z, the expression will be
reduced to Zi = Zl. In this state there is no reflection Γ = 0. Using the definition
of the phase constant β = 2π
λ




l = nπ ⇒ l = nλ
2
(2.62)
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This implies that if the travelling length is any multiple of nλ
2
this will result in
maximum transmission and minimum reflection, i.e. a pure travelling wave. In
this case the input impedance will equal the load impedance
Zi = ZL (2.63)
2.2.4 Pure Standing Wave
In the case of a pure standing wave the transmission line does not absorb any en-
ergy and all the energy is reflected: |ΓL| = 1. This happens when βl → π2 . Solving




















If the travelling length is one quarter wavelength long, or a quarter wave length
plus any multiple of n times half a wavelength, the transmission line is in pure
standing-wave state. This is also known as quarter-wave resonance and can also
occur when the load is short ZL = 0 and when the load is open ZL = ∞ [12,
p. 48].
2.2.5 Mixed wave
In most cases when dealing with transmission lines, some of the energy is absorbed
by the load whereas some is reflected. When the electromagnetic wave is in this
state the wave is between the two extremities, i.e. a pure travelling wave and a
pure standing wave.
2.3 Permittivity measurements
The methods for material characterization generally fall into non-resonant meth-
ods and resonant methods. Non-resonant methods are typically used to obtain
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knowledge of the electromagnetic properties over a frequency range while reso-
nant methods are used to obtain information at one or more specific frequencies.
These methods can either be used separately or in combination. There are several
practical factors to consider when choosing a method such as accuracy, cost, practi-
cal implementation and time. Typically the accuracy is higher for resonant methods
than non-resonant methods.
2.3.1 Non-resonant methods
In non-resonant methods, the electromagnetic properties of materials are deduced
from their impedance and the wave velocities in the materials over a wide fre-
quency range. As discussed previously, electromagnetic waves follow the laws
of geometrical optics. Therefore, when the wave propagates from one boundary
to another, both the impedance and velocity of the wave change. This results in
partial reflection from the interface between the two materials. By measuring the
transmission and reflection of the interface, it can be acquired information about
the dielectric properties of the two materials. Non-resonant methods are there-
fore further divided into reflection, transmission or a combination of reflection and
transmission.
2.3.2 Resonant methods
As mentioned previously, resonant methods have higher accuracy composed to
non-resonant methods, and is also more suitable for low-loss samples. In addi-
tion to only being able to measure at single or several discrete frequencies, they also
have higher sensitivity than the non-resonant methods. The most common resonant
methods include the resonator method and the resonant-perturbation (resonance-
shift) method. In a resonator method the MUT serves as a resonator, i.e. the ma-
terial will naturally oscillate at some frequencies with increased amplitude. And
the properties of the sample are determined from the fact that a resonator will have
different resonance frequency and quality factor depending on the permittivity and
permeability of the sample. The quality factor is a dimensionless quantity which
indicates the degree of damping in a resonator [18]. In the resonant-perturbation
method, the sample is inserted into the part of the resonator where the electric field
is largest. The properties of the sample are then calculated from the changes in
quality factor and resonance frequency that is caused by inserting the sample.
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2.3.3 Vector network analyzer and scattering parameters
A vector network analyzer (VNA) is a tool for measuring the amplitudes and phases
of transmission and reflection coefficient of an analog circuit. A network analyzer
mainly consists of a source, signal separation devices, and detectors [12]. The source
launches a signal at a single frequency to the MUT. The receiver is tuned to the spe-
cific frequency to detect the reflected and transmitted signals from the material. The
source is then stepped to the next frequency, and the measurement is repeated up
to the specific frequency span that is set. And finally the data is presented as a func-
tion of frequency [11]. Normally when you use a VNA, you specify the number of
stepped measurements over a selected frequency range. Therefore, depending on
the frequency step and the selected measurement bandwidth, information can be
missed during a sweep. It is important to ensure that there is sufficient overlap so
that the all the information in the frequency range of the sweep are captured. The





Where fss is the frequency step size, fstop is the last frequency of the sweep, fstart
is the first frequency of the sweep and #p is the number of stepped measurements
respectively. If we consider a two-port network, the network analyzer can measure
the four waves independently, i.e. two forward moving waves a1 and a2 and two
reverse traveling waves b1 and b2. This is illustrated in figure 2.6.
FIGURE 2.6: Two-port network with forward and reverse traveling
waves. Redrawn from [12, p. 121].
If we assume that we have a loss-less and dispersion-less transmission line with a
known characteristic impedance, we can describe the two-port network by a set of
scattering parameters known as S-parameters. The S-parameters relate the incident
and the reflected voltage waves. The scattering parameters for two-port network is
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given by the following linear equations [20]:
b1 = S11a1 + S12a2 (2.67)
b2 = S21a1 + S22a2 (2.68)
The example with a two-port network can be extended to a multi-port network, by
increasing the dimensions of the reflected, transmitted wave and scattering param-















S11 and S22 are regarded as the scattering reflection coefficients, whereas S12 and
S21 are the scattering transmission coefficient of the network. Since the VNA gives
us the amplitudes and phases of the scattering parameters, the parameters are com-








(i 6= j; i = 1, 2; j = 1, 2) (2.71)
In other words, if a port j is connected to a source and the other port is connected
to a matching load with the same characteristic impedance as the transmission line,
the reflection coefficient at port j is equal to Sjj :




In this thesis an open-ended coaxial probe based on the reflection method is used
together with the broad-band frequency method. The open-ended coaxial probe is
well known for determining dielectric properties of materials, since the reflection
coefficient depends on the material being tested [21][22]. However, this method
is also very prone to measurement errors caused by e.g. the influence of air gaps,
especially in the case of high-permittivity dielectrics [23]. This is due to the fact that
the larger the impedance difference of the materials, the greater the modulation as
can be seen by equation (2.52).
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FIGURE 2.7: Open-ended coaxial probe as one-port network. Redrawn
and modified from [7].
The measurements errors of a VNA usually fall into three categories: Measurement
error, random error, and drift errors. Systematic error affect the system at all times.
Therefore errors like directivity, port match, crosstalk and frequency response can
be characterized through calibration. Random error are by definition unpredictable
but can be limited through averaging and multiple measurements. Drift errors can
be reduced by keeping the working conditions of the measurement system as close
to the calibration conditions as possible. Temperature conditions are one of the
main sources of drift error in dielectric spectroscopy, and instrumentation noise
can be reduced by giving the electronic equipment sufficient time to stabilize. The
temperature can also cause drift in the permittivity of the material being tested
since permittivity has a temperature dependency. For an experimental setup, the
VNA is calibrated with reference to the end of the coaxial cable as seen in figure
2.7. However, the measurements are performed at the end of the probe i.e., the
reference plane. The difference between the measurement and reference plane leads
to a phase lag between the two, and the measurement plane S-parameters can be





where γ is the propagation constant and l is the distance between the measure-
ment plane and the reference plane. The simulations presented in chapter 3 are also
influenced by the phase lag since the simulation was done at the reference plane.
equation (2.73) assumes that there is no mismatch between the connector and the
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FIGURE 2.8: Two-port error model. Redrawn from [12][6].
where SR11 and SM11 are the reference and measurement plane reflection coefficient
andE21 is the forward reflection tracking, E12, the backward reflection tracking, E11
the directivity and E22 the source match. From the two-port error model in figure
2.74, we can find the reference plane reflection coefficient SR11 from the measurement
plane reflection coefficient SM11 by the following equation:
SR11 =
SM11 − E11
E22SM11 − (E11E22 − E12E21)
(2.74)





where the complex frequency dependent coefficients Ã, B̃ and C̃ is found from S-
parameter measurements of three calibration fluids with known permittivities, this
equation is also known as the bilinear S-parameter transformation (BST) [25].
2.3.5 Short, Open, Load and Thru (SOLT)
To account for the systematic error parameters shown in figure 2.8, the SOLT cal-
ibration procedure introduced by Hewlett-Packard in 1978 is used [26]. The load
calibration accounts for the directivity term (E11), the open and short for the source
match and reflection tracking (E22, E12 and E21) and the thru calibration is primar-
ily for the tracking and load match. For 1-port VNAs, the thru calibration is dis-
carded. The calibration parameters for the different calibration standards is defined
by:
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• Short - Transmission line length, transmission loss and frequency-dependent
inductance given by:
L = L0 + L1 · f + L2 · f 2 + L3 · f 3 (2.76)
• Open - Transmission line length, transmission and frequency-dependent con-
ductance given by:
C = C0 + C1 · f + C2 · f 2 + C3 · f 3 (2.77)
• Load - The load value is the same value as the characteristic impedance of
source, e.g. 50Ω typically for coaxial lines. Load is in some literature referred
to as match.
• Thru - Transmission line length and transmission loss.
In addition the frequency range of the calibration kit must be given for each calibra-
tion. As shown in figure 2.7, the calibration is done at the end of the measurement
plane. Any additional connectors between the measurement plane and the refer-
ence plane will increase the phase shift due to internal reflections in the connector
and probe.
2.3.6 Open-ended coaxial probe
The coaxial line has many advantages over the different types of transmission lines
and is a widely used method for characterization of material properties [22]. The
main advantages of using an open-ended coaxial probe can be summarized as:
• Wide working frequency range.
• Little or none sample preparation.
• Can be used in a temperature controlled environment.
• Works on both high and low-loss samples.
And the following disadvantages:
• The need for calibration and calibration fluids for permittivity calculations.
• Requires good contact between the coaxial aperture and the sample surface.
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The open-ended coaxial probe is a coaxial line that is a cut-off section of the trans-
mission line. The electromagnetic field propagates into the MUT, and the reflection
signal (S11) can be measured. The coaxial probe is categorized as a non-resonant
reflection method (see section 2.3). A sketch of an open-ended coaxial probe prop-
agating into a sample with a layer with thickness d and with a permittivity ε1 and
backing material with a permittivity of ε2 is shown in figure 2.9. The probe design is
generic because different measurement probes are often specially designed for the
measurement requirements needed [27]. The real probe has some impedance cus-
tomization, to better the impedance match within the probe that is not shown in this
thesis. The open-ended probe has a restricted sensitivity depth when the probe is
non-radiating. This implies that only samples close to the termination of the probe
affects the measured reflection coefficient and layers greater than the probe sensitiv-
ity is considered infinitely thick. In other words, this means that the backing-layer
will not influence the measured permittivity if the layer is thicker than the sensitiv-
ity depth. This critical sensitivity depth has been found to be approximately equal
to the outer radius of the probe [28]. The critical sensitivity depth dcrit is defined as
the layer thickness where the backing material does not affect the effective permit-













FIGURE 2.9: Sketch of open-ended coaxial probe with effective depth
sensitivity with a sample with a layer of permittivity ε1 and backing
material with permittivity ε2.
A semi-empirical model has been created for estimating the permittivity of a sample
of finite thickness, given by [6]:
ε∗eff = (ε
∗
2 − ε∗1)ed/D + ε∗1 (2.78)
Where ε∗eff is the measured effective permittivity, ε
∗
1 is the layer permittivity, ε∗2 is
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the permittivity of the backing material, d is the layer thickness and D is an empir-
ical parameter that depends on the sensor geometry. With this model the effective
permittivity of the sample can solved, or if the permittivity is known the inverse
problem of finding the thickness can be solved.
2.3.7 Equivalent circuit and bilinear calibration procedure
To relate the reflected signal S11 and the complex permittivity of the material being
tested, the complex admittance of the equivalent circuit of the open-ended probe
can be evaluated. A test environment as shown in figure 2.10a, results in a equiva-
lent circuit as shown in figure 2.10b. In this example, Teflon is used as a dielectric
(a) Geometry [25].
Z0 Cf C(Ɛ) G
(b) Equivalent circuit [21].
FIGURE 2.10: A open-ended probe connected with a test sample with
backing layer.
medium between the inner and outer conductor of the probe. Z0 is the characteristic
impedance of the coaxial line, Cf represents the electric field concentration inside
the dielectric part of coaxial line. The capacitance C(ε) and conductance G repre-
sents the capacitance of the capacitor formed by the inner conductor and the test
sample, and the radiation conductance of the probe. Evaluating the circuit in the
frequency domain, the total admittance is be given by:
Y (ω) = jωCf + jωC(ε) +G (2.79)









where λ is the wave length, η is the index of refraction in vacuum and a and b
represents the inner and outer radius of the probe respectively. The conductance in
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vacuum is related to the conductance in a material by [29]:
G = G0ε
5/2 (2.81)
As shown in equation (2.80) the conductance in vacuum depends on the geometry
of the probe. In cases where a and b are small, we can neglect G and are left with a
linear two capacitor probe model. It is also possible to rewrite equation (2.81) using












where Ĝ0 is the modified version of G0 written in terms of frequency instead of
wavelength. This frequency dependence of the conductance shows that it can only
be neglected at low frequencies. Rewriting equation (2.51) as a function of admit-







Using a linear two capacitor model for the probe we can find the permittivity as a
function of the reflection coefficient [25] as shown in equation (2.85). This is known
as a bilinear calibration procedure (BCP) [24]. The iterative algorithms used for
transforming the reflection coefficient has been provided by CMR. However, this






It is to be noted that the three calibration fluids must have a permittivity close to
that of the sample in order to achieve measurement accuracy.
2.3.8 Resonance Frequency
In section 2.3.7 we saw how the permittivity could be calculated by solving equa-
tion (2.85). If the given frequency results in a traveling length equal to an odd
Chapter 2. Theory 27
number of quarter wavelengths, giving increased reflection. In turn, this can re-
sult in significant errors in the calculated permittivity [25]. This effect will limit the
useful frequency range of the probe, making it restricted to frequencies below the









Where l is the travelling length and c is the speed of sound in vacuum. This equa-
tion was derived for sensor design of a coaxial cell, but it is assumed that this holds
propagation in the MUT as well. However, for the purpose of this thesis, equation
(2.86) also gives an indication of when it can be assumed that resonances will occur.





2.3.9 Near-and far field
When dealing with an open-ended coaxial probe, the probe will radiate like an an-
tenna at high frequencies. The electromagnetic field around an antenna is divided
into two regions, near-field and far-field. These can be further subdivided into reac-
tive near-field, radiating near-field and far field, the different regions is illustrated
by figure 2.11. In the reactive near-field region, the E and B becomes complex re-
sulting in field patterns that varies considerably from one point to another. Either
the E or B-field may dominate at given points. The outer boundary of this region






where r is the distance from the probe, λ is the wavelength and D is the largest
dimension of the of the probe. In the following region, the radiative near-field, the
electromagnetic waves propagate predominantly in phase. However, the E and B
fields are still complex, and becomes more predictable the further away from the
antenna the wave gets before becoming a plane wave in the far-field region. The
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FIGURE 2.11: Near-and far-field of antenna showing the different re-
gions [30].
which is known as the far-field requirement. In this region, the E and B field are in
phase, mutually perpendicular and have equal magnitudes at any point in space.
The radiative near and the far-field is often referred to as the Fresnel and Fraunhofer
region respectively due to the analogy to optic terminology. The numerical values
for the near-and far-field for the open-ended coaxial probe in this thesis, for a fre-




In this thesis, a new experimental setup was created in order to do measurements
on material with known permittivity. In this chapter a simulation model of the new
experimental setup is built to simulate the measurement response. In chapter 5
results from some experiments are presented to verify the validity of the simula-
tions.
The open-ended coaxial probe used in the simulations and the subsequent experi-
ments, developed initially by Kjetil Folgerø and Kjetil Haukalid, is described in [1]
as probe A. The probe is composed of a coaxial transmission line with an electri-
cally open-end as discussed in chapter 2. The probe consists of an inner and an
outer conductor, a dielectric support medium and air as an insulator as shown in
figure 3.1 and in figure 2.9.
FIGURE 3.1: Two open-ended coaxial probes used in previous experi-
ments [1].
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3.1 Introduction to COMSOL R©
Software simulations of physical experiments are efficient for evaluating and pre-
dicting physical effects prior to performing the experiment. CMR has used COM-
SOL Multiphysics as a tool to create a model for their open-ended coaxial probe and
this simulation model was modified to include the new test setup described in this
thesis. The main reason for choosing a FEM software for evaluating the behavior
of the probe is that it is more flexiable than full analytic wave models. The founda-
tion of COMSOL Multiphysics is a Finite Element Analysis (FEA) software, which
is formed by the laws of physics expressed as mathematical models which are dis-
cretized using the FEM [31].
3.1.1 Finite Element method
As presented previously, Maxwell’s equations are the foundation of electromag-
netism, and is based on a set of partial differential equations (PDEs). For the most
part, geometries and problems involving PDEs cannot be solved analytically, and
must instead be solved by approximations. This is achieved by using different types
of discretizations that can approximate the PDEs with numerical model equations,
which in turn can be solved using numerical methods. The solution to the numer-
ical equations represent an approximation to the real solution of the PDEs. In our
case we are solving for the wave equation (2.35), given by∇2E + k2E = 0.
In general the FEM involves the following steps [32]:
• Represent the structure of interest as a patchwork of smaller elements/domains.
• Express the unknown solution by interpolation of values at vertices/nodes of
the elements.
• Assemble the resulting equations for each element into global matrix equa-
tions.
• Solve the global system of equations.
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3.1.2 Boundary Conditions, Perfect Electric Conductor and Per-
fectly Matched Layer
In order to simplify the model of the simulation, several concepts has to be intro-
duced that will be applied to the model. By still assuming we are propagating in
linear media, where there is no free charge or no free current, J = 0 and σ = 0. As
the wave is propagating from one medium to another it must obey the electrody-
namic boundary conditions [9] [32]:































Some of the challenges when dealing with finite element modeling is how to treat
unbounded boundaries, especially for wave structure interactions. One way to deal
with this problem is to limit the extent of the model into a manageable region of in-
terest, as shown in figure 3.2. The perfectly matched layer (PML) method was pro-
posed by Beregner in 1994 [33], this method utilizes the use of an absorbing layer
with a matched medium designed to absorb the electromagnetic waves without re-
flecting them. In addition, a boundary surrounding the PML consisting of a perfect
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electric conductor (PEC) is added. A PEC boundary condition is essentially a sur-
face without loss, which has a conductivity of σ = ∞, so that all field components
must be zero inside the conducting region [32], i.e.
n̂× E = 0 or n̂ ·H = 0 (3.6)
This result can also be seen by considering an imperfect conductor with a finite
conductivity, where the skin depth goes to zero as the conductivity increases. This
type of boundary is also called an electric wall, since the tangential components of
the electrical field is shorted out and mush vanish at the surface of the conductor
[34].
FIGURE 3.2: Modeling domain of an antenna in free space [35].
3.1.3 Port
We need to define where the electromagnetic electromagnetic waves enters and ex-
its the model. This is where we change the frequency of the incoming waves to look
at the response. For the purpose of computing S-parameters, only one port can be
excited at a time.
3.1.4 Impedance boundary condition
It is a challenge that electromagnetic waves gets scattered by a material. Since one
has to derive the field expansion both inside and outside the material prior to the
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application of the boundary conditions. To avoid this, impedance boundary con-
ditions (IBC) can be applied in order to not calculate the field within the body, by
assuming that the currents flow only the surface. This simplifies the analysis and
reduces the computational time significantly since any material on the other side of
the boundary is treated as infinitely large [36].
3.1.5 Mesh and Degrees of Freedom
As stated, the first step of finite element modeling is to represent the structure as a
patchwork of smaller domains. The elements has to be chosen such that the shape
and size represent the geometry and edges of the domain of interest. These ele-
ments form a mesh, that can be irregular in shape so it is possible to have finer
elements where required and larger elements elsewhere. This makes the model
more computationally efficient. For 2D models COMSOL chooses the option be-
tween triangular or quadrilateral elements. By default triangular elements are used
for meshing. The reason for this is that triangular elements makes it possible to
mesh automatically any 2D or 3D structure, regardless of shape or topology. By
comparison quadrilateral elements are more difficult to generate automatically, but
the accuracy of the simulation is often significantly higher then by using triangular
elements [37]. It is also important to mention that COMSOL uses adaptive mesh
refinement (AMR) for increasing the number of elements in regions where the error
is significant. As a result AMR changes the element sizes in a nonuniform man-
ner.
The solution time and and memory requirements of the solution is related to the
number of degrees of freedom (DOF) in the model, the total number of DOF can be
estimated by the following formula:
#DOF = #nodes ·#dependentvariables (3.7)
The dependent variable is present in all the nodes of the mesh and the number of
nodes is related to the number of elements by the following approximations for 2D
structures [38]:
• Linear triangular elements: #nodes = 0.5 ·#elements
• Linear quadrilateral elements: #nodes = 1 ·#elements
Chapter 3. FE-modeling of sensor 34
3.1.6 Symmetry
Many structures and objects exhibit symmetry in one form or another. The most
common form of symmetry is mirror symmetry, axial symmetry, cyclic symmetry
and repetitive symmetry. Theoretically, if you were to consider a finite element
model of an object consisting of 100000 DOF, you could by mirror symmetry reduce
the model to a quarter of the size and thus increase the accuracy of the numerical
error, reduce the equation system and the load on the processor [37]. In general we
can summarize the differences between a real life experiment and simulation with
the comparison shown in table 3.1.
TABLE 3.1: Comparison of an experiment versus a simulation environ-
ment [39]
Real world Simulation Enviroment
Anechoic chamber absorbing
electromagnetic waves Perfectly matched layer
Metallic coaxial cable and surface · IBC· PEC
Network analyzer for measuring S-parameters Port
Network or spectrum analyzer for measuring
far-field radiation pattern Far-field domain and calculation
Chapter 3. FE-modeling of sensor 35
3.2 COMSOL model of the experiment
The COMSOL model was created as a 2D axisymmetric model in order to save com-
putational time. The model when evaluated is then rotated along the z-axis thus
creating a 3D model from the 2D model. The model of the probe is based on CMRs
existing probe, which was described in section 2.3.6. COMSOL uses the following
work-flow which is generic regardless of the physics being modeled.
1. Set up the model environment
2. Create geometrical objects
3. Specify material properties
4. Define physics boundary conditions
5. Create the mesh
6. Run the simulation
7. Post-process the results
3.2.1 Model geometry
Figure 3.3 shows the layout and block information of the geometry, the respective
parameter expressions in table 3.2 and the block definition with materials in table
3.3. The geometry consists of a cylindrical shell of Plexiglas with a PML on top to
absorb the incoming electromagnetic waves without reflecting them. By using IBC,
we truncate the domain in the r-direction. However, since the container is open-
ended in the z-direction, a PML was placed on top of the measurement volume that
consist of a backing material and the MUT. The height of the container from the
measurement plane is 0.1 m. Thus, the height of the backing materials varies with
the thickness of the slab. By simulation and far-field analysis, it was shown that
the radiation was propagating primarily in the z-direction. The parameters that
will vary during the simulation is the thickness of the slab and the permittivity of
materials being tested. At the bottom, the probe is fed through a coaxial waveguide
in TEM mode with increasing frequency. The probe in the simulation is simplified
model of the real probe shown in figure 3.1.
It can be difficult to imagine how a 2D model is converted into a 3D model. There-
fore, to understand how the probe is constructed in COMSOL a cross-section view















FIGURE 3.3: Block and layout information about geometrical model.
of the coaxial probe is shown in figure 3.4. Due to the IBC applied to the model it
is not necessary to model the outer radius of the conductor to the probe. Rotating
the axisymmetric figure around the z axis, from 0 to 270◦, we see how a 2D model
is transformed into a 3D model, as shown in figure 3.5.
3.2.2 Material
After defining the geometry of the model, the materials of the geometry must be
selected. The block definition in figure 3.3 is given by table 3.3. When adding a
user-defined material to the geometry, the properties of the material added depends
on the physics that is applied to the model. In our case the electrical conductivity,






FIGURE 3.4: Cross-section view of the coaxial probe.
relative permittivity and relative permittivity has to be defined for solving the wave
equation. The properties used for this model is shown in table 3.4.
TABLE 3.2: Parameter expression used to designing the geometry.
Name Expression Description
r_meas r_meas Radius of measurement volume
d_slab d_slab Thickness of layer
h_backing 0.1-d_slab Height of backing material
l_taper l_taper Length of dielectric bead
a_front a_air Inner radius of dielectric bead
b_front b_front Outer radius of dielectric bead
a_air a_air Inner radius of air
b_air b_air Outer radius of air
r_air b_air-a_air Width of air insulator
l_air l_air Length of air insulator
h_pml h_pml Height of PML
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FIGURE 3.5: Transparent 3D visualization of the simulation from a 2D
axisymmetric model, rotated from 0◦ to 270◦.
TABLE 3.3: Block definition of the geometry in the model.
Block number Material Description
1 Air Probe Insulator
2 Peek Dielectricum
3 See Table Material under test
4 Air Backing material/Far field domain
5 Air Perfectly matched layer







ketone (PEEK) 0 3.2 1 Ref
Air/Backing Material 0 1.000536 1 [40]
Slab Varies Varies 1 3.6
3.2.3 Boundary Conditions
The respective boundary conditions applied to the model is shown in figure 3.6.
The inner and outer conductor of the probe is made of steel with a relative permit-
tivity of εr = 1, relative permeability of µr = 1 and an electrical conductivity of
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σ = 5 · 105[S/m]. This will affect how far the waves penetrate into the conductor
since the waves will be attenuated due to ohmic heating. Also, the measurement
plane consists of a metallic surface, so the IBC is applied here as well. An additional
IBC has been added to the wall of the container mimicking the Plexiglas surround-
ing the measurement volume. Here the permittivity is εr = 3.5, permeability µr = 1
and for simulation purposes the conductivity is set to 0[S/m] . One could have
added air and PML outside the boundary of the Plexiglas, but the results from the
simulations show that this was not necessary. Therefore the model was kept to min-
imum complexity to save computational time. The wave excitation port is placed
at the bottom of the probe where the coaxial cable would have been connected in











Impedance boundary condition 2
Far Field
Far field boundary
FIGURE 3.6: Boundary conditions of the simulations.
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During the simulations, the port input power of the electromagnetic wave was set
to 1[W ]. To truncate the modeling domain, a PEC is used as periphery/termination
on top of the PML, which will reflect any incoming electromagnetic wave.
3.2.4 Mesh
COMSOL Multiphysics has by default nine-built in size parameters for physics con-
trolled mesh. Which range from extremely coarse to extremely fine. These prede-
fined meshes are a set of 5 different parameters that are set, which consist of:
• Maximum element size - limits how big each mesh element can be.
• Minimum element size - limits how small each mesh element can be.
• Maximum element growth rate - limits the size difference of two adjacent
mesh elements.
• Curvature factor - limits how big a mesh element can be along a curved
boundary.
• Resolution of narrow regions - controls the number of layers of mesh ele-
ments in narrow regions.
With the physics used to define this model, the physics controlled mesh had the
following parameters shown in table 3.5.
TABLE 3.5: Default parameters of the physics controlled mesh of the
simulation model









Extremely coarse 0.0574 0.0087 2 1 0.9
Extra coarse 0.0348 0.00278 1.8 0.8 1
Coarser 0.0226 0.00104 1.5 0.6 1
Coarse 0.0174 3.48e-4 1.4 0.4 1
Normal 0.0117 5.22e-5 1.3 0.3 1
Fine 0.00922 5.22e-5 1.3 0.3 1
Finer 0.00644 2.18e-5 1.25 0.25 1
Extra fine 0.00348 1.13e-5 1.2 0.25 1
Extremely fine 0.00174 3.48e-6 1.1 0.2 1
In order to determine which mesh that was the most suitable for our geometry, a
mesh refinement study was conducted to monitor the solution time and conver-
gence of the solution as the mesh was gradually refined. The testing conditions
used during the mesh refinement study was a slab with thickness 0.2 cm consisting
of water and air as backing material. As stated earlier, the frequency step size has
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to be sufficient enough, to not loose any information. For this purpose 55 stepped
measurements was chosen, which computationally wise was fast and provided
enough information about the reflection coefficient. First the solution was tested
with the physics controlled mesh. Afterwards the physics controlled mesh was
used along with a custom mesh, which is denoted user controlled mesh. The pa-
rameter used to define the user controlled mesh was to limit the maximum element
size of the physics controlled mesh and leave the other parameters to default. When
the changes between each successful iteration was small enough, it was concluded
that the model had converged. A free-tetrahedral mesh was applied to the regions
of interest (block no. 1-3 in table 3.3). For the backing material an extra fine physics
controlled mesh was used. When only modifying the maximum element size, it was
important that the value was not less than the minimum element size. By letting the
maximum element size be static and in the order of magnitude−4 and using differ-
ent physics controlled meshes the magnitude and phase of the reflection coefficient
remained the same within an acceptable range. Where the acceptable range was set
to maximum deviation of 0.5 %. Therefore a normal physics controlled mesh was
chosen with variable maximum element sizes of the different domains. Compar-
ing the user defined mesh with that of the physics controlled mesh, the following
response was obtained for the magnitude and phase of the reflection coefficient, as
shown in figure 3.7 and 3.8. From the response we see that a user defined mesh
results in a more accurate solution when the order of magnitude of is greater then
−4. Comparing the maximum deviation between −5 and −4 for the magnitude of
the response, there was a difference of 0.2 % at 11.2 GHz. Comparing the phases
there was no noticeable difference between each mesh. Therefore a magnitude of
−4 for the maximum element size was chosen for simulation of the experiment due
to accurate solution and a computational time that was acceptable.
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FIGURE 3.8: Phase of physics controlled mesh and user controlled
mesh
The selected mesh resulted in the the following simulated mesh pattern, as shown
in figure 3.9. From the figure we see that there is a significantly finer mesh in the
regions of specific interest, i.e the probe and the slab. The same applies for the
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backing material and PML which are physics controlled. The result of AMR gives
nonuniform element sizes.
FIGURE 3.9: Finalized tetrahedral mesh of the simulation model.
3.3 Simulation
With the geometry, material and boundary conditions defined, a simulation matrix
was obtained by iterating over the different materials shown in table 3.6 as layer
and using air as backing material. The ethanol/water mixtures was chosen as layers
due to the fact that the dielectric properties of these are well documented and their
dielectric dispersion model could be implemented in COMSOL. The mixtures are
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TABLE 3.6: Dispersion step ∆ε, high frequency permittiviy ε∞, relax-
ation time τ and conductivity σ for different ethanol/water mixtures
at different mole fractions χe of ethanol at temperature T = 20◦C
Material ∆ε ε∞ τ [ps] σ [S/m] Reference
Water, xe = 0 74.61± 0.2 5.6± 0.2 9.36± 0.05 0 [14]
Ethanol/Water mixture, xe = 0.22 46.0± 1 4.4± 0.3 38± 4 0 [41]
Ethanol/Water mixture, xe = 0.36 35.1± 2 4.6± 0.3 55± 3 0 [41]
Ethanol/Water mixture, xe = 0.54 28.4± 0.3 4.3± 0.2 80± 5 0 [41]
Ethanol/Water mixture, xe = 0.76 24.2± 0.2 3.8± 0.1 121± 1 0 [41]
Ethanol, xe = 1 20.7± 0.1 3.5± 0.1 184± 2 0 [41]
The open-ended probe has a restricted sensitivity depth [6], but due to additional
reflections from the sample boundary this can resulting in artifacts in the appar-
ent permittivity. This effect is stronger at some frequencies. Due to resonances
caused by the probe radiating like a monopole antenna at high frequencies [21].
The amplitude of the resonances will depend on the layer thickness of the sample,
permittivity of the layer and backing material and the probe dimensions. To ac-
count for this, the simulations has been done on layers of up to 5 cm in incremental
steps. The slab thickness simulations is done in 3 step sizes totaling 128 different
thicknesses being simulated. The different layer thicknesses are shown in table 3.7.
The frequencies has been selected to acquire information on the higher frequen-
cies of the frequency span corresponding to that of the network analyzer used in
the experimental setup (9 kHz-13.6 GHz). The simulations resulted in a S11-matrix
with dimensions 55× 128× 6 which corresponds to the number of frequencies, slab
thicknesses and materials respectively. The measurement results obtained from the
simulations will be compared to the experimental values and a new method for
thickness and material estimations using simulations will be described later. Some
of the results from the simulation matrix are shown in appendix A as permittivity
spectra, which was transformed using BCP.
TABLE 3.7: Different slab thicknesses for simulation purposes
Number of steps Start thickness [mm] Stop Thickness [mm] Step size [mm]
25 0.1 2.5 0.1
13 2.6 5 0.2




In this chapter the experimental setup for measuring the reflection coefficient is pre-
sented along with other precautions to minimize errors. To ensure reproducibility,
the equipment, setup and necessary steps are outlined here. The materials being
tested is the same as the ones simulated but with greater incremental steps in terms
of layer thickness than the simulations.
4.1 Experimental setup
The experiment was conducted at the chemistry lab at CMR. The equipment and
materials used is presented in table 4.1. A figure of the setup is presented in figure
4.1. A new experimental setup was designed and built at the mechanical workshop
at the Department of Physics and Technology, University of Bergen. The setup con-
sists of a flange that was threaded so the probe could be inserted in the middle of
the container. A plexiglass cylinder with a diameter of 15 cm and height of 10 cm
was glued on top of the flange. A photograph of the setup is shown in figure 4.2.
The interface between the network analyzer and the computer was made with a
cross-over RJ-45 network cable for the data transfer data between a controller and
the analyzer could be simplified. The network analyzer could then be controlled
remotely, by utilizing scripts provided by CMR. The probe is connected to the net-
work analyzer using a coaxial cable and the probe is installed at the bottom of the
experimental setup which is elevated to avoid unnecessary bending of the coaxial
cable.







FIGURE 4.1: Model of experimental setup.
4.1.1 Preparation of fluids
To create the different ethanol/water mixtures, the ethanol available in the labora-
tory had to be diluted with distilled water in order to create the correct mole frac-
tions needed. Unfortunately the ethanol bought commercially was contaminated
with water and it was analyzed to have a mole fraction of χe = 0.865. This meant
that it was not possible to create pure ethanol mixtures for the experiments. The
ethanol water mixtures and the appropriate masses needed to create the respective
molar fractions is listed in table 4.2.
TABLE 4.1: Equipment and materials used
Equipment Description
Network Analyzer Rohde & Schwarz ZVL13
Probe Probe A
Calibration kit Rohde & Schwarz ZV-Z21
Coaxial cable Flexco Coaxial Cable
Weight Mettler Toledo Execellence
Computer Dell Latitude E7240
Temperature sensor F250 Mk II Precision Thermometer
Materials See table 3.6
Chapter 4. Experiment 47
FIGURE 4.2: Photo of the experimental setup with the probe inserted
in the center of the flange.
TABLE 4.2: Dilution table for creating different ethanol/water mix-
tures.
Mole fraction Mass of distilled water [g] Mass of contaminated ethanol [g]
χe = 0.22 210.55 263.00
χe = 0.36 284.70 170.16
χe = 0.54 349.11 89.52
χe = 0.76 401.72 23.65
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4.1.2 Reducing uncertainty of the experimental setup
In order to reduce errors in the experimental setup the calibration was done prior
to each experiment conducted. In addition several other precautions was taken into
account, to minimize the total error of the system during the experiment, such as
drift errors and systematic errors. The entire experiment procedure can be summa-
rized, as shown in figure 4.3.
FIGURE 4.3: Steps of experimental procedure.
Where each step has the following substeps[42]:
• Preparation - The preparation steps include: sufficient warm-up time for the
VNA, placing the VNA and MUT in a stable environment, using high quality
adapters and torque wrenches, and check that the connections are clean and
undamaged. A stable VNA and environmental temperature is needed to re-
duce drift in the VNA and permittivity, as seen in [41] and [14]. High-quality
cables, adapters, torque wrenches and connectors improve measurement re-
peatability and reduce measurement uncertainty. The torque wrenches used,
also reduces the mechanical damage to the equipment. In addition, an exter-
nal temperature sensor was used to confirm the temperature of the material
being tested.
• Calibration - After the leaving the VNA on for a sufficient time, the calibration
is performed and a verification of the calibration is conducted.
• Practice - Set the respective parameters of the VNA, frequency span, etc. Check
that the calibration standards and the probe is properly connected to the VNA.
• Perform - In this step the experiment is conducted. The temperature of the
MUT is recorded for each experiment.
4.2 Measurements
The VNA parameters used in the experiment is summarized in table 4.3. Using
the steps described in figure 4.3, the VNA was given sufficient warm-up time. Fol-
lowing, the coaxial cable was connected to the VNA using torque wrenches and
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calibrated at the end of the coaxial cable using the 1-port full calibration described
in section 2.3.5, i.e. using short, open and load calibration. The parameters of the
broadband sweep was then set, using 1001 frequency points in the frequency range
10 MHz to 13.6 GHz. The room temperature was normally ∼ 20◦C. However, the
temperature of the liquids was measured continuously when performing the exper-
iments. Due to the simulation material parameters used for the dielectric properties
was given for a temperature of 20◦C, as shown in table 3.6. The experiment was ini-
tiated with the container being empty. Following, the liquids was gradually poured
into the container. Due to surface tension of the liquid, the layer thickness poured
into the container could not be less than 2 mm for the layer to be considered ho-
mogeneously distributed across the diameter of the container. The layer thickness
was increased from 2 to 25 mm, using 1 mm incremental step up to 3 mm and in
2 mm incremental step from 3 mm to 25 mm. Once the liquid had reached a max-
imum height of 25 mm, the container was emptied using a syringe to avoid any
unnecessary movement of the measurement setup and cable. The remaining liquid
residue was removed using paper towels and the procedure was repeated for the
other liquids. The experiments on the liquids containing ethanol was done in suc-
cession with a minimized time interval between each layer thickness to avoid any
unnecessary evaporation.
TABLE 4.3: Parameters set in the VNA
Frequency points Bandwidth Start Frequency Stop Frequency
1001 100 Hz 10 MHz 13.6 GHz
4.2.1 Measurement uncertainty of layer thickness
The layer thickness of the experiment is adjusted by adding a known volume to the
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where d is the diameter of the container, h is the desired height of the layer, and V
is the volume. The caliper used to measure the diameter of the container has an ac-
curacy of ±0.02 mm and the diameter was measured to 149.5 mm. The measuring
container used has an accuracy of ±0.5 ml. We can treat the rectangular probabil-





Where ∆x is the rectangular, and σx the normal probability distributions respec-
tively. This equipment used and uncertainties is summarized in table 4.4.
TABLE 4.4: Equipment to used measure diameter and generate layer
thicknesses of appropriate heights with rectangular and normalized
uncertainties
Component Brand ∆x σx
Measuring container BLAUBRAND ±0.5 ml 0.2887 ml
Caliper Mitutoyo Digimatic 150 mm ±0.02 mm 0.0115 mm
Thus, the measurement uncertainty of the layer thickness, is found to be ±0.0285
mm. This is the measurement uncertainty for one particular layer. However, in the
experiments, the volume was increased gradually. Which gives increasing error for
time the volume was added due to different amounts of residue liquid present each
time the liquid was poured into the container.
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4.3 Interpolation
Typically, the frequency points of the simulation and measurements will differ.
There are two possible solutions when comparing the experimental result to the
simulations, i.e. either by fitting the experimental data to the simulation data, or
by fitting the simulation data to the experimental data. Normally the latter will be
the preferred method of approach due to the fact that a VNA during a broadband
sweep will use a greater number of points than those used in the simulations. Also
the simulations are not biased by systematic or random errors like the experimental
data. In an ideal scenario one could have simulated for the frequency points of the
experimental data. However, as discussed in chapter 3 this is a computationally
intensive task which requires significant processing time. As a result one has to
construct a continuously defined function from the discrete data. This remains a
challenge when dealing with signal analysis. The most common approach to solv-
ing this problem is through interpolation. With interpolation the unknown values
between the discrete values are estimated. The simplest form for interpolation is
where a linear relationship between the different measurement are assumed. How-
ever, this technique is in many cases not sufficiently accurate so other interpolation
techniques such as cubic, spline and polynomial interpolation is preferred instead
[27].
By fitting experimental frequency points to the simulations, different interpolation
techniques were compared to each other. The spline interpolation method gave the
most accurate results of the different interpolation techniques available in MAT-
LAB, but it fails at high frequencies due to an inadequate number of frequency
points in this range, thus creating a high number of oscillations, as shown in fig-
ure 4.4. However, this was a result of interpolating the real and imaginary parts of
the complex reflection coefficient, which was the default option in MATLAB. A bet-
ter result was achieved by interpolating the magnitude and phase of the reflection
coefficients separately, and recombining them again using the following formula:
S11 = Re
iθ (4.6)
Where R is the magnitude and θ is the phase angle of the complex reflection coeffi-
cient after interpolating. By using this method we achieve a better interpolation, as
shown in figure 4.5. The figure shows that we are not creating a high number of os-
cillations at high frequencies, and we are able to create a well defined function that
corresponds with the simulated data points. The other solution is to fit the experi-
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FIGURE 4.4: Spline interpolation method showing 55 simulated points
fitted to 1001 experimental points for water with a layer thickness of
d = 50 mm at T = 20◦C.
mental data to the simulations at the cost of measurement resolution but decreased
oscillations at high frequencies as shown in figure 4.6. Results from fitting several
different experimental data sets to the simulations yielded that the interpolation
technique is only optimal for estimating values between discrete values e.g. if the
experimental data has a max frequency of 13.6 GHz it will overestimate the value
at 14 GHz, leading to increased error in the reflection coefficient. To avoid this, a
mathematical function was developed which interpolates and removes the points
below and above that of the experimental minimum and maximum frequency when
interpolating. This proved to give a more accurate result.
4.3.1 Conclusion
By using appropriate techniques both interpolation of simulated frequency points
to experimental frequency points and visa versa proved accurate. However, it was
chosen to fit the experimental frequency points to simulation points since the inter-
polation technique also smoother the noise present in the experiments.
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FIGURE 4.5: Spline interpolation of magnitude and phase, showing 55
simulated points fitted to 1001 experimental points for water with a
layer thickness of d = 50mm at T = 20◦C.




















FIGURE 4.6: Spline interpolation method showing 1001 experimental
points fitted to 54 simulation points for water with a layer thickness of




In this chapter the results from the simulations and the experiments are presented,
and with emphasis on how simulations can be used to estimate the layer thick-
ness and the permittivity of the materials simultaneously. The transformation from
reflection coefficients to permittivities is achieved using the bilinear calibration pro-
cedure (see section 2.3.7).
The second part of this chapter focuses on the occurrences of resonances, using a
theoretical model and simulations. And how the resonances can be used to estimate
layer thicknesses greater than the probe sensitivity depth. It will also be indicated




• Layer thickness range.
5.1 Estimating material and layer thicknesses using FEM
simulations
5.1.1 Comparison of permittivity (ε∗)
In this section the complex permittivity measurements from the FEM simulation
spanning different ethanol/water mixtures and layer thicknesses from chapter 3
are evaluated to estimate layer thickness and material of the measured data. The
comparison procedure is presented here and is also shown in figure 5.1.

























FIGURE 5.1: Flowchart of the process for evaluating material and layer
thickness using permittivity for comparison.
where following steps are
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• Simulation matrix; the simulation matrix spans the relevant layer thickness
and layer permittivity ranges for a given frequency range. This is a time-
consuming process and must be done prior to doing the experiments.
• BCP of simulation data; here the reflection coefficient matrix from the simula-
tion data is transformed from reflection coefficient S11 to complex permittivity
ε∗. To achieve this the response of air, water and contaminated ethanol was
simulated. These calibration fluids were chosen since they have permittivities
close to that of the sample in order to achieve high precision. The compounds
and their corresponding dielectric model and constants are shown in table 5.1
• BCP of measured data; here the difference between the measurement plane
and reference plane is removed by using the same calibration fluids and di-
electric models as in the simulation.
• Interpolation; here the experimental data is fitted to the simulation data using
the spline interpolation technique. This also reduces the random noise of the
measured signal.
• Comparison of simulated and experimental data; this step can be divided
into two parts. If the layer thickness and material is known, the measured
data can be compared against the appropriate layer and be evaluated. The
second part is to solve the inverse problem, i.e. to estimate the material and
layer thickness of an unknown sample using the transformed measured per-
mittivity.
TABLE 5.1: Calibration fluids for transformation from reflection coef-
ficient S11 to permittivity ε. for simulated and experimental data
Compound εs ε∞ ∆ε1 ∆ε2 τ1 [ps] τ2 [ps] α Dielectric model Reference
Air 1.000536 N/A N/A N/A N/A N/A N/A Constant [40]
Ethanol χe = 0.8651 25.2422 4.0760 21.1662 2.2326 145.72 21.997 0.0778 Cole-Cole [41]
Water 80.21 5.6 74.61 N/A 9.36 N/A 0 Debye [14]
Testing this method for various liquid layers shows a good compliance between
the measured and simulated spectra, thus verifying the validity of the simulations.
Figure 5.2 shows the response of the measured data, the simulation data and the
reference value of water with a layer thickness of 5 mm and air as backing mate-
rial. The artifacts caused by resonances in the GHz-region is observed and is in
accordance with the theory. To create a plot of how the measured data compares
with the simulated data, a contour plot was used. By mapping the mole fraction
1This mole fraction was used to reflect what was commercially available in the laboratory, model
was achieved by interpolating the mole fractions from [41].
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FIGURE 5.2: Comparison of simulation and experimental result of wa-
ter with a layer thickness of 5mm and air as backing material.
of ethanol in the x-direction and the layer thickness in the y-direction, the error of
the measured data is shown as amplitudes in the xy- plane. The error of the com-
plex permittivity was estimated using a root square deviation (RSD) on the real and









(ε′′meas − ε′′sim(i,j))2 i, j ∈M,N (5.1)
Where M is the number of frequency points of the simulation matrix and N is the
number of simulations in the matrix. This corresponds to the rows and columns of
the simulation matrix, respectively. Using RSD as amplitudes with respect to the xy-
plane, we get the following contour plot of the same measurement data as shown in
figure 5.2. Using a different method for evaluation, the error may result in different
contour plots. This method evaluates the complex permittivity, but is also possible
to include the phase into the comparison. By evaluating different techniques for
estimating the error of the experimental data compared to the simulations, we saw
that a logarithmic scale of the error (log(RSD)) had a better performance then using
RSD directly.
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As seen in figure 5.3 the error is largest the further away the mole fractions are from
water, and smallest in a area around 5 mm water. This is be expected due to the



































































FIGURE 5.3: Contour plot of experimental result of water with a layer
thickness of 5mm and air as backing material with respect to simula-
tions.
5.1.2 Comparison of reflection coefficient (S11)
When comparing the simulated and experimental data, we can either compare the
complex permittivity ε∗, as shown in the previous section or compare the reflec-
tion coefficient S11 directly. The flow chart for this procedure is shown in figure
5.4.The procedural flow is the same as in figure 5.1. However, in this case the cali-
bration fluids from the simulations and the experiments are used to transform the
reflection coefficient from the measurement plane to the simulation reference plane
using equation (2.75) (BST). Using the same experimental data as in figure 5.3, i.e.
water with a layer thickness of 5 mm and air as backing material the response can























FIGURE 5.4: Flowchart of the process for evaluating material and layer
thickness using the reflection coefficient for comparison.
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be evaluated using the reflection coefficient instead, as shown in figure 5.5. To esti-
mate the error of the measured reflection coefficient compared to the simulations a
RSD evaluation of the real and imaginary part of the reflection coefficient was used,









(S ′′11,meas − S ′′11,sim(i,j))2 i, j ∈M,N
(5.2)
In this case we also used a logarithmic scale of the RSD of the reflection coeffi-
cient (log(RSDS11)). Using this method we see that we need a larger resolution on
the level-step of the contour plot in order to estimate the layer and the material
of experimental data being evaluated. This is to be expected since transforming
the reflection coefficient to permittivity using BCP will results in a large total er-
ror when evaluating the deviation of the measurement, this is especially true when
resonances occur, since this leads to a large error in the complex permittivity.
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FIGURE 5.5: Contour plot of experimental result of water with a layer
thickness of 5mm and air as backing material with respect to simula-
tions using S11.
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5.1.3 ε∗ and S11 comparison
Comparing the permittivity of a different measurement with an ethanol/water mix-
ture of χe = 0.76 and with a layer thickness of 5 mm it required an increase in the
level-step of the contour plot compared to that of water in order to estimate the
layer thickness of the sample. The reason for this is that the artifacts caused by
resonances are much less apparent for a larger fraction of ethanol than they are for
water. However, we see clearly that the material is most likely to be χe = 0.76 and
the layer thickness around 5-7 mm, as shown in figure 5.6. In figure 5.7a the reflec-
tion coefficient S11 is compared against the equivalent simulated response. From
this figure, we see small deviance in the reflection coefficient. This can be explained
by a deviance in the mole fraction since a small change in the water content of the
mixtures will affect the reflection coefficient accordingly. In figure 5.7b a contour
plot of is shown based on a logarithmic RSD of the reflection coefficient with re-
spect to the simulations. Here we are unable to determine an accurate solution in
terms of layer thickness. However, we can estimate the material to be χe = 0.76.
This result proves that the permittivity is the preferred option when comparing the
measurement against the simulations, since the method can estimate both the layer
































































FIGURE 5.6: Contour plot of experimental result of χe = 0.76 with
a layer thickness of 5mm and air as backing material with respect to
simulations.
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In appendix B, a paper accepted for presentation at the "ISEMA" conference using
permittivity for comparison and RSD is included [43]. In the paper a 3 mm thick
water layer is presented in figure 6, and a 3 mm thick contaminated ethanol layer
is presented in figure 7, both with air as backing material. The responses shown
in the paper include the best fit of the comparison between the measured spectra
and the simulations and the reference value of the given response. We see a good
compliance between the best fit and the reference. From the results in the article and
the results shown in figure 5.3 and 5.6, we see the accuracy of the solution indicated
by the color of the contour plot, where a deep red color indicates the least deviation
with the simulated spectra. We observe that the red-colored area is more defined,
the higher the water content in the ethanol/water mixtures, due to artifacts caused
by the occurring resonances.
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FIGURE 5.7: S11 and contour plot of experimental result of
ethanol/water mixture, χe = 0.76 with a layer thickness of 5mm and
air as backing material with respect to simulations.
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5.1.4 Layer thicknesses larger then the probe sensitivity
As mentioned previously, when resonances occur this leads to a large error in the
complex permittivity. Usually resonances present an unwanted measurement error.
However, by using the information when the reflection coefficient is transformed to
permittivity using BCP, this can be used to estimate layer thicknesses greater than
the sensitivity of the probe. Evaluating a 13 mm water layer with air as backing ma-
terial, we get the response as shown in figure 5.8, and a zoomed response as shown
in figure 5.9. From the responses we see that the experimental result is most likely
to be water with a thickness between 12-14 mm. Layers with thicknesses larger then
the critical sensitivity depth of the probe (for probe A this is normally around 7-8
mm), will be considered infinitely thick. We see that by evaluating responses that
generates resonance for a given probe dimension, layer thickness and material we
are then able to estimate layers that are greater then the sensitivity of the probe. For
comparison, the response for 13 mm layer consisting of an ethanol/water mixture
with χe = 0.54 is shown in figure 5.10. From the plot it can be seen that it is not






























































FIGURE 5.8: Contour plot of experimental result of water with a layer
thickness of 13mm and air as backing material with respect to simula-
tions.
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since at this depth it is considered infinitely thick. We are however able to deter-








































































































FIGURE 5.10: Contour plot of experimental result of χe = 0.54 with
a layer thickness of 13mm and air as backing material with respect to
simulations.
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5.2 Resonances
As discussed previously, the probe radiates at high frequencies. When measuring
on samples with finite thicknesses, this can result in additional reflections from the
sample boundary, as illustrated in figure 1.1. This effect will be greater on frequen-
cies corresponding to quarter-wavelength resonances, as discussed in section 2.2.2.
From the simulations and experimental results, we see that the resonances primar-
ily emerges in the GHz region of the measured reflection coefficient. By looking
at the reflection coefficient and permittivity of a specific case, i.e. 12 mm water as
layer and air as backing material, as shown in figure 5.11. We see that the ampli-
tude of the resonance in this case, is small for the given layer thickness and which
is to be expected due to attenuation of the electromagnetic wave. To emphasize this
result, a new simulation was conducted with a theoretical medium consisting of
water with no loss, i.e. no imaginary part in the complex permittivity. This resulted
in large resonances when the probe became radiating. The comparison between
water and loss-less water is shown in figure 5.11.







































FIGURE 5.11: Simulated response of water and loss-less water (ε∗ =
80.21) with 12 mm layer thickness and air as backing material.
From this comparison we see that the more dissipative the medium is, the fewer
resonances occur. By evaluating the simulation matrix for different ethanol/water
mixtures with a layer thickness of 5 mm we see this effect clearly in both the permit-
tivity and reflection coefficient. While evaluating the response of different materials
and backing-layers, the results show that there were only significant resonances oc-
curring for water layers and with air as backing material, as shown in figure 5.12.
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To analyze the effect of resonances further, the simulations were reversed, i.e. us-
ing air as layer and ethanol/water mixtures as backing material, as shown in figure
5.13. From the figure, we see that we have only small resonances in the permittivity
spectrum of air-filled layers with liquids as backing material. This result could also
be derived from equation (2.86), which for a 5 mm air-filled layer, the first resonance
occurs above approximately 15 GHz. This shows that there are limitations to which
material can be used if the resonances are to be used to estimate layer thicknesses
greater than the probe sensitivity depth and to improve the accuracy of the contour
plots. To determine when resonances occur at a given layer depth and for different
materials, a simplified theoretical model has been developed using transmission
line theory. The theoretical model is compared against the simulations, in order
verify the use-fullness of the model.
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FIGURE 5.12: Permittivity and reflection coefficient for simulated mix-
tures of ethanol/water mixtures as layer and air as backing material.
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FIGURE 5.13: Permittivity and reflection coefficient for simulated mix-
tures of ethanol/water mixtures as backing material and air as layer.
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5.2.1 Simplified model of the reflection coefficient
Assuming that we have an electromagnetic wave propagating in free space and the
wave is plane propagating into an isotropic, homogeneous dielectric with negligi-
ble magnetic properties and zero conductivity, a simplified model was created, as






FIGURE 5.14: Simplified model of electromagnetic wave propagating
in free space hitting a layer with thickness d and permittivity ε1, and a
backing material of infinite length with permittivity ε2.




















From the equations derived in section 2.2.1, the reflection coefficient for the bound-


























































5.2.2 Comparison of theoretical model vs simulation
Using the simulations as a reference tool, the performance of the theoretical re-
sponse versus the simulated response is estimated. To thoroughly evaluate the per-
formance of the simplified model, 5 cases were studied using the simulations as a
reference and air as backing material.
• Case 1. Debye vs Simulation.
• Case 2 - High permittivity, loss-less medium
• Case 3 - Low Permittivity, loss-less medium
• Case 4 - High permittivity with loss
• Case 5 - Low permittivity with loss















FIGURE 5.15: Theoretical model for reflection coefficient using the De-
bye relaxation model vs. simulation for a 5 mm water layer with air as
backing material.
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Case 1. Debye vs Simulation. Using the Debye relaxation model with the same
parameters for water as seen in table 3.6 a comparison vs. the theoretical model
and the simulation can be done. The response is shown in figure 5.15. From the
response, we see that the theoretical model is inaccurate compared to the simulation
and that the number resonances and the amplitude do not match.















FIGURE 5.16: Theoretical model for reflection coefficient vs. simula-
tion for a 5 mm loss-less water layer with air as backing material.
Case 2 - High permittivity, loss-less medium. Using a simpler model i.e., keep-
ing the permittivity constant. In this case, loss-less water is used with a complex
permittivity, where the real part is 80.21, and the imaginary part is 0. This material
is purely theoretical but gives a good indication of when the greatest resonances
occur. In this case, we see good compliance with the simulations, as seen in figure
5.16.
Case 3 - Low Permittivity, loss-less medium. In this case we evaluate the response
of the theoretical model when the layer is a low permittivity loss-less material. Here
the layer has a complex permittivity of 20 and air as backing material. The reso-
nances occur less frequently then with a high permittivity material and is less in
compliance with the simulations, as seen in figure 5.17.
Case 4 - High permittivity with loss. In this case, the layer has a complex permittiv-
ity of 80.21− i20. Here we see a good compliance in terms of number of resonances
occurring and in similarity between the theoretical model and simulated model, as
seen in figure 5.18.
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FIGURE 5.17: Theoretical model for reflection coefficient vs. simula-
tion for a 5 mm loss-less medium layer with a complex permittivity of
20, and with air as backing material.
Case 5 - Low permittivity with loss. In this case, the layer has a complex permit-
tivity of 20− i5, and as expected while evaluating the different cases, the amplitude
is reduced due to the imaginary part of the complex permittivity, and the number
of resonances is reduced to the real part of the complex permittivity, as shown in
figure 5.19.
Conclusion - The theoretical model shows that we have increasing resonances oc-
curring, the larger the real part of the complex permittivity is. The theoretical model
fails to be accurate for complex models like the Debye model, but it proved accurate
enough as a "rule of thumb" that can be used to estimate how the reflection coeffi-
cient will behave for a given layer, backing material, and depth. Since FE-modeling
is a time-consuming task, the model can work as a guideline before conducting a
simulation. It also proved that the ideal material for resonances is a high permittiv-
ity loss-less material. The main reason for the theoretical model not being accurate
is that it is generic and does not consider the probe dimensions and it assumes that
we are in the far-field region of the probe propagating in free space. Whereas in the
simulation, the near-field where the E and B field is more complex is considered,
along with the fact that the radiation from the probe changes with frequency and
permittivity.
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FIGURE 5.18: Theoretical model for reflection coefficient vs. sim-
ulation for a 5 mm loss-less layer with a complex permittivity of
80.21− i20, and with air as backing material.















FIGURE 5.19: Theoretical model for reflection coefficient vs. simula-
tion for a 5 mm layer with a permittivity of ε∗ = 20− i5 , and with air
as backing material.
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5.3 Permittivity and depth limitations
From the previous section, we saw that the resonances that occur are heavily de-
pendent on the complex permittivity, layer thickness, and frequency for the given
probe. It has been shown that the resonances are beneficial and provides increased
accuracy especially when it comes to estimating the layer thicknesses. It is there-
fore helpful to map when the resonances occur for a given permittivity and layer
thickness by using the COMSOL model described in chapter 3, so the use-full range
of the probe can be determined. The focus in this section has been on thin layers
from 0.1 mm to 5 mm thicknesses done in 0.1 mm incremental steps and material
and backing material shown in table 5.2. All the materials in this table are loss-less
i.e., the complex permittivity does not have an imaginary part. The reflection co-
efficient from the resulting simulation matrix has been transformed to permittivity
using BCP and by using air, ethanol, and water as calibration fluids.
TABLE 5.2: Layer and backing material for simulations to map the the
use-full range of the probe
Layer material ε∗ = 10 ε∗ = 20 ε∗ = 30 ε∗ = 40 ε∗ = 50 ε∗ = 60 ε∗ = 70 ε∗ = 80
Backing Material Air Air Air Air Air Air Air Air
If we now look at a specific case of a simulation matrix for layers consisting of
ε∗ = 10 with air as backing material, where the y-axis is the span of layer thicknesses
from 0.1 to 5 mm, the x−axis is the frequency range of the simulations, and the error
is interpreted as amplitude with respect to the xy-plane. In this case the error is
given as a relative error in how much the simulated complex permittivity deviates
from the response at the lowest frequency divided by the absolute value of the
permittivity at the given frequency and layer thickness. This can be summarized
by equation (5.9). The main reason for choosing a relative error for this case is that
since the layers are thin, the effective measured permittivity will more be affected
by the backing layer the smaller the layer thickness is.
Esim(i, j) =
√




i, j ∈M,N (5.9)
Since resonances in the reflection coefficient leads to a significant error in the com-
plex permittivity, a great relative error in the permittivity tells us at the for the given
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FIGURE 5.20: Contour plot of the relative error, with ε∗ = 10 as layer
and air as backing material with respect to layer thickness and fre-
quency.
layer thickness and frequency, a resonance has occurred. A contour plot of the spe-
cific case is shown in figure 5.20 From the response we see that the resonances oc-
curring happens primarily above 10 GHz, this is in accordance with equation (2.86).
For a layer of 3 mm and ε′ = 10, (2.86) gives us f < 7.9 ≈ 8 GHz. We also see the
layers and frequencies that result in the greatest relative error, and thus one can es-
timate before conducting an experiment, the ideal frequency and layer that creates
resonances. However, the frequency span is normally limited by the VNA. So the
main focus has been on which layers are ideal for a given layer with the proper-
ties described in table 5.2. To achieve this, the relative error across all the frequency
points has to summed up and a new relative error function was implemented, given












From the contour plot, we see that the greater the relative error the greater the
amplitude of the resonances. However, a distinct line of where the relative error
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FIGURE 5.21: Contour plot of the relative error, with ε∗ = 10 to ε∗ = 80
as layer and air as backing material with respect to layer thickness.
results in a significant change in the apparent permittivity has to be established. By
evaluating several responses a relative error above > 0.05 results in a good fit, this
corresponds to 5% as percentage error. Redrawing the contour plot with changed
limits, we get the plot seen in figure 5.22. Here the red area indicates the best layer
thicknesses for the given materials that result in a significant change in the apparent
permittivity. So a by adding an imaginary part of 5i to the layer materials in the
table 5.2 a new contour plot can be created, as seen in figure 5.23. From the figure.
we see that by introducing a loss factor to the complex permittivity the effective
region where the probe creates significant resonances is narrowed down.
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FIGURE 5.22: Contour plot of the relative error with changed limits,
with ε∗ = 10 to ε∗ = 80 as layer and air as backing material with
respect to layer thickness.






















































FIGURE 5.23: Contour plot of the relative error, with ε∗ = 10 − 5i to
ε∗ = 80 − 5i as layer and air as backing material with respect to layer
thickness.
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5.3.1 Low-permittivity layers with water as backing material
By using the method described in section 5.3, we can use this to estimate when reso-
nances will occur for layer materials ranging from 2-to 10 and with water as backing
material. The reason for looking at this specific case is that this the most similar to
real-life experimental setup. Where the scale building up on the interior of the wall
will typically be a low permittivity (solid) material with a mixture of water, oil, and
gas flowing within the pipe [3]. Here the backing material, consisting of water was
modeled using the Debye relaxation model parameters from table 3.6 and the reflec-
tion coefficient was transformed to permittivity using BCP and by using air, ethanol
and water as calibration fluids. Normally one would chose calibration fluids close
so that of the sample, but since the effective permittivity is heavily influenced by
the backing material for thin layers. Meaning that the effective permittivity would
be almost equal the backing layer. Therefore, these materials proved optimal as cal-
ibration fluids. The contour plot of the relative error is shown in figure 5.24. From























































FIGURE 5.24: Contour plot of the relative error, with ε∗ = 2 to ε∗ = 10
as layer and water as backing material with respect to layer thickness.
the plot, it can be observed that the relative error increases the higher the permit-
tivity of the layer is, and the preferred response that would generate the greatest
amplitude of the resonances would have a permittivity of 10 and a layer thickness
of 0.1 to 1.2 mm. The response here is in accordance with the results from section
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5.2.2, i.e. the higher the real part of the complex permittivity the greater the ampli-
tude of the resonances. However, it is hard to conduct experiments on solids, since
it is difficult to create a well-defined plane surface, air gaps can cause a mismatch
between the probe and the sample boundary, and nonhomogeneity of the dielectric
can cause problems [44].
5.3.2 Permittivity and depth limitations for ethanol/water mixtures
The method described in section 5.3 proved inaccurate for evaluating when reso-
nances occur simulations based on dispersion models e.g., Debye, Cole-Cole etc.
To account for the inaccuracy, a different methodology was created for estimating
when resonances occur. Instead of evaluating how the simulated complex permit-
tivity deviates from the response at the lowest frequency. It was in this case evalu-
ated against the effective permittivity of a given layer using the theoretical dielectric
model from table 3.6. In other words, the permittivity response caused by compar-
ing the probe the radiating probe against its non-radiating reference value at a given
layer. As mentioned in section 2.3.6, a semi-empirical model for estimating the ef-
fective permittivity of a sample of a finite thickness was given by equation (2.78).
However, this requires that the empirical parameter D is known, which requires
curve fitting tools. By introducing a complex gain factor κ̃ the effective permittivity
of a given layer can be found. The complex gain factor is found by dividing the
permittivity of the simulated response εsim at the lowest frequency of a given layer





Where i the index of the frequency, and j is the layer in the simulation matrix. The
resulting vector κ̃ can then be used to find the non-radiating effective permittivity
ˆεeff of each layer, given by:
ε̂eff (i, j) = κ̃(1, j) · εref (i, j) (5.12)
The method can be explained by evaluating e.g., a 1 mm thick layer consisting of
χe = 0.54 and with air as backing material, as shown in figure 5.25. Here, the sim-
ulated response from the simulation matrix for the given layer is a plotted, along
with the theoretical model of χe = 0.54 using the values from table 3.6. The effec-
tive permittivity of the layer is shifted down from the theoretical model, since thin
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layers is influenced by the backing material with a lower permittivity, reducing the
effective permittivity of the given layer. ε̂eff will converge against the theoretical
model for layers that are considered infinitely thick. The relative error is then cal-
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e
 = 0.54 effective permittivity
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 = 0.54 simulated
FIGURE 5.25: Reference model, effective and simulated permittivity
for a 1 mm thick layer with a molar fraction of χe = 0.54, and with air
as backing material.
culated by modifying equation (5.10) to find the relative error between the effective












A logarithmic scale was utilized to present the relative error in a contour plot, as
shown in figure 5.26. The plot indicates where the greatest resonances occur for a
given layer thickness and molar fraction. Which in turn improves the accuracy of
the solution when comparing an experimental data versus the simulation matrix.
However, there is deviance in the plot for χe = 0.22; The plot indicates that the use-
full range of layer thicknesses is from 0 to 50 mm. From the experimental data and
other simulations, one would expect that the simulated response converges with the
theoretical model once the layer thickness is sufficiently large. A plot of 50 mm, χe =
0.22 is shown in figure 5.27 and for comparison a plot of 50 mm, water is shown in
figure 5.28. Here we see that the water layer converges and the radiation is minimal,
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as expected. The deviance can be traced back to when the simulation matrix is
converted to permittivity using BCP. The procedure assumes a linear two capaciator
model of the probe, and the increasing conductance gives increasing error when
being transformed. Also, since the simulation matrix spans over a vast range of
permittivities, it is difficult to have calibration fluids with permittivity close to all
the samples. This result is of significance, and careful consideration of calibration
fluids when transforming the data from S11 to ε∗ is needed. Ideally, one would split
the simulation matrix into segments and use different calibration fluids to avoid this
deviance, since different calibration fluids will give different permittivity spectra
when transformed from reflection coefficient. Splitting the simulation matrix into
two segments and recombining them using water, χe = 0.22, χe = 0.36, χe = 0.54
and χe = 0.76 as calibration fluids yielded the corrected response shown in figure
5.29. The corrected response proved better for χe = 0.22, but a problem for χe =
0.54. Although there is a small deviance for χe = 0.54, the correct response is more







































































FIGURE 5.26: Contour plot of the relative error, with different mole
fractions of ethanol/water mixtures as layer and air as backing mate-
rial with respect to layer thickness.
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 = 0.22 reference
e
 = 0.22 effective permittivity
e
 = 0.22 simulated
FIGURE 5.27: Reference model, effective. and simulated permittivity
for a 50 mm thick layer with a molar fraction of χe = 0.22, and with air
as backing material.
























FIGURE 5.28: Reference model, effective, and simulated permittivity
for a 50 mm thick layer with water, and with air as backing material.





































































FIGURE 5.29: Corrected contour plot of the relative error, with differ-
ent mole fractions of ethanol/water mixtures as layer and air as back-




The objective of this thesis was to develop a method for estimating both the thick-
ness and permittivity of layers simultaneously using an open-ended coaxial probe.
A two-dimensional axisymmetric model of the open-ended coaxial probe created
by CMR was expanded upon to include a new measurement setup, using the sim-
ulation software COMSOL Multiphysics. The simulation model spanned the ap-
propriate layers and materials and was verified by measuring and simulating on
ethanol/water mixtures layers with known dielectric properties. When the probe
radiates at high frequencies, this can result in additional reflections from the probe-
sample boundary. The additional reflections lead to artifacts when transformed
from reflection coefficient to permittivity using BCP. Typically, this effect will be
stronger at some frequencies due to resonance effects. The resonance amplitude
and frequency depends on the layer thickness, the permittivity of the layer/backing
material and the probe dimensions. When comparing measurement data to the
simulations, there are two possible solutions since the frequency points differ. A
function was developed that fits the measured frequency points to the simulations
using the spline interpolation technique. This was chosen to minimize noise present
in the experiment.
The comparison between the measurement and the simulations could be done on
the reflection coefficient or on the transformed permittivity. The latter compari-
son proved most accurate. Utilizing a logarithmic scale of the deviation between
the measured spectrum and simulation matrix (equation 5.1), we can estimate the
molar fraction of the ethanol/water mixtures and the thickness of the layer. A con-
tour plot was used to display how the measured data compares to the simulated
data. The contour plot spans the appropriate thicknesses in the y-direction, the
ethanol/water mixtures in the x-direction and the error as amplitudes with respect
to the xy-plane.
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Usually, resonances present an unwanted measurement error, but they also con-
tain information about the layer thickness. Additionally, the measured spectrum
also contains information about the layer permittivity. Hence, open-ended coax-
ial probes were applicable for combined layer thickness and permittivity measure-
ments, and they increase the accuracy of the solution in the contour plots. We are
also able to estimate layers greater than the sensitivity of the probe, shown in fig-
ure 5.8. Since the resonances are beneficial, it is necessary to map when they occur.
This depends on the complex permittivity, layer thickness, and frequency for the
given probe. A theoretical model was used to estimate when the resonances occur,
but it proved inaccurate compared to the simulations and should only be used as
a "rule of thumb" before simulating. Since resonances in the reflection coefficient
lead to a significant error in the complex permittivity. A high relative error in the
permittivity indicates a resonance occurrence.
We can determine when resonances occur for a given layer thickness and frequency.
By using contour plots to map the amplitude of the relative error with respect to the
xy-plane, where x-axis and y-axis represent the frequencies and layer thicknesses
respectively. Since the frequencies of the measurement is limited by the VNA, the
focus was to map the occurrence of resonances as function of layer thickness and
material. Depending on whether the evaluated material had been modeled using
a static model or dispersion model for the permittivity, different techniques were
utilized, resulting in the contour plots in figure 5.23 and 5.26. By evaluating the
materials based on dispersion models, limitations in the BCP was found. The so-
lution was to divide the S11-matrix into segments and use appropriate materials as
calibration fluids close to the permittivity of the segment, before recombining. This
resulted in the corrected contour plot shown in figure 5.29.
The main conclusion of this work is that an open-ended coaxial probe is applicable
for estimating both the thickness and permittivity of layers simultaneously over a
limited range. The FEM simulation determines the operating range with regards to
permittivity and layer thickness for the probe. A method for estimating permittivity
and layer thickness has been developed and verified by measuring on liquids with
known dielectric properties. Lastly, resonances present in the measurements were
deemed useful, and methods for determining resonance occurrences as a function
of frequency, permittivity and layer thickness have been presented.
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6.1 Future work
6.1.1 Conductivity and salinity
During the production of a reservoir, the production can vary greatly depending on
its age and location. With increasing age, water is often injected into the reservoir to
increase recovery of oil and gas. This combination of formation water and injected
water will increase the salinity during production. The increased salinity will there-
fore increase the conductivity of the water [45]. The simulations conducted in this
thesis has been on ideal liquids with zero conductivity. From equation (2.28) we see
that this influences the imaginary part of the permittivity, which in turn increases
the attenuation of the electromagnetic wave. Further investigation is needed on
how the salinity affects the measurements, and the simulation matrix should be ex-
panded to include the simulation on liquids with increased conductivity. This will
make the method presented in thesis more applicable.
6.1.2 Regarding level steps in contour plots
In some of the plots presented in chapter 5, the level steps are done manually and
are fine-tuned to create the optimal contrast ratio in the response. Ideally, this
should be an automatic process which sets the level step appropriately depending
on the error.
6.1.3 Limitation of the simulations
The simulations require an accurate model of the layer and backing material i.e.,
the dielectric properties of the materials being simulated must be well known and
documented to achieve high accuracy with the experimental data. Further inves-
tigation is needed for materials that are more complex and have several relaxation
times. Also temperature variations and pressure should be considered, since the
permittivity will be directly affected by these conditions.
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6.1.4 Other probe geometries
The results discussed in this thesis has been on one probe specifically, another probe
with a different geometry and radiating properties should be evaluated and com-
pared against the probe used in this work. Preferably a probe with more radiating
properties might yield less of a limitation when it comes to choosing a material and
layer thicknesses that causes resonances.
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94Appendix A: Permittivity spectra
Due to a large number of responses in the simulation matrix, only a selected re-
sponses are shown here for each material. The layer chosen are indicated in the
legend of each plot.

































(a) Real part of permittivity

































(b) Imaginary part of permittivity
FIGURE A.1: Real and imaginary permittivity of simulated
ethanol/water mixture with mole fraction χe = 0 and air as backing
material
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(a) Real part of permittivity



































(b) Imaginary part of permittivity
FIGURE A.2: Real and imaginary permittivity of simulated
ethanol/water mixture with mole fraction χe = 0.22 and air as backing
material
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(a) Real part of permittivity

































(b) Imaginary part of permittivity
FIGURE A.3: Real and imaginary permittivity of simulated
ethanol/water mixture with mole fraction χe = 0.36 and air as backing
material
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(a) Real part of permittivity
































(b) Imaginary part of permittivity
FIGURE A.4: Real and imaginary permittivity of simulated
ethanol/water mixture with mole fraction χe = 0.54 and air as backing
material
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(a) Real part of permittivity
































(b) Imaginary part of permittivity
FIGURE A.5: Real and imaginary permittivity of simulated
ethanol/water mixture with mole fraction χe = 0.76 and air as backing
material
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(a) Real part of permittivity


































(b) Imaginary part of permittivity
FIGURE A.6: Real and imaginary permittivity of simulated
ethanol/water mixture with mole fraction χe = 1.0 and air as back-
ing material
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Abstract— This paper presents a method to measure both the 
thickness and the permittivity of thin layers simultaneously with 
an open-ended coaxial probe. This is achieved by comparing 
complex permittivity measurements with finite element (FEM) 
simulations of the probe. The method necessitates a priori 
knowledge of the backing material permittivity and the 
frequency variation of the layer permittivity. A finite element 
model of the probe is made in the FEM simulation software 
Comsol Multiphysics, and a matrix of simulations spanning the 
relevant layer thickness and permittivity range is generated. The 
measured permittivity spectra can then be compared with the 
simulation matrix to estimate layer thickness and permittivity. 
Keywords—open-ended coaxial probe, thickness measurement, 
finite element 
I.  INTRODUCTION 
Permittivity measurements with the open-ended coaxial 
probe rely on analyzing the reflection from the probe-sample 
boundary. For samples thinner than (approximately) the probe 
outer conductor radius, the measured effective permittivity will 
be a function of the permittivity of the sample and the backing 
material, sample thickness and probe dimensions [1]. The 
open-ended coaxial probe is known to become radiating at high 
frequencies (when the probe dimensions are comparable to the 
wavelength in the material under test). When measuring on 
samples with finite thickness, this may result in additional 
reflections from the sample-backing boundary interfering with 
the main reflection from the probe-sample boundary. This is 
illustrated in Fig. 1. In Fig. 2, Comsol Multiphysics has been 
used to simulate the reflection coefficient for three different 
water layers: One infinite thick layer and two 5 mm thick 
layers, where one of the layers is modelled without dielectric 
loss. For the two thin layers, resonances appear in the 
simulated reflection coefficient due to the reflections from 
sample-backing boundary. In real measurements, the dielectric 
loss will dampen the reflections significantly, causing spectrum 
similar to the red spectrum in Fig. 2. Nevertheless, if the 
permittivity calculation model applied assumes an infinite 
sample thickness, the additional reflections may result in 
artifacts in the effective (measured) permittivity. Typically, the 
artifacts will be stronger at some frequencies due to resonance 
effects. The strength of these resonances and the resonance 
frequency depend on the sample thickness, the permittivity of 
Fig. 1. Illustration of reflections from probe-sample bouandary and from 
sample-backing boundary 
Fig. 2. Simulated reflection coefficient (absolute value) for three water 
layers. Blue: Infinite thick layer. Red: 5 mm thick layer. Magenta: 5 mm thick 
layer, with water loss factor set to zero in the simulations. 
the sample, the permittivity of backing material and the 
dimensions of the probe. While such resonances most often 
represent an unwanted measurement error, they also contain 
information about the layer thickness and the layer permittivity. 
Hence, open-ended coaxial probes can be used for combined 
thickness and permittivity measurements. One possible range 
of applications is for detection and characterization of deposits 
inside pipelines, for example gas hydrate deposits in 
multiphase petroleum transportation [2-3]. The purpose of this 
paper is to show that both layer permittivity and layer thickness 
of relatively thin dielectric layers can be measured with open-
ended coaxial probes. 
II. METHOD 
The method presented in this paper is based on comparison 
of the measured permittivity spectra (or the measured reflection 
coefficient) with a matrix of FEM simulations. The FEM 
simulation software Comsol Multiphysics has been used in this 
work. A two-dimensional axisymmetric model of the open-
ended coaxial probe used in the experiments is used to build 
the simulation matrix. The simulation matrix have to span the 
relevant layer thickness and layer permittivity ranges. The 
method necessitates a priori knowledge of the backing material 
permittivity and the frequency variation (dispersion 
frequencies) of the layer permittivity. The resonances occur in 
the GHz region. The density of simulated frequencies must 
therefore be relatively high in this region as compared to the 
MHz region. 
After all simulations are completed, the matrix is 
transformed to the same frequency axis as the measured 
spectra, using interpolation techniques. The layer thickness and 
permittivity can then be estimated by direct comparison of a 
measured spectrum and the simulation matrix. Hence, by 
finding the layer thickness and layer permittivity whose 
simulated spectrum gives the best match to the measured 
spectrum. An iterative approach can also be used, by exploiting 
that resonance due to probe radiation only occurs at high 
frequencies: 
A. Extract the measured static permittivity from the 
measured permittivity spectrum.  
B. Assuming the layer static permittivity to equal the 
measured static permittivity from A: Find the layer 
thickness whose corresponding simulated 
permittivity spectrum gives the best match to the 
measured permittivity spectrum. 
C. Use the estimated layer thickness from B to 
update the estimated layer static permittivity. 
D. Assuming the layer static permittivity to equal the 
estimated value from C: Find the layer thickness 
whose simulated permittivity spectrum gives the 
best match to the measured permittivity spectrum. 
E. Repeat C and D until the solution stabilizes. 
 
A. Spanning the layer permittivity 
As mentioned above, the method necessitates a priori 
knowledge of the backing material permittivity and the 
frequency variation (dispersion frequencies) of the layer 
permittivity. For many possible applications, the layer will be 
a mixture of water and one or more materials with very low 
permittivity and very weak dielectric dispersions, as compared 
to water. For such applications, the layer permittivity can be 
reasonably simulated and spanned using a two-phase mixing 
formula with water and a low permittivity as input. If large 
temperature variations are expected, the simulation matrix 
should also span the expected temperature range, since the 
permittivity of water shows large variations with temperature 
in the frequency range where the resonances occur. 
Fig. 3. Comparison of measured and simulated permittivity spectra for 3 mm 
thick water layer. Liquid water reference spectrum is included. The dielectric 
constant is plotted with solid lines and the loss factor with dotted lines. 
Fig. 4. Comparison of measured and simulated permittivity spectra for 4 mm 
thick water layer. Liquid water reference spectrum is included. The dielectric 
constant is plotted with solid lines and the loss factor with dotted lines. 
Fig. 5. Comparison of measured and simulated permittivity spectra for 3 mm 
thick layer with ethanol/water solution. Reference spectrum for the 
ethanol/water solution is included. The dielectric constant is plotted with solid 
lines and the loss factor with dotted lines. 













B. Layer thickness limitation 
The reflection from the sample boundary will decrease in 
strength with increasing layer thickness as the radiated wave is 
absorbed. For materials with significant dielectric loss in the 
GHz region, the radiated waves may be absorbed too quickly to 
give any resonances in the measured spectra, even for thin 
layers. Whether or not the resonances are strong enough to be 
detected for a given layer thickness depends on a number of 
factors such as the dielectric loss, probe dimensions and the 
contrast between the permittivity of the layer and the backing 
material. 
Fig. 6. Contour plot showing deviation between the simulation matrix and 
the measured spectrum in Fig. 3 (3 mm thick water layer) as function of layer 
thickness and molar fraction of ethanol in the solution. The cyan cross 
indicates the best fit, while the cyan asterisk indicates the reference values. 
III. RESULTS 
Fig. 3 and Fig. 4 compare measured and simulated 
permittivity spectra for thin water layers (3 and 4 mm 
thickness, respectively) backed by air.  The artifacts in 
permittivity for the layers are clearly observed. The difference 
in response between the various layer thicknesses can also 
clearly be observed. The strength of the resonances decreases 
and the first resonance moves towards lower frequencies with 
increasing layer thickness. The simulated spectra in general fit 
well with the measured spectra. Fig 5 compare measured and 
simulated permittivity spectra for a 3 mm thick ethanol/water 
mixture layer (molar fraction of ethanol is 86.5 %). Dielectric 
relaxation parameters from [4] has been used in the simulations 
to model the ethanol/water mixture permittivity. Again, the 
simulated spectrum fits well with the measured spectrum, but 
the artifacts are much smaller as compared to the 3 mm water 
layer in Fig. 3. The reason for this is a combination of different 
factors: The probe radiation increases with increasing sample 
permittivity, hence less energy is radiated into the 
ethanol/water layer than into the water layer. The contrast 
between the layer and the backing material is weaker for the 
ethanol layer, causing a weaker reflection from the 
layer/backing boundary.  
The inverse problem is to find the permittivity and layer 
thickness of an unknown sample from the measured 
permittivity. A 3mm thick water layer and a 3 mm thick 
ethanol/water is used as examples, corresponding to the spectra 
in Fig. 3 and Fig. 5, respectively.  Fig. 6 and Fig. 7 show 
contour plots of the deviation between measured and simulated 
spectra for the 3 mm water layer and the 3 mm ethanol/water 
layer, respectively. The contour plots spans layer thickness and 
molar fraction of ethanol in water. The best fit is close to the 
actual layer thickness and permittivity for both layers. For the 
water layer, the red colored area around the best fit (with low 
deviation from the simulated spectra) is much smaller than for 
the ethanol/water layer. This is due to weaker artifacts in the 3 
mm ethanol/water spectrum as compared to the 3 mm water 
spectrum, giving lower uncertainty in the estimated layer 
thickness and permittivity for the water layer. 
Fig. 7. Contour plot showing deviation between the simulation matrix and 
the measured spectrum in Fig. 5 (3 mm thick ethanol/water layer) as function 
of layer thickness and molar fraction of ethanol in the solution. The cyan cross 
indicates the best fit, while the cyan asterisk indicates the reference values. 
IV. CONCLUSION 
In this paper, it has been shown that both sample 
permittivity sample thickness can be estimated by comparing 
simulated and measured permittivity spectra obtained with an 
open-ended coaxial probe. The method was verified by 
measurement and simulations of liquid layers with known 
properties and thicknesses. 
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