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Io INTRODUCTION 
This  is  one of a series of r epor t s  concerning t h e  use of df 
computational techniques i n  t h e  ana lys i s  and syn thes i s  of DLA ( 
buted-Lumped-kctive) - networks a This class of networks c o n s i s t s  
d i s t i n c t  types of elements,  namely d i s t r i b u t e d  elements (modeled b 
t i a l  d i f f e r e n t i a l  equat ions) ,  lumped elements (modeled by a lgeb ra i c  
equat ions and ordinary d i f f e r e n t i a l  equat ions) ,  and active elements 
(modeled by a lgeb ra i c  equat ions) .  Such a cha rac t e r i za t ion  i s  e spec ia  
app l i cab le  t o  the broad class of c i r c u i t s  r e f e r r e d  t o  as l i n e a r  i n t e -  
g ra t ed  c i r c u i t s ,  s i n c e  the  required f a b r i c a t i o n  techniques r ead i ly  
produce elements which may be  r e f e r r e d  t o  as "dis t r ibuted",  as w e l l  as 
producing elements which may be charac te r ized  as "lumped" and/or  "active". 
The DLA class of networks i s  capable of r e a l i z i n g  network func t ions  with 
a wide range of p rope r t i e s .  I n  add i t ion ,  such r e a l i z a t i o n s  usua l ly  have 
fewer components and s u p e r i o r  c h a r a c t e r i s  tics than r e a l i z a t i o n s  using 
only lumped elemeits, o r  r e a l i z a t i o n s  us ing  lumped elements and active 
elements. The ana lys i s  problem f o r  t h i s  class of network, however, is 
considerably more complex than the  ana lys i s  problem f o r  more r e s t r i c t e d  
classes of networks. 
and t h e  r e s u l t s  achieved t o  da t e  have been f a r  from general .  
The syn thes i s  problem is even more chal lenging,  
One of t h e  more promising approaches t o  the  syn thes i s  problem 
appears t o  b e  the  use of op t imiza t ion  techniques.  The experience 
research workers i n  t h i s  f i e l d  has  ind ica t ed  t h a t  i n  order  t o  succ  
f u l l y  apply opt imiza t ion  techniques t o  a wide range of problems, i t  
d e s i r a b l e  t o  have a v a i l a b l e  a va r i ed  c o l l e c t i o n  of opt imizat ion s t r  
g ies .  To be f u l l y  use fu l ,  t h e  ind iv idua l  s t r a t e g i e s  of such a c 
w t  be so  designed t h a t  any one of them can be appl ied  t o  t h  
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problem, without  r e q u i r i n g  t h a t  t h e  problem be modified. Thus, t 
i n d i v i d u a l  op t imiza t ion  s t r a t e g i e s  can be considered as forming 
elements of an opt imiza t ion  software package, i n  which var ious  l o  
dec is ions  can be  incorpora ted  as an "executive monitor" t o  successfu  
apply the d i f f e r e n t  s t r a t e g i e s  i n  such a way as t o  ob ta in  t h e  b e s t  
f i n a l  r e s u l t s .  
I n  a previous r e p o r t  t he  formulat ion of gene ra l  problem s t r u c -  
t u r e  and the development and t e s t i n g  of d i g i t a l  computer program 
1 incorpora t ing  a series of opt imiza t ion  s t r a t e g i e s  w a s  described. 
These s t r a t e g i e s  inc lude  such w e l l  known techniques as: random g r i d  
search ,  random d i r e c t i o n  and s t e p  s i z e  sea rch ,  s t e e p e s t  descent ,  
Newton-Raphsun, and Fletcher-Powell. The program w a s  named GOSPEL 
( f o r  General  9 t i m i z a t i o n  Software Program f o r  Kectrical Networks). 
I n  t h i s  r e p o r t  t he  development of one a d d i t i o n a l  op t imiza t ion  s t r a t e g y  
is discussed. This is a (non-random) g r i d  search  Optimization s t r a t e g y .  
It  is named OPT1. 
g i n a l  r e p o r t  desc r ib ing  the genera l  problem s t r u c t u r e '  and t h e  test 
problems has no t  been dupl ica ted  i n  t h i s  report .  Thus, t h e  reader  
should r e f e r  t o  t h e  o r i g i n a l  GOSPEL r e p o r t  f o r  t h e  background material 
For conciseness,  t h e  material contained i n  t h e  o r i -  
p e r t i n e n t  t o  the  development contained i n  t h i s  r epor t .  
THE GRID SEARCH OPTIMIZATION STBATEGY 11. --
A g r i d  search  opt imiza t ion  s t r a t e g y  is a sys t ema t i c  t e s t i n g  of a 
e n t i r e  range of values  for a set of n parameters. 
ues are d e t e d n e d  by d iv id ing  the range of i n t e r e s t  of each pa  
i n t o  equa l  segments. 
These parameter 
Thus an i n i t i a l  range of values  m u s t  be 
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as w e l l  as t he  nunher of values  t o  be examined f o r  each paramete 
g r i d  search opt imizat ion s t r a t e g y  then procedes by examining a l l  
b l e  combinations of these  parameter values  and s t o r e s  t h a t  combin 
which comes c l o s e s t  t o  meeting the decien c r i t e r i o n .  
of t h i s  b a s i c  procedure a r e  poss ib le .  
j u s t  t h e  s i n g l e  set of parameter values  which gave t h e  bes t  r e s u l t ,  
may be d e s i r a b l e  t o  s t o r e  s e v e r a l  of the  bes t  sees  of parameter values  
i n  order  t o  make a v a i l a b l e  a wide choice of s t a r t i n g  po in t s  f o r  use i n  
o the r  opt imizat ion s t r a t e g i e s .  Another poss ib l e  v a r i a t i o n  is t o  set up 
a smal le r  range of values surrounding the bes t  set of parameter values  
found i n  searching  the  o r i g i n a l  g r i d ,  and then make a f u r t h e r  search  of 
t h i s  reduced area. 
Several v a r i a t  
For example, i n s t ead  of s t o r i  
A g r i d  search of the  t y p e  descr ibed above i s  n o t ,  i n  general ,  use- 
f u l  f o r  an exact determination of a minimum of a s p e c i f i e d  e r r o r  func- 
t ion .  T h i s  is because (1) a l a r g e  number of parameters may r e s u l t  i n  
an impossibly l a r g e  number of cases t o  be analyzed; (2) i f  t he  g r i d  
spacings are t o o  l a rge ,  i t  is poss ib l e  t h a t  t he  program may completely 
miss a global  minimum and f i n d  only l o c a l  minima; and (3) i f  the  g r i d  
spacings are too s m a l l  the  computation t i m e  may become excessive.  Nev- 
e r t h e l e s s ,  because the  g r i d  search opt imizat ion s t ra tegjr  does sample a 
l a rge  volume of parameter space,  the  g r i d  search rout ine  is use fu l  
prcli ininary s t u d i e s  t o  determine the  general  na ture  of the topolo 
a given problem. 
- .  
111. CRIU SEARCH OPTIMIZATION SUEROUTINE OPTl 
LI_ -
I n  t h i s  s e c t i o n ,  a subrout ine  named OPTl which w a s  w r i t t e n  t 
implement a g r i d  search  opt imizat ion s t r a t e g y  is described. Th 
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options which are ava i l ab le ,  and t h e  a d d i t i o n a l  subrou 
by the  opt imiza t ion  s t r a t e g y  are descr ibed below. 
Options 
1. This opt ion  p e r m i t s  a dec is ion  as t o  whether t o  s t o r e  more 
"best" value. 
(1 , l )  and PARAPI(1,l.l. 
va lue  of PARAM(1,l) is  read t o  determine t h e  number of "best" va 
t o  be computed and s tored .  Subroutine ORDER (see below) i s  then 
implemented'to o rde r  and s t o r e  these  values.  
set f o r  any value from 2 t o  10, 
t h i s  parameter, it i s  i n i t i a l i z e d  t o  a value of 5 by the  subrou- 
t i n e .  If the  opt ion is not  taken LZOPT(1,l) = 27, then only the  
s i n g l e  b e s t  set of parameters w i l l  be computed and s tored .  
This op t ion  permlts  a decis ion as t o  whether an extended p r i n t o u t  
of a l l  the  po in t s  sampled i s  t o  be  made. 
is NOPT(1,2). 
t i n e  w i l l  p r i n t  the  r e s u l t s  of each t r i a l  thus permi t t ing  an 
eva lua t ion  of t he  topology of t he  e n t l r e  region t o  be made. I n  
The c o n t r o l l i n g  va r i ab le s  f o r  t h i s  opt ion 
I f  t he  opt ion  is taken - /zOPT(l,l) = 
PARAM(1,l) may be 
I f  a value is not  read-in f o r  
2. 
The con t ro l l i ng  va r i ab le  
I f  t h e  opt ion  is taken LzOPT(1,Z) = &Ty t he  subrou- 
of several of the  b e s t  r e s u l t s  1 , l )  - w i l l  be prfi i  
c i f i e d  by NOPT(1,l) w i l l  b e  made. 
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%(I) is reduced t o  a value of one-half the  former s t e p  size 
e i t h e r  s i d e  of the  parameter values  which determine the  b e s t  
previously found. 
g r i d  using the same number of values  . f o r  each parameter. A t  t he  
conclusion of t h i s  l o c a l  search,  t h i s  reduct ion process is  again 
repeated. 
less than ERMIN o r  the  number of i t e r a t i o n s  exceeds ITMAX. I f  t h i s  
opt ion is not  taken LKOPT(1,3) = 27, t he  program w i l l  terminate  
a f t e r  search ing  the  e n t i r e  g r id  o r  when the  number of i t e r a t i o n s  
The search  is then repeated on t h i s  reduced 
The reduct ion process w i l l  continue u n t i l  the  e r r o r  i s  
exceeds ZTHAX. 
S ign i f i can t  Variables 
Some of the  s i g n i f i c a n t  va r i ab le s  which a r e  not p a r t  of the  common 
ar ray  of va r i ab le s  l i s t e d  i n  the  o r i g i n a l  GOSPEL r epor t  are l i s t e d  below. 
YEW(1,J )  - an ar ray  which s t o r e s  the  I b e s t  values  detertuined by 
the  program. For J = 1, YERRX(1,J) s t o r e s  the  e r r o r  associa- 
ted with the  I t h  bes t  set  of parameter values.  For the  range 
of I from 2 to  N + 1, YERRX(1,J) s t o r e s  t h e  values  of the  N 
parameters which spec i fy  the I t h  b e s t  po in t .  
XM(1,J) - an a r r ay  which s t o r e s  up t o  J values  of each of the  I 
parameters. These are the values  which determine t h e  g r i d  
po in t s  which are t o  be t es ted .  J may have a d i f f e r e n t  value 
f o r  t he  var ious parameters. 
permit ted by t he  dimensioning of the  program is 20. Thus, 
t h i s  is the  maximum number of values  of any one parameter 
The m a x i m u m  value of J which i s  
which can be used. 
NY - 
f*C - 
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t he  number of t h e  b e s t  values  of the  parameters which 
be s t o r e d  and p r i n t e d  - /?his is equal  t o  PARAM(1,llT. 
t he  t o t a l  number of combinations of sets of parameter 
which are t o  be  tes ted .  This  is equal t o  t h e  product of the  
q u a n t i t i e s  K X ( I )  which spec i fy  t h e  uumber of values  of the  
Ith parameter (1 = 1 , 2 ,  ..., N ) .  
Other Subroutines Used 
-___.I__- 
There a r e  th ree  subrout ines  which are used i n  connection with the  
subrout ine OPT1. These are: 
SUBROUTINE COMB(K,A,NA,NV,AV) - This subrout ine  i s  used t o  produce 
a l l  poss ib l e  combinations of t he  parameter values.  K is index 
f o r  the  combination number. A i s  a two-dimensional array of 
elements A(1,J)  i n  which are s t o r e d  the  J t h  value of t h e  I t h  
parameter. NA is  a one-dimensional a r r ay  with element N A ( 1 )  
which spec i fy  the  number of values of t h e  f t h  parameter. NV 
is tho  number of parameter combinations. AV i s  a one-dimen- 
s i o n a l  a r ray  with elements A V ( 1 )  giv ing  the r e s u l t i n g  vec tor  
of parameter values  corresponding w i t h  the  Rth combination. 
SUBROUTIK'E ORT)ER(YERR, NE, YEMIX, X) - Thfs subrout ine compares 
the  value of t h e  e r r o r  YERR computed by the  subrout ine ERR 
(see t h e  o r i g i n a l  GOSPEL r epor t )  f o r  t he  cur ren t  set of para- 
meter values ,  and ranks t h i s  value of YERR i n  descending order  
i n  the  YE- ar ray .  
wi th  the assoc ia t ed  parameter values.  
NY such values  of errQr are s t o r e d  along 
SUBROUTINE REDUC - This subrout ine  reduces the range of paramet 
values  t o  p lus  o r  minus one-half of t he  former s t e p  s i z e  
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each parameter. This is  done by computing new values  of 
XU(1)  and =(I) e A l l  input  and output of information t o  t h i s  
subrout ine  i s  made through the  labe led  common array.  
IV. EXAMPLES OF THE USE OF OPT1 ----- 
The  g r i d  search  subrout ine  O P T l w a s  appl ied  t o  t h e  test  problems 
descr ibed i n  the  GOSPEL repor t .  The da ta  f o r  the  var ious runs is sum- 
marized i n  Table 1. Souie comments on these  runs follow: 
I n  test problem one, a l l  runs gave a good e r r o r  r e s u l t ,  and, as 
the  g r i d  s i z e  w a s  reduced, t h e  e r r o r  became smaller. 
meter values f o r  d i f f e r e n t  g r i d  s i z e s  were considerably d i f f e r e n t  from 
each o the r ,  however, i n d i c a t i n g  the  importance of f i n e r  search grada- 
t i ons .  The second and t h i r d  l i n e s  of da t a  shown i n  t h e  t a b l e  f o r  each 
The f i n a l  para- 
run r e su l t ed  from l o c a l  searches about the  previous "best" parameter 
values ,  
of XU(1) were 2.0 f o r  a l l  parameters. 
low, t h e  t o t a l  computer t i m e  required to  ob ta in  t h i s  e r r o r  w a s  q u i t e  
high i n  comparison wi th  t h a t  required by o the r  opt imizat ion s t r a t e g i e s .  
$or such a comparison the  reader  is r e f e r r e d  t o  the  o r i g i n a l  GOSPEL 
repor t .  
The values  of =(I) were 0.0 f o r  a l l  parameters and the  values  
Although t h e  f i n a l  e r r o r  w a s  
I n  test problem t w o ,  t he  same upper and lower bounds of X(1) w e r e  
used f o r  runs 1 and 2 as were used f o r  problem one, 
of X(1) w a s  divided in to  g r ids  of one-fifth.  
l a r g e  
reduced t o  one-sixth t o  improve t h i s  e r r o r .  
For run 1 the  range 
The f i n a l  error w a s  so 
(17282) a t  the  end of run 1 t h a t ,  on run 2, t he  g r i d  s i z e  w a s  
The f i n a l  e r r o r  r e s u l t i n g  
from run 2 w a s  smaller (11429) bu t  s t i l l  considered excessive.  This  is 
probably due t o  the  f a c t  t h a t  the  funct ion def ined by t he  problem has 
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TABLE 1, RESULTS OF TEST PROBLEMS 
The t abu la t ion  below gives  t h e  r e s u l t s  of t h e  var ious computer 
runs made on t h e  two test problems descr ibed i n  t h e  GOSPEL repor t .  
RUN GRID FINAL PARAMETER VALUES 
3 
4 
5 
5 
6 
5" 
,6667 
.6667 
a 6667 
.5000 
.5781 
.6036 
.4000 
.4440 
.4388 
.4000 
.3920 
.3909 
.3333 
.3264 
.loo0 
.lo16 
.lo22 
2.000 
1.852 
1.852 
1.500 
1.398 
1.397 
e 1200 
1.264 
1.263 
,800 
.940 
.947 
1.000 
.991 
1.100 
1.103 
1.103 
TEST PROBLEM NUMBER 9 
.6667 1.333 .6667 
.8333 1.260 ,6667 
.8313 1.260 ,6667 
1.000 2.000 .5000 
.945 1.852 ,5781 
.944 1.849 .5687 
1.200 1.200 1.200 
1.128 1.128 1.196 
-
1.126 1.126 1,199 
TEST PROBLEM NUMBER - TWO -
.400 
.392 
.391 
.333 
.326 
.loo 
. lo2 
. lo1  
1.200 
1.128 
1,127 
1.000 
.991 
900 
.898 
.898 
2.000 
2.200 
2.242 
2.000 
2.167 
1,680 
1.080 
1.080 
7.560 
1,039 
1.038 
6.274 
a 468 
.31% 
.169 
.043 
.009 
21278 
17333 
17202 
12018 
11429 
22.88 
13.70 
13.50 
243 
4 86 
729 
1024 
2048 
3072 
3125 
6250 
9375 
3125 
6250 
9 375 
7776 
15552 
3125 
6250 
9375 
6 sec. 
9 862C. 
11 S@C. 
22 sec. 
33 sec. 
33 sec. 
66 see. 
99 sec. 
-he Third run had d i f f e r e n t  upper and lower bounds on X ( 1 )  than 
the f f r s t  run. 
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a very sharp minimum, and i n  genera l ,  a g r i d  search  op 
tegy i s  unable t o  l o c a t e  sharp minimums. 
row upper and lower limits (see below) i n  t h e  genera l  a r ea  
by the r e s u l t s  of o t h e r  op t imiza t ion  s t r a t e g i e s  appl ied  t o  the sa 
problem. 
were : 
The t h i r d  run use 
The f i n a l  e r r o r  w a s  13.50. The upper and lower l i m i t s  
XL(1) 5 0.07 xu(1) E 0.12 
XL(2) = 1.07 XU(2) = 1.12 
XL(3) 5 0.07 XU(3) - 0.12 
XL(4) 0.87 XU(4) = 0.92 
XL(5) 5 1.07 XU(5) = 1.12 
As has been borne out  by the  test r e s u l t s ,  t he  g r id  sea rch  i s , u n a b l e  
t o  e a s i l y  l o c a t e  sharply defined optimum po in t  . The l a r g e  relative 
computing t i m e  i s  a l s o  ev ident ,  i n d i c a t i n g  the i n e f f i c i e n c y  of the method. 
The inc rease  i n  t h i s  t i m e  as a func t ion  of the g r i d  s ize  is a l s o  r ead i ly  
I 
observed t o  be l a r g e  even when the  g r i d  increment s i z e  is  only one- th i rd  
o r  one-fourth of t he  t o t a l  range of t h e  ind iv idua l  paratnarer range. 
V *  CONCLUSION 
I n  t h i s  r e p o r t  the bas i c  theory and implementation of a non-ra 
search  opt imiza t ion  s t r a t e g y  has  been discussed. This o p t i  
tegy i s  so defined t h a t  i t  w i l l  f unc t ion  as a i n t e g r a l  p a r t  
p t imiza t ion  software package described i n  an earlier rep  
t imiza t  ion s t r a t e g y  described 
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s ional  space so that he 
followed by some error function. 
inary studies to  make a coarse evaluation of the t 
about which relat ively l i t t le  information is  available.  
It is a lso  useful  
-11- 
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Start 
evenly spaced 
between Mi and XUi (1 = 1, N) 
and store i n  XM array 
NY = P A W l l  
S e t  j = 1 
J 
I 
ITER 5 ITER + 1 
Call COMB, ANLYZ, ERR 
I 
4. 
Is ITER > l?  
1 Yes 
XPi = Xi (i = 1, N) 
Y E W  * YERR 
4 
J. 
Y E R R X ~ ~  = log9 (i = i , m )  
I 
IC------------- 
> Call ( 
[ - . I s  YERR < YERRP? 
1 
Is ITER > I'IIMAX? 
, -  Yes I 
RRER 
r 
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Print NY b e s t  values 
from Y E W  array 
YERR = YERRXll 
4 
J/ 
Is ITER > LTMAX?. .. Yes 
\ 
I i No 1 v  
1 No .(r Is YERR < ERMIN? Yes . I 
Is NOPT O? Yea . P 
R e  1 urn 
Flow Chart for Subroutine OPT1 (continued) 
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IS 
Flow Chart for Subroutine ORDER 
S t a r t  
r n  
J, 
1 
Is NY < 21 
I No 
d. 
Set NP = N t k l  
.1 
Set J , =  NY 
S e t  3 5 1 3 - 1-16 YERR < Y E R R X ( J , l ) ? Y R e t u r n  
Set NJ1 = 
Set 
Ymn4 YERRX(3,I) ? No 
i \1 
S e t  YERRX(NY,1) = YERR 
Set  Jl = 2 
4 
YERRX(EJY,J1) S= X(f1-1) 
S e t  31 = J1 3- 1 
Is J1 I <NP? 1 Yes 
$ 4  
1 1 No 
R e  turn 
4 i 
S e t  J1 = 1 1 
Set NK NY - 
J. 
K , J I )  = YERRX(NM,Jl) 
I S e t  Jl = J1 4- J. . I  
I 
J 
) 
set .I1 = 31 3- 1 
n 
Is J1 4 NP?r  1 No 
Re turn 
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F l o w  Chart for Subroutine REDUC 
Compute xU(1) = X ( I )  + XD(1) 
Compute XL(1) = X ( 1 )  - XD(1) c i 
S e t  1 = 1 I +  1 1 
(1 
Is 7 C N? Yes 
R e  turn 
Flow Chart for Subroutine COMB 
Start  
S e t  KA = 1 
Set  KB = 1 
Set  I * 1 
I 
3. 
JI 
1) /KB) *NA( 1) 
Set I 

