










基礎工学部 有 本 卓(豊 中4505)
人間 とロボ ッ トの違い の一つに、人間は学習で きるが機械式 ロボットは学習で きない、とされて いるこ
とがある。果 して本当 にそ うなのであろ うかξ
ところで、現 在の産業用 ロボッ トは、機構的に も必ず しも人間 の形に似せ られているわけではないが、
それ でもあ るものはだんだん人 間の腕 に近 くな
ってきている(図1参 照)。
上腕 θ3これらのロボ ットは今や高度 の作業 をこな し、
人間 らしい動 きをす るに至 っているが、現在で
もそのような柔軟な動 きは基本的 には人間が教
示することによって実現 されている。すなわち
オペ レータがロボ ッ トの先端近 くに取 り付けて
あるjoy-stickを握 り、ロボットを動 か しな
がら要所要所の姿勢デ ータを コンピュータに記
憶 させる。 これを直接教示方式 とい う。そ うで
ない場合 も、ティーチングボ ックス と呼ばれる
操作盤 を作業員が操作 し、人間 の熟達 した操作
デー タを コンピュータに記憶させる間接教示方
式を用 いる。いずれ に して も、現実 の作業時 に
は、こうして取 り込んでいたデータをコンピュ








ひ ね り θ5
図1.代 表的な多関節型 ロボ ッ ト
その教示 された運動 を再生 させる。これをティーチング ・プ レイバ ック方式 、教示/再 生方式 という。
その他、マスタース レーブ方式 のマニピュ レータロボ ッ トでは、人間がマスターロボ ッ トを操作するこ
とによって、人間 の熟練動作を スレーブ側に伝え、精妙 な作業を実現す る。 この ように従来 の機械は、
た とえ現在の高級 ロボッ トといえども、人間 の教示 ない し運転 に依 らないで自律的 に動き、かつ 、作業
することは出来 なか ったので ある。
人間が手や足をスムースに動かすことができるのは、生 れて以来何年 にもわた って自然に訓練 し、運
動能力 を学習 によって獲得 して きたか らである。王選手 の美 しい一本足打法 、青 木のスーパ ーシ ョッ ト
も、関与の筋 、腱 、骨格系を操作 する一連 の命令 プログ ラムが長 い訓練 を通 じて脳の どこか に作 られ、
完成 された上 で始 めて安定に実現 されたのでは ないか と思 える。実際、何 らかの原因で脳 に蓄積 された
運動 のプ ログ ラムを失 う と、大人 といえども、長い リハ ビリテーションの中でプログラムを再び作 り上
げることによって、新たに運動機能を獲得 しなければな らない。 このように人間は訓練 と学習を通 じて、
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柔軟かっ精妙な運動能力を獲得 したものと思われ る。
さて本題 に帰 って、機械式 ロボ ットは自 ら学習 することができるか、 とい う問題を考 えてみたい。図
1のようなマニ ピュレータの運動方程式 は、一般 に、
R(θ)θ+f(θ,θ)+9(θ)+・(θ,θ)・T(1)
と表 される。 ここに θ=(θ1,…,クn)で ・ θiは図1に 示す ような関 節角 を表す。R(θ)
は慣性行列 と呼ばれ、マニピュレータの姿勢 と共 に変わるが、 常に正定値性 は保たれる。f(θ,θ)
は コリオ リカ と遠心力の項であり、g(θ)は ポテ ンシ ャル項 に由来 し、重力項 と呼ばれる。 これ らは、
たとえ複雑で あって も、 ロボ ッ トの各 リンク要素を剛体 と仮定 して理論的に求め ることはで きる。 しか
し、 ロボ ッ トには機械特有の摩擦、 ガタ、すべ り、たわみなどが起 こるので、 これ らの測定不可能で算
定できない非線形項をr(θ,θ)と 書 いて外乱 と称することにす る。Tは 一般 化力で.あるが、図1の
場合、各関節を動かすモー タ(こ れ らをactuatorと呼ぶ)の 発生 トル クのベ ク トル と考えてよい。
いま、 ロボ ッ トの理想的な運動が θの時間経過 免(t),tε 〔o,t2〕、で与えちれたと しよ う。 そ
こで各モータのサーボを操作 してTo(t)と いう トル クを発生 させ、(1)式の強制入力をT=To(t)と
すれば、 ロボ ットの運動 は(1)式の解軌道 θ0(t)によ って表され よう。 ここで は前提 どして、(1)式の関
数R,f,g,rは判 っていな くて もよい とし、ただ θ0(t)が出力 として測定 で きる と仮定 しよう。 実
際、各関節にポテ ンショメー タあるいはエ ンコーダを取 り付ければ、 トルクTo(t)でロボッ・トを起動 し
た ときの各関節 の応答 θo(t)が得 られ るはずである。 これは勿論・理想 の運動 θd(t)と一致す るは
ずはな いで あろう。 そこで誤差ベク トル
・・(の=θd(t)一 θ・(t)(2}
と書 こう。
さて、現在ではVLSI技 術に よってICメ モ リが普及 し、 ロボ ッ トくらいのス ピー ドでは、これ ら
の関数 θd,θo,eoを十分高い周波数 でサ ンプル したデータをディジタル形式でRAMメ モ リ1こ記憶 さ
せ ることができ る。いま、 これらのデ ータから次 の入力 トル クT1(t)を簡単 な方式で発生 させ、 これ
で ロボッ トを再 び起動 させ・応答 θ1(t)が得 られた とす る。
、この とき問題 は次の誤差e1(t)=θd
(t)一θ1(t)が前の誤差eo(t)よ りも何 らかの意味で より小 さくなるよ うな笥(t)が 簡単な法則
で求 まるかどうか であ る。つ ま り、一般に第k回 目の入力 トルク塞(t)が 与え'られたとし、 覧れで ロ
ボッ トを起動 させたときの応答 θk(t)と誤差ek(t)が求まったとき・これ らのデータか ら次の入力
トル クTk+1(t)を より良 い運動が得 られるように簡単な法則 で決 める ことが出来 るのだろ うか。言
い換 えると、過去の練習デ ータか ら、より理想 に近 いフォームを与 える操作入力を自律的に発生 させる
ことが出来 るか どうかが問題であ る。 ただ し・データはいつ もupdateし、 θd(t),、Tk(t),ek(t)
のみか らTk+1(t)を生成させ ることにしたい。 また・ロボ ッ トは起動時 にはいつ も同 や初期条件にあ
り、 ダイナ ミックスは変 らない と仮定す る。なお、産業用 ロボッ トは実際 には繰返 しの再現精度が良 く
なるように設計 、製作 されており、この種の仮定 にっ いてはほぼ満足 されて いる。
さて、上で述べた問題 が うま く解 けることが最近 になって判 ったのだが、 これを ロボッ トで直接見せ
るのは困難なので、ここでは最 も簡単 な例で考えてみよう。入 出力関係 が1次 の線形微分方程式
y=ay十bu(3)
一7一
で与えられ るダイナ ミックスについて、理想的 な応答yd(t)と 第k回 め入 力Uk(t)と 出力yk(t)
が与 え られたとき、次 の入力 を
Uk十1(t)=Uk(t)十C6k(t)(4)
と構成 してみよ う。 これは、前回 の入力 に誤差 の微分を適当倍 したものを加 えた ものを次回の入力 とす




が構成 されることを示 してお り、そ こで問題は.この繰返 しでek〈t)がk一 →QOの とき早 く0に収束
す るか どうか・ ということになる。 しか も、ek+1(t)はek(t)よ りも何 らかの意味で(っ まり、







図2に よ る と、yk(t)は 急 速
に1yd(t)に 近 づ き 、 誤 差ek
(t)は 確 実 に小 さ く な る。
一 般 に 、 対 象 とす る ダ イ ナ ミ









と す る繰 り返 し過 程 を
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図2.尉Betterme亘tProcess"の 収 束 の様 子
一 次 元 シ ステ ム の 例
積C.B1「があ る条件を満足すれば 、この"BettermentProcess"1ま収束す ることが保証 され るの
である。 この議論は更に ロボ ットのよ うな非線形 のダイナ ミックスまで拡張 させ ることができる。 ロボ
ッ トの場合、実際にどのように"BettermentProcess"を構成す るかについて は触れないが、結
論 はこ うである。 「理想 の運動フォームがRAMメ モ リに与え られた ならば、機械式 ロボ ッ トといえ ど
も、再現精度 さえ良 ければ、 自律的に練習を繰 り返 し学習 してい くうちにその理想 の運動 フォームを実
現 させる能力 を獲得できる。 」
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燗 や動物の翻 能加 鮪:が このような学習方彗 に従・ても1るかどう ・々については・専門腱 うの
で言 及す るのははばかれ るが、敢 えて大胆 に言えば、 この種 の案外 と単純なプ ロセスが組 まれているの
では ないか とい う想像 もしている。少 くとも、 メカ トロニ クス系 の制御 には この方式が威力を発揮する
のは間 違いないであろう。
最 後に、理想 フォームの与 え方 の問題が残るが、これにっいては今 のところシステマチ ィクな方法論
があ るか どうか詳 らかでない。
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