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Abstract
This paper considers a distributed convex optimization problem over a time-varying multi-
agent network, where each agent has its own decision variables that should be set so as to
minimize its individual objective subject to local constraints and global coupling equality
constraints. Over directed graphs, a distributed algorithm is proposed that incorporates the
push-sum protocol into dual subgradient methods. Under the convexity assumption, the op-
timality of primal and dual variables, and constraint violations is first established. Then the
explicit convergence rates of the proposed algorithm are obtained. Finally, some numerical
experiments on the economic dispatch problem are provided to demonstrate the efficacy of
the proposed algorithm.
Keywords: distributed optimization, multi-agent network, dual decomposition, push-sum
protocol, directed graph
1. Introduction
Due to the emergence of large-scale networks, distributed optimization problems have
attracted recently considerable interests in many fields such as the control and operational
research communities, wireless and social networks [4], [5], power systems [6], [7], robotics
[8], and name a few. These problems share some common characteristics: the entire opti-
mization objective function can be decomposed into the sum of several individual objective
functions over a network, and each individual only knows its own objective function, and
only individual and its neighbors cooperate to solve the problem by interacting the network
information locally [11]. Many researchers have investigated various multi-agent optimiza-
tion problems arising in the engineering community [9, 14, 22, 25].
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In literatures, consensus based distributed algorithms for solving distributed problems are
mainly divided into three classes: primal consensus based algorithms, dual consensus based
algorithms and primal-dual consensus based algorithms, see [11, 13, 12, 29, 30] In [11],
Nedic´ et al. firstly proposed a distributed subgradient algorithm with provable convergence
rates, while its stochastic variant was investigated in [26] and its asynchronous variant in [27].
Based on dual averaging methods, Duchi et al. [13] proposed a distributed dual averaging
algorithm and obtained the convergence rate, scaling inversely in the spectral gap of the
networks. Resorting to Lagrange dual method, the papers [12, 35] designed a distributed
primal-dual algorithm for solving distributed problem with equality or inequality constraints.
However, distributed methods proposed in most to previous works require the use of doubly
stochastic weight matrices, which are not easily constructed in a distributed fashion when the
graphs are directed.
To overcome this issue, the work in [10] proposed a different distributed subgradient
approach in directed and fixed network topology, in which the messages among agents is
propagated by “push-sum” protocol. The push-sum based distributed method eliminates the
requirement of graph balancing, however, the communication protocol is required to know
the number of agents or the graph. Although the authors in [15] canceled the requirement
of a balanced graph and proposed a push-subgradient approach with an explicit convergence
rate at order of O(lnt/
√
t), they only investigated the unconstrained distributed optimization
problems. Very recently, the reference [28] proposed a Push-DIGing method that uses column
stochastic matrices and fixed step-sizes, which can achieve a geometric rate.
The problems for solving distributed optimization subject to equality or (and) inequal-
ity constraints has received considerable attentions [12, 35, 2, 16, 31, 32]. In [12], Zhu
et al. firstly proposed a distributed Lagrangian primal-dual subgradient method by charac-
terizing the primal-dual optimal solutions as the saddle points of the Lagrangian function
related to the problem under consideration. Yuan et al. in [35] developed a variant of the
distributed primal-dual subgradient method by introducing multistep consensus mechanism.
For more general distributed optimization problems with inequality constraints that couple
all the agents’ decision variables, Chang et al. [2] designed a novel distributed primal-dual
perturbed subgradient method and obtained the estimates on convergence rate, also see [3].
By making use of dual decomposition and proximal minimization, Falsone et al. [17] pro-
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posed a novel distributed method to solve inequality-coupled optimization problems. Their
proposed approach can converge to some optimal dual solution of the centralized problem
counterpart, while the primal variables converge to the set of optimal primal solutions. How-
ever, the implementation of the algorithm proposed in [17] requires the double stochasticity
of communication weight matrices, without any estimates on the convergence rate of their
proposed method.
In this paper, we investigate a distributed optimization problem subject to coupling equal-
ity constraints over time-varying directed networks. Under the framework of dual decom-
position, we propose a distributed dual subgradient method with push-sum protocol to solve
this problem. Under the assumption of directed graphs, we prove the optimality of dual and
primal variables, and obtain the explicit convergence rates of the proposed method.
Compared to existing literatures, the contributions of this paper are two folds:
i) Relaxations undirected graphs to directed graphs. The work in [15] proposed a push-
sum based distributed method to unconstrained optimization problems. By resorting to dual
methods and push-sum protocols, we propose distributed dual subgradient method to solve a
class of convex optimization subject to coupling equality constraints. Our algorithm can be
viewed as an extension of push-sum based algorithms [15] to a constrained setting. The con-
sensus based primal-dual distributed methods proposed in [12, 35] require that the networks
are undirected and the communication weight matrices are double stochastic, which are unre-
alistic over directed networks. By utilizing the push-sum scheme considered in [10, 15], our
method can deal with distributed optimization problems over time-varying directed graphs,
only needing the column stochastic matrices.
ii) Estimates on the convergence rate of the proposed method. The reference in [17]
analyze the convergence of dual optimality and primal optimality, without investigating con-
straint violations of the problem interest. In our algorithm, we extend the algorithm in [17] to
directed graphs, and establish the convergence results for dual optimality, primal optimality
and constraint violations. More importantly, we obtain the explicit convergence rate of the
proposed algorithm.
The remainder of this paper is organized as follows. We state the problem and related
assumptions in Section 2. Section 3 proposes the solution method and main results. Section
4 provides the proof of main results. Numerical simulations are given in Section 5. Finally,
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Section 6 draws some conclusions.
Notation: We use boldface to distinguish the scalars and vectors in Rn. For instance, νi[t]
is a scalar and ui[t] is a vector. For a matrix D, we will use the Di j to show its i, j’th entry.
We use ||x|| to denote the Euclidean norm of a vector x, ||x||1 denote the ℓ1 norm of a vector
x, and 1 represent the vector of ones.
2. Distributed optimization with coupling equality constraints
2.1. Problem statement and dual decomposition
Consider a time-varying network with m agents which would like to cooperatively solve
the following minimization problem:
min
{xi∈Xi}mi=1
F(x) :=
m
∑
i=1
fi(xi) s.t.
m
∑
i=1
(Aixi−bi) = 0, (1)
where each agent i, i = 1, . . . ,m only knows its own vector xi ∈ Rni of ni decision vari-
ables, its local constraint set Xi ⊆ Rni , objective function fi(xi) : Rni → R, and all agents
subject to the coupling equality constraints ∑mi=1(Aixi− bi) = 0, Ai ∈ Rp×ni and bi ∈ Rp.
x= (x⊤1 ,x
⊤
2 , · · · ,x⊤m)⊤ with n= ∑mi=1 ni, belongs to X= X1×X2×·· ·×Xm.
Problem (1) is quite general arising in diverse applications. For examples, distributed
model predictive control[23], network utility maximization[1], real-time pricing problems
for smart grid [21, 7, 24] can be modeled in this class of problems.
To decouple the coupling equality constraints, we utilize the Lagrange dual method.
Firstly, we introduce the Lagrangian function L(x,λ ) of problem (1), given by
L(x,λ ) =
m
∑
i=1
{ fi(xi)+λ⊤(Aixi−bi)}=
m
∑
i=1
Li(xi,λ ), (2)
where L(x,λ ): Rn×Rp → R, λ ∈ Rp is the vector of Lagrange multipliers. Define the dual
function of problem (1) as follows
φ(λ ) :=min
x∈X
L(x,λ ).
Note that the Lagrangian function L(x,λ ) is separable with respect to xi, i = 1, . . . ,m. Thus,
the dual function φ(λ ) can be rewritten as
φ(λ ) =
m
∑
i=1
φi(λ ) =
m
∑
i=1
min
xi∈Xi
Li(xi,λ ), (3)
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where φi(λ ) can be regarded as the dual function of agent i, i= 1, . . . ,m. It is obvious that the
dual function φ(λ ) is concave but non-smooth generally.
Then, the dual problem of problem (1) can be written as maxλ minx∈X L(x,λ ), or, equiv-
alently,
max
λ
m
∑
i=1
φi(λ ). (4)
The coupling equality constraints between agents is represented by the fact that λ is a com-
mon decision vector and all the agents should agree on its value.
2.2. Assumptions
The following assumptions on the problem (1) and on the communication time-varying
network are required to show properties of convergence for the proposed algorithm.
Assumption 1. For each i = 1,2, . . . ,m, the function fi(·): Rni → R is convex, and the set
Xi ⊆ Rni is non-empty, convex and compact.
Note that, under Assumption 1, for any xi ∈ Xi, there is a constant Gi > 0 such that
||Aixi−bi|| ≤ Gi, due to the compactness of Xi, i= 1,2, . . . ,m. Let G= ∑mi=1Gi.
Assumption 2. The Slater’s condition of problem (1) holds, i.e., there exists xˇ=(xˇ⊤1 , . . . , xˇ
⊤
m)
⊤ ∈
relint(X) such that ∑mi=1(Aixˇi− bi) = 0, where relint(X) is the relative interior of the con-
strained set X.
Under Assumptions 1 and 2, the strong duality holds and an optimal primal-dual pair
(x∗,λ ∗) exists [19], where x∗ = (x∗⊤1 , . . . ,x
∗⊤
m )
⊤ ∈ Rn and λ ∗ ∈ Rp are optimal solutions
of the primal problem (1) and dual problem (4), respectively. Moreover, the saddle-point
theorem also holds [19], i.e., given an optimal primal-dual pair (x∗,λ ∗), we have that
L(x∗,λ )≤ L(x∗,λ ∗)≤ L(x,λ ∗), ∀x ∈ X,λ ∈ Rp. (5)
Let X∗ and Λ∗ be the optimal solution set of the primal problem (1) and dual problem (4),
respectively.
We assume that each agent can communicate with other agents over a time-varying net-
work. The communication topology is modeled by a directed graph G [t] = (V ,E [t]) over the
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vertex set V = {1, . . . ,m} with the edge set E [t]⊆ V ×V . Let N ini [t] represent the collec-
tion of in-neighbors and N outi [t] represent the collection of out-neighbors of agent i at time
t, respectively. That is,
N
in
i [t] := { j|( j, i) ∈ E [t]}∪{i},
N
out
i [t] := { j|(i, j) ∈ E [t]}∪{i},
where ( j, i) represents agent j may send its information to agent i. And let di(t) be the
out-degree of agent i, i.e.,
di[t] = |N outi [t]|,
We introduce a time-varying communication weight matrix D[t] with elements (D[t])i j,
defined by
(D[t])i j =


1
d j[t]
, when j ∈N ini [t], i, j = 1,2, . . . ,m,
0, otherwise.
(6)
Note that the communicated weight matrix D[t] is column-stochastic. In our paper, we do
not require the assumption of double-stochastic on D[t]. We need the following assumption
on the weight matrix D[t], which can be found in [15], [20].
Assumption 3. i) Every agent i knows its out-degree di[t] at every time t; ii) The graph
sequence G [t] is B-strongly connected, namely, there exists an integer B > 0 such that the
sequence G [t] with edge set E [t] = ∪(k+1)B−1l=kB E [l] is strongly connected, for all k ≥ 0.
3. Algorithm and main results
3.1. Distributed dual sub-gradient push-sum algorithm
Generally, the problem (1) could be solved in a centralized manner [19]. However, if the
number m of agents is significantly large, this may cause computational challenge. Addition-
ally, each agent would be required to share its own information, such as the objective fi, the
constraints Xi and (Ai,bi), either with the other agents or with a central coordinate collecting
all information, which is possibly undesirable in many cases, due to privacy concerns [17].
To overcome both the computational challenge and the privacy issues stated above, we
propose a Distributed Dual Sub-Gradient Push-Sum algorithm (DDSG-PS, for short) by re-
sorting to solve the dual problem (4). Our proposed algorithm DDSG-PS is motivated by
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the sub-gradient push-sum method [15] and dual decomposition [24, 17], described as in
Algorithm 1.
Algorithm 1 Distributed Dual Sub-Gradient Push-Sum Algorithm (DDSG-PS)
1: Initialization: for i= 1,2, . . . ,m, given µi[0] ∈ Rp and νi[0] = 1; set t := 0;
2: repeat
3: for each agent i= 1, . . . ,m do
4: ui[t+1] = ∑
m
j=1(D[t])i jµ j[t];
5: νi[t+1] = ∑
m
j=1(D[t])i jν j[t];
6: λi[t+1] =
ui[t+1]
νi[t+1]
;
7: xi[t+1] = argminxi∈Xi{ fi(xi)+λi[t+1]⊤(Aixi−bi)};
8: µi[t+1] = ui[t+1]+β [t+1](Aixi[t+1]−bi);
9: end for
10: set t = t+1;
11: until a preset stopping criterion is met
In Algorithm 1, each agent i broadcasts (or pushes) the quantities µi[t]/di[t] and νi[t]/di[t]
to all of the agents in its out-neighborhood N outi [t]. Then, each agent simply sums all the
received messages to obtain ui[t+1] in step 4 and ui[t+1] in step 5, respectively. The update
rules in steps 6-8 are implemented locally. In particular, the update of local primal vector
xi[t+1] in step 7 is performed by minimizing Li with respect to xi evaluated at λ = λi[t+1],
while the update of the dual vector µi[t+ 1] in step 8 involves the maximization of Li with
respect to λi evaluated at xi = xi[t + 1]. Note that the term Aixi[t+ 1]−bi in step 8 is the
sub-gradient of the dual function φi(λ ) at λ = λi[t+1].
It is shown in [20, 1] that the local primal vector xi[t] does not converge to the optimal
solution x∗i to problem (1) in general. As compared to xi[t], however, the following recursive
auxiliary primal iterates
x̂i[t+1] = x̂i[t]+
β [t+1]
∑t+1r=1β [r]
(xi[t+1]− x̂i[t]), for all t ≥ 0
shows better convergence properties with x̂i[0] = xi[0] [11, 12, 2]. In a similar way, we
introduce an recursive auxiliary dual iterates as follows
λ̂i[t+1] = λ̂i[t]+
β [t+1]
∑t+1r=1β [r]
(λi[t+1]− λ̂i[t]), for all t ≥ 0
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where λ̂i[0] = λi[0]. Let us define the averaging iterates µ [t] =
∑mi=1 µi[t]
m
.
Remark 1. i) Motivated by the algorithm proposed in [15], we solve an optimization problem
with coupling equality constraints by resorting to dual methods, while the problem considered
in [15] has no coupling equality constraints. Our algorithm can be viewed as an extension of
push-sum based algorithms [15] to a constrained setting.
ii) The primal-dual distributed methods proposed in [12, 35] require that each agent gen-
erates local copies of primal and dual variables, which then are optimized and exchanged.
This, however, immediately leads to an increased computational and communication effort,
which indeed scale as the number of agents. In our method instead agents need to only opti-
mize local variables and just exchange the estimate of dual variables, which are as many as the
number of coupling constraints. The required local computational effort is thus much smaller
when the number of coupling constraints is low compared to the overall dimensionality of
primal decision variables.
iii) Under the assumption that the network is undirected, the work in [17] obtain the con-
vergence of dual optimality and primal optimality, without considering constraint violations
of the problem interest. In our algorithm, we extend the algorithm in [17] to directed graphs.
We establish the convergence results for dual optimality, primal optimality and constraint vi-
olation, stated as in Theorem 1 below. More importantly, we derive the explicit convergence
rate of the proposed algorithm, presented in the following Theorems 2 and 3.
3.2. Main results
In this section, we show that the convergence results of the proposed Algorithm 1. More-
over, we provide the explicit estimates on the convergence rate of objective function’ values
and constraint violations.
The following Theorem 1 shows the optimality of dual and primal variables under certain
stepsize rule. Specifically, each local estimates λi[t] approaches the optimal dual vector λ
∗,
while the auxiliary sequence {x̂[t] = (x̂1[t]⊤, . . . , x̂m[t]⊤)⊤} converges to the optimal primal
solution x∗. In addition, the sequence {x̂[t]} satisfies the coupling equality constraints as
t→ ∞.
Theorem 1. Suppose that Assumptions 1-3 hold, and the positive stepsize sequence {β [t]}t≥1
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satisfies the decay conditions below
∞
∑
t=1
β [t] = ∞,
∞
∑
t=1
β 2[t]< ∞, β [t]≤ β [l], for all t > l ≥ 1. (7)
Then, for some x∗ ∈ X∗ and λ ∗ ∈ Λ∗, we have that
(i) (dual optimality) limt→∞ ||λi[t]−λ ∗||= 0, for all i= 1,2, . . . ,m;
(ii) (feasibility) x̂[t] ∈ X and limt→∞ ∑mi=1Aix̂i[t]−bi = 0;
(iii) (primal optimality) limt→∞ ||x̂[t]−x∗||= 0, ∀ x∗ ∈ X∗.
Next Theorems 2 and 3 give the convergence rate of Algorithm 1 under suitable choice
of stepsize, which characterizes the convergent speedup for the values of primal objective
function and violations of coupling constraints, respectively.
Theorem 2. (Convergence rate) Consider Assumptions 1-3 and let β [t] = c/
√
t. Then, for
any t ≥ 1 and x∗ ∈ X∗, we have
F(x̂[t+1])−F(x∗)
≤ m||µ[0]||1
2c
√
t+1
+
cG2(1+ ln(t+1))
2m
√
t+1
+
16G∑mj=1 ||µ j[0]||1
ξ (1−η)√t+1 +
16cpG2(1+ lnt)
ξ (1−η)√t+1 ,
where c> 0 is a constant, and ξ > 0 and η ∈ (0,1) satisfy ξ ≥ 1
mmB
, η ≤ (1− 1
mmB
)
1
mB .
Remark 2. i) Theorem 2 implies that the iterative sequence of network objective func-
tion {F(x̂[t+1])} converges to the optimal objective value F(x∗), i.e., limt→∞F(x̂[t+1]) =
F(x∗).
ii) More importantly, Theorem 2 shows that the diffidence between the iterative sequence
of primal objective function {F(x̂[t+1])} and the optimal value F(x∗) converges at a rate of
O(lnt/
√
t), that is
F(x̂[t+1])−F(x∗) = O
(
lnt√
t
)
with the constant depending on the initial values µ [0] at the agents, the subgradient norm
G of dual function, and on both the speed η of the network information diffusion and the
imbalances ξ of influence among the agents.
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Theorem 3. (Constraint violations) Consider Assumptions 1-3 and let β [t] = c/
√
t. Then,
for any t ≥ 1, we have
||
m
∑
i=1
Aix̂i[t+1]−bi||2
≤ 4m
2||µ[0]||1
c2(t+1)
+
2G2(1+ ln(t+1))
t+1
+
64Gm∑mj=1 ||µ j[0]||1
cξ (1−η)(t+1) +
64mpG2(1+ lnt)
ξ (1−η)(t+1) .
Theorem 3 provides that the constraint violation measured by ||∑mi=1Aix̂i[t+ 1]−bi|| is
also of the order O(
√
ln t/
√
t).
4. Proof of main results
We first prove the result that the dual optimal solutions are restricted in some specific sets,
which will be useful to deduce the convergence of Algorithm 1.
Lemma 1. Under the Assumptions 1 and 2, the dual optimal solution λ ∗ of dual problem (4)
is bounded, i.e., there an exist constant C > 0 such that 0≤ ||λ ∗|| ≤C.
Proof. Letting xˇ ∈ X be a Slater vector, it holds that ∑mi Aixˇi−bi = 0. Under Assumption 2,
the strong duality holds, that is, for all λ ∈ Rp,x ∈ X
L(x,λ ∗)≥ L(x∗,λ ∗)≥ L(x∗,λ )≥ L(x(λ ),λ ) = φ(λ ), (8)
where x(λ ) = argminx∈XL(x,λ ). By (8), it gives rise to
m
∑
i=1
fi(xi)+λ
∗⊤(
m
∑
i=1
Aixi−bi)≥ φ(λ ).
Using the inequality above and the fact ∑mi bi = ∑
m
i Aixˇi, for any xi ∈ Xi and λ ∈ Rp, we can
obtain
m
∑
i=1
fi(xi)+λ
∗⊤
m
∑
i=1
Ai(xi− xˇi)≥ φ(λ ) =
m
∑
i=1
φi(λ ). (9)
Letting xi = xˇi+ eli in (9), where eli denote the unit vector such that the lith component
of eli equals to 1, and the other components of eli are 0, li = 1,2, . . . ,ni, we have
λ ∗⊤
m
∑
i=1
(Aieli)≥
m
∑
i=1
φi(λ )− fi(xˇi+ eli),
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so
λ ∗⊤
m
∑
i=1
(Aieli)≥
m
∑
i=1
min
1≤li≤ni
{φi(λ )− fi(xˇi+ eli)}. (10)
Similarly, selecting xi = xˇi− eli , we obtain
λ ∗⊤
m
∑
i=1
(Aieli)≤
m
∑
i=1
fi(xˇi− eli)−φi(λ ),
so
λ ∗⊤
m
∑
i=1
(Aieli)≤
m
∑
i=1
max
1≤li≤ni
{ fi(xˇi− eli)−φi(λ )}. (11)
By (10) and (11), for all λ ∈ Rp, we get
|λ ∗⊤
m
∑
i=1
(Aieli)| ≤
m
∑
i=1
max
1≤li≤ni
{max{ fi(xˇi− eli)−φi(λ ), fi(xˇi+ eli)−φi(λ )}}.
Choosing a bounded vector λˇ ∈ Rp randomly and letting λ = λˇ in the above inequality, it
leads to
|λ ∗⊤
m
∑
i=1
(Aieli)| ≤
m
∑
i=1
max
1≤li≤ni
{max{ fi(xˇi− eli)−φi(λˇ), fi(xˇi+ eli)−φi(λˇ )}}, (12)
Letting C˘li be an arbitrary value larger than max{ fi(xˇi− eli)−φi(λˇ), fi(xˇi+ eli)−φi(λˇ)}, it
follows from (12) that
|λ ∗⊤
m
∑
i=1
(Aieli)| ≤
m
∑
i=1
max
li
C˘li = C˘. (13)
Since the vector ∑mi=1(Aieli) is a constant in (13), ||λ ∗|| is bounded.
Note that xi = xˇi± eli may not belong to Xi, but xˇi is an interior point of Xi, so there
exists a small number ε > 0 such that xi = xˇi± εeli ∈ Xi. Then we can still have the same
conclusion as above. The proof of this lemma is completed. 
Next we establish a fundamental lemma, which is helpful to prove the main results.
Lemma 2. Under the Assumptions 1-3, for all x ∈ X and λ ∈ Rp, we have,
||µ[t+1]−λ ||2
≤ ||µ[t]−λ ||2+ 4β [t+1]
m
m
∑
i=1
Gi||λi[t+1]−µ [t]||
+
G2
m2
β 2[t+1]− 2β [t+1]
m
(L(x[t+1],λ )−L(x,µ[t])).
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Proof. By Step 8 of Algorithm 1 and the column-stochasticity of matrix D[t] defined by (6),
we can obtain
µ [t+1] = µ [t]+
β [t+1]
m
m
∑
j=1
(A jx j[t+1]−b j). (14)
Due to ||Aixi−bi|| ≤ Gi, for any λ ∈ Rp, it follows from (14) that
||µ [t+1]−λ ||2 ≤ ||µ[t]−λ ||2+ β
2[t+1]
m2
G2
+
2β [t+1]
m
m
∑
j=1
(A jx j[t+1]−b j)⊤(µ[t]−λ ). (15)
Considering the cross-term (A jx j[t+1]−b j)⊤(µ [t]−λ ) in (15), we have
(A jx j[t+1]−b j)⊤(µ [t]−λ ) = (A jx j[t+1]−b j)⊤(µ[t]−λ j[t+1])
+ (A jx j[t+1]−b j)⊤(λ j[t+1]−λ ). (16)
Using the Cauchy-Schwartz inequality, we can get
(A jx j[t+1]−b j)⊤(µ [t]−λ j[t+1])≤ G j||µ[t]−λ j[t+1]||. (17)
For the second term of right-hand side in (16), we can obtain
(A jx j[t+1]−b j)⊤(λ j[t+1]−λ ) = f j(x j[t+1])+λ j[t+1]⊤(A jx j[t+1]−b j)
− ( f j(x j[t+1])+λ⊤(A jx j[t+1]−b j)). (18)
By Step 7 of Algorithm 1, we get
f j(x j[t+1])+λ j[t+1]
⊤(A jx j[t+1]−b j)≤ f j(x j)+λ j[t+1]⊤(A jx j−b j).
Using the inequality as above and (18), we have
(A jx j[t+1]−b j)⊤(λ j[t+1]−λ )
≤ f j(x j)+λ j[t+1]⊤(A jx j−b j)− ( f j(x j[t+1])+λ⊤(A jx j[t+1]−b j))
= f j(x j)+λ j[t+1]
⊤(A jx j−b j)− ( f j(x j)+µ [t]⊤(A jx j−b j))
+( f j(x j)+µ [t]
⊤(A jx j−b j))− ( f j(x j[t+1])+λ⊤(A jx j[t+1]−b j))
≤ G j||µ[t]−λ j[t+1]||+L j(x j,µ [t])−L j(x j[t+1],λ ), (19)
where the last inequality uses the definition of the function L j given by (2). Finally, combin-
ing (15), (16), (17) and (19), we can obtain the conclusion. 
In what follows, we give the well-known Supermartingale Convergence Theorem [18],
refer to Lemma 3, which is useful to prove Theorem 1.
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Lemma 3. Let {x[t]} be a non-negative scalar sequence such that
x[t+1]≤ (1+b[t])x[t]− y[t]+ c[t], ∀t ≥ 0
where b[t]≥ 0, y[t]≥ 0 and c[t]≥ 0 for all t ≥ 0 with ∑∞t=0b[t]< ∞, and ∑∞t=0 c[t]< ∞. Then,
the sequence {x[t]} converges to some x≥ 0 and ∑∞t=0 y[t]< ∞.
We are ready to give the proof of main results. We firstly prove Theorem 1 to show the
optimality of dual and primal variables, and constraint violations.
Proof of Theorem 1: Letting λ = λ ∗ and x= x∗ in Lemma 2, for some λ ∗ ∈Λ∗ and x∗ ∈X∗,
we have
||µ[t+1]−λ ∗||2
≤ ||µ[t]−λ ∗||2+ 4β [t+1]
m
m
∑
i=1
Gi||λi[t+1]−µ [t]||
+
G2
m2
β 2[t+1]− 2β [t+1]
m
(L(x[t+1],λ ∗)−L(x∗,µ[t])). (20)
Making use of the saddle-point theorem and (20), it gives rise to
||µ [t+1]−λ ∗||2
≤ ||µ [t]−λ ∗||2+ 4β [t+1]
m
m
∑
i=1
Gi||λi[t+1]−µ [t]||
+
G2
m2
β 2[t+1]− 2β [t+1]
m
(L(x∗,λ ∗)−L(x∗,µ [t])), (21)
According to Lemma 1 (b) in [15], the following result holds
lim
t→∞ ||λi[t+1]−µ[t]||= 0, ∀ i= 1,2, . . . ,m. (22)
Since ∑∞t=1β [t]< ∞, it follows from (22) that
∞
∑
t=0
β [t+1]||λi[t+1]−µ [t]||< ∞, ∀ i= 1,2, . . . ,m.
Further, we have
∞
∑
t=0
4β [t+1]
m
m
∑
i=1
Gi||λi[t+1]−µ [t]||< ∞. (23)
Note that the fact that L(x∗,λ ∗)−L(x∗,µ [t])≥ 0. Thus, by Lemma 3, we can conclude that
the sequence {µ [t]} converges to the solution λ ∗ ∈Λ∗. Furthermore, by (22), we can see that
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each sequence {λi[t]} converges to the same solution λ ∗, i= 1,2, . . . ,m, thus concluding the
proof of i) in Theorem 1.
Next we prove the ii) of Theorem 1. By the definition of x̂i[t+1], it can be rewritten as
x̂i[t+1] =
∑tr=0β [r+1]xi[r+1]
∑tr=0β [r+1]
, (24)
implying that x̂i[t+1] is a convex combination of past values of xi[t+1]. Thus, for all t ≥ 0,
we have that x̂i[t+1] ∈ Xi and
m
∑
i=1
(Aix̂i[t+1]−bi) =
m
∑
i=1
[Ai(
∑tr=0β [r+1]xi[r+1]
∑tr=0β [r+1]
)−bi]
=
∑mi=1∑
t
r=0β [r+1](Aixi[r+1]−bi)
∑tr=0β [r+1]
.
By Step 8 of Algorithm 1 and the column-stochasticity of matrix D[t], it follows that
m
∑
i=1
(Aix̂i[t+1]−bi) = ∑
m
i=1∑
t
r=0(µi[r+1]−ui[r+1])
∑tr=0β [r+1]
=
∑mi=1∑
t
r=0(µi[r+1]−∑mj=1(D[r])i jµ j[r])
∑tr=0β [r+1]
=
∑tr=0(∑
m
i=1 µi[r+1]−∑mi=1 µi[r])
∑tr=0β [r+1]
=
m(µ [t+1]−µ [0])
∑tr=0β [r+1]
. (25)
Since limt→∞ µ [t+1] = λ ∗, we further get
lim
t→∞m(µ[t+1]−µ [0])< ∞.
Using ∑∞r=0β [r] = ∞, it holds that
lim
t→∞
m(µ [t+1]−µ [0])
∑tr=0β [r+1]
= 0.
It follows from (25) and the above relation that
lim
t→∞
m
∑
i=1
(Aix̂i[t+1]−bi) = 0.
which completes the proof of ii) in Theorem 1.
Now we begin to prove the iii) of Theorem 1. Considering the quantity 2∑mi=1Li(x̂i[t+
1],λ ∗), and using the convexity of L(·,λ ) and (24), we obtain
2
m
∑
i=1
Li(x̂i[t+1],λ
∗) ≤ 2∑
m
i=1∑
t
r=0β [r+1]Li(xi[r+1],λ
∗)
∑tr=0β [r+1]
=
∑tr=0 2β [r+1]L(x[r+1],λ
∗)
∑tr=0β [r+1]
. (26)
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Rearranging the terms in (20) and letting t = r, we have
2β [r+1]L(x[r+1],λ ∗)
≤ 2β [r+1]L(x∗,µ[r])+ G
2
m
β 2[r+1]+m(||µ[r]−λ ∗||2−||µ[r+1]−λ ∗||2)
+4β [r+1]
m
∑
i=1
Gi||λi[r+1]−µ [r]||
≤ 2β [r+1]L(x∗,λ ∗)+ G
2
m
β 2[r+1]+m(||µ[r]−λ ∗||2−||µ[r+1]−λ ∗||2)
+4β [r+1]
m
∑
i=1
Gi||λi[r+1]−µ [r]||, (27)
where the second inequality is due to L(x∗,µ[r]) ≤ L(x∗,λ ∗). Combining (27) and (26), we
can obtain
2L(x̂[t+1],λ ∗)2L(x∗,λ ∗)≤ ∑
t
r=04β [r+1]∑
m
i=1Gi||λi[r+1]−µ[r]||
∑tr=0β [r+1]
+
1
∑tr=0β [r+1]
t
∑
r=0
G2
m
β 2[r+1]+
m(||µ[0]−λ ∗||2−||µ [t+1]−λ ∗||2)
∑tr=0β [r+1]
.
(28)
By (23), the stepsize rule (7) and the fact that limt→∞ µ [t+1] = λ ∗, each term of right-hand
side in (28) is convergent to zero as t→ ∞, thus, we can obtain
lim
t→∞supL(x̂[t+1],λ
∗)≤ L(x∗,λ ∗).
Note that L(x̂[t+1],λ ∗)≥ L(x∗,λ ∗), we further get
lim
t→∞supL(x̂[t+1],λ
∗) = L(x∗,λ ∗) = F(x∗).
Since L(·,λ ∗) is continuous and convex for any λ ∗, all limit points of {x̂[t]}t→∞ are feasible
and achieve the optimal value. This means that these limit points are optimal for the primal
problem, thus, the proof of Theorem 1 is completed. 
Theorem 2 shows the convergence rate of the objective function’s value under Assump-
tions 1-3.
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Proof of Theorem 2: By Lemma 2, for any x ∈ X and λ ∈ Rp, we can obtain
t
∑
r=0
2β [r+1]
m
(L(x[r+1],λ )−L(x,µ[r]))
≤ ||µ [0]−λ ||2−||µ [t+1]−λ ||2+
t
∑
r=0
4β [r+1]
m
m
∑
i=1
Gi||µ[r]−λi[r+1]||
+
G2
m2
t
∑
r=0
β 2[r+1]
≤ ||µ [0]−λ ||2+
t
∑
r=0
4β [r+1]
m
m
∑
i=1
Gi||µ[r]−λi[r+1]||+ G
2
m2
t
∑
r=0
β 2[r+1].
Dividing both sides in above inequality by 2
m ∑
t
r=0β [r+1], for any x ∈ X , λ ∈Rp and t > 0,
we have
∑tr=0β [r+1](L(x[r+1],λ )−L(x,µ[r]))
∑tr=0β [r+1]
≤ m||µ[0]−λ ||
2
2∑tr=0β [r+1]
+
1
∑tr=0β [r+1]
t
∑
r=0
G2
2m
β 2[r+1]
+
2
∑tr=0β [r+1]
t
∑
r=0
β [r+1]
m
∑
i=1
Gi||µ [r]−λi[r+1]||. (29)
Note that L(·,λ ) is convex, it follows that
L(
∑tr=0β [r+1]x[r+1]
∑tr=0β [r+1]
,λ )≤ ∑
t
r=0β [r+1]L(x[r+1],λ )
∑tr=0β [r+1]
.
Similarly, due to the concavity of L(x, ·), it holds
∑tr=0β [r+1]L(x,µ[r])
∑tr=0β [r+1]
≤ L(x, ∑
t
r=0β [r+1]µ[r]
∑tr=0β [r+1]
),
Thus, for all x ∈ X, λ ∈ Rp, we obtain
∑tr=0β [r+1](L(x[r+1],λ )−L(x,µ[r]))
∑tr=0β [r+1]
≥ L(∑
t
r=0β [r+1]x[r+1]
∑tr=0β [r+1]
,λ )−L(x, ∑
t
r=0β [r+1]µ[r]
∑tr=0β [r+1]
).
Letting x= x∗, λ = 0 in the above inequality and using L(x∗,λ )≤ L(x∗,λ ∗), it gives rise to
∑tr=0β [r+1](L(x[r+1],0)−L(x∗,µ[r]))
∑tr=0β [r+1]
≥ L(∑
t
r=0β [r+1]x[r+1]
∑tr=0β [r+1]
,0)−L(x∗, ∑
t
r=0β [r+1]µ[r]
∑tr=0β [r+1]
)
≥ L(∑
t
r=0β [r+1]x[r+1]
∑tr=0β [r+1]
,0)−L(x∗,λ ∗)
= F(x̂[t+1])−F(x∗). (30)
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Combining (29) and (30), it yields
F(x̂[t+1])−F(x∗)
≤ m||µ[0]||
2
2∑tr=0β [r+1]
+
1
∑tr=0β [r+1]
t
∑
r=0
G2
2m
β 2[r+1]
+
2
∑tr=0β [r+1]
t
∑
r=0
β [r+1]
m
∑
i=1
Gi||µ [r]−λi[r+1]||. (31)
Letting β [t] = c√
t
, similar to Corollary 3 in [15], we can deduce the following result
t
∑
r=0
c√
r+1
||µ [r]−λi[r+1]|| ≤ 8
ξ (1−η)(c||µ j[0]||1+ c
2pG(1+ lnt)). (32)
Furthermore,
t
∑
r=0
β [r+1] =
t
∑
r=0
c√
r+1
≥ c√t+1, (33)
and
t
∑
r=0
β 2[t+1] =
t+1
∑
l=1
c2
l
≤ c2(1+
∫ t+1
1
dx
x
) = c2(1+ ln(t+1)). (34)
By (31), (32), (33) and (34), we have
F(x̂[t+1])−F(x∗)
≤ m||µ[0]||1
2c
√
t+1
+
G2c(1+ ln(t+1))
2m
√
t+1
+
16G∑mj=1 ||µ j[0]||1
ξ (1−η)√t+1 +
16pG2c(1+ ln t)
ξ (1−η)√t+1 .
The proof of Theorem 2 is completed. 
Next, we begin to estimate the convergence rate of constraint violations.
Proof of Theorem 3: Letting λ = 0 in (29) and using (31), we can deduce
m||µ[t+1]||2
2∑tr=0β [r+1]
+F(x̂[t+1])−F(x∗)
≤ m||µ[0]||
2
2∑tr=0β [r+1]
+
1
∑tr=0β [r+1]
t
∑
r=0
G2
2m
β 2[r+1]
+
2
∑tr=0β [r+1]
t
∑
r=0
β [r+1]
m
∑
i=1
Gi||µ [r]−λi[r+1]||.
Noting that F(x̂[t+1])−F(x∗)≥ 0, the above inequality leads to
m||µ [t+1]||2
2∑tr=0β [r+1]
≤ m||µ[0]||
2
2∑tr=0β [r+1]
+
1
∑tr=0β [r+1]
t
∑
r=0
G2
2m
β 2[r+1]
+
2
∑tr=0β [r+1]
t
∑
r=0
β [r+1]
m
∑
i=1
Gi||µ[r]−λi[r+1]||. (35)
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Due to the fact that ||µ [t+1]−µ [0]||2 ≤ 2(||µ[t+1]||2+ ||µ[0]||2), it follows from (35) that
m||µ[t+1]−µ[0]||2
∑tr=0β [r+1]
≤ 4m||µ[0]||
2
∑tr=0β [r+1]
+
2
∑tr=0β [r+1]
t
∑
r=0
G2
m
β 2[r+1]
+
8
∑tr=0β [r+1]
t
∑
r=0
β [r+1]
m
∑
i=1
Gi||µ [r]−λi[r+1]||. (36)
Dividing both sides in (36) by
∑tr=0β [r+1]
m
, we have
m2||µ[t+1]−µ [0]||2
(∑tr=0β [r+1])
2
≤ 4m
2||µ [0]||2
(∑tr=0β [r+1])
2
+
2G2
(∑tr=0β [r+1])
2
t
∑
r=0
β 2[r+1]
+
8m
(∑tr=0β [r+1])
2
t
∑
r=0
β [r+1]
m
∑
i=1
Gi||µ[r]−λi[r+1]||. (37)
Combining (32), (33), (34) and (37), we can obtain
m2||µ [t+1]−µ [0]||2
(∑tr=0β [r+1])
2
≤ 4m
2||µ[0]||1
c2(t+1)
+
2G2(1+ ln(t+1))
t+1
+
64Gm∑mj=1 ||µ j[0]||1
cξ (1−η)(t+1) +
64mpG2(1+ lnt)
ξ (1−η)(t+1) . (38)
By (25) and (38), we can obtain the desired result. 
5. Numerical simulations
In this section we report and illustrate some experimental results of the proposed algo-
rithm.
We consider the economic dispatch problem (EDP), which is vital in power system oper-
ation [34]. EDP is commonly formulated as an optimization problem, where the objective is
to minimize the total generation cost while meeting total demand and subjecting to individual
generator output constraints:
min
{pi}mi=1
C(p) =:
m
∑
i=1
Ci(pi)
s.t.
m
∑
i=1
pi = D, pi ∈ [pmini , pmaxi ], i= 1, . . . ,m,
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where pi is the power generation of generator i, m is the number of generators, p
min
i /p
max
i
are the corresponding minimum/maximum generation output, D is the total demand,Ci is the
cost function of generator i.
In practice, individual generator i only holds itself private information including the cost
Ci and generation limits p
min
i , p
max
i for privacy concern. Thus, centralized optimization meth-
ods are often unavailable.
The proposed Algorithm DDSG-PS is examined on IEEE 57-bus test system with 7 gen-
erators [33]. The cost function of each generator i is taken as Ci(pi) = aip
2
i +bipi+ ci, and
the parameters of all the generators are given in Table 1 [33]. The local demand at each gen-
erator is set as (241.0712,100.0000,74.8088,100.0000,550.0000,100.0000,410.0000) (MW)
with total demand D= 1575.88 MW.
Table 1: Parameters for 7 generators in IEEE 57-bus system
Gen. ai bi ci [p
min
i , p
max
i ]
1 0.0775795 20 0 [0,575.88]
2 0.01 40 0 [0,100]
3 0.25 20 0 [0,140]
6 0.01 40 0 [0,100]
8 0.0222222 20 0 [0,550]
9 0.01 40 0 [0,100]
12 0.0322581 20 0 [0,410]
Figure 1(a) shows the evolution of the values of dual variable (corresponding the incre-
mental cost or price) at the first 30 iterations and at the first 1500 iterations. We can observe
that all local dual variables λi, i = 1,2, . . . ,7 agree on the same value after earlier 50 itera-
tions. Figure 1(b) demonstrates the trendy of power generations at the first 1500 iterations.
It can seen that Algorithm DDSG-PS can gradually approximate the optimal solution in a
very short time. Figure 1(c) illustrates the evolution of total generations versus total demand.
From Figure 1(c), we can find that the outputs of total generation indeed meet the total de-
mand. Figures 1(a), 1(b) and 1(c) validate our theoretical results. As shown in Figure 1(d),
the iterative values of of total cost function are rapidly convergent to the optimal value (red
19
solid line).
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6. Conclusions
In this paper, a distributed algorithm for convex optimization with local and coupling
constraints over time-varying directed networks was proposed. The algorithm incorporated
the push-sum protocol into dual subgradient methods. The optimality of primal and dual
variables, and constraint violations was established. Moreover, the explicit convergence rates
of the proposed algorithm were obtained. Some numerical results showed that the proposed
method is efficacy.
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