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Abstract We study the solvability of the divergence equation in weighted spaces and
Lebesgue spaces with variable exponents, where the weights are so called Muckenhoupt
weights. The question of constructing divergence free test functions, which can be used for
problems arising in fluid dynamics, is also addressed. The approach is based on an explicit
representation formula for solutions of the divergence equation due to Bogovskiı˘ and the
theory of singular integral operators. The developed methods are used to prove an existence
result for fluids which satisfy a p(·)-growth condition.
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1 Introduction and statement of the main results
In this work we are interested in solving the divergence equation, i.e.
div u = f in 
u = 0 on ∂ ,




f (x) dx = 0 is needed since u = 0 at the boundary. This prob-
lem was completely solved by Bogovskiı˘ [1,2] in the setting of L p-spaces (1 < p < ∞)
by using an explicit representation formula and the Calderón-Zygmund-theory for singular
integral operators. Here we provide a generalisation to weighted- and L p(·)-spaces. To state
the main results, we first fix some notations:
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A locally integrable and positive function ω : Rd → R is called Ap- or Muckenhoupt





















The real number Ap(ω) is called the Ap-constant of ω. In the following statements, we have
to deal with constants C = C(ω), which depend on the weight ω. Usually, these constants
can be chosen uniformly for all ω with equibounded Ap-constant. Therefore, a mapping
C : Ap → R+ is called Ap-consistent if
sup{C(ω) |ω ∈ Ap with Ap(ω) ≤ c} < ∞
for all c ≥ 1. For an open set  ⊂ Rd and a weight ω ∈ Ap (1 < p < ∞), we write L pω()
for the set of all measurable functions f :  → R such that











The space (L pω(), ‖·‖L pω()) is a Banach space—the so called weighted Lebesgue space.






for measurable subsets A ⊂ . The weighted Sobolev space W 1,pω () is defined in the usual
way and W 1,pω,0 () is the closure of C∞0 () in W
1,p
ω (). In view of the compatibility condi-
tion, we write L pω,0() for all f ∈ L pω() with
∫

f (x) dx = 0. For more informations on
weighted spaces, we refer the interested reader to the books of Journé [15], Torchinsky [20],
García-Cuerva and Rubio de Francia [14].
We write C∞0,0() for all f ∈ C∞0 () with
∫

f (x) dx = 0 and show the following result
in the setting of weighted spaces:
Theorem 1 Let  ⊂ Rd be a bounded Lipschitz domain, 1 < p < ∞ and ω ∈ Ap. Then
there exists a linear and bounded operator
B : L pω,0() → W 1,pω,0 ()d
such that div(B f ) = f for all f ∈ L pω,0(). Moreover, the operator norm of B can be
estimated by an Ap-consistent constant and we have B f ∈ C∞0 ()d for f ∈ C∞0,0().
Theorem 1 generalises the result of Bogovskiı˘ [1,2] to the case of weighted spaces. Durán
and Muschietti [11, Theorem 3.2] proved Theorem 1 in the special case of so called power
weights ω(x) = |x |α for −d < α < d (p−1), which are special examples for Muckenhoupt
weights.
To define the L p(·)-spaces, we consider a measurable exponent
p(·) : Rd → [1,∞) , 1 < p− ≤ p(·) ≤ p+ < ∞
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and denote the set of all measurable functions f :  → R such that
∫

| f (x)|p(x) dx < ∞
by L p(·)(). This set is a Banach space - the so called Lebesgue space with variable exponent
- when equipped with the norm





















The L p(·)-norm of a function f can be compared with the more natural integral∫

| f (x)|p(x) dx in the following way:
min
{





| f (x)|p(x) dx ≤ max
{
‖ f ‖p−p(·), ‖ f ‖p+p(·)
}
.
The Hölder inequality extends in a natural way to the L p(·)-spaces, i.e.
∫

| f (x)g(x)| dx ≤ rp ‖ f ‖p(·) ‖g‖p′(·) ,




of L p(·) is isomorphic to L p′(·). The Sobolev spaces W 1,p(·)() and W 1,p(·)0 () are defined
in the usual way and we write L p(·)0 () for all f ∈ L p(·)() with
∫

f (x) dx = 0. Up to
here no regularity assumptions for the exponent p(·) have been made. By P(Rd) we denote
the set of all measurable exponents p(·) such that
1 < p− ≤ p(·) ≤ p+ < ∞ and M is bounded on L p(·)(Rd) ,
where M f (x) = supr>0 −
∫
Br (x)| f (y)| dy is the maximal operator. We refer to Kovácˇik and
Rákosník [16] and to Diening, Hästö and Nekvinda [8] for more informations concerning
these spaces.
We show the analogon to Theorem 1 in the setting of L p(·)-spaces using a different method
as Diening and Ru˚žicˇka [10, Theorem 6.4]:
Theorem 2 Let  ⊂ Rd be a bounded domain with Lipschitz boundary and let p(·) ∈ P(Rd)
be a variable exponent. Then there exists a linear and bounded operator
B : L p(·)0 () → W 1,p(·)0 ()d
such that div(B f ) = f for all f ∈ L p(·)0 (). Moreover we have B f ∈ C∞0 ()d for all
f ∈ C∞0,0().
We also deal with the following question:
Given a function f :  → Rd such that f = 0 at ∂. Can we find another function
u :  → Rd such that u = 0 at ∂ and div( f − u) = 0?
The answer is simple: Just choose u = f . But in view of constructing divergence-free test
functions, e.g. in problems arising in fluid dynamics, we are interested in small (compared
to f ) solutions. A suitable choice is u = B ◦ div f , which automatically leads to an estimate
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of u in the W 1,pω -norm by the L pω-norm of div f thanks to Theorem 1. Moreover, it is also
possible to estimate the L pω-norm of u by the L pω-norm of f . The idea for this construction is
not new and was already discussed by Galdi [13, III.3, Theorem 3.3] in the case of classical
Lebesgue spaces - known as estimates in negative norms. The next results can be seen as
generalisations to weighted- and L p(·)-spaces. For given weights w1 ∈ Ap1 and ω2 ∈ Ap2 ,
we write X p1,p2ω1,ω2 = W 1,p1ω1,0 ()d ∩ L
p2
ω2()
d and show the following:
Theorem 3 Let  ⊂ Rd be a bounded Lipschitz domain. For 1 < p1, p2 < ∞ and ω1 ∈
Ap1 , ω2 ∈ Ap2 there exists a linear operator E : X p1,p2ω1,ω2 → X p1,p2ω1,ω2 with the following
properties:
(a) div(E f ) = div f for f ∈ X p1,p2ω1,ω2
(b) For all f ∈ X p1,p2ω1,ω2 holds
‖E f ‖W 1,p1ω1 ≤ C p1(ω1) ‖div f ‖L p1ω1 ,
where C p1 > 0 is an Ap1 -consistent constant and
‖E f ‖L p2ω2 ≤ C p2(ω2) ‖ f ‖L p2ω2 ,
where C p2 > 0 is an Ap2 -consistent constant.
(c) E f ∈ C∞0 ()d for f ∈ C∞0 ()d .
As an application of Theorem 3, we easily obtain the following density result:




f ∈ W 1,pω,0 ()d
∣
∣ div f = 0
}
and
V = { f ∈ C∞0 ()d
∣
∣ div f = 0}.
Then V is a dense subspace of Vω.
In the setting of Lebesgue spaces with variable exponents, we show the analogon to Theorem 3
and write X p(·),q(·) = W 1,p(·)0 ()d ∩ Lq(·)()d for given exponents p(·), q(·) ∈ P(Rd).
Theorem 4 Let  ⊂ Rd be a bounded domain with Lipschitz boundary and consider expo-
nents p(·), q(·) ∈ P(Rd). Then there exists a linear operator
E : X p(·),q(·) → X p(·),q(·)
with the following properties:
(a) div(E f ) = div f for all f ∈ X p(·),q(·).
(b) For all f ∈ X p(·),q(·) we have
‖E f ‖1,p(·) ≤ C p(·) ‖div f ‖p(·)
and
‖E f ‖q(·) ≤ Cq(·) ‖ f ‖q(·).
(c) E f ∈ C∞0 ()d for all f ∈ C∞0 ()d .
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We also have in the case of L p(·)-spaces:
Corollary 2 Let  ⊂ Rd be a bounded domain with Lipschitz boundary and let
p(·) ∈ P(Rd). Define
Vp(·) =
{ f ∈ W 1,p(·)0 ()d | div f = 0
}
.
Then V (defined as in Corollary 1) is a dense subspace of Vp(·).
The paper at hand is a short version of the author’s diploma thesis submitted in September
2005 at the University of Freiburg, Germany supervised by Michael Ru˚žicˇka and is organised
as follows:
In Sect. 2 we state the main technical tools for handling singular integral operators in
weighted spaces. With the help of these results, we prove a special version of Theorem 1 in
Sect. 3 by using the so called Bogovskiı˘-formula, valid on domains that are star like with
respect to balls, and follow the work of Bogovskiı˘ [1,2]. This enables us to prove Theorem 1
in Sect. 4.
We prove Theorem 3 in Sect. 5 and use recent results due to Diening [7, Theorem 8.1]
and Cruz-Uribe et al. [5, Theorem 1.3] in Sect. 6 to prove Theorems 2 and 4. Instead of using
[5, Theorem 1.3] for proving Theorems 2 and 4, it is also possible to work directly in the
setting of L p(·)-spaces, which can be found in the work of Diening and Ru˚žicˇka [10].
As an application of Theorem 4, we generalise in Sect. 7 a result of Ru˚žicˇka [18], Frehse,
et al. [12] to the case of fluids which satisfy a p(·)-growth condition and present a simplified
proof by the use of divergence free test functions.
2 Singular integral operators
In this section we state the necessary continuity results for singular integral operators in
weighted spaces. We first recall a classical result due to Muckenhoupt [17] (in a weaker
form) that shows why the Ap-weights are important:
Theorem 5 Let ω ∈ Ap for 1 < p < ∞. Then M is bounded on L pω(Rd). More precisely:
For 1 < p < ∞ exists an Ap-consistent constant C p > 0 such that
‖M f ‖L pω(Rd ) ≤ C p(ω) ‖ f ‖L pω(Rd )
for all f ∈ L pω(Rd) and all ω ∈ Ap.
Next we apply this result to handle weak-singular operators:
Theorem 6 Let k : Rd × Rd → R be a kernel with
|k(x, y)| ≤ χBR(0)(x − y)
C
|x − y|d−1
for all x = y ∈ Rd , where R > 0, C > 0 are given constants and χBR(0) denotes the
indicator function of BR(0). Then the mapping










is well defined, linear and continuous for 1 < p < ∞ and ω ∈ Ap. Moreover, the operator
norm of T can be estimated by a an Ap-consistent constant.
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Proof Take g(z) = χBR(0)(z) C|z|d−1 for z ∈ Rd\{0}. Since g is radially decreasing, we find
∫
Rd
|k(x, y) f (y)| dy ≤
∫
Rd
g(x − y)| f (y)| dy ≤ A M f (x) ,
where A = ∫
Rd g(z) dz (see for example Stein [19, III, Sect. 2, Theorem 2]). Now Theorem 5
shows




M f (x)pw(x) dx ≤ ApC p(ω)p ‖ f ‖pL pω
and we are done. The theorem is proved.
For later use we state the following lemma:
Lemma 1 Let θ, ϑ : Rd → R be bounded functions with the property that supp θ, supp ϑ ⊂
BR(0) for R > 0. Then
k : Rd × Rd → R : (x, y) → θ(x) ϑ(y)
satisfies the assumptions of Theorem 6.
By L∞0 (Rd) we denote the set of all measurable, bounded functions f with compact support.
In the rest of this section, we work with a strong singular operator T : L∞0 (Rd) → L1loc(Rd)
with the following properties:
(I) T is of strong type (p, p) for all 1 < p < ∞, i.e. for every 1 < p < ∞ exists a
constant C p > 0 such that
‖T f ‖p ≤ C p ‖ f ‖p, f ∈ L∞0 (Rd).
(II) T is associated to a kernel, i.e. there exists k : Rd × Rd → R with
(a) k(x, ·) ∈ L1loc(Rd\{x}) for all x ∈ Rd(b)
T f (x) =
∫
Rd
k(x, y) f (y) dy f ∈ L∞0 (Rd) , x /∈ supp f
Furthermore, the kernel k satisfies additional growth and continuity assumptions:
(III) There exists a constant C > 0 with
|k(x, y)| ≤ C |x − y|−d
for all x = y ∈ Rd .
(IV) There exists an open set ∅ =  ⊂ Rd and constants A > 0, α > 0 and c > 1, such
that
|k(x, y) − k(x0, y)| ≤ A |x − x0|α |x0 − y|−d−α
for all r > 0, x0 ∈ Rd , x ∈ Br (x0) and all y ∈  with y /∈ Bcr (x0).
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The divergence equation in weighted- and L p(·)-spaces 347
Under the above assumptions, we have the boundedness of the operator T on weighted spaces.
The arguments for proving this result are in fact well known and can for example be found
in the books of Journé [15] , García-Cuerva and Rubio de Francia [14]. The main difference
is that assumption (IV) is valid only on a (later bounded) open set , which means that we
have to localise the known results. In the following we only sketch the proven methods. The
first step is to prove the Fefferman-Stein inequality
M
(T f ) ≤ C p M(| f |p)
1
p on Rd , f ∈ C∞0 (),
where M
 f (x) = supr>0 −
∫
Br (x)| f (y) − fBr (x)| dy is the sharp-maximal operator. With the
help of the open-end-property of the Ap-weights, it easily follows
‖M
(T f )‖L pω ≤ C p(ω) ‖ f ‖L pω
for all f ∈ C∞0 () and all ω ∈ Ap with 1 < p < ∞. Again C p(ω) is an Ap-consistent
constant. Next we have to show T f ∈ L pω(Rd). Therefore we use a generalisation of a well
known fact of Calderón and Scott [3, Proposition 4.7] to weighted spaces, which is in fact a
more general version that the one used in the books of Journé [15], García-Cuerva and Rubio
de Francia [14].
Theorem 7 Let 1 < p < ∞ and ω ∈ Ap. Consider a function f ∈ L1loc(Rd) with the
property that M
 f ∈ L pω(Rd) and μω ({| f | > }) < ∞ for all  > 0. Then f ∈ L pω(Rd)
and there exists an Ap-consistent constant C p > 0 such that
‖ f ‖L pω ≤ C p(ω) ‖M
 f ‖L pω .
Proof The proof is exactly the same as in [3, Proposition 4.7]. We only have to use the
so called “reverse doubling” property of the Ap-weights in order to compare the Lebesgue
measure with the weighted measure μω. We refer to Torchinsky [20, Chapter IX, Theorem
2.1 and Remark 5.6] for more informations concerning this property. unionsq
Now the boundedness of the operator T follows from the previous estimates:
Theorem 8 Let T be an operator with the above properties (I)–(IV). Then for all 1 < p < ∞
there exists an Ap-consistent constant C p > 0 such that
‖T f ‖L pω ≤ C p(ω) ‖ f ‖L pω
for all f ∈ C∞0 () and all ω ∈ Ap.
We recall a classical (but strong) result of Calderón and Zygmund [4, Theorem 2] for the
construction of operators with properties (I) and (II):
Theorem 9 Let k : Rd × Rd → R be a kernel and set N (x, z) = k(x, x − z) for x, z ∈ Rd .
Now assume that k is a Calderón-Zygmund-kernel, i.e. the following holds:
1. N is (−d)-homogeneous in the z-variable, i.e.
N (x, αz) = α−d N (x, z) x ∈ Rd , z ∈ Rd\{0}, α > 0.




N (x, z) do(z) = 0
for all x ∈ Rd .
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For f ∈ L∞0 (Rd), x ∈ Rd and  > 0 define the truncated operator T by
T f (x) =
∫
|x−y|≥
k(x, y) f (y) dy.
Then T is uniformly bounded in L p for 1 < p < ∞ and there exists a linear operator
T0 : L∞0 (Rd) → L1loc(Rd) such that
lim




in L p(Rd) for 1 < p < ∞ and a.e. on Rd . Furthermore T0 is associated with the kernel k
and bounded on L p for 1 < p < ∞.
3 The Bogovskiı˘-formula
In this section we prove Theorem 1 in the case where  is a bounded domain that is star like
with respect to a ball, i.e. there exists a ball B ⊂  with the following property:
x ∈ , y ∈ B, λ ∈ (0, 1) ⇒ (1 − λ) x + λ y ∈ .
In this special situation, we can use an explicit representation formula due to Bogovskiı˘—
the so called Bogovskiı˘-formula. Therefore we choose a function h ∈ C∞0 (B) such that∫
Rd h(x) dx = 1, where B is the above ball, and define the following kernel:
k(x, y) =
{
(x − y) ∫ ∞1 h(y + r(x − y))rd−1 dr for x = y
0 for x = y .
Now we can state the main result of this section:
Theorem 10 Let  ⊂ Rd be bounded domain that is star like with respect to a ball B. With
the above kernel set





k(x, y) f (y) dy
⎞
⎠ ,
where 1 < p < ∞ and ω ∈ Ap. Then B is well defined, bounded and the operator norm can
be estimated by an Ap-consistent constant. Furthermore, we have
div(B f ) = f − h
∫

f (y) dy , f ∈ L pω()
and B f ∈ C∞0 ()d for f ∈ C∞0 ().
We split the proof of this theorem into several steps and follow the proof by Bogovskiı˘ [1,2].
Since k is weak-singular and  is bounded, we can apply Theorem 6 and find the bounded-
ness of B on L pω(). Moreover, it is easy to see that B f ∈ C∞() for f ∈ C∞0 (). With
the geometric properties of , we can even show:
Lemma 2 For f ∈ C∞0 () we have B f ∈ C∞0 ().
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Proof Recall that  is star like with respect to the ball B. Define
M = {t y + (1 − t)z | y ∈ supp f, z ∈ B, t ∈ [0, 1]}.
Then M is obviously compact and M ⊂ . For x ∈ Rd\M and y ∈ supp f , we have








(y + r(x − y)) ∈ M.
This means
B f (x) =
∫
supp f
f (y)(x − y)
∞∫
1
h(y + r(x − y))rd−1 dr dy = 0
for x ∈ \M , hence supp B f ⊂ M ⊂  and B f ∈ C∞0 (). The lemma is proved. unionsq
Now we want to estimate the first derivatives of B f via f . Since k is singular on the diagonal,
we work with the truncated operator B , i.e.
B f (x) =
∫
|x−y|≥
k(x, y) f (y) dy , f ∈ L pω(),
where  > 0. As before we find that B is bounded on L pω() and also B f ∈ C∞0 () for
f ∈ C∞0 (). It follows from Young’s inequality for convolutions that
lim
→0 B f = B f in L
2()d
for all f ∈ C∞0 (). By integration by parts we obtain a representation for the first derivatives
of B f , where no derivative acts on f :
Lemma 3 For f ∈ C∞0 () and i, j = 1, . . . , d we have






(x, y) dy +
∫
|x−y|=
f (y) x j − y j|x − y| k
i (x, y) do(y).
In order to show convergence for  → 0, we handle each term separately. We start with the
boundary term and set for f ∈ C∞0 (),  > 0 and i, j = 1, . . . , d
T 1i j f (x) =
∫
|x−y|=
f (y) x j − y j|x − y| k
i (x, y) do(y)
and
T 1i j f (x) = f (x)
∫

(xi − yi )(x j − y j )
|x − y|2 h(y) dy.
We remark that we can not define T 1i j f for a general f ∈ L pω(). Next lemma states the
convergence result for the boundary term:
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i j f = T 1i j f
uniformly on  and in L2(). Furthermore, we have
‖T 1i j f ‖L pω ≤ ‖ f ‖L pω
for all f ∈ C∞0 (), ω ∈ Ap with 1 < p < ∞ and i, j = 1, . . . , d.
Proof Let f ∈ C∞0 (). For x ∈  we find
T 1i j f (x) =
∫
|y|=1
f (x)yi y j
∞∫
0
h(x + ry)rd−1 dr do(y).
In a similar way we can write
T 1i j f (x) =
∫
|y|=1
y j f (x − y)ki (x, x − y)d−1 do(y).
By the substitution r → 1

r + 1 and the definition of ki (x, y), we get
T 1i j f (x) =
∫
|y|=1
f (x − y)yi y j
∞∫
0
h(x + ry)(r + )d−1 dr do(y).
With these expressions we can estimate:








( f (x) − f (x − y)) yi y j
∞∫
0



























With the mean value theorem, it follows
|T 1i j f (x) − T 1i j f (x)| ≤  c( f, h, d, R),

















w(x) dx = ‖ f ‖pL pω .
The lemma is proved.
For the remaining part of ∂ j (B f )i , we set
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for f ∈ C∞0 (), x ∈ ,  > 0 and i, j = 1, . . . , d . The operator T 2i j is the sum of a
weak- and strong-singular operator:
Lemma 5 There exist measurable functions li j , Ni j : Rd × Rd → R (i, j = 1, . . . , d) such
that the following holds:
1. There are constants ci j > 0 and R > 0 such that
|li j (x, y)| ≤ χB2R(0)(x − y)
ci j
|x − y|d−1
for all x = y.
2. (a) Ni j is (−d)-homogeneous in the second variable, i.e.
Ni j (x, αz) = α−d Ni j (x, z)
for all x ∈ Rd , z ∈ Rd\{0} and all α > 0.
(b) We have supx∈Rd ‖Ni j (x, ·)‖∞,Sd−1 < ∞.
(c) For all x ∈ Rd we have
∫
Sd−1
Ni j (x, z) do(z) = 0.
(d) For ki j (x, y) = Ni j (x, x − y) holds
|ki j (x, y)| ≤ Ci j|x − y|d ,
where Ci j > 0 is a suitable constant.
(e) For ki j (x, y) = Ni j (x, x − y) we have
|ki j (x, y) − ki j (x0, y)| ≤ Ci j |x − x0| |x0 − y|−d−1
for all x0, x ∈ Rd and all y ∈  such that |x − x0| < 12 |x0 − y|.
3. We have
T 2i j f (x) =
∫
|x−y|≥
li j (x, y) f (y) dy +
∫
|x−y|≥
Ni j (x, x − y) f (y) dy.
for all f ∈ C∞0 (), x ∈  and all  > 0.
Proof We compute ∂ki
∂x j (x, y) for x = y and i, j = 1, . . . , d:
∂ki
∂x j
(x, y) = δi j
∞∫
1
h(y + r(x − y))rd−1 dr






(y + r(x − y))rd dr
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By substituting r → |x − y|−1r + 1 and applying the binomial formula, we can write
∂ki
∂x j












rs |x − y|d−1−s dr














rs |x − y|d−s dr





x + r x − y|x − y|
)
rd−1 dr







x + r x − y|x − y|
)
rd dr.
The first two terms on the right hand side define li j (x, y), i.e






































where m(x, y) = χ(x)χB2R(0)(x − y). The last two terms define Ni j (x, z), i.e.






















where ϕ is a smooth function such that ϕ = 1 on  and supp ϕ ⊂ BR(0). It immediately
follows
T 2i j f (x) =
∫
|x−y|≥
li j (x, y) f (y) dy +
∫
|x−y|≥
Ni j (x, x − y) f (y) dy.
It is easy to see that we have
|li j (x, y)| ≤ χB2R(0)(x − y)
ci j
|x − y|d−1 and |ki j (x, y)| ≤
Ci j
|x − y|d ,
where ki j (x, y) = Ni j (x, x − y) and ci j , Ci j > 0 are suitable constants. Furthermore,
Ni j (x, z) is (−d)-homogeneous in the z-variable. Since  ⊂ BR(0), we have the estimate
|Ni j (x, z)| ≤ δi j
2R∫
0












d + 1 ‖∂ j h‖∞
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for x ∈ Rd and z ∈ Sd−1, hence supx∈Rd ‖Ni j (x, ·)‖∞,Sd−1 < ∞. We can also write
∫
Sd−1
Ni j (x, z) do(z) = ϕ(x)δi j
∫
Rd






h(x + z) dz ,
thus
∫
Sd−1 Ni j (x, z) do(z) = 0 by integration by parts. The remaining estimate
|ki j (x, y) − ki j (x0, y)| ≤ Ci j |x − x0| |x0 − y|−d−1
for all x0, x ∈ Rd and all y ∈  such that |x − x0| < 12 |x0 − y| can be found in [10, p. 215,
Eq. (31)]. The lemma is proved. unionsq
Applying Theorem 6 to the weak singular-, Theorems 9 and 8 to the singular part of T 2i j f
implies:
Lemma 6 There exists a linear mapping T 2i j : L∞0 (Rd) → L1loc(Rd) such that:
(a) T 2i j is bounded on L pω(), where 1 < p < ∞ and ω ∈ Ap. More precisely: For all
1 < p < ∞ there exists an Ap-consistent constant C p > 0 such that
‖T 2i j f ‖L pω ≤ C p(ω) ‖ f ‖L pω
for f ∈ C∞0 (), ω ∈ Ap and i, j = 1, . . . , d.




i j f = T 2i j f
in L2().
Collecting all facts we know about the derivatives of B f yields:
Lemma 7 For f ∈ C∞0 () and i, j = 1, . . . , d we have:
∂ j (B f )i = T 1i j f + T 2i j f
a.e. on . In particular, for all 1 < p < ∞ there exists an Ap-consistent constant C p > 0
such that
‖∂ j (B f )i‖L pω ≤ C p(ω) ‖ f ‖L pω
for all f ∈ C∞0 (), ω ∈ Ap and i, j = 1, . . . , d. Furthermore,
lim
→0 ∂ j (B f )
i = ∂ j (B f )i in L2()
for all f ∈ C∞0 () and i, j = 1, . . . , d.
Proof We know
∂ j (B f )i (x) = T 1i j f (x)
for all f ∈ C∞0 (), x ∈ Rd ,  > 0 and i, j = 1, . . . , d . From Lemmas 4 and 6 we get
lim
→0 ∂ j (B f )
i = T 1i j f + T 2i j f
in L2() for all f ∈ C∞0 () and i, j = 1, . . . , d , thus
∂ j (B f )i = T 1i j f + T 2i j f.
The estimate follows again from Lemmas 4 and 6. The lemma is proved.
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With the usual density argument, it easily follows that the mapping





k(x, y) f (y) dy
⎞
⎠
is well defined, linear and bounded. Furthermore, we know that the operator norm of B can be
estimated by an Ap-consistent constant. The conclusion now follows from the next lemma:
Lemma 8 We have




for all f ∈ L pω(), where 1 < p < ∞ and ω ∈ Ap.
Proof By density it is enough to show the statement for f ∈ C∞0 (). We know from Lemma 3
for  > 0 and x ∈ :
div(B f )(x) =
d∑
j=1
∂ j (B f ) j (x) =
d∑
j=1
T 1j j f (x) +
d∑
j=1
T 2j j f (x).
For the second sum we calculate:
d∑
j=1

























h(y + r(x − y)) dr dy.
By integration by parts we find:
d∑
j=1






→0 div(B f ) = div(B f )
in L2(), thus
div(B f ) =
d∑
j=1




in view of Lemma 4. We remark that
d∑
j=1






(x j − y j )2
|x − y|2 h(y) dy = f (x) ,
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h(y) dy = 1. Putting all together yields




The lemma is proved.
The proof of Theorem 10 is complete.
4 Proof of Theorem 1
From Theorem 10 we know how to solve the divergence equation on bounded domains that
are star like with respect to a ball. In view of this we have to find a suitable decomposition of
domains with Lipschitz boundary. It is also necessary to split the right hand side with respect
to this decomposition in order to apply the result of the previous section. In the next lemma
we state the required result:
Lemma 9 Let  ⊂ Rd be a bounded domain with Lipschitz boundary. Then there exist open
and bounded sets G1, . . . , G N ⊂ Rd with the following properties:
(a)  ⊂ G1 ∪ · · · ∪ G N
(b) i =  ∩ Gi is star like with respect to a ball Bi ⊂⊂ i for all i = 1, . . . , N
For this decomposition exists a linear mapping
H = (H1, . . . , HN ) : C∞0,0() → C∞0,0(1) × · · · × C∞0,0(N )
such that:
(c) ∑Ni=1 Hi f = f for all f ∈ C∞0,0()
(d) For all f ∈ C∞0,0() we have






ϑi j f dx ,
where mi ∈ N, ηi ∈ C∞0 (Gi ), θi j ∈ C∞0 (i ) and ϑi j ∈ C∞0 (Rd) are independent of f
( j = 1, . . . , mi and i = 1, . . . , N).
Moreover there exists an Ap-consistent constant C p > 0 such that
‖Hi f ‖L pω ≤ C p(ω) ‖ f ‖L pω
for all f ∈ C∞0,0(), ω ∈ Ap and i = 1, . . . , N.
Proof The construction for the decomposition and for the mapping H can be found in the
book of Galdi [13, III.3, Lemma 3.4]. From Lemma 1 and Theorem 6 we get the remaining
estimate for Hi . The lemma is proved.




Proof of Theorem 1 We use Lemma 9 to split  into the sets i =  ∩ Gi , which are star
like with respect to balls Bi , and moreover, we choose functions hi ∈ C∞0 () such that∫
Bi hi dx = 1. We set
B : C∞0,0() → C∞0 ()d ⊂ W 1,pω,0 ()d : f →
N∑
i=1
Bi ◦Hi f ,
where Bi : L pω,0(i ) → W 1,pω,0 (i )d is defined as in Theorem 10 with help of the function
hi . Since Hi f ∈ C∞0,0(i ) and Bi ◦Hi f ∈ C∞0 (i )d ⊂ C∞0 ()d for f ∈ C∞0,0(), we find
that B is well defined and linear. Now we compute
div(B f ) = div
N∑
i=1
Bi ◦Hi f =
N∑
i=1
div(Bi ◦Hi f ) =
N∑
i=1
Hi f = f
for all f ∈ C∞0,0(). With the help of Theorem 10, we find
‖B f ‖W 1,pω ≤
N∑
i=1
‖Bi (Hi f )‖W 1,pω ≤ C p(ω)
N∑
i=1
‖Hi f ‖L pω ,
where C p > 0 is an Ap-consistent constant. The estimate of Lemma 9 implies
‖B f ‖W 1,pω ≤ C p(ω) ‖ f ‖L pω
for all f ∈ C∞0,0() with an Ap-consistent constant C p > 0. A density argument with the
help of Lemma 10 leads to the desired result. The theorem is proved.
It remains to prove the following lemma:
Lemma 10 Let  ⊂ Rd be open and bounded. Then the subspace C∞0,0() is dense in
L pω,0() for 1 < p < ∞ and ω ∈ Ap.
Proof Given a function f ∈ L pω(), we can find a sequence ( fn)n∈N in C∞0 () such that
limn→∞ fn = f in L pω(). The embedding L pω() ↪→ L1() also implies limn→∞ fn = f
in L1(). Now we choose a function ψ ∈ C∞0 () such that
∫

ψ dx = 1 and define




for n ∈ N. We then have gn ∈ C∞0,0() and since
∫

f dx = 0 it follows
‖ f − gn‖L pω ≤ ‖ f − fn‖L pω + ‖ψ‖L pω ‖ f − fn‖1
for all n ∈ N, hence limn→∞ gn = f in L pω(). In particular, C∞0,0() is a dense subspace
of L pω,0(). The lemma is proved.
123
The divergence equation in weighted- and L p(·)-spaces 357
5 Proof of Theorem 3
In this section we prove Theorem 3:
Proof of Theorem 3 We make again use of the decomposition lemma (Lemma 9) and find
open and bounded sets G1, . . . , G N ⊂ Rd and a linear mapping
H = (H1, . . . , HN ) : C∞0,0() → C∞0,0(1) × · · · × C∞0,0(N ) ,
where i = ∩Gi for i = 1, . . . , N . The sets 1, . . . , N are star like with respect to balls
B1, . . . , BN , and we choose functions hi ∈ C∞0 (Bi ) with the property that
∫
Bi hi dx = 1 in
order to define the linear operator
Bi : C∞0 (i ) → C∞0 (i )d ⊂ C∞0 ()d
as in Theorem 10. From the Gauss theorem it follows div f ∈ C∞0,0() for every f ∈ C∞0 ()d
and so we can define
E : C∞0 ()d → C∞0 ()d ⊂ X p1,p2ω1,ω2 : f →
N∑
i=1
Bi ◦Hi (div f ).
Obviously, E is linear and we have
div(E f ) =
N∑
i=1
div (Bi ◦Hi (div f )) =
N∑
i=1
Hi (div f ) = div f
for all f ∈ C∞0 ()d . From Theorem 10 and Lemma 9, we find
‖E f ‖W 1,p1ω1 ≤ C p1(ω1)
N∑
i=1
‖Hi (div f )‖L p1ω1 ≤ C p1(ω1) ‖div f ‖L p1ω1 ,
where C p1(ω1) > 0 is an Ap1 -consistent constant. In the following we show the remaining
estimate
‖E f ‖L p2ω2 ≤ C p2(ω2) ‖ f ‖L p2ω2
for all f ∈ C∞0 ()d , where C p2 > 0 is an Ap2 -consistent constant. Therefore we consider
Bi0 ◦Hi0(div f ) for a i0 ∈ {1, . . . , N }. For the sake of simplicity, we neglect the index i0.
With help of Lemma 9 and integration by parts, we obtain































for f ∈ C∞0 ()d . Lemma 1, Theorems 6 and 10 imply
‖S f ‖L p2ω2 ≤ C p2(ω2) ‖ f ‖L p2ω2
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for all f ∈ C∞0 ()d , where C p2 > 0 is an Ap2 -consistent constant. Next we write
T  f = B(η div f )
for  > 0, f ∈ C∞0 ()d and remark
lim
→0 T
 f = lim
→0 B(η div f ) = B(η div f ) = T f
in L2()d by Young’s inequality for convolutions. By integration by parts, we have





η(y) f j (y) x j − y j|x − y| k





















T 1i j f (x) +
d∑
j=1
T 2i j f (x) +
d∑
j=1
T 3i j f (x).




i j f = T 1i j f
uniformly on  and in L2(), where
T 1i j f (x) = η(x) f j (x)
∫

(xi − yi )(x j − y j )
|x − y|2 h(y) dy.
Obviously, we have
‖T 1i j f ‖L p2ω2 ≤ ‖η‖∞ ‖ f ‖L p2ω2 .




i j f = lim
→0 B
i
(∂ jη f j ) = Bi (∂ jη f j ) = T 2i j f
in L2() and
‖T 2i j f ‖L p2ω2 = ‖B
i (∂ jη f j )‖L p2ω2 ≤ C p2(ω2) ‖ f ‖L p2ω2
by Theorem 6, where C p2(ω2) > 0 is an Ap2 -consistent constant. By a similar computation
as in Lemma 5, we have that
T 3i j f (x) =
∫
|x−y|≥
li j (x, y)η(y) f j (y) dy +
∫
|x−y|≥
Ni j (x, x − y)η(y) f j (y) dy ,
where the kernels li j and Ni j satisfy the properties stated in Lemma 5. Again by Theorems 6,




i j f = T 3i j f
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in L2() and
‖T 3i j f ‖L p2ω2 ≤ C p2(ω2) ‖ f ‖L p2ω2
for all f ∈ C∞0 ()d . As usual C p2(ω2) > 0 is an Ap2 -consistent constant. This shows
‖E f ‖L p2ω2 ≤ C p2(ω2) ‖ f ‖L p2ω2
for all f ∈ C∞0 ()d . Summarising E : C∞0 ()d → C∞0 ()d ⊂ X p1,p2ω1,ω2 is a linear mapping
with the following properties:
(i) div(E f ) = div f for all f ∈ C∞0 ()d




, where C p1 > 0 is an Ap1 -con-
sistent constant.




, where C p2 > 0 is an Ap2 -consis-
tent constant.
By the usual density argument, we are done. The theorem is proved.
6 Proof of Theorems 2 and 4
Recall that P(Rd) is the set of all measurable exponents p(·) such that
1 < p− ≤ p(·) ≤ p+ < ∞ and M is bounded on L p(·)(Rd).
For P(Rd) we have the following characterisation due to Diening [7, Theorem 8.1], which
uses the pointwise defined conjugate exponent p′(x) = p(x)p(x)−1 :
Theorem 11 Let p : Rd → [1,∞), 1 < p− ≤ p(·) ≤ p+ < ∞ be a measurable exponent.
Then the following statements are equivalent:
(a) p(·) ∈ P(Rd).
(b) p′(·) ∈ P(Rd).
(c) p(·)/q ∈ P(Rd) for some 1 < q < p−.
(d) (p(·)/q)′ ∈ P(Rd) for some 1 < q < p−.
Next we state a recent result of Cruz-Uribe et al. [5, Theorem 1.3] that shows that it is possi-
ble to transform continuity results for operators on weighted spaces to the case of Lebesgue
spaces with variable exponents.
Theorem 12 Given a set F = {( f, g)} of tuples consisting of nonnegative and measurable








for all ( f, g) ∈ F and all weights ω ∈ Aq. Here the left hand side of the inequality is assumed
to be finite. Now let p : Rd → [1,∞) be a variable exponent such that q < p− ≤ p(·) and
(p(·)/q)′ ∈ P(Rd). Then there exists a constant C > 0 such that
‖ f ‖p(·) ≤ C ‖g‖p(·)
for all ( f, g) ∈ F , where f ∈ L p(·)(Rd).
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Combining Theorems 1 and 3 with Theorems 11 and 12, we obtain Theorems 2 and 4.
Theorems 2 and 4 are proved.
7 An application of Theorem 4
In this section we show how Theorem 4 can be used to handle problems arising in fluid
dynamics. More precisely, we study the existence of weak solutions of the system
− div T (·, Du) + [∇u]u + ∇π = f in 
div u = 0 in 
u = 0 on ∂ ,
where  ⊂ Rd is a bounded domain with Lipschitz boundary. For a given force f :  → Rd ,
we want to find the velocity field u and the pressure π of the fluid. By Du = 12∇u + 12 (∇u)T
we denote the symmetric part of the gradient of u, and we use the abbreviation [∇u]u =
(
∑d
j=1 u j∂ j ui )i=1,...,d . Moreover, we assume that T : ×Rd×dsym → Rd×dsym is a Charathéodory
function satisfying
|T (x, η)| ≤ c |η|p(x)−1 + ϕ1(x) ,
T (x, η) : η ≥ c|η|p(x) − ϕ2(x) ,
(T (x, η1) − T (x, η2)) : (η1 − η2) > 0 ,
for all x ∈  and all η1 = η2 ∈ Rd×dsym , where p(·) ∈ P(Rd), ϕ1 ∈ L p′(·)() and ϕ2 ∈ L1().
We define the spaces
Vp(·) =





ϕ ∈ X p(·),q() | div ϕ = 0
}
and show the following result:
Theorem 13 Let p− > 2dd+1 . Then for every right hand side f ∈ W−1,p
′(·)()d there exists
a weak solution u ∈ Vp(·), i.e. we have
∫

T (·, Du) : Dϕ dx +
∫

[∇u]u · ϕ dx = 〈 f, ϕ〉
for all ϕ ∈ C∞0 ()d with div ϕ = 0.
This theorem generalises a result of Ru˚žicˇka [18], Frehse et al. [12] to the case of fluids
with p(·)-growth, and moreover, we present a simplified proof by the use of divergence free
test functions. With a more refined (and more technical) method - the Lipschitz truncation
method - it is also possible to prove the existence of solutions for p− > 2dd+2 . We refer to
Diening, Málek and Steinhauer [9] for a presentation of this method.
We start with an approximation procedure as in [12,18] and introduce the following
system:
− div T (·, Dun) + [∇un]un + 1
n
|un |q−2un + ∇πn = f in 
div u = 0 in 
u = 0 on ∂.
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The idea is to choose q ∈ (0,∞) large enough, such that we can use the theory of pseudo-
monotone operators (see for example Zeidler [21]) even for small values of p− to obtain
the existence of approximate solutions un . For the coercivity of the corresponding operator
equation, we need a L p(·)-version of Korn’s inequality:
Theorem 14 Let  ⊂ Rd be a bounded domain with Lipschitz boundary and consider an
exponent p(·) ∈ P(Rd). Then there exists a constant C > 0 such that
‖ f ‖1,p(·) ≤ C ‖D f ‖p(·)
for all f ∈ W 1,p(·)0 ()d .
Proof The conclusion follows from [10, Corollary 5.6] after combining [7, Theorem 8.1]
and [6, Lemma 5.5].
Now we can show the existence of approximate solutions:
Lemma 11 Let q > max{2(p−)′, p−} and f ∈ W−1,p′(·)()d . Then there exists a weak
solution un ∈ Xσp(·),q of the approximated system, i.e. we have
∫

T (·, Dun) : Dϕ dx +
∫





|un |q−2un · ϕ dx = 〈 f, ϕ〉
for all ϕ ∈ Xσp(·),q . Furthermore, there exists a constant C > 0 independent of n, such that




Proof The proof is standard in the case of fluids with p-growth (see [12,18]) and can be
adapted to our situation by minor changes. To be more precise, we only have to remind that
we can compare the L p(·)-norm of a function f with the integral ∫

| f (x)|p(x) dx and that
we have a L p(·)-version of Korn’s inequality (Theorem 14). unionsq
Thanks to the a priori estimate, we can find a subsequence of un , still denoted by un , such
that
un ⇀ u0 in W 1,p(·)0 ()
d .
In order to prove that u0 is a weak solution of our system, we show in the sequel that
Dun → Du0 pointwise in :
First of all, we use as in [18] a cut-off function ψ ∈ C∞(Rd , Rd) which satisfies
ψ(y) = y for |y| ≤ 1, ψ(y) = 0 for |y| ≥ 2
|ψ(y)| ≤ 2 for y ∈ Rd , |∇ψ(y)| ≤ C0 for y ∈ Rd .
For a bounded sequence δn > 0, which will be chosen later, we define
ψδn (y) = δn ψ(y/δn)
and deduce ψδn (un − u0) ∈ W 1,p(·)0 ()d ∩ L∞()d as well as
ψδn (un − u0) → 0 in Lr ()d , 1 ≤ r < ∞ ,
ψδn (un − u0) ⇀ 0 in W 1,p(·)0 ()d .
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For choosing the sequence δn , we define
E(n, κ) = {x ∈  | |un(x) − u0(x)| < κ}
F(n, κ) = {x ∈  | κ ≤ |un(x) − u0(x)| < 2κ}
G(n, κ) = {x ∈  | 2κ ≤ |un(x) − u0(x)|}
for κ > 0 and
hn = (C0 |∇un − ∇u0|)p(·) + C0 |T (·, Dun) − T (·, Du0)| |∇un − ∇u0|.
We have the following statement:
Lemma 12 Let  > 0 be given. Then there exists a bounded sequence δn with δn ≥ 1 and
∫
F(n,δn)
hn dx ≤ 
for all n ∈ N.
Proof From the a priori estimate, we conclude ∫

hn dx ≤ C for all n ∈ N. We choose








hn dx ≤ C.
This especially means that for all n ∈ N there exists a jn ∈ {1, . . . , N } such that
∫
F(n,2 j−1)
hn dx ≤ CN ≤ .
Now we define δn = 2 jn−1, hence the lemma.
Up to here we mainly followed [12,18]. A significant difference to the mentioned articles is
that at this point we use the theory developed in the previous sections to construct completely
divergence free test functions, i.e. for a given 0 <  < 1 we define
ϕn = ψδn (un − u0) − φn = ψδn (un − u0) − E
(
ψδn (un − u0)
)
for all n ∈ N, where δn is the sequence found in Lemma 12. We then have
φn, ϕn ⇀ 0 in W 1,p(·)0 ()
d ,
φn, ϕn → 0 in Lr ()d , 1 ≤ r < ∞ ,






ψδn (un − u0)
)∥∥
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ψδn (un − u0)
)∣∣ ≤ C0|∇un − ∇u0|,
div
(
ψδn (un − u0)
) = 0 on E(n, δn) ∪ G(n, δn),















ψδn (un − u0)
)∥∥p+
p(·) ≤  and ‖φn‖1,p(·) ≤ C p(·)
1
p+
. With the above con-
structed test functions, we now show the pointwise convergence of the symmetric part of the
gradient.
Lemma 13 Let p− > 2dd+1 . Then
Dun → Du0 a.e. in 
for a subsequence.
Proof Define
gn = (T (·, Dun) − T (·, Du0)) : (Dun − Du0)
for n ∈ N. With help of the Hölder inequality and the a priori estimate, we find
∫

gn dx ≤ rp ‖T (·, Dun) − T (·, Du0)‖p′(·) ‖Dun − Du0‖p(·) ≤ C < ∞ ,
where C > 0 is independent of n ∈ N. We now choose θ ∈ (0, 1) and show in the following












































We insert our divergence free test function ϕn ∈ Xσp(·),q in the approximated system, subtract∫

T (·, Du0) : D
(
ψδn (un − u0)
)
dx on both sides and after rearranging we find
∫

(T (·, Dun) − T (·, Du0)) : D
(
ψδn (un − u0)
)
dx
= 〈 f, ϕn〉 −
∫









T (·, Dun) : Dφn dx −
∫

T (·, Du0) : D
(
ψδn (un − u0)
)
dx
= I n1 + · · · + I n5 .
We analyse each term I n1 , . . . , I
n




, we get I n1 → 0.
Sobolev’s embedding theorem and the assumption p− > 2dd+1 guarantee the existence of a
number s such that
(p−)′ < s and W 1,p(·)0 ()
d ↪→ W 1,p−0 ()d ↪→ Ls()d











∣ ≤ C ‖∇un‖p(·) ‖un‖1,p(·) ‖ϕn‖r .
Together with the a priori estimate and ϕn → 0 in Lr ()d , we find I n2 → 0. For I n3 we have












hence I n3 → 0. Moreover, the duality of L p(·) and L p
′(·) shows that I n5 → 0. The Hölder
inequality implies
|I n4 | ≤ rp ‖T (·, Dun)‖p′(·) ‖Dφn‖p(·) ≤ C 
1
p+ ,
where C > 0 is a constant independent of n and . Collecting all facts which we know for











(T (·, Dun) − T (·, Du0)) : D
(












ψδn (un − u0)
) = D(un − u0) on E(n, δn) ,
D
(
ψδn (un − u0)
) = 0 on G(n, δn) ,∣
∣D
(
ψδn (un − u0)
)∣∣ ≤ C0 |∇un − ∇u0| on ,
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(T (·, Dun) − T (·, Du0)) : D
(















gn dx ≤ C 
1













where C > 0 is a constant independent of . Since  > 0 was arbitrary, we conclude gθn → 0
in L1(), and therefore, we find a subsequence such that gn → 0 a.e. in . Thanks to the
strict monotonicity of T , we get
Dun → Du0 a.e. in 
for this subsequence. The lemma is proved.
Having the pointwise convergence of the symmetric part of the gradient, we can continue as
in [12,18] to show that u0 is actually a weak solution of our system. The proof of Theorem 13
is complete.
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