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Introduction
In [4] an algorithm for finding the implicit equation of a rational plane algebraic curve given by its parametric equations is presented. The algorithm is based on an efficient computation of the resultant by means of classical bivariate polynomial interpolation.
In general, the interpolation data are computed by means of the computation of the determinants of the matrices obtained by evaluating the corresponding symbolic Bézout matrix at certain interpolation points.
In the present paper an alternative approach is used: instead of evaluating the symbolic Bézout matrix at the interpolation nodes we compute the determinants of the evaluated matrices starting from the polynomials obtained by evaluating at those interpolation points the polynomials arising from the parametric equations.
This method will reduce the computational cost of the implicitization algorithm given in [4] from O(n 5 ) to O(n 4 ) arithmetic operations.
The rest of the paper is organized as follows. In Section 2 we recall some basic facts about curve implicitization by means of the Bézout matrix and about the use of bivariate interpolation for finding the implicit equation. In Section 3 an algorithm for computing the determinants of Bézout matrices of evaluated polynomials is presented, while Section 4 is devoted to present an example which tries to make the whole process clear.
Curve implicitization and Bézout determinants
Let P (t) = (u 1 (t)/v 1 (t), u 2 (t)/v 2 (t)) be a proper rational parametrization of a plane curve C with gcd(u 1 (t), v 1 (t)) = gcd(u 2 (t), v 2 (t)) = 1. A parametrization P (t) = (x(t), y(t)) is said to be proper if every point on C except a finite number of exceptional points is generated by exactly one value of the parameter t. Since every rational curve has a proper parametrization [5] we can assume that the considered parametrization is proper. In this situation the following theorem holds [7] :
) be a proper rational parametrization of a plane curve C with gcd(u 1 (t), v 1 (t)) = gcd(u 2 (t), v 2 (t)) = 1. Then the polynomial defining the implicit equation of C is
that is, the resultant with respect to t of the polynomials u 1 (t) − xv 1 (t) and u 2 (t) − yv 2 (t), and
This theorem tells us that the polynomial F (x, y) defining the implicit equation of C is a polynomial with degree m = max{deg t (u 2 ), deg t (v 2 )} in the variable x, and degree n = max{deg t (u 1 ), deg t (v 1 )} in the variable y. So,
that is, F (x, y) belongs to the space of the polynomials in the variables x and y with degree less than or equal to m in x and degree less than or equal to n in y. We will compute F (x, y) by using bivariate Lagrange polynomial interpolation.
We consider the interpolation space Π m,n (x, y) with the basis
in that precise order. We choose the (m + 1)(n + 1) interpolation nodes in the corresponding order
where x i 1 = x i 2 when i 1 = i 2 , and y j 1 = y j 2 when j 1 = j 2 . The specific selection of the nodes will be detailed below.
In this situation, if we choose the interpolation data f ij as the values F (x i , y j ) of the resultant at the points (x i , y j ) and we order them in the same way as the basis and the nodes, then the unique solution of the interpolation problem, whose associated linear system has Kronecker product structure (see [4] ), will give us the coefficients of the resultant.
We will compute the interpolation data by using the Bézout resultant. We start by giving the definition of the Bézout matrix of two polynomials. Definition 2. Let p(t) = r k=0 p k t k and q(t) = s l=0 q l t l be two polynomials of degrees r and s, with r ≥ s. The Bézout matrix of p(t) and q(t) is defined as the r by r matrix B whose (k, l) entry is the coefficient corresponding to t k−1 z l−1 in the bivariate polynomial
Remark 3. [6, 2] .
-If r = s, the resultant of p(t) and q(t) is the determinant of the Bézout matrix of p(t) and q(t).
-If r > s, the resultant of p(t) and q(t) is the determinant of the Bézout matrix of p(t) and q(t) divided by p r−s r .
Remark 4. [6, 2] . Let us observe that in the case r > s we can obtain a matrix whose determinant is exactly the resultant of p(t) and q(t) by a suitable modification of the last r − s rows of the Bézout matrix. This "modified" Bézout matrix is also called the Bézout matrix of p(t) and q(t). The computer algebra system Maple uses a "modified" Bézout matrix for computing the Bézout matrix of two polynomials with different degrees, and this is the one used in [4] in order to avoid divisions by p r−s r when computing the interpolation data.
Remark 5. In this paper we will always consider the Bézout matrix presented in the definition above. The reason for this choice when r > s is that the "modified" Bézout matrix does not preserve the structure of the Bézout matrix which we will need in order to use the techniques described in the following section. Let us observe that, for example, the Bézout matrix of the definition is symmetric while the "modified" Bézout matrix is not.
In the sequel we will compute the resultant of u 1 (t) − xv 1 (t) and u 2 (t) − yv 2 (t) by using the Bézout matrix of these two polynomials, choosing as p(t) (the first polynomial) the one with greatest degree. This choice of ordering could produce a change in the sign of the resultant, but the sign is irrelevant when considering the implicit equation. Now we detail the specific selection of the interpolation nodes and the computation of the corresponding interpolation data. The interpolation nodes will be chosen in such a way that each matrix whose determinant has to be computed in order to obtain the interpolation datum is the Bézout matrix of two polynomials. We have to distinguish four different situations:
1. The curve C is given by a polynomial parametrization P (t) = (u 1 (t), u 2 (t)) with n = deg t (u 1 (t)) = deg t (u 2 (t)).
Taking into account that in this situation the resultant of p(t) = u 1 (t)−x and q(t) = u 2 (t)−y is the determinant of the Bézout matrix of p(t) and q(t), we can compute the interpolation data f ij = F (x i , y j ) by constructing the symbolic Bézout matrix of these polynomials, evaluating it at each interpolation node (x i , y j ) and computing the determinant of the corresponding constant matrix. It is easy to check that although the Bézout matrix depends on the degree of the polynomials, in this case, as the degrees of p(t) and q(t) are the same as the degrees of the polynomials u 1 (t)−x i and u 2 (t)−y j (respectively), the symbolic Bézout matrix evaluated at (x i , y j ) corresponds to the Bézout matrix of the evaluated polynomials u 1 (t) − x i and u 2 (t) − y j . In this way, we can select any interpolation nodes satisfying x i 1 = x i 2 when i 1 = i 2 , and y j 1 = y j 2 when j 1 = j 2 . For simplicity we choose (x i , y j ) = (i, j) for i = 0, . . . , n and j = 0, . . . , n.
2. The curve C is given by a polynomial parametrization P (t) = (u 1 (t), u 2 (t)) with n = deg t (u 1 (t)), m = deg t (u 2 (t)) and n > m.
In this case we can also compute the interpolation data f ij = F (x i , y j ) by constructing the symbolic Bézout matrix of p(t) = u 1 (t) − x and q(t) = u 2 (t) − y, evaluating it at each interpolation node (x i , y j ) and finally dividing the number obtained from computing the determinant of the constant matrix by p n−m n (a number). This division is not strictly necessary for obtaining an implicit equation; it will be necessary for the precise expression of the resultant. An alternative way to obtain this expression is to make the division at the end: one must divide all the coefficients by that number.
The same argument as in Case 1 let us to choose any interpolation nodes with x i 1 = x i 2 when i 1 = i 2 , and y j 1 = y j 2 when j 1 = j 2 . As in Case 1 we select (x i , y j ) = (i, j) for i = 0, . . . , m and j = 0, . . . , n.
Let us point out that if n < m the process is analogous, but now p(t) = u 2 (t) − y and q(t) = u 1 (t) − x, and we must divide by p m−n m .
3. The curve C is given by a rational parametrization
The computation of the interpolation data can be developed in the same way as in Case 1, but now considering p(t) = u 1 (t) − xv 1 (t) and q(t) = u 2 (t) − yv 2 (t). However, we cannot choose the same interpolation nodes because it may happen that for some (i, j) the symbolic Bézout matrix evaluated at (i, j) does not coincide with the Bézout matrix of the evaluated polynomials u 1 (t) − iv 1 (t) and u 2 (t) − jv 2 (t). In order to avoid this, we choose the smallest nonnegative integers x i for i = 0, . . . , n such that the degree of u 1 (t)−x i v 1 (t) is the same as the degree of p(t), and the smallest nonnegative integers y j for j = 0, . . . , n such that the degree of u 2 (t) − y j v 2 (t) is the same as the degree of q(t), that is, we must exclude the unique value of x such that p n (x) = 0 and the unique value of y such that q n (y) = 0 (if these values exist).
4. The curve C is given by a rational parametrization
The computation of the interpolation data can be carried out in a similar way to Case 2: by constructing the symbolic Bézout matrix of p(t) = u 1 (t) − xv 1 (t) and q(t) = u 2 (t) − yv 2 (t), evaluating it and p n−m n (it could be a polynomial in x) at each interpolation node (x i , y j ) and finally dividing the number obtained from computing the determinant of the constant matrix by the number obtained from the evaluation of p n−m n at x i . As for the selection of the interpolation nodes, we must choose them in the same way as in Case 3.
It must be observed that this selection of the nodes avoids also divisions by zero in the computation of the interpolation data because (p n (x i )) n−m = 0.
Let us point out that when n < m the process is completely analogous. In this case p(t) = u 2 (t) − yv 2 (t), q(t) = u 1 (t) − xv 1 (t) and we must divide by (p m (y j )) m−n .
In this way, we have guaranteed that each one of the matrices whose determinant we have to compute for obtaining the interpolation data is the Bézout matrix of two polynomials (the evaluated polynomials) with coefficients in R. In the following section we present a method for computing such determinants with a computational complexity of O(n 2 ) arithmetic operations. Taking this into account, the computational complexity of the complete implicitization algorithm will be of O(n 4 ) arithmetic operations instead of O(n 5 ) (see [4] ).
For the construction of the symbolic Bézout matrix the algorithm presented in [1] can be used.
Remark 6. The process of constructing the symbolic Bézout matrix and evaluating it at the corresponding interpolation nodes to compute the interpolation data is equivalent to compute the matrices evaluated at (x i , y j ) as Bézout matrices of the evaluated polynomials: u 1 (t) − xv 1 (t) evaluated at x i and u 2 (t) − yv 2 (t) evaluated at y j . This idea will be used in the following section, where in addition it is seen that the evaluated Bézout matrices are not constructed explicitly.
Bézout determinant computation
In the previous section it was explained how the computation of a symbolic Bézout determinant, and hence the curve implicitization problem, can be reduced to the computation of a number of constant Bézout determinants. This is the problem to which we turn now.
The following notation will be used intensively throughout this section. Note that the above definition introduced some auxiliary quantities which we called the vectors of data points x and y. These should not be confused with the so-called interpolation points of the previous section (whose role is of no importance anymore, since we assume in this section just a given, constant Bézout matrix).
We have the following transformation theorem.
Theorem 8. Let p(t) = r k=0 p k t k and q(t) = r l=0 q l t l be two polynomials of degree at most r, let B be the corresponding Bézout matrix in Definition 2, and let x and y be arbitrary vectors of data points. Then the matrix
is a Cauchy-like matrix w.r.t. D x and D y , i.e. it satisfies the matrix equation
with Rk 2 a matrix of rank at most 2. More specifically
are the so-called stacking vectors of p(t), q(t).
proof. The (k, l) element of the matrix on the left hand side of (3) is given by
where the second transition follows by the defining equations (2) and (1). On the other hand, the (k, l) element of the matrix in (4) is given by
Thus we have (D x C − CD y ) k,l = (Rk 2) k,l for all k and l, hence proving the theorem.
The previous theorem provided a transformation between the classes of Bézoutian and Cauchy-like matrices. Moreover, assuming from now on that
Thus we obtain that any Bézout determinant can be expressed in terms of a suitable Cauchy-like determinant. Therefore we will concentrate now on the class of Cauchy-like matrices.
The following definition will be helpful for doing this.
Definition 9. Let x and y be arbitrary vectors of data points satisfying (5). We define the Cauchy matrix w.r.t. x and y to be the matrix
8 Moreover, we define the polynomial of degree r f y (t) :=
and the polynomials of degree r − 1
for any 1 ≤ l ≤ r.
The Cauchy matrix satisfies the following identity.
Lemma 10. We havẽ
proof. See for example [3, Proposition 3] .
The Cauchy matrixC should not be confused with the Cauchy-like matrix C that we introduced earlier. The Cauchy matrix is special in the sense that we can express any other Cauchy-like matrix in terms of it. This can be seen by rewriting (3) as
with a, b, c and d in C r×1 , from which it follows that (
Now we introduce a final class of structured matrices.
Definition 11. Let x and y be arbitrary vectors of data points satisfying (5), let C be a Cauchy-like matrix w.r.t. D x and D y , and let a, b, c and d be fixed vectors satisfying (11). We define
to be the coupled Vandermonde matrix of C.
Theorem 12. It holds that
proof. Assume for the moment that D d is nonsingular. Then by the Schur complement formula, the determinant of V C can be expanded as
where we used the fact that any two diagonal matrices commute with each other. Moreover, by continuity it follows that (15) must hold even if we remove the condition that D d is nonsingular. Now because of (10), (12), and using again the commuting of diagonal matrices, this equation can be rewritten as
Substituting these expressions in (16), it follows that
which is equivalent to the required equality (14).
The previous theorem allows to rewrite a given Bézout determinant in terms of a coupled Vandermonde determinant. This follows by combining (14) and (6) into the formula
Since the products of data points in the above formula can be computed in O(r 2 ) work, we would obtain a fast way for computing the Bézout determinant, provided we have a fast algorithm to compute the coupled Vandermonde determinant. Now the latter computation can be done by the O(r 2 ) algorithm described in [3, Section 3] . Let us note that this algorithm does not explicitly form the coupled Vandermonde matrix, but instead computes everything in terms of its defining vectors a, b, c, d, x and y in (13). Moreover, note that the vectors a, b, c and d can be expressed in their turn in terms of x, y and the coefficients of p(t) and q(t), in a way made precise by relations (11) and (4) .
A final remark is due here to the choice of the vectors of data points x and y. In principle these vectors may be chosen completely ad random. But of course it makes more sense to choose them to consist of rational numbers, since then all computations can be performed in infinite precision arithmetic. This is illustrated in the example of the next section, where the data points are taken to be small integers.
Let us add a final note concerning finite precision computations, where the complexity of the algorithm can be improved from O(r 2 ) to O(r log(r)).
Remark 13. The complexity of the algorithm can be improved from fast to superfast by choosing the data points as
k = 1, . . . , r, l = 1, . . . , r, with ω p = exp( 2πi p ) denoting the kth root of unity. Indeed, let us first show how to simplify (17) in this case. Note that f y (t) := k (t − y k ) = t r + 1, by the special choice of the y l . Hence
by the special choice of the x k . Thus we obtain a simple expression for the first factor in the denominator of (17). Next, we may note that k,l,k>l
by the special choice of the x k , y l . Hence 
Substituting (19) and (20), we obtain from (17) the final formula
We compute the determinant of V C by using the algorithm presented in Section 3, and so the explicit construction of V C is not needed. Let us observe that also the construction of the Bézout matrix of p(t) and q(t), and of the Bézout matrix of p3(t) and q3(t) are not needed. So, the determinant of the Bézout matrix B is det(B) = (−1) ( 
