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For every inﬁnite discrete group G , the remainder G∗ = βG \ G of the Stone–Cˇech
compactiﬁcation βG of G has a natural structure of G-space. The orbit equivalence E on G∗
((x, y) ∈ E ⇔ gx = y for some g ∈ G) produces the following three derived equivalences
on G∗
(E˚) (x, y) ∈ E˚ ⇔ cl Ex = cl E y , where Ex, E y are E-equivalence classes containing x and y,
(E˙) E˙ is the smallest by inclusion equivalence on G∗ containing E such that every
E˙-equivalence class is closed,
(Eˇ) Eˇ is the smallest by inclusion closed in G∗ × G∗ equivalence on G∗ containing E ,
and the relation
(Eˆ) (x, y) ∈ Eˆ ⇔ ∃z: x ∈ cl Ez , y ∈ cl Ez ,
which is an equivalence if G is countable.
We study the interrelations between the classes of these equivalences and the principal
left ideals of the semigroup βG .
© 2008 Elsevier B.V. All rights reserved.
1. Equivalences on topological spaces
Given an equivalence E on a topological space X and x ∈ X , we put
Ex =
{
y ∈ X: (x, y) ∈ E},
and denote by E˚ the equivalence deﬁned by the rule
(x, y) ∈ E˚ ⇔ cl Ex = cl E y .
We say that an equivalence E is class closed if every class Ex , x ∈ X is closed. For an arbitrary equivalence E , we denote
by E˙ the smallest by inclusion class closed equivalence on X such that E ⊆ E˙ . To show that this deﬁnition is correct, we
denote by F the family of all class closed equivalences on X containing E . Then
E˙x =
⋂
{Fx: F ∈F}.
We say that an equivalence E on X is closed if E is a closed subset of X × X .
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I.V. Protasov / Topology and its Applications 155 (2008) 1394–1402 1395Given an equivalence E on X , we denote by Eˇ the smallest by inclusion closed equivalence on X containing E . Clearly,
Eˇ is an intersection of all closed equivalences on X containing E , and Eˇ needs not to be the closure of E in X × X . For
example, let X = [0,1] and let (x, y) ∈ E ⇔ x, y ∈ [0, 12 ) or x, y ∈ [ 12 ,1]. Then (x, y) ∈ cl E ⇔ (x, y) ∈ [1, 12 ] or x, y ∈ [ 12 ,1],
but (x, y) ∈ Eˇ for all x, y ∈ X .
For an equivalence E on X , we deﬁne the tent relation Eˆ on X by the rule
(x, y) ∈ Eˆ ⇔ ∃z ∈ X: x ∈ cl Ez, y ∈ cl Ez.
We say that an equivalence E on a topological space X is topologically alternative if, for any x, y ∈ X ,
cl Ex ∩ cl E y = ∅ ⇒ cl Ex ⊆ cl E y ∨ cl E y ⊆ cl Ex.
Proposition 1.1. Let E be a topologically alternative equivalence on a topological space X. Then the following statements hold
(i) Eˆ is an equivalence;
(ii) for each x ∈ X, the family Ex = {cl E y: y ∈ X, x ∈ cl E y} is linearly ordered by inclusion;
(iii) for each x ∈ X, Eˆx =⋃Ex.
Proof. (i) Clearly, Eˆ is symmetric and reﬂexive. To show that Eˆ is transitive, let (x, y) ∈ Eˆ and (y, z) ∈ Eˆ . We take u, v ∈ X
such that x, y ∈ cl Eu and y, z ∈ cl Ev . Then y ∈ cl Eu ∩ cl Ev . Since E is a topologically alternative then either cl Eu ⊆ cl Ev or
cl Ev ⊆ cl Eu , so either x, z ∈ cl Ev or x, z ∈ cl Eu . In both cases we have (x, z) ∈ Eˆ , so Eˆ is transitive.
(ii) Let cl E y ∈ Ex and cl Ez ∈ Ex . Then x ∈ cl E y ∩ cl Ez , so cl E y ∩ cl Ez = ∅ and either cl E y ⊆ cl Ez or cl Ez ⊆ cl E y .
(iii) If z ∈⋃Ex then z ∈ cl E y for some y ∈ X such that x ∈ cl E y . Hence, x, z ∈ cl E y and (x, z) ∈ Eˆ . On the other hand, if
(x, z) ∈ Eˆ then there exists y ∈ X such that x, z ∈ cl E y . Since cl E y ∈ Ex , we have z ∈⋃Ex . 
Proposition 1.2. Let X be an extremally disconnected space, E be an equivalence on X such that, for each x ∈ X,
(i) Ex is countable;
(ii) y ∈ cl Ex and (y, z) ∈ E ⇒ z ∈ cl Ex.
Then E is topologically alternative.
Proof. We assume that cl Ex∩cl E y = ∅. Since Ex, E y are countable and X is extremally disconnected, by the butterﬂy lemma
[5, Theorem 3.40], either Ex ∩ cl E y = ∅ or E y ∩ cl Ex = ∅. By (ii), either Ex ⊆ cl E y or E y ⊆ cl Ex , so either cl Ex ⊆ cl E y or
cl E y ⊆ cl Ex . 
For every equivalence E on a topological space X , the following chain of inclusions follows directly from the correspond-
ing deﬁnitions
E ⊆ E˚ ⊆ Eˆ ⊆ E˙ ⊆ Eˇ.
2. Equivalences on G-spaces
Let G be a topological group with the identity e. A G-space is a topological space X with a continuous action G× X → X ,
(g, x) → gx satisfying g(hx) = (gh)x and ex = x for all g,h ∈ G and x ∈ X . A G-mapping between G-spaces X , Y is a
continuous mapping f : X → Y such that f (gx) = g f (x) for all x ∈ X , g ∈ G .
Given a G-space X , we denote by E the orbit equivalence on X deﬁned by the rule
(x, y) ∈ E ⇔ Gx = Gy,
and, for every x ∈ X , put
x˚ = E˚x, x˙= E˙x, xˆ= Eˆx, xˇ= Eˇx.
The following proposition is just a remark.
Proposition 2.1. For a G-space X, the following statements hold
(i) any two points x, y ∈ X are E-equivalent if and only if G acts transitively on X ;
(ii) any two points x, y ∈ X are E˚-equivalent if and only if every orbit Gz, z ∈ X is dense in X ;
(iii) if there exists a point x0 ∈ X such that the orbit Gx0 is dense in X, then an two points x, y ∈ X are Eˆ-equivalent, so E˙-equivalent.
1396 I.V. Protasov / Topology and its Applications 155 (2008) 1394–1402Given a compact G-space X , we denote by Xˇ the factor space X/Eˇ of X by the closed equivalence Eˇ , and consider Xˇ as
a G-space with the G-action gxˇ= xˇ for all g ∈ G and x ∈ X . Clearly, the factor mapping ˇ : X → Xˇ , x → xˇ is a G-mapping.
Proposition 2.2. Let X be a compact G-space, Y be a compact G-space such that gy = y for all g ∈ G and y ∈ Y , f : X → Y be a
G-mapping. Then there exists a G-mapping h : Xˇ → Y such that f (x) = h(xˇ) for every x ∈ X.
Proof. We denote by ker f the equivalence on X deﬁned by (x, y) ∈ ker f if and only if f (x) = f (y). Clearly, ker f is closed
in X × X . Since f is a G-mapping and gy = y for all g ∈ G and y ∈ Y , we have E ⊆ ker f , so Eˇ ⊆ ker f . Hence, we can
deﬁne h by the rule h(xˇ) = f (x). 
3. G∗ is a G-space
Given a discrete space X , we take the points of βX , the Stone–Cˇech extension of X , to be the ultraﬁlters on X , with the
points of X identiﬁed with the principal ultraﬁlters, and denote by X∗ = βX \ X the set of all free ultraﬁlters on X . The
topology of βX can be deﬁned by stating that the sets of the form A = {p ∈ βX: A ∈ p}, where A is a subset of X , are a
base for the open sets. We note the sets of this form are clopen and that for any p ∈ βX and any A ⊆ X , A ∈ p if and only if
p ∈ A. For every ﬁlter ϕ on X , the subset ϕ =⋂{A: A ∈ ϕ} is closed in βX , and for every non-empty closed subset δ ⊆ βX ,
there exists a ﬁlter ϕ on X such that δ = ϕ . We shall use also the universal property of βX stating that every mapping
f : X → Y , where Y is a compact Hausdorff space, can be extended to the continuous mapping f β :βX → Y .
Let G be a discrete group. Using the universal property of the space βG , we can extend the group multiplication from G
to βG in two steps. Given g ∈ G , the continuous mapping
x → gx :G → βG
extends to the continuous mapping
q → gq :βG → βG.
Then, for each q ∈ βG , we extend the mapping g → gq deﬁned from G into βG to the continuous mapping
p → pq :βG → βG.
The product pq of the ultraﬁlters p,q can also be deﬁned by the rule: given a subset A ⊆ G ,
A ∈ pq ⇔ {g ∈ G: g−1A ∈ q} ∈ p.
To describe a base for pq, we take any element P ∈ p and, for every x ∈ P , choose some element Qx ∈ q. Then⋃
x∈P xQ x ∈ pq, and the family of subsets of this form is a base for the ultraﬁlter pq.
It is easy to verify that the binary operation (p,q) → pq is associative, so βG is a semigroup, and G∗ is a subsemigroup
of βG . It follows from the second step of extension that, for every q ∈ βG , the mapping p → pq is continuous, so the
semigroup βG is right topological. It follows from the ﬁrst step of extension that, for every g ∈ G the mapping q → gq is
also continuous. We mention also that, for p ∈ G∗ , a continuity of the mapping q → pq even at some point q ∈ G∗ is a
rather exotic phenomenon [1,6].
For the structure of a compact right topological semigroup βG and its combinatorial application see [5], for application
of βG to topological algebra see [3].
Given an inﬁnite discrete group G , we consider G∗ as a G-space, where action (G,G∗) → G∗ is deﬁned by (g,q) = gq. In
what follows we denote by E the orbit equivalence on G∗ deﬁned by
(p,q) ∈ E ⇔ ∃g ∈ G: q = gp,
and, for every p ∈ G∗ , put
p˚ = E˚ p, p˙ = E˙ p, pˇ = Eˇ p, pˆ =
{
q ∈ G∗: (p,q) ∈ Eˆ}.
Clearly, Eq = Gq and cl Eq is the principal left ideal βGq of βG determined by q. If G is countable, by [5, Theorem 3.40],
the tent relation Eˆ is topologically alternative so, by Proposition 1.1, Eˆ is an equivalence.
4. Corona equivalence on G∗
Let G be an inﬁnite discrete group, E be the orbit equivalence on G∗ . In [7] the factor space νG of G∗ by the closed
equivalence Eˇ is called the corona of G , so we say that Eˇ is the corona equivalence. For every p ∈ G∗ , we have denoted by pˇ
the class Eˇ p of corona equivalence, and say that two ultraﬁlters p,q ∈ G∗ are coronaly equivalent if pˇ = qˇ. To detect whether
two ultraﬁlters from G∗ are coronaly equivalent, we use the slowly oscillating functions.
A function f :G → [0,1], where [0,1] = {x ∈ R: 0 x 1}, is called slowly oscillating if, for every ε > 0 and every ﬁnite
subset F of G , there exists a ﬁnite subset K of G such that
diam f (F g) < ε
for every g ∈ G \ K , where diam A = sup{|a − b|: a,b ∈ A}.
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oscillating function f :G → [0,1].
If G is countable, by [7, Proposition 3], |νG| = 22ℵ0 . In this case we use the following description of corona classes in
terms of ﬁlters.
Lemma 4.1. Let G be a countable discrete group with the identity e, {gn: n ∈ ω} be a numeration of G. Let p ∈ G∗ and ϕp , ψp be the
ﬁlters on G such that ϕp = βGp, ψ p = pˇ. Then
(i) ϕp has a base consisting of subsets of the form
⋃
n∈ω gn Pn, where (Pn)n∈ω is a decreasing sequence of subsets of G such that
Pn ∈ p for each n ∈ ω;
(ii) ψp has a base consisting of subsets of the form
⋃
n∈ω gnQn, where (Qn)n∈ω is a decreasing sequence of subsets of G such that
Q 0 ∈ p and Q 0 \ Qn is ﬁnite for each n ∈ ω.
Proof. Let Φ be an arbitrary member of ϕp . Since gnp ∈ Φ for each n ∈ ω, we can choose inductively a decreasing sequence
(Pn)n∈ω of elements of p such that gn Pn ⊆ Φ , so ⋃n∈ω gn Pn ⊆ Φ . On the other hand, let (Pn)n∈ω be a decreasing sequence
of elements of p, Φ =⋃n∈ω gn Pn . Since gnp ∈ gn Pn ⊆ Φ for every n ∈ ω, we have Gp ⊆ Φ , so βGp ⊆ Φ .
To prove (ii), we take an arbitrary ultraﬁlter r /∈ pˇ. By [7, Proposition 1], there exists a slowly oscillating function f :G →
[0,1] such that f β(p) = 0, f β(r) = 1. We choose Q ∈ p and R ∈ r such that f (x) < 14 for every x ∈ Q , and f (x) > 34 for
every x ∈ R . We put Fn = {g0, . . . , gn}. Since f is slowly oscillating, there exists a ﬁnite subset Kn of G such that
diam f (Fnx) <
1
4
for each x ∈ G \ Kn . We may suppose that the sequence (Kn)n∈ω is increasing. Then Fn(Q \ Kn) ∩ R = ∅ for every n ∈ ω.
We put Qn = Q \ Kn and note that ⋃n∈ω gnQn /∈ r. On the other hand, let (Qn)n∈ω be a sequence of elements of p
satisfying (ii). We assume that
⋃
n∈ω gnQn /∈ r for some r ∈ pˇ. Applying Theorem 2.1 from [9], we get a slowly oscillating
function f :G → [0,1] such that f β(p) = 0 and f β(r) = 1. By [7, Proposition 1], r /∈ pˇ and we get a contradiction. 
Now we ﬁx an arbitrary ultraﬁlter p ∈ G∗ . Since E ⊆ Eˇ then Gp ⊆ pˇ. Since the class pˇ is closed in G∗ , we have βGp ⊆ pˇ.
To compare how large the left ideal pˇ could be with respect to the principal left ideal βGp, we recall a deﬁnition of a
P -point.
Let X be a an inﬁnite discrete space. An ultraﬁlter p ∈ X∗ is called a P -point in X∗ if, for every decreasing sequence
(Pn)n∈ω of members of p, there exists Q ∈ p such that Pn \ Q is ﬁnite for each n ∈ ω. In topological terminology, p is a
P -point if an intersection of any countable family of neighbourhoods of p is a neighbourhood of p. For a countable X , it
is not hard to construct a P -point in X∗ using some additional to ZFC set-theoretical assumptions, say, Martin’s Axiom. On
the other hand [10], there exist ZFC-models without P -points in X∗ for a countable X .
Theorem 4.1. Let G be a countable discrete group, p be a P -point in G∗ . Then pˇ = βGp.
Proof. Let G = {gn: n ∈ ω}, (Pn)p∈ω be a decreasing sequence of members of p. We choose Q ∈ p such that Q ⊆ P0 and
Pn \ Q is ﬁnite for every n ∈ ω. Put Qn = Pn ∩ Q . Then⋃
n∈ω
gnQn ⊆
⋃
n∈ω
gn Pn,
so we can apply Lemma 4.1. 
A subset T of a group G with the identity e is called left thin if, for every g ∈ G , g = e, the intersection gT ∩ T is ﬁnite.
Theorem 4.2. Let G be a countable discrete group, T be an inﬁnite left thin subset of G, p ∈ G∗ and T ∈ p. If pˇ = βGp then p is a
P -point in G∗ .
Proof. We enumerate G = {gn: n ∈ ω} with g0 = e, and put Fn = {g0, . . . , gn}. Since T is left thin, we can choose a decreas-
ing sequence (Tn)n∈ω of subsets of T such that T0 = T , Tn ∈ p and
T ∩ (F−1n Fn \ {e})Tn = ∅
for each n ∈ ω. Now let (Pn)n∈ω be an arbitrary decreasing sequence of subsets of G such that Pn ∈ p, Pn ⊆ Tn for every
n ∈ ω. By the assumption, pˇ = βGp. By Lemma 4.1, there exists a decreasing sequence (Qn)n∈ω of subsets of G such that
Q 0 ∈ p, Q 0 ⊆ T , Q 0 \ Qn is ﬁnite for every n ∈ ω and⋃
FnQn ⊆
⋃
Fn Pn.
n∈ω n∈ω
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pick m ∈ ω such that Pm \ Q 0 is inﬁnite. Then we choose an injective sequence (ai)i∈ω in Pm \ Q 0. Since Q 0 \ Qm is ﬁnite,
there exists k ∈ ω such that ai ∈ Qm for every i  k, so
Fmai ⊆
⋃
n∈ω
Fn Pn.
If Fmai ∩ Fn Pn = ∅ for some n m, then ai ∈ F−1m Fn Pn . Since Pn ⊆ Tn and ai ∈ T , by the choice of Tn , we have ai ∈ Pn , so
ai ∈ Pm contradicting the choice of k. Hence, for each i  k, we have
Fmai ⊆
⋃
n<m
Fn Pn.
It follows that gmai ∈ Fn Pn for some n < m, so ai ∈ g−1m Fn Pn ⊆ g−1m FnT . Since e /∈ g−1m Fn and T is left thin, then T ∩
g−1m FnT is ﬁnite. Hence, the injective sequence (ai)ik is contained in the ﬁnite set
⋃
n<m(T ∩ g−1m FnT ), and we get a
contradiction. 
Question 4.1. Let G be a countable discrete group, p ∈ G∗ and pˇ = βGp. Is p a P -point in G∗?
We suggest that an answer to this question would be negative, so we put the following question.
Question 4.2. For some countable discrete group G , does there exist in ZFC an ultraﬁlter p ∈ G∗ such that pˇ = βGp?
An ultraﬁlter p ∈ G∗ is called prime if p /∈ G∗G∗ . Let G be a countable group, p,q be a prime ultraﬁlters from G∗ . If
βGp ∩βGq = ∅ then either βGp ⊆ βGq or βGq ⊆ βGp, so either p ∈ βGp or q ∈ βGp. Since p,q are prime, in both cases we
have p = gq for some g ∈ G , so βGp = βGq.
An ultraﬁlter p ∈ G∗ is called strongly prime if p /∈ G∗G∗ . To give an internal characterization for strongly prime ultraﬁlters,
we use the following deﬁnition.
A subset S of a group G is called left sparse if, for any inﬁnite subset A of G , there exists a non-empty ﬁnite subset F ⊂ A
such that the intersection
⋂
q∈F g A is ﬁnite. Clearly, every left thin subset if left sparse. By [2, Lemma 5.1], if S1, . . . , Sn are
sparse subsets, then S1 ∪ · · · ∪ Sn is sparse. On the other hand, if T is an inﬁnite left thin subset of G , g ∈ G and q = e, then
T ∪ gT is not left thin. It follows that, for every inﬁnite group G , there exists a left sparse subset which is not left thin.
By [2, Theorem 5.1], an ultraﬁlter p ∈ G∗ is strongly prime if and only if there exist a left sparse subset S ∈ p.
Theorem 4.3. For every countable group G, there exist strongly prime ultraﬁlters p, q in G∗ such that pˇ = qˇ but βGp ∩ βGq = ∅.
Proof. Let G = {gn: n ∈ ω}, g0 = e, Fn = {g0, . . . , gn}. We ﬁx an injective sequence (an)n∈ω in G satisfying
(i) an+1 /∈ (Fn ∪ F−1n )An for every n ∈ ω, where An = {a0, . . . ,an}.
Then we take an inﬁnite left thin subset T of G and partition T to inﬁnite subsets {Tn: n ∈ ω}. Since T is left thin, using (i),
we can construct inductively a sequence (Pn)n∈ω of subsets of G such that Pn ⊆ Tn , n ∈ ω, and
(ii) (Fn ∪ F−1n )AnT ∩ an+1Pn+1 = ∅ for every n ∈ ω;
(iii) gman Pn ∩ an Pn = ∅ for all m,n such that 0 <m < n.
Now we prove that the subset S =⋃n∈ω an Pn is left thin. We ﬁx an arbitrary m > 0 and show that gmS ∩ S is ﬁnite. Put
A =
⋃
nm
gman Pn, B =
⋃
n>m
gman Pn,
C =
⋃
nm
an Pn, D =
⋃
n>m
an Pn.
Since gmS = A ∪ B , S = C ∪ D , it suﬃces to check that (A ∪ B) ∩ (C ∩ D) is ﬁnite. By (ii), A ∩ D = ∅ and B ∩ C = ∅. If n >m,
i > m and i = n, by (ii), gman Pn ∩ ai P i = ∅. By (iii), gman Pn ∩ an Pn = ∅ for every n > m. It follows that B ∩ D = ∅. At last,
let n m and i m. If gman = ai then gman Pn ∩ ai P i is ﬁnite because Pn ⊂ T , Pi ⊂ T and T is left thin. If gman = ai then
gman Pn ∩ ai P i = ∅ because n = i and Pn ∩ Pi = ∅. Hence, A ∩ C is ﬁnite.
To conclude the proof, for each n ∈ ω, we choose an ultraﬁlter pn ∈ G∗ such that Pn ∈ pn . Then we ﬁx an arbitrary free
ultraﬁlter λ on ω, and put
p = λ − lim pn, q = λ − limanpn.
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n∈ω an Pn ∈ q and
⋃
n∈ω an Pn is left thin, by [2, Theorem 5.1], q is strongly prime. We assume that βGp ∩ βGq = ∅. Since
p,q are prime, there exists g ∈ G such that p = gq. By deﬁnition of p and q, there exists n ∈ ω such that T ∈ ganp and
gan = e. It follows that T ∩ ganT is inﬁnite, so we get a contradiction because T is left thin. 
Given any A ⊆ Z and a natural number n ∈ N we put
dn(A) = |A ∩ [−n,n]|
2n + 1 ,
where [−n,n] = {−n,−n + 1, . . . ,n− 1,n}, and deﬁne the upper density of A by
d(A) = limsup
n→∞
dn(A).
We observe that d(A) = 0 if and only if dn → 0 as n → ∞.
Lemma 4.2. Let A be a subset of Zwith d(A) = 0, and let {zn: n ∈ ω} be a numeration of Zwith z0 = 0. Then there exists a decreasing
sequence (An)n∈ω of subsets of A such that, for each n ∈ ω, A \ An is ﬁnite and
d
(⋃
n∈ω
(zn + An)
)
= 0.
Proof. We choose an increasing sequence (km)m∈ω of natural numbers such that
2km + 1 > (m+ 1)3, dk(A) < 1
(m+ 1)2
for every k > km .
We show that, for every z ∈ Z, there exists s ∈ N such that, for all m ∈ ω and k > km , we have
dk
(
z + (A \ [−s, s]))< 2
(m+ 1)2 .
We choose m0 ∈ ω such that m0 + 1 > |z|. If m >m0 and k > km , we have
dk(z + A) dk(A) + |z|2k + 1 <
1
(m+ 1)2 +
|z|
2km + 1
 1
(m + 1)2 +
|z|
(m+ 1)3 
1
(m+ 1)2 +
1
(m+ 1)2 =
2
(m+ 1)2 .
We put s = km0 + |z| and notice that, for every k km0 ,
dk
(
z + (A \ [−s, s]))= 0.
To construct the sequnce (An)n∈ω , we put s0 = 0, P0 = A and suppose that s0, . . . , sn have been chosen so that, for
Pn =
⋃
in
(
zi +
(
A \ [−sm, sm]
))
,
the following statements hold
(i) dk(Pn) 2m+1 for all k,m such that km  k < km+1, m n;
(ii) dk(Pn) 2n(m+1)2 for all k,m such that k > km , m > n.
Then we choose sn+1 ∈ N such that sn+1 > zn+1, sn+1 > sn and
dk
(
zn+1 +
(
A \ [−sn+1, sn+1]
))
<
2
(m+ 1)2
for all m ∈ ω, k > km . Then (i) and (ii) hold for
Pn+1 = Pn ∪
(
zn+1 +
(
A \ [−sn+1, sn+1]
))
.
At last, we put An = A \ [−sn, sn] and conclude from (i) and (ii) that d(⋃n∈ω(zn + An)) = 0. 
Lemma 4.3. Let Δ0 be a set of all ultraﬁlters p ∈ Z∗ such that there exists A ∈ p with d(A) = 0. If p ∈ Δ0 then pˇ ⊆ Δ0 .
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Lemma 4.1. Since d(
⋃
n∈ω(zn + An)) = 0, we conclude that q ∈ Δ0. 
Theorem 4.4. If p is a strongly prime ultraﬁlter from Z∗ then pˇ ⊆ Δ0 .
Proof. By [2, Theorem 5.1], there exists a left sparse subset A ∈ p. By [2, Theorem 5.3], μ(A) = 0 for every left invariant
Banach measure on Z. It follows that d(A) = 0, so we can apply Lemma 4.3. 
Question 4.3. Let p be a strongly prime ultraﬁlter from Z∗ , ψp be a ﬁlter on Z such that ψ p = pˇ. Does there exists Ψ ∈ ψp
such that μ(Ψ ) = 0 for every Banach measure μ on Z?
Theorem 4.5. Let G be a countable discrete group, p ∈ G∗ . Then the corona class pˇ is nowhere dense in G∗ .
Proof. We assume the contrary and pick an inﬁnite subset A ⊆ G such that A∗ ⊆ pˇ. Then we take an inﬁnite left thin
T ⊆ A, ﬁx two distinct ultraﬁlters q, r ∈ T ∗ and choose Q ∈ q, R ∈ r such that Q ∩ R = ∅. Let {gn: n ∈ ω} be a numeration
of G with g0 = e. Since T is left thin and Q ⊆ T , we can choose a decreasing sequence (Qn)n∈ω of subsets of Q such that
Q 0 = Q , gnQn ∩ T = ∅ and Q \ Qn is ﬁnite for each n > 0. By Lemma 4.1, qˇ ⊆⋃n∈ω gnQn , but r /∈⋃n∈ω gnQn , so qˇ = rˇ and
we get a contradiction with q, r ∈ pˇ. 
Remark 4.1. Let G be an uncountable discrete Abelian group. By [7, Proposition 4], the corona ν(G) is a singleton, so pˇ = G∗
for every p ∈ G∗ and Theorem 4.5 does not hold for G .
Theorem 4.6. For every countable discrete group G, the following statements hold
(i) corona ν(G) contains a topological copy of ω∗ = βω \ ω;
(ii) if every ﬁnite subset of G is contained in a ﬁnite subgroup, then ν(G) contains a topological copy of ω∗ which is a retract of ν(G);
(iii) there exists a continuous surjective mapping f :ν(G) → ν(N) where ν(N) = {pˇ ∈ ν(Z): N ∈ p}.
Proof. (i) Let X be an inﬁnite left thin subset of G . We deﬁne a mapping f : X∗ → ν(G) by the rule f (p) = pˇ. Clearly, f is
continuous and it follows from the proof of Proposition 3 from [7] that f is injective.
(ii) We write G as a union G =⋃i∈ω Gi of an increasing chain of ﬁnite groups with G0 = {e} where e is the identity
of G . For every i ∈ ω, we decompose Gi+1 \ Gi into right cosets by Gi and ﬁx some set Xi of representatives. Given any
g ∈ G \ {e}, we take i1 ∈ ω such that g ∈ Gi1+1 \ Gi1 . Then g = g1xi1 for some xi1 ∈ Xi1 and g1 ∈ Gi1 . If g1 = e we choose
i2 ∈ ω such that g1 ∈ Gi2+1 \ Gi2 and write g1 = g2xi2 for some xi2 ∈ Xi2 and g2 ∈ Gi2 . After ﬁnite number m of steps, we
get
g = xim xim−1 · · · xi1 , im < im−1 < · · · < i1.
Clearly, this representation is unique, so we put ρ(g) = xi1 . The subset X =
⋃
i∈ω Xi is left thin in G . By the ﬁrst statement,
we can identify X∗ with a subset of ν(G). Then the mapping r :ν(G) → X∗ , deﬁned by r(pˇ) = ρβ(p), is a retraction.
(iii) By [5, Lemma 6.47], there exists a surjective mapping f :G → N with ﬁnite preimages such that, for any g, g′ ∈ G ,
if f (g) + 1 < f (g′), then f (gg′) ∈ { f (g′) − 1, f (g′), f (g′) + 1}. Let EG and EZ be the orbit equivalences on G∗ and Z∗ . If
(p,q) ∈ EˇG then ( f β(p), f β(q)) ∈ EˇZ . It follows that, factorizing the mapping f β :βG → βN, we get the desired mapping
f ν :ν(G) → ν(N). 
5. On the equivalences E˚ , E˙ and relation Eˆ on G∗
For every inﬁnite discrete group G and every ultraﬁlter p ∈ G∗ , by deﬁnition of E , we have
E ⊆ E˚, Gp ⊆ p˚ ⊆ βG.
Theorem 5.1. For every inﬁnite discrete group G, the following statements hold
(i) p˚ = βGp if and only if βGp is a minimal left ideal of βG;
(ii) p˚ = Gp provided that p is right cancellable, i.e. whenever q, r ∈ βG and qp = rp, one has q = r;
(iii) Gp = βGp for each p ∈ G∗ .
Proof. (i) If βGp is a minimal left ideal and q ∈ βGp, then βGp = βGq so q ∈ p˚ and βGp ⊆ p˚. On the other hand, if the left
ideal βGp is not minimal, we take q ∈ βGp such that βGq ⊂ βGp, so q /∈ p˚ and p˚ = βGp.
(ii) If q ∈ p˚ then βGp = βGq, so there exist r, s ∈ βG such that p = rq, q = sp. Then p = rsp and e = rs because p is right
cancellable. It follows that r, s ∈ G and q ∈ p˚ so p˚ = Gp.
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βGp contains at least 22
ℵ0 idempotents. We ﬁx two distinct idempotents q, r ∈ βGp. Since the set of idempotents of βGp
is a right zero semigroup, then rq = q. Since r,q ∈ Gp, then r = gq for some g ∈ G . Hence, gqq = q and gq = q. By [5,
Lemma 6.28], g = e contradicting the choice of q and r. 
Corollary 5.1. For every inﬁnite discrete group G, we have E ⊂ E˚ .
Proof. We take an arbitrary p ∈ G∗ such that βGp is a minimal left ideal. By (i), p˚ = βGp and, by (iii), Gp = βG . Hence,
p˚ = Gp. 
Remark 5.1. Let G = Z or G is a countable Abelian group of exponent 2. Under Martin’s Axiom there exist (see [5, Theo-
rem 12.45] and [8, Corollary 6.7], respectively) an idempotent p ∈ G∗ such that whenever p = r + s, we have r, s ∈ G + p.
We note that an idempotent from G∗ cannot be right cancellable, and show that p˚ = G + p. Let q ∈ p˚. Pick r, s ∈ βG such
that p = r + q, q = s + p, so p = (r + s) + p. By the assumption, r + s ∈ G + p. Since p is an idempotent then r + s = p, so
s ∈ G + p and q ∈ G + p.
For every p ∈ G∗ , by deﬁnition of Eˆ , we have βGp ⊆ pˆ. We say that βGp is a maximal principal left ideal if, for every
q ∈ G∗ , βGp ⊆ βGq implies βGp = βGq.
Theorem 5.2. For every inﬁnite discrete group G and p ∈ G∗ , the following statements hold
(i) pˆ = βGp if and only if βGp is a maximal principal left ideal;
(ii) if p is prime then pˆ = βGp;
(iii) if p is right cancellable and pˆ = βGp then p is prime.
Proof. (i) Let pˆ = βGp, q ∈ G∗ and βGp ⊆ βGq. Then (p,q) ∈ Eˆ so q ∈ βGp, βGp = βGq and βGp is a maximal principal left
ideal. On the other hand, let βGp be a maximal principal left ideal. If q ∈ pˆ then there exists r ∈ G∗ such that p,q ∈ βGr.
Since βGp ⊆ βGr, by maximality of βGp, we have βGp = βGr, so q ∈ βGp.
(ii) In view of (i), it suﬃces to show that βGp is a maximal principal left ideal. Let q ∈ G∗ and βGp ⊆ βGq. Then p = rq
for some r ∈ βG . Since p is prime then r ∈ G , so βGp = βGq.
(iii) We assume that p = rq for some r,q ∈ G∗ . Since βGp = βGrq ⊆ βGq, by maximality of βGp, we have βGp = βGq so
q = sp for some s ∈ βG . Then p = rsp. Since p is right cancellable, we have rs = e contradicting r ∈ G∗ . 
Remark 5.2. Let G be a countable group, p ∈ G∗ . By [5, Theorem 8.18], p is right cancellable if and only if p /∈ G∗p. It
follows that every prime ultraﬁlter is right cancellable. But a right cancellable ultraﬁlter does not need to be prime because
a product of any two right cancellable ultraﬁlters is right cancellable.
Remark 5.3. In [2, Questions 5.2 and 5.3] we put the following two questions.
Let βGp be a maximal principal left ideal of βG . Is p prime?
Is Z∗ =⋃{βZ + q: q is prime}?
We take the idempotent p ∈ Z∗ from Remark 5.1. If βZ + p ⊆ βZ + q then p = r + q for some r ∈ βG , so q ∈ G + p and
βZ+ p = βZ+ q. Hence, βZ+ p is a maximal principal left ideal but, clearly, the idempotent p is not prime. Moreover p ∈⋃{βZ+q: q is right cancellable}. Otherwise, p = r+q for some right cancellable q. Then q = z+ p, z ∈ Z, but p+ (z+ p) =
(z + p) so q is not right cancellable. Thus, under Martin’s Axiom we get the negative answers to these questions.
Remark 5.4. Let p be an ultraﬁlter from G∗ such that the left ideal βGp is not minimal. By Theorem 5.1(i), p˚ ⊂ βGp. Since
βGp ⊆ pˆ, we have p˚ = pˆ so E˚ ⊂ Eˆ . Is it possible that p˚ = pˆ for some p ∈ G∗? We put this question in the following rather
curious form.
Question 5.1. Does there exist p ∈ Z∗ such that βZ+ p is a minimal left ideal and βZ+ p is a maximal principal left ideal?
The following statement was suggested by M. Filali.
Theorem 5.3. For every countable discrete group G, there exists a subset X , |X | = 22ℵ0 of G∗ such that pˆ = qˆ for all p,q ∈ X but
βGp ∩ βGq = ∅ for all distinct p,q ∈ X.
Proof. We ﬁx an arbitrary left thin subset T of G . Then βGp ∩ βGq = ∅ (even pˆ = qˆ) for all distinct p,q ∈ T ∗ . We ﬁx an
arbitrary right cancellable ultraﬁlter r ∈ G∗ and put X = T ∗r. If p,q ∈ X then p = p′r,q = q′r for some p′,q′ ∈ T ∗ . Clearly,
βGp ⊆ βGr, βGq ⊆ βGr so pˆ = qˆ. On the other hand, if p = q then βGp∩βGq = ∅ because otherwise, by right cancellability
of r, we have βGp′ ∩ βGq′ = ∅. 
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Proof. Let p,q be strongly prime ultraﬁlters from G∗ given by Theorem 4.3: pˇ = qˇ but βGp∩βGq = ∅. Since p, q are prime,
by Theorem 5.2(ii), we have pˆ = βGp, qˆ = βGq so pˆ = qˆ. 
Remark 5.5. Does every p ∈ Z∗ belong to some maximal principal left ideal of βZ? This is an old open question (see [5,
p. 135] or [4, Question 3.3]). In the case of the aﬃrmative answer to this question we get the aﬃrmative answer to the
following question.
Question 5.2. Is Eˆ = E˙ for the orbit equivalence E on Z∗?
Acknowledgement
I would like to thank the referee for numerous substantive remarks and helpful suggestions in the previous version of
the paper.
References
[1] E. van Douwen, The Cˇech–Stone compactiﬁcation of a discrete groupoid, Topology Appl. 39 (1991) 43–60.
[2] M. Filali, E. Lutsenko, I.V. Protasov, Boolean group ideals and the ideal structure of βG , Math. Stud., submitted for publication.
[3] M. Filali, I. Protasov, Ultraﬁlters and Topologies on Groups, Mathematical Studies Monograph Series, vol. 13, VNTL, Lviv, 2008.
[4] K.P. Hart, J. van Mill, Open problems on βω, in: Open Problems in Topology, Elsevier, 1990, pp. 98–125.
[5] N. Hindman, D. Strauss, Algebra in the Stone–Cˇech Compactiﬁcation—Theory and Applications, de Grueter, Berlin, 1998.
[6] I.V. Protasov, Continuity in G∗ , Topology Appl. 130 (2003) 271–281.
[7] I.V. Protasov, Coronas of balleans, Topology Appl. 149 (2005) 149–160.
[8] I.V. Protasov, Maximal topologies on groups, Siberian Math. J. 39 (1998) 1184–1194.
[9] I.V. Protasov, Normal ball structures, Mat. Stud. 20 (2003) 3–19.
[10] S. Shelah, Proper Forcing, Springer-Verlag, Berlin, 1982.
