eSports industry has greatly progressed within the last decade in terms of audience and fund rising, broadcasting, networking and hardware. Since the number and quality of professional team has evolved too, there is a reasonable need in improving skills and training process of professional eSports athletes. In this work, we demonstrate a system able to collect heterogeneous data (physiological, environmental, video, telemetry) and guarantying synchronization with 10 ms accuracy. In particular, we demonstrate how to synchronize various sensors and ensure post synchronization, i.e. logged video, a so-called demo file, with the sensors data. Our experimental results achieved on the CS:GO game discipline show up to 3 ms accuracy of the time synchronization of the gaming computer.
I. INTRODUCTION
eSports is organized video gaming where the teams or single players compete against each other with the aim to achieve a specific goal by the end of the game. The eSports industry has progressed a lot within the last decade [1] : huge number of professional and amateur teams take part in numerous competitions where the prize pools achieve tens millions US dollars. Its global audience has already reached 380 mln. in 2018 and is expected to reach more than 550 mln. in 2021 [2] . eSports industry includes so far a number of promising directions, e.g. streaming, hardware, game development, connectivity, analytic and training.
The latter point currently deals with the analytics based on the game statistics and available .demo files allowing for replicating the game and performing fundamental analysis. This kind of analytics is available for both amateur players and professional eSports athletes. However, for gaining deeper knowledge on how to better play and which particular skills must be improved -is the information and analytic services required for professional athletes since the competition is getting harder. Up to date, there are just a few services and research works trying to tackle this problem. At the same time, there is a limited number of research results based on real data, i.e., data collected from the acting professional eSports athletes and in real conditions. Psychological studies [3] , [4] states that some individuals have reaction time close to 190 ms (0.19 sec) for light stimuli and about 160 ms for sound stimuli. For correct comparison of reaction time of individual players we should have ability to measure sensors values much faster than human reaction time is. Only in this case we will have acceptable discretization step value. This leads us to < 20 ms requirement for sensors synchronization accuracy.
Although the eSports research is in its infancy, there is a fundamental research problem on the data collection synchronization which is relevant for the following areas: Wireless Sensor Networks (WSN) and Body Sensor Networks (BSN) [5] , [6] . It is worth noting that for the most application scenarios the data collected by the WSNs and BSNs are typically homogeneous while the data collected for the eSports are truly heterogeneous: physiological, environmental, video, telemetry (keyboard and mouse), game statistics.
At present, the problem of heterogeneous data collection could be solved from different points of view. For example, by using a data collection framework [7] . However, these frameworks focus primarily on data collection tasks and designing a virtual object (a counterpart of the physical object) instead of solving problems associated with accurate synchronization. In eSports data analysis it is vital to synchronization game video log file, environmental sensors and physiological sensors for getting practically feasible analytics on later steps.
In terms of sensors synchronization, there are two main types of synchronization [8] , [9] , [10] , [11] , [12] . First of all, it is online sensor synchronization when all sensors share the trigger-sampling signal or all sensors has synced on-board timer. This type of sync is useful since no additional data processing is required after the experiment. Second one is post-synchronization. Some sensors or application, e.g. video games, does not have trigger availability or absolute time stamps. In this case only data processing after the end of experiment is available for synchronization.
In this work, we propose both synchronization types and share our experience for heterogeneous eSports data collection. This paper is organized as follows: in Section II we introduce the reader to the relevant research work in the area. We present the systems architecture used in this work and its implementation in Section III and Section IV, respectively. Experimental results are demonstrated in Section V. Finally, we provide concluding remarks in Section VI.
II. STATE-OF-THE-ART
Recent trends of data analytics in eSports are based on heterogeneous sensing technologies including video. At the same time the eSports disciplines, e.g. CS:GO, are extremely dynamic environments where the game scenario and actions change quickly. For guarantying accurate inference and analytics the data collection has to be properly synchronyzed. It should be noted that for the data collection procedure wireless sensors as well typical 'wired' solutions are involved. Synchronization in WSN is highly relevant topic to our research.
The importance and relevant problems on time synchronization are described in details in [13] . It is clearly stated that physical time synchronization is a crucial point for WSN. There are several popular metrics for evaluating the WSN performance: Accuracy, Computation load, Robustness against failures
In [8] , [14] , [15] , [9] , [16] an overview of time synchronization approaches and protocols for WSN was presented. Three clock synchronization frameworks are available: masterslave, peer-to-peer, and distributed. Synchronization is usually done by either aligning the clock readings (called clock offset synchronization, or simply clock synchronization in many references) or aligning the clock rates (called clock rate synchronization, or skew compensation) or both. The so-called drift compensation (aligning the rate of a clock rate) is rarely done [17] . Selection of an algorithm and a protocol is defined by the design requirements. For all tasks the goal is to achieve high accuracy, low computation load and robustness against many kinds of failure and there are cases to deal with problems of energy cost, energy transfer and environmental issues, i.e., [18] , [19] .
For other tasks, e.g. when the biometrical data is collected by the sensors located on different parts of a human body or when the sensors are used as an input tool, the synchronization is an important issue, but reaching high accuracy and low computation load is not essential. For this kind of task, the required energy budget is available, and there are no negative or isolating environmental conditions preventing the data synchronization. We discuss several cases in this section below when few sensors were used to collect and synchronize data acquired from a game and from other sensors, e.g. eye tracker, EEG, EMG, etc., showing the methods to synchronize the data.
For example, in [10] it is suggested to use the microsecond timestamps for all the logged events. It is important to have the same detectable event for each sensor (a fingerprint marked by a mouse and visible by a camera). There is an option to synchronize various sources after the game session including the situations when external data sources are used, e.g. from psycho-physiological sensors. There is a set of features that are common to all the events that can be logged. A dedicated web server to establish synchronization is acceptable for the analysis of the most game events.
In [20] audio streams was captured with a boundary microphone. The game output, the camera recordings, and the screen containing the physiological data were synchronized into a single quadrant video display and recorded onto a hard disk. In this case the video recording was used as a synchronization tool.
ISIS (Immersidata analySIS) system is proposed in [11] . The idea of ISIS is to collect and synchronized the telemetry/video data and putting the collected dataset in a context. The system demonstrated reasonable efficiency in the lab trial, but could not handle a large amount of incoming data in real scenario.
Another relevant work is proposed in [12] : the beacons wirelessly communicate with the sink node through the Radio Frequency (RF) signals whereas the sink node is wired to the game-service PC. The beacon is equipped with a wireless sensor node which has an RF transceiver (transmitter and receiver) and an ultrasonic sensor. The node is also embedded in the headband of the game player. The sink node has only an RF transceiver and synchronizes and coordinates the headband and beacons. In [21] the implementation prototype is based on Java-3D for the graphics display and a CRN Toolbox is used for sensor integration.
In [22] data from EEG sensor and data from an eye tracking sensor were received by a single device and there was no requirement to solve synchronization task.
This discussion demonstrates that there are no examples when many sensors are used at the same time. If several sensors are used simultaneously simple basic approaches are used to achieve required quality of synchronization. In eSports data analytics we do need to synchronize multiple heterogeneous data sources and in the next two paragraphs we provide reasoning.
The first example is the analysis of mouse movements by a player during a game. If only mouse coordinates are recorded, then some values would be missing. Data is missed when a player, for instance, rapidly lifts a mouse and moves it to the center of a mouse pad. The only way to understand and analyze the distance between the before and after mouse positions is to add a different sensor. For example, it is an option to use an Inertial Measurement Unit (IMU) attached to a mouse or a player's hand, or inside the mouse. An IMU sensor could be connected either by a wire or wirelessly to reduce the interference with the players movements. In this case, it is possible to record the data continuously with small time intervals (0.01 s) between the transactions. All mouse movements will be recorded.
The second example deals with the analysis of the in-game actions (in terms of movements) of a player during the game. In a CS:GO environment, a player often performs "jump" or "crouch" actions to overcome the obstacles and avoid opponents. Analysis of game telemetry allows determining the moments where a player made specific movements. However, this analysis does not allow measuring these movements in terms of speed and quality. A player uses fingers to press the keyboard keys to make the in-game actions. For example, how long the "space" key is pressed during a "jump," or what is an interval between pressing the "space" and "ctrl" keys when the "jump with squat" action is performed.
Recording and analyzing several synchronized sensors at once allows determining the hidden features of a player and helps deal with the situations provided in these two examples.
III. SYSTEM ARCHITECTURE
For ensuring the analysis of a player's behavior, determining the characteristic features and prediction his further actions is possible only if we have enough data generated by heterogeneous sensors. The appropriate synchronization tool allowing one to achieve high accuracy is mandatory for the data acquisition system. Synchronization accuracy determined by the hardware capabilities and also by the game played by an eSports athlete. There is a time unit called "tick" in Counter-Strike Global Offence (CS: GO) game discipline. Different game servers have different "tick-rate". Professional players accept the tick-rate equal to 1/128 s.
From this point of view, we can conclude that the sensor synchronization with 10 ms or less precision is suitable for analyzing players in CS GO.
To get a solution, it's required to perform some tasks: find a stable source of accurate time , select correct synchronization options for a gaming PC, solve issues with synchronization of game telemetry (which often does not have a link to real "off-game" time). Our system setup is presented in Figure 1 . The system has a dedicated storage server (based on Intel NUC PC), gamer PC (high-speed Intel I7 PC with a lot of DDR4 memory and latest GPU card), set of embedded sensors (based on Raspberry PI single-board PC). Also, there is an NTP server with GPS/PPS support. A high-speed wireless router connects devices together. PC with strict requirements to ping value (gamer PC, NTP server) has wired to the router (LAN). Some sensors have wired connection to the game PC: mouse (we call MXY) and keyboard loggers, eye-tracker. Other sensors (heart-rate HRM, Inertial Measurement Unit IMU, skin-resistance GSR, electromyography sensor EMG) have a wireless connection because of placement near an eSports athlete (WLAN). The router has a low latency connection to the Internet (WAN).
Our experimental test-bed is presented on Figure 2 . We have set of pro-gamer equipment: mouse, keyboard, headset, monitor with 240fps frame rate, gamer PC (Intel i7/Nvidia 980TI). Also we have high-performance wireless router and separate PC (Intel NUC) for data storage. Our self-made equipment include set of Raspberry PI single board PC. Figure 2 has special marks for RPI based environment sensor (CO2/temp/humidity), RPI based NTP server with external GPS antenna (usually placed near the window) and RPI based analog sensors (HRM/GSR/EMG/IMU). Typical measurement session does not require any special abilities from playerside. First of all we put necessary sensors on player's body (HRM/GSR/EMG), then activates all recording software and then player plays couple of round on selected game server. All measurements are synchronous by default, except game telemetry which requires post-sync procedure. Details how we able to achieve this task is presented below.
IV. IMPLEMENTATION
A. Sensors Synchronization 1) NTP Server: There are many options for building time synchronous systems for industrial applications (one of many examples is TSN from NI However, the cost of such solutions is considerably higher and these solutions cannot be integrated into the player's PC. It happens because the PC is primarily selected according to the 3D games performance criteria and does not contain specific hardware devices. Therefore, we decided to realize the synchronization on a single NTP server A reliable server (always available) that would be located close enough (had the minimum delay in transmitting packets over the network) was required. The available options did not suit us by the criteria mentioned above. It led us to the conclusion that the creation of our local time server is required. A singleboard computer Raspberry PI 3B was selected as a server, and a GPS signal was used as a source of accurate time. The signal from the satellite was received by a separate module (based on the MTK MT3333 chipset) having the UART interface and supporting the PPS signal On Raspbian Stretch OS, GPS support packages (gpsd, gpsd -clients, pps-tools) and Chrony time server was installed. Raspberry PI was located near the window for better satellite signal reception and connected to the local area network via a wired interface. The presence of a dedicated PPS signal acquired by a separate IO pin (GPIO) Raspberry PI made it possible to ensure time accuracy in the range of 10 −5 − 10 −6 s (time accuracy of 1 − 10 us).
2) Used Sensors: Sensors in our system (HRM, IMU, GSR, EMG and others) are deployed on Raspberry PI. Broadcast network "sync" command was sent to sensors before every measurement. After command reception special script synchronized local time to local NTP server (Stratum 1) time on each RPI. Feedback status with current time difference was also reported from every RPI to local data storage PC. In this case all RPI were synchronized before measurement starts. Time drift of local RPI time was measured and it has value around 10 − 20 ms per hour. In this case sync command was repeated every 10 minutes. This allows us to have synchronized sensors all the time.
3) Gamer PC Synchronization: Gamer PC also has several local sensors (mouse and keyboard loggers, eye-tracker and etc.). Performing time synchronization on a gaming PC was a separate important task. Players use MS Windows OS on their PCs, which, by default, does not provide accurate time to user (you can check how accurate the clock on the PC is, for example, on a site like www.time.is). The default settings in Windows 7/8/10 allow you to synchronize time with an NTP server only once a week. At the same time, the average time drift of the clock is 50 ms per hour and even more for an ordinary PC (based on our measurements). In MS Windows 10 OS build 1607 and newer, there is a way to reduce the synchronization period and get significantly higher time accuracy by setting the registry.
Then Windows Time Service should be switched to Auto (always loaded after the PC starts) start mode.
An accuracy of the clock within 1 ms require to fulfillment a number of conditions 1 . In our experiment (taking into account the local time server Stratum 1 based on RPI), all requirements were met with the exception of the ping value (it was < 1 ms, instead of the required value < 0.1 ms). However, this did not prevent us to achieve the necessary synchronization accuracy. The figure 3 and 4 shows the clock accuracy on the PC with Win10 (3 is the default settings, 4 is the settings above). The Y axis represents the difference of local time and the time of the time server. The X axis represents the current PC time. It can be seen that with the default registry settings, no time correction is made at all (during several hours), and the clock gradually drifts with the speed ∼ = 50 ms per hour. In the case of "right" registry settings after some time, drift is compensated by the internal Windows algorithms and the clocks become synchronous with the time server (within 2 − 3 ms accuracy).
B. Post synchronization 1) Game Data Synchronization:
Counter-Strike: Global Offensive server uses special bot (GOTV) to log all in-game events into *.dem file (replay file). This is a binary file format developed by Valve Corporation To access *.dem file contents we used the official format parser the source code of which is freely available at Valve repository on GitHub 2 .
The parsing tool allows extracting all in-game events (player movements, jumps, shots, death, etc.) from *.dem replay into a readable json-like text file. Each extracted event is represented by a dictionary of parameters and their values. Also there is a special time stamp for each event which determines the time when this event happened on the game server.
The game server uses its own discrete time line. Each of these time line moments is called tick. Events are processed by the server (and logged into the *.dem file) at the frequency 128 Hz, i.e. there are 128 ticks in each second. The ticks are numbered by integers starting from first tick, which corresponds to the moment when all the game environment is set up on the server.
The *.dem format does not have any linkage to the real world time when the replay was recorded (e.g. in UTC time format). This raises the problem of synchronization of the game log with other parts of the system. One may try to restore the UTC time of ticks time using the system *.dem file creation time as the time of the last recorded tick in the replay. However, there are no guarantees that the last recorded tick happened at the end of the replay (there may happen several ticks when nothing happened, thus, nothing recorded). Moreover, when the recording of the replay is finished, some time is required to render and save the resulting *.dem file. Usually, this time delta is about 1 − 2 seconds, which is unacceptably big for synchronization purposes.
We describe an algorithm to perform synchronization of the game log with other sensors used in our system below. Our main idea is to synchronize the event data of the game log with the mouse key pressing of the player, for which we know the exact UTC time. Indeed, from the game log we know all the ticks when player shot from the weapon. At these moment player must have pressed the left mouse button (LMB). Thus, the problem reduces to finding the best match of two binary time series -player fire event from the game and the left mouse button pressing indicator. It is worth noting that not every LMB pressing corresponds to the fire event: players may also use LMB to select element of the game menu, user interface, etc.
In our system the mouse data is recorded at a rate of 128Hz that is equal to the tickrate of the replay. Thus, for simplicity we can consider the time series of the LMB press indicator to have integer index t = 0, 1 . . . , N − 1, i.e. the elements are g 0 , g 1 . . . , g N −1 ∈ {0, 1}, where each time moment t corresponds to some known real UTC time and the gap between two sequential time moments is 1 128 seconds. The value of g t is 1 iff the player had the LMB pressed at the time moment t, otherwise it is 0. At the same time we denote the time series of player fire indicator by f 0 , f 1 , . . . , f M −1 , where t = 1, 2, . . . is the natural tick index of the game log.
Mathematically, the problem reduces to finding the best integer shift s * , such that
where for convenience we assume that g n ≡ 0 for n /
In other words, we try to find the time shift, for which we observe the maximal number of matches of in-game player's fire events and the LMB press moments.
Since f m and g n take values in {0, 1}, it is easy to see that
Denoteg m = g −m for all m. We observe that
where is a discrete convolution operation. Thus, the problem 1 reduces to the following:
Using the fast algorithm for computing the discrete convolution (see e.g. [23] ), this problem is solved in O (M + N ) log (M + N ) time, i.e. the time complexity of the algorithm is almost linear (omitting the logarithm term) in the total time of replay and mouse data signal.
V. RESULTS
During this work we built a sensing system for the eSports athletes monitoring in real-time. This system allows one to measure the synced data from various type of sensors with reasonable time sync accuracy (<10 ms). The system details can be helpful not only in eSport field of science, but another field as well, e.g. medical systems.
In this section we discuss how the created synchronous data collection system helps address the problems raised in the introduction, i.e. losses in recording coordinates when moving the mouse and synchronizing game events with recording keystrokes.
In the first case, the presence of two sensors (recording the coordinates of a mouse and an IMU sensor attached to a eSports athletes arm) synchronously in time allows data to be recorded even at times when one of them (the mouse) due to its construction (reflection of the laser from the surface of the table or mat) cannot be recorded (mouse transfer in the air). Sufficient synchronization accuracy (<10ms) with regard to the measurement period (10ms) allows even at these moments to have a continuous set of data for analysis. An example is shown in the figure 5. The Y axis on Figure 5 represents the sensors value, the X axis represents the current time. The upper graph (A) corresponds to the data received from the IMU sensor, the lower graph (B) corresponds of the mouse coordinates data. The graph is shown for a length of 15 seconds. The red lines marks shows the example situations of missing data in the mouse coordinate record. It is seen that the analysis of two synchronous graphs is more informative, gives less data loss and allows one to detect additional features for data analysis.
For the second case (when game events should be synced with keystrokes record) we proposed special postsynchronization algorithm. In Figure 6 we illustrate the synchronized segments of the game. All weapon fire events match with some mouse log event of left key pressing (the inverse is not true because not every mouse click results in weapon fire).
As we can see in both cases synchronization accuracy <10 ms were achieved. This value is 10 − 20 times smaller than typical humans reaction time. So we can conclude that presented system allows one to collect multi-modal data for future data analysis in the field of physiology, psychology, eSports athletes training and so on.
VI. CONCLUSION
During this work a synchronous data collection system was created for monitoring of an esports athlete in CS:GO game. Various sensors were used, including data from a mouse, IMU, keyboard, gaming telemetry, etc. All collected data is synchronous (with the accuracy of 10ms) due to a configured local Stratum 1 time server on the Raspberry PI with a GPS signal (and PPS support). This is a distinctive feature of the created system. The ability to synchronize the time of the gaming computer with an accuracy of 2−3 ms was confirmed. There is enough accuracy achieved for a comprehensive analysis of the in-game telemetry and physiological indicators of the player. The necessity of using a set of sensors to search for hidden features in the data of eSports athletes is shown. A method for synchronizing CS: GO in-game telemetry with real time is presented. The proposed approach and methodology could be used to get synchronous data from heterogeneous sensors to ensure high quality of data for further analysis. It's possible to apply them to collecting data from other eSports disciplines , e.g., MOBA, RTS, fighting games, console games,etc. The second possible option is to apply it to a different field, for instance, to medical.
