We present a formalism to investigate directionality principles in evolution theory for populations, the dynamics of which can be described by a positive matrix cocycle (product of random positive matrices). For the latter we establish a random version of the Perron-Frobenius theory which extends all known results and enables us to characterize the equilibrium state of a corresponding abstract symbolic dynamical system by an extremal principle. We develop a thermodynamic formalism for random dynamical systems, and in this framework prove that the top Lyapunov exponent is an analytic function of the generator of the cocycle. On this basis a uctuation theory for products of positive random matrices can be developed which leads to an inequality in dynamical entropy that can be interpreted as a directionality principle for the mutation and selection process in evolutionary dynamics.
Introduction
Evolutionary theory is concerned with understanding the dynamical behavior of replicating entities -molecules, cells or higher organisms, subject to two main forces: mutation, which introduces new variability within the population, and selection, which organizes this variability through competition for available resources. The latter ultimately leads to the replacement of one population by another of di erent genetic structure. Studies of such evolutionary processes indicate that changes can be determined in terms of two population parameters, the growth rate and the population entropy H, and a quantity called reproductive potential that describes the e ect of ecological conditions on the population. In particular the reproductive potential determines evolutionary trends for the population entropy (cf. Demetrius 18] ): when certain constraints on the resources corresponding to a reproductive potential 0 are satis ed, a directionality principle, which is an analogue of the Second Law of Thermodynamics, holds, namely~ H 0:
Here~ H denotes the change in entropy as the population moves from one stationary state to another under the concerted action of mutation and selection. Population entropy as introduced by Demetrius 16 ] is a special case of the Kolmogorov-Sinai invariant and presents a mathematical concept which characterizes the heterogeneity in the birth and death rates of the individuals in the population.
Analytically, H describes the rate of decay of uctuations in population numbers, induced by sampling e ects. Populations with non-overlapping generations are described by H = 0; when generations overlap H > 0. The relation (1.1) thus embodies a fundamental observation concerning evolutionary processes: Evolution by mutation and natural selection results in an increased stability of population numbers, if constraints on resources obtain. The derivation of (1.1) has been carried out for a class of non-linear dynamical systems -Mendelian models of age-dependent population growth (cf. Demetrius 17] , 18]). Three main elements are involved:
(i) the characterization of the equilibrium state of the dynamical system in terms of an extremal principle. A consequence of this principle is the relation = H + : (1.2) (ii) a uctuation theory for the dynamical state at the equilibrium. This represents the mathematical description of the mutation event. If and H denote the change in growth rate and entropy due to mutation, then we have (iii) an analysis of competition between dynamical systems. This yields the mathematical description of the selective event, a process which drives the system to a new state. If~ H denotes the change in entropy as the population moves from one state to the next and H the change in entropy which characterizes invading mutants, then H~ H > 0:
(1.5)
The program which this paper presents aims to elucidate the mathematical structure which underlies (1.2) -(1.5) for random and deterministic systems in both discrete and continuous time, and consequently to identify a general class of dynamical systems for which the directionality principle (1.1) holds.
The ideas that underlie (1.2) have their origins in models of equilibrium statistical mechanics whose mathematical structure is described by the term thermodynamic formalism (cf. Ruelle 38] ). The notions that generate (1.3) -(1.5) have their origins in models of mutation and selection in evolutionary dynamics. The directionality principle (1.1) rests centrally on (1.3) -(1.5) and hence we use the term evolutionary formalism to describe its mathematical basis. This article derives an analogue of (1.1) for dynamical systems described by products of non-negative random matrices that satisfy a strong primitivity condition such that one can consider without loss of generality products of positive random matrices. The largest Lyapunov exponent and the ( ber) entropy for random matrix products represent the analogues of the growth rate and the population entropy H in age-structured populations.
The selective process in evolutionary models may involve competitive interactions leading to the replacement of one population type by another, as in models of asexual populations, or cooperative interactions resulting in a mixed type which replaces the ancestral type, as in Mendelian populations. In cooperative interactions (1.5) is a consequence of a perturbation analysis of the new stationary state, whereas in competitive interactions (1.5) can be shown to hold trivially. As the main thrust of this article is to investigate in a canonical example the e ect of randomness on the evolutionary process, we will restrict our study to competitive interactions. Consequently our analysis addresses mainly (1.2) -(1.4). In our derivations of (1.2) -(1.4) for random matrix products a crucial role is played by a random version of an abstract dynamical system (S; ; ), where S denotes the symbol space, the space of genealogies, the shift operator, and a shift invariant probability measure on S. Stationary states of dynamical systems described by positive matrix products can be canonically represented in terms of such abstract dynamical systems. We exploit this connection in the variational characterization of which leads to (1.2) and in the uctuation theory for and H leading to (1.3) and (1.4).
The class of dynamical systems we consider is the natural generalization of discrete time models which were studied in the context of population dynamics and are de ned via Leslie matrices. These population models represent a class of dynamical systems where the expressions in (1.2) -(1.4) can be explicitly computed and consequently we will invoke these models to introduce for non-Mendelian interactions the central methods and results of the evolutionary formalism. We develop this in Section 2.
The general mathematical set-up for this article is described in Section 3. There we also study products of random positive matrices and derive a random version of the Perron-Forbenius Theorem which extends earlier results in the literature. In Section 4 we develop a thermodynamic formalism for random matrix products by exploiting the connection between the phase space on which the products of random matrices are de ned and the space of genealogies. We derive a variational principle for the maximal Lyapunov exponent and use this to derive (1.2) which also yields a new characterization of the stationary distribution. We show that the latter can be represented as a Gibbs distribution by investigating analyticity properties of the exponent. Based on the ideas of Gundlach and Rand 24] and on the notions and notations of Crauel 15] we weaken the condition of Ruelle 37] for the analytic dependence of the top Lyapunov exponent on the random variables de ning the matrices. We investigate rst and second directional derivatives of the exponent to establish a uctuation theory for the products of random positive matrices. In Section 5 we nally apply this theory to special perturbations of the matrices in order to derive the mutation relations manifested in (1.3) and (1.4) and to obtain a directionality principle for the case of competitive interactions.
Matrix models in population growth
Let us consider a simple time-discrete model which has its origin in demography and is well known in population biology and economics. It can be obtained by considering a population divided into d age classes. Thus a vector z(n) = (z 1 (n); : : : ; z d (n)) represents an age-distribution of the population at time n. Changes in this age-distribution are described by the discrete dynamical system given by z(n + 1) = Az(n) The entries m j represent the number of o springs an individual in age group j at time n contributes to the rst age-group at time n + 1, while the quantities b j denote the proportion of individuals of age j at time n surviving to age j + 1 at time n + 1. The Leslie matrix A can be represented by a directed graph, the so-called life-cycle graph (see Figure 1) , whose nodes (i) represent the age classes, the transitions (i) ! (i + 1) represent the aging process, and the transitions (i) ! (1) represent the reproductive event. We assume m j 0; 0 < b j 1; m d > 0:
These conditions ensure that the matrix A is irreducible, i.e. for all 1 i; j d there exists n = n(i; j) such that a de ne a probability distribution for the age of parents. Such a path is also called genealogy as it represents a recording of successive ancestors of a particular individual which at time 0 is in age group x 0 .
Let X be equipped with the product of the discrete topology for f1; : : : ; dg such that X becomes a compact Hausdor space. The set X A is a closed subset of X and hence compact. We consider the shift : X A ! X A de ned by ( x) k = x k+1 for k 2 IN which is a continuous surjection. Note that the dynamics for is related to the dynamics given by (2.1), but the two are not conjugated in any way. Considering the meaning of the con guration spaces and the evolution of the states this is rather obvious: while (2.1) describes the evolution of the age-distribution of the population induced by birth and death processes, the shift on X A is only concerned with the genealogical history of living individuals in the population and consequently corresponds to the dynamics de ned by the adjoint of A. Motivated by this fact we de ne a potential function ' A by ' A (x) := log a x1x0 : (2.5) Let M denote the set of all -invariant probability measures on X A and H( ) the (metric) entropy for the shift with respect to 2 M. As The parameters and may assume both positive and negative values, while H is always non-negative:
The condition < 0, for which the directionality principle holds, refers to populations whose growth rate is constrained, a situation which will occur when resources are limited. We should note that the extremal principle described by (2.6) is formally identical to the principle of the minimization of the free energy in classical statistical mechanics. If is small enough, we can on the basis of (2.12) and (2. In this article we will give a proof for the two so-called uctuation relations in a context more general than the population model. The above can be taken as an introduction to the methods we will invoke in our studies of the uctuation relations for products of random matrices. For an elementary proof of H 0 (0) 0 for a general primitive matrix A see Appendix A.
Selection
The mutant type will invade the population if > 0 and extinction will obtain if < 0. In order to investigate the possible directionality of evolution, an interaction between the invading mutants and the ancestral types of the population leading to a new dynamical system has to be considered. In sexual populations, the mutant will mate with the ancestral type and generate a new type (cooperative interaction). The coupling of the three genotypes is determined by the Mendelian laws. In systems described by a single locus with two alleles, the new dynamical system will involve three types A 1 A 1 , A 1 A 2 , A 2 A 2 . The relative proportion of the three types at equilibrium is determined by the growth rate of each type and the mating laws. In asexual populations, the ancestral and mutant types evolve independently, the relative proportion of the two types at equilibrium will be determined uniquely by the growth rate (competitive interaction).
In this paper, we restrict our study to linear models of asexual populations. The result of our analysis will be a directionality principle, see equation (5.7).
Random Perron-Frobenius Theory
The inclusion of randomness in dynamical systems has lead to the notion of random dynamical systems (for an overview see Arnold & Crauel 1] ). Amongst these systems products of random maps play a central role, and their long-term behavior is one of the main topics of the subject. One of the earliest results in this eld is due to Furstenberg and Kesten (cf. 23]) who considered products of (positive) random matrices. Later their theorem was improved and extended by Oseledets in his celebrated Multiplicative Ergodic Theorem (cf. Oseledets 35] ). In this section we will present a version for products of positive random matrices which could be called a random Perron-Frobenius theorem. It contains and extends all the results known to date. Let ( ; F; P; ) be a dynamical system in the sense of ergodic theory, i.e. let ( ; F; P) be a probability space and : ! a bijection such that and ?1 are measurable which leaves P invariant. Assume that is ergodic. A random dynamical system on a measurable space (X; B) over is a family f'(n; If X is a Polish space and since is invertible, the '-invariance of is equivalent to '(!) ! = ! for P-almost all ! 2 ; where f ! : ! 2 g is the disintegration of with respect to P given by (dx; d!) = ! (dx)P(d!) (cf. Crauel 15] ). It will turn out to be important that is invertible. This assumption is basically without loss of generality due to the existence of a natural extension (for Lebesgue spaces, see Cornfeld, Fomin and Sinai 14, p. 239]). Invertibility of will enable us to consider '(n; k !) for k 2 ZZ (but n 2 IN), the mapping which goes from time k 2 ZZ n steps forward to n + k 2 ZZ. In particular '(n; ?n !), which goes from ?n to 0, will be studied for n ! 1. Then there is a -invariant set~ of full P-measure on which the following holds:
(i) There exists a unique positive random unit vector u and a positive random scalar q with log q 2
Further, there is a unique invariant splitting For a proof of the above and further facts we refer to Birkho 4] and 5] and Seneta 40] . The Hilbert metric is important to us because of the following facts. Now consider the matrix cocycle (3.1). Using polar coordinates s = x=jxj; r = jxj the action of n (!) on IR d n f0g, described by the random di erence equation x n+1 = A( n !)x n , can be split into s n+1 = A( n !)s n ; r n+1 = jA( n !)s n j r n ; where A : S d?1 ! S d?1 is de ned by s 7 ! As = As=jAsj. In particular, the linear cocycle n induces via the canonical projection p : IR d n f0g ! S d?1 a nonlinear cocycle n on S d?1 given by
so that the lemma follows again from the ergodic theorem and the fact that log Choosing " > 0 with E log (A) + " < 0 there is a constant C("; !) such that for all i 2 IN and the r.h.s. converges to zero exponentially fast.
Note that (iv) also gives the a.s. uniqueness of the stationary solution. is an invariant splitting.
(iii) u(!) is the unique invariant measure of n in W (!) \ S d?1 , and u(!) is globally attracting with lim sup
where q n (!) = q( n?1 !) : : : q(!) is a scalar cocycle and 2 ?1; 0) is a constant which only depends on A.
Proof We work on the intersection 1 of the two invariant sets of Proposition 3.6 and Corollary 3.7.
(i) Take the inner product of A(!)u(!) = q(!)u( !) and v( !) to obtain
( (iv) First let us x a vector x > 0 and choose n (x; !) the largest, n (x; !) the smallest positive number
Since n (!) > 0, those n ; n exist and because of Proposition 3.6 (iii) they satisfy and thus we may deduce from the ergodic theorem that on a -invariant set~ 1 of full P-measure which is independent of x lim sup n!1 1 n log( n (x; !) ? n (x; !)) E log := < 0: Consequently the limits of n (x; !) and n (x; !) for n ! 1 exist, are positive and coincide. We denote The rst term has growth rate less than by (3.6). The second term (and hence the sum) has exact growth rate provided hx; v(!)i 6 = 0, i.e. x 6 2 W(!). It remains to prove that is equal to the 
Discussion of the literature
There has been and still is intensive research on products of (positive) random matrices. Cohen 12] has compiled a bibliography up to 1986 which contains several hundred papers. We only comment on those papers which have contributed to a random Perron-Frobenius theory. This follows from our Proposition 3.8 (iv) by noting that n (!) ij = he i ; n (!)e j i = r j (!)he i ; n (!)w(!)i + v j (!) hu(!); v(!)i q n (!)u i ( n !):
The rst term has growth rate less than = E log q < 1. The second term has exact growth rate since lim n!1 log u i ( n !) = 0 which is true because log u i 2 L 1 , as
would su ce for this step). ) by utilizing his subadditive ergodic theorem. The rst one whose work deserves the name random Perron-Frobenius theory was Evstigneev 20] . He proved our Proposition 3.6 (ii) (except for the rate E log (A)) and (iii) under the stronger assumption log M m 2 L , log n (!) ij is well approximated by a sum of stationary random variables (namely P n i=0 log q( i !)), which also follows from Proposition 3.8 (iv), see (3.8). Cohn, Nerman and Peligrad 13] prove various limit theorems for log n (!) ij . Their method is based on a representation of non-negative matrices via stochastic matrices (see also (4.1) below). would do. We thus believe that our`elementary' approach is not obsolete, as it also clearly reveals the minimal integrability conditions. The approach of Ferrero and Schmitt has recently been extended by Bogensch utz and Gundlach 8] .
Under the same conditions they show that the results remain valid, if the assumption that the random matrices are quadratic is dropped. Baccelli 2] investigates products of non-negative random matrices in the semi eld in which 'addition' is max and 'multiplication' is +. He states in his Corollary 5 the existence of q; u 2 L 1 with A(!)u(!) = q(!)u( !), provided a ij 2 L 1 and a certain event has positive probability. Wojtkowski 45] gives conditions under which the top Lyapunov exponent of a product of non-negative random matrices with j det A(!)j = 1 P-a.s. is positive.
There is a huge body of literature about products of random stochastic matrices (i.e. with row sums 1) as they appear naturally as n-step transition matrices of Markov chains in a stationary random environment. See the survey paper by Orey 34] in which systematic use is made of the Hilbert metric, and an asymptotic theory of products of the form A(!) : : : A( n?1 !) and A( ?n !) : : : A( ?1 !) is developed. Orey reviews in particular the work of Cogburn (see also Cogburn 11] ) and Nawrotzki.
In case A(!) is stochastic a.s. u(!) gives n (!) ! (!) a.s. exponentially fast with speed < 0. Since log + M = 0 and log q; loghu; vi and log q 2 L 1 automatically, the whole theory including Theorem 3.1 is valid in case of products of random stochastic matrices under the sole condition that log
Berger 3] has given a beautiful proof of n (!) ! (!) which is modeled after the deterministic proof of A n ! , but relies on the fact that the matrices are i.i.d.
Thermodynamic formalism
From Proposition 3.6 and Proposition 3.8 we know that under certain conditions there exist globally attracting stationary states for the cocycle n . Of course these states are of particular interest for the dynamics. Therefore we will in the following only be concerned with these states and their changes due to small perturbations of the cocycle. We know from the population model of Section 2 that the stationary states for the cocycle can in a canonical way be carried over to a related abstract system on a symbol space. The new symbolic system is not a coded version of the original system, though it can be seen as the description of the historical evolution of the system in graph-theoretical terms. In particular it can be used to simulate the multiplication of the adjoint matrices. The con guration space for our symbolic system is known in statistical mechanics as the one for random spin models. Since the works of Sinai 41], Bowen 10] , and Ruelle 38] it is popular to exploit such connections between dynamical systems and statistical mechanics by adopting methods from the latter to dynamics. This approach is known as thermodynamic formalism. In this section we develop such a theory for products of random positive matrices. In particular we introduce parameters like pressure and entropy for random dynamical systems in order to give useful characterizations of the system in terms of a few parameters. The crucial step for this scheme is the construction of a unique equilibrium state satisfying a variational principle for the top Lyapunov exponent. We can deduce the existence of this probability measure from our Perron-Frobenius theory such that we do not need to follow the usual route of statistical mechanics and investigate the related problem of the di erentiability properties of the pressure function. Due to an observation of ours that the evolutionary dynamics due to mutation and selection can be mathematically expressed by directional derivatives of the population growth rate, which coincides with the pressure function for random dynamical systems, we do nevertheless examine the analyticity of the pressure. For this purpose we adopt ideas of Gundlach and Rand 24] to a set-up of Crauel 15] . This leads to analyticity properties of the top Lyapunov exponent under weaker conditions than in Ruelle 37] and to explicit formulas for directional derivatives of the pressure and the entropy which we need in Section 5.
Variational principle
In the following we consider a xed random matrix A : ! M + for which we assume that the results of Section 3 are valid, i.e. we require for such A that log Proof The assertions follow by straightforward calculations and with the help of (3.3).
2 Hence the stochastic matrices P(!), ! 2 de ne a random Markov chain and (P (!); p(!)), ! 2 induces a random Markov shift, also known as Markov chain in a random stationary environment, on X = f1; : : : ; dg IN . Namely, let us denote by the shift map on X, by B the natural Borel -algebra of Though the nature of the shift is deterministic, in our set-up we will refer to it as the random Markov shift. The randomness enters the problem via the random initial probabilities p(!) and the random transition probabilities P(!). Let us also remark that we could have de ned a two-sided shift space X = f1; : : : ; dg Z Z , but for the following investigations it will be important to work on the one-sided space. Considering that the original system de ned by (3.1) was one-sided, too, this should not cause any headaches. Incidentally, in the same canonical way as for the original system one could extend the shift to one on the two-sided sequence space by using pull-backs.
Let P be a nite partition of X and denote by H (P) the usual entropy for a measure on (X; B).
The entropy of a random shift system can be introduced as the ber entropy of the skew product of and (cf. Bogensch utz 6]): h( ) = sup h( ; P) where is a probability measure invariant under the skew-product transformation, the supremum is taken over all nite partitions of X, and h( ; P) = lim The reproductive potential and the entropy are related via an extremal principle which can be found for general random dynamical systems in Ledrappier 32] and for even more intrinsic shift systems in Bogensch utz 7]. For our set-up this variational principle is as follows. 
for all B-measurable functions g. If we choose in particular g to be the characteristic function of an n-cylinder C a1;:::;an = fx 2 X : x 1 = a 1 ; : : : ; x n = a n g, then we obtain the condition ! (C i;a1;:::;an ) = p ia1 (!)p i (!) p a1 ( !) ! (C a1;:::;an ):
This shows that the measure must be Markov and that the transition probabilities for must be given by p i (x; !). The corresponding probability vector has to satisfy (4.2), but from Proposition 3.8
we know that such a vector is unique. Hence the resulting measure is unique, i.e. equal to . Now the assertion of the theorem nally follows from supfh( ) + (A) j is invariantg = supfh( ) + (P ) + j is invariantg = h( ) + (P ) + = : 2
The pressure function The uniqueness of equilibrium states does not hold in general. In Bogensch utz 7], Kifer 30] and in Ferrero and Schmitt 21] it is shown that under some H older assumptions for f one can nd such unique probability measures. Originating from statistical mechanics and in particular from the theory of phase transitions it is common to reduce the investigation of uniqueness of equilibrium states to the di erentiability of the pressure. Though we already know about the uniqueness of our equilibrium state, we need the connection between it and the di erentiability of the pressure to nd further characterizations of this probability measure. We start with some basic properties of . ( ; C(X)) If in particular is Gateaux di erentiable at f and there is a unique equilibrium state for f, then is the unique tangent functional to at f.
Thus we have established a connection between equilibrium states and the derivatives of the pressure. In order to calculate the latter explicitly, let us go back now to Proposition 4. and (as shown in our discussion of the literature) by Proposition 3.9 (i) each term on the r.h.s., hence the sum has exponential growth rate .
It is easy to see that the sequence log Z n satis es almost everywhere the following inequality: log Z n1+:::+n k (' A ; !) log Z n k (' A ; n k?1 +:::+n1 !) + : : : + log Z n1 (' A ; !) In particular, the n (g; !) form almost surely an equicontinuous family of analytic functions on V .
Thus by the theorem of Arzela-Ascoli ( n (g; !)) n2IN has a subsequence which converges almost surely uniformly on every compact subset of V . In fact, all possible limit functions must agree on the set V \ L 1 ( ; C(X)) (there we know the existence of the limit), hence they are all continuations of the same real-analytic function and consequently equal. holds almost surely. Note that for each n 2 IN and almost all ! 2 the W n (:; !) de ne a probability distribution on f1; : : : ; dg f0;:::;ng . So if we denote the corresponding probability measure and the expectation by n and E n resp., and if we introduce random variables X n ; Y n by X n (i ; !) = where cov n denotes the covariance with respect to E n . Let us point out that the occuring limits exist by Theorem 4.10 and that X n (i ; !) ? E n (X n ) = n?1 X ( ; C(X)), but also that the matrix ( ; C(X)).
An evolutionary principle
We have seen that the macroscopic behavior of dynamical systems described by products of random positive matrices can be represented in terms of the top Lyapunov exponent , the entropy H, and the reproductive potential , parameters related by = H + . Small directed perturbations of that dynamical system at equilibrium have an analogy to mutations in evolutionary theory, as seen in Section 2. Such perturbations generate a new system with di erent macroscopic parameters. Interaction, competitive and cooperative, between the`ancestral' and the`mutant' dynamical system, an analogy to the selective process in evolutionary theory, will drive the system to a new stationary state characterized by new macroscopic parameters. The description of the change of these parameters due to this mutation-selection process is the object of our evolutionary algorithm. Our analysis is restricted to random dynamical systems which are linear. As cooperative interactions in biology usually result in nonlinear systems describing the mixed population which do not t into the framework which we have developed so far, we prefer to restrict our attention only to competitive interactions, though the selection process becomes trivial in that case.
Mutation relations
Corresponding to evolutionary theory we split our analysis into one for the mutation and one for the selection process. 
The non-positivity of those expressions is a consequence of Corollary 4.12.
2 Note that also the left-hand side of (5.1) depends on the choice of f 2 L 1 ( ; C(X)). This dependence is manifested in and hence in the direction of the Gateaux derivative of the entropy. Due to Corollary 4.13 we can give a further characterization of the derivative of the entropy. Namely, we obtain the following. Of particular interest in evolutionary theory is the following case, which is in accordance to our observations in Section 2. Proof Due to the assumed cohomology and Theorem 4.12 (iii) it only remains to prove that the condition of ' A being cohomologous to a constant C is equivalent to (5.5). So let us assume that ' A = C + H ? H for some H 2 L 1 EHC ( ; C(X)). As A depends only on the rst two coordinates of the elements in X, we can deduce that H only depends on the rst one. Thus if we put = exp(C) and b i (!) = exp(H(i; !)), we are done. 2 
Selection dynamics
As already mentioned above we will only consider competitive interaction between the ancestral and mutant types in the population. This competitive interaction assumption implies that each type can be considered as increasing at the expense of each other. Under such conditions there exists a priori a directionality principle, namely the types with larger growth rate will obviously soon dominate the population, while the ones with smaller growth rate will eventually become extinct. Thus > 0 (5.6) where~ represents the change in growth rate as the population moves from one stationary state to another due to the mutation and selection process. If~ H is the analogous change in population entropy and H the change in entropy of the invading mutant, then trivially H~ H 0, hence we can deduce on the basis of Corollary 5.4 that for populations with (A) < 0 the following directionality principle holds:~ H > 0:
(5.7) Note that both, (5.6) and (5.7) determine a direction for evolutionary changes under certain constraints de ned by the reproductive potential, but (5.7) is far more general. This can be seen for example in the common non-linear models where the stationary states are characterized by = 0. For continuous deterministic systems of that kind even with cooperative interaction the directionality principle (5.7) has already been proven for some important examples (cf. Demetrius 17] ).
Conclusion
Products of random positive matrices represent a class of dynamical systems which describe processes which occur in population biology and economics. The evolutionary algorithm involving mutation, an event generating new types, and selection, a dynamic ordering of the types, represent a canonical mechanism for inducing change within dynamical systems. The problem of associating this process with some measurable property that characterizes persistence of the process and that also increases in evolutionary time has been central in both biological evolution and classical economic theory. The interest in such a property is partly philosophical deriving from the idea that progress and stability must be the inevitable outcome of variation and con ict: mutation and selection in biological systems and innovation and competition in economic systems. Entropy represents one such measurable property: the mathematical concept describes the stability of the dynamical system and in this sense it re ects the intuitive notion of persistence. This article has shown that a uni-directional increase in stability, as described by the directionality principle~ H > 0, holds for a subclass of the dynamical systems considered, namely, systems whose stationary states at equilibrium satisfy the condition < 0, that is slowly growing systems.
Two central assumptions underlie the derivation of this principle:
(i) linearity of the dynamical system (ii) competitive interaction between ancestral and mutant types.
These two conditions are highly restrictive. Random evolutionary processes in biology and economics are typically described by non-linear dynamics. In population biology, density-dependent population growth represents a classical case of non-linearity. The growth models of Solow and Samuelson 42] represented by homogeneous operators of degree 1 represent a well-known example of non-linearity in economics.
Competitive interactions leading to the elimination of one type by another is also atypical. In biological systems involving sexual reproduction, the mutants that are generated will mate with the ancestral type to produce new types. Depending on the viability of the new types, the system may evolve to what is called a polymorphic state in which the ancestral and the mutant types are represented. In economics, the analogue of polymorphic states may occur through cooperation of the ancestral type and the mutant. When interactions are cooperative, the dynamical system will be driven to a new state with properties distinct from the ancestral and the mutants. A directionality principle has been derived for time-continuous systems in which both non-linear dynamics and cooperative interactions are considered (cf. Demetrius 17] ). These models are deterministic and refer to biological systems where the non-linearity is of a special kind and the cooperative interaction has its basis in the Mendelian laws.
