This paper presents a comparative study for Arabic optical character recognition techniques according to statistic approach. So, the current work consists in experimenting character image characterization and matching to show the most robust and reliable techniques. For features extraction phase, we test invariant moments, affine moment invariants, Tsirikolias-Mertzios moments, Zernike moments, Fourier-Mellin transform and Fourier descriptors. And for the classification phase, we use k-Nearest Neighbors and Support Vector Machine. Our data collection encloses 3 datasets. The first contains 2320 multi-font and multi-scale printed samples. The second contains 9280 multi-font, multi-scale and multi-oriented printed samples. And, the third contains 2900 handwritten samples which are extracted from the IFN/ENIT data. The aim was to cover a wide spectrum of Arabic characters complexity. The best performance rates found for each dataset are 99.91%, 99.26% and 66.68% respectively.
INTRODUCTION
Today, in the entire world, most of the information is reserved and developed by computers. Nevertheless, information is still collected by using paper. Information in paper form is difficult to manipulate. So, it must to be changed to computer information. Optical Character Recognition (OCR) is an efficient method that a machine can extract and save the information automatically.
OCR systems are categorized into two domains. One focuses on picture detection of letters after entrance to system that is called offline recognition.
In the other domain however, the writer enters the texts directly to system that is called online recognition. So in this study, we concentrate on characters that are collected in offline mode.
Character recognition is an attractive subject in the field of pattern recognition. Unlike English language, there has been only a few works on Arabic characters recognition (Abandah et al., 2009) ; (Abdul Sattar and Shah, 2012) ; (Imran et al., 2012) ; (Jenabzadeh et al., 2011) ; (Zaghloul et al., 2011) . However, Arabic texts have main specifications which make them difficult to segment and to recognize. Arabic script is cursive in nature and the segmentation into characters is difficult in printing as well as in handwriting. An Arabic character might have several shape forms (1 to 4 shapes) depending on its relative position in the word. For example, the character Ain has four forms: isolated ‫,)ع(‬ initial ‫,)ع(‬ medial ‫)ع(‬ and final ‫.)ع(‬ In addition, some Arabic characters have the same shape and differ from each other only by existing of dots. For example, Jiim ‫)ج(‬ has a dot under its main body, Haaa ‫)ح(‬ hasn't dots, and Khaa ‫)خ(‬ has a dot above its main body.
OCR systems have four stages, that each of them has its own problems and effects on the system. These four stages are pre-processing; feature extracting, character categorization and postprocessing.
In this paper, we propose a comparative assessment above feature extraction techniques and classifiers. We expose a comparison between the studied features and the used classifiers to draw conclusions. In the literature, many comparative studies (Aboaisha et al., 2012) ; (Mozaffari et al., 2004) exist, but at our knowledge, there is no study which has been addressed as follow: 3 datasets, 6 feature extraction techniques and 2 classifiers.
The remainder of this paper is organized as follows: We present in Section 2 the used features and classifier. Section 3 details the experimental setup by using printed, multi-oriented and handwritten Arabic characters. Finally, the conclusions and the future works can be found in Section 4.
FEATURES AND CLASSIFIERS
The task of feature extraction is to reduce the data by measuring "features" or "properties" that distinguish between different characters. These features are then passed to a classifier that evaluates the evidence presented and makes a final decision. Feature selection and extraction plays an important role in pattern recognition.
The The classifiers are k-Nearest Neighbors (k-NN) and Support Vector Machine (SVM).
We integrated the fuzzy dimension in k-NN classifier to improve our system with the intelligent aspect. We also studied distance-weighted k-NN. We tested traditional k-NN (T), weighted k-NN (W) and Fuzzy k-NN (F). Using a weighted k-NN improves significantly the results. There are several types of weights. We mention rang weight (R), linear weight (L) and Dudani's weight (D). To improve the k-NN performance in another way, we also use the fuzzy k-NN. So, various extensions and improvements of the k-NN rule have been carried out by many researchers. In our work, we focus on Arif et al. and Keller et al. researchers (Arif et al., 2006) . γ and m are parameters of Arif et al. (A) and Keller et al. (K) rules respectively. We used four different distances: Canberra (C), Discrimination Cost (D), Hamming (H) and Euclidean (E).
In addition, SVM (Mozaffari et al., 2004) can be used with different types of kernel functions K(x,x i ) such as linear (L), polynomial (P) (1), sigmoid (S) (2) and radial basis functions (RBF) (3).
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The SVM classifier includes a learning phase (SMO algorithm) followed by a test phase ("one against one" approach). This classifier has three hyperparameters for these different types:  C: the Lagrange multipliers maximum;  T (Tolerance): the prototype class value error;  E (Epsilon): the Lagrange multipliers error;
COMPARATIVE STUDY
If we consider each character form, we attain to more than 120 character classes. But the diacritics elimination reduces the classes' number to 29. These classes represent the prototypes which can be resulting from segmentation. Diacritics elimination not only reduces the classes' number but also facilitates the segmentation step, especially for the handwriting when there is an overlapping between diacritics and character body. Example Laaa ‫)ال(‬ are two characters which are Laam ‫)ل(‬ and Alif ‫)ا(‬ and no segmentation technique can segment it, so it is better to recognize it as a class. These classes are presented in Table 1 . In the following, our tests are done on character body (letter). The character recognition can be achieved by taking into account the eliminated diacritics. For the experimental process, we used the half of the data for training and the other for testing randomly. As is shown in previous section, there are many classifiers parameters which are defined experimentally. For fuzzy k-NN parameters, we fixed γ=0.4 and m=0.1. The most difficult step in using SVM is the choice of the appropriate parameters. We tested many parameters and we present those which gave top results. So, we fixed: . g) σ=0.4; (h) σ=0.6; (i) σ=0.9. All obtained results are presented in percent (%).
Printed Dataset
The printed dataset contained 2320 samples (29 classes X 4 fonts X 20 sizes). The fonts were: "Advertising Extra Bold", "Diwani", "Unicode Sara M" and "Times" (see Figure 1 ). The sizes were: 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32, 34, 36, 38, 40, 42, 44 and 46 . This dataset is generated with the same procedure used to generate APTI database (Slimane et al., 2009 ). First, we presented performance rates using k-NN. To test distance influence, we fixed k=1. To compare between traditional, weighted and Fuzzy k-NN, we used k=5 and Canberra Distance. To test k variation, we used traditional k-NN and Canberra Distance. We also tested feature combinations. Then, we presented performance rates using SVM. The obtained results are presented in Table 2 .
Multi-oriented Printed Dataset
The multi-oriented dataset contained 9280 samples (29 classes X 2 fonts X 20 sizes X 8 orientations). The fonts were: "Advertising Extra Bold" and "Diwani". We kept the same sizes. The 8 orientations are described in Figure 2 . 
Handwritten Dataset
The handwritten dataset contained 2900 samples (29 classes X 100 samples). The samples were chosen randomly from the multi-writers IFN/ENIT dataset (400 different writers). The segmentation and the diacritics elimination were done manually. Figure 3 presents examples from the handwritten dataset. Table 4 presents top results using handwritten dataset. The poor performance rates are explained by the dataset nature (handwriting) and the number of writers (400 writers). Despite their weakness, features combination can improve the results by using k-NN (66.68%) as well as SVM (66.62%). 
CONCLUSIONS AND FUTURE WORK
The present paper proposed a comparative study over Arabic optical character recognition, following the statistic approach. We tried to highlight the obtained results using different datasets, different feature extraction techniques and different classifiers. For printed and for handwritten datasets, Zernike moments give the best recognition rate. This conclusion can be explained by Zernike polar coordinates which are more robust than other coordinates types. For multi-oriented dataset, affine moment invariants are in first position. This conclusion can be explained by their robust invariance to the rotation. The choice of k-NN or SVM depends on the system needs. In future experiments, we aim to extend our study to larger datasets and to incorporate and to study other different feature extraction techniques (wavelets, fractal dimension ...) and different classifiers (neural networks...). In future work, we will develop the system towards Arabic words and texts recognition.
