This paper presents a new cell formation and cell layout problem considering multiple process routings and subcontracting using the principles of queuing theory. It is assumed that each machine operates as an M/M/1 queuing system and a queuing network is used to obtain in-process inventories and machine utilization. The problem is formulated as a mixed-integer nonlinear program with the objective of minimizing the total costs, including the production, subcontracting, material handling, machine idleness, and holding costs. Due to the computational complexity of the problem, a heuristic method is suggested to effectively solve the problem. A numerical example is given to clarify the proposed approach, and finally, further instances are solved to verify the performance of the solution method and to accomplish comparisons. The computational results show that the proposed heuristic is both effective and efficient.
Introduction
Group Technology (GT) is a manufacturing philosophy that takes advantage of similarities in products design and manufacturing processes. Cellular manufacturing system (CMS), a successful implementation of the GT, is a hybrid manufacturing system that possesses the advantages of job shops and flow shops. Job shops are usually designed to achieve maximum flexibility and high resource utilization such that a wide variety of products in low volumes could be manufactured. In contrast, flow shops are designed to produce high volumes of products with high production rates and low costs. Job shops and flow shops are not capable of bringing the efficiency and flexibility, simultaneously [1] . To deal with such requirements in industries producing high variety, midvolume product mixes, CMS is an efficient option. In a CMS, parts requiring similar production processes are grouped together as part families. Each part family is processed by a set of different machines in a manufacturing cell. The main advantages that can be expected from the implementation of CMSs involve reduction in the setup times, in-process inventories, material handling costs and tool requirements, and improvement in the product quality and production control [2, 3] .
Cell Formation (CF) process is one of the first and most important steps in designing a CMS. It includes grouping machines into machine cells on the basis of similarities in the manufacturing processes. An ideal CMS configuration involves a set of completely independent machine cells. However, due to the economic and practical reasons, it is usually impossible to process all of the operations of each part family in a single machine cell. Therefore, a common objective in the CF problems is the minimization of costs associated with the exceptional elements (EEs). An EE is a part that is required to be produced in more than one cell [3] .
Although the CF problem is still studied in the literature, see for example [4] [5] [6] [7] [8] , in recent years, most researchers have focused on the other important aspects of the CMS design problem, such as scheduling [9] [10] [11] [12] , production planning [1, [13] [14] [15] and facility layout [16] [17] [18] [19] . The material flow between the cells resulting from EEs is one of the main obstacles to achieving the benefits of CMS [20] . On the other hand, it is estimated that 20-50% of the manufacturing costs come from the material flow [21] . For this reason, in recent years, continuous research efforts have been made towards the facility layout design in CMSs.
Queuing networks consisting of several service stations are more suitable to represent the structure of many systems with a large number of resources. In the manufacturing systems, including CMSs, queuing networks could be employed to analyze and evaluate different specifications of the production system, such as the waiting times, the number of jobs waiting in the system, the utilization level of resources, etc.
Despite the useful characteristics of queuing networks in the performance evaluation of manufacturing systems, only a few researchers have applied this approach to the CMS design problems. One of the first attempts in this area was made by Saidi-Mehrabad and Ghezavati [22] . They assumed that the processing time of parts on machines and their inter-arrival times to the cells are exponentially distributed. A queuing theory-based approach was utilized to analyze the manufacturing system, where each machine is considered as an M/M/1 queuing system. To deal with EEs, they applied a penalty cost objective function in which the EEs are ignored using outsourcing. Although this assumption makes the problem easier to solve, however, it is not a realistic assumption in real-life problems. In the proposed problem, they attempted to minimize the total cost of machine idleness, EEs sub-contracting, and resource underutilization. In another research effort, Ghezavati and SaidiMehrabad [23] addressed a similar problem with the objective of maximizing the average machine utilization.
Arghish et al. [24] formulated a mathematical model using the concepts of queuing theory for the CF problem.
The objective is the minimization of the total idleness cost of machines plus the overall waiting cost of parts in the queue of machines. For the sake of simplicity, they completely ignored the EEs in the problem formulation.
As a result, the solution produced by this model is very optimistic; because the impact of EEs is disregarded in the calculation of the waiting time of parts and utilization level of machines. Fardis et al. [25] applied the principles of queuing theory to obtain the waiting time of parts and utilization level of machines in a CF problem. They attempted to minimize the total cost of machine idleness, part holding, EEs subcontracting and resource underutilization. Fattahi et al. [26] considered a similar problem in which instead of minimizing the waiting cost of parts, the waiting times is maximized. They argued that this could decrease the number of EEs and finally lead to the formation of optimal cells and part families. However, for such a CF problem, maximizing the waiting times is not an appropriate choice; because the number of EEs could be directed minimized. Esmailnezhad and Fattahi [27] assumed that each machine operates as an M/G/1 queuing system, where the inter-arrival time is exponentially distributed and the service time has a general distribution. By considering machine reliability, they presented a CF problem in which the objective is to minimize the number of EEs.
The recent trend in investigating the CF problem using the queuing approach suggests a promising research area that requires further study. Based on the above survey, the following shortcomings in the developed models can be investigated further.
 Considering single processing route: In the reviewed papers, it is assumed that each part has a unique processing route. However, in practice, each part can be manufactured through different processing routes.
Consideration of multiple processing routes in the CMS design may enhance planning flexibility and throughput rates, and reduce in-process inventory. Furthermore, it could provide more opportunities to the designer to reduce the number of EEs [3, 28, 29] .
 Neglecting production and outsourcing costs: Due to the economic reasons and limitation in resource capacities, internal production is not always feasible. Under such circumstances, outsourcing a proportion of demands to external suppliers can be a better alternative. In the reviewed papers, for the sake of simplicity in the problem formulation, some researchers considered a subcontracting approach in which the EEs are eliminated by outsourcing some operations. Obviously, this approach is not applicable in a reallife manufacturing system. Thus, addressing a subcontracting approach in which the operational costs and resource capacities are incorporated is necessary.
 Neglecting the facility layout: As mentioned earlier, the facility layout is one of the main aspects of the CMS design problem. According to Tompkins [21] , an efficient facility layout could reduce the material handling costs by 10-30%. Nevertheless, this issue is not incorporated in the reviewed papers.
 Ignoring in-process inventories: Besides the material flow between the cells, in-process inventory is another obstacle to configuring an efficient CMS. Reducing in-process inventories can lead to less holding costs and shorter lead times. Although in the reviewed papers the queuing systems have been used to evaluate the utilization level of machines and waiting time of parts in the queue of machines, the minimization of in-process inventories has not been attempted yet.
With the objective of overcoming all these shortcomings, this paper uses the principles of queuing theory to present a new CF problem in which the cell layout problem is also included. A subcontracting approach is proposed for the situations where the production of parts is not feasible due to either limited machine capacity or high operational cost. Multiple process routings in the production of parts are also taken into consideration. It is assumed that each machine operates as an M/M/1 queuing system, and a queuing network is used to obtain inprocess inventories and machine utilization. The problem is formulated as a Mixed-integer Nonlinear Program (MINLP) with the objective of minimizing the total costs, including the production, subcontracting, material handling, machine idleness, and holding costs. Due to the computational complexity of the problem, a heuristic method is developed to solve the problem. A numerical example is solved to clarify the proposed problem, and finally, further instances selected from the related literature are solved to verify the performance of the solution method and to accomplish comparisons.
Open Jackson networks
In this paper, an open Jackson network is used to evaluate the in-process inventories and machine utilization. In . The arrival rate for node k , let denoted by k  , is calculated by adding the arrival rate from outside and arrival rates from all the other nodes; see Figure 1 . Thus, the overall arrival rate at node k can be written as
[ Figure 1 ] 
Where
 is defined as the utilization level in node k [30] .
As it can be seen, Eq. (2) is the joint probability mass function of M independent geometric random variables. This implies that the network behaves as if it were composed of M dependent M/M/1 queuing systems. Therefore, the average number of jobs at node
In the next section, this useful result is utilized to obtain the in-process inventory of parts and utilization level of machines in a CMS design problem.
Proposed problem
This research combines and extends the ideas presented in Mahootchi et al. [31] and Ghezavati and SaidiMehrabad [23] to address a new CF and cell layout problem. It is assumed that P parts, each having an uncertain demand with Poisson distribution, are produced by M machines [23] . Each part is allowed to be produced through i R processing routes that are known in advance. In each route, several operations are done according to a pre-specified sequence of machines. Besides the production, an outsourcing option is also available to cope with part demand. In other words, not only each part can be produced but also it can be outsourced to an external supplier [31] . Machines are grouped into a maximum of max C cells and no more than NM machines are allowed in each cell. Similar to Ghezavati and Saidi-Mehrabad [23] it is assumed that the service times are exponentially distributed. So, an open Jackson network composed of M nodes can be used to analyze the entire system in the steady-state. Each node in this network is equivalent to a specific machine which serves as an M/M/1 queuing system with a known service rate. The objective function is to minimize the sum of production costs, outsourcing costs, material handling costs, machine idleness costs and inventory holding costs. Hereafter, the following notations are used throughout the paper. Figure 2 depicts the processing routes of parts. In this figure, each colored arrow is associated with a part. The dashed arrows mean that another route is also available for the production of the corresponding part. For example, according to Figure 2 , the sequence of machines in the first and second routes of part 1 are as 2→5→1 and 6→3→8, respectively. Table 1 shows the effective arrival rate on each machine calculated by Eq. (1). For example, the effective arrival rate on machine 8 equals to the sum of arrival rates of parts 1, 2 and 3, i.e., 1 
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of this number, which equals to 2 parts, is associated with part 1; the remainder 60% corresponds to parts 2 and 3. Finally, the average in-process inventory of part i equals to the summation of the average number of part i in the queue of all M machines. For example, the average inprocess inventory of part 1 in the system equals to the summation of the average number of part 1 in the queue of machines 2, 5 and 1, plus that in the queue of machines 6, 3 and 8.
[ Table 1 ,
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In the model above, objective function (4) minimizes the summation of the production cost, outsourcing cost, holding cost, machine idleness cost, and material handling cost, respectively. The set of constraint (5) ensures that each machine is assigned to one cell. The set of constraint (6) ensures that no more than NM machines are assigned to each cell. The set of constraint (7) represents that the demand for parts is satisfied by production and 8 subcontracting. The set of constraint (8) calculates the utilization level of machines. The set of constraint (9) calculates the average number of each part type in the system. The set of constraint (10) ensures that the utilization level of machines is a value between 0 and 1. Finally, the sets of constraints (11) and (12) indicate the type of decision variables.
Solution method
The model presented in Section 3 is an MINLP, due to the existence of some nonlinear terms in objective function (4) and constraint (9) . Term ij kl k l zz   in objective function (4) can be linearized using additional auxiliary variables and constraints. However, the nonlinear term in constraint (9) cannot be linearized using the exact linearization methods. From the other side, it is well known that both the CF and layout problems belong to the class of NP-hard problems [32] . Thus, a heuristic method is developed to effectively solve the problem.
Also, a mathematical model is presented to obtain a lower bound on the objective value of the problem.
A heuristic method
To develop the heuristic method, the model proposed in Section 3 is decomposed into two sub-models Model I
and Model II that they are easier to be optimally solved than the original model. Model I: , , . (18) - (20) are added to the model. Therefore, the resultant model is as follows.
In Model I, binary variable
Model II:
subject to: (5), (6), (12),
where ij  is a solution derived from solving Model I, and TC is calculated by Eq. (21).
Model II is a Mixed-integer Program (MIP); so, it can be solved by a high-performance MIP solver such as GUROBI.
To find a good initial value of kl z at the beginning of the solution procedure, an approximation solution of the original problem is obtained. As it is mentioned earlier, the nonlinear term in constraint (9) cannot be linearized using the exact linearization methods. However, it can be approximated using some additional binary variables. that is, the larger N is, the better the approximation tends to be.
[Figure 3]
Now, by omitting positive variables ik  from (22), the following set of inequalities can be derived. 
As it can be seen, inequality set (23) contains the multiplication of positive variable ij   by binary variable ik y  which can be linearized using additional auxiliary variables and constraints [33] . As a result, by substituting non-linear term 
subject to: (5), (6), (12), (14), (15), 
, 0, , , , , , , 
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N  ), a high-performance MIP solver can be employed to solve it in a specified amount of time so as to find a good starting solution for the heuristic method.
Given the above explanations, the steps of the heuristic method are summarized as follows. Step 2. Solve Model I by an NLP solver and obtain 
TC TC
 and go to step 3; otherwise, go to step 4.
Step 3. Solve Model II by an MIP solver and obtain Also, a conceptual framework of the methodology proposed for solving the problem is shown in Figure 4 .
[Figure 4]
It should be noted that the proposed heuristic method does not necessarily lead to the optimal solution. This comes from two reasons. The first one is that the initial solution derived from Approximation Model might be non-optimal due to the approximation error or the computational complexity of the problem. The other reason is that when a non-optimal solution is improved by solving Model I and Model II, the final result might be still non-optimal. Because in these models the decision concerning decision variables ij  and kl z is made separately.
A lower bound
Finding a tight lower bound on the objective value of a minimization problem can provide a useful criterion to assess a solution at hand. In a real-life CMS design problem, it is reasonable to assume that (5) and (6), in the original model can be dropped from the model.
Thus, the problem reduces to the following NLP.
Model LB: (34) subject to: (14) and (15).
Obviously, the optimal objective value of Model LB is a lower bound on the objective value of the original model, that is, ** L TC TC  .
A numerical example
To provide a better understanding of the proposed approach, a numerical example adopted from [34] is solved.
This problem consists of 14 machines, 20 parts, and 45 processing routes. Table 2 
[ Table 2 ] Figure 5 illustrates the solution obtained by the heuristic method. According to this solution, it can be observed that the demand for parts 4, 9 and 19 is totally fulfilled by subcontracting; the demand for parts 3, 5, 6, 8, 10-13, 15-18 and 20 is totally fulfilled by production; and the demand for parts 1, 2, 7 and 14 is satisfied by a combination of both. Also, it can be seen that each of parts 8 and 20 is produced through two distinct routes.
The average utilization level of each machine is given in percentage in Figure 5 . Machine 11 is the busiest machine with 11 0.967
 
, whereas machines 1 and 9 jointly have the lowest utilization level. On the other hand, part 13 has the highest level of in-process inventory, with 13 23.5 L  .
[ Figure 5] 
Computational results

13
To verify the performance of the heuristic method and to demonstrate the advantage of the proposed approach, twelve instances collected from the literature are solved, and the results are presented. As our problem is different from those in the literature, some parameters may not be available in the original datasets. Thus, these parameters are generated according to Table 3 and added to the original dataset. Table 4 gives the size of instances, as well as their sources. In this table, the numbers declared in column ' i i R  ' indicate the total number of processing routes in each instance. Also, the values given in columns '
A ', ' B ' and 'C ' are the parameters required in Table 3 for the dataset generation. Problem 1 is the smallest instance with 7 machines and 10 parts, and problem 12 is the largest one with 30 machines and 40 parts. Also, problem 7 has the greatest number of total processing routes, with 402 processing routes. All the mathematical models, including the original model, Model I, Model II, Approximation Model and Model LB were coded in the GAMS 24.5 IDE and implemented on a PC with Intel® Core™ i7-4790K @ 4.00 GHz processor, 16GB of memory and Windows 10 operating system. In the GAMS software, BARON 15.9/LINDOGLOBAL 9.0, CONOPT 3 and GUROBI 6.0 were selected as the default MINLP, NLP and MIP solvers, respectively; also, the thread option was set to 0 in order to use all processor's cores, 4 cores with 8 threads, if possible.
[ Table 3] [ Table 4 ]
Performance evaluation
The solution of the heuristic method for the selected instances is compared to the best solution derived from solving the original model by both BARON and LINDOGLOBAL solvers. As some problems may not be optimally solvable in a reasonable computational time, the time limit for solving the original model and Approximation Model is set to 7200 and 1000 seconds, respectively. Table 5 [ Table 5 ]
The computational results suggest that in all the problems the objective value obtained by the heuristic method is better than or at least equal to that obtained for the original model using MINLP solver; see column ' Diff. ' in 
Comparison results
Traditionally, the CF problems are investigated under an assumption in which for each part type, only one route is allowed to be selected from multiple routes. In other words, the possibility of simultaneous production through multiple routes is not considered. In order to perform a fair comparison between these two approaches,
Model I is modified so as to make it capable of obtaining the total costs based on the CF and routing results reported in the literature. O TC ' show the total costs based on the proposed approach and approaches in the literature, respectively. Also, the improvement percentage resulted in the total costs is given in column ' Imp. ', where
 
Imp. 100
. The comparison demonstrates that the proposed approach gives a better solution in terms of the total costs compared to the conventional approaches in the literature; see column ' Imp. '
in Table 6 . For instance, based on the literature solution, the total costs calculated for problem 11 is $22749.4.
However, when the parts are allowed to be simultaneously produced in multiple routes, this cost reduces to is concluded that the null hypothesis is rejected at the 0.001 significance level, i.e., for the proposed set of the problems the average improvement in the total costs is positive.
[ Table 6 ]
Conclusions
In this paper, a new approach was presented for designing a cellular manufacturing system based on the principles of queuing theory and with consideration of subcontracting. For the sake of effective utilization of resources, parts were allowed to be simultaneously produced through multiple routes. It was assumed that each machine operates as an M/M/1 queuing system, and a Jackson network was utilized to obtain the in-process inventory of parts in the system and utilization level of machines. The objective was to find the cell formation, cell layout and production volume of parts such that the sum of production, outsourcing, material handling, Table 1 . Effective arrival on machines for the example given in Figure 2 . Table 2 . Dataset of the numerical example. 
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