Abstract: Smith, as early as 1977, characterized all graphs with exactly one positive eigenvalue. Recently, Oboudi completely determined the graphs with exactly two positive eigenvalues and no zero eigenvalue, Duan et al. completely determined the graphs with exactly two positive eigenvalues and one zero eigenvalue. In this paper, we characterize all graphs with exactly two positive eigenvalues.
Introduction
Throughout this paper all graphs are undirected and simple. Let G = (V(G), E(G)) be a simple graph of order n with vertex set V(G) = {v 1 , v 2 , ..., v n } and edge set E(G). The adjacency matrix A(G) = (a i j ) n×n of G is defined as follows: a i j = 1 if v i is adjacent to v j , and a i j = 0 otherwise. The eigenvalues λ 1 , λ 2 , ..., λ n of A(G) are said to be the eigenvalues of the graph G, and the set of all of them is called the spectrum of G, denoted by S pec (G) . The number of positive, negative and zero eigenvalues in the spectrum of the graph G are called positive inertia index, negative inertia index and nullity of the graph G, and are denoted by p(G), n(G) and η(G), respectively. Obviously p(G) + n(G) + η(G) = n.
There have been diverse studies on the positive inertia index, negative inertia index and nullity of a graph, for instance to see [3] [4] [5] [6] and [9, [11] [12] [13] and references therein. Let B and D be two real symmetric matrices of order n. Then D is called congruent to B if there is an real invertible matrix C such that D = C T BC. Traditionally we say that D is obtained from B by congruent transformation. The famous Sylvester's law of inertia states that the inertia index of two matrices is unchanged by congruent transformation.
We introduce some concepts and notations. For a simple graph G = (V(G), E(G)) and v ∈ V(G), the order of G is the number of vertices of G, denoted by |G|. N G (v) = {u ∈ V(G) | uv ∈ E(G)} denote the neighborhood of v and d(v) = |N G (v)| the degree of v, N G [v] = N G (v) ∪ {v} denote the closed neighborhood of v. A vertex of G is said to be pendant if it has degree 1. By δ(G) we mean the minimum degree of vertices of G. As usual, we denote by G + H the disjoint union of two graphs G and H, K n 1 ,...,n l the complete multipartite graph with l parts of sizes n 1 , . . . , n l , and K n , C n , P n the complete graph, cycle, path on n vertices, respectively.
Since the adjacency matrix A(G) has zero diagonal, we have p(G) ≥ 1 if G has at least one edge. In [10] Smith characterized all graphs with exactly one positive eigenvalue. However the set of graphs with exactly two positive eigenvalues has not been characterized up to now. Recently, Oboudi in [6] completely determined the graphs with exactly two positive eigenvalues and no zero eigenvalue, Duan et al. in [3] completely determined the graphs with exactly two positive eigenvalues and one zero eigenvalue. In this paper, by using the congruent transformations of graphs, we completely characterize the set of graphs each of them having exactly two positive eigenvalues.
Preliminaries
In this section, we will introduce some notions and lemmas, which will be useful in the subsequent sections. 
Theorem 2.1 ( [2]). (Interlacing theorem) Let G be a graph of order n and H be an induced subgraph of G with order m. Suppose that λ 1 (G) ≥ · · · ≥ λ n (G) and λ 1 (H) ≥ · · · ≥ λ m (H) are the eigenvalues of G and H, respectively. Then for every
1 ≤ i ≤ m, λ i (G) ≥ λ i (H) ≥ λ n−m+i (G).
Lemma 2.1 ( [2]). Let H be an induced subgraph of graph G. Then p(H) ≤ p(G).

Lemma 2.2 ( [4]). Let G be a graph containing a pendant vertex, and let H be the induced subgraph of G obtained by deleting the pendant vertex together with the vertex adjacent to it. Then p(G)
= p(H) + 1, n(G) = n(H) + 1 and η(G) = η(H).
Theorem 2.2 ( [10]). A graph has exactly one positive eigenvalue if and only if its nonisolated vertices form a complete multipartite graph.
We need the following graph G n which was introduced in [6] . For every integer n ≥ 2,
⌋ by adding some edges in the following way:
(1) for even n, adding some new edges to K n
(2) for odd n, adding some new edges to Kn+1
By deleting the maximum (resp. minimum) degree vertex from G n+1 when n is even (resp. odd), we will obtain G n . It follows the result below.
Remark 1 (see [6] ). G n is an induced subgraph of G n+1 for every n ≥ 2.
For example, G 2 2K 1 , G 3 P 3 and G 4 P 4 . The graphs G 5 and G 6 are shown in Fig. 1 . In general, G t and G t+1 are also shown in Fig. 1 for an even number t. 
Three types of graph transformations
The following three types of graph transformations are introduced in [3] .
( Recall that H is the set of graphs with p(G) = 2 and η(G) = 0, which has been characterized in [6] . Let G 1 , G 2 and G 3 be the set of connected graphs obtained by adding some congruent vertices of I-, II-and III-type to some H ∈ H, respectively. In [3] , we completely characterized the graphs with two positive eigenvalues and one zero eigenvalue by using G 1 , G 2 and G 3 . Let G(n) be the set of all graphs on n vertices with p(G) = 2, and
In fact, G 0 (n) is determined in Theorem 2.3 (and Theorems 3.4-3.14 of [6] ) and G 1 (n) is characterized in Theorem 3.1. In the following, it suffices to characterize those graphs in
Go on with the idea of Theorem 3.1, for each integer In Fig. 2 , two ellipses joining with one full line denote connecting some edges between them; a vertex and an ellipse joining with one full line denote connecting some edges between them, and joining with two full lines denote that this vertex joins all vertices in the ellipse; two vertices joining with same location of an ellipse denote that they have same neighbors in this ellipse.
In the next section, we will characterize the graphs of G s (n) (2 ≤ s ≤ n − 3) based on those graphs of G s−1 (n − 1) by using the three types of graph transformations defined above.
The characterization of graphs in
In this section, we determine all disconnected and connected graphs in G s (n) for 2 ≤ s ≤ n − 3, respectively. Recall that the graphs in G 0 (n) and G 1 (n) has been determined. Thus the following result recursively characterizes all the disconnected graphs of G s (n) for 2 ≤ s ≤ n − 3.
Proof. All the graphs displayed in Theorem 4.1 have two positive and s zero eigenvalues by simple observation. Now we prove the necessity.
Let G be a disconnected graph of
. If G has no isolated vertices, and let
We complete this proof.
Now we begin to characterize the connected graphs in G s (n) for 2 ≤ s ≤ n − 3. Here we denote the set of all such graphs by CG s (n). Some results below are similar as that of [3] , for the completeness, we still prove them explicitly.
First we introduce some symbols which will be persisted in this section. Let G ∈ CG s (n) (2 ≤ s ≤ n − 3). Then the eigenvalues of G can be arranged as:
. Then |Y| > 0 since otherwise G will be a complete graph. The following result determine the induced subgraph G [Y] . 
In accordance with Lemma 4.1, we distinguish the following three situations: 
and so y is a congruent vertex of I-type. By Remark 2, we have
In addition, there exists some y * ∈ Y which is adjacent to both y and
is connected. We consider the following two cases.
, so y and y ′ are congruent vertices of I-type. By Remark 2, we have 
one edge, Γ 3 , Γ 4 or Γ 5 two edges, Γ 6 , Γ 7 or Γ 8 three edges, Γ 9 four edges.
However, C 6 and Γ 1 -Γ 9 (see Fig. 3 ) are all forbidden subgraphs of G by Lemma 2. 
, and so G ∈ G s 2 (n). We complete this proof.
❅ ❅
The graphs Γ 1 -Γ 13 .
It remains to characterize those
is also a complete graph, and X-imcomplete otherwise. The following result characterizes the X-imcomplete graphs. Fig. 3 ). However p(Γ 10 ) = 3. Hence |N Y (x)| = 1 and we may assume that
Proof. On the contrary, let y
(see the labels in parentheses of Fig. 3 ), but p( Fig. 3 
Now we distinguish the following cases to prove our result.
Case 1.
There exist a pair of non-adjacent vertices Fig. 3 ) is a forbidden subgraph of G. Hence N X (x 1 ) = N X (x 2 ), so N G (x 1 ) = N G (x 2 ) by the assumption. Thus x 1 and x 2 are congruent vertices of I-type. By Remark 2, p(G ′ and xv * x ′ y induces C 4 . Now we will show that C 4 is congruent. By Claim 2, we have 
, and then G ∈ G s 3 (n). We complete this proof.
At last we focus on characterizing X-complete graphs, namely those
We also use the notions reduced and non-reduced introduced in [3] .
, and non-reduced otherwise.
Such vertices x and x ′ are called nonreduced vertices. For a reduced X-complete graph G ∈ CG s (n), we may assume that
. Thus X-complete graphs are partitioned into a disjoint union of reduced and non-reduced X-complete graphs.
) be a non-reduced X-complete graph, and x, x
′ be two non-reduced vertices.
(see the labels in the parentheses of Fig. 3 ) is a forbidden subgraph of G. Hence, we obtain
\ {y ′ }, and so
On the other hand, x ∈ N X (y) \ N X (y ′ ) and
(see the labels in the parentheses of Fig. 3 ) is a forbidden subgraph of G.
Hence, the quadrangle C 4 = xx ′ y ′ y is congruent, where xx ′ and y ′ y is a pair of congruent edges. It follows that x, x ′ , y ′ , y are congruent vertices of III-type. By Remark 2, we have − 1) , and so G ∈ G s 3 (n). We complete this proof.
The reduced X-complete graphs may not be contained in G
In fact, we will prove that there are no reduced X-complete graphs in CG s (n) for s ≥ 3 and n ≥ 15. We need the notion of canonical graph introduced in [8] . For a graph G, we say that u, v ∈ V(G) have the relation ρ, denoted by uρv, if and only if u ∼ v and
Clearly, ρ is symmetric and transitive. In accordance with ρ, the vertex set V(G) is partitioned into classes:
where
By the definition of ρ, we see that V i induces a clique K n i (n i = |V i |) for each i, and that each vertex of V i is adjacent to each vertex of V j if and only if v i ∼ v j in G. We define the canonical graph G c of G as the induced subgraph
Lemma 4.6 ( [3]). Let G be a reduced X-complete graph. Then G c G k , where G k is defined in Section 2, and k ≥ 2 is determined in (1).
Let G ∈ CG s (n) (2 ≤ s ≤ n − 3) be a reduced X-complete graph. In order to give a characterization of G, we need the following result due to Oboudi [7] .
, where n 1 , n 2 , n 3 are some positive integers. Then the following hold:
We know that G c = G k if G is reduced X-complete by Lemma 4.6. The following result provides a bound of k, i.e., 4 ≤ k ≤ 14.
, and so λ 3 (G) < 0 by Lemma 4.7. Hence k ≥ 4. On the other hand, since G c = G k is an induced subgraph of G, we have λ 3 (G k ) ≤ λ 3 (G) = 0 by Theorem 2.1. Note that G 15 is an induced subgraph of G k (by Remark 1) for k ≥ 16, we have λ 3 (G k ) ≥ λ 3 (G 15 ) > 0. This implies that k ≤ 14.
Next we focus on finding the possible values of n 1 , . . . , n k such that p(G k [K n 1 , . . . , K n k ]) = 2 for 4 ≤ k ≤ 14 and n = n 1 + n 2 + · · · + n k . For simplicity, as in [6] , we denote G 2s [K n 1 , . . . , K n 2s ] = B 2s (n 1 , . . . , n s ; n s+1 , . . . , n 2s ) and G 2s+1 [K n 1 , . . . , K n 2s+1 ] = B 2s+1 (n 1 , . . . , n s ; n s+1 , . . . , n 2s ; n 2s+1 ). By Remark 3.2 in [6] , we know H 0 = B 2s (n 1 , . . . , n s ; n s+1 , . . . , n 2s ) B 2s (n s+1 . . . , n 2s ; n 1 , . . . , n s ) = H ′ 0 and H 1 = B 2s+1 (n 1 , . . . , n s ; n s+1 , . . . , n 2s ; n 2s+1 ) B 2s+1 (n s+1 , . . . , n 2s ; n 1 , . . . , n s ; n 2s+1 ) = H ′
.
In what follows, we always take H 0 and H 1 , in which (n 1 , . . . , n s ) is prior to (n s+1 , . . . , n 2s ) in dictionary ordering, instead of H For
In what follows, we further show that n ≤ 14. First, one can verify the following result by using computer. Proof. For 4 ≤ k ≤ 14, the k-partition of 15 gives a solution (n 1 , n 2 , . . . , n k ) of the equation n 1 + n 2 + · · · + n k = 15 that corresponds to a graph G = B k (n 1 , n 2 , . . . , n k ) ∈ B k (15). By using computer, we exhaust all the graphs of B k (15) to find that there is no any graph (1, 1, 1, 1, 1, 1, 1; 1, 1, 1, 1, 1, 1, 1 ). 1
