Abstract. We give sufficient conditions for Sobolev and Lipschitz functions in terms of their lower scaled-oscillation. The sharpness of these conditions is shown by examples. Our examples also show that a Stepanov-type differentiability theorem does not hold under the boundedness assumption of the lower scaled-oscillation.
Introduction and statement of results

Let (X,
These functions were recently used by Keith [Ke1] , [Ke2] to give sufficient conditions on X under which the Cheeger-Rademacher theorem of differentiability of Lipschitz functions [C] holds. Let us recall that if f is a Lipschitz function, then there exists a constant L > 0 such that l f ≤ L f ≤ L. If X = Ω ⊂ R n we can apply the classical Rademacher differentiability theorem according to which any Lipschitz function f is differentiable for L n a.e. x ∈ Ω, and at the points of differentiability we have the equality
A generalization of Rademacher's theorem is Stepanov's theorem, stating that the previous conclusion also holds under the weaker assumption that L f (x) < ∞ for L n a.e. x ∈ Ω. A generalization of Stepanov's theorem in the general setting of metric measures spaces was recently obtained in [BRZ] .
It is a natural question to study whether this differentiability result holds true if we replace L f by l f ; namely under the condition l f (x) < ∞ for L n a.e. x ∈ Ω. In this paper we show that this is not the case, however the Sobolev and Lipschitz functions can be described in terms of some stronger conditions on the lower scaledoscillation function l f . This research was motivated by results of Heinonen and Koskela [HK] , Balogh and Koskela [BK] and Kallunki and Koskela [KK1] , where quasiconformal mappings were characterized by certain similar liminf conditions. More recently Kallunki and Koskela [KK2] , [Ka] studied related questions for the more general class of mappings of finite distortion. Furthermore, in [MRSY] Martio, Ryazanov, Srebro and Yabukov studied general properties of space mappings of finite length distortion which are mappings for which the two functions L f and l f are finite and comparable almost everywhere.
It turns out that it is possible to give sufficient conditions on the lower scaledoscillation function l f for f to belong to the Sobolev or Lipschitz class. In R n it is in fact enough to assume that l f (x) < ∞ outside an exceptional set E of σ-finite (n−1)-dimensional Hausdorff measure, combined with the condition that l f belongs to an appropriate L p class. In more general Ahlfors regular metric spaces stronger assumptions on the size of the exceptional sets are needed. These results appear to be the right analogues of the corresponding results for quasiconformal mappings [HK] , [BK] , [KK1] and are related to removability results for Sobolev spaces [Ko] , [KST] .
The starting point of our investigation is the following variant of a theorem of Banach. 
We use the above statement to prove the following higher-dimensional result.
Let us observe that the above statement complements a result of Koskela [Ko] on removable sets for Sobolev spaces W 1,p . To see this recall that E ⊂ Ω is removable for the Sobolev space
One can see that Theorem 1.2 implies the classical result that any (n − 1)-rectifiable set E ⊂ Ω is removable for continuous Sobolev functions. Theorem 1.2 is quite sharp. The following example shows that the integrability condition l f ∈ L 1 is crucial. Without this condition, even under the strong pointwise assumption that l f (x) < ∞ for all values of x, we cannot in general conclude the a.e. differentiability. 
Note that in view of Lemma 1.1 the set A in the above statement cannot be of full measure.
Let us also mention here that if the exceptional set E is empty, then Theorem 1.2 in the case p = ∞ becomes an exercise (solved, for example, by a covering argument).
It is a natural question to ask how large the set E can be and still have the theorem remain true. The following example shows that the condition that E has σ-finite (n − 1)-dimensional Hausdorff measure cannot be replaced by asking E to be of Lebesgue measure zero as in the case of Stepanov's theorem.
Theorem 1.4. There exists a nowhere differentiable, continuous function
To formulate corresponding results in the general metric space setting we recall some basic notions from analysis in metric spaces. We refer to the recent book of Heinonen [H] for more details on the subject. We consider a metric measure space (X, d, µ) where µ is an Ahlfors Q-regular Borel measure for some Q > 0, i.e. there exists a constant C ≥ 1 such that for x ∈ X and r < diamX we have
where B(x, r) stands for the metric ball with center x and radius r. For a family Γ of rectifiable curves in X and p > 0 one defines the p-modulus Mod p (Γ) as
where the infimum is taken over the family of all Borel functions :
for which γ ds ≥ 1 for each γ ∈ Γ. A possible generalization of the notion of the "gradient" from R n to the general metric setting is the following concept. We say that a Borel function g :
for each rectifiable curve γ joining x and y in X. The function g is called a p-weak upper gradient of u if (1.2) holds except for a family of curves with vanishing pmodulus. A generalization of Sobolev spaces to the metric setting is the Newtonian space
continuous function. Assume that there exists a set E ⊂ X and an exponent
In the above statement H Q−p stands for the (Q − p)-dimensional Hausdorff measure with respect to the metric d in X. Let us note that the statement in the general setting is substantially weaker than the result in R n . This is due to the fact that the Euclidean space has a fibration by lines parallel to the coordinate axes.
The paper has two sections: in the first one we give the proof of Lemma 1.1 and Theorems 1.2 and 1.5, and in the second section we present the constructions of the examples stated in Theorems 1.3 and 1.4.
2. Proof of Theorems 1.2 and 1.5
Proof of Lemma 1.1. By theorems of Banach (see e.g. Theorem IX.7.9 and IX.7.7 in [S] ), if a continuous function f fulfils Luzin condition (N) on an interval, then it is differentiable at the points of a set of positive measure. Furthermore, in order that f be absolutely continuous on [0, 1] , it is necessary and sufficient that f simultaneously fulfils the Luzin condition (N) and the condition (2.1)
where P denotes the set of points at which f has a finite non-negative derivative. First we show that f fulfils condition (N): let E denote the set of points at which l f is finite. Since [0, 1] \ E is at most countable, it is enough to check that f fulfils (N) on E . But f fulfils condition (D) at each point of E (by definition, f fulfils condition (D) at x if there is an N such that the set {y : |f (y) − f (x)| ≤ N |y − x|} has positive lower density at x; for x ∈ E this is satisfied with N = 2l f (x)). By Theorem IX.9.7 in [S] , if a function f fulfils condition (D) at each point of a set E , then it fulfils condition (N) on E . This implies that f is differentiable on a set of positive measure.
It is also immediate to see that if f is differentiable at a point x, then |f (
, then (2.1) is satisfied and f is absolutely continuous.
Let us observe that in the above lemma the continuity assumption on f was essential. Indeed, just consider a piecewise constant non-continuous function f such that l f (x) = 0 for x ∈ [0, 1] \ {1/2}.
Proof of Theorem 1.2. According to Theorem 2.1.4 on p. 44 in [Z] it is enough to check that f has the (ACL) property, i.e. it is absolutely continuous on almost every line parallel to the coordinate axes, and that the partial derivatives satisfy
We shall only consider lines parallel to the x n -axis that are of the form { x + te n : t ∈ R } . Let Ω ⊂ Ω be a subdomain such that
Without loss of generality assume that Ω is the unit cube in R n ; Ω = Ω n−1 × [0, 1], where Ω n−1 is the unit cube in R n−1 . It is easy to see that for L n−1 a.e. x ∈ Ω n−1 the one-variable function g x : t → f (x + te n ) is absolutely continuous. Indeed, by Fubini's theorem l f ∈ L p ([x, x + e n ]) for a.e. x ∈ Ω n−1 and [x, x + e n ] ∩ E is at most countable (see e.g. [V] , p. 105). Since l g x (t) ≤ l f (x + te n ), by applying Lemma 1.1 it follows that g x is (AC) for a.e. x ∈ Ω n−1 .
Using the fact that for a.e. x ∈ Ω n−1 and L 1 a.e. t ∈ [0, 1] we have
and by applying Fubini's theorem it follows that
finishing the proof of the first statement. The second statement follows from the fact that for p > n functions in W 1,p are differentiable almost everywhere.
Proof of Theorem 1.5. It is a well-known fact (see [H] , p. 55) that if f is a Lipschitz function, then l f is an upper gradient for f . Our proof generalizes this as we check that l f is a weak upper gradient of f . Let Γ E denote the family of all rectifiable curves that meet E. It is enough to prove that if H Q−p (E) = 0, then Mod p (Γ E ) = 0. Indeed, we can apply Lemma 1.1 for any curve
p for all rectifiable curves γ except for a family of curves of vanishing p-modulus. Let Γ k E denote those curves in Γ E whose length is at least 1/k. We prove that Mod p (Γ k E ) = 0. Let ε > 0 be arbitrary, and let {B i } i∈I be a countable system of balls B i = B(x i , r i ) whose union covers E and for which i r Q−p i < ε and r i < 1/k for each i. We choose a subset of indices J ⊂ I such that j∈J 5B j covers E and the balls B j , j ∈ J, are pairwise disjoint. Let
Notice that, if a curve γ meets E, then it meets at least one of the balls 5B j , and if γ has length at least 1/k ≥ r j , then it meets 6B j in a curve of length at least r j . Hence for any
The last inequality holds for any doubling measure space with a constant K that depends only on the measure µ (see e.g. [H] , p. 13).
Since the balls B j are disjoint, by the Q-regularity of µ the right-hand side is estimated as
This finishes the proof.
If the exceptional set E is at most countable, the result of Theorem 1.5 remains true for p ≥ Q. If in addition the space (X, d, µ) satisfies a p-Poincaré inequality, then we can conclude (cf. [Sh] , [BRZ] ) that f is (1 − p/Q)-Hölder continuous and µ a.e. differentiable in the sense of Cheeger.
3. Proofs of Theorems 1.3 and 1.4
The construction of the examples stated in Theorems 1.3 and 1.4 is based on an iterative argument whose building-block is the following simple geometric observa-
Let T 1,R,ε , T 2,R,ε , T 3,R,ε and T 4,R,ε denote the triangles with vertices (x 1 , y 1 ), (x 3 , y 1 ), (
, y 5 ), (x 2 , y 2 ); (x 1 , y 2 ), (x 3 , y 2 ), (
, y 4 ); (x 3 , y 2 ), (
, y 6 ), (x 2 , y 1 ),
respectively. An easy computation shows that for every function f :
(ii) 
Indeed, (a) follows from (i) and (v), (b) follows from (iv), (c1) follows from (ii), (c2) follows from (iii) and (iv), and finally (c3) follows from (vi).
Our strategy of constructing a function f as stated in Theorems 1.3, 1.4 is as follows. By induction for any m ∈ N and sequence of integers n = (n 1 , n 2 , . . . , n m ) we define triangles T n ⊂ [0, 1] 2 with vertices (a n , a *
, where a n < c n < b n . We will choose the triangles T n in such a way that for every n and integer k:
To a sequence of triangles as above we associate a function defined as follows. Set
for each k, and extend f to the intervals [b n,k , a n,k+1 ] linearly. On the intervals
Since in the mth step by (II) diam T n ≤ 1/m → 0 as m → ∞, and since by (I) T n ⊃ T n,k , the function f is well defined on the whole interval [0, 1]. One checks easily that it is also continuous.
Proof of Theorem 1.4. The proof is based on a special choice of a sequence of triangles that are related to the rectangles described at the beginning of this section. Let T ∅ be the triangle with vertices (0, 0), (1/2, 0), (1, 1). If for some m ∈ N and n = (n 1 , n 2 , . . . , n m ) the triangle T n has been defined, then we choose points (t k , u k ) for every integer k such that (A) 0 < 3m(t k+1 − t k ) = |u k+1 − u k | ≤ 1/2m; (B) [t k , t k+1 ] × [min(u k , u k+1 ), max(u k , u k+1 )] ⊂ T n ; (C) lim k→−∞ (t k , u k ) = (a n , a * n ) and lim k→∞ (t k , u k ) = (b n , b * n ). Let R k = [t k , t k+1 ] × [min(u k , u k+1 ), max(u k , u k+1 )] and ε = 1 3(m 3 +1) . Then
We define T n,2k = T 1,R k ,ε and T n,2k+1 = T 2,R k ,ε if u k < u k+1 , and T n,2k = T 3,R k ,ε and T n,2k+1 = T 4,R k ,ε if u k > u k+1 . This choice of triangles satisfies (I)- (V) and hence it defines a continuous function f . From part (a) of our Claim it follows that l f (x) = 0 at each point x for which (x, f (x)) is covered by the interior of infinitely many triangles of the form T n,2k . On the other hand b n,2k+1 − a n,2k+1 = ε|u k+1 − u k | = 3m(t k+1 − t k ) 3m 3 + 1
T n,2k }) < 1/m 2 .
Therefore l f (x) = 0 for L 1 a.e. x.
