In this paper we give a result on the number of distinct distances between points and lines F 2 q . More precisely, we prove that if a set of points P and set of lines L in F 2 q satisfy |P||L| q 8/3 , then the set of distinct distances between points from P and lines from L contains a positive proportion of all distances. Using the same techniques, we also obtain a generalization of this result in higher dimensional cases.
Introduction
Let F q be a finite field of order q, where q is an odd prime power. The distance function between two points x and y in F Although it is not a norm, the function ||x − y|| has properties similar to the Euclidean norm (for example, it is invariant under orthogonal matrices). Bourgain, Katz, and Tao [1] were the first to consider the the finite analogue of the classical Erdős distinct distance problem, namely to determine the smallest possible cardinality of the set ∆ Fq (P) = {||x − y|| = (x 1 − y 1 ) 2 + · · · + (x d − y d ) 2 : x, y ∈ P} ⊆ F q , where P ⊂ F d q . More precisely, they proved that |∆ Fq (P)| |P| 1/2+ , where |P| = q α and > 0 is a small constant depending on α. 1 Iosevich and Rudnev [8] studied the following question: how large does P ⊂ F d q , d ≥ 2 have to be, so that ∆ Fq (P) contains a positive proportion of the elements of F q ? They proved that if P ⊂ F d q such that |P| Cq d/2 for sufficiently large C, then |∆ Fq (P)| = Ω min q, q −(d−1)/2 |P| (in other words, for any sufficiently large P ⊆ F d q , the set ∆ Fq (P) contains a positive proportion of the elements of F q ). From this, one obtains that if |P| q (d+1)/2 , then |∆ Fq (P)| q. This is in fact directly related to Falconer's result [5] in Euclidean space, saying that for every set P with Hausdorff dimension greater that (d + 1)/2, the distance set is of positive measure.
Hart et al. [7] proved that the exponent (d+1)/2 is the best possible in odd dimensions, although in even dimensions, it might still be place for improvement. Chapman et al. [3] showed that if a set P ⊆ F 2 q satisfies |P| ≥ q 4/3 , then |∆ Fq (P)| contains a positive proportion of the elements of F q .
For P, P ⊆ F d q , the set of distances between P and P is defined as ∆ Fq (P, P ) = {||x − y|| = (x 1 − y 1 ) 2 + · · · + (x d − y d ) 2 : x ∈ P, y ∈ P } ⊆ F q
Recently, Koh and Sun [11] obtained new bounds on the number of distinct distances between two sets with different sizes.
Theorem 1.1 (Koh-Sun, [11] ). If d ≥ 3 is odd, and P, P ⊂ F d q , then
Furthermore, if d = 2 and −1 is not a square, then
When the distance function is replaced by polynomials, Koh and Shen [12] obtained the following results which are generalizations of the results in [8] and [9] .
integer and a j = 0. Suppose that the characteristic of F q is sufficiently large, and P, P ⊂ F d q with |P||P | q d+1 , then we have
The authors of [12] also extended Theorem 1.3 to the case of diagonal polynomials.
for c j ≥ 2 integers, a j = 0, and gcd(c j , q) = 1 for all j. Let P, P ⊂ F d q . Suppose |P||P | q d+1 , then we have |{F (x − y) : x ∈ P, y ∈ P }| q.
Numerous generalizations and developments on the number of distances between sets of points have appeared over the years, for example, see [2, 10, 16, 17] and references contained therein.
The main purpose of this paper is to study a similar problem on the number of distinct distances between points and lines in F 2 q , which is the finite field version of Sharir et al.'s result in [15] .
In the plane over finite fields, we say that a line ax + by + c = 0 is degenerate if and only if a 2 + b 2 = 0. Similarly, we say that a hyperplane
For a set of points P in F 2 q and a line l, set ∆ Fq (P, l) = {d(p, l) : p ∈ P}. Distances between points and non-degenerate lines are preserved under rotations and translations.
Similarly, for a point p = (x
q and a non-dengenerate hyperplane h :
For a set of points P in F d q and a hyperplane h, we let ∆ Fq (P, h) = {d(p, h) : p ∈ P}. Our first main result is as follows. Theorem 1.5. Let P be a set of points and L be a set of non-degenerate lines in F 2 q , such that
We have no evidence that the exponent q 8/3 is the best possible, but we have a construction with |P||L| = (1 + o (1) Combining a finite field variant of Beck's theorem (which can be found in [14] ) with Theorem 1.5, we obtain the following bound on the number of distinct distances between a set of points and their spanned lines. Corollary 1.7. Let P be a set of points in F 2 q with |P| ≥ 3q, and let L be the set of lines spanned by P in
By similar arguments as in the proof of Theorem 1.5, we obtain a similar result on the number of distinct distances between points and hyperplanes in d-dimensional vector space over finite fields as follows. Theorem 1.8. Let P be a set of points in F d q , and H be a set of non-degenerate hyperplanes in
The rest of this paper is organized as follows: in Section 2 we mention an expander mixing lemma for bipartite graphs; the proofs of main results are given in Section 3.
Expander mixing lemma for bipartite graphs
We say that a bipartite graph is biregular if in both of its two parts, all vertices have the same degree. If A is one of the two parts of a bipartite graph, we write deg(A) for the common degree of the vertices in A. Label the eigenvalues so that |λ 1 | ≥ |λ 2 | ≥ · · · ≥ |λ n |. Note that in a bipartite graph, we have λ 2 = −λ 1 . The following variant of the expander mixing lemma is proved in [4] . We include the proof of this result for the sake of completeness of the paper.
Lemma 2.1 (Expander mixing lemma). Let G be a bipartite graph with parts A, B such that the vertices in A all have degree a and the vertices in B all have degree b. Then, for any two sets X ⊂ A and Y ⊂ B, the number of edges between X and Y , denoted by e(X, Y ), satisfies
where λ 3 is the third eigenvalue of G.
Proof. We assume that the vertices of G are labeled from 1 to |A| + |B|, and we denote by M the adjacency matrix of G having the form
where N is the |A| × |B| 0 − 1 matrix, with N ij = 1 if and only if there is an edge between i and j. First, let us recall some properties of the eigenvalues of the matrix M . Since all vertices in A have degree a and all vertices in B have degree b, all eigenvalues of M are bounded by √ ab. Indeed, let us denote the L 1 vector norm by || · || 1 , and let e v be the unit vector having 1 in the position corresponding to vertex v and zeroes elsewhere. One can observe that ||M 2 · e v || 1 ≤ ab, so the absolute value of each eigenvalue of M is bounded by √ ab. Let 1 X denote the column vector of size |A| + |B| having 1s in the positions corresponding to the set of vertices X and 0s elsewhere. Then, we have that
which implies that λ 1 = √ ab and λ 2 = − √ ab are the first and second eigenvalues, corresponding to the eigenvectors (
⊥ be a subspace spanned by the vectors 1 A and 1 B . Since M is a symmetric matrix, the eigenvectors of M , except
Therefore, for any u ∈ W , M u ∈ W , and ||M u|| ≤ λ 3 ||u||. Let us now remark the following facts:
1. Let K be a matrix of the form 0 J J 0 , where J is the |A| × |B| all-ones matrix. If u ∈ W , then Ku = 0 since every row of K is either 1
2. If w ∈ W ⊥ , then (M − (a/|B|)K)w = 0. Indeed, it follows from the facts that a|A| = b|B|, and
For any vector v, letv be the orthogonal projection onto W , so that v ∈ W , and v − v ∈ W ⊥ . Thus
In other words,
which completes the proof of the lemma.
Distinct distances between points and lines
To prove results on the number of distinct distances between points and lines, we construct the point-line distance bipartite graph as follows.
Point-line distance bipartite graph
Let SQ := {x 2 : x ∈ F q }\{0}. We define the point-line distance bipartite graph P L(F 
Proof. Let (a, b, c, λ) be a vertex in A. The degree of (a, b, c, λ) is the number of solutions (x, y) ∈ F 2 q of the equation
Since λ(a 2 +b 2 ) ∈ SQ, there exists m ∈ F q \{0} such that λ(a 2 +b 2 ) = m 2 . Since (a, b, c, λ) is fixed, it follows from the equation (3.1) that (x, y) is a solution of either equations of the following system ax + by + c = m, ax + by + c = −m.
Since (a 2 + b 2 ) = 0, we can assume that a = 0. Therefore, for any choice of y from F q , x is determined uniquely, so the degree of (a, b, c, λ) is 2q.
Let (x, y) be a vertex in B. The degree of (x, y) is the number of solutions (a, b, c, λ) ∈ A satisfying the equation (3.1). Note that if there is an edge between (x, y) and (a, b, c, λ), then λ(a 2 + b 2 ) ∈ SQ (this follows from the definition of A). Thus, for each triple (a, b, λ) ∈ S, we assume that λ(a 2 + b 2 ) = m 2 for some m ∈ F q . It follows from the equation (3.1) that c is a solution of either equations of the following system ax + by + c = m, ax + by + c = −m.
This implies that, for each triple (a, b, λ) ∈ S, there are exactly two values of c such that (a, b, c, λ) is adjacent to (x, y). In short, the degree of each vertex in B is 2|S|. Lemma 3.2. Let (a, b, c, λ) and (d, e, f, β) be two distinct vertices in A, and N be the number of common neighbors of (a, b, c, λ) and (d, e, f, β). Then we have (a, b) and f = kc, for some k ∈ F q \{0} 0, if (d, e, f ) = k(a, b, c) and λ = β, for some k ∈ F q \{0} 2q, if (d, e, f ) = k(a, b, c) and λ = β, for some k ∈ F q \{0} 4, otherwise Proof. The number of common neighbors of (a, b, c, λ) and (d, e, f, β) is the number of solutions (x, y) ∈ F 2 q of the following system
for some m 1 , m 2 ∈ F q \ {0}. This implies that (x, y) is a solution of one of the following 4 systems formed of the following 2 equations, each system corresponding to a choice of ±.
Since m 1 , m 2 ∈ F q \ {0}, two such systems do not have a common solution. We have the two following cases:
1. If (a, b) and (d, e) are linearly independent, then each system has unique solution, so the number of common neighbors of (a, b, c, λ) and (d, e, f, β) is 4.
2. If (a, b) and (d, e) are linearly dependent, then we assume that (d, e) = k(a, b) for some k ∈ F q \{0}. It follows from the system (3.2) that
Subtracting the first equation from the second equation, we obtain (f − kc)(2kax
If f = kc and λ = β, then the number of solutions (x, y) of the system (3.2) is deg(a, b, c, λ), which by Lemma 3.1 equals 2q.
If f = kc and λ = β, then the number of solutions (x, y) of the system (3.2) is 0.
If f = kc, then from equation (3.3) follows that
Since a 2 + b 2 = 0, we assume that a = 0. Therefore, the number of solutions of the equation (3.4) is q, since we can choose y arbitrary, and for each choice of y, x is determined uniquely by the equation (3.4) . In other words, in this case, the number of common neighbors of (a, b, c, λ) and (d, e, f, β) is q.
In the following two lemmas, we count the number of walks of length three between a vertex (a, b, c, λ) from A and a vertex (z, t) from B. This will be directly related to obtaining the value for the third eigenvalue corresponding to the point-line distance graph. The first lemma treats the case when (a, b, c, λ) and (z, t) are not adjacent, while the second lemma deals with the case when the two vertices are adjacent. Given a pair of non-adjacent vertices (a, b, c, λ) and (z, t) , let N be the number of walks of length three between them. Then we have
Proof. We can distinguish two cases:
1. The point (z, t) lies on the line ax + by + c = 0.
(a) First we count the number of neighbors (d, e, f, β) of (z, t) satisfying (d, e) = k(a, b) for all k ∈ F q \{0}. It follows from the definition of S that the number of triples (d, e, β) satisfying
2 /2. Moreover, with each triple (d, e, β) satisfying β(d 2 + e 2 ) ∈ SQ, there are two solutions of f such that (d, e, f, β) is a neighbor of (z, t). Thus, the number of neighbors (d, e, f, β) of (z, t) satisfying (d, e) = k(a, b) for all k ∈ F q \{0} is 2|S| − (q − 1) 2 .
(b) We now count the number of neighbors (d, e, f, β) of (z, t) satisfying (d, e, f ) = k(a, b, c), for some k ∈ F q \{0}, and λ = β. If (d, e, f, β) is a neighbor of (z, t),
2 ). Since (z, t) lies on the line ax + by + c = 0, we have β = 0. Thus there is no neighbor (d, e, f, β) of (z, t) satisfying (d, e, f ) = k(a, b, c), and λ = β for some k ∈ F q \{0}.
(c) Combining two above cases, we obtain that the number of neighbors (d, e, f, β)
Thus, if az + bt + c = 0, the number of walks of length three between (z, t) and
2 ), which finishes this case.
2. The point (z, t) does not lie on ax + by + c = 0.
(a) By the same arguments as above, the number of neighbors (d, e, f, β) of (z, t)
(b) The number of neighbors (d, e, f, β) of (z, t) satisfying (d, e, f ) = k(a, b, c), k ∈ F q \{0}, and λ = β is (q − 1). Indeed, if (d, e, f, β) is a neighbor of (z, t), then
It is easy to see that β = λ. Since there are q − 1 choices of k, the number of neighbors (d, e, f, β) of (z, t) satisfying (d, e, f ) = k(a, b, c), k ∈ F q \{0}, and λ = β is (q − 1).
(c) Combining above cases implies that the number of neighbors (d, e, f, β) of (z, t)
In other words, if az + bt + c = 0, then the number of walks of length three between (z, t) and (a, b, c, λ) is q ((q − 1)
Lemma 3.4. Given a pair of adjacent vertices (a, b, c, λ) and (z, t), the the number of walks of length three between them is 4 (2|S|
Proof. We now consider the following cases:
1. As in the proof of Lemma 3.3, we obtain that the number of neighbors (d, e, f, β)
2. The number of neighbors (d, e, f, β) of (z, t) satisfying (d, e, f ) = k(a, b, c) and λ = β (for some k ∈ F q \{0}) is (q − 1), since (a, b, c, λ) is a neighbor of (z, t).
3. The number of neighbors (d, e, f, β) of (z, t) satisfying (d, e, f ) = k(a, b, c), and λ = β, for some k ∈ F q \{0} is 0 since (a, b, c, λ) is a neighbor of (z, t).
Combining above cases implies that the number of neighbors
In other words, this gives that the number of walks of length three from (a, b, c, λ) to (z, t) is q((q − 1) 2 − (q − 1)) + 2q(q − 1) + 4 (2|S| − (q − 1) 2 ), which completes the proof. Proof. Let M be the adjacency matrix of P L(F 2 q ), which has the form
where N is a |A|×|B| matrix, and N (a,b,c,λ),(x,y) = 1 if there is an edge between (a, b, c, λ) ∈ A and (x, y) in B, and zero otherwise. Therefore,
Let J be the |A| × |B| all-one matrix. We set
It follows from Lemma 3.3 and Lemma 3.4 that 
2 (q + 1)/2, and if −1 is a square in F q , then |S| = (q − 1)(q 2 − 2q + 1)/2. Thus, in both cases, we have |S| ≤ q 3 . This implies that λ
On the other hand, if x = 2q 4/3 , then f (x) > 0, which implies that f (x) ≤ 0 if x < 2q 4/3 . Therefore, λ 3 ≤ 2q 4/3 , which concludes the proof of the theorem.
Proofs of Theorems 1.5-1.8
In order to prove Theorem 1.5, we need the following result, proved in [18] . Theorem 3.6 (Vinh, [18] ). Let P be a set of points and L a set of lines. Then
where I(P, L) represents the number of incidences between points in P and lines in L.
Proof of Theorem 1.5. First we prove that
For each l ∈ L, let denote the set of non-zero distances between l and P by ∆ Fq (l, P).
For each line l = {ax + by + c = 0}, we define 6) where e(D, P) is the number of edges between D and P in the point-line graph. On the other hand, we now prove that
Since the lines in L are distinct, no two points from U coincide, so |U | = (q − 1)|D|. If there is an edge between a point p ∈ P and a point (a, b, c, λ) in D, then there is also an edge between p and each point (ka, kb, kc, λ) ∈ U where k ∈ F q \{0}. Therefore, e(U, P) = (q − 1)e(D, P). On the other hand, it follows from Lemma 2.1 and Lemma 3.5 that
If l∈L |∆ Fq (l, P)| < (1 − c 2 )q|L| with 2(1 − c 2 ) < 1/2, then we obtain e(U, P) ≤ 2|P|(q − 1) l∈L |∆ Fq (l, P)| q + 2q (1))|L|, and |∆ Fq (P, l)| q, for each l ∈ L , which completes the proof.
In order to prove Corollary 1.7, we need the following result, which as already mentioned in the introduction, is a variant of Beck's theorem over finite fields. Proof of Corollary 1.7. One can check that the number of degenerate lines is at most 2q. Therefore, the proof of Corollary 1.7 follows immediately from Theorem 1.5 and Theorem 3.7.
Proof of Theorem 1.8. The proof of Theorem 1.8 is as similar as that of Theorem 1.5 with the point-line distance graph is extended to the point-hyperplane distance graph by using the same techniques. We leave the proof to the reader.
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