As one of the latest market-oriented resource provisioning paradigms, cloud computing has been widely adopted by a growing number of consumers due to its powerful computing ability and storage ability. Although cloud computing can achieve effective cost reduction and convenience enhancement in the development of large-scale applications, it results in a complex cost optimization problem for data-dependent tasks represented by a workflow. All tasks in a workflow should be scheduled according to a proper strategy such that the cost is minimized and the precedence constraints and timing requirements are satisfied. In this paper, we study the cost optimization problem of deadline constrained workflows on cloud computing, and propose two list scheduling algorithms named Look-back Workflow Scheduling (LBWS) and Structure Aware Workflow Scheduling (SAWS) to solve the problem. LBWS distributes the deadline over the workflow as sub-deadlines to tasks in different levels, and schedules the tasks according to their priorities to the resources which meet their sub-deadlines and the best time-cost trade off requirements. Compared with LBWS, SAWS considers tasks allocated to the same level at a time and provisions resources with minimum cost to these tasks. Experiments on scientific workflow applications with different data and computational characteristics are conducted to show that, the proposed approaches can achieve better performance in terms of success rate and monetary cost.
I. INTRODUCTION
Cloud computing, benefited from the availability of powerful computers and high-speed networks, has realized the long-held dream in delivering resources (e.g. server, network, storage) at levels of infrastructure, platform, and software [1] . With the powerful computing ability and storage ability, cloud computing enables users to dynamically obtain scalable and convenient resources through service interfaces whenever and wherever possible [2] . Especially for large-scale applications, there is an increasing trend towards implementing multiple functionalities upon a cloud computing platform to achieve effective cost reduction and convenience enhancement.
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Although cloud computing can provide notable benefits to large-scale systems, it results in a complex cost optimization problem for dependent tasks adopted in the systems. All tasks should be scheduled according to a proper strategy such that the cost is minimized while satisfying the precedence and timing constraints. Since a workflow is the most popular model to represent dependent tasks in applications deployed on cloud computing platforms, the cost optimization problem of workflows is gaining more and more attention in both theory research and practical application.
The cost optimization problem of workflows tries to obtain the minimal cost while preserving the dependencies and satisfying the Quality-of-Service (QoS) requirements of tasks. This problem is much challenging. Not only the dependency property of tasks give it a large-scale complexity to obtain the schedulability conditions, but also the QoS requirements compound the difficulty in finding potential balances between task execution cost and task execution time.
Although the cost optimization problem of workflows in traditional distributed computing environments such as clusters and grids has been studied and verified, it becomes more difficult on cloud computing platforms. Since grids and clusters usually provide definite resource capacities in a best-effort and free of charge manner, traditional workflow scheduling algorithms mainly concentrate on optimizing the performance of applications in terms of task execution time. While cloud computing platforms offer heterogeneous resources and charge customers by the real amount of resources used [3] . Customers are faced the dilemma of either selecting cheaper resources to reduce cost or selecting faster ones to reduce execution time. Hence, it is desirable to develop an effective method to find an optimal balance between task execution cost and task execution time.
There are several methods to solve the cost optimization problem of workflows by taking execution time and cost into account at the same time. One of the most frequently used approach is regarding execution time or cost as a known constraint and trying to optimize the other one [4] - [9] . This approach is efficient and convenient due to the fact that many applications, such as weather forecasting, disaster recovery simulation and medical modeling, are deadline-sensitive, and cost plays an important role in impacting the budget of customers. However, the results obtained by this approach are easy to fall into local optimal or require tremendous amounts of time to search the solution space. Meanwhile, most of the existing approaches which work on optimizing cost with deadline constraints are lack of some important parameters, which leads to not good enough results. For example, instance heterogeneity is overlooked in [10] , performance variance of cloud is neglected in [3] , [4] , virtual machine (VM) acquisition delay is elided in [4] , [5] , and interval-based charging model is not considered in [7] , [11] , etc.
In this paper, we study the cost optimization problem of deadline constrained workflows on cloud computing, and propose two list scheduling algorithms LBWS and SAWS to solve the problem. The major contributions of this paper are summarized as follows.
First, we build the cloud and workflow models, and formulate the cost optimization problem of workflows with deadline constraints. The models take into account several important parameters such as VM acquisition delay, hourly-based charge, heterogeneous VM types, performance variance of cloud computing. The models provide a foundation for the scheduling and optimizing of tasks in workflows and have a relatively wide range of applications.
Second, based on sub-deadlines, we present two list scheduling algorithms LBWS and SAWS to solve the workflow optimization problem. A novel deadline division method is proposed to allocate more appropriate sub-deadlines to tasks and an instance merging method is devised to further optimize the cost of workflows. The algorithms proposed can work in different situations, and do not require any iteration. Hence, they are effective and can guide the development of practical applications on cloud computing platforms.
Third, we conduct experiments to evaluate the performance of LBWS and SAWS in terms of success rate and monetary cost. Simulation experiments are conducted on scientific workflow applications with different data and computation characters. The results show that, compared with the existing approaches, our algorithms have a high success rate and a reasonable monetary cost.
The rest of this paper is organized as follows. Related work is reviewed in section II. Section III considers the parameters of workflow scheduling on cloud computing, builds the workload model and cloud model, and formulates the scheduling problem. Section IV presents the optimization algorithms LBWS and SAWS. Further, the propose algorithms are evaluated with five typical scientific workflows and compared with two heuristics in section V. Section VI concludes this paper and discusses the future work.
II. RELATED WORK
Workflow scheduling and optimization problem in distributed computing systems is one of the classic research topics and has been widely studied from several different aspects. For example, the workload can be single workflow, workflow ensembles, or multiple workflows; the computation platform can be cluster, grid, cloud or hybrid cloud; the scheduling algorithm can be static, dynamic or hybrid; the optimization objective can be the time, cost, energy, reliability or their combination [12] . In this section, we introduce the related approaches according to the resource provisioning strategies. We define static resource provisioners to be those that make all of the decisions regarding the VM pool configuration before scheduling workflows, while elastic resource provisioners allow algorithms to update the number and type of VMs being used to schedule tasks as the execution of the workflow progresses.
A. WORKFLOW SCHEDULING WITH STATIC RESOURCE PROVISIONING
Static resource provisioning implies that all resources of a cloud computing platform have been set and should not be changed. A large part of the previous works are studied on grid-like computing platform such as clusters and grids of which the most notable feature is the fixed resource capacity. Many heuristics have been devised to optimize the makespan of workflows in girds, such as Heterogenous Earliest Finish Time (HEFT) [13] , Predict Earliest Finish Time (PEFT) [14] . HEFT is a highly effective and efficient list-based heuristic which can optimize makespan for workflows with a lower time complexity, while PEFT offers a significant makespan improvement by calculating an optimistic cost table (OCT). Durillo et al. proposed a Multi-objective HEFT(MOHEFT) [15] to optimize two conflict objectives: makespan and energy consumption simultaneously. Overlooking the cost factor is the biggest drawback of these algorithms.
There are also a limited number of heuristics for workflow optimization problem in cloud with fixed resource capacity. Chen el al. minimized the schedule length by using the budget level (MSLBL) to schedule workflow with budget constraint. MSLBL assigned tasks to processors on which the finish time can be minimized under the pre-allocated sub-budget constraint. There are some similar works, such as HBCS [11] , BHEFT [16] , BDHEFT [17] . The main difference between these algorithms is the processor selection strategies. Elasticity, i.e., the ability to scale up/down resource capacity, is not used in these scheduling approaches.
Rodriguez and Buyya [6] proposed a PSO-based approach for scheduling scientific workflows with deadline constraint. Execution cost and performance variation were considered in this algorithm. Choudhary et al. [18] developed an efficient hybrid heuristic of HEFT and GSA (HGSA) for workflow scheduling to optimize makespan as well as cost. Besides, Zhang et al. [19] proposed a bi-objective genetic algorithm (BOGA) to pursue low energy consumption and high system reliability for workflow scheduling in heteregenous computing system. However, these metaheuristics only capture the allocation of tasks to resouces, and ignore the structure information of workflows and execution order of tasks, which can have a great impact on the scheduling problems.
B. WORKFLOW SCHEDULING WITH ELASTIC RESOURCE PROVISIONING
Elastic resource provisioning allows scheduling algorithms to change the numbers and types of resources during the task scheduling process. Abrishami et al. [4] introduced the concept of Partial Critical Path (PCP) [20] and presented the IC-PCP approach based on PCP. IC-PCP distributes the workflow deadlines to partial critical paths and then schedules tasks of a partial critical path to the same cheapest VM which can meet latest finishing time of each task. The authors [21] also proposed the Cluster Combining Algorithm (CCA) as an extension of IC-PCP for workflow scheduling on multicore cloud. CCA clusters tasks of the workflow into several groups and then combines these groups based on a scoring approach. However, IC-PCP and CCA approaches neglect the acquisition delay and data transfer times during provisioning and scheduling, increasing the execution budget.
Wang et al. [3] proposed Deadline-constrained Probabilistic List Scheduling (ProLiS) algorithm which distributed workflow deadlines based on probabilistic upward rank and set VM to faster levels when the finish time of the newly scheduled task is beyond its sub-deadline. Arabnejad et al. presented the Proprotional Deadline Constrained (PDC) approach which distributed the overall deadline to different levels and adopted a cost time trade-off factor to select cost effective VMs for tasks. Zhu et al. [22] presented an evolutionary multi-objective optimization (EMO) algorithm based on the well-known NSGA-II to optimize both makespan and cost. Nevertheless, the performance variation of VMs and network bandwidth are ignored.
Sahni and Vidyarthi [23] designed a scheduling scheme named just-in-time (JIT-C) that took into account the performance variability of VMs and VM acquisition delay. JIT-C can produce schedules with lower execution costs and higher hit rate in meeting the workflow deadlines. Li et al. [24] presented cost and energy aware scheduling (CEAS) algorithm to optimize execution cost and energy consumption with the deadline constraint. Recently, Singh et al. [25] presented Partition Problem based Dynamic Provisioning and Scheduling (PPDPS) algorithm for workflow scheduling. PPDPS determines the VM speeds by using the k-means clustering technique, and schedules tasks with dynamic provisioning of resources. However, the public clouds usually provide VMs with pre-defined configurations, which limits the sphere of application of PPDPS.
III. PROBLEM FORMULATION
The cost optimization problem of deadline constrained workflows is to schedule the tasks in workflows in such a way that the execution cost is minimized under the deadline and precedence constraints. In this section, we first discuss the cloud model and workflow model, and then formulate the cost optimization problem.
A. CLOUD MODEL
In this paper, we adopt the IaaS service model for the cloud computing platform. VMs are interchangeably used with instances to refer to the resource entities where tasks are executed. It is assumed that IaaS cloud can provide relatively infinite pools of instances, which is represented by a set I = {I 1 , I 2 , I 3 , . . .}. Besides, IaaS cloud offers varieties of instance types with different CPU capacity, memory, network, storage at different price to satisfy different needs of different customers. For example, Amazon EC2 offers three series (i.e. storage intensive, memory intensive, compute intensive) and dozens of instance types now. The set V = {v 1 , v 2 , . . . , v K } describes the K heterogeneous instance types offered by an IaaS cloud. Additionally, it is assumed that instances have sufficient RAM for tasks and the CPU capacity is considered as the only factor that determines the execution time of tasks.
Since local storage [26] offers much better I/O performance at relatively low price and enables an instance to execute task and to transfer data simultaneously, here we adopt the local storage model for instances to temporarily store data. Existing IaaS clouds charge uses on the basis of the usage time of per instance, however, the detailed pricing options differ from each other. For example, Amazon EC2 charges users according to the used hours of instances and all partial hours are rounded up to full hours, while Microsoft Azure charges users by counting minutes of instances [27] . Since the algorithms designed for IaaS clouds need a generic pricing model to represent the different charging options of different providers, we use P = {p 1 , p 2 , . . . , p |P| } to represent the set of price models that IaaS clouds provide, and we define a function cost(v k , rt, p m ) to represent the lease cost of a v k -type instance with the running time rt using pricing model p m . In light of the definitions of instance pool, instance type and pricing options, an IaaS cloud is represented as C = (I , V , P).
In general, the cloud providers need some time to prepare the instances before they are delivered to consumers. The research community has conducted surveys on this issue and finds that the instance acquisition time cannot be neglected [28] . We use acquistiondelay to represent the instance acquisition time. At the same time, the instance release time is much shorter than the VM acquisition time and is overlooked in this paper. Besides, the performance variation of IaaS cloud influences computing capability of instances and communication ability of network [29] . Two performance degradation parameters deg vm and deg bw are introduced for adjusting the computing capability of instances and the communication ability of network and modelling the performance variation.
B. WORKFLOW MODEL
Generally, a workflow application with precedence constrained tasks is represented by a directed acyclic graph (DAG) W = (T , E), where T = {t 1 , t 2 , . . . , t N } is the set of N computation tasks and E ⊆ T × T is the set of dependencies between tasks. If there exists an edge e i,j = (t i , t j ) ∈ E, t i should complete its execution before t j starts. t i is called the predecessor (or parent) task of t j , and t j is the successor (or child) task of t i . The immediate predecessor tasks of t i can be represented by pred(t i ) = {t p | ∃e p,i ∈ E}. Similarly, the immediate successor task of t i can be represented by succ(t i ) = {t s | ∃e i,s ∈ E}.
A task can start to execute if and only if all required data have been prepared by its immediate predecessor tasks. A task is called entry task if it has no predecessor task, i.e. pred(t entry ) = ∅, and a task is called exit task if it has no successor task, i.e. succ(t exit ) = ∅. Without loss of generality, we assume that a DAG has only one entry task and one exit task. If a DAG have several entry tasks and exit tasks, two dummy tasks with zero execution and communication time are added to the start and end of the DAG, respectively. A sample workflow with ten tasks is shown in Fig. 1 .
When task t i is allocated to an v k -type instance, the execution time ET (t i , v k ) can be computed via,
where load(t i ) is the computational load of task t i , and capacity(v k ) is the computational capacity of v k -type instances. Besides, we take off the degradation computational capacity due to performance variation of instances to calculate the execution time. The transmission time TT (t i , t j ) between task t i and its successor t j is calculated via, where load(e i,j ) is the size of data to be transferred from t i to t j , and vm(t i ) is the instance to which t i is scheduled. It is assumed that the instances for executing the entire workflow are leased from a single data center, which also indicates that communication bandwidth Bw between instances are roughly identical. Besides, we take off the communication ability degradation due to performance variation of network to calculate the transmission time. When t i and t j are scheduled to the same instance, t j can obtain the required data from the local storage directly, TT (t i , t j ) becomes zero. The start time of task t i depends on the finish time of its predecessors, the communication time between itself and its predecessors and the finish time of the previous task scheduled on vm(t i ). Start time and finish time of each task can be computed via the following recurrence relations,
where avail(vm(t i )) is the the earliest time when this instance vm(t i ) is ready to execute t i . After t i has been scheduled to the instance vm(t i ), avail(vm(t i )) will be updated to FT (t i ). type(.) is an auxiliary function for deciding the type of instances. Moreover, the leasing period of an instance I j begins when the first task scheduled on I j prepares to receive data from its predecessor tasks, and ends when the last task scheduled on I j finishes sending data to its successor tasks. The leasing start time LST and leasing end time LET can be computed via,
LET
Given a workflow application W = (T , E), and an IaaS cloud C = (I , V , P), this paper addresses the workflow scheduling problem by assigning a proper instance to each task while minimizing the total cost of the workflow and ensuring that the execution time of the workflow does not exceed the deadline constraint. We define a schedule S = (I * , M , SL(W ), MC(W )) in terms of used instances, task-to-instance mappings, exection time and execution cost. I * = {I 1 , I 2 , . . . , I |I * | } is the set of used instances, where I j is an instance of type type(I j ) with a leasing period from leasing start time LST (I j ) to leasing end time LET (I j ). |I * | denotes the size of set I * , and |X | is used to represent the size of any set X in this paper.
represents that task t i is scheduled on the instance vm(t i ) and occupies the time period from ST (t i ) to FT (t i ). The execution of the workflow W terminates when all tasks have been finished, and the makespan SL(W ) of this workflow is the overall schedule length which can be computed via,
In this paper, only one pricing option is considered, and we define the charging unit time by CU and the per-unit price of a v k -type instance by price k . The cost of a v k -type leased instance with the running time RT can be computed via,
Therefore, the total cost MC(W ) for executing tasks of workflow W can be obtained via,
Let T D represent the deadline constraint of workflow W , then, the formal description of this workflow scheduling problem can be written as,
The three-field notation, α|β|γ [3] , is widely used to represent the scheduling models, where α, β, γ denotes the type of resources, characteristics of workload, constraints and objectives respectively. Therefore, the workflow scheduling in IaaS could be given by Q ∼ infty|prec|time, cost, where Q ∼ infty, prec and time, cost represent infinite instances with heterogeneous types, precedence constrained tasks of the workflow, optimization monetary cost with deadline constraint respectively. Since workflow scheduling problem is proved to be strongly NP-hard [30] , there is no algorithm could generate the optimal solution in a reasonable time. Therefore, it is essential to devise effective and efficient heuristic algorithms to tackle this problem.
IV. THE LBWS ALGORITHM
List scheduling heuristics are common methods for workflow scheduling problems. In this section, we propose the Look-back Workflow Scheduling (LBWS) algorithm for deadline constrained workflows to minimize cost with low complexity on IaaS clouds. LBWS consists of four major phases: deadline division, task prioritization, instance selection and instance merging. Deadline division distributes workflow deadlines among different levels and assigns sub-deadlines to each task. Task prioritization lists tasks according to their levels and sub-deadlines. Instance selection schedules tasks iteratively according to their priorities and finds an appropriate instance for every task. Instance merging improves the schedule by consolidating instances with idle slots.
A. DEADLINE DIVISION
Deadline division is nontrivial for the deadline constrained workflow scheduling problem on IaaS clouds. The main idea of deadline division is to divide workflow deadline into task sub-deadlines and try to finish every task within its sub-deadline such that the entire workflow can be finished within the workflow deadline. Some deadline division strategies only consider the execution time and the communication time of each task to stretch its sub-deadline [3] , [4] , [21] , [24] , while others take the workflow size and structure into account as well [5] , [8] , [10] , [25] .
The choice of deadline division strategy has important effects on the following phases. In general, the strategy which takes into consideration the number of tasks or the execution time of each level yields better distribution [31] . What's more, the communication time of each level which is overlooked by existing strategies may play an important role in deciding the makespan of a workflow application, especially for the data-intensive applications. Therefore, this work takes the execution time of each level as well as the communication time of each level into account to distribute workflow deadline. In order to achieve this goal, tasks first get their own level numbers and then group into different task sets.
There are two main approaches for assigning levels to tasks: Top-Down Approach (TDA) and Bottom-Up Approach(BUA) [32] . In TDA, the level of a task is the maximum number of edges from the entry task to itself, while in BUA, the level of a task is the maximum number of edges from the exit task to itself. In this paper, we employ the BUA approach. The Level number (denoted as Ln) of each task can be computed iteratively from the exit task,
Subsequently, tasks are partitioned into different task level sets (TLS) based on their level numbers. The TLS with level number k can be computed via,
No matter what kinds of deadline division strategy, estimating the earliest finish time of the workflow is essential. We estimate the earliest start time (EST) and earliest finish time (EFT) of tasks by scheduling tasks on different instances that can execute them fastest.
For the entry task, EST (t entry ) = 0. Besides, TT (t p , t i ) is a nonzero value because every task is scheduled to a distinct instance. Then the estimated earliest finish time of workflow can be denoted as EFT (t exit ). In order to ensure the schedulability of the workflow, we assume that the deadline T D is not less than EFT (t exit ). Now we define the deadline slack (DS) as:
where deadline slack of an workflow application is the difference between the deadline and the estimated earliest finish time. After the deadline slack of the workflow is decided, the workflow deadline is distributed to tasks based on the execution time and the communication time of each level. Let ET k and CT k denote the total execution time and communication time of tasks in LTS(k), which can be calculated by ET k =
TT (t p , t i ) respectively. Generally speaking, CT k respectively. The slack time ST get by level k can be computed via,
where the deadline division factor is given by = ET W /(ET W + CT W ), which represents the ratio of computation time and communication time of the workflow. The sub-deadline of each task is then updated as follows:
Intuitively, the task level sets with longer execution tasks and larger input files will gain a larger share of the deadline slack, and tasks of these sets will get much longer subdeadlines.
B. TASK PRIORITIZATION
For the list scheduling algorithms, tasks are scheduled on the basis of their priorities. Therefore, it is necessary to define a rule to list tasks. Besides, the dependencies between tasks must be conformed. There exists several rules for prioritizing tasks, like upward rank(rank u ), downward rank(rank d ) and sum rank(rank s ) rules [13] . In general, different rules will produce different task priority lists and then guide algorithms to generate different schdules.
In the former phase, tasks are assigned different levels in the down-top direction from the exist task and predecessor tasks have higher levels than successor tasks. Hence, tasks can be preliminarily prioritized by their levels. Besides, sub-deadline which represents the critical degree of tasks can be used to further rank tasks with the same level. Therefore, tasks are prioritized based on their levels and sub-deadlines, and task t i is assigned higher priority than task t j if Ln(t i ) > Ln(t j ) or Ln(t i ) = Ln(t j )&&SD(t i ) < SD(t j ). If two tasks are equal in levels and sub-deadlines, we arbitrarily assign one task a higher priority. Intuitively, tasks will higher levels or smaller sub-deadlines will have higher priorities. More importantly, task prioritization based on task levels ensures that the execution order of tasks is a topology order of the workflow and task prioritization based on sub-deadlines guarantees that critical tasks will be executed earlier.
C. INSTANCE SELECTION
After the sub-deadline of every task is determined and the priority of every task is assigned, the LBWS algorithm performs the instance selection step. During this step, every task is assigned an instance which can finish this task in/near its subdeadline. For the purpose of cost minimization, an intuitive policy is to choose the cheapest instance for every task while still meeting the sub-deadline. However, this policy does not consider the influence of the finish time of the predecessor on the start time of the successors, and may force successors to choose more expensive instances to meet their subdeadlines. Considering this, LBWS employs a cost-efficient policy which makes a trade off between finish time and execution cost of each task. To demonstrate this trade off, we define two factors time I j t i and cost I j t i to denote the time and cost effectiveness of task t i executing on instance I j in Equations (19) and (20) . Note that the selectable instances when a task is to be scheduled consist of the instances that have created and the instances that have not yet created but can be added at any time.
cost
where FT (t i , I j ) is the earliest time that task t i can finish execution on instance I j , and FT min (t i ) and FT max (t i ) denote the minimum and maximum finish time of t i among all selectable instances. Similarly, EC min (t i ) and EC max (t i ) denote the minimum and maximum execution cost of t i among all selectable instances. These values are used to normalize FT (t i , I j ) and EC(t i , I j ). Besides, the cost increment of executing t i on I j is computed via,
where t n is the previous task assigned on I j . If t i is a new instance, cost(type(I j ), FT (t n ) − LST (I j )) becomes zero. The time factor time I j t i depicts the closeness between the sub-deadline and finish time of t i on I j . If an instance can finish t i earlier, it will be selected with a higher probability. However, if an instance cannot finish t i within SD(t i ), this factor will become negative, and the bigger FT (t i , I j ), the smaller Time
Similarly, cost I j t i depicts the gap between EC(t i , I j ) and the maximum execution cost EC max (t i ). If an instance can execute t i with less cost, it will be selected with a higher probability. However, if the instance cannot finish execution of t i before its sub-deadline, this factor is set to zero no matter how less cost it needs to finish t i .
Based on the above analysis, the selection factor SF(t i , I j ) for each selectable instance is computed via,
where (T D − SD(t i ))/T D is the relative time ratio of t i to the workflow deadline, and EFT (t exit )/T D is the relative slack ratio of workflow. For the early scheduled tasks which influence more sucessors, finish time is more concerned by a larger (T D − SD(t i ))/T D . If the workflow deadline is tight, i.e. larger EFT (t exit )/T D , finish time is more concerned to satisfy the deadline constraint. Otherwise, instances that have less execution cost are preferred. After testing all the selectable instances, the one with the highest selection factor is selected. Instances that are capable of finishing task t i before its sub-deadline SD(t i ) are preferred than the ones that cannot meet sub-deadline. Besides, for the instances that can finish t i within SD(t i ), the ones that finish t i earlier and add less cost increment are much better. Under special circumstances, all instances cannot finish t i within SD(t i ), and the one that finishes t i earliest is selected without considering the execution cost.
If a task misses its sub-deadline, it may propagate delays to its successors. The start time of task t i is decided by its critical predecessor t cp [4] , which is the predecessor that transmits data lastest, i.e. t cp = arg max t p ∈pred(t i ) {FT (t p ) + TT (t p , t i )}. We can reschedule the critical predecessor t cp to make t cp finish earlier and t i start earlier.
The violation time of task t i is given by dv(t i ) = FT (t i ) − SD(t i ). All instance candidates are searched to find the cheapest one which can finish t cp before FT (T cp ) − dv(t i ). If no instance can meet this condition, the instance that can finish t cp earliest will be selected for t cp . More importantly, the new finish time of t cp cannot delay the start time of its other already scheduled successors. Therefore, for each already scheduled successor t c of t cp , the condition FT (t cp , I new ) + TT (t cp , t c ) ≤ ST (t c ) should be satisfied. If we can find an instance that meets the above conditions, then t cp is rescheduled to this instance. Subsequently, task t i is scheduled again. If the sub-deadline of task t i is still missed, we can try to reschedule its other predecessors in the same way.
D. INSTANCE MERGING
Due to the dependency relations and competitions for instances between tasks, there exist many idle slots in the instances of the schedule generated by the above steps. Besides, for the non-critical tasks, their start time can be delayed if not affecting the overall makespan of the schedule. In the meantime, the deadline may not be fully utilized, i.e. FT (t exit ) < T D . Inspired by the aforementioned facts, we propose the instance merging method to make the best of the idle slots to further reduce the cost while satisfying the deadline constraint.
The main idea of the instance merging method is that if the leasing time intervals of instances are overlapping, tasks of these instances can be merged to one instance to save cost if still satisfying the deadline constraint. The details of this method are explained as follows.
First, instances are sorted in the decending order of their lease end time LET , and two adjacent instances I j and I j+1 are considered as candidates if LST (I j ) < LET (I j+1 ). Then instances are tried to merge in line with their orders in lines 3-16. In each step, this method selects two adjacent instances and tries to replace them with a slower instance. Tasks of these two instances are merged into one list according to their original start time and allocated to the slower instance. In the same time, the other tasks are keeping the original allocations. If this new schedule can reduce the cost while satisfying the deadline constraint, it will be accepted. Otherwise, the two adjacent instances are replaced by a faster instance and the new schedule is evaluated in the same way.
If merging any two adjacent instances cannot reduce cost while satisfying the deadline constraint, this method is terminated. In this method, the reason for merging only adjacent instances is to reduce the computation time.
The time complexity of the instance merging method is analyzed. Traversing all instances to select two required instances can be done in O(|I * |). The makespan and cost can be calculated in O(|E|). Therefore, the complexity of instance merging is O(|I * | × |E|). However, in reality, the number of instances that can be merged is very few, and this algorithm ends very quickly, so we omit its complexity when calculating the overall algorithmic complexity.
Algorithm 1 Instance Merging Algorithm
Input: Instance set I * , task-instance mapping set M , makespan, cost Output: schedule S 1 currcost ← cost; 2 sort instances in I * according to LET in decreasing order; , v 2 , . . . , v K }. Since a workflow has N tasks, at most N instances will be used for a specific schedule. The pseudo code of LBWS is described in Algorithm 2. First, workflow deadline is distributed to every task and tasks are prioritized according to their levels and subdeadlines. The instance set I * and task-instance mapping set M are defined and initialized to null. Then tasks are scheduled iteratively in line with their orders in lines 4-16. In each step, the instance with the highest selection factor SF of the candidate instance set I can is found for the scheduled task t i in lines 7-10 and the sub-deadline violation case is handled in lines 12-13, if need be. The instance candidates consist of the instances that has already existed in I * and the instances that has not yet created but can be added whenever necessary (exactly one for each instance type). Besides, if the selected instance is a new instance, it will be created and added to I * . Finally, after scheduling all tasks to instances, the cost is further optimized by the instance merging method in line 18.
The time complexity of LBWS is analyzed as follows. The maximum number of edges in W is (N − 1)(N − 2)/2 ≈ O(N 2 ). The deadline division step needs to traverse all edges and all tasks, thus the complexity of deadline division is O(N 2 ). The task prioritization step needs to sort the tasks with a complexity O(N log N ). In the task assignment step, at most N + K instances are tested for each task, therefore, the complexity of this phase is O (N × (N + K ) ). After combining these steps, the complexity of this algorithm is O (N × (N + K ) ).
Algorithm 2 The LBWS algorithm
Input: Workflow W = (T , E), cloud C = (I , V , P), deadline T D Output: Schedule S 1 employ deadline division to assign sub-deadline for each task; In the previous section, we propose the LBWS algorithm, which schedules one task each step. In this section, we propose another algorithm SAWS, which schedules tasks of a task level set TLS each step. The main idea of the SAWS algorithm is that provisioning instances for tasks of a TLS simultaneously increases the probability of reducing overall cost. By considering more tasks in each time, more global information will be used and thus more appropriate type and number of instances will be determined, thereby reducing the entire execution cost for the workflow application. Considering that tasks of the same TLS may have different computation and communication workloads, tasks are partitioned into several subgroups and tasks of a subgroup can be approximated as homogeneous. However, scheduling multiple tasks to elastic number of instances is still NP-hard. For example, there are N n=1 K n n! VM provisioning alternatives [8] for N tasks and K VM types. Therefore, in order to decrease the VOLUME 8, 2020 complexity, instances of the same type are provisioned for tasks in a subgroup.
Scheduling tasks of a TLS has two phases: task grouping and instance provisioning. In the former phase, tasks are grouped according to their processing time (PT). The processing time of task t i includes two parts, one is the data receiving time max t p ∈pred(t i ) {TT (t p , t i )}, the other is the mean executing time v k ∈V ET (t i , v k )/K . For simplify, tasks are grouped into two subgroups using the mean processing time of this TLS, which is calculated via PT = t i ∈TLS PT (t i )/|TLS|. Then tasks satisfying the inequality PT (t i ) ≥ PT are put into the lgroup, while the others are put into sgroup. In the instance provisioning phase, the type which minimizes the cost increment is selected for each subgroup.
The SAWS algorithm is shown in Algorithm 3. The workflow deadline is first distributed to every task in the same way as LBWS. Subsequently, SAWS starts to schedule each TLS of the workflow in lines 3-27. At each step, the existing instances are first checked to see if they can finish some tasks within their current pricing intervals and meet sub-deadlines of these tasks in lines 4-8. If instance I j can finish task t i within its current rent interval, EC(t i , I j ) = 0. Then remaining tasks are grouped into two subgroups by their processing time, and for each subgroup, all instance types are traversed to decide the appropriate type and number of instances in lines 11-21. Besides, when a VM type is tested, the existing instances of this type are taken into consideration as well. After every type is searched and the most suitable type is decided, tasks are allocated to instances according to the mappings generated during the search process. Finally, the monetary cost is further optimized using the instance merging method.
The time complexity of SAWS is analyzed. Deadline division needs to traverse all edges and all tasks, thus the complexity of deadline division is O(N 2 ). There are at most N instances in the used instance set, thus the remaining interval checking has a time complexity O(N 2 ). All VM types are checked to find a suitable VM type for a task group and has a time complexity O(N 2 × K ). After combining these steps, the time complexity of SAWS is O(N 2 × K ).
VI. PERFORMANCE EVALUATION
This section presents the simulation results of the proposed algorithms and their detailed comparisons with two workflow scheduling algorithms including IC-PCP and ProLiS which are also designed for workflow cost optimization problems.
A. EXPERIMENT SETTING
Simulation methods are now commonly used to test novel scheduling algorithms for workflow scheduling problems. It enables researchers to evaluate the performance of their proposed algorithms under a controlled setting and repeatable manner. For this purpose, here the simulations are conducted using Java coding environment on an Intel(R) Core(TM) i5-8300H CPU with 2.30 GHz and 8GB RAM running on Windows 10.
Algorithm 3
The SAWS algorithm Input: Workflow W = (T , E), cloud C = (I , V , P), deadline T D Output: Schedule S 1 employ deadline division to assign sub-deadline for each task; 2 I * ← ∅, M ← ∅; 3 for k = Ln(t entry ) to Ln(t exit ) do 4 for each task t i in TLS(k) do 5 I f ← selects an instance from I * that meets SD(t i ) within the current pricing interval;
group tasks into lgroup and sgroup; 10 Cost ← ∞, Map ← ∅; 11 for each type v j in V do 12 TS j ← instances of type v j in I * ; 13 TM j ← ∅; 14 for each task t i in lgroup do 15 I f ← select an instance from TS j that meets SD(t i );
if EC(t i , vm(t i )) < Cost then 21 Map ← TM j , Cost ← EC(t i , vm(t i )); In our experiments, the simulation environment is configured as a single data center and eight heterogeneous VM types each of which has infinite instances. The characteristics of the VMs are modelled based on the statistical data of Amazon EC2 as shown in Table 1 . Inspired from Amazon EC2, the average bandwidth between VMs and the unit time of charging are set to 20 MBps and 60 minutes, respectively.
As for the VM acquisition delay, we employ the previous VM startup time study on Amazon EC2 [28] and fix it to 97 seconds. Similarly, the performance variability of the VMs and network are set to 24 percent and 19 percent respectively, in accordance with the previous performance study of Amazon EC2 [29] . To evaluate our proposed algorithms with a realistic workload, we consider five scientific workflow applications with different data and computational characteristics: Montage (I/O intensive), CyberShake (data intensive), Epigenomics (CPU intensive), LIGO (memory intensive), and SIPHT (CPU intensive). Each of these workflows has different structure as shown in Fig. 2 and we can see that they are different combinations of the basic structural components (pipeline, data distribution, data aggregation, and data redistribution).
Montage workflow is used in astronomy with the aim of constructing the desired mosaic of the sky on the basis of input images. Most of its tasks perform frequent I/O operations and need less CPU capacity. CyberShake is an earthquake science application used to characterize earthquake hazards through combining large datasets and has large requirements for memory and CPU. Epigenomics workflow is a highly pipelined biology application which maps the epigenetic state of human cells. Most of its tasks have high CPU and low I/O utilization. LIGO workflow is used in the physics field to detect gravitational waves and has many CPU intensive tasks that consume large memory. SIPHT workflow is used for automating the search of sRNA encoding-genes for bacterial replicons from bioinformatics. Readers can get full description of these workflows by referring to works in [33] .
We can synthesize workflows with different numbers of tasks using the generator provided by Pegasus project [34] and these workflows are available in the format of DAX (Directed Acyclic graph in XML). Execution time of the tasks in DAX files is based on a quad core, 2.4 GHz Intel Core 2 processor whose processing capacity is approximate equal to 8 ECUs(2.33 × 4/1.2 ≈ 8). For each of these workflows, we consider three sizes: Small (about 50 tasks), Medium (about 200 tasks) and Large (about 1000 tasks). Moreover, for each size 20 different instances are generated with the same structure but with different communication and computation workloads.
B. PERFORMANCE METRICS
We compare the LBWS and SAWS algorithms with two other algorithms including IC-PCP [4] and ProLiS [3] . IC-PCP is the most cited work for deadline-constrained workflow cost optimization according to Google Scholar, while ProLiS is a recent work which outperforms another popular algorithm PSO [6] .
To evaluate the performance of the above algorithms, we need to assign different deadlines for each workflow. For this purpose, a fast schedule is generated using HEFT [13] acting as the baseline. HEFT is slightly extended for selecting only the fastest instances and adding instances when necessary. Therefore, the deadline of a workflow is set from tight to relaxed via,
where Makespan fast is the makespan of the fast schedule, and β is the deadline factor. A smaller β means tight deadline and forces tasks to select faster but costlier instances, while a larger β provides opportunities for tasks to select cheaper instances. Since plenty of workflows with different types and task sizes are used, it is essential that the monetary cost of each workflow is normalized. To do this, a cheap schedule is achieved by allocating all tasks of the workflow to a cheapest instance. We adopt the concept Monetary Cost Ratio (MCR) [35] to represent the normalized cost, which can be given by
where MC(W ) is the monetary cost for executing workflow W , and Cost cheap is the cost of the cheap schedule. Similarly, the concept Schedule Length Ratio (SLR) [35] is used to normalize the makespan of each workflow via, SLR = SL(W ) Makespan fast (25) We also adopt the metric Success Rate (SR) to instruct the ability of each algorithm generating schedules within the deadline constraints. SR is given by
SR =
Number of successful schedules Total number of evaluated workflows (26) 
C. SUCCESS RATE EVALUATION
To evaluate the algorithms in terms of generating valid schedules that meet deadline constraints, we vary deadline factor α from 1.0 to 1.5 with a step 0.1 to set strict deadlines for each workflow. The success rate of each algorithm to generate valid schedules under different deadline settings is depicted in Fig. 3 . The first impression we can get from Fig. 3 is that none of the approaches achieve a 100 percent hit rate for each workflow. Besides, the success rate of each workflow rises with the increase of deadline factor β. For the Montage workflow, IC-PCP and SAWS fails to meet all deadlines when β is set to 1.0, while ProLiS and LBWS meet approximate 30 and 90 percent of the deadlines respectively. All approaches can obtain a 100 percent success rate when β is larger than 1.0. The results obtained for the LIGO workflow is quite similar to Montage, except that the success rate of ProLiS and LBWS is less than 15 percent when β is 1.0 and IC-PCP misses a tiny fraction of the other deadlines.
As for the CyberShaker workflow, LBWS meets 18 percent when β is 1.0 and gets a 100 percent hit rate for other deadlines. By comparison, the other approaches fail to meet any deadlines when β is 1.0 and succeed to meet all deadlines when β is 1.5. Besides, the success rate grows fast when β is between 1.1 and 1.4. It is also worth noticing that CyberShake is the workflow that all algorithms perform worst.
The results for the Epigenomics workflow show that IC-PCP and SAWS outperforms ProLiS when β is larger than 1.0, though they fail to meet all deadlines when β is 1.0. As to the SIPHT workflow, ProLiS performs best for all deadlines and outperforms LBWS when β is 1.0. Besides, IC-PCP surpasses SAWS when β is 1.0 or 1.2, and is inferior to SAWS for the rest deadlines.
In general, we can say that our algorithm LBWS performs the best of all and it achieves a 100 percent hit rate for all workflows when β is larger than 1.0. Our another algorithm SAWS performs worse when deadline is very tight and behaves well when deadline is relaxed. They benefit from the deadline division policy which takes into account both computation and communication workloads. However, SAWS provisions instances of the same type for tasks within a subT , which prevents it from exploiting better resource combination to meet sub-deadlines of tasks and causes more deadline violations when the deadline is tight.
D. MONETARY COST EVALUATION
From Fig. 3 , we can see that the success rate of each algorithm is quite different when the deadlines are strict, and it is unfair to compare the cost under such circumstances. Therefore, we vary deadline factor β from 1.5 to 10.0 with a step 1.0 to obtain relaxed deadlines for workflows. The average monetary cost ratio and schedule length ratio obtained by the algorithms for each workflow are shown in Figs. 4-8 . Tables 2-6 compare the optimality between any two algorithms for these workflows separately, and Table 7 shows the overall optimality between any two algorithms. We use the concept Comparative Advantage (CA) [36] to represent the optimality between two algorithms. For any entry CA < A1, A2 >, A1 and A2 represent the row algorithm and column algorithm, respectively, and the value represents how many times A1 generates schedules with lower cost than A2. If CA < A1, A2 > > CA < A2, A1 >, it means that A1 performs better than A2 for this workflow.
At first glance of Figs. 4-8, we can see that MCR of each workflow decreases with the increase of deadline factor β and SLR of each workflows increases with the rising β. Besides, the order of magnitude of MCR for each workflow differs largely, ranging from single digits (Epigenomics, LIGO, SIPHT) to hundreds (Montage, CyberShake). Consider the structure of Montage and CyberShake workflow in Fig. 2 , there are many tasks with short execution time in the second row. Therefore, when the deadline is tight, in order to finish these tasks before the single data aggregation task in the third row, many instances have to be launched and only a small fraction of their time intervals is used. That is the reason that leads to MCR of Montage and CyberShake significantly exceeding other workflows. Fig. 4 and Table 2 show the results obtained for Montage workflow. In general, LBWS and SAWS far outperform IC-PCP and ProLiS in terms of MCR, especially when the dealine factor β is less than 7. The reason may be in part that deadline division of LBWS and SAWS considers the structure of Montage and allocates larger sub-deadlines for tasks in the second row. Then some tasks can be serialized and allocated to the same instance, thus fewer instances are needed. Besides, as deadline loosens, each task can get a bigger sub-deadline even without considering the parallelism of workflow, so the superiority of LBWS and SAWS becomes smaller. In terms of SLR (Fig. 4a) , both LBWS and SAWS make much greater use of the assigned deadline. However, the behavior of IC-PCP is certainly interesting since the MCR and SLR keep unchanged when the dealine factor is no less than 5. The reason may be that IC-PCP assigns tasks of a partial critical path to an instance each time, which prevents it to exploit looser deadlines. Fig. 5 and Table 3 show the results achieved for Cyber-Shake workflow. All algorithms exhibit similar performances as for the Montage workflow except that MCR is one order of magnitude lower than Montage. Besides, The performance of LBWS contrasts with ProLiS and SAWS in the sense that its lower SLR is due to its cost-efficient task assignment which considers monetary cost as well as finish time for tasks.
As for Epigenomics, LIGO and SIPHT workflows, the performances of the approaches are specific to the workflow and the deadline factor (Figs. 6-8, Tables 4-6 ). For example, IC-PCP performs better than the other algorithms for LIGO workflow with smaller deadline factor (β < 4 in Fig. 7) . One cause may be that IC-PCP could group data intensive tasks of LIGO to avoid extensive communication and thus cheaper instances are employed to execute these tasks. The performance of ProLiS excels the others for Epigenomics and LIGO (Fig. 6 , β ≥ 5 in Fig. 7) . Besides, we can see that ProLiS usually performs best when the MCR is very small (MCR < 1.5 for Epigenomics, MCR < 4 for LIGO). One reason is that ProLiS considers that tasks with larger transmission time may be assigned to the same instance and the resulting deadline distribution may be more reasonable. LBWS and SAWS outperform ProLiS and IC-PCP for SIPHT and partial instances of Epigenomics and LIGO ( Fig. 8 , β < 3 in Fig. 6 , 3 ≤ β ≤ 4 in Fig. 7) . What's more, SLR of LBWS is much better than ProLiS and SAWS when the deadline is quite relaxed (β ≥ 5).
From these results, we can see that IC-PCP performs the worst in terms of SR and MCR. IC-PCP suffers from a large number of deadline violations when the deadline is tight, and it performs better only for partial LIGO instances. A possible explanation for this is the fact that IC-PCP allocates tasks belonging to the same PCP to the same instance, which prevents it from exploiting better instance combinations for tasks. The performance analysis shows ProLiS performs worse when the deadline is tight or MCR is large. This is because the deadline division of ProLiS overlooks the structure (e.g. workflow size, task number of each level) of workflow. By contrast, ProLiS performs better when MCR is quite small, especially for Epigenomics workflow. It reveals that ProLiS is suitable for workflows composed of multiple pipelines.
The performances of LBWS and SAWS are better than IC-PCP and ProLiS for Montage, CyberShake, and SIPHT workflows in terms of MCR and SR. It reveals that LBWS and SAWS are suitable for workflows with high parallelism, especially frequent data aggregation and distribution. Besides, they perform better for LIGO and Epigenomics in some cases. LBWS and SAWS have the ability to search better solutions with smaller deadlines. For five workflows in all, LBWS and SAWS also outperform IC-PCP and ProLiS on average in Table 7 in terms of monetary cost.
From Figs. 4-8 , we can see that what influences cost most is the structure of workflow and the order of magnitude of MCR for each workflow differs largely. For a specified workflow, e.g. Montage, cost reduces considerably as the deadline becomes relaxed, and the deadline division method plays an important role in deciding MCR for tight deadline (see results in Fig. 4a ). When the deadline is relaxed enough, each task can get sufficient sub-deadline and all algorithms can generate good solutions, task prioritization and instance selection policies will play crucial roles in deciding execution cost.
VII. CONCLUSION AND FUTURE WORKS
In this paper, we have presented two new scheduling algorithms LBWS and SAWS for workflow applications, with the basic objective of minimizing execution cost under a user-defined deadline. The proposed approaches focus on the typical characteristics of the cloud, such as on-demand provisioning, pay-as-you-go model, instance heterogeneity, performance variation and VM acquisition delay.
We evaluate LBWS and SAWS and compare them with two successful algorithms (IC-PCP, ProLiS) using five well-known workflow applications. Simulation results show that our algorithms perform better than the others on average. In terms of success rate, the best performer is the LBWS algorithm which achieves a success rate of 100 percent for all workflows and β ≥ 1.1. Furthermore, LBWS and SAWS are able to produce schedules with lower monetary costs for majority workflows, especially Montage, CyberShake and SIPHT.
In the future, we are interested in extending these heuristics in order to schedule concurrent workflow applications. Besides, in this paper, we do not take resources failures into consideration which have significant influence in real cloud environments. For the sake of simplicity, we assume instances have identical bandwidths, while instances with different configurations may have different bandwidths in reality. What's more, the spot instances provided by Amazon EC2 at a lower price can be used to further optimize monetary cost, however, deciding the spot prices is a tough question for the less reliable and competitive bidding characteristics. We would like to settle these problems in a realistic cloud environment.
