ABSTRACT Battery energy storage system (BESS) is a pivotal component to increase the penetration of renewable generation and to strengthen the stability and reliability of the power system. In this paper, for the purpose of the state of charge (SOC) balancing and reactive power sharing, a multiagent system (MAS)-based distributed control model, which contains a top layer communication network built by agents and a bottom-layer microgrid composed of BESSs, distributed generators (DGs), and Loads, is provided. Next, a systematic method is designed to build the control laws for agents from any given network, where each agent on the top communication network collects the states of BESSs, DGs it connects and exchanges information with its neighboring agents. Moreover, two theorems, which provide guidelines to design distributed control laws for SOC balancing and reactive power sharing between BESSs, are proposed to show the convergent property of the proposed control laws. Furthermore, several simulation cases are employed to validate the effectiveness of the proposed control model when environmental conditions and time-varying load demands are considered. Finally, the simulation results verify the effectiveness of the proposed control model, i.e., the SOC balancing and proportional reactive power sharing are achieved as expected. Furthermore, our approach has the fast convergent speed of SOC balancing of BESSs, compared to the existed method.
I. INTRODUCTION
With the increasing of worldwide market demand, the proportion of renewable energy sources to conventional energy sources is going higher in recent decades. Further, renewable energy is strongly considered to be a solution of environmental pollution and a promising substitution of the burning of fossil fuels for power generation [1] . However, the intermittence of renewable power resources, such as photovoltaic generation systems (PVs) and wind turbines (WTs), usually brings negative impacts to the grid. To address
The associate editor coordinating the review of this manuscript and approving it for publication was Liang Hu. these problems, the integration of battery energy storage systems and renewable DGs into an MG draws extensive attention. An MG, which contains DGs, loads, energy storage systems and other devices, is an effective integration of renewable DGs into the main grid when it works in a grid-connected mode [2] . Moreover, energy storage systems, such as battery energy storage systems (BESSs) and electric vehicles (EVs), play an important role to balance system load demand, smooth the intermittence of renewable DGs, achieve peak-shaving and valley-filling purposes [3] - [5] , etc.
Inevitably, an MG that contains BESSs, renewable DGs and loads can operate in a gird-connected mode aimed at enhancing the penetration of renewable DGs. A most straightforward approach, termed centralized control, has been widely adopted in the control of MG to manage energy storage systems [6] - [13] where the main effort is spent on designing strategy to keep SOC of the BESSs balanced for the reason of preventing overcharging or over-discharging as well as maximizing the power capacity of the overall BESSs. In [7] , centralized control strategies for SOC balancing in microgrids are proposed for battery energy storage systems, while centralized optimal power flow strategies are designed in [8] , [9] to optimize power flow between the main grid and the microgrid. However, the centralized control approach needs the MG central controller (MGCC) to communicate with all loads, DGs and BESSs, and then the MGCC sends the control decisions back to DGs and BESSs. Therefore, a fast and reliable communication network and powerful central controller are required due to processing significant amounts of data. Moreover, the single-point failure is a disadvantage of centralized control, since any failure of the MGCC or its associated communication links will affect the entire system [14] .
Nowadays, distributed control methods [15] - [22] draw intense attention among researchers. Distributed approaches have the ability to avoid the single-point failure, high communication system costs as well as high computation load. Therefore, applications of distributed methods including microgrids control [15] , energy management [23] , economical power dispatch [15] , SOC balancing [22] , reactive power sharing [24] and frequency control [25] are various. However, several challenges of designing distributed control methods are non-negligible. To begin with, dealing with intermittent generation and time-varying demand in a distributed way isn't a trifle problem in islanded microgrids [16] . Secondly, designing the feedback control gain, which is often related to system performance, for distributed control laws is vital to system stability [26] . Last but not least, distributed control methods are susceptible to communication constraints, such as, communication delays and packet losses, therefore, designing the distributed robust control methods is demanding [25] , [27] , [28] .
In spite of challenges, distributed control methods is a potential way to increase system reliability and scalability [17] - [19] . For example, in [17] , a nonlinear distributed controller for power sharing was proposed when the consideration of dynamical models of PVs, battery energy storage systems and plug-in hybrid vehicles are incorporated. Additionally, decentralized communication-less control methods for power management of a PV/battery unit were provided to maintain system power balanced and frequency stable while considering the limits of SOC of the battery [18] , where the outputs of PV are reduced to protect the overcharge of battery when frequency is high, on the contrary, the noncritical loads are regulated to prevent battery from over-discharge. While in [19] , decentralized power management strategy based on multi-segment P/f characteristics, which takes load demand, renewable generation and SOC of batteries into consideration, was proposed to handle multiple PV/battery systems in islanded microgrids.
Focusing on the SOC balancing problem between BESSs, Morstyn et al. designed a distributed approach for reconfigurable batteries by adopting dynamic consensus algorithm [20] . By employing consensus-based leaderfollower strategy, Golsorkhi et al. [21] utilizes a V-I droop mechanism to balance the SOC and manage the power of BESSs. Moreover, to achieve the SOC balancing, Cai et al. designed a set of distributed control laws for grid-connected BESSs, where two consensus algorithms are utilized to estimate the SOC and average output power of BESS [22] . Xu et al. proposed a two-layer distributed robust control model for grid-connected inverters to keep the SOC balancing of BESS, where the proposed distributed SOC balancing algorithms need to transmit the information of the local power supply-demand mismatch and BESS SOC balancing state variable. After communicating with the neighboring agents, then the set-points of BESSs are calculated and sent to their lower control devices. However, during the iteration, the SOC of battery is assumed to be unchanged [29] . In [30] , a nonlinear consensus law was proposed for grid-connected MG, where some complicated requirements need to be satisfied. Discrete consensus algorithm, which was adopted in [31] , plays a role of sharing the information of SOC of BESSs and adjusting the d-axis virtual resistor to produce the active power according to the values of SOC. Continuous consensus control is adopted in [32] to adjust the outputs of batteries to achieve SOC balancing, in which the penetration of renewable energy sources isn't considered and the secondary frequency control model is needed to generate the set-points for batteries.
Moreover, multiagent system (MAS) has been widely introduced to distributed control, optimization and energy management for MGs [23] , [33] - [35] . For example, an MAS based frequency control method was studied for MGs, where agents only share information with its neighbors according to consensus algorithm [25] . Further, by adopting MAS, Bidram et al. [26] proposed a distributed secondary control mode for MGs. In addition, MAS-based control strategies for SOC balancing among battery energy storage system have also been introduced for MGs. Based on droop control, reference [36] proposed a distributed strategy to regulate BESSs to balance the system energy, as well as the stability of system frequency. In [37] , the global average values of SOC were found by a dynamic average consensus algorithm, and it was added into droop control model to regulate the active power of BESSs to achieve SOC balancing. Moreover, distributed hierarchical control method for BESS was proposed in [28] , where active/reactive power sharing and energy sharing were achieved by implementing the designed fast consensus algorithm into drop controller.
In summary, most of the proposed SOC balancing methods mentioned above, such as methods in [18] , [19] , [21] , [28] , [32] , [36] , [37] , where first-order consensus algorithm was the main route to share the information of SOC and system power among BESSs, were carried out on the droop-based platform. As we know, in grid-connected MGs, the droop-control-based approach may not be applicable due to the fact that the system voltage and frequency are both dominated by the main grid. However, a few references, for instance, approaches mentioned in [22] , [29] , [30] are focusing on discussing the distributed SOC balancing for grid-connected BESSs, where the drastic fluctuation of renewable generation and load demand aren't well considered. Moreover, the distributed methods proposed in these papers need to satisfy some complicate requirements in order to accomplish the balancing of SOC. In order to provide a simple but efficient strategy for SOC balancing and reactive power sharing of BESSs, a distributed agent-based control framework, which contains two layers (communication layer and MG layer), is proposed in this paper. For communication layer, the distributed second-order algorithm, which has fast convergent speed of SOC, is first introduced to achieve SOC balancing of BESSs. Compared with methods in [22] , only one kind of second-order algorithm is needed in our method, which reduces complexity to design control laws for SOC balancing. Later, aiming at guaranteeing the proportional dispatch of reactive power among BESSs, the simplified distributed control laws are provided. Further, the proposed SOC balance control laws and the reactive power sharing control laws can guarantee the system active and reactive power balanced during the iteration, respectively.
Inspired by the distributed control approaches for MGs, we extended our previous works [27] , [38] into the present one. As is shown in [38] , the agent-based distributed control model for islanded MGs was designed to achieve the optimal active power dispatch considering drastic fluctuation of renewable energy sources and loads. Later, in [27] , we simplified the agent-based communication network and therefore proposed a fully distributed control strategy for islanded MGs, where communication loss was also considered. Based on these efforts, we proposed a distributed control strategy, which only needs the local information of the active outputs of BESS, the value of SOC and reactive power, to guarantee the SOC balancing of BESSs and proportional reactive power sharing. As noted above, two main differences are:
1) We designed a distributed strategy for MGs where only controllable agents and the PCC agent are utilized to compose the communication network which simplifies the designing of distributed control laws and reduces the investment of communication system, compared with the work [38] .
2) Compared with the work [27] , improvements are introduced. Such as, the second-order distributed control laws are offered to adjust the outputs of BESS while achieving the balance of SOC and system power simultaneously. Moreover, the proposed distributed control laws for optimal reactive power dispatch are simplified.
In this paper, a distributed MAS-based control method for the SOC balancing and reactive power sharing in grid-connected MGs is proposed. The control approach consists of two layer, in which the bottom layer is an MG composed of load, BESSs and renewable DGs, while the top layer is a communication network formed by agents for secondary control. And the main contribution of the proposed control approach is:
(a) a fully distributed control model for the SOC balancing and reactive power sharing in MGs is presented, each agent only needs local information, i.e., the values of active power, SOC and reactive power of its neighboring agents, to finish the given task; (b) the SOC balancing of BESSs is achieved by the proposed second-order control laws, where the strong assumption that SOC of BESSs is a constant during iteration [29] is unnecessary. And, compared with the methods in [30] , some complicate requirements for distributed control laws are undesired;
(c) compared with the method in [32] , the proposed method is lack of extra computation of Riccati equation to calculate the control gains, which leads to high scalability. Moreover, the proposed control laws have faster convergent speed of SOC;
(d) the power balance and convergence property of two sets of control laws are proved by the proposed theorems which give guidelines for designing the distributed control laws for agents from any given network.
The rest of this paper is organized as follows. The two-layer distributed control model for the SOC balancing and reactive power sharing is formulated and presented in Section II. In Section III, the power balance and convergence property of control laws are analyzed by the proposed theorems. Thereafter, the structure and parameters of the grid-connected MG are introduced in Section IV. Later, five simulation cases are designed to evaluate the effectiveness of proposed method and simulation results are analyzed and discussed. Section VI concludes the paper.
II. CONTROL METHOD FOR MGS
In this section, some terms that are used in the paper are introduced first. Next, the proposed distributed control model for MGs is designed, where the topology of communication network composed of agents is explained in detail. Thereafter, the distributed SOC balancing control laws and the distributed reactive power sharing control laws for BESS are presented in subsection B and C respectively.
A. THE TOPOLOGY OF COMMUNICATION NETWORK
As shown in Fig.1 , the proposed model is built up by two layers, where the top layer is a communication network composed of agents, while the bottom layer is a microgrid which contains DGs, BESSs and loads. In microgrids, photovoltaic systems (PVs) or wind turbines (WTs) are regarded as uncontrollable DGs, as the outputs of these DGs are largely influenced by environmental conditions. Besides, the battery energy storage systems (BESSs), are regarded as controllable DGs, since their outputs can be regulated.
In comparison with the MG in which power flows, there is a directed communication network G(V , E) over the MG, in which information is transmitted and processed, where V is the set of agents (nodes) with n agents and E is the set of edges. In this paper, it is assumed that communication devices together with a local controller processor form an agent. Moreover, an agent that connects a BESS is called controllable agent since the outputs of BESS can be regulated. While the agent which connects PCC node is regarded as uncontrollable agent because the power flowing through the PCC node can't be controlled directly. In addition, renewable DGs work at the maximum power point tracking model (MPPT), so there aren't agents for these DGs which in turn reduces the costs of communication network.
Assume that there are n agents and m controllable agents on the network G,
n×n is adopted to represent the outgoing degrees of each node, for instance, if agent i has two outgoing edges and one selfloop, then d ii = 3. Further, a diagonal matrix R = [r ij ] n×n is used to distinguish controllable agents and uncontrollable agents, in which if agent i is a controllable one, then r ii = 1. Otherwise, r ii = 0.
Moreover, as shown in Fig.1 , each controllable agent connects a BESS through a directed dash line, where the direction of a arrow represents the direction of information transmission. On one hand, agents not only collect the present states of BESSs to which they connects, but also send instructions to BESSs. On the other hand, agents can transmit collected information to their neighbors on the communication network and process received information. Further, the power mismatch of whole MG system will be measured at the PCC node. Therefore, an uncontrollable agent, which connects the PCC node, is applied to collect the information of the system power mismatch. Under the configuration, the fluctuation of renewable energy sources will be smoothed by the microgrid which prevents overloading in the PCC node and also leads to small impacts to grid.
B. DISTRIBUTED SOC BALANCING CONTROL LAWS
From the works [37] and [39] , it is available to assume that the simplified calculation of SOC of a BESS can be written as,
where
is a constant,p i (k) active outputs power of the controllable BESS i . C i and V i are capacity, input voltage of converter, respectively. Therefore, the SOC of a BESS can be adjusted by regulating the discharging/charging power p i (k). Andp i (k) is derivative of soc i (k), where the dynamics of a BESS can be simplified as a second-order system. Borrowing idea from the high-order consensus algorithm [40] , a second-order distributed control law for MGs with renewable energy sources and BESSs was proposed. In order to guarantee the SOC of BESSs balanced, the following distributed control laws for controllable agents are provided according to the graph G,
are column vectors of SOC and active power, while α > 0(α < 1/z) is a constant that has influence on convergent property. And F = [f ij ] n×n is the weighted matrix for the graph G, whose element is defined as follows,
where 0 < δ <
} is a constant, while N i denotes a set of the neighbors of agent i. d g is the outgoing degrees of the uncontrollable agent. L is a set of controllable agents, while L denotes the complement of L, which is a set of uncontrollable agents.
Obviously, the proposed control laws (2) are totally distributed due to the fact that only the neighboring information soc j and p j are needed. Besides, it is proved that the SOC of BESSs converge and the system power is balanced through the iterative process if the controllable agents regulate the outputs of their BESSs in terms of control laws (2) . In summary, for any given network, a distributed SOC balancing control law can be designed according to our proposed method, where only the attribute matrix R and the weighted matrix F of communication network G are needed. Moreover, control gain α, which helps to enhance the convergent speed, is added into the control law. One can design the distributed SOC balancing control laws with the knowledge of outgoing degrees of communication network. Compared with the algorithm in [29] , the design of SOC balancing state variable and the local power supply-demand mismatch are avoided. The range of control gain for SOC is given via the simple way compared with the studies in [32] , where the control algebraic Riccati equation needs to be solved to acquire feedback control gain with the demand of computation.
C. DISTRIBUTED REACTIVE POWER SHARING
In this subsection, we provide the distributed control laws for controllable agents, which are derived from the graph G, to ensure the reactive power shared reasonably among controllable BESS, i.e., proportional outputs of reactive power to their maximal reactive power. The distributed control laws for reactive power sharing are designed as follows,
where H = [h ij ] m×m is a weighted matrix. And the entry of the matrix H is designed as follows,
where θ ∈ 0, reactive power capacity and q max min = min q max i i = 2, · · · , n . Also, the proposed control laws (4) are fully distributed, since they only need the neighbors' information. Moreover, it can be proved that the distributed control laws (4) can both guarantee the proportional outputs and keep the reactive power balanced through iteration. Apparently, when the network of an MG is given, the distributed control laws for an MG will be designed in terms of the methods mentioned above. In addition, we will give explicit proofs for these proposed distributed control laws in section III.
Briefly, the process of building SOC balancing and reactive power sharing approach is,
Step 1: Build the communication network G, from which the outgoing degree matrix D and attribute matrix R are calculated.
Step 2: Calculate the weight matrix F and matrix H according to matrix R and D.
Step 3: Based on matrix F, build the second order control law (2) by adding the control gain (α < 1/z). Based on H , build the control law (4).
Step 4: Each controllable agent collects the information of p j (k − 1),soc j (k − 1) andq j (k − 1) from its neighbors, and then calculates the output(p i (k),q i (k) ) of BESS i at the step k according to equation (8) and (14) .
Step 5: Sendp i (k), andq i (k) to its BESS i and adjust the output of BESS i .
III. CONVERGENCE ANALYSIS
In this section, we provide two theorems to analyze the convergence property for the proposed distributed control laws. The theorem 1 is introduced, which serves to ensure the system power demand-supply balanced and the SOC of BESSs converged when distributed control laws (2) are applied. Furthermore, the theorem 2 explains the convergence of the control laws (4).
Theorem 1: Supposing there is a directed communication network G with n agents over the MG, if the controllable agents adjust the active outputs power of BESSs in accordance with the control laws (2), these two conclusions are achieved, 1): The system power demand-supply is balanced, i.e., P (k) = P y (0); 2): The SOC of BESS 2,··· ,m will converge, i.e., soc 2 
Proof: 1) Assume yth agent is the uncontrollable agent, and if the both sides of equation (2) are summed up respectively, it yields,
Due to f 1i + f 2i + · · · + f ii + · · · + f ni = 1, the above equation can be reexpressed as follows:
wherep i (k −1) is the active set points of BESS i , p y (k-1) is the system power mismatch at time step k − 1 collected by the uncontrollable agent y. The equation (7) represents that the mismatch of system active power is shared by BESSs when control laws (2) is applied, which implicates the system active power is balanced.
2) AssumeF is a weight matrix of controllable agents, the control laws (2) can be reduced to the following forms if the system power mismatch is shared by BESSs, i.e., when p y = 0,
are the SOC column vectors, the active power column vectors of BESSs. Taking into account continuous form of (8), it yields,
and the definition of matrixF is,
Assume that ζ , λ are eigenvalues ofF and Y , respectively. According to theorem 3.1 of [40] , we know that zero is a simple eigenvalue ofF (ζ 1 = 0) and all other eigenvalues(ζ n ≤ · · · ζ 3 ≤ ζ 2 ≤ 0) have negative real parts. Moreover, it can be proved that following expression stands,
Analyzing expression (12), we can find that, if ζ = 0, matrix Y has two zero eigenvalues. If ζ = 0, the root of the equation (12) is λ = (ζ ± ζ 2 + 4αzζ ) 2, which implicates that matrix Y has two zero eigenvalues and all the other eigenvalues have negative real parts due to ζ ≤ 0. Thus, the convergence of proposed control laws (2) achieves gradually, i.e.,s 1 
Moreover, the convergent speed of control laws (9) is associated to the parameter α and ζ , according to the theorem 1 in [41] . More specifically, the exponential decay is exp − √ α zζ 2 ζ n (ζ 2 − ζ n ) . Theorem 2: On the graph G, if the controllable agents regulate the reactive power outputs of BESSs, the system reactive power demand-supply is still balanced. Besides, the proportional outputs of reactive power to their maximal reactive power will be reached, satisfying
Proof:
If the both sides of equation (4) are summed up respectively, we have,
whereq i (k −1), i = 1, . . . , m is the reactive outputs power of BESS i . The equation (13) shows that the mismatch of system reactive power is shared by BESSs when control laws (4) is applied, which maintains the system reactive power balanced. Next, the convergence of the control laws (4) are analyzed as follows. Also, the control laws (4) will change into following forms, after the reactive power is shared among BESSs. AssumeH is a weight matrix of controllable agents, we have,
where the entry of matrixH is defined as follows,
Multiplying the ith row ofH by the column vector Q max , it yields,
If the topology of the communication network G is given, a conclusion that ρ(H ) ≤ 1 is arrived, where ρ(·) is the spectral radius of the matrixH . Let
then the expression ρ(U ) = ρ 2 (H ) < 1 holds, where ρ 2 (H ) is the second largest eigenvalue of the matrixH . One can refer to our previous work [27] to obtain the explicit explains. Therefore, according to the conclusion of the document [42] , we can obtain the following results,
Thus, we have,
whereQ(0) and β are the initial reactive outputs vector for DGs and the final proportion each BESSs reached, respectively.
IV. SYSTEM ARCHITECTURE
The simulation is conducted in MATLAB/Simulink environment to test the proposed control methods for Grid-connected microgrids shown in Fig. 1 , which contains five uncontrollable DGs, five BESSs and ten loads. And the agent based communication network is also built on the MATLAB Function block in MATLAB/SIMULINK. Next, five uncontrollable DGs(DG 7,8,9,10,11 ) works at the maximum power ). Further, it assumes that the uncontrollable DGs don't produce any reactive power, i.e., Q 7,8,9,10,11 = 0kVar. And the system voltage and the system frequency are set at 380V, 50Hz, respectively, while the line losses in the MG are considered, when the line impedance is set at 0.169 + j0.07 /km [15] . In addition, the capacities of all BESSs are set at 20Ah [43] , while the initial SOC states of BESS 2, 3, 4, 5, 6 are set to {66%, 62%, 64%, 65%, 63%}. The rest of parameters are summarized in Table 1 . Note that the system works in a balance state at the initial time.
Furthermore, asynchronous communication is adopted in this paper to reduce the information transmission and communication cost. Assume each agent has three 1 × n vectors,
, to store the values of active and reactive power, the SOC of neighboring agent and its own. For example, if the absolute value of the difference j soc
After that, the agent send the value soc i (k) to its neighbors. Otherwise, the vector J soc (k) will not update its value and information transmission will not occur. Similarly, if the absolute difference j
, the update of the vectors J p (k) or/and J q (k) will happen and the information transmission will occur. Once one of these vectors update theirs entries, agents will calculate the set points according to the control laws (2) and/or (4) of output of BESS between present time and previous time is small enough, we can regard the state of the output of BESS as unchanged. Hence, new set-points of BESS are unnecessary to calculate.
V. SIMULATION RESULTS
In this section, five simulation cases are designed to evaluate the performance of the proposed control method, when both load demand and active power outputs of renewable DGs change at the same time. In case 1, the system performance between the change of environmental conditions, load demand are studied. Next, the SOC convergence property under different α is investigated. Later, different , packet losses, communication link failures and communication delays on the communication network G are considered in Case C. Next, comparison with benchmark algorithm is studied. Furthermore, application to demand response is investigated. Finally, all results are discussed and explained in detail.
A. CASE 1: IMPACTS WHEN BOTH ENVIRONMENTAL CONDITIONS AND LOAD DEMAND FLUCTUATE
In the MG, DG 7, 11 and DG 8, 9, 10 are PVs and WTs respectively, whose outputs rely on environmental conditions. Moreover, the fluctuation of load demand is also considered, as shown in Fig. 2 , where the maximal fluctuation of active and reactive load demand is 192kW and 25kVar. In this case, the proposed control laws (2) and (4) are applied for agents on the network G where δ, α and θ are set to 0.45, 1e4 and 1.2e4, and the asynchronous parameters 1 , 2 , 3 are set to 0.1%,100(kW),100(kVar), respectively. The results are shown in Fig. 3 , where Fig. 3(a), (b) and (c) show the outputs of DGs and BESSs, the states of SOC, the system voltages at Load 1,9,11 and power mismatch, respectively. From Fig.3(a) , it can be found that the active power outputs of uncontrollable DGs change dramatically, while the active outputs power of BESSs become equal gradually due to the adjustment of provided control laws. Importantly, the SOC of BESSs converges slowly, which can be seen in Fig.3(b) . Besides, reactive outputs power of BESSs are in proportion to their maximal reactive power, i.e., β 2 = β 3 = · · · = β 6 , when both environmental conditions and load demand fluctuate drastically. Further, the system voltages vary slightly except the situations when load demand fluctuates severely. However, the voltages still stay close to 380V even in these situations. In addition, the system power mismatch always runs to zero, in addition to the moment when load demand fluctuates drastically, after BESSs are regulated by agents in terms of control laws (2) and (4).
In simulations, agents on the subgraph G send their information to their neighboring agents according to the asynchronous communication protocol. Later, controllable agents calculate the set points of BESSs according these information in terms of the control laws (2) and (4) in an iterative way. After calculation, controllable agents send these set points to local controllers to adjust the BESSs. However, the uncontrollable agent will not send messages to the PCC node since the power flowing though the PCC node can't be regulated directly. Eventually, the system active power and reactive power are dispatched as expectations, as shown in Fig. 3 .
B. CASE 2: IMPACTS OF DIFFERENT PARAMETER α
From the control laws (2), it can be known that the parameter α has influence on the convergence of SOC of BESSs. Hence, in this subsection, the influence of different values of parameter α, i.e., α = 2e4, α = 5e4, to system performance are studied when control laws (2) are applied to controllable agents. And other settings are adopted as those in Case 1. The results are obtained in Fig.4 .
Comparing the results in Fig.3(b) and Fig.4(a, c) , it can be found that the convergent time of SOC, which are roughly 30s, 20s and 10s respectively, decreases as α becomes larger. However, the system voltages change in a normal range, still stay close to 380V, except the extreme conditions when load demand fluctuates drastically. At the beginning time, comparing Fig.4(b) and (d) , the active power mismatch grows large when α increases, since the active power produced by BESSs and renewable DGs is larger than the sum of the load demand and maximal charging power of BESSs with lower SOC when considering output constraints of BESSs. Therefore, this part of active power is absorbed by the main grid.
C. CASE 3: IMPACTS OF DIFFERENT PARAMETER , PACKET LOSSES, LINK FAILURES AND COMMUNICATION DELAYS
First, the impact of different parameter is investigated. The asynchronous communication parameter , which decides the amount of data transmitted on the communication network, has influence on the system performance. Here, we investigate the system performance under different 2 = control laws (2) and (4) are applied by agents. Moreover, the other settings in this case follow those in Case 1. Simulation results are obtained as follows, From Fig.5 , one can see that the system runs well with different 2 = 3 = 300(kW,kVar), 500(kW,kVar), i.e., the SOC of BESSs and reactive power proportions converge gradually when environmental conditions and load demand fluctuate dramatically. Moreover, the system voltages still vary in an acceptable range. However, in comparison with Fig.3(d) , the system power mismatch gets larger with the increasing of the . When becomes larger, the number of communication decreases, which means each agent will receive less information from its neighbors. And without latest information, BESSs will not share the system power mismatch well.
Second, the impact of packet losses in communication is studied. Information transmitted among agents may be lost when a communication network works unstable. Therefore, in this case, how packet losses on the graph G influence the system performance is investigated, when both environmental conditions and load demand fluctuate with the settings following those in Case 1. Assume that the probability of packet losses is set 0.3, 0.5 respectively, when information is transmitted from agent i to agent j on the communication network. The statistical results in Fig. 6 (a) and (b) show that the system works stably, i.e., the system voltages are still close to 380V meanwhile the system power mismatch is almost zero. However, the system power mismatch in Fig. 6(a) is smaller than that in Fig. 6(b) , due to the fact that the larger the probability of packet losses is the fewer the latest data processed successfully by agents. According to the results in Fig. 6 , the small probability of packet losses less than 0.5 on communication network G will not deteriorate the system performance significantly.
As mentioned in Fig. 6(a, b) , the system performance will not deteriorate significantly when packet losses occurring on the communication network. Hence, the impacts of an extreme condition, communication link failures, is investigated when system is running. Suppose that a communication link from agent 2 to agent 3 on the communication network G is broken at k = 8s and then connected at k = 24s with other settings follow those in case 1. Simulation results, as shown in Fig.6(c) , indicate that the performance of the system isn't impacted negatively, i.e., the system is still stable and system voltages still close to 380V. The reason is that information of the system power mismatch is still collected and transmitted to controllable agents by uncontrollable agent 1 , and at the same time each controllable agent still communicates with its neighboring controllable agents to reach a consensus on the SOC and proportions. However, it should be noted that there is at least one link from an uncontrollable agent to a controllable agent on the graph G, and the communication network composed by controllable agents should be connected.
Finally, the impacts of communication delays that may exist in a real-communication network are studied when both environmental conditions and load demand fluctuate, where other settings follow those in Case 1. Here, assume Gaussian random time delay τ d ∼ N (30ms, 20ms) happens on the communication network when information is transmitted among agents. Statistical results are obtained in Fig.6(d) . As shown in Fig.6(d) , the system still runs smoothly. However, compared with the results without time delays (Fig.3(d) ), the system power mismatch takes a longer time to return zero, since agents at time t always calculate the set points of BESSs with the information received at time t − τ d . In this case, agents can't share the system power mismatch immediately. 
D. CASE 4: COMPARISON WITH THE EXISTED ALGORITHM
As discussed in Section I, with the comparison of the previous works (see [22] , [29] , [30] , [32] ), this paper provides a systematic guideline to build distributed control model to achieve the balancing of SOC and system power as well as to keep system reactive power dispatched proportionally among BESSs, meanwhile, lifting some complicate restrictions on the design of control laws. Therefore, in order to give comparison, the control laws (14) of Section D in [32] with three BESSs are embedded into our model. The communication network G c is shown in Fig. 7 [32] and the parameters α = 1e4. The initial value of SOC is {66%, 62%, 64%} and the initial power of BESSs is 25, 33, 45(kW), respectively. Next, the parameters in control laws (14) are chosen as cK 1 = −0.0822, cK 2 = 0.042 [32] . Moreover, in order to test the system performance of the two methods, three BESSs, three renewable generations and six loads are built in our model. In simulation, active load demand is time-varying, ranging from 30 kW to 205 kW (Fig. 7(b) ), while the outputs of uncontrollable DGs fluctuate from 8 kW to 50 kW. Simulation results show in Fig. 8 . From the Fig. 8(b,c) , it can be seen that SOC of BESSs in (b) (obtained from our method) converges faster than the SOC of BESSs in (c) (obtained from method in [32] ), which shows improvements of our control laws. Besides, the system voltages are stable, staying close to 380V, since the system power is balanced during the iteration with both two methods. 
E. CASE 5: APPLICATION TO DEMAND RESPONSE
The SOC balancing, reactive power sharing and demand response can be achieved concurrently by our approach if agents adjust the BESS and flexible loads in terms of control laws (2), (4) and (21) . As it can be seen in Fig. 9 , three different control laws are embedded into the controllable agents, where expressions (2), (4) and (21) are the SOC balancing, reactive power sharing and demand response control laws, respectively. With the received information and collected states, controllable agents will finish the task of SOC balancing, reactive power sharing and demand response in a distributed way. In order to validate the effectiveness of proposed method, the demand response is investigated. Here, we assume that five loads, Load 6 , Load 7 , Load 8 , Load 9 and Load 10 in microgrid, are flexible loads, which means that these loads are adjustable. In order to extend proposed methods to this area, we assume that controllable agents also collect the states of flexible loads, that is, bidirected communication lines are added between flexible loads and controllable agent 6 , agent 2 , agent 3 , agent 4 and agent 5 . Their parameters are shown in Table 2 . Besides, controllable agents also collect information from flexible loads, after computation, send setpoints to flexible loads. Thereafter, the flexible load adjusts its demand according to the setpoints. In addition to collecting the system power loss, uncontrollable agent will also provide strategy to start the process of demand response with the information of market condition, renewable generation and SOC of BESS.
Here, we use the SOC as the variable to achieve the coordination between BESSs and flexible loads. Assume that the process of demand response is started as the SOC of BESSs reaches threshold value. Uncontrollable agent calculate the amount of adjustable power L p according to the formula (19) ,
where r(k) is proportion of adjustable power to maximal adjustable power of flexible loads, which is related with SOC of BESSs and the sum of maximal adjustable capacities of flexible loads, 
L p (k) is the information of uncontrollable agent. Specially, if the SOC of BESSs is higher than 90% or lower than 20%, BESSs will stop charging or discharging and flexible loads will be the maximal or minimal demands. According to the (19) , uncontrollable agent calculates the value of adjustable power L p (k) according to the received value of SOC from neighbors. Therefore, considering the network G, control laws for flexible loads are given as,
where L r (k) = l r i (k) m×m is the column of the adjustable power of flexible loads. If we replace q max i of control laws (4) with L r i , the weighted matrix H is changed into H . L r = [ L r i ] m×m is the column of the maximal adjustable power of flexible loads. Agents will regulate the adjustable power of flexible loads according to their maximal adjustable power in terms of the control laws (21) . In other word, flexible loads will be adjusted according to their maximal adjustable power if the SOC of the BESSs reaches threshold value. It's worth mentioning that in order to adjust the potential flexible loads, we assume that the flexible loads are adjusted after control laws (21) converge. And that explains |r(k)| > 1. In this simulation, reactive power sharing is not considered. Fig. 10 shows the results of demand response when flexible loads are considered. From the results shown in Fig.10(a) and (b), the active outputs and SOC of BESSs still converge even when load demand and environmental conditions change. Specially, the flexible loads adjust their load demand when SOC reaches 35% according to their maximal adjustable power. As it can be seen in Fig.10(c) , the amount of adjusted power is proportional to their maximal adjustable power. The proportions of flexible loads reach 0.2 at time(28s) when SOC is under 35%, and proportions are 0.5 at time(58s) when SOC is lower than 30%. Moreover, the system voltages still vary in a normal range, seen in Fig.10(d) .
VI. CONCLUSION
This paper proposed a two layer distributed control method for grid-connected microgrids to manage the BESSs when the intermittent outputs of renewable DGs and the fluctuation of load demand are considered. The bottom layer is a grid-connected MG composed WTs, PVs, BESSs and Loads, while the top layer is a communication network which is consisted of agents. And agents adjust the outputs of BESSs according to the setpoints calculated by proposed distributed control laws. Correspondingly, a set of distributed control laws for agents are proposed from any given communication network, where the fast second-order control laws and the optimal control laws are designed for SOC balancing and reactive power sharing of BESSs, respectively. In addition, two theorems are introduced to analyze the property of the system power balance, the SOC balancing and proportional outputs of maximal reactive power among BESSs.
In order to test the performance of the control laws, five simulation cases are designed in MATLAB/SIMULINK, when both environmental conditions and load demand fluctuate dramatically. Simulation results show that the proposed control method can guarantee that the system works well, i.e., the system voltages vary in a normal range, while the SOC balancing and proportional outputs of BESSs are achieved, even if there are packet losses, communication delays, link failures occurring on the communication network during the simulation. Moreover, with the comparison of the existed methods, our approach offers a simple way to design the control laws from given communication network and has the fast convergent speed of SOC balancing. Besides, the proposed control method has the potential to the application of demand response. Furthermore, distributed optimization model for BESSs, which includes states of battery health, battery lifetime costs as well as charging/discharging current, in active distribution network is an interesting topic.
