Abstract: This work addresses the problem of automatic head pose estimation and its application in 1 3D gaze estimation using low quality RGB-D sensors without any subject cooperation or manual 2 intervention. The previous works on 3D head pose estimation using RGB-D sensors require either 3 an offline step for supervised learning or 3D head model construction which may require manual 4 intervention or subject cooperation for complete head model reconstruction. In this paper, we 5 propose a 3D pose estimator based on low quality depth data, which is not limited by any of the 6 aforementioned steps. Instead, the proposed technique relies on modeling the subject's face in 3-D 7 rather than the complete head, which in turn, relaxes all of the constraints with the previous works.
. Depth data obtained from the first frame and visualized from profile. It consists of both facial part and spurious data.
(eye corners, eyebrows, mouth corners) on RGB image of the subject, and consequently added an 
Contribution of the proposed

86
Unlike [2,3,7,16] our proposed system does not require any commercial system to learn a subject's 87 head nor any offline step. A key contribution of our approach is proposing a method to automatically 88 learn a subject's 3D face rather than the entire 3D head. As a consequence, we no longer need subject's 89 cooperation (i.e., turning the head from left to right) which is important in previous works for model 90 based pose estimation systems. In addition, unlike [7] our system does not require any manual 
Method Details
101
Our method consists of four key steps:(i) Geometry processing of a generic face model and the 102 first depth frame, (ii) generic face model initialization (i.e., model positioning at the location of the 103 head), (iii) subject-specific face model construction by morphing the initialized generic model, and
104
(iv) tracking the face in the next depth frames using the subject-specific face model. In our proposed 105 system, we only model the face of the subject rather than the entire head, which in turn, helps us to 106 design a very robust, accurate and non-cooperative head tracking and pose estimation system. To 
3D Facial Features
C r o p p in g P la n e this purpose, we capture the entire environment using the Kinect. Next, we filter out the spurious 120 point cloud and just keep the region of interest in the first depth frame, i.e., the facial surface. For this 121 purpose, the first depth frame is automatically trimmed in order to discard the residual data. To this 122 end, we need to automatically detect and localize the facial features (i.e., eyes, nose, and mouth) on 123 the point cloud in order to determine the way the depth data should be trimmed. Detection of the 124 facial features from a noisy depth frame directly is a challenge. Fortunately, the Kinect provide us the 125 first RGB frame. So, the face and facial features are detected on the first RGB frame by first using Haar
126
features and boosting ([17]). Fig. 2 demonstrates an example of the face and facial feature detection.
127
As some false detections may occur, the next step is to reject them automatically. This is accomplished 128 by utilizing the prior knowledge about the structure of a face and the relative positions of eyes, nose 129 and mouth on a detected face.
130
After the features are detected on the first RGB frame, their 3D loci are determined on the first 131 depth frame through back projection using Kinect calibration data. In order to trim the depth data, a
132
3D plane passing through the 3D coordinates of the eyes and mouth is defined and shifted by an offset 133 equal to the distance between the left and right eye. The shifted plane is called the cropping plane. Next,
134
the depth data beneath the plane is discarded. Fig. 3 shows the 3D loci of the facial features on the 135 corresponding depth data trimmed by the cropping plane.
136
Once the subject's face is captured and trimmed in 3D, the next step is to construct a model which
137
simulates the subjects face (rather than the complete head). The type of 3D model we use to simulate 138 the subject's identity is a family of Active Appearance Models (AAMs) called 3D Morphable models.
139
Using these models, a subject's 3D head scan can be reconstructed by adding a set of weighted principal 
Generic Model Positioning
149
After processing both model and depth data, the trimmed model is positioned on the face of 150 the subject using rigid ICP. Fig. 5 
where Y is the target surface in R 3 , X is the source surface, and Z is a deformed version of X 161 which should be aligned with Y. Notice also that C y (z i ) is the closest point in the target surface to the 162 point z i (i = 1, 2, ..., n, where n is the number of points in source). In this equation, the first term is the 163 point-to-plane matching error, the second term is the point-to-point matching error, while the third term is the model error (for more details about these error the reader is referred to [18] ). The energy 165 function can be minimized by linearizing Eq. 1 and iteratively solving the following linear system:
where t is the number of iterations, other difference is that we no longer need to trim the next depth frames. The reason is that the model is can decrease the frame rate at which the system operates. On the other hand, a limit of our method 199 is that the system can not start from an extreme pose, as the facial feature detection algorithms will 
Robustness of Registration to Facial Expression Changes
216
As we use rigid ICP, facial expression changes may be considered as a challenging factor. In this 
Gaze Estimation
225
In this paper, we will study the impact of the proposed 3D head pose estimator on the we use the two supervised learning methods to calculate the gaze direction on the head coordinate 228 system (we will refer to this vector as the Gaze-on-Head vector or GoH in the remainder of this paper): This step is a pre-processing step for gaze estimation. As soon as the head pose is calculated, the 233 texture of the corresponding RGB frame can be back-projected to a pose free 3D head model (Fig. 5) .
234
The 3D gaze vector is calculated on this pose free head model next, and the 3D head pose is added 235 back to the calculated 3D gaze vector to bring the 3D gaze vector back to the world coordinate system 236 (See Fig. 6 ). 
Experimental evaluation
238
In this section we report our empirical evaluation. We start by describing the data sets used in Figs. 7 and 8 demonstrate the mean and the first, second and third principal components
256
(visualized: ± 5 standard deviation) of the shape and texture model respectively.
257
Any unknown face can be explained as a linear combination of the principal components and the 258 mean shape/texture. In this paper, we only use the shape data set (i.e, shape principal components 259 together with mean shape) for the construction of a subject's specific face model (i.e, the head trackers). 
Biwi Kinect Head Pose Database
261
We used the Biwi Kinect Head Pose Database ([2,3]) to evaluate the effectiveness of our method.
262
There are reasons for this choice. Firstly, to the best of our knowledge, it is the only RGB-D database and RGB image of 20 people, six females and fourteen males, where four people were recorded twice.
267
The head pose ranges through about 75 degrees yaw and 60 degrees pitch. The ground truth for head 268 rotation is also provided by a commercial software. We evaluated the proposed algorithm in a setting in which the first RGB frame and the first depth 281 frame were used for learning in an unsupervised context, while the other depth frames were used for 282 testing. Fig. 9 demonstrates the registration procedure. In this figure, the blue point cloud is the (down 283 sampled) mean shape 1 of the BASEL data, while the red point cloud is the trimmed depth scan of the 284 first subject in the Biwi database (the subject in Fig. 2) . We want to register the two shapes with each 285 other and, at the same time, capture the variation of the subject's face by minimizing Eq. 1. • Usability in real scenarios, i.e., user-specific training, system calibration and manual intervention 302 need to be kept to a minimum.
303
On one hand our system demonstrates better results than [2, 3] • Usability in real scenarios, i.e., user-specific training, system calibration and manual intervention 328 need to be kept to a minimum. 
Conclusion
335
This work addressed the problem of automatic facial pose and gaze estimation without subject 336 cooperation or manual intervention using low quality depth data provided by the Microsoft Kinect.
337
The previous works on pose estimation using the Kinect were based on supervised learning or require 338 manual intervention. In this work, we proposed a 3D pose estimator based on low quality depth data.
339
The proposed method is generic and fully automatic. The experimental results on the Biwi head pose 
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