Micro-expression (ME) is a special type of human expression which can reveal the real emotion that people want to conceal. Spontaneous ME (SME) spotting is to identify the subsequences containing SMEs from a long facial video. The study of SME spotting has a significant importance, but is also very challenging due to the fact that in real-world scenarios, SMEs may occur along with normal facial expressions and other prominent motions such as head movements. In this paper, we improve a state-of-the-art SME spotting method called feature difference analysis (FD) in the following two aspects. First, FD relies on a partitioning of facial area into uniform regions of interest (ROIs) and computing features of a selected sequence. We propose a novel evaluation method by utilizing the Fisher linear discriminant to assign a weight for each ROI, leading to more semantically meaningful ROIs. Second, FD only considers two features (LBP and HOOF) independently. We introduce a state-of-the-art MDMO feature into FD and propose a simple yet efficient collaborative strategy to work with two complementary features, i.e., LBP characterizing texture information and MDMO characterizing motion information. We call our improved FD method collaborative feature difference (CFD). Experimental results on two well-established SME datasets SMIC-E and CASME II show that CFD significantly improves the performance of the original FD.
INTRODUCTION
Facial expression is an important manner for human communication and information transfer. It can be notably classified into two types: macro-and micro-expressions. Macroexpressions are the normal expressions that we see everyday. movements that are not easily perceived by ordinary people, but they indicate the real emotion that people cannot suppress or fake.
Research on micro-expression started from 1966 when Haggard et al. [1] proposed the concept of ME. In 1969, Ekman et al. [2] reported the finding of ME in an interview video, which was later considered as the critical clue for the patient's lie. Since then, people have realized the potential of ME in many applications, including education, mental illness diagnosis, airport security etc. ME analysis is valuable, but also challenging. A ME usually lasts for very short time, mostly less than 0.5 seconds [3] . This means that MEs only exist in a few frames in normal camera videos. Moreover, ME movement has low strength and often shows in only part of the facial regions. These two significant characteristics -short duration and subtle movement -make ME analysis difficult.
As an essential and necessary preprocessing step for ME analysis, ME spotting is to identify subsequences of frames from a given long video that contain MEs (Figure 1 ). Most existing spotting methods (e.g., [4, 5] ) are based on posed MEs. It is well known that spontaneous MEs are much more difficult for spotting than the posed MEs, because ME is considered involuntary and difficult to disguise; see a detailed discussion in [6] . So far only a few works address sponta-neous ME spotting; see [6] for a summary. In recent years, benefiting from the progress of technical advances in acquisition hardware, well-established spontaneous ME datasets [7, 8, 9] were released, providing essential data for research.
A state-of-the-art spotting technique called feature difference analysis (FD) was proposed in [6] , which is an extension of the first spontaneous ME spotting method [10] . Given a long facial video sequence, FD divides the facial region of each frame into equal-sized regions of interest (ROIs). Then, the local binary pattern (LBP) histogram feature [11] or the histogram of optical flow (HOOF) feature [12] in each ROI is extracted. For each frame, a subsequence centered at this frame with a fixed length is formed, and the feature difference of this subsequence is defined as the distance of this frame's feature and the average feature of the first and the last frames of this subsequence. Finally, after removing background noise, a threshold is used to tag the possible peak frames and subsequences.
FD achieves superior performance among existing spontaneous ME spotting methods including [13, 14] . However, it still has space for improvement. First, the contribution of each facial ROI is considered equally, which is unreasonable. Since MEs are often local, different regions may have different contributions. Second, FD only considers the LBP and HOOF features independently. A collaboration of different complementary features may achieve better performance. Based on these observations, in this paper, we propose an improved FD method called collaborative feature difference (CFD). The main contributions are:
• We propose a novel evaluation method to compute the contribution of each ROI by utilizing the Fisher linear discriminant, such that the weighted ROIs are more semantically meaningful.
• We introduce the state-of-the-art MDMO feature [15] and propose a collaborative strategy using both the LBP and MDMO features: LBP characterizing texture information and MDMO characterizing motion information, such that they complement each other and the collaborative strategy improves the spotting performance.
The paper is organized as follows. We describe our method in Section 2. Experiments and discussions are presented in Section 3 and conclusion is in Section 4.
CFD METHOD

Weighted regions of interest
Given a long facial video, for ME spotting analysis, the following preprocessing steps are performed first, including facial region detection, face alignment and region of interest division. Discriminative response map fitting (DRMF) method [16] is used to detect the facial landmarks and determine the facial region. Then, similar to [6] , three points (two inner This division method is consistent with subtle and local movement of micro-expressions. However, due to the local nature of ME, it is unreasonable to assume that each ROI has an equal contribution. We instead evaluate a suitable weight for each ROI to make them more semantic.
Given a labeled spontaneous ME dataset 1 , we consider the two-class classification problem {Y es, N o}, where Y es means having MEs and N o for not having MEs in a sample video clip. Denote by R i the ith ROI, i = 1, 2, · · · , 36. For each ROI R i , we collect all the feature values 2 computed in it for all video clips with the Y es label, and denote this collection as a set X yes (i) = {x We estimate a weight for each ROI R i based on the following key observation. If the feature sets X yes (i) and X no (i) contributed by R i are good indicators for ME spotting, the weight for R i should be large and vice versa. We evaluate the goodness of the feature sets X yes (i) and X no (i) by adopting the Fisher linear discriminant. Let u yes (i) and u no (i) be the mean vectors of X yes (i) and X no (i) respectively:
where #X is the cardinality of the set X. We further define the within-class variances for X yes (i) and X no (i) as
The weight for the ROI R i is then defined as
The higher the weight w i is, the more significant the ROI R i is. Figure 2 illustrates the evaluated weights of all ROIs.
Feature extraction
In ME analysis, appearance-based texture features and opticalflow-based motion features are the two main classes of ME features. In our study, we select LBP [11] and MDMO [15] as representative features from these two classes. Local binary patterns (LBP) and its variants are widely used in many computer vision applications (e.g., [17] ) including ME spotting [6] . LBP labels the pixels of an image region by thresholding the neighborhood of each pixel and generating binary numbers. LBP is a powerful feature for texture classification due to its discriminative power and computational simplicity. We implement the same LBP feature in [6] which extracts a normalized 59-dimensional LBP feature for each ROI.
LBP is a good texture descriptor. However, microexpression is a facial movement. Naturally, we can use optical-flow based motion features as a complement to LBP for characterizing the motion information. Main directional mean optical-flow (MDMO) is a state-of-the-art ME feature [15] . MDMO selects the main direction of the optical flow histogram of each ROI, represented by the magnitude and orientation. MDMO can maximize the subtle movement of micro-expression and has been demonstrated to achieve significant performance on ME recognition. For implementation detail of MDMO, please refer to [15] .
Due to their complementary nature, we extract both the LBP and MDMO features, and propose a collaborative strategy to leverage their advantages (see Section 2.4).
Computation of feature difference contrast
The original FD method [6] only considers the LBP and HOOF features independently. In our work, we adapt the FD method by incorporating both LBP and MDMO features as follows.
For the ith frame of a given facial video clip, the spotted sequence v i is formed with a fixed length N , which starts with the (i − k)th frame and ends with the (i + k)th frame, where k = (N − 1)/2 denotes the half length of the spotted sequence. Thus, the first and last k frames of the raw video clip are not used for generation of subsequences. The feature difference between the ith frame and the starting/ending frames can be used to describe the changes of features within v i . Intuitively, with higher feature difference value, v i is more likely to contain micro-expressions.
The feature difference F i j of the jth ROI in v i is computed as:
where f i j denotes the jth ROI feature vector of the ith frame which includes 59-dimensional histogram of LBP and 2-dimensional MDMO feature (ρ i j , θ i j ). Dis(f 1 , f 2 ) denotes the distance function between the two feature vectors, where Chi-squared (χ 2 ) distance is used for LBP and Euclidean distance is used for MDMO.
Compared to the original FD method [6] , we use two feature differences in F i j (see Eq. (6)):
• Instead of using the average feature vector of f i−k j and f i+k j to compute the distance, which may lose useful difference information, we compute the two feature differences separately which are then averaged afterwards. Our experimental results show that our adaption better preserves feature differences among these frames.
• We incorporate the weights evaluated in Section 2.1 to make F i j more discriminative.
After obtaining the feature difference of each ROI in v i , we follow [6] to apply the post-processing steps. To maximize the effect of micro-expression, F . Then the average value of the top M ROIs with larger feature differences is computed. After relatively local peaks and background noise removal, the final feature difference contrast C i of v i is expressed as:
where M = 12 (i.e., N 3 ) is used. Through the computation of feature difference, the ME characteristic of each spotted video is obtained for the downstream peak detection (see Section 2.4).
Collaborative peak detection
In the original FD method [6] , the peak in the raw video is detected by the following threshold value T :
where C max and C mean are the max and the mean values of C in the whole video, 0 < p < 1 is a parameter to determine the threshold level. If C i ≥ T , then v i is considered as a micro-expression sequence.
In our approach, we propose a simple yet effective collaborative strategy which combines LBP and MDMO features to 
where label i indicates whether v i is a micro-expression sequence or not. Figure 3 illustrates the mechanism of the collaborative strategy.
EXPERIMENTS
Experimental settings
We implement the proposed CFD method using MATLAB and the source code is available 3 . For a fair comparison between the state-of-the-art FD method [6] and our proposed CFD method, we follow [6] to use the same datasets and the same evaluation metric, which are briefly summarized below.
The SMIC dataset [9] was extended to include more frames before and after the ME span. The three new subsets of extended SMIC are denoted as SMICE-HS, SMICE-VIS and SMICE-NIR. The original CASEME II dataset [8] already provided long video clips that include extra frames before and after ME span, and then can be directly used. We randomly select half of the CASEME II dataset for determining the weights of ROIs and test the performance of FD and CFD on the other half and SMIC dataset.
After peak detection, if the spotted peak is located within the frame range [onset − (N − 1)/4, offset + (N − 1)/4] of a labeled ME clip, it is considered as one true positive ME; otherwise, it is a false positive ME. In [6] , N = 9, 9, 33, 65 for SMICE-VIS, -NIR, -HS and CASME II, respectively. The true positive rate (TPR) is the percentage of frames of correctly spotted MEs, divided by the total number of ground truth ME frames in the dataset. The false positive rate (FPR) is the percentage of incorrectly spotted frames, divided by the total number of non-ME frames in the dataset. The performance of spontaneous ME spotting is evaluated by the ROC curves with TPR as the y axis and FPR as the x axis.
Results
We evaluate the FD method (which only considers using LBP and HOOF independently [6] ) and the proposed CFD method. Their ROC curves are shown in Figure 4 . The values of area under the ROC curve (AUC) are summarized in Table 1 , showing that (1) in CFD, the combination of ROIs' weights and collaborative strategy achieves the best performance, i.e., better than LBP+ROIs' weights and MDMO+ROIs' weights, and (2) CFD is significantly better than FD.
Method SMICE-HS SMICE-VIS SMICE-NIR CASME II FD (HOOF Table 1 . AUC values of FD and CFD methods with different combinations (W is for ROIs' weights) on four datasets.
CONCLUSION
In this paper, we propose an efficient CFD method for spontaneous ME spotting by leveraging the ROIs' weights and a feature collaborative strategy. Experimental results on four datasets SMICE-HS, SMICE-VIS, SMICE-NIR and CASME II show that CFD achieves a significantly better performance than the state-of-the-art FD method.
