We consider a class of problems of scheduling n jobs on m identical, uniform, or unrelated parallel machines with an objective of minimizing an additive criterion. We propose a decomposition approach for solving these problems exactly. The decomposition approach rst formulates these problems as an integer program, and then reformulates the integer program, using Dantzig-Wolfe decomposition, as a set partitioning problem. Based on this set partitioning formulation, branch and bound exact solution algorithms can be designed for these problems. In such a branch and bound tree, each n o d e i s t h e linear relaxation problem of a set partitioning problem. This linear relaxation problem is solved by a column generation approach where each column represents a schedule on one machine and is generated by solving a single machine subproblem. Branching is conducted on variables in the original integer programming formulation instead of variables in the set partitioning formulation such that single machine subproblems are more tractable. We apply this decomposition approach t o t wo particular problems: the total weighted completion time problem and the weighted number of tardy jobs problem. The computational results indicate that the decomposition approach is promising and capable of solving large problems.
Introduction
We consider a class of problems of scheduling n independent jobs N = f1; 2; :::; ng on m identical, uniform, or unrelated parallel machines M = f1; 2; :::; mg with an objective of minimizing an additive criterion. For ease of presentation, we denote this class of problems as PMAC. In the PMAC problems, each job i 2 N has m processing times p ij j 2 M , a w eight w i , a due date d i , and probably other problem dependent parameters.
Here p ij is the actual processing time of job i if it is processed on machine j. As a convention, processing times p ij , for all i 2 N;j 2 M, satisfy the following properties.
In the case of identical machines, all the machines have the same speed and hence processing times of a job are identical on di erent machines, i.e. p ij p i . In the case of uniform machines, machines may h a ve di erent speeds and processing times of a job may di er by speed factors, i.e. p ij = p i =s j , where s j re ects the speed of machine j. Finally, in the case of unrelated machines, p ij is arbitrary and has no special characteristics. We are interested in classical settings, that is, all the parameters are deterministic; all the jobs are available for processing at time zero; and no preemption is allowed during processing.
Let C j denote the completion time of job j i n a s c hedule. Then a general additive criterion can be denoted as X j2N f j C j , where f j is a real-valued function. Using the commonly accepted three eld classi cation terminology for machine scheduling problems see, e.g. Lawler, Lenstra, Rinnooy Kan and Shmoys 22 , we denote the general PMAC problem by Pjj P f j C j for the identical machine case, Qjj P f j C j for the uniform machine case, and Rjj P f j C j for the unrelated machine case. In this paper, we mainly focus on the following two particular problems: the total weighted completion time problem, denoted as Pjj P w j C j , Qjj P w j C j , o r Rjj P w j C j , respectively for the identical, uniform, or unrelated machine case; and the weighted number of tardy jobs problem, denoted similarly as Pjj P w j U j , Qjj P w j U j , o r Rjj P w j U j , where U j = 1 i f job j is late, i.e. C j d j , and 0 otherwise. world applications. They are widely noted in survey papers e.g. Cheng and Sin 9 , and Lawler, Lenstra, Rinnooy Kan and Shmoys 22 and books e.g. Baker 1 , and Pinedo 26 . Unfortunately, most of them, including Pjj P w j C j , the easiest case of the total weighted completion time problem, and Pjj P w j U j , the easiest case of the weighted number of tardy jobs problem, are NP-hard, and very few exact solution algorithms can be found in the literature. As noted in Lawler, Lenstra, Rinnooy Kan and Shmoys 22 , the dynamic programming techniques of Rothkopf 27 and Lawler and Moore 23 can solve some of these problems, including the total weighted completion time problem and the weighted number of tardy jobs problem, in which it is possible to schedule jobs on a single machine in a predetermined order. However, it is impractical to solve even very small sized problems using these algorithms which require prohibitively high order of time: Om minf3 n ; n 2 n g for Pjj P f j C j ; OmnC m,1 for Qjj P w j C j ; and OmnC m for Rjj P w j C j , Qjj P w j U j , and Rjj P w j U j , where C is an upper bound on the completion time of any job in an optimal schedule. To the best of our knowledge, there is no other exact solution algorithms in the literature for the problems: Qjj P w j C j , Rjj P w j C j , Pjj P w j U j , Qjj P w j U j , and Rjj P w j U j .
For the problem Pjj P w j C j , h o wever, besides this possible dynamic programming algorithm, there are lower bounding techniques in the literature that can be used to design branch and bound algorithms. Eastman, Even and Isaccs 13 give a l o wer bound for the optimal objective function. This lower bound has been the basis for the branch and bound algorithms of Elmaghraby and Park 14 , Barnes and Brennan 2 , and Sarin, Ahn and Bishop 28 . Recently, W ebster 33, 34, 35 gives tighter lower bounds based on the idea of considering a job as a collection of subjobs linked together by a group constraint. However, there is no branch and bound algorithm reported in the literature using Webster's lower bounds. Belouadah and Potts 4 formulate the problem Pjj P w j C j as an integer program and use the well-known Lagrangian relaxation lower bounding scheme to design a branch and bound algorithm which is capable of solving instances with up to 3 machines and 30 jobs within a reasonable time.
Since we mainly focus on the total weighted completion time problem and the weighted number of tardy jobs problem, we only give a brief review of algorithms for other PMAC problems. Barnes and Brennan 2 propose a branch and bound exact solution algorithm for the total tardiness problem in the identical machine case. Not surprisingly, their algorithm can only solve problems with up to 20 jobs and 4 identical machines. Besides this, De, Ghosh and Wells 11 give a n Onm wn=m+1 2m dynamic programming exact solution algorithm for a problem involving earliness, tardiness and due date penalties. Obviously, this DP algorithm is only capable of solving problems with a small number of machines and jobs. For possible algorithms for special cases of the PMAC problems, the reader is referred to the survey papers: Cheng and Sin 9 , and Lawler, Lenstra, Rinnooy Kan and Shmoys 22 .
In this paper, we propose a decomposition approach for solving the PMAC problems exactly. The decomposition approach rst formulates these problems as an integer program, and then reformulates the integer program, using Dantzig-Wolfe decomposition, as a set partitioning problem. Based on this set partitioning formulation, branch and bound exact solution algorithms can be designed for the PMAC problems. In such a branch and bound tree, each node is the linear relaxation problem of a set partitioning problem. This linear relaxation problem is solved by a column generation approach where each column represents a schedule on one machine and is generated by solving a single machine subproblem. Branching is conducted on variables in the original integer programming formulation instead of variables in the set partitioning problem such that the resulting subproblems are more tractable.
We apply this decomposition approach to the two particular problems: the total weighted completion time problem and the weighted number of tardy jobs problem. The computational results indicate that the decomposition approach is promising and capable of solving large problems.
The success of our decomposition approach is mainly due to the excellent l o wer bounding obtained from the linear relaxation of the set partitioning problem. We will see later that in the case of the total weighted completion time problem, for each problem size tested, the average deviation based on twenty test problems of the linear relaxation solution value from the integer solution value is always within 0:1; and in the case of the weighted number of tardy jobs problem, this average deviation is always within 0:8. Due to extremely tight l o wer bounds, very few branch and bound nodes need to be explored in the corresponding branch and bound algorithms.
We note that at the same time when we w ere conducting this research, van den Akker, Hoogeveen and van de Velde 30 independently suggested a similar approach t o the PMAC problems. However, the branching strategy used by them is di erent from that used by us. Their branching is based on the completion times of jobs appearing in a fractional solution, while ours is based on the ordering relations of jobs. They applied the approach to the problem Pjj P w j C j and showed its e ectiveness. Quite interestingly, also at the same time, Chan, Kaminsky, Muriel and Simchi-Levi 7 independently proposed and analyzed the column generation approach to the set partitioning formulation of the problem Pjj P w j C j . Their emphasis is on worst-case and probabilistic analysis. They proved in theory that the worst-case deviation of the linear relaxation solution value from the integer solution value is no more than p 2,1 2 100. This paper is organized as follows. The decomposition approach is described for the general PMAC problem in the next section. Then in Sections 3 and 4, this approach is applied, respectively, to the total weighted completion time problem P jj P w j C j , Qjj P w j C j , and Rjj P w j C j and to the weighted number of tardy jobs problem P jj P w j U j , Qjj P w j U j , and Rjj P w j U j . The resulting single machine subproblems are NP-hard and solved by pseudo-polynomial dynamic programming algorithms. In Section 5, computational experiments are conducted and their results are reported. Finally, in Section 6, we conclude the paper.
Decomposition Approach for the PMAC Problems
In this section, we describe in detail the decomposition approach for the PMAC problems. First, in Section 2.1, we give a general integer programming formulation for the problems. Then, in Section 2.2, we decompose this formulation, using Dantzig-Wolfe decomposition, into a set partitioning master problem and m single machine subproblems. Then the linear relaxation of the set partitioning problem is solved by a column generation procedure. Finally, in Section 2.3, a branch and bound exact solution algorithm is brie y described.
We note that the decomposition approach is applicable, directly or indirectly, t o virtually every individual PMAC problem. However, the e ciency of the approach mainly depends on whether single machine subproblems resulted from the decomposition can be solved e ciently. The formulations we are going to give e.g. IP1 and IP2 of Section 2.1, and SP1 and SP2 of Section 2.2 only serve as a representative for numerous PMAC problems. When a particular PMAC problem is concerned, we m a y not directly apply these general formulations to the problem; instead, it may be necessary to modify these formulations appropriately so that more e cient algorithms for the problem can be designed. As we will see later, for the total weighted completion time problem, we directly apply these formulations, while for the weighted number of tardy jobs problem, we slightly modify these formulations.
Integer Programming Formulation
First de ne a partial schedule on a single machine to be a schedule formed by a subset of jobs of N on that machine. Clearly, a s c hedule for a PMAC problem where m machines are involved consists of m partial schedules, one for each machine.
For a given PMAC problem, there may exist a predetermined job ordering restriction which speci es, for each job i, a set of jobs that must be scheduled before or after job i. The job ordering restriction in a problem could be given both externally by the problem itself e.g. precedence constraints for jobs imposed by the problem and internally by optimality properties e.g. some ordering patterns an optimal schedule must follow. Note that, in the branch and bound algorithm described later, each branch and bound node is a PMAC problem with an additional constraint imposed by the branching rule which enforces some jobs to be scheduled before or after some other jobs. The job ordering restriction in the problem corresponding to each branch and bound node includes the job ordering constraint imposed by the branching rule as well.
De ne a feasible partial schedule on a machine as a partial schedule on that machine which satis es the given job ordering restriction. To explicitly take i n to account the possible job ordering restriction in a given PMAC problem, we only need to consider those schedules where the partial schedule on each machine is feasible. Let us de ne the following sets, for j 2 N and k 2 M:
A k j = fi 2 N j i can succeed j in a feasible partial schedule on machine kg B k j = fi 2 N j i can precede j in a feasible partial schedule on machine kg
In a problem without precedence constraints, if we do not know a n y ordering pattern that an optimal schedule must follow, then any partial schedule is feasible and simply A k j = B k j = N n f jg for all j and k. In the total weighted completion time problem and the weighted number of tardy jobs problem, as we will see later, there is some ordering pattern that an optimal schedule must follow and hence the sets A k j and B k j may b e much smaller than the set N n f jg.
As we will see soon, the sets A k j and B k j de ned here and the sets A j and B j de ned later are used, both in the master problem level and in the subproblem level, to express mathematically the given job ordering restriction of the problem.
De ne the following 0 , 1 v ariables, for i; j 2 N and k 2 M:
x k ij = 1 if job j is processed immediately after job i on machine k 0 otherwise x k 0j = 1 if job j is processed rst on machine k 0 otherwise x k j;n+1 = 1 if job j is processed last on machine k 0 otherwise Then we h a ve the following integer programming formulation IP1 for the problems Pjj P f j C j , Qjj P f j C j , and Rjj P f j C j . The objective function 1 seeks to minimize a given additive criterion. Constraints 2 and 3 ensure that each job is processed exactly once and each machine is utilized at most once, respectively. Constraint 4 guarantees that the assignment of jobs to machines is well-de ned. This constraint plays the same role as ow conservation constraints in many network ow problems. Constraint 5 de nes completion time C j . The last constraint 6 represents binary integrality requirement o f 0 , 1 v ariables.
Constraints 4, 5 and 6 ensure that the partial schedule on each machine is feasible.
For the problem Pjj P f j C j , since all the machines are identical, we do not need to distinguish di erent machines, and hence the formulation 1-6 can be simpli ed. De ne sets A j and B j and variables x ij ; x 0j ; x j;n+1 similarly to A k j , B k j , x k ij ; x k 0j ; x k j;n+1 , respectively, as follows: Since, the formulations SP1 and IP1 SP2 and IP2 are both valid formulations for the same general PMAC problem, the solution value of the formulation SP1 SP2 m ust be equal to that of the formulation IP1 IP2, respectively. But, SP1 and SP2 are not merely reformulations of IP1 and IP2. The di erence lies in their linear relaxation problems. Relaxing the integrality constraints 6, 12, 16 and 20, we get the linear relaxation problems, denoted by LIP1, LIP2, LSP1 and LSP2, respectively corresponding to the integer problems IP1, IP2, SP1 and SP2. The solution value of LSP1 is usually greater than that of LIP1 because the set k is smaller than the set of points x k ij : i; j 2 N in the region given by 4 and the linear relaxation of 6. The same relation is true for the formulations LSP2 and LIP2. This means that the set partitioning formulations can yield tighter lower bounds than the original integer programming formulations. Furthermore, the formulations LIP1 and LIP2 are not linear programs and may not be easy to solve because they involve nonlinear constraints 5 and 11, while the formulations LSP1 and LSP2 are linear programs and can be solved easily using the column generation approach described later. Therefore, in our branch and bound algorithm, we mainly work on the SP formulations SP1 and SP2, instead of the original IP formulations IP1 and IP2. H o wever, in the algorithm, we branch on the variables in the IP formulations, instead of the variables in the SP formulations, to make the subproblems more tractable.
Column Generation Procedure for Solving LSP1 and LSP2
As we mentioned earlier, each column in LSP1 and LSP2 represents a feasible partial schedule on a single machine. As the number of feasible partial schedules on a machine, i.e. j k j or j j, can be extremely large, it is impossible to explicitly list all the columns when solving LSP1 and LSP2. S o w e use the column generation approach see, e.g. Lasdon 20 to generate necessary columns only in order to solve LSP1 and LSP2 e ciently.
Column generation approach has been successfully applied to many large scale optimization problems, such as cutting stock Gilmore The column generation procedure consists of the following four major steps: solving a restricted master problem of LSP1 or LSP2, i.e, the problem LSP1 or LSP2 with a restricted number of columns; using the dual variable values of the solved restricted master problem to update cost coe cients of the subproblems; solving single machine subproblems; and getting new columns with negative reduced costs based on the subproblem solutions and adding the new columns to the restricted master problem.
These steps are repeated until no column with negative reduced cost can be generated, upon which w e will have solved the problem LSP1 or LSP2 to optimality.
The restricted master problem of LSP1 or LSP2 is a linear program which can be e ciently solved using a linear programming solver. The e ciency of the column generation procedure mainly depends on how fast a subproblem can be solved. Actually, it is crucial to nd an appropriate formulation IP1, IP2, or their modi ed version for a particular problem so that the resulting subproblems have desired structures and can be solved e ciently.
It is worth noting some implementation strategies that may be used in the column generation algorithm. First, in order to have an initial feasible restricted master problem of LSP1 or LSP2, w e can either use a heuristic to generate a feasible schedule and use the resulting m single machine schedules as the columns in the initial restricted master problem, or slightly modify the formulation LSP1 or LSP2 by adding an arti cial variable to the left-hand side of each of the n equality constraints and a su ciently large linear function of each arti cial variable to the objective function. Second, if more than one columns with a negative reduced cost are available from the subproblem solution, then it may be bene cial to add multiple such columns, instead of only the column with the most negative reduced cost, to the restricted master problem. Our computational experiments described in Section 5 seem to indicate that the implementation which adds ve to ten columns if available in each iteration is more e cient than the implementation which adds only one column or adds more than twenty columns.
Single Machine Subproblems
The goal of solving subproblems is to nd the column with the minimum reduced cost to be added to the restricted master problem when solving LSP1 and LSP2. If the minimum reduced cost is nonnegative, then we can terminate the column generation procedure and the problem is solved. In the restricted master problem of LSP1, let j denote the dual variable value corresponding to job j, for each j 2 N, in constraint 14, and k denote the dual variable value corresponding to machine k, for each k 2 M, By the reduced cost formula 21 or 22, more precisely, a single machine subproblem on some machine is to nd a subset of jobs of N a n d a s c hedule for these jobs on that machine which satis es the job ordering restriction of the problem such that the total cost of the jobs in the schedule i.e. the quantity f k s or f s minus the total dual variable value of these jobs i.e. the quantity P j2N a k js j or P j2N a js j is minimized. Here the dual variable values corresponding to the machine, i.e. k and , are ignored since they are common to all the feasible partial schedules on that machine. We will see later that single machine subproblems for the total weighted completion time problem and the weighted number of tardy jobs problem are all ordinarily NP-hard and can be solved by pseudopolynomial dynamic programming algorithms.
Branch and Bound Algorithm
In this section, we describe a branch and bound b&b exact solution algorithm for the PMAC problems. Special attention is given to the branching strategy used in the algorithm.
For solving the problems Qjj P f j C j and Rjj P f j C j , the b&b algorithm is based on the formulations IP1, SP1, and their linear relaxations LIP1 and LSP1. While, for solving the problem Pjj P f j C j , the b&b algorithm uses the corresponding simpli ed formulations IP2, SP2, LIP2, and LSP2. In the b&b tree, each b&b node is a linear relaxation problem LSP1 or LSP2 with some additional constraint imposed by the branching rule described later. These linear relaxation problems are solved by the column generation procedure described earlier.
Usually, in a branch and bound algorithm, two classes of decisions need to be made see, e.g. Nemhauser and Wolsey 25 throughout the algorithm. One is called node selection, that is, to select an active node in the b&b tree to be explored solved. The other is called branching variable selection, that is, to select a fractional variable to branch on. The node selection strategy we use in our algorithm combines the rule depth-rst-search also known as last-in-rst-out LIFO and the rule best-lower-bound. If the current b&b node is not pruned, then the depth-rst-search rule is applied such that one of the two son nodes of the current b&b node is selected as the next node to be solved. If the current b&b node is pruned, then the best-lower-bound rule is applied such that an active node in the b&b tree with the smallest lower bound is selected as the next node to be explored. For solving our problem SP1 i.e. the problems Qjj P f j C j and Rjj P f j C j or SP2 i.e. the problem Pjj P f j C j , traditional branching on the y-variables in the problem may cause trouble along a branch where a variable has been set to zero. Recall that y k s in SP1 y s in SP2 represents a feasible partial schedule on some machine k generated by solving a single machine subproblem. The branching y k s = 0 y s = 0 means that this partial schedule is excluded and hence no such s c hedule can be generated in subsequent subproblems on that machine. However, it is not an easy task to exclude a schedule when solving a single machine subproblem.
Fortunately, there is a simple remedy to this di culty. Instead of branching on the y-variables in the set partitioning formulation SP1 SP2, we branch o n x-variables in the original formulation IP1 IP2. This branching variable selection strategy, that is, branching on variables in the original formulation, has been proved successful in many branch and bound algorithms for problems that can be reformulated, usually by Obviously, if the y-variable solution, i.e. y k s ; s2 k ; k2 M o r y s ; s2 , is integral, then the corresponding x-variable solution given by 23 and 24 is integral as well. Actually, the reverse is also true. This is proved in Lemma A1 in the Appendix.
Once we h a ve explored a b&b node i.e. a problem LSP1 or LSP2, if the solution y k s ; s2 k ; k2 M o r y s ; s2 is fractional and the integer part of its solution value is less than the upper bound of the b&b tree, then the corresponding x-variable solution is computed by 23 or 24. By Lemma A1, this x-variable solution must be fractional. Based on this x-variable solution, an appropriate fractional x-variable is then selected to branch on next. For ease of presentation, we distinguish the two problems: SP1 and SP2, and describe the branching strategy for each of them separately in the following paragraphs.
In the case of SP2, a pair of jobs h; l is selected such that x hl = arg min x ij fjx ij , 0:5jg, i.e. the pair h; l has the value x hl with the maximum integer infeasibility. T w o son nodes are then created, one along the branch with x hl xed as 0 and the other along the branch with x hl xed as 1. If x hl is xed as 0, then the initial restricted master problem of the corresponding son node consists of all the columns of its father node except the ones in which job l is scheduled immediately after job h if h 6 = 0 or job l is scheduled rst on a machine if h = 0 . A t the same time, the job ordering restriction is updated such that B l := B l n f hg, which guarantees that no schedule will be generated where job l is processed immediately after job h if h 6 = 0 or where job l is processed rst on a machine. If x hl is xed as 1, then the initial restricted master problem of the corresponding son node consists of all the columns of its father node except the ones in which job l is scheduled immediately after a job other than h and the ones in which a job other than l is scheduled immediately after job h. The job ordering restriction is also updated accordingly such that B l := fhg, which ensures that any s c hedule that contains job l processes job h immediately before l.
In the case of SP1, the branching variable selection strategy is slightly di erent from the case of SP2. When every q ij is integral, it is possible for some x k ij 's to be fractional. In such a case, we use the second stage branching strategy which selects a branching variable x v hl such that x v hl = arg min x k ij fjx k ij , 0:5jg. Similarly, t wo son nodes are created, one along the branch with x v hl xed as 0 and the other along the branch with x v hl xed as 1. In the rst son node, the restricted master problem consists of all the columns of its father node except the ones that schedule job l immediately after job h on machine v; and the job ordering restriction is updated: B v l = B v l n f hg. In the second son node, the restricted master problem consists of all the columns of its father node except the ones that contain at least one of the jobs h and l on a machine other than machine v and the ones that schedule job l immediately after a job other than job h or schedule a job other than h immediately before job l; and the job ordering restriction is updated as follows: B v l = fhg, and B k l = ; B k j = B k j n f hg for k 2 M n f vg; j2 N n f lg.
The Total Weighted Completion Time Problem
In this section, we apply the decomposition approach to solve all the three cases of the total weighted completion time problem, i.e. problems Pjj P w j C j , Qjj P w j C j and Rjj P w j C j . This application is quite straightforward. The entire decomposition approach, including all the formulations i.e. IP1, IP2, SP1, and SP2, and all the solution strategies i.e. the column generation procedure, and the branching strategy, is directly applied to the total weighted completion time problem. However, some problem dependent parameters and properties and single machine subproblems need to be speci ed concretely.
This section is organized as follows. In Section 3.1, we point out some problem dependent properties of which w e can take advantage. In Section 3.2, we show that the associated single machine subproblem is NP-hard. Then in Section 3.3, we propose a pseudo-polynomial dynamic programming algorithm for solving the subproblem.
Problem Dependent Properties
First notice that by the well-known Smith's rule 29 , in any optimal schedule for the problems Pjj P w j C j , Qjj P w j C j , and Rjj P w j C j , jobs on each machine must form the shortest weighted processing time S W P T order, that is, if jobs i and j are both processed on machine k and i precedes j, then p ik =w i p jk =w j . So we need only consider those schedules where the partial schedule on each machine forms the S W P T order. Hence, here, a feasible partial schedule de ned in Section 2 is actually a partial schedule in which jobs form the S W P Torder.
Let S W P T k denote the S W P Torder formed by all the jobs N on machine k. Without loss of generality, w e assume that if two jobs i and j have the same ratios: p ik =w i = p jk =w j , then the one with the smaller index precedes the other one in the sequence S W P T k . By this assumption, the sequence S W P T k is unique for all k 2 M. Also, it is easy to see that S W P T 1 = S W P T 2 = ::: = S W P T m for the problems Pjj P w j C j and Qjj P w j C j . The sets A k j , B k j , A j and B j used in the formulations IP1 and IP2 are actually as follows:
A k j = fi 2 N j i succeeds j in the sequence S W P T k g B k j = fi 2 N j i precedes j in the sequence S W P T k g A j = fi 2 N j i succeeds j in the S W P Torder of Ng B j = fi 2 N j i precedes j in the S W P Torder of Ng:
Similarly, the sets k and used in the formulations SP1 and SP2 are actually as follows: k = f all possible partial schedules on machine k that satisfy the S W P Trule g = f all possible partial schedules on a single machine that satisfy the S W P Trule g:
Finally, w e point out that, by the de nitions of sets k and given here and the observation made in Section 2.2.3, a single machine subproblem on some machine is actually to nd a subset of jobs such that the total weighted completion time of the jobs under the S W P Torder on that machine minus the total dual variable value corresponding to the jobs is minimized. We show the NP-hardness of this problem and give a dynamic programming algorithm for it in the following subsections.
NP-hardness proof of the Subproblem
As mentioned in the preceding subsection, the single machine subproblem can be stated as follows. Given a set of jobs N = f1; 2; :::; ng, a processing time p i 2 Z + , a w eight w i 2 Z + , and a dual variable value i 2 Z, for each i 2 N, the objective is to nd a subset H N such that the total weighted completion time of the jobs of H under the S W P Tsequence minus the total dual variable values corresponding to the jobs of H is minimized. Note that in the case of Qjj P w j C j or Rjj P w j C j , the processing time p i of job i here is replaced by p ik , the processing time of i on some machine k where the subproblem is being considered.
We show the NP-hardness of the single machine subproblem by a reduction from the PARTITION problem, a known NP-complete problem Garey and Johnson 15 . An instance I of the PARTITION problem can be stated as follows:
Given n + 1 i n tegers, a 1 , a 2 , ..., a n , and A, such that 2A = P n i=1 a i , does there exist a subset S T = f1; 2; :::; ng such that P j2S a j = P j2TnS a j = A ? Given such an instance I of the PARTITION problem, we construct a corresponding instance II for the associated decision problem of the single machine subproblem as follows: Proof: Obviously, this problem is in the NP class. We prove its NP-hardness by showing the following statement: there is a subset H N for instance IIsuch that the total weighted completion time of the jobs in H under the S W P Tsequence minus the total dual variable value corresponding to the jobs in H is no greater than Y , if and only if there is a subset S T = f1; 2; :::; ng for instance I such that P j2S a j = P j2TnS a j = A. Then the existence of a pseudopolynomial dynamic programming algorithm described in the next subsection implies that this problem is NP-hard in the ordinary sense.
Given any subset J N, since w j = 2 p j for any j 2 N, it is easy to verify that the total weighted completion time of the jobs of J under any sequence is: 
Dynamic Programming Algorithm for the Subproblem
In this subsection, we propose a pseudopolynomial dynamic programming algorithm for solving the subproblem.
First reindex the jobs such that p 1 =w 1 p 2 =w 2 ::: p n =w n . Then 1; 2; :::; n forms the S W P Torder. Let P = P n i=1 p i be the total processing time of the jobs. De ne B j = fi 2 N j i precedes j in the S W P Torderg = f1; 2; :::; j , 1g By the job ordering restriction i.e. jobs one each machine must form the S W P T order, only the jobs in B j can be scheduled before job j on a machine.
It is easy to show that the following dynamic programming algorithm, consisting of procedures dp11-dp14, solves the single machine subproblem to optimality. dp11 Let Fj; t denote the minimum objective v alue total weighted completion time minus total dual variable value in a partial schedule consisting of a subset of jobs of f1; 2; :::; jg, provided that the partial schedule forms the S W P Torder and that job j is the last job and completed at time t in the partial schedule. The worst case complexity of the algorithm is bounded by On 2 P, since there are a total of nP states in the dynamic program and it takes no more than On time to compute the value for a state.
It is worth noting that this is not the fastest possible algorithm, in terms of the worst case complexity, for the subproblem. A similar but faster dynamic programming algorithm can be given as follows. Let Fj; t be the minimum objective v alue of a partial schedule that contains a subset of jobs of f1; 2; :::; jg, satis es the S W P Trule, and is completed at time t. After executing the same initialization step as in the procedure dp12, w e use the following new recursive relation: Fj; t = minfFj , 1; t , p j + tw j , j ; Fj , 1; t g 31 Then the problem is solved by computing min 0tP Fn; t. This algorithm has the worst case complexity OnP since it only takes constant time to compute the value for each of the total nP states.
Unfortunately, the latter DP algorithm will no longer work after a branching procedure is performed. In the recursion 31, it is implicitly assumed that any job i, for i = 1 ; :::; j , 1, is eligible to be scheduled immediately before job j. In our branch and bound algorithm, every branching procedure imposes a restriction on which jobs can be scheduled immediately before some job j i.e. changes the set B j and hence the recursion 31 is no longer valid after branching.
However, branching has no e ect on the former DP algorithm because it merely updates sets B j , which has been explicitly taken into account in the former algorithm see 29. So in our branch and bound algorithm we use the former DP algorithm instead of the latter one.
The Weighted Number of Tardy Jobs Problem
In this section, we apply the decomposition approach to solve all the three cases of the weighted number of tardy jobs problem, i.e. problems Pjj P w j U j , Qjj P w j U j and Rjj P w j U j .
If we apply all the formulations i.e. IP1, IP2, SP1, and SP2 directly to the weighted number of tardy jobs problem, then by the reduced cost formula 21, the resulting subproblem on a machine is to nd a partial schedule such that the total weight of tardy jobs in the schedule minus the total dual variable value of the jobs in the schedule is minimized. If there is no job ordering restriction, this subproblem is no more di cult than the well-know single machine weighted number of tardy jobs problem, which can be solved quite e ciently by the pseudo-polynomial dynamic programming algorithm of Lawler and Moore 23 . However, after a branching procedure is performed, some ordering restriction will be imposed on jobs, and no pseudopolynomial algorithm, we believe, can solve the resulting subproblem.
Hence, to get e cient algorithms particularly, an algorithm for the subproblem, we need to modify the formulations IP1, IP2, SP1, and SP2. A s w e will see soon, the resulting subproblem based on the modi ed formulations can be solved by a pseudopolynomial dynamic programming algorithm, and fortunately, branching will not a ect the capability of the algorithm. Despite the modi cation, the general solution strategies described in Section 2 i.e. the column generation procedure, and the branching strategy can be directly applied.
The organization of this section is as follows. In Section 4.1, we modify the formulations IP1 and SP1 IP2 and SP2 can be modi ed similarly and point out a result that can be used in the branching procedure. In Section 4.2, we present a pseudo-polynomial dynamic programming algorithm for solving the subproblem.
Modi ed Formulations
In this subsection, we modify the formulations IP1 and SP1 for the problems Qjj P w j U j and Rjj P w j U j . The other two formulations: IP2 and SP2 for the problem Pjj P w j U j can be modi ed similarly, and hence we do not give a n y detail on them.
It is clear that by the well-known result of Lawler and Moore 23 , for each o f t h e problems Pjj P w j U j , Qjj P w j U j and Rjj P w j U j , there exists an optimal schedule where the partial schedule on each machine satis es the following properties: Property 1 :On-time jobs form the EDDearliest due date rst order, that is, the nondecreasing order of jobs' due dates; Property 2 :Tardy jobs are in an arbitrary order; Property 3 :On-time jobs are scheduled earlier than any of its tardy jobs.
De ne an on-time EDDpartial schedule on a single machine to be a partial schedule on that machine in which all the jobs are on-time and form the EDDorder. By Properties 1, 2 and 3, we can conclude that solving the problems Pjj P w j U j , Qjj P w j U j and Rjj P w j U j is equivalent to nding an on-time EDD partial schedule for each machine such that the total weight of the jobs that are not covered in these partial schedules is minimized. Those uncovered jobs can be considered tardy and scheduled arbitrarily following the on-time jobs. Hence, the concept of on-time EDDpartial schedule" de ned here is actually equivalent to that of feasible partial schedule" de ned in Section 2. Then the following integer programming formulation IP1 0 solves the problems Pjj P w j U j , Qjj P w j U j and Rjj P w j U j . k such that the total dual variable value corresponding to the jobs covered in s, i.e. the quantity P j2N a k js j , is maximized. If we consider the dual variable value corresponding to a job as the weight of that job, then the single machine subproblem on a machine is exactly the single machine weighted number of tardy jobs problem. It is NP-hard in the ordinary sense Karp 19 and can be solved by the pseudopolynomial dynamic programming algorithm of Lawler and Moore 23 . However, we do not use Lawler and Moore's algorithm because as we will see in the next subsection, their algorithm is hard to implement inside a branch and bound algorithm. Instead, we propose a new dynamic programming algorithm for solving the subproblem. This algorithm is described in the next subsection.
Finally, w e note that the result in Lemma A1 still holds with respect to the modi ed formulations given earlier for the weighted number of tardy jobs problem. Hence, the branching strategy suggested in Section 2 can be directly applied to all the three cases of the weighted number of tardy jobs problem. Furthermore, for the problems Qjj P w j U j and Rjj P w j U j , i f e v ery q ij de ned in Section 2 resulted from solving LSP1 0 is integral, then, even if the x-variable solution is fractional, it is possible to construct an integer solution to the problem LSP1 0 based on the x-variable solution and q-values. This means that as long as q-values are integral, there is no need to conduct the second stage branching described in Section 2. This is proved in Lemma A2 in the Appendix.
Dynamic Programming Algorithm for the Subproblem
First reindex the jobs such that d 1 d 2 ::: d n . Then 1; 2; :::; n forms the EDD order. Let B j = f1; 2; :::; j , 1g. Then only jobs in B j can be scheduled before job j in a feasible partial schedule on a machine. Let P = P n i=1 p i be the total processing time of the jobs. Then it is easy to see that the following dynamic programming algorithm, consisting of procedures dp21-dp24, solves the subproblem to optimality. dp21 Let Fj; t denote the maximum objective function value total dual variable value in an on-time EDDpartial schedule consisting of a subset of jobs of f1; 2; :::; jg, provided that job j is the last job and is completed at time t in the partial schedule. The worst case complexity of the algorithm is bounded by On 2 P, since there are a total of nP states in the dynamic program and it takes no more than On time to compute the value for a state.
Lawler and Moore's algorithm is faster than the above algorithm in terms of the worst case complexity. Their algorithm consists of similar procedures as in the above algorithm. The procedure dp22 is not changed. In dp21, rede Unfortunately, L a wler and Moore's algorithm will no longer work after a branching procedure is performed. In the recursion 49, it is implicitly assumed that any job i, for i = 1 ; :::; j , 1, is eligible to be scheduled immediately before job j. In our branch and bound algorithm, every branching procedure imposes a restriction on which jobs can be scheduled immediately before some job j i.e. changes set B j , and hence the recursion 49 is no longer valid after branching. This is the reason why w e do not use Lawler and Moore's algorithm for solving the subproblem.
However, branching has no e ect on the DP algorithm we proposed here because it merely updates sets B j , which has been explicitly taken into account in the procedure 46 in our algorithm.
Computational Experiments
In this section, we describe our computational experiments for both the total weighted completion time problem and the total weighted number of tardy jobs problem. Our algorithms are all coded in C and tested on a Silicon Graphics Iris Workstation with MIPS R4400 Processor. Linear programs inside the branch and bound algorithms are solved by CPLEX, a commercial LP solver.
Con guration of Test Problems
For the total weighted completion time problem, the test problems are generated as follows:
Number of machines m. We use six di erent n umbers: 2, 4, 8, 12, 16, 20. Number of jobs n. We use six di erent n umbers: 20, 30, 40, 60, 80, 100.
Weights w j . The weight for each job is an integer number uniformly drawn from 1; 100 .
Processing times p ij . For the problem Pjj P w j C j , the processing time p j of each job j is an integer number uniformly drawn from 1; 10 . For the problem Qjj P w j C j , the processing time of each job j on machine i, p ij = p i s j , where p i and s j are both integers from the uniform distribution 1; 10 . For the problem Rjj P w j C j , p ij is an integer from the uniform distribution 1; 30 .
Note that the processing times and weights in the test problems we use here for the problem Pjj P w j C j have the same distributions as the ones used in Belouadah and Potts 4 .
For the total weighted number of tardy jobs problem, the test problems are generated as follows:
Number of machines m. We use ve di erent n umbers: 2, 4, 6, 8, 10.
Number of jobs n. We use nine di erent n umbers : 20, 30, 40, 50, 60, 70, 80, 90 , 100.
Processing times p ij . For the problem Pjj P w j U j , processing times p i are integers uniformly drawn from 1; 100 . For the problem Qjj P w j U j , processing times p ij = p i s j are generated by letting p i and s j be integers uniformly distributed in 1; 40 and 1; 5 . For the problem Rjj P w j U j , processing times p ij are integers uniformly distributed in 1; 100 .
Due dates d j . We follow the model used in Ho and Chang 17, 18 to generate due dates. The due date of job i is set to be maxf i ; q g, where i = min j2M fp ij g, and q is an integer uniformly distributed in 1; 100r=q with r = n=m and q being a controllable parameter. The q value indicates the congestion level of the scheduling system. The larger the q, the more congested the system will be, and the more tardy jobs will result. We consider ve possible values for q: 1 , 2 , 3 , 4 , a n d 5 . Tables 1, 2 , 3, 4, 5, and 6 list the computational results for the problems Pjj P w j C j , Qjj P w j C j , Rjj P w j C j , Pjj P w j U j , Qjj P w j U j , and Rjj P w j U j , respectively. In these tables, the rst two columns m" and n" represent, respectively, the number of machines and the number of jobs of a test problem. For each selected pair of values m and n, 20 problems are randomly generated based on the distributions of the associated parameters for the problems Pjj P w j U j , Qjj P w j U j , and Rjj P w j U j , exactly 4 randomly generated problems have the same q value. Each of the other entries in these tables represents an averaged performance value based on 20 problems with the same m and n. The column LP-IP gap" represents the average gap in percentage between the linear relaxation solution value of the root b&b node and the integer solution value. This percentage re ects the tightness of the lower bound obtained by solving the linear relaxation problem LSP1 or LSP2 with respect to the original integer problem SP1 or SP2. The column problems solved at root node" indicates the number of problems solved at the root b&b node, i.e. without any branching, out of 20 problems. The column b&b nodes explored" represents the average number of b&b nodes explored for solving the problem. Note that at least one b&b node the root node must be explored for solving any problem. The other two columns columns generated" and cpu time" represent, respectively, the average number of columns generated for solving the problem and the average cpu time in seconds consumed.
Computational Results
We note that among the 20 problems tested for each problem size, the worst-case of each a b o ve mentioned performance measure is always very close to the average, so we do not give the worst-case values of these performance measures.
From these tables, we can make the following observations:
We can conclude that the lower bound given by the solution value of the linear relaxation problem LSP1 or LSP2 is extremely close to the solution value of the integer problem SP1 or SP2. In fact, in the case of the total weighted completion time problem, 52 of the 1380 problems we h a ve tested here are solved at root node without any branching, and for each set of 20 test problems with the same size, the average gap between the lower bound and the integer solution value is less than 0:1. In the case of the weighted number of tardy jobs problem, this average gap between is less than 0:8. Due to this excellent l o wer bounding, an average of only nine b&b nodes are explored for solving an instance of the total weighted completion time problem in our experiments. Compared to the experiments by Belouadah and Potts 4 where at least thousands of b&b nodes have to be explored for solving a problem with a similar size, we can evidently conclude that our lower bound is much tighter than that in Belouadah and Potts 4 using Lagrangian relaxation. We note that, however, to solve a b&b node, our algorithm may take longer time than the algorithm by Belouadah and Potts.
For the problem Pjj P w j C j , our algorithm is capable of solving the problems twice the size of the ones solved in the literature 28 , 4 in a reasonable time. For the other problems on which no computational results are reported in the literature, our algorithm is capable of solving instances with a similar size in a similar time as well.
Our algorithm works extremely well when the ratio of the number of jobs to the number of machines n=m is relatively small say, less than eight. When this ratio is big say, more than ten, the column generation procedure su ers from degeneracy i.e. the dual information provided by solving a restricted master problem is not accurate enough and hence many columns generated are not very useful and the algorithm becomes relatively slow e v en for problems with a small number of machines. For example, the average cpu time for a problem with m = 8 and n = 6 0 i s m uch l o wer than that for a problem with m = 4 and n = 60.
Conclusion
We h a ve developed a decomposition approach that can be applied to solve to optimality virtually every classical parallel machine scheduling problem with an additive criterion for which single machine subproblems admit an e cient solution. The applications of this decomposition approach to the total weighted completion time problem and the weighted number of tardy jobs problem have shown that the approach is promising and capable of solving large problems.
However, in order to apply this decomposition approach e ciently to a particular problem, it is important to give proper IP and SP formulations to the problem. As we have seen, for some problems, such as the total weighted completion time problem, the general IP and SP formulations described in Section 2 can be directly followed, while for some other problems, such as the weighted number of tardy jobs problem, it may be necessary to slightly modify these general formulations so that the resulting single machine subproblems can be more tractable.
Naturally, a n i n teresting research topic is to apply the decomposition approach t o other parallel machine scheduling problems with an additive criterion, such as the total weighted tardiness problem, the total earliness-tardiness penalty problem, etc. Actu-ally, w e h a ve just successfully applied this approach to the latter problem with a common due date Chen and Powell 8 .
Another possible research topic is to design fast heuristics for more complex parallel machine scheduling problems, e.g. the problems considered here with additional constraints, based on the idea of the decomposition approach. One possible way on this line of research is to use a heuristic, instead of an exact algorithm, to solve single machine subproblems.
Hence P i2B k b f0g x k ib 2. On the other hand, the equations 23 and 14 implies that Proof: First we need to give a de nition that will be used later. Two single machine partial schedules are said to be identical if they contain the same subset of jobs and form the same sequence but they may be on di erent machines. 
