Abstract. Recent work has demonstrated that Clark's theory of unitary perturbations of the backward shift restricted to a deBranges-Rovnyak subspace of Hardy space on the disk has a natural extension to the several variable setting. In the several variable case, the appropriate generalization of the Schur class of contractive analytic functions is the closed unit ball of the Drury-Arveson multiplier algebra and the Aleksandrov-Clark measures are necessarily promoted to positive linear functionals on a symmetrized subsystem of the Cuntz-Toeplitz operator system A + A * , where A is the non-commutative disk algebra.
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1 Any reproducing kernel Hilbert space H(k) on a set X is naturally equipped with a multiplier algebra, Mult(H(k)), the algebra of all functions on X which multiply elements of H(k) into H(k):
Mult(H(k)) := {F : X → C| F h ∈ H(k) ∀h ∈ H(k)}.
Identifying Mult(H(k)) as linear transformations on H(k), a closed graph theorem argument shows that Mult(H(k)) ⊂ L(H(k)) consists of bounded linear maps. It is also straightforward to check that the multiplier algebra is closed in the weak operator topology (WOT).
The Schur-class for Drury-Arveson space is the closed unit ball [H Recall that multiplication by the independent variable z defines an isometry S on H 2 = H 2 (D) called the shift. The shift plays a extension of this theory to the Schur class of contractive analytic functions on the disk as presented in [8] , and as extended to Drury-Arveson space in [11] . (Any Schur class b is either purely contractive, i.e. |b(z)| < 1, ∀ z ∈ D or b is a unimodular constant.) There is also a natural bijection between Herglotz functions modulo imaginary constants and non-negative Borel measures on the unit circle given by the Herglotz representation formula:
given any Herglotz function H on the disk, there is a unique non-negative Borel measure µ on the unit circle so that (1.1) H(z) = iIm (H(0)) + T 1 + zζ * 1 − zζ * µ(dζ).
In the above ζ * := ζ denotes complex conjugate. Conversely, given any non-negative Borel measure on T (and any imaginary constant), this formula defines a Herglotz function on the disk. It follows that one can associate a unique non-negative Borel measure µ b on the unit circle to any Schur class b.
We will refer to this measure as the Herglotz measure of b. More generally there is a U(1)-parameter family (the one-dimensional unitary group, identified with the unit circle T) of measures naturally associated with b, the Aleksandrov-Clark measures. Namely, given any contractive analytic function b and any α ∈ T, the Aleksandrov-Clark (AC) measure µ α is defined to be µ bα * , the Herglotz measure of the contractive analytic function bα T f (ζ) 1 − zζ * µ α (dζ), is a unitary transformation from P 2 (µ α ) = P 2 (bα * ) onto the deBranges-Rovnyak space K(b).
Given any Schur class b and α ∈ T, let Z α := Z bα * denote the unitary operator of multiplication by the independent variable in L 2 (µ α ) = L 2 (bα * ). Clearly P 2 (bα * ) is an invariant subspace for * with a rank-one perturbation of X:
The point evaluation vector at 0, k
If b is an extreme point of the Schur class then Y α = Z α is unitary so that each X α is a rank-one unitary perturbation of the restricted backward shift X. In this case if P α denotes the projectionvalued measure of X α then µ α (Ω) = P α (Ω)1, 1 .
Remark 1.4.
In the case where b is an extreme point, the inverse of the weighted Cauchy transform F α implements a spectral realization for the unitary operator X α .
1.5. The several variable case. These and other related results were recently generalized to the several variable case of Drury-Arveson space H 2 d by the first author [11] . The several variable generalizations of Clark's results as presented in [8] demonstrate that many of the proofs are algebraic and dimension-free. Fascinatingly, as soon as d > 1, this theory applied to the commutative operator algebra H ∞ d reveals fundamental connections to non-commutative operator algebra theory, namely to Popescu's noncommutative Hardy space theory, and free semigroup algebra theory [11, 13, 14] .
In contrast with the d = 1 case, it is well known that not every bounded analytic function on the 
defines a positive kernel function on B d [15] . Similarly, not every analytic function H with nonnegative real part on the ball can be realized as
we say that H belongs to the Herglotz-Schur class. Perhaps even more remarkably, and again in contrast with the d = 1 case, the direct analogue of the classical Herglotz representation formula does not hold in the several variable setting: not every H in the Herglotz-Schur class can be realized as the integral of the Herglotz integral kernel 1+zζ * 1−zζ * with respect to a non-negative Borel measure µ on the boundary of the ball ∂B d . Instead, as shown in [16, 17, 11] , one needs to replace the Herglotz integral kernel with a 'non-commutative kernel' which takes values in a certain operator subsystem of the Cuntz-Toeplitz operator system, and the measure µ with a positive linear functional on this operator system [16, 11] .
Beginning with this observation, natural analogues of the above theorems of Clark and related results were obtained in the several variable case of [11] . To obtain a suitable generalization of the unitary perturbation theorem it was assumed that the Schur class function b was quasi-extreme, a property generalizing the Szegö approximation property:
case. An open problem that made further generalization difficult in the several variable setting was whether or not any AC functional µ b had a canonical tight extension to the full Cuntz-Toeplitz operator system [11, Question 3.6] .
Instead of providing a full summary of the results of [11] , we will proceed with developing the theory for the multiplier algebra of vector-valued Drury-Arveson space H 2 d ⊗ H. In this setting the AC maps are promoted to completely positive maps into L(H). This does not significantly complicate the analysis from the scalar-valued case, for the most part.
1.6. Outline. In the following section, Section 2, we develop the noncommutative Cauchy or Fantappiè transform and Herglotz representation formulas for the vector-valued case. Our approach is slightly modified from that of [16, 11] and makes use of a partial d-isometry V b acting on a reproducing kernel Hilbert space L(b) which we call the Herglotz space associated to
In Section 3 we apply our Herglotz space framework and the partial isometry V b to construct a natural completely positive (CP) extension ν b of the Aleksandrov-Clark CP map µ b to the full Cuntz-Toeplitz operator system, and we prove that this extension is the unique tight extension in the sense of [11, Definition 3.2] . We then show that the set of all extensions of µ b can be parametrized by cyclic isometric extensions of this partial isometry V b and several equivalent characterizations of the quasi-extreme Szegö approximation property are developed. Finally, Section 5 gives some examples of the foregoing constructions in the case of inner b.
1.7.
Vector-valued RKHS. We will be working with vector-valued reproducing kernel Hilbert spaces (RKHS) of analytic functions on the unit ball
Recall the following basic facts from RKHS theory:
Given a set X ⊂ C d , and an auxiliary Hilbert space H, a vector-valued RKHS K on X is a Hilbert space of H-valued functions on X so that for any x ∈ X the linear point evaluation maps
is called the reproducing kernel of K. One usually writes K = H(K). The reproducing kernel K of any vector-valued RKHS on X is a positive kernel function on X:
is an operator-valued positive kernel function on X if for any finite set {x k } N k=1 ⊂ X, the matrix
is non-negative. The (vector-valued extension of the) theory of RKHS developed by Aronszajn and
Moore (see e.g. [1] ) shows that there is a bijection between positive L(H)-valued kernel functions on X × X and RKHS of H-valued functions on X. Namely, given any positive kernel K on X there is a RKHS K on X so that K is its reproducing kernel, K = H(K). If F : X → H is a function in K, then the kernel K reproduces the value F (x) ∈ H at the point x ∈ X in the sense that for all h ∈ H, 
We will use the notation H [18, 15] . The deBranges-Rovnyak space 
and
If H = H b is a pure Herglotz-Schur function, then the kernel K b can be expressed as
In this case where
is an onto isometry. The action of U b on point evaluation kernels is
We will omit the superscript and subscript b when this is clear from context.
Herglotz representation formula and Fantappiè transform
A bit of straightforward algebra using the formula (1.2) above for the Herglotz reproducing kernel
It follows that one can define a partial d−isometry on L(b) as follows: Set
Here and throughout denotes closed linear span. The above calculations show that the linear mapV : Dom(V ) → Ran V defined by
is an isometry from its domain, Dom(V ) onto its range, Ran V .
It will be helpful to describe the orthogonal complements of the initial and final spaces of V :
in other words, F (w) = F (0) for all w and thus F : B d → H is constant. Note that V may be that V is surjective in which case L(b) contains no non-zero constant functions. 
Given a fixed orthonormal basis
) are defined by tensoring on the left with e k :
which we call the free or non-commutative shift. The non-commutative disk algebra A := A d is the unital norm-closed algebra generated by the left creation operators,
Here F d denotes the unital free semigroup on d letters (the unit is the empty word ∅ and one defines L ∅ = I). We call the corresponding operator system (A + A * ) − · the Cuntz-Toeplitz operator system (we will simply write A + A * for this norm-closure).
By the Bunce-Frazho-Popescu dilation theorem [20] , V = V b has a minimal isometric dilation
The following is a general fact that holds for contractive extensions of any partial isometry between Hilbert spaces:
This proves that
The converse is similarly easy to prove.
It follows that when
⊥ is a contraction.
is an extension of V if and only if
In particular this holds for
Proof. Since the initial space of V is spanned by vectors of the form z * K z h and D extends V , it follows that for any z ∈ B d and h ∈ h,
Writing this out then shows:
Solving for K 0 h yields
and since Dz * is a strict contraction, one can invert this expression to obtain
On the other hand, if K z h = (I − Dz * ) −1 K 0 h for all z and h, then the above steps reverse to
, and thus D extends V .
Moreover π W extends to a completely contractive unital * −homomorphism
Any such map π W is the restriction of a * -representation Π W of E, and is hence * -extendible in the sense of [21] .
Proof. Since W is a row-isometry it follows that (W k )
* W β follows from this. The remaining assertions are standard results of Popescu [13, 22] Note here that by results of [11] ,
is the norm-closed operator subspace of A spanned by the symmetrized monomials L n . Here recall that N d is the unital additive semigroup of all d-tuples of non-negative integers, and if λ : (
is the letter counting map,
The symmetrized operator system S + S * , as well as the full Cuntz-Toeplitz operator system A + A * enjoy the semi-Dirichlet property [23, 11] :
To simplify notation we will simply write S + S * and A + A * in place of the norm-closed operator systems S + S * · and A + A * · . We will use the notations CP (S, H) and CP (A, H) for the sets of all completely positive maps from S + S * and A + A * into L(H).
Then µ b is a completely positive map obeying
defines a completely contractive unital map and so extends to a CPU map on A + A * [13, Corollary
The first line in the above equation can be verified using that both W and L are row isometries so
Observe that
One can then express the Herglotz-Schur function H b (z) as
The span of all (I − Lz
is dense in S so that µ b is uniquely defined by this formula. Moreover, given any µ ∈ CP (S, H), it is not hard to see that
defines a pure Herglotz-Schur function so that the map b → µ b is bijective (modulo imaginary constants).
We then have:
Observe that (I − zL * ) −1 (I + zL * ) is a direct analogue of the Herglotz integral kernel appearing in the classical Herglotz representation formula (1.1). The above defines bijections between:
(1) purely contractive elements in the closed unit ball of H 2.7. Noncommutative Fantappiè transform. Given µ ∈ CP(S, H), we have by the previous
We can use µ to construct a Stinespring-GNS type Hilbert space which (following [11] ) we will call P 2 (µ). This space will play the role of the 'closure of the analytic polynomials in the measure space L 2 (µ)' in this several variable case. First consider the algebraic tensor product S⊗H equipped with the sesquilinear form:
for any p, q ∈ S and any h, g ∈ H. This is well-defined since the operator space S has the semiDirichlet property S * S ⊂ S + S * · [11] . As in the usual proof of Stinespring's dilation theorem, the fact that µ is completely positive ensures that ·, · µ is a pre-inner product on S ⊗ H. If N µ is the set of all elements r ∈ S ⊗ H which have zero length, r, r µ = 0, then N µ is a subspace of S ⊗ H and ·, · µ defines an inner product on the quotient
Let P 2 (µ) be the Hilbert space completion of this inner product space. We will also use the notation
We will define unweighted and weighted versions of a Cauchy (Fantappié) transform, implementing a unitary equlivalence between
Then for any h, g ∈ H,
Thus, the Cauchy transform on P 2 (µ), defined by
, we obtain the weighted Cauchy transform by composition
This defines a unitary from
Comparison to Theorem 1.2 shows this is a natural generalization of the single variable fact. For this reason we view P 2 (b) as the several-variable analogue of the 'closure of the analytic polynomials'.
Under the unitary transformation induced by
conjugate to the mapV :
and extended to be 0 on C * Ker(V ).
Extensions to the Cuntz-Toeplitz operator system
Let µ : S + S * → L(H) be a CP map. Recall that we use the notation CP (S, H) for the set of all completely positive maps from S + S * into L(H) and CP (A, H) for all CP maps on A + A * into L(H). Further recall that any such CP map µ ∈ CP (S, H) is equal to µ b for a unique b in the operator-valued Schur class of H It will be convenient to briefly review the Stinespring dilation of a CP map φ : A+A * → L(H) to a unital completely isometric isomorphism of the operator algebra A into L(H). First, the Stinespring GNS Hilbert space Q 2 (φ) is constructed in the same way that we constructed P 2 (µ). As before, the construction of Q 2 (φ) relies on the semi-Dirichlet property of A:
Consider the algebraic tensor product A ⊗ H, and the sesquilinear form ·, · φ on A ⊗ H defined on elementary tensors by
and extend linearly. Again, the facts that φ is CP and A has the semi-Dirichlet property implies that this is a well-defined pre-inner product obeying the Cauchy-Schwarz inequality. Taking the quotient of A ⊗ H by the subspace
yields an inner product space whose completion is denoted by Q 2 (φ).
well-defined isometry, and hence one can view P 2 (µ) as a subspace of Q 2 (φ). We will often identify P 2 (µ) with its image under this isometry in Q 2 (φ), and we will sometimes write P 2 (φ) for the
One can construct a Stinespring dilation of φ, π φ : A → L(Q 2 (φ)) as in the usual proof of Stinespring's theorem. Namely, for any a ∈ A, let π φ (a) ∈ L(Q 2 (φ)) be defined by left multiplication:
It is easy to check this is a well-defined, contractive and unital linear map. Repeating the construction of Q 2 (φ) for the matrix operator algebras A ⊗ C k×k ,
where
. The square brackets in the above formula denote completion. Recall here that for [a ij ] ∈ A ⊗ C k×k one defines the ampliation φ
and [I⊗] φ has norm
The bounded linear map [I⊗] φ is an isometry if and only if φ is unital (if and only if µ is unital).
is a row-isometry, and Lemma
implies that
) is a completely isometric unital homomorphism which obeys
for all a, c ∈ A, and is * -extendible to a representation Π φ of the CuntzToeplitz C * -algebra E = C * (A).
Tight extensions. Given any CP
CP extension of µ. In this section we will show that one can construct an extension φ of µ which is tight in the sense of [11] .
Recall that P 2 (µ) can be viewed as a subspace P 2 (φ) of Q 2 (φ). Let P denote the orthogonal projection onto this subspace. Also define the spaces
with projection P 0 and
with orthogonal projection Q 0 and note that P 
Similarly let
this is a d-isometry using that Q Since P 0 ≤ Q 0 , it will follow that φ is tight if we can show that P 0 is semi-invariant for π φ [24] , that is, if for any k, j ∈ {1, ..., d},
We now define a natural CP extension ν : A + A * → L(H) of µ: By Theorem 2.1 there is a
Recall that by Proposition 2.5,
We will show that this ν is always the (unique) tight extension of µ. If µ = µ b we will often write ν b for the (tight) extension defined above. Similarly we will often write Q 2 (b) for Q 2 (ν) and π b for
The space 
The restriction of
Proof. This is a straightforward computation:
The intertwining relation is also easily verified:
The map C is onto K = K b by Remark 3.6, and it is clear that its restriction to
Since L(b) is co-invariant for W , the minimal isometric dilation of V , the intertwining relation
. By the intertwining relationship, the fact that W * | L(b) = V * , and co-invariance,
The above result also shows that P b = CP C * , where P b projects the space
The next lemma records the relationships between the projections P 0 and
Lemma 3.8. With notations as above,
(Actually this holds not only for Q 2 (b) := Q 2 (ν), but for any Q 2 (φ) where φ is a CP extension of µ. ) Since R is an isometry, we conclude Q 0 = RR * . This proves (i).
Items (ii) and (iii) will be proven simultaneously. Consider first
the projection onto Ran (W ). Then,
In the above, the identity W (V * V ) = V (V * V ) holds since W * is a contractive extension of V * (and hence W is a contractive extension of the partial d−isometry V , see Lemma 2.2). This shows that Q 0 P b and hence Q 0 P is a projection. By the von Neumann alternating projection
Since Q 0 P projects onto C * b Ran (V ) and
it follows that Q 0 P ≤ P 0 . We conclude that P 0 = Q 0 P .
Proof. As before, let R := π ν (L). Then,
To see that T := π ν (L)Q 0 = RQ 0 is a dilation of S := P 0 RP 0 , apply the semi-invariance of P 0 .
This proves that ν is tight. 
are unitarily equivalent via an isometry which restricts to the identity on L(b).
Lemma 3.14. Given any row contractive extension
Proof. For any D ⊇ V , we can define a CP map by the formula in the statement above:
where we used Lemma 2.3 in the first line and Proposition 2.5 in the third line above.
Define a linear map U :
. This is onto and it is an isometry:
It is clear that
by Lemma 2.3. 
Since φ extends µ, P 2 (µ) embeds isometrically as P 2 (φ) into Q 2 (φ), and is clear from the definition ofV that π φ (L) is d−isometric extension ofV with cyclic space [I⊗] φ H = I ⊗ H + N φ . Since the Cauchy transform C : 
Conversely suppose that V = V b is not co-isometric so that Ran (V ) = L(b). In this case (using We claim that there exists an h ∈ H such that D
h ∈ H and all z ∈ B d . This would prove that D = V (since D * acts on L(b)).
It follows that if
By Lemma 2.3,
Similarly, There is a third argument that works in full generality. This proof uses the non-commutative or free analogue of the theory developed here for the free multiplier algebra F [25, 26] . This proof is beyond the scope of this paper and will be presented in forthcoming work. 
This concept of quasi-extremity is a natural analogue of the Szegö approximation or analytic polynomial density property L 2 (µ) = P 2 (µ) = P 
By Lemma 3.8, we then have that The above argument is reversible: If h ∈ H is non-zero and bh ∈ K(b) then since b(0) is a strict contraction we have 0 = f :
It follows that 0 = (I − b)f ∈ K(b) for a non-zero f ∈ H so that the constant function F (z) = f is such that F ∈ L(b) and necessarily F ⊥ Ran (V ). Hence V is not co-isometric and b is not quasi-extreme. Proposition 3.25. Let µ 1 , µ 2 ∈ CP (S, H) be such that µ 2 is quasi-extreme and µ 2 ≥ µ 1 . Then µ 1 is also quasi-extreme.
Proof. Since µ 2 ≥ µ 1 , P 2 (µ 2 ) is contractively contained in P 2 (µ 1 ). Also since µ 2 is quasi-extreme
and it follows that P 2 0 (µ 1 ) = P 2 (µ 1 ).
The Gleason Problem in K(b)
This section studies the Gleason problem in a deBranges-Rovnyak subspace of vector-valued 
When d > 1, the appropriate analogue of the shift operator is Arveson's d−shift S :
, a partial isometry from d copies of Drury-Arveson space into itself whose component operators commute and act as multiplication by the independent variables, [27] :
In contrast with the classical (d = 1) case, deBranges-Rovnyak subspaces of Drury-Arveson space are in general not co-invariant for the component operators of the d-shift [28] . Instead, the appropriate replacement for the restricted backward shift in this setting is a solution to the Gleason problem [29, 30, 28, 31, 7] :
We say that a Gleason solution X is contractive if
and is extremal if equality holds in the above. 
We say that B is a contractive Gleason solution for b if
and an extremal Gleason solution for b if equality holds in the above.
Superscript and subscript b's will be omitted for the remainder of this section when this is clear from context. Proof. First suppose that X has the assumed form. Then,
Lemma 4.3. A d−contraction X solves the Gleason problem in K(b) if and only if
Xz * k z = k z − k 0 ; or equivalently, k z = (I − Xz * ) −1 k 0 . AnX * k w = w * k w − Bb(w) * , where B ∈ L(H, K(b) ⊗ C d ) is(zX * k w )(z) = zw * k w (z) − zB(z)b(w) * = zw * k(z, w) − (b(z) − b(0))b(w) * = zw * k(z, w) + (1 − b(z)b(w) * ) − (1 − b(0)b(w) * ) = k(z, w) − k(0, w) = k w (z) − k w (0).
This proves that X is a solution to the Gleason problem in K(b).
It remains to check that the assumption that B is a contractive Gleason solution for b implies X is a contractive solution: For any
This proves that the contractivity condition
holds on kernel maps k w . Since the ranges of the kernel maps are dense in K(b), it follows that X is a contractive Gleason solution. If equality holds in equation (4.2) then it holds in equation (4.3).
It follows that if B is extremal then so is X.
Conversely suppose that X is a contractive Gleason solution and for each w ∈ B d define the map
Define an L(H)-valued kernel function k
Some algebra similar to the first part of the proof shows
This is a co-isometry with initial space
Define the constant L(H)-valued kernel function
Since the kernel δ(z, w) is constant, the point evaluation maps obey
Define,
this is independent of w ∈ B d . By construction
This shows that if B is a Gleason solution for b then it is contractive in the sense of Definition 4.1. To see that B is a Gleason solution for b, calculate that
This proves that δ 0 h ∈ Ker(m b ) so that zB(z)h = 0 and
Remark 4.5. One can develop an alternative proof of the above theorem, at least in the scalar case, using the Douglas factorization lemma and a maximum modulus principle argument. Proof. Since D is a d−contractive extension of V ,
Solving for (b(z) − b(0)) in the above equation then yields
It follows that
defines a solution to the Gleason problem. Alternatively, using the canonical unitary multiplier
Since D is a d-contraction it follows that Proof. The previous lemma shows that given any contractive Gleason solution 
Since C * , D * are both extensions of V * , we have
To prove that this map is surjective, we will show that its inverse can be defined on the set of all contractive Gleason solutions for b. If B is an arbitrary contractive Gleason solution for b, define a
This construction is based on the observation that if C ⊇ V and B = B C then
By construction, 
This proves that D * is a contraction so that D ⊇ V is a contractive Gleason solution for L(b). 
It follows that Similarly, and without loss of generality, we can assume that
Equality holds if and only if 
If X is extremal and b obeys this range condition then k
Recall by Lemma 4.6 that B := B V is given by the formula
and so by Remark 4.9 above, we can construct a rank-one map B ′ from the one-dimensional span of h into the orthogonal complement of z * k z H such that
Here we used that B ′ takes h into the orthogonal complement of the range of B = B V . Then B + B ′ is a contractive Gleason solution for b since
This proves that the map B → X(B) is not injective. 
and that any contractive Gleason solution X for K(c) is extremal so that K(c) has a unique contractive Gleason solution by Corollary 4.8 above. In this example z∈B d Ker(c(z)) = {e 2 }, where {e 1 , e 2 } is the canonical orthonormal basis of C 2 , so that ce 2 = 0 ∈ K(c) and c is not quasi-extreme. Proposition 4.14.
This proves that for any 1 is co-invariant for R.
Let (5) There is no non-zero h ∈ H so that bh ∈ K(b).
(6) There is a unique contractive solution to the Gleason problem for b, and this solution is extremal.
(7) There is a unique contractive solution to the Gleason problem in K(b) and z∈B d Ker(b(z)) = {0}. Such a solution is extremal.
Examples: Inner Sequences
In this section we provide some examples in the case where b is a matrix-valued multiplier associated to an inner sequence (defined below). 
