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Abstract
We study infinitely many commuting operators TB(z), which we call infinite transfer
matrix of boundary Uq,p(A
(1)
N−1) face model. We diagonalize the infinite transfer matrix
TB(z) by using free field realizations of the vertex operators of the elliptic quantum group
Uq,p(A
(1)
N−1).
1 Introduction
There have been many developments in the field of exactly solvable models. Various models
were found to be exactly solvable and various methods were invented to solve these models
[1, 2, 3, 4, 5, 6]. The vertex operator approach [6, 7] provides a powerful method to study exactly
solvable lattice models. This paper is devoted to boundary problem of the vertex operator
approach to exactly solvable lattice model.
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Solvability of lattice models was understood by means of the method of commuting transfer
matrix. Two-dimensional solvable lattice models can be related to one-dimensional solvable
Hamiltonians of one-dimensional quantum mechanics. The transfer matrix of two-dimensional
lattice model is a generating function of these Hamiltonians. The commuting transfer matrix
methods are classified to four ways of doing this : (A) Clifford algebras and fermion operators
[1], (B) Bethe ansatz and quantum inverse scatting methods [3, 4], (C) Finite-lattice matrix
functional relations (Baxter’s T -Q relations) [2], and (D) Vertex operator approach [6]. The first
three methods (A), (B), (C) work for finite systems. Meanwhile, the vertex operator approach
(D) works only for infinite systems. In infinite systems, the transfer matrix is written by using
vertex operators, this can be related to the corner transfer matrix method [2]. The corner transfer
matrix method suggested a link between solvable lattice models and representation theory of
infinite algebra. The vertex operator approach arose from interplay between exactly solvable
lattice models and representation theory of infinite algebra. The vertex operator approach (D)
is completely different from the first three methods (A), (B), (C). The first paper on boundary
problem of the vertex operator approach, is devoted to the XXZ spin chain [12], in which vertex
operators act on the highest weight representation of the quantum affine group Uq(A
(1)
1 ). In
[12] the authors diagonalize infinitely many commuting transfer matrices TB(z), using free field
realizations of the vertex operators. There have been two generalizations of this theory [12].
The Uq(A
(1)
N−1) analogue of XXZ spin chain, which give higher rank generalization of [12], was
studied in [14]. The boundary ABF model, which give elliptic deformation of [12], was studied
in [13]. The boundary ABF is related to the elliptic quantum group Uq,p(A
(1)
1 ). This paper is
devoted to a generalization of the above papers [12, 13, 14].
Exactly solvable lattice model with open boundary is defined by both Boltzmann weight func-
tions and boundary Boltzmann weight functions, which satisfy Yang-Baxter equation and bound-
ary Yang-Baxter equation [8] respectively. In this paper we are going to study the Uq,p(ŝlN )
face model defined by elliptic solution of Yang-Baxter equation [10] and boundary Yang-Baxter
equation [15], associated with the elliptic quantum group Uq,p(ŝlN ) [20, 21]. We are going to
study the infinite transfer matrix TB(z) associated with the boundary Uq,p(A
(1)
N−1) face model.
The boundary Uq,p(A
(1)
N−1) face model gives a generalization of both the Uq(A
(1)
N−1) analogue of
XXZ spin chain [14], and the boundary ABF model [13]. In this paper we diagonalize infinitely
many commuting transfer matrices TB(z) acting on the bosonic Fock space, in which the free
field realization of the elliptic quantum group Uq,p(A
(1)
N−1) is constructed. We construct free
field realization of the boundary state |k〉B , which satisfies TB(z)|k〉B = |k〉B , by using free
field realizations of the vertex operators [17]. Multiplying the type-II vertex operators [19], we
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diagonalize infinitely many commuting transfer matrices TB(z). We give complete proof of the
eigenvalue problem TB(z)|k〉B = |k〉B , this was only conjectured for Uq,p(A(1)2 ) case [22], by
using identities of the elliptic theta functions. We calculate the norm B〈k|k〉B by using the
coherent state. We discuss physical and graphical interpretation of the boundary state |k〉B for
the boundary Uq,p(A
(1)
N−1) face model.
The plan of the paper is as follows. In section 2 we prepare the Boltzmann weight function,
the boundary Boltzmann weight function, and the vertex operators. We introduce infinite
transfer matrix of the boundary Uq,p(A
(1)
N−1) face model, and formulate the problem. In section
3 we prepare the free field realization of the vertex operators. Section 4 is main part of this
paper. In section 4, we construct the free field realization of the boundary state |k〉B . Multiplying
the type-II vertex operators we diagonalize the infinite transfer matrix TB(z) of the boundary
Uq,p(A
(1)
N−1) face model. In section 5, we calculate the norm B〈k|k〉B by using coherent state.
In appendix we consider physical meaning of our problem. We discuss the relation between our
diagonalization problem and the boundary Uq,p(A
(1)
N−1) face model.
2 Infinite transfer matrix
In this section we introduce infinitely many commuting operators TB(z), which we call infinite
transfer matrix of boundary Uq,p(A
(1)
N−1) face model.
2.1 Notation
We prepare some notations. Let us set integer N = 2, 3, · · ·. We assume that 0 < x < 1 and
r ≥ N + 2 (r ∈ Z). We use parameterizations z, u and τ .
z = x2u, x = e−πi/rτ .
We set the elliptic theta function [u] by
[u] = x
u2
r
−uΘx2r(x
2u), Θq(z) = (q, q)∞(z; q)∞(q/z; q)∞. (2.1)
Here we have used
(z; q1, q2, · · · , qm)∞ =
∞∏
j1,j2,···,jm=0
(1− qj11 qj22 · · · qjmm z). (2.2)
The elliptic theta function [u] satisfies the following quasi-periodicities.
[u+ r] = −[u], [u+ rτ ] = −e−πiτ− 2πiur [u].
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Let ǫµ(1 ≤ µ ≤ N) be the orthonormal basis of RN with the inner product (ǫµ|ǫν) = δµ,ν .
Let us set ǫ¯µ = ǫµ − ǫ where ǫ = 1N
∑N
ν=1 ǫν . Note that
∑N
µ=1 ǫ¯µ = 0. Let αµ (1 ≤ µ ≤ N − 1)
the simple root :
αµ = ǫ¯µ − ǫ¯µ+1. (2.3)
Let ωµ (1 ≤ µ ≤ N − 1) be the fundamental weights, which satisfy
(αµ|ων) = δµ,ν , (1 ≤ µ, ν ≤ N − 1). (2.4)
Explicitly we set ωµ =
∑µ
ν=1 ǫ¯ν . The type AN−1 weight lattice is the linear span of ǫ¯µ or ωµ.
P =
N−1∑
µ=1
Zǫ¯µ =
N−1∑
µ=1
Zωµ. (2.5)
For a ∈ P we set aµ and aµ,ν by
aµ,ν = aµ − aν , aµ = (a+ ρ|ǫ¯µ), (µ, ν ∈ P ). (2.6)
Here we set ρ =
∑N−1
µ=1 ωµ. Let us set the restricted path P
+
r−N by
P+r−N = {a =
N−1∑
µ=1
cµωµ ∈ P |cµ ∈ Z, cµ ≥ 0,
N−1∑
µ=1
cµ ≤ r −N}. (2.7)
For a ∈ P+r−N , condition 0 < aµ,ν < r, (1 ≤ µ < ν ≤ N − 1) holds.
2.2 Yang-Baxter equation
We recall elliptic solutions of the Yang-Baxter equation of face type. An ordered pair (b, a) ∈ P 2
is called admissible if and only if there exists µ (1 ≤ µ ≤ N) such that
b− a = ǫ¯µ.
An ordered set of four weights (a, b, c, d) ∈ P 4 is called an admissible configuration around a
face if and only if the ordered pairs (b, a), (c, b), (d, a) and (c, d) are admissible. Let us set the
Boltzmann weight functions of the face model [10],
W
 c d
b a
∣∣∣∣∣∣u

associated with admissible configuration (a, b, c, d) ∈ P 4. For a ∈ P+r−N , we set
W
 a+ 2ǫ¯µ a+ ǫ¯µ
a+ ǫ¯µ a
∣∣∣∣∣∣u
 = R(u), (2.8)
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W a+ ǫ¯µ + ǫ¯ν a+ ǫ¯µ
a+ ǫ¯ν a
∣∣∣∣∣∣u
 = R(u) [u][aµ,ν − 1]
[u− 1][aµ,ν ] , (2.9)
W
 a+ ǫ¯µ + ǫ¯ν a+ ǫ¯ν
a+ ǫ¯ν a
∣∣∣∣∣∣ u
 = R(u) [u− aµ,ν ][1]
[u− 1][aµ,ν ] . (2.10)
The normalizing function R(u) is given by
R(u) = z
r−1
r
N−1
N
ϕ(z−1)
ϕ(z)
, ϕ(z) =
(x2z;x2r, x2N )∞(x
2r+2N−2z;x2r, x2N )∞
(x2rz;x2r, x2N )∞(x2Nz;x2r, x2N )∞
. (2.11)
Because 0 < aµ,ν < r (1 ≤ µ < ν ≤ N − 1) holds for a ∈ P+r−N , the Boltzmann weight functions
are well defined.
The Boltzmann weight functions satisfy the following relations (1), (2), (3) and (4). [10, 11]
(1) Yang-Baxter equation :
∑
g
W
 d e
c g
∣∣∣∣∣∣ u1
W
 c g
b a
∣∣∣∣∣∣ u2
W
 e f
g a
∣∣∣∣∣∣ u1 − u2

=
∑
g
W
 g f
b a
∣∣∣∣∣∣ u1
W
 d e
g f
∣∣∣∣∣∣u2
W
 d g
c b
∣∣∣∣∣∣ u1 − u2
 . (2.12)
(2) The first inversion relation :
∑
g
W
 c g
b a
∣∣∣∣∣∣− u
W
 c d
g a
∣∣∣∣∣∣ u
 = δb,d. (2.13)
(3) The second inversion relation :
∑
g
GgW
 g b
d c
∣∣∣∣∣∣N − u
W
 g d
b a
∣∣∣∣∣∣ u
 = δa,cGbGd
Ga
, (2.14)
where we have set Ga =
∏
1≤j<k≤N [aj,k].
(4) Initial conditions :
W
 g b
d c
∣∣∣∣∣∣ 0
 = δb,d. (2.15)
The normalization function R(u) (2.11) is chosen to satisfy conditions (2.13), (2.14) and (2.15).
Upon this normalization R(u), the corner transfer matrix method works well, and the maximum
eigenvalue of the corner transfer matrix becomes 1.
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2.3 Boundary Yang-Baxter equation
An order set of three weights (a, b, g) ∈ P 3 is called an admissible configuration at a boundary if
and only if the ordered pairs (g, a) and (g, b) are admissible. Let us set the boundary Boltzmann
weight functions K

a
g
b
∣∣∣∣∣∣∣∣u
 for admissible weights (a, b, g) by
K

a
a+ ǫ¯µ
b
∣∣∣∣∣∣∣∣ u
 = z r−1r N−1N − 2r a1 h(z)h(z−1) [c− u][a1,µ + c+ u][c+ u][a1,µ + c− u]δa,b. (2.16)
In this paper, we consider the case that continuous parameter 0 < c < 1. In what follows we
need the case for a ∈ P+r−N . The normalizing function h(z) is given by
h(z) =
(x2r+2N−2/z2;x2r, x4N )∞(x
2N+2/z2;x2r, x4N )∞
(x2r/z2;x2r, x4N )∞(x4N/z2;x2r, x4N )∞
× (x
2N+2c/z;x2r, x2N )∞(x
2r−2c/z;x2r, x2N )∞
(x2N+2r−2c−2/z;x2r, x2N )∞(x2c+2/z;x2r, x2N )∞
×
N∏
j=2
(x2r+2N−2c−2a1,j/z;x2r , x2N )∞(x
2c+2a1,j/z;x2r , x2N )∞
(x2r+2N−2c−2a1,j−2/z;x2r , x2N )∞(x2c+2+2a1,j/z;x2r, x2N )∞
. (2.17)
The boundary Boltzmann weight functions and the Boltzmann weight functions satisfy the
following relations.
(1) Boundary Yang-Baxter equation :
∑
f,g
W
 c f
b a
∣∣∣∣∣∣u− v
W
 c d
f g
∣∣∣∣∣∣ u+ v
K

g
f
a
∣∣∣∣∣∣∣∣u
K

e
d
g
∣∣∣∣∣∣∣∣ v

=
∑
f,g
W
 c d
f e
∣∣∣∣∣∣u− v
W
 c f
b g
∣∣∣∣∣∣ u+ v
K

e
f
g
∣∣∣∣∣∣∣∣ u
K

g
b
a
∣∣∣∣∣∣∣∣ v
 .
(2.18)
(2) Boundary unitary condition :
K

a
b
a
∣∣∣∣∣∣∣∣ u
K

a
b
a
∣∣∣∣∣∣∣∣− u
 = 1. (2.19)
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(3) Initial conditions :
K

a
c
b
∣∣∣∣∣∣∣∣ 0
 = δa,b. (2.20)
Here we comment on the normalization h(z). The boundary Boltzmann weight functions asso-
ciated with A
(1)
1 , B
(1)
N , C
(1)
N , D
(1)
N , A
(2)
N satisfy the boundary crossing relations (except A
(1)
N≥2)
like following [15].
∑
g
(
Gg
Gb
) 1
2
W
 a g
b c
∣∣∣∣∣∣ 2u+ λ
K

a
g
c
∣∣∣∣∣∣∣∣ u+ λ
 = K

a
b
c
∣∣∣∣∣∣∣∣− u
 . (2.21)
In paper on Uq,p(A
(1)
1 )-face model [13], the authors choose the normalization h(z) of boundary
Boltzmann weights, from the equations (2.19), (2.20) and (2.21). This normalization makes the
maximum eigenvalue of the boundary state |k〉B becomes 1 [13]. However there does not exist
boundary crossing symmetry for higher-rank case A
(1)
N≥2. It is nontrivial to find the normalization
function h(z) for higher-rank case A
(1)
N≥2. In this paper the author choose the normalization
function h(z) such that there exists the boundary state |k〉B whose eigenvalue is 1, without
using the boundary crossing relations (2.21).
2.4 Vertex operator
In this section we introduce the vertex operator Φ(b,a)(z) for the Uq,p(A
(1)
N−1) face model in the
Regime III. In appendix, we explain the physical interpretation of the vertex operators Φ(b,a)(z)
for the elliptic quantum group Uq,p(A
(1)
N−1). In this section we treat them symbolically. In what
follows we consider the so-called Regime III : 0 < u < 1 [9, 10, 16]. The vertex operator Φ(b,a)(z)
and the dual vertex operator Φ∗(a,b)(z) of admissible pair (b, a) ∈ P 2, for the Uq,p(A(1)N−1) face
model, are the operators which satisfy the following functional relations (1) and (2), (resp. (1)
and (2’)).
(1) Commutation relation :
Φ(a,b)(z1)Φ
(b,c)(z2) =
∑
g
W
 a g
b c
∣∣∣∣∣∣ u2 − u1
Φ(a,g)(z2)Φ(g,c)(z1), (2.22)
Φ∗(a,b)(z1)Φ
∗(b,c)(z2) =
∑
g
W
 c b
g a
∣∣∣∣∣∣ u2 − u1
Φ∗(a,g)(z2)Φ∗(g,c)(z1), (2.23)
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Φ(a,b)(z1)Φ
∗(b,c)(z2) =
∑
g
W
 g c
a b
∣∣∣∣∣∣u1 − u2
Φ∗(a,g)(z2)Φ(g,c)(z1). (2.24)
(2) Inversion relation :
Φ(a,g)(z)Φ∗(g,b)(z) = δa,b. (2.25)
(2’) Inversion relation : ∑
g
Φ∗(a,g)(z)Φ(g,b)(z) = δa,b. (2.26)
We have used parameterization z = x2u. The relations (1) and (2) is equivalent with the relations
(1) and (2’). In this section we don’t mention the space which these operators act. There exist
the operators which satisfy the functional relations (1) and (2) (resp. (1) and (2’)). The free
field realization of the vertex operators Φ(b,a)(z) and Φ∗(a,b)(z) are given in [17]. In this paper
we treat the problem in the Fock space Fl,k, which are introduced in [17]. We review free field
realization of vertex operators in the next section.
2.5 Boundary transfer matrix
We define the infinite transfer matrix TB(z) of the boundary Uq,p(A
(1)
N−1) face model, by using
the vertex operators.
TB(z) =
N∑
µ=1
Φ∗(a,a+ǫ¯µ)(z−1)K

a
a+ ǫ¯µ
a
∣∣∣∣∣∣∣∣ u
Φ(a+ǫ¯µ,a)(z). (2.27)
Later, in appendix, we explain physical and graphical interpretation of the infinite transfer
matrix TB(z).
Proposition 2.1 The infinite transfer matrix TB(z) commute with each other.
[TB(z1), TB(z2)] = 0. (2.28)
Proof. Let’s start from the product TB(z1)TB(z2),
∑
g1,g2
Φ∗(a,g1)(z−11 )Φ
(g1,a)(z1)Φ
∗(a,g2)(z−12 )Φ
(g2,a)(z2)K

a
g1
a
∣∣∣∣∣∣∣∣u1
K

a
g2
a
∣∣∣∣∣∣∣∣u2
 .
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Exchange the ordering of Φ(g1,a)(z1)Φ
∗(a,g2)(z−12 )Φ
(g2,a)(z2) by using the commutation relations
of vertex operators (2.22), (2.23) , and use the boundary Yang-Baxter equation (2.18). We have∑
g1,g2,g3,g4
Φ∗(a,g1)(z−11 )Φ
∗(g1,g3)(z−12 )Φ
(g3,g4)(z2)Φ
(g4,a)(z1)
× W
 g3 g4
g2 a
∣∣∣∣∣∣ u2 + u1
W
 g3 g2
g1 a
∣∣∣∣∣∣ u2 − u1
K

a
g4
a
∣∣∣∣∣∣∣∣u1
K

a
g2
a
∣∣∣∣∣∣∣∣u2
 .
Exchanging the ordering of the vertex operators Φ∗(a,g1)(z−11 )Φ
∗(g1,g3)(z−12 )Φ
(g3,g4)(z2) by using
(2.23), (2.24), we get TB(z2)TB(z1).
Q.E.D.
2.6 Boundary state
The commutativity of the transfer matrix [TB(z1), TB(z2)] = 0 ensues that, if the transfer
matrices TB(z) are diagonalizable, the transfer matrices TB(z) are diagonalized by the basis
which is independent of the spectral parameter z.
Definition 2.2 We call eigenvector |k〉B with eigenvalue 1 the boundary state.
TB(z)|k〉B = |k〉B . (2.29)
In this paper we construct the free field realization of the boundary state |k〉B . The con-
struction of the boundary state |k〉B is main result of this paper.
2.7 Type-II vertex operator
In this section we introduce the type-II vertex operator Ψ∗(b,a)(z) for the Uq,p(A
(1)
N−1) face model,
which we use for diagonalization of the transfer matrix TB(z). For this purpose we prepare some
functions. Let us set r∗ = r − 1. Let us set the elliptic theta function [u]∗ by
[u]∗ = x
u2
r∗
−uΘx2r∗ (x
2u). (2.30)
Let us set the Boltzmann weight functions
W ∗
 a b
c d
∣∣∣∣∣∣ u

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for admissible configuration (a, b, c, d) ∈ P 4. For a ∈ P+r−1−N , we set
W ∗
 a+ 2ǫ¯µ a+ ǫ¯µ
a+ ǫ¯µ a
∣∣∣∣∣∣ u
 = R∗(u), (2.31)
W ∗
 a+ ǫ¯µ + ǫ¯ν a+ ǫ¯µ
a+ ǫ¯ν a
∣∣∣∣∣∣ u
 = R∗(u) [u]∗[aµ,ν − 1]∗
[u− 1]∗[aµ,ν ]∗ , (2.32)
W ∗
 a+ ǫ¯µ + ǫ¯ν a+ ǫ¯ν
a+ ǫ¯ν a
∣∣∣∣∣∣u
 = R∗(u) [u− aµ,ν ]∗[1]∗
[u− 1]∗[aµ,ν ]∗ . (2.33)
The function R∗(u) is given by
R∗(u) = z−
r
r∗
N−1
N
ϕ∗(z−1)
ϕ∗(z)
, ϕ∗(z) =
(z;x2r
∗
, x2N )∞(x
2N+2r−2z;x2r
∗
, x2N )∞
(x2rz;x2r∗ , x2N )∞(x2N−2z;x2r
∗ , x2N )∞
. (2.34)
The Boltzmann weight functionW ∗
 a b
c d
∣∣∣∣∣∣ u
 satisfies (1) the Yang-Baxter equation, (2) the
first inversion relation, (3) the second inversion relation, and (4) initial condition, like (2.12),
(2.13), (2.14) and (2.15).
The type-II vertex operator Ψ∗(b,a)(z) of admissible pair (b, a) ∈ P 2, for the Uq,p(A(1)N−1) face
model, are the operators which satisfy the following functional relations (1) and (2).
(1) Commutation relation :
Ψ∗(a,b)(z1)Ψ
∗(b,c)(z2) = −
∑
g
W ∗
 a g
b c
∣∣∣∣∣∣ u1 − u2
Ψ∗(a,g)(z2)Ψ∗(g,c)(z1), . (2.35)
(2) Commutation relation with vertex operator:
Φ(d,c)(z1)Ψ
∗(b,a)(z2) = χ(z2/z1)Ψ
∗(b,a)(z2)Φ
(d,c)(z1), (2.36)
Φ∗(c,d)(z1)Ψ
∗(b,a)(z2) = χ(z1/z2)Ψ
∗(b,a)(z2)Φ
∗(c,d)(z1). (2.37)
where we have set
χ(z) = z−
N−1
N
(−x2N−1z−1;x2N )∞(−xz;x2N )∞
(−xz−1;x2N )∞(−x2N−1z;x2N )∞ , . (2.38)
The free field realization of the type-II vertex operators Ψ∗(b,a)(z) are given in [19].
Definition 2.3 We set the vectors |ξ1, ξ2, · · · , ξM 〉µ1,µ2,···,µM (1 ≤ µ1, µ2, · · · , µMN).
|ξ1, ξ2, · · · , ξM 〉µ1,µ2,···,µM (2.39)
= Ψ∗(b+ǫ¯µ1+ǫ¯µ2+···+ǫ¯µM ,b+ǫ¯µ2+···+ǫ¯µM )(ξ1) · · ·Ψ∗(b+ǫ¯µM−1+ǫ¯µM ,b+ǫ¯µM )(ξM−1)Ψ∗(b+ǫ¯µM ,b)(ξM )|k〉B .
We call the vectors |ξ1, ξ2, · · · , ξM 〉µ1,µ2,···,µM the excitation of the boundary state |k〉B.
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Proposition 2.4 The excitations |ξ1, ξ2, · · · , ξM 〉µ1,µ2,···,µM are eigenvectors of the transfer
matrix TB(z).
TB(z)|ξ1, ξ2, · · · , ξM 〉µ1,µ2,···,µM =
M∏
j=1
χ(ξj/z)χ(1/ξjz) |ξ1, ξ2, · · · , ξM 〉µ1,µ2,···,µM . (2.40)
3 Free field realization
In this section we give free field realization of the vertex operators Φ(b,a)(z) and the type-II
vertex operators Ψ∗(d,c)(z).
3.1 Boson
We set the bosonic oscillators βim, (i = 1, 2, · · · , N − 1;m ∈ Z) by
[βjm, β
k
n] =

m
[(r − 1)m]x
[rm]x
[(N − 1)m]x
[Nm]x
δm+n,0 (j = k)
−mxNm sgn(j−k) [(r − 1)m]x
[rm]x
[m]x
[Nm]x
δm+n,0 (j 6= k).
(3.1)
Here the symbol [a]x =
xa−x−a
x−x−1 . Let us set β
N
m by
∑N
j=1 x
−2jmβjm = 0. The above commutation
relations are valid for all 1 ≤ j, k ≤ N . We also introduce the zero-mode operators Pα, Qα,
(α ∈ P ) by
[iPα, Qβ] = (α|β), (α, β ∈ P ). (3.2)
In what follows we deal with the bosonic Fock space Fl,k, generated by βj−m(m > 0) over the
vacuum vector |l, k〉, where
l = b+ ρ, k = a+ ρ, (3.3)
for a ∈ P+r−N and b ∈ P+r−1−N .
Fl,k = C[{βj−1, βj−2, · · ·}j=1,···,N−1]|l, k〉, (3.4)
where
βjm|l, k〉 = 0, (m > 0),
Pα|l, k〉 =
(
α
∣∣∣∣∣
√
r
r − 1 l −
√
r − 1
r
k
)
|l, k〉, (3.5)
|l, k〉 = ei
√
r
r−1
Ql−
√
r−1
r
Qk |0, 0〉.
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3.2 Vertex operator
We give a free field realization of the vertex operators Φ(b,a)(z) [17], associated with the elliptic
algebra Uq,p(A
(1)
N−1) [20, 21]. Let us set basic operators P−(z), Q−(z), R
j
−(z), S
j
−(z), (1 ≤ j ≤
N − 1) by
P−(z) =
∑
m>0
1
m
β1−mz
m, (3.6)
Q−(z) = −
∑
m>0
1
m
β1mz
−m, (3.7)
Rj−(z) = −
∑
m>0
1
m
(βj−m − βj+1−m )xjmzm, (3.8)
Sj−(z) =
∑
m>0
1
m
(βjm − βj+1m )x−jmz−m. (3.9)
Let us set the basic operators U(z),Fαj (z), (1 ≤ j ≤ N − 1) on the Fock space Fl,k.
U(z) = z
r−1
2r
N−1
N e
−i
√
r−1
r
Qǫ¯1z
−
√
r−1
r
Pǫ¯1eP−(z)eQ−(z), (3.10)
Fαj (z) = z
r−1
r e
i
√
r−1
r
Qαj z
√
r−1
r
Pαj eR
j
−
(z)eS
j
−
(z). (3.11)
In what follows we set
πµ =
√
r(r − 1)Pǫ¯µ , πµ,ν = πµ − πν . (3.12)
Then πµν acts on Fl,k as an integer (ǫµ − ǫν |rl − (r − 1)k). We give the free field realization of
the vertex operators Φ(k+ǫ¯µ,k)(z), (1 ≤ µ ≤ N − 1) by
Φ(k+ǫ¯1,k)(z−10 ) = U(z0),
Φ(k+ǫ¯µ,k)(z−10 ) =
∮
· · ·
∮ µ−1∏
j=1
dzj
2πizj
U(z0)Fα1(z1)Fα2(z2) · · ·Fαµ−1(zµ−1)
×
µ−1∏
j=1
[uj − uj−1 + 12 − πj,µ]
[uj − uj−1 − 12 ]
. (3.13)
Here we set zj = x
2uj . We take the integration contour to be simple closed curve that encircles
zj = 0, x
1+2rszj−1, (s ∈ N) but not zj = x−1−2rszj−1, (s ∈ N) for 1 ≤ j ≤ µ−1. The Φ(k+ǫ¯µ,k)(z)
is an operator such that Φ(k+ǫ¯µ,k)(z) : Fl,k → Fl,k+ǫ¯µ. The vertex operators Φ(b,a)(z) satisfy the
commutation relation (2.22). The free field realization of the dual vertex operator Φ∗(a,b)(z) is
given by similar way [17]. In this paper we omit the free field realization of the dual vertex
operator Φ∗(a,b)(z), because we don’t use the explicit formulae of the dual vertex operators in
this paper. We only use the inversion relation Φ(a,g)(z)Φ∗(g,b)(z) = δa,b, (2.25).
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3.3 Type-II Vertex operator
In this section we give the free field realization of the type-II vertex operators Ψ∗(b,a)(z) [19],
associated with the elliptic algebra Uq,p(A
(1)
N−1). Let us set P
∗
+(z), Q
∗
+(z), R
j
+(z), S
j
+(z), (1 ≤
j ≤ N − 1) by
P ∗+(z) = −
∑
m>0
[rm]x
m[r∗m]x
β1−mz
m, (3.14)
Q∗+(z) =
∑
m>0
[rm]x
m[r∗m]x
β1mz
−m, (3.15)
Rj+(z) =
∑
m>0
[rm]x
m[r∗m]x
(βj−m − βj+1−m )xjmzm, (3.16)
Sj+(z) = −
∑
m>0
[rm]x
m[r∗m]x
(βjm − βj+1m )x−jmz−m. (3.17)
Let us set the basic operators V (z), Eαj (z) acting on the Fock space Fl,k.
V ∗(z) = z
r
2r∗
N−1
N ei
√
r
r∗
Qǫ¯1z
√
r
r∗
Pǫ¯1eP
∗
+(z)eQ
∗
+(z), (3.18)
Eαj (z) = z
r
r∗ e−i
√
r
r∗
Qαj z−
√
r
r∗
Pαj eR
j
+(z)eS
j
+(z). (3.19)
We give a free field realization of the type-II vertex operators Ψ∗(l+ǫ¯µ,l)(z) for 1 ≤ µ ≤ N − 1.
Ψ∗(l+ǫ¯1,l)(−z−10 ) = V ∗(z0),
Ψ∗(l+ǫ¯µ,l)(−z−10 ) =
∮
· · ·
∮ µ−1∏
j=1
dzj
zj
V ∗(z0)Eα1(z1)Eα2(z2) · · ·Eαµ−1(zµ−1)
×
µ−1∏
j=1
[uj − uj−1 − 12 + πj,µ]∗
[uj − uj−1 + 12 ]∗
. (3.20)
The integration should be carried out in the order zµ−1, · · · , z2, z1 along the contour for zj-
integration which encircles zj = x
−1+2sr∗zj−1,(s = 0, 1, 2, · · ·), but zj = x1−2sr∗zj−1, (s =
0, 1, 2, · · ·). The operator Ψ∗(l+ǫ¯µ,l)(z) is an operator such that Ψ∗(l+ǫ¯µ,l)(z) : Fl,k → Fl+ǫ¯µ,k.
4 Boundary state
In this section we give a free field realization of the boundary state |k〉B in the bosonic Fock
space Fk,k,
TB(z)|k〉B = |k〉B .
In this paper, we consider the case l = k, which represents the ground state of the boundary
Uq,p(A
(1)
N−1) face model. In the appendix, we explain the physical meaning of (l, k). The label
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k represents the condition at the origin and the label l represents the asymptotic boundary
condition at ∞. The condition l = k ∈ P+r−1−N represents the ground state for 0 < c < 1 in the
Regime III. i.e., the case 0 < u < 1.
Using the inversion relation of the vertex operator Φ(a,g)(z)Φ∗(g,b)(z) = δa,b, we have the following
proposition.
Proposition 4.1 The relation (2.29) is equivalent to the following relation.
K

k
k + ǫ¯j
k
∣∣∣∣∣∣∣∣ u
Φ(k+ǫ¯j ,k)(z)|k〉B = Φ(k+ǫ¯j ,k)(z−1)|k〉B . (4.1)
In what follows we will show the relation (4.1).
4.1 Main result
In this section we explain the main result of this paper. The commutation relation of bosons βjm
is not symmetric. It is convenient to introduce new generators of bosons αjm, whose commutation
relation is symmetric. Let us set αjm (m ∈ Z 6=0; 1 ≤ j ≤ N − 1) by
αjm = x
−jm(βjm − βj+1m ). (4.2)
They satisfy the following commutation relations.
[αjm, α
k
n] = m
[(r − 1)m]x
[rm]x
[Aj,km]x
[m]x
δm+n,0, (4.3)
where Aj,k is a matrix element of the Cartan matrix of AN−1 type.
(Aj,k)1≤j,k≤N−1 =

2 −1 0 · · · · · · 0
−1 2 −1 0 · · · 0
0 −1 2 −1 0 · · ·
· · · · · · · · · · · · · · · · · ·
0 · · · 0 −1 2 −1
0 · · · · · · 0 −1 2

. (4.4)
Let us set Ij,k(m) (m ∈ Z 6=0; 1 ≤ j, k ≤ N − 1) by
Ij,k(m) =
[jm]x[(N − k)m]x
[m]x[Nm]x
= Ik,j(m) (1 ≤ j ≤ k ≤ N − 1). (4.5)
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The matrix (Ij,k(m))1≤j,k≤N−1 gives the inverse matrix of
(
[Aj,km]x
[m]x
)
1≤j,k≤N−1
.
Let us set
[a]+x = x
a + x−a, θm(x) =
 x m even,0 m odd. (4.6)
Theorem 4.2 The free field realization of the boundary state |k〉B is given by
|k〉B = eF |k, k〉. (4.7)
This bosonic vector satisfies
TB(z)|k〉B = |k〉B . (4.8)
Here we have set
F = −1
2
∑
m>0
N−1∑
j=1
N−1∑
k=1
1
m
[rm]x
[(r − 1)m]x Ij,k(m)α
j
−mα
k
−m +
∑
m>0
N−1∑
j=1
1
m
Dj(m)β
j
−m, (4.9)
where we have set
Dj(m) = −θm
(
[(N − j)m/2]x[rm/2]+x x
(3j−N−1)m
2
[(r − 1)m/2]x
)
+
x(j−1)m[(−r + 2π1,j + 2c− j + 2)m]x
[(r − 1)m]x
+
[m]xx
(r−2c+2j−2)m
[(r − 1)m]x
 N−1∑
k=j+1
x−2mπ1,k

+
x(2j−N)m[(r − 2π1,N − 2c+N − 1)m]x
[(r − 1)m]x . (4.10)
Theorem 4.3 The free field realization of the boundary state B〈k| is given by
B〈k| = 〈k, k|eG. (4.11)
This bosonic vector satisfies
B〈k|TB(z) = B〈k|. (4.12)
Here we have set the bosonic operator G by
G = −1
2
∑
m>0
N−1∑
j=1
N−1∑
k=1
x2Nm
m
[rm]x
[(r − 1)m]x Ij,k(m)α
j
mα
k
m +
∑
m>0
N−1∑
j=1
1
m
Ej(m)β
j
m, (4.13)
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where we have set
Ej(m) = θm
(
[(N − j)m/2]x[rm/2]+x x
(3N+1−3j)m
2
[(r − 1)m/2]x
)
−x
(N+1−j)m[(r − 2c+N − j − 2π1,j)m]x
[(r − 1)m]x
− [m]xx
(r−2c+2N−2j)m
[(r − 1)m]x
 N−1∑
k=j+1
x−2mπ1,k

−x
2(N−j)m[(−r + 2c+ 1 + 2π1,N )m]x
[(r − 1)m]x . (4.14)
We construct diagonalization of the transfer matrix TB(z) on the subspace of Fk,k, which is
spanned by the excitations |ξ1 · · · ξM 〉µ1···µM . See proposition 2.4. This subspace is expected to
become the physical space of the boundary Uq,p(A
(1)
N−1) face model explained in appendix.
4.2 Proof
In this section we give a proof of theorem 4.2. At first we prepare some propositions, which are
derived by direct calculations.
Proposition 4.4 The adjoint action of eF has the effect of a Bogoliubov transformation.
e−Fαjme
F = αjm − αj−m (4.15)
+
[(r − 1)m]x
[rm]x
(x(−j+1)mDj(m)− x(−j−1)mDj+1(m)), (m > 0; 1 ≤ j ≤ N − 2),
e−FαN−1m e
F = αN−1m − αN−1m +
[(r − 1)m]x
[rm]x
x(−N+2)mDN−1(m), (m > 0), (4.16)
e−Fβ1me
F = β1m − β1−m
+
[(r − 1)m]x
[rm]x[Nm]x
([(N − 1)m]xD1(m)− [m]xx−Nm
N−2∑
j=2
Dj(m)). (4.17)
Proposition 4.5 The adjoint action of eG has the effect of a Bogoliubov transformation.
eGαj−me
−G = αj−m − x2Nmαjm (4.18)
+
[(r − 1)m]x
[rm]x
(x(j−1)mEj(m)− x(j+1)mEj+1(m)), (m > 0; 1 ≤ j ≤ N − 2),
eGαN−1−m e
−G = αN−1−m − x2NmαN−1m +
[(r − 1)m]x
[rm]x
x(N−2)mEN−1(m), (m > 0), (4.19)
eGβN−me
−G = βN−m − βNm −
[(r − 1)m]x[m]xx−Nm
[rm]x[Nm]x
N−1∑
j=1
Ej(m). (4.20)
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Proposition 4.6 The actions of the basic operators on the boundary state are given by
eQ−(z)|k〉B = h(z)eP−(1/z)|k〉B , (4.21)
eS
j
−
(w)|k〉B = gj(w)eR
j
−
(1/w)|k〉B , (1 ≤ j ≤ N − 1). (4.22)
Here we have set
h(z) =
(x2r+2N−2/z2;x2r, x4N )∞(x
2N+2/z2;x2r, x4N )∞
(x2r/z2;x2r, x4N )∞(x4N/z2;x2r, x4N )∞
× (x
2N+2c/z;x2r, x2N )∞(x
2r−2c/z;x2r , x2N )∞
(x2N+2r−2c−2/z;x2r, x2N )∞(x2c+2/z;x2r, x2N )∞
×
N∏
j=2
(x2r+2N−2c−2π1,j/z;x2r, x2N )∞(x
2c+2π1,j/z;x2r , x2N )∞
(x2r+2N−2c−2π1,j−2/z;x2r, x2N )∞(x2c+2+2π1,j/z;x2r , x2N )∞
, (4.23)
gj(w) = (1− w−2)(x
2π1,j+2c+2−j/w;x2r)∞(x
−2π1,j+1+2r−2c+j/w;x2r)∞
(x2r−2π1,j−2c−2+j/w;x2r)∞(x2c+2π1,j+1−j/w;x2r)∞
. (4.24)
Proposition 4.7 The actions of the basic operators on the dual boundary state are given by
B〈k|eP ∗−(z/xN ) = h∗(z) B〈k|eQ∗−(1/xNz), (4.25)
B〈k|eR
j
−
(w/xN ) = g∗j (w) B〈k|eS
j
−
(1/xNw), (1 ≤ j ≤ N − 1). (4.26)
Here we have set
h∗(z) =
(x2r+2N−2z2;x2r, x4N )∞(x
2N+2z2;x2r, x4N )∞
(x2rz2;x2r, x4N )∞(x4Nz2;x2r, x4N )∞
× (x
2N+2c+2π1,N z;x2r, x2N )∞(x
2r−2c−2π1,N z;x2r, x2N )∞
(x2N+2r−2c−2−2π1,N z;x2r, x2N )∞(x2c+2+2π1,N z;x2r, x2N )∞
×
N−1∏
j=1
(x2r+2N−2c−2π1,jz;x2r, x2N )∞(x
2c+2π1,jz;x2r, x2N )∞
(x2r+2N−2c−2π1,j−2z;x2r, x2N )∞(x2c+2+2π1,jz;x2r, x2N )∞
, (4.27)
g∗j (w) = (1− w2)
(x2c+2−N+j+2π1,j+1w;x2r)∞(x
2r−2c+N−j−2π1,jw;x2r)∞
(x2r−2c−2+N−j−2π1,j+1w;x2r)∞(x2c−N+j+2π1,jw;x2r)∞
. (4.28)
In order to write proof compactly, we introduce ”weak equality” in the following sense.
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Definition 4.8 When functions F (z1, z2, · · · , zL) and G(z1, z2, · · · , zL) satisfy∑
ǫ1=±1
· · ·
∑
ǫL=±1
F (zǫ11 , z
ǫ2
2 , · · · , zǫLL ) =
∑
ǫ1=±1
· · ·
∑
ǫL=±1
G(zǫ11 , z
ǫ2
2 , · · · , zǫLL ), (4.29)
we write
F (z1, z2, · · · , zL) ∼
(z1···zL)
G(z1, z2, · · · , zL) (4.30)
showing the weak equality.
We note that the meanings of weak equality,
F (z1, z2, · · · , zL) ∼
(z1···zL)
G(z1, z2, · · · , zL)
and weak equality,
F (z1, z2, · · · , zL) ∼
(z1···zL−1)
G(z1, z2, · · · , zL)
are different. We prepare propositions in terms of weakly equality.
Proposition 4.9 The function gj(w), (1 ≤ j ≤ N − 1) satisfy the following.
gj(w)wΘx2r (x
2c+2π1,j−j+2w)Θx2r(x
2c+2π1,j+1−j/w) ∼
w
0. (4.31)
Proposition 4.10 The following theta identity holds.
Θx2r(x
2c+2k−1w)Θx2r (x
2c+1/w)
×
(
zΘx2r(x
2c/z)Θx2r(x
2k+2cz)Θx2r (x
2k−1/wz)Θx2r (xw/z)
− z−1Θx2r(x2cz)Θx2r(x2k+2c/z)Θx2r (x2k−1z/w)Θx2r (xwz)
)
∼
w
0. (4.32)
Proof of main theorem Now let us start a proof of main theorem 4.2. We would like to show
TB(z)|k〉B = |k〉B . (4.33)
Multiplying the vertex operators Φ(k+ǫ¯µ,k)(z) from the left, and using the inversion relation of
vertex operators (2.25), we get a necessary and sufficient condition for µ = 1, 2, · · · , N − 1,
Φ(k+ǫ¯µ,k)(z)z
r−1
2r
N−1
N
− 1
r
π1h(z)[c − u][π1,µ + c+ u]|k〉B
= Φ(k+ǫ¯µ,k)(z−1)z−
r−1
2r
N−1
N
+ 1
r
π1h(z−1)[c+ u][π1,µ + c− u]|k〉B . (4.34)
When we change variable z → z−1 in LHS, we get RHS. We will show (4.34), which has good
symmetry.
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• The case of µ = 1. Using the free field realization of the vertex operators, we get LHS of
(4.34) as following.
e
−i
√
r−1
r
Qǫ¯1h(z)h(z−1)[c− u][c+ u]eP−(z)+P−(1/z)|k〉B . (4.35)
This is invariant under z → z−1. Hence LHS and RHS coincide.
• The case of µ = 2. In this case the two theta relations (4.31) and (4.32) play important
roles. Using the free field realization of the vertex operators, we get LHS of (4.34) for µ = 2 as
following.
e
−i
√
r−1
r
Qǫ¯2c(π1,2)zh(z)h(z
−1)Θx2r(x
2c/z)Θx2r (x
2π1,2+2cz)
×
∮
dw
w
g1(w)w
Θx2r (xw/z)Θx2r (x
2π1,2−1/zw)
D(z, w)
eP−(z)+P−(1/z)+R
1
−
(w)+R1
−
(1/w)|k〉B .(4.36)
where c(π1,2) is independent of w, z and we have set
D(z, w) = (xzw;x2r)∞(xz/w;x
2r)∞(xw/z;x
2r)∞(x/wz;x
2r)∞. (4.37)
The integration contour encircles w = 0, x1+2rsz±1, (s ∈ N) but not x−1−2rsz±1, (s ∈ N). Note
that the operator part,
eP−(z)+P−(1/z)+R
1
−
(w)+R1
−
(1/w)|k〉B ,
and the function D(z, w) are invariant under (z, w) → (1/z,w), (z, 1/w), (1/z, 1/w). We have
LHS-RHS of (4.34) for µ = 2 as following.
e
−i
√
r−1
r
Qǫ¯2 c(π1,2)h(z)h(z
−1)
∮
dw
w
g1(w)w
D(z, w)
(4.38)
× (zΘx2r(x2c/z)Θx2r(x2π1,2+2cz)Θx2r (xw/z)Θx2r (x2π1,2−1/zw)
−z−1Θx2r(x2cz)Θx2r(x2π1,2+2c/z)Θx2r (xwz)Θx2r (x2π1,2−1z/w)
)
eP−(z)+P−(1/z)+R
1
−
(w)+R1
−
(1/w)|k〉B ,
where the integration contour encircles w = 0, x1+2rsz±1, (s ∈ N) but not w = x−1−2rsz±1, (s ∈
N). The contour of integral is invariant under w → w−1. Hence sufficient condition of
LHS−RHS= 0 becomes the following weakly sense relation.
g1(w)w × (zΘx2r(x2c/z)Θx2r (x2π1,2+2cz)Θx2r(x2π1,2−1/zw)Θx2r (xw/z)
−z−1Θx2r(x2cz)Θx2r(x2π1,2+2c/z)Θx2r (x2π1,2−1z/w)Θx2r (xzw)) ∼w 0. (4.39)
Using theta identity (4.31) for g1(w), we have the exactly the same relation as (4.32) for k = π1,2.
We have shown the relation (4.34) for µ = 2.
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• The case of µ = 3. Using the free field realization of the vertex operators, we get LHS of
(4.34) for µ = 3 as following.
e
−i
√
r−1
r
Qǫ¯3 c(π1,3, π2,3)zh(z)h(z
−1)Θx2r(x
2c/z)Θx2r (x
2π1,3+2cz)
×
∮
dw1
w1
g1(w1)
∮
dw2
w2
g2(w2)w2
Θx2r(xw1/z)Θx2r(x
2π1,3−1/zw1)Θx2r(xw1w2)Θx2r(x
2π2,3−1w1/w2)
D(z, w1)D(w1, w2)
× eP−(z)+P−(1/z)+R1−(w1)+R1−(1/w1)+R2−(w2)+R2−(1/w2)|k〉B . (4.40)
where c(π1,3, π2,3) is independent of w1, w2, z. The integration contour encircles w1 = 0, x
1+2rsz±1, (s ∈
N) but not w1 = x
−1−2rsz±1, (s ∈ N). The integration contour encircles w2 = 0, x1+2rsw±11 , (s ∈
N) but not w2 = x
−1−2rsw±11 , (s ∈ N). Note that the operator part,
eP−(z)+P−(1/z)+R
1
−
(w1)+R1
−
(1/w1)+R2
−
(w2)+R2
−
(1/w2)|k〉B ,
and the function D(z, w1)D(w1, w2) are invariant under
(z, w1, w2)→ (z±1, w±11 , w±12 ), (z±1, w±11 , w∓12 ), (z±1, w∓11 , w±12 ), (z±1, w∓11 , w∓12 ).
We have LHS-RHS of (4.34) for µ = 3 as following.
e
−i
√
r−1
r
Qǫ¯3 c(π1,3, π2,3)h(z)h(z
−1)
∮ ∮
dw1
w1
g1(w1)
dw2
w2
g2(w2)w2
× (zΘx2r(x2c/z)Θx2r (x2π1,3+2cz)Θx2r(xw1/z)Θx2r (x2π1,3−1/zw1)
−z−1Θx2r(x2cz)Θx2r(x2π1,3+2c/z)Θx2r (xw1z)Θx2r(x2π1,3−1z/w1)
)
× Θx2r(xw1w2)Θx2r(x
2π2,3−1w1/w2)
D(z, w1)D(w1, w2)
× eP−(z)+P−(1/z)+R1−(w1)+R1−(1/w1)+R2−(w2)+R2−(1/w2)|k〉B . (4.41)
Here the integration contour encircles w1 = 0, x
1+2rsz±1, (s ∈ N) but not w1 = x−1−2rsz±1, (s ∈
N). The integration contour encircles w2 = 0, x
1+2rsw±11 , (s ∈ N) but not w2 = x−1−2rsw±11 , (s ∈
N). The integration contour is invariant under (w1, w2)→ (w1, 1/w2), (1/w1, w2), (1/w1, 1/w2).
Hence sufficient condition of LHS−RHS= 0 becomes the following weakly sense relation.
g1(w1)g2(w2)w2Θx2r(xw1w2)Θx2r(x
2π2,3−1w1/w2)
× (zΘx2r(x2c/z)Θx2r (x2π1,3+2cz)Θx2r(x2π1,3−1/zw1)Θx2r(xw1/z)
−z−1Θx2r(x2cz)Θx2r(x2π1,3+2c/z)Θx2r (x2π1,3−1z/w1)Θx2r(xzw1)) ∼ (w1,w2) 0. (4.42)
Using theta identity (4.32) for k = π1,3, the sufficient condition is reduced to the following.
g1(w1)g2(w2)w2Θx2r(x
2π1,3+2c−1/w1)Θx2r(x
2c+1w1)Θx2r(xw1w2)Θx2r(x
2π2,3−1w1/w2) ∼
(w1,w2)
0.
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Using theta identity (4.31) for g1(w) the sufficient condition is reduced to the following.
g2(w2)w2(w
−1
1 Θx2r(x
2c+2π1,2−1w1)Θx2r(x
2π1,3+2c−1/w1)Θx2r(x
2π2,3−1w1/w2)Θx2r(xw1w2)
−w1Θx2r(x2c+2π1,2−1/w1)Θx2r(x2π1,3+2c−1w1)Θx2r(x2π2,3−1/w1w2)Θx2r(xw2/w1)) ∼w2 0.(4.43)
Using relation (4.31) for j = 2, we get exactly the same relation (4.32) with substitutions
z → w−11 , w → w2, c→ c+ π1,2 − 12 and k → π2,3. We have shown the relation (4.34) for µ = 3.
• The case of general µ. Using the free field realization of the vertex operators, we get LHS of
(4.34) for µ as following.
e
−i
√
r−1
r
Qǫ¯µc(π1,µ, π2,µ, · · · , πµ−1,µ)
× zh(z)h(z−1)Θx2r(x2c/z)Θx2r(x2π1,µ+2cz)
∮
· · ·
∮ µ−1∏
j=1
dwj
wj
µ−1∏
j=2
gj(wj)wµ−1
×
Θx2r(xw1/z)Θx2r (x
2π1,µ−1/zw1)
µ−1∏
j=2
Θx2r(xwj−1wj)Θx2r(x
2πj,µ−1wj−1/wj)
D(z, w1)
µ−1∏
j=2
D(wj−1, wj)
× eP−(z)+P−(1/z)+
∑µ−1
j=1 (R
1
−
(wj)+R
1
−
(1/wj))|k〉B . (4.44)
where c(π1,µ, · · · , πµ−1,µ) is independent of w1, w2, · · · , wµ−1, z. Here the integration contour
encircles w1 = 0, x
1+2rsz±1, (s ∈ N) but not w1 = x−1−2rsz±1, (s ∈ N). For j = 1, 2, · · · , µ−1, the
integration contour encircles wj+1 = 0, x
1+2rsw±1j , (s ∈ N) but not wj+1 = x−1−2rsw±1j , (s ∈ N).
Note that the operator part,
eP−(z)+P−(1/z)+
∑µ−1
j=1 (R
j
−
(wj)+R
j
−
(1/wj))|k〉B ,
and the function D(z, w1)
∏µ−1
j=2 D(wj−1, wj) are invariant under z → z−1 or wj → w−1j , (j =
1, 2, · · · , µ− 1). Hence we have LHS-RHS of (4.34) for general µ as following.
e
−i
√
r−1
r
Qǫ¯µc(π1,µ, π2,µ, · · · , πµ−1,µ)h(z)h(z−1)
∮
· · ·
∮ µ−1∏
j=1
dwj
wj
µ−1∏
j=2
gj(wj)wµ−1
× (zΘx2r(x2c/z)Θx2r (x2π1,µ+2cz)Θx2r(xw1/z)Θx2r(x2π1,µ−1/zw1)
−z−1Θx2r(x2cz)Θx2r (x2π1,µ+2c/z)Θx2r (xw1z)Θx2r(x2π1,µ−1z/w1)
)
×
µ−1∏
j=2
Θx2r(xwj−1wj)Θx2r(x
2πj,µ−1wj−1/wj)
D(z, w1)
µ−1∏
j=2
D(wj−1, wj)
eP−(z)+P−(1/z)+
∑µ−1
j=1 (R
1
−
(wj)+R1−(1/wj ))|k〉B .(4.45)
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Here the integration contour encircles w1 = 0, x
1+2rsz±1, (s ∈ N) but not w1 = x−1−2rsz±1, (s ∈
N). For j = 1, 2, · · · , µ − 1, the contour of integral encircles wj+1 = 0, x1+2rsw±1j , (s ∈ N) but
not wj+1 = x
−1−2rsw±1j , (s ∈ N). The contour of integral is invariant under wj → w−1j , (j =
1, 2, · · · , µ− 1). Hence sufficient condition of LHS−RHS= 0 becomes the following weakly sense
relation.
µ−1∏
j=1
gj(wj)wµ−1
µ−1∏
j=2
Θx2r(xwj−1wj)Θx2r(x
πj,µ−1wj−1/wj)
× (zΘx2r (x2c/z)Θx2r (x2π1,µ+2cz)Θx2r(x2π1,µ−1/zw1)Θx2r(xw1/z) (4.46)
−z−1Θx2r(x2cz)Θx2r(x2π1,µ+2c/z)Θx2r (x2π1,µ−1z/w1)Θx2r(xzw1)) ∼ (w1,w2,···,wµ−1) 0.
The next step is to show theta identity (4.46) of (µ − 1) variables w1, w2, · · ·wµ−1. We show it
by induction. Using theta identity (4.31) and (4.32), the relation (4.46) is reduced to the weakly
sense relation (4.47) for µ = 2. Using theta identity (4.31) and (4.32) repeatedly, the relation
(4.47) for µ = 2 is reduced to the weakly sense relation (4.47) for 2 ≤ ν ≤ µ− 1.
µ−1∏
j=ν
gj(wj)wµ−1
µ−1∏
j=ν+1
Θx2r(xwj−1wj)Θx2r(x
πj,µ−1−1wj−1/wj)
× (w−1ν−1Θx2r(x2π1,ν+2c−ν+1wν−1)Θx2r(x2π1,µ+2c−ν+1/wν−1)Θx2r(x2πν,µ−1wν−1/wν)Θx2r(xwν−1wν)
−wν−1Θx2r(x2π1,ν+2c−ν+1/wν−1)Θx2r(x2π1,µ+2c−ν+1wν−1)Θx2r(x2πν,µ−1/wν−1wν)Θx2r(xwν/wν−1))
∼
(wν−1,wν ,···,wµ−1)
0, (2 ≤ ν ≤ µ− 1). (4.47)
The relation (4.47) for ν is reduced to those for ν + 1. The relation (4.47) for ν = µ − 1 is the
same as (4.32). Now we have shown the theta identity (4.46). Hence we have shown the identity
(4.34) for general µ.
Q.E.D.
We give a comment on a proof of the dual boundary state,
B〈k|T (k)B (z) = B〈k|. (4.48)
Multiplying the vertex operators Φ∗(k,k+ǫ¯µ)(z) from the right, and using the inversion relation
of vertex operators (2.25), we get a necessary and sufficient condition for 1 ≤ µ ≤ N − 1,
B〈k|z
r−1
2r
N−1
N
− 1
r
π1h(z)[c − u][π1,µ + c+ u]Φ∗µ(z−1)
= B〈k|z−
r−1
2r
N−1
N
+ 1
r
π1h(z−1)[c+ u][π1,µ + c− u]Φ∗µ(z). (4.49)
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As the same manner the above we can give a proof for the dual boundary state. We omit details.
Here we note two useful relations of the dual boundary state.
Proposition 4.11
g∗j (1/w)wΘx2r (x
2c−N+j+2π1,j/w)Θx2r (x
2c+2−N+j+2π1,j+1w) ∼
w
0, (1 ≤ j ≤ N − 1). (4.50)
Proposition 4.12
h(z)h∗(z)
h(1/z)h∗(1/z)
=
Θx2r(x
2cz)Θx2r (x
2c+2π1,N /z)
Θx2r(x
2c/z)Θx2r (x
2c+2π1,N z)
, (4.51)
The relation between the functions h(z) and h∗(z) gives self consistency between the boundary
state and the dual boundary state.
5 Norm
In this section we calculate the norm of the boundary state,
B〈k|k〉B .
The free field realization of eF and eG are quadratic. Hence evaluation of the norm is reduced
to the Gaussian integrals, which is possible to calculate. Let us set
{z}∞ = (z;x4N , x2r)∞, {z}∗∞ = (z;x4N , x2r
∗
)∞,
[z]∞ = (z;x
2N , x2r)∞, [z]
∗
∞ = (z;x
2N , x2r
∗
)∞.
(5.1)
Theorem 5.1 The norm B〈k|k〉B is evaluated by double infinite product.
B〈k|k〉B = 1
(x2N ;x2N )
N(N−1)
2
×
N−1∏
i=1
(√
(x4N−2−2i;x4N )∞(x4N+2−2i;x4N )∞
(x4N−2i;x4N )∞
)i(N−i)
×
N−1∏
i=1
({x4N−2−2i}∗∞{x4N+2−2i}∞
{x4N+2−2i}∗∞{x4N−2−2i}∞
)i(N−i) N∏
i=1
N−i∏
j=1
[
x−2+2i+2j
]∗
∞
[x−2+2i+2j ]∞
N∏
i=1
i−1∏
k=1
[
x2N−2i+2j
]∗
∞
[x2N−2i+2j ]∞
×
∏
1≤i<j≤N
[
x4c+2π1,i+2π1,j
]∗
∞
[
x2r−4c+2N−2−2π1,i−2π1,j
]∗
∞
[
x2N+2πj,i
]
∞
[
x2N+2πi,j
]
∞
[x4c+2+2π1,i+2π1,j ]∞
[
x2r−4c+2N−2−2π1,i−2π1,j
]
∞
[
x2N+2πj,i
]∗
∞
[
x2N+2πi,j
]∗
∞
×
N∏
i=1
N−i∏
j=1
√√√√[x−2r+4c+2+2j+4π1,i]∞ [x2r−4c+2N−2+2j−4π1,i]∞[
x−2r+4c+2+2j+4π1,i
]∗
∞
[
x2r−4c+2N−2+2j−4π1,i
]∗
∞
×
N∏
i=1
i−1∏
j=1
√√√√[x−2r+4c+2+2j+4π1,i]∞ [x2r−4c+2N−2+2j−4π1,i]∞[
x−2r+4c+2+2j+4π1,i
]∗
∞
[
x2r−4c+2N−2+2j−4π1,i
]∗
∞
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×
N−1∏
i=1
i∏
j=1
N−i∏
k=1
√
{x4N+2r−4c−2+2i−2j−2k−4π1,i}∞{x2N−2r+4c+2+2i−2j−2k+4π1,i}∞
{x4N+2r−4c+2+2i−2j−2k−4π1,i+1}∞{x2N−2r+4c+6+2i−2j−2k+4π1,i}∞
×
√
{x4N−2r+4c+2−2i−2j−2k+4π1,i+1}∞{x6N+2r−4c−2−2i−2j−2k−4π1,i+1}∞
{x4N−2r+4c+6−2i−2j−2k+4π1,i}∞{x6N+2r−4c+2−2i−2j−2k−4π1,i}∞
×
√
{x4N+2r−4c+2+2i−2j−2k−4π1,i+1}∗∞{x2N−2r+4c+6+2i−2j−2k+4π1,i}∗∞
{x4N+2r−4c−2+2i−2j−2k−4π1,i}∗∞{x2N−2r+4c+2+2i−2j−2k+4π1,i}∗∞
×
√
{x4N−2r+4c+6−2i−2j−2k+4π1,i}∗∞{x6N+2r−4c+2−2i−2j−2k−4π1,i}∗∞
{x4N−2r+4c+2−2i−2j−2k+4π1,i+1}∗∞{x6N+2r−4c−2−2i−2j−2k−4π1,i+1}∗∞
.
(5.2)
In what follows we explain how to calculate the norm B〈k|k〉B . We calculate it by using
a decomposition of the identity on Fl,k which employs coherent state. We define the coherent
state
|ξ1 · · · ξN−1〉 = exp
∑
m>0
N−1∑
j=1
1
m
[rm]x
[(r − 1)m]x ξj(m)α
j
−m
 |l, k〉, (5.3)
〈ξ¯1 · · · ξ¯N−1| = 〈l, k| exp
∑
m>0
N−1∑
j=1
1
m
[rm]x
[(r − 1)m]x ξ¯j(m)α
j
m
 . (5.4)
The actions of the boson αim are given by
αim|ξ1 · · · ξN−1〉 =
N−1∑
j=1
[Ai,jm]x
[m]x
ξj(m)|ξ1 · · · ξN−1〉, (5.5)
〈ξ¯1 · · · ξ¯N−1|αi−m = 〈ξ¯1 · · · ξ¯N−1|
N−1∑
j=1
[Ai,jm]x
[m]x
ξ¯j(m). (5.6)
The action of the bosons βim on the coherent state are given by
β1m|ξ1 · · · ξN−1〉 = ξ1(m)|ξ1 · · · ξN−1〉, (5.7)
βim|ξ1 · · · ξN−1〉 = (−ximξi−1(m) + x(i−1)mξi(m))|ξ1 · · · ξN−1〉, (2 ≤ i ≤ N − 1), (5.8)
〈ξ¯1 · · · ξ¯N−1|β1−m = ξ¯1(m)〈ξ¯1 · · · ξ¯N−1|, (5.9)
〈ξ¯1 · · · ξ¯N−1|βi−m = (x(−i+1)mξ¯i(m)− x−imξ¯i−1(m))〈ξ¯1 · · · ξ¯N−1|, (2 ≤ i ≤ N − 1).
(5.10)
Using the following Gaussian integral,∫ ∞
−∞
∏
m>0
µmdξmdξ¯m exp
−1
2
∑
m>0
µm(ξ¯m, ξm)Am
 ξ¯m
ξm
+∑
m>0
(ξ¯m, ξm)Bm

=
1∏
m>0
√
− det(Am)
exp
(
1
2
∑
m>0
1
µm
tBmA−1m Bm
)
, (5.11)
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we conclude that the identity on Fl,k is decomposed by following.
id =
∫ ∞
∞
∏
m>0
N−1∏
j=1
1
m
[(j + 1)m]x[rm]x
[m]x[(r − 1)m]x dξj(m)dξ¯j(m)
× exp
−∑
m>0
N−1∑
j,k=1
1
m
[Aj,km]x[rm]x
[m]x[(r − 1)m]x ξj(m)ξ¯k(m)
 |ξ1 · · · ξN−1〉〈ξ¯1 · · · ξ¯N−1|. (5.12)
Inserting this decomposition of the identity between eG and eF , we find
B〈k|k〉B = 〈k, k|eGeF |k, k〉
=
∫ ∞
∞
∏
m>0
N−1∏
j=1
1
m
[(j + 1)m]x[rm]x
[m]x[(r − 1)m]x dξj(m)dξ¯j(m)
× exp
−1
2
∑
m>0
N−1∑
j,k=1
1
m
[rm]x[Aj,km]x
[(r − 1)m]x[m]x (2ξj(m)ξ¯k(m)− x
2Nmξj(m)ξk(m)− ξ¯j(m)ξ¯k(m))
+
∑
m>0
N−1∑
j=1
1
m
(Yj(m)ξj(m) +Xj(m)ξ¯j(m))
 , (5.13)
where we have set
Yj(m) = x
jm(x−mEj(m)− xmEj+1(m)))
=
xNm
[(r − 1)m]x ([(r − 2c+N − j − 2− 2π1,j+1)m]x + [(−r + 2c−N + j + 2π1,j)m]x)
+ θm
(
xNm[m/2]x[rm/2]
+
x
[(r − 1)m/2]
)
, (5.14)
Xj(m) = x
−jm(−x−mDj+1(m) + xmDj(m))
=
−1
[(r − 1)m]x ([(−r + 2c− j + 2π1,j+1)m]x + [(r − 2c+ j − 2− 2π1,j)m]x)
− θm
(
[m/2]x[rm/2]
+
x
[(r − 1)m/2]x
)
. (5.15)
Here we read DN (m) = EN (m) = 0.
Let us repeat Gaussian integral (5.11), we get formulae without integrals in proposition.
Proposition 5.2 The norm of boundary states is written by infinite product.
B〈k|k〉B
=
1
(x2N ;x2N )
N−1
2
∞
exp
(
∞∑
m=1
1
m
1
x2Nm − 1
[(r − 1)m]x
[rm]x
1
[Nm]x[m]x
×
N−1∑
j=1
[jm]x[(N − j)m]x
(
x2Nm
2
Xj(m)
2 +
1
2
Yj(m)
2 −Xj(m)Yj(m)
)
(5.16)
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+
∑
1≤j<l≤N−1
[jm]x[(N − l)m]x(x2NmXj(m)Xl(m) + Yj(m)Yl(m)−Xj(m)Yl(m)− Yj(m)Xl(m))
 .
Here Xj(m) and Yj(m) are given by (5.15) and (5.14).
At first glance, the norm B〈k|k〉B is evaluated by
(z;x2N , x2N , x2r, x2r
∗
)∞.
After some calculations, cancellations occur. In order to write the norm B〈k|k〉B , we need only
(z;x2N , x2r)∞, (z;x
2N , x2r
∗
)∞.
Here we omit detailed calculations.
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A Some formulae
In this appendix we summarize some formulae.
log h(z) = −
∑
m>0
1
2m
[(r − 1)m]x[(N − 1)m]x
[rm]x[Nm]x
z−2m
−
∑
m>0
1
m
[(r − 1)m]x
[rm]x[Nm]x
(
[(N − 1)m]xD1(m)− [m]xx−Nm
N−1∑
k=2
Dk(m)
)
z−m,
log gj(z) = −
∑
m>0
1
2m
[(r − 1)m]x(xm + x−m)
[rm]x
z−2m
+
∑
m>0
1
m
[(r − 1)m]x
[rm]x
x−jm(xmDj(m)− x−mDj+1(m))z−m, (j = 1, 2, · · · , N − 2),
log gN−1(z) = −
∑
m>0
1
2m
[(r − 1)m]x(xm + x−m)
[rm]x
z−2m
+
∑
m>0
1
m
[(r − 1)m]x
[rm]x
x(−N+2)mDN−1(m)z
−m.
log h∗(z) = −
∑
m>0
1
2m
[(r − 1)m]x[(N − 1)m]x
[rm]x[Nm]x
z−2m
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+
∑
m>0
1
m
[(r − 1)m]x[m]xx−Nm
[rm]x[Nm]x
(
N−1∑
k=1
Ek(m)
)
z−m,
log g∗j (z) = −
∑
m>0
1
2m
[(r − 1)m]x(xm + x−m)
[rm]x
z−2m
+
∑
m>0
1
m
[(r − 1)m]x
[rm]x
x(j−N)m(xmEj+1(m)− x−mEj(m))z−m, (j = 1, 2, · · · , N − 2),
log g∗N−1(z) = −
∑
m>0
1
2m
[(r − 1)m]x(xm + x−m)
[rm]x
z−2m
−
∑
m>0
1
m
[(r − 1)m]x
[rm]x
x−2mEN−1(m)z
−m.
B Physical Interpretation
In this appendix we explain a physical interpretation of our problem. In main text of this paper
we use no picture. In this appendix we give graphical definition of various quantities of our
problem. We present an ordered pair (b, a) ∈ P 2 as FIG.1.
ab
FIG.1. Ordered pair
For admissible pair (a, g, h, f) ∈ P 4 we present the Boltzmann weight functionsW
 h f
g a
∣∣∣∣∣∣ u

by FIG.2.
a
f
g
h
u
FIG.2. Boltzmann weight
27
In what follows we consider the restricted path a ∈ P+r−N .
For admissible pair (a, b, g) ∈ P 3 we present boundary Boltzmann weight functionK

a
g
b
∣∣∣∣∣∣∣∣u

by FIG.3.
u
a
b
g
FIG.3. Boundary Boltzmann weight
In what follows we consider a ∈ P+r−N . Using the Boltzmann weight functions W and the
boundary Boltzmann weight functions K, we introduce two dimensional solvable lattice model,
which we call the boundary Uq,p(A
(1)
N−1) face model. We fix parameters N = 2, 3, 4, · · ·, 0 < x < 1
and r ≥ N + 2, (r ∈ N). We fix a continuous parameter c in the boundary Boltzmann weight
function as 0 < c < 1. In what follows we consider infinite product of the Boltzmann weight
functions W and the boundary Boltzmann weight functions K in the Regime III : 0 < u < 1.
The boundary Uq,p(A
(1)
N−1) face model defined by FIG.4.
u
u
u
a
a
a
a
a
a
a
a
uuu
uuu
uuu
u u u
uuu
u u u
· · ·
u
u
u
u
u
u
u
u
u
u
u
u
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · · · · ·
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FIG.4. Boundary face model
In order to consider the boundary Uq,p(A
(1)
N−1) face model, we divide it into some parts. For this
purpose we prepare the space Hl,k, on which the operators act. Following the general scheme
of algebraic approach in solvable lattice models, we consider the corner transfer matrix A(a)(u)
which represent north-west quadrant as FIG.5.
m2
m1
...
...
mM
l1l2lM
u
u
u
u
u
u
u
u
u
u
u
u
u
u
u
u
u
u
u
u
u
· · · · · · a
FIG.5. Corner transfer matrix
In the large lattice limit M → ∞, apart from a divergence scalar, the corner transfer matrix
A(a)(u), (a ∈ P+r−N ) is of the form
A(a)(u) ∼ x2uH ,
where the operator H is independent of u. The spectrum of H is given in [10]. Let us set the
space Hl,k, where
l = b+ ρ, k = a+ ρ,
the space spanned by the eigenvectors of A(a)(u) with the asymptotic boundary condition (b, b+
ω1, b+ ω2, · · · , b+ ωN−1) given by the choice of b ∈ P+r−1−N .
Let us set the vertex operator Φ
(a1,a2)
N (−u) by FIG.6.
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u u u · · ·
a2
a1
Φ
(a1,a2)
N (−u) =
FIG.6. Vertex operator
The vertex operator Φ
(a,a+ǫ¯µ)
N (u) is an operator
Φ
(a,a+ǫ¯µ)
N (u) : Hl,k+ǫ¯µ −→ Hl,k.
Let us set the vertex operator Φ
(a1,a2)
W (u) by FIG.7.
u u u · · ·
a2
a1
Φ
(a1,a2)
W (u) =
FIG.7. Vertex operator
The vertex operator Φ
(a+ǫ¯µ,a)
W (u) is an operator
Φ
(a+ǫ¯µ,a)
W (u) : Hl,k −→ Hl,k+ǫ¯µ.
The vertex operators Φ
(a1,a2)
N (u) and Φ
(a1,a2)
W (u) satisfy the following commutation relations (1),
(2) and (2’).
(1) Commutation relation :
Φ
(a,b)
W (u1)Φ
(b,d)(u2) =
∑
g
W
 a g
b d
∣∣∣∣∣∣u2 − u1
Φ(a,g)W (u2)Φ(g,d)W (u1),
Φ
(a,b)
N (u1)Φ
(b,d)
N (u2) =
∑
g
W
 d b
g a
∣∣∣∣∣∣u2 − u1
Φ(a,g)(u2)Φ(g,d)(u1),
Φ
(a,b)
W (u1)Φ
(b,d)
N (u2) =
∑
g
W
 g d
a b
∣∣∣∣∣∣u1 − u2
Φ(a,g)N (u2)Φ(g,d)W (u1).
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(2) Inversion relation :
Φ
(a,g)
W (z)Φ
(g,b)
N (z) = δa,b.
(2’) Inversion relation : ∑
g
Φ
(a,g)
N (z)Φ
(g,b)
W (z) = δa,b.
Let us set the infinite transfer matrix T
(a)
B (u) by
T
(a)
B (u) =
N∑
µ=1
Φ
(a,a+ǫ¯µ)
N (−u)K

a
a+ ǫ¯µ
a
∣∣∣∣∣∣∣∣u
Φ(a+ǫ¯µ,a)W (u).
The infinite transfer matrix T
(a)
B (u) is an operator,
T
(a)
B (u) : Hl,k −→ Hl,k.
The infinite transfer matrix T
(a)
B (u) is given by FIG.8 at the same time.
a a
u
u u u u
uuuu
a a
FIG.8. Boundary transfer matrix
Because of the commutation relations of the vertex operators and the boundary Yang-Baxter
equation, we get the commutativity of the infinite transfer matrix T
(a)
B (u).
[T
(a)
B (u), T
(a)
B (v)] = 0.
In this paper, we are interested in the ground state. The boundary Uq,p(A
(1)
N−1) face model
is given by infinite product of the infinite transfer matrix T
(a)
B (u). We figure out the ground
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state of the problem in the infinite transfer matrix T
(a)
B (u). Note that we consider the case
0 < c < 1, 0 < a1,µ < r. In the limit x→ 1 we have
∣∣∣∣∣∣∣∣K

a
a+ ǫ¯1
a
∣∣∣∣∣∣∣∣ u

∣∣∣∣∣∣∣∣ >
∣∣∣∣∣∣∣∣K

a
a+ ǫ¯µ
a
∣∣∣∣∣∣∣∣ u

∣∣∣∣∣∣∣∣ (µ 6= 1).
Therefore, the ground state configuration is given by following figure. Asymptotic boundary
condition should be b = a. The ground state is given by FIG.9.
a a
a aa+ ω1a+ ω2a+ ω3a+ ω4
a+ ω1a+ ω2a+ ω3a+ ω4
a+ ω1
a+ ω2a+ ω3a+ ω4a+ ω5
FIG.9. Ground state
Hence, in what follows, we consider the space Hl,k for l = k = a+ ρ.
Hk,k.
Let us set the boundary state |k〉B by the half infinite plane figure : FIG.10.
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...
...
...
a
a
u
u
uuu
uuu
uuu
...
· · ·
· · ·
· · ·
a· · ·aa+ ω1a+ ω2 · · · · · ·
a
FIG.10. Boundary state
The boundary state |k〉B and the infinite transfer matrix T (a)B (u) satisfy the following relations.
T
(a)
B (u)|k〉B = |k〉B .
Let us set the dual boundary state B〈k| by the half infinite plane figure : FIG.11.
aa
a
· · ·
· · ·
· · ·
...
...
...
...
uuu
u
u
uuu
u u u
· · ·· · ·aa+ ω1a+ ω2 · · ·
a
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FIG.11. Boundary state
The dual boundary state B〈k| and the infinite transfer matrix T (a)B (u) satisfy the following
relations.
B〈k|T (a)B (u) = B〈k|.
For k = a+ ρ, l = b+ ρ, if we set
Φ
(a,a+ǫ¯µ)
N (u) = Φ
∗(k,k+ǫ¯µ)(z),
Φ
(a+ǫ¯µ,a)
W (u) = Φ
(k+ǫ¯µ,k)(z),
T
(a)
B (u) = TB(z),
the above relations in the appendix are satisfied by the free field realizations on the Fock space
Fk,k. However this is not perfect identification because the space Hk,k and the space Fk,k have
different characters. We expect BRST cohomology of the certain complex consisting of the space
Fl,k provides the correct identification of the space Hl,k [18, 13, 16]. Upon this assumption, this
appendix gives the physical interpretation of the main text.
References
[1] B.McCoy and T.Wu, ”Two-dimensional Ising model,” Harvard University Press, 1973.
[2] R. Baxter, ”Exactly Solved Models in Statistical Mechanics,” Academic Press, 1982.
[3] M. Gaudin, ”La Fonction d’onde de Bethe,” Masson, 1983.
[4] V. Korepin, N. Bogoliubov and A. Izergin, ”Quantum Inverse Scattering Method and Cor-
relation Functions,” Cambridge University Press, 1983.
[5] F. Smirnov, ”Form Factors in Completely Integrable Models of Quantum Field Theory,”
World Scientific, 1992.
[6] M.Jimbo and T.Miwa, ”Algebraic Analysis of Solvable Lattice Models,” CBMS Regional
Conference Series in Mathematics, Vol 85, Providence, RI:AMS, 1994.
[7] B.Davis, O.Foda, M.Jimbo, T.Miwa and A.Nakayashiki, ”Diagonalization of the XXZ
Hamiltonian by vertex operators,” Commun.Math.Phys. 151, 89-153 (1993).
34
[8] E.K.Sklyanin, ”Boundary condition for integrable quantum system,” J.Phys.A21, 2375-
2389 (1988).
[9] G.E.Andrews, R.J.Baxter and P.J.Forrester, ”Eight-vertex SOS model and generalized
Rogers-Ramanujan-type identities,” J.Stat.Phys.35, 193-266 (1984).
[10] M.Jimbo, T.Miwa and M.Okado, ”Local State Probabilities of Solvable Lattice Models: An
A
(1)
n−1 family,” Nucl.Phys.B300[FS22], 74-108 (1988).
[11] M.Jimbo, T.Miwa and M.Okado, ”Solvable lattice models related to the vector representa-
tion of classical simple Lie algebra,” Commun.Math.Phys.116, 507-525 (1988).
[12] M.Jimbo,R.Kedem,T.Kojima,H.Konno and T.Miwa, ”XXZ chain with a boundary,”
Nucl.Phys.B441[FS], 437-470 (1995).
[13] T.Miwa and R.Weston, ”Boundary ABF models,” Nucl.Phys.B486[PM], 517-545 (1997).
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