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Abstract
The ”Hodge strings” construction of solutions to associativity equa-
tions is proposed. From the topological string theory point of view this
construction formalizes the ”integration over the position of the marked
point” procedure for computation of amplitudes. From the mathematical
point of view the ”Hodge strings” construction is just a composition of
elements of harmonic theory (known among physicists as a t-part of t− t∗
equations) and the K.Saito construction of flat coordinates (starting from
flat connection with a spectral parameter).
We also show how elements of K.Saito theory of primitive form ap-
pear naturally in the ”Landau-Ginzburg” version of harmonic theory if
we consider the holomorphic pieces of germs of harmonic forms at the
singularity.
1. Introduction and summary
The first aim of this article is to explain how and why some version
of the Hodge (harmonic) theory leads to the specific map from tensor
powers of the vector space to the cohomologies of the Deligne-Mumford
compactification of the moduli space of rational curves with n marked
points. In physics such a map is called ”generalized amplitudes in topo-
∗This work was supported by RFFI grant 96-01-01101, PYI grant PHY9058501 ,
DOE grant DE-FG02-92ER40704 and by grant 96-15-96455 for support of scientific
schools
logical strings”; in mathematics, a particular case of this map is called
”Gromov-Witten” invariants.
The second aim is to explain how elements of the K.Saito theory of
Primitive form (that ,among other things, provides solutions to associativ-
ity ( WDVV) equation [BV]) naturally arise from the ”Landau-Ginzburg”
version of Hodge ( harmonic) theory.
In section 2, we remind that ”generalized amplitudes” in genus zero
(in a ”topological string without gravitational descendents”) are in a one-
to-one correspondence with the solutions to the WDVV equation(4), thus
our construction (called ”Hodge strings”) should end with the solution to
this equation.
Sections 3 and 4 contain motivations coming from the topological
string theory for the construction (they partly answer the question ”why?”)
and could be omitted by a reader who is a mathematician. In section 3,
we review the concept and structures of ”conformal topological strings”,
and in section 4 we describe the ”integration over the position of the
marked point” procedure of computation of the ”amplitudes” in genus
zero. Along these lines we explain the origin of the QG−-system, that
contains Z2 graded vector space H , odd operators Q and G−, even com-
muting Q-closed operators Φi (all operators are acting on H) and the
bilinear pairing <> on H . The ”integration over the marked point” pro-
cedure shows what kind of structure should we expect to see.
Section 5 is axiomatic: here we introduce the notion and general
properties of an abstract QG− system. Then we show that starting
with the QG− -system (H,Q,G−,Φi, <>) having Hodge property, Pair-
ing of the cohomology property and the Primitive element property one
can canonically construct a solution to the WDVV equation. The con-
struction is done in two steps. First, by comparing two flat connections
(the”Hodge” connection and the ”Gauss-Manin” connection) on the bun-
dle of Q(t)+zG− cohomologies, we show the existence of a flat connection
with the spectral parameter (∇H − z−1C), which is known in physics as
the t-part of t − t∗ equations [CV]. Then, using the Primitive element
property, we construct a solution to the WDVV equations, like K.Saito
did in the theory of Primitive form. This section answers the question
”how” and formally is independent of the previous sections. Nevertheless,
we try to comment ”why” the construction goes this way by referring to
section 4.
In section 6, we review the so called ”Landau-Ginzburg” realization of
the ”Hodge strings” input (in physics such a system is known as N = 2
supersymmetric Landau-Ginzburg quantum mechanics).
Then,in section 7, we start out by briefly reviewing (in subsection
7.1) elements of K.Saito’s theory of primitive form in the form of ”good
section” and in terms of QG− systems. ( In the Appendix we relate
it to the original formulation). To reach K.Saito’s theory of Primitive
form from the ”Landau-Ginzburg” system (for quasihomogeneous case)
we first pass from the smooth quickly vanishing forms of the ”Landau-
Ginzburg” system to the non-holomorphic germs of forms at a singularity,
and then take holomorphic pieces of germs. We find that holomorphic
pieces of germs coming from the development of harmonic forms of the
”Landau-Ginzburg” theory satisfy two of K.Saito’s conditions for a ”good
section” and, with a quasihomogeneous ”antiholomorphic superpotential
U¯ ”, satisfy the third condition (this third condition is not necessary for
construction of the solution to the WDVV equations) .
We explain the ambiguity of the solutions for K.Saito’s conditions for
a ”good section” as coming from the ”antiholomorphic superpotential U¯”
that disappears in the ”taking holomorphic pieces” procedure (this phe-
nomena in topological strings is called the ”holomorphic anomaly”).
We expect that methods developed here could be useful in the under-
standing of non-quasihomogeneous systems.
Conventions. The sum over repeating indexes (the physicist’s con-
vention) is adopted in the text .
2. ”Compact” topological strings and the associativity equation
”Topological string theory”[Wi, DW, VV, DVV, Wi2, KM, BCOV]
studies genus q ”generalized amplitudes” GAq, taking values in cohomolo-
gies of the Deligne-Mumford compactification M¯q,n of the moduli space
of complex structures of genus q Riemann surfaces with n marked points.
Pairing between GAq and the cycle C ∈ M¯q,n is given by the functional
integral [Wi, DW, KM]
(GAq, C)(V1, . . . , Vn) =
∫
C∈M¯q,n
∫
DφV1(φ(z1)) . . . Vn(φ(zn)) exp(STS(φ)),
(1)
fields Vi(φ(z)) are called ”vertex operators” and ordinary ”amplitudes”
Aq(V1, . . . , Vn) correspond to C = M¯q,n.
Deligne-Mumford compactification M¯0,n is a union of M0,n (a set of n
noncoincident points on CP1 moduli SL(2, C) action) and the compacti-
fication divisor Comp.The divisor Comp is a union of components C(S),
where S partitions n marked points into two groups consisting of n1(S)
and n2(S) points, ni > 1. A surface corresponding to a general point
in C(S) is a union of two spheres having one common point with n1(S)
marked points on the first sphere and n2(S) on the second. The set of
general points in C(S) form the space M0,n1+1 ⊗M0,n2+1.
In this paper, we will consider a class of ”compact” topological string
theories that have no gravitational descendents [Wi] among its ”vertex
operators” and have a nondegenerate pairing on the space of ”vertex op-
erators”. This class of theories includes, for example, topological sigma
models of type A on compact Kahler manifolds and twisted unitary su-
perconformal theories. It is believed that these theories play the same role
among all theories as smooth compact manifolds among all manifolds. It
expected that, in ”compact” topological theories, the functional integral
for surfaces corresponding to points in C(S) factorizes and [Wi]
(GA0, C(S))(Vi1, . . . , Vin) =
ηjkA0(Vi1, . . . , Vin1 , Vj)A0(Vin1+1 , . . . , Vin2+n1 , Vk) (2)
where η is a matrix of symmetric bilinear nondegenerate products on ver-
tex operators.
Keel [Ke] found that the homologue ring H∗ of M¯0,k is generated by cy-
cles C(S).He described relations between these cycles in homologies lead-
ing to constraints on GA0 because of (2).
An elegant way of formulating these constraints uses the generating
function for ”amplitudes”. Introducing formal parameters Ti, we define
the germ F (T ):
F (T ) =
∞∑
k=3
1
k!
A0(Ti1Vi1 , . . . , TikVik) (3)
Then, Keel’s relations lead to:
∂3F (T )
∂Ti∂Tj∂Tk
ηkl
∂3F (T )
∂Tl∂Tp∂Tq
=
∂3F (T )
∂Ti∂Tp∂Tk
ηkl
∂3F (T )
∂Tl∂Tj∂Tq
(4)
Using the factorization property and Keel’s description of homologies of
moduli space, we can reconstruct GA0 from A0 [KM], see also [DVV].
3. Amplitudes in conformal topological strings theory
The ”Hodge string” construction generalizes the ”integration over the
position of the marked point ” procedure [VV, DVV, Lo1, LP, BCOV, Lo2]
of computation of amplitudes in ”conformal topological theory coupled to
topological gravity” also known as ”conformal topological string theory”.
The general covariant action Sm of topological field theory is a sum
of a ”topological”(metric independent) Q-closed term Stop and a Q-exact
term for a fermionic scalar symmetry Q:
Sm = Stop(φ) +Q(R(φ), g),
where g denotes the metric on the Riemann surface. The energy-momentum
tensor T is Q-exact:
T = Q(
δR
δg
) = Q(G) (5)
We call topological field theory conformal, if R is conformally invariant,
i.e. G is traceless.
We introduce fermionic two-tensor fields ψ, such that functions of g,ψ
are forms on the space of metrics. An external differential on these forms
could be written as follows: Qg = ψ
δ
δg
.
The action for a topological theory coupled to topological gravity is
STS = Sm + ψG = Stop + (Q+Qg)(R).
The functional integral Z(g, ψ) over the set of fields φ with the action
STS is a closed form on the space of metrics. Since G is traceless, Z is
a horizontal [DVV, Di] † form with respect to the action of conformal
transformations of metrics and diffeomorphisms of the Riemann surface;
thus, it defines a closed form on the moduli space of conformal(=complex)
structures on the genus q Riemann surface.
To construct generalized amplitudes we insert fields (zero-observables
=”vertex operators”) Vi at marked points on Riemann surface. They
should satisfy
Q(Vi) = 0, G0,−(Vi) = 0. (6)
Here G0,− is the superpartner of the component of the energy-momentum
tensor T0,− that corresponds to the rotation with the constant phase
z → eiθz of the local coordinate at the marked point. The first condi-
tion in (6) is needed to construct a closed form on the space of metrics,
while the second provides horizontality of the corresponding form with
respect to diffeomorphisms that leave marked points fixed but rotate local
coordinates [Al, DN, DVV, Eg, Di].
4. Integration over positions of marked points
The ”integration over marked points” procedure reduces all genus zero
amplitudes to the three point amplitude:
Fijk = A0(Vi, Vj, Vk),
†Differential form on the principal bundle is called horizontal if its contraction with
the vertical (tangent to fiber) vector is zero.Closed horizontal forms on the total space
correspond to closed forms on the base of the bundle
which can be computed from topological matter theory.
In conformal topological theory, we associate a two-observable V
(2)
i =
GL,−1GR,−1Vi to a zero observable Vi. Thus, we deform topological theory
to a family of theories parametrized by t, with the action Sm(t) = Sm +
tiV
(2)
i ; thus, zero-observables V form a tangent bundle to this space of
theories [DVV].
If, in the functional integral that computes the n-point amplitude, we
first pick up one of the marked points (we will call it a ”moving point”),
integrate over the position of the moving point, and only then take the
functional integral, the n-point amplitude becomes the derivative in t of
the n− 1 point amplitude.
In the process of integration, we should take special care about the
region where the moving point tends to hit a fixed point because the ge-
ometry there is not a naive one. The contribution from this region(contact
terms [VV, Lo1, Lo2, LP, Di, BCOV]) leads to a specific contact term con-
nection on the bundle of zero-observables over the space of theories and
thus on the tangent space to the space of theories.
Repeating this procedure again and again, we can recover amplitudes
from Fijk(t). The amplitudes should be symmetric and independent of the
order of integration over positions of marked points.
In other terms, generating parameters T from (3) should become the
so-called special coordinates on the space of theories, the derivatives with
respect to the special coordinates should become covariantly constant sec-
tions of the contact term connection, and symmetric tensor Fijk (in the
special coordinate frame) should be a third derivative of F (T ). Moreover,
F (T ) has to solve the WDVV equations (4).
All this implies that the contact term connection is quite a special one!
To gain better understanding of this connection, we will study the
space of states in 2d theory associated with the circle (considered as a
component of the boundary of the Riemann surface). Moreover, we will
restrict ourselves to the subspace H of these states that are invariant under
constant rotation of the circle.
Fermionic symmetry Q of the theory and G0,− reduce to odd anticom-
muting operators Q and G− on H .
Zero-observables Vi (being inserted at the middle of the punctured
disc) generate states hi that are Q and G− closed:
Qhi = G−hi = 0, (7)
the zero observable 1 generates the distinguished state h0. The operation
of sewing two discs together corresponds to the bilinear pairing <,>. Inte-
grals of zero observables along the boundary give operators Φi =
∫
S1
Vidσ.
One can show from the functional integral that the objects defined
above have the following properties:
Q2 = G2− = QG− +G−Q = 0, [Q,Φi] = 0, [Φi,Φj] = 0, (8)
QT = EQ,GT = −EG,ΦT = Φ (9)
Here transposition ”T” is taken with respect to the pairing <,>, and
operator E commutes with Φ and anticommutes with Q and G−.
In the deformed theory, Q(t) = Q + [G−, tiΦi] in the first order in t.
To ensure it globally we will take for simplicity‡
[[G−,Φi],Φj ] = 0. (10)
The contribution from the region near the place where the ”mov-
ing” i-th point hits the marked j-th one gives the ”cancelled propaga-
tor argument”(CPA) connection on states hj over the space of theories
[VV, Di, LP, Lo2]:
δ
(CPA)
i hj = G−
∫ ∞
0
dτG0,+ exp(−τT0,+)Φihj , (11)
thus δ(CPA)h is G−-exact. Here T0,+ is the Hamiltonian acting on the
space H , and G0,+ is its superpartner: T0,+ = Q(G0,+).
Covariantly constant sections§ of the CPA connection will be denoted
as hi(t). This connection induces the connection on the space of zero-
observables: covariantly constant sections of contact term connection
Vi(t) = u
j
i (t)Vj
are such that, being inserted in the middle of the disc in the t-deformed
theory, they produce covariantly constant sections hi(t):
hi(t) = limr→0u
j
i (t)r
T0,+Φjh0(t). (12)
Let us denote as Ci(t) the linear operator representing the action of Φi in
Q(t)-cohomologies. Then, the relation (12) reads:
[hi(t)]Q(t) = u
j
i (t)Cj(t)[h0(t)]Q(t) (13)
here and below [h]Q stands for a class of a Q-closed element h in Q-
cohomologies.
‡in general case one has to go in for Kodaira-Spencer type arguments,see [BCOV]
§Flatness of CPA connection is necessary for the consistency of the procedure
From the functional integral we get:
Fijk(t) =< hi(t),Φlhk(t) > u
l
j(t). (14)
While the string origin of the described procedure is quite natural, its
consistency is far from being obvious.
5. The ”Hodge string” QG−-system
5.1 General facts about QG− systems
Definition. The QG− system (Q,G−,Φ, H) is a collection of Z2 -graded
vector space H , odd operators Q and G− , and a set of even operators Φi,
i = 1, . . . , µ, acting on this space, that have the properties (8,10).
Given a QG− system, one can construct a family Q(t) of nilpotent odd
operators in H :
Q(t) = Q + ti[G−,Φi] (15)
over a deformation space with coordinates ti.
Definition. Cohomologies of QG−-systems.
Let HQ(t) be the space of Q(t) cohomologies in H . Let
Q(t, z) = Q(t) + zG− (16)
• Let HQ(t) be the space of cohomologies of Q(t) in H
• Let HˆQ(t,z) be the space of cohomologies of Q(t, z) in H ⊗ C[[z]]
• Let HQ(t,z) be the space of cohomologies of Q(t, z) in the space H ⊗
C << z >>, where C << z >> is the space of Laurent expansions
in z
• Let H lQ(t,z) ⊂ HˆQ(t,z) be the space of ”little” cohomologies, defined
as those classes in HˆQ(t,z) that have representatives in H :
H lQ(t,z) = {[ω]Q(t,z) ∈ HˆQ(t,z)|ω ∈ H,Qω = G−ω = 0} (17)
Remark.The space HˆQ(t,z) has a natural decreasing filtration by powers
of z:
HˆQ(t,z) = Hˆ
(0) ⊃ Hˆ(1) ⊃ . . . (18)
a class is in Hˆ(k) if it contains element zkω. The inclusion H lQ(t,z) ⊂ HˆQ(t,z)
induces the decreasing filtration on ”little” cohomologies.
Remark from string theory. In string theory of the general type the
space of ”little” cohomologies corresponds to the space of states created
by ”vertex operators”. One can show [VV, Lo1, Eg, Lo2] that states
from H
l,(k)
Q(t,z) are created by ”vertex operators” that are k-th gravitational
descendents.
Definition. Let Ci(t) : HQ(t) → HQ(t) be a linear operator representing
the action of Φi in Q(t) cohomologies:
Ci(t)[ω]Q(t) = [Φiω]Q(t) (19)
Remark. Operators Ci(t) should be considered as components of the
one-form on the deformation space with values in EndHQ(t). From the
definition it follows that these operators commute with each other:
[Ci(t), Cj(t)] = 0 (20)
Definition. A morphism of QG−-systems
(Q1, G1−,Φ
1
i , H
1)→ (Q2, G2−,Φ2i , H2) (21)
is a morphismH1 → H2 commuting with the action of operatorsQβ , Gβ−,Φβi
in Hβ, β = 1, 2.
It is clear that the morphism of QG− systems induces the morphism
of cohomologies of QG− systems.
Definition. A morphism of QG−-systems will be called a quasiisomor-
phism of QG− systems if it induces an isomorphism in all cohomologies of
QG− systems.
Definition. By the ”Gauss-Manin” connection in a QG− system, we call
a canonical flat connection ∇GM in HQ(t,z) over C[[t]], whose horizontal
sections [ωGM(t, z)]Q(t,z) satisfy the following:
[ωGM(t, z)]Q(t,z) = [exp(−tiΦi/z)ωGM(0, z)]Q(t,z), (22)
i.e. their representatives solve the following differential equation:
∂
∂ti
ωGM(t) + z−1Φiω
GM(t) ∈ Im(Q(t, z)) (23)
Remark. We call this canonical connection ”Gauss-Manin” following
K.Saito (see the Appendix).
Remark. It is clear that morphisms of QG− systems induce morphisms
of the ”Gauss-Manin” connections, and quasiisomorphisms induce the iso-
morphism of these connections.
Below we will list some additional properties that the QG− system
could have and that would be important for the ”Hodge string” system .
The Hodge property.
ImQ ∩KerG− = ImG− ∩KerQ = Im(QG−) (24)
Statement 5.1 It follows from the Hodge property that dimHQ = dimHG−
and there exists a set {ha} of Q and G− closed elements of H (these ele-
ments are unique up to ImQG−), such that classes [ha]Q and [ha]G− form
bases in Q and G− cohomologies.
Remark. In harmonic theory such elements are just harmonic forms;
that is why below we will call these elements ”harmonic” .
Statement 5.2 If the QG− system has a Hodge property, then
HQ(0,z) ∼= HˆQ(0,z) ⊗ C[z−1] ∼= HQ(0) ⊗ C << z >> (25)
and
H lQ(0,z)
∼= HQ(0). (26)
Proof. Classes in the first line are identified by considering hP (z) and
hP (z, z−1) for ”harmonic” h as representatives of classes in HˆQ(0,z) and
HQ(0,z) respectively. (Here, P are polynomials. ) The statement on the
second line becomes clear as a generalization of the following reasoning:
[ω1] = z[ω2], if ω1 = Qω
′ and ω2 = −G−ω′. But from the Hodge property
it follows that ωi ∈ ImQG−, and thus ωi ∈ Im(Q+ zG−). ✷
Remark. The difference between H lQ(0,z) and HQ(0) is one of the criteria
showing the failure of the Hodge property. From the string theory point
of view this difference means that corresponding string theory has gravi-
tational descendents among its vertex operators, and is ”noncompact” in
the sense of section 2.
The QG− system with pairing is a QG− system with the bilinear pair-
ing <,> satisfying property (9).
Remark.From (9) it follows that the pairing <,> descends to both Q(t)
and G− cohomologies, i.e. for Q(t)-closed ω2 ∈ H
< Q(t)ω1, ω2 >=< ω2, Q(t)ω1 >= 0, (27)
and for G− closed ω2
< G−ω1, ω2 >=< ω2, G−ω1 >= 0, (28)
Pairing of the cohomology property.
The pairing <,> is non-degenerate when restricted to Q-cohomologies.
Primitive element property. DimHQ(0) = µ and there is a class [h0]Q
in Q-cohomologies (that we will call a primitive class) such that the set
{Ci([h0]), i = 1, . . . , µ} forms a basis in HQ(0).
Remark. The primitive element is not unique. One can easily see that if
the QG− system has a primitive class, almost all classes are primitive
¶.
5.2 Solution to the WDVV equations from the ”Hodge string”
QG−-system.
Definition. The ”Hodge string” system is a QG− -system with pairing
that has the Hodge property, pairing of cohomologies property and the
primitive element property.
Theorem. There is a canonical construction of a solution to the WDVV
equation from the ”Hodge string” system and the choice of a Primitive
element.
Summary of the construction. The construction is made in two steps.
In the first step, we start from the ”Hodge string” system and construct
a flat connection with the spectral parameter . Physicists know this con-
nection as the t-part of the t− t∗ equations [CV]. The Primitive element
property is not used in the first step.
The flat connection with the spectral parameter appears from the com-
parison of two flat connections. The first connection would be the ”Gauss-
Manin” connection. The second connection comes as a formalization of
the CPA-connection on the space of states (see section 4) - variation of
its covariantly constant section will be G− exact. Since such a connection
exists canonically due to the ”Hodge” property, it will be called below the
”Hodge” connection . This connection could be extended to connection
in Q(t, z) cohomologies, and we will call this extension Hodge connection
too. The difference between these two connections turns out to be one-
form Ci(t) (introduced in subsection (5.1)) divided by z (that becomes a
spectral parameter).
In the second step, with the help of the Primitive element property, we
induce a flat connection on the tangent bundle to the deformation space
from the ”Hodge” connection constructed in step one (i.e., we induce a
connection on the space of zero-observables from the connection on the
space of states, as in (13)). Then, we integrate covariantly constant vector
fields of this connection to special coordinates T on the deformation space
and, finally, construct F (T ). This step was first done by K.Saito (for a
QG− system coming from the family of hypersurfaces near the singularity).
¶The work [Kr] implicitly assumes that it is possible to construct solutions to WDVV
equation starting from any primitive element
Construction.
Statement. Step 1. The ”Hodge String” system leads canonically to the
matrix-valued 1-form on the deformation space Ci,ab(t), (first constructed
by K.Saito [Sa] in a slightly different context) such that the following
differential operators commute
∂
∂ti
δab − z−1Ci,ab(t), (29)
and Ci,ab = Ci,ba.
Proof of Step 1 . The proof of the Step 1 is divided in two parts, 1A
and 1B.
1A. Hodge connection in HQ(t): The idea of construction of the ”Hodge”
connection is as follows. The Hodge property canonically identifies Q(0)-
cohomologies andG−-cohomologies. While the operatorQ(t) changes with
t, the operator G− remains fixed. Since variation of Q(t) is G−-exact, it
is possible to identify canonically Q(t) and G− cohomologies over C[[t]],
and construct such a flat connection in Q(t) cohomologies that the image
in G− cohomologies of its covariantly constant sections (that are taken to
be G− closed) is constant. We will call such a connection the ”Hodge”
connection.
Specifically, let us define Φ = ti
τ
Φi, and consider the following equation:
(Q(0) + τ [G−,Φ])ha(t) = 0, ha(t) = ha +
∞∑
k=1
τkωk (30)
with ha being the Q(0) and G− - closed element of H . This leads to
Qω1 = −G−Φha, Qωk+1 = −G−Φωk (31)
and we should like to solve these equations for G−-exact ωk.
Due to the Hodge property, it is possible to solve recursively the equa-
tions above for any Q(0) and G− closed element ha. The solution ha(t) is
a germ in t defined up to Im(Q(t)G−) (considered as the germ in t).
The germ ha(t) satisfies the following differential equation:
∂
∂ti
ha(t)−G− 1
Q(t)
(Φiha(t)− Cbi,ahb(t)) ∈ ImQ(t)G−; (32)
here, Cbi,a are matrix elements of the operator Ci(t) written in the basis
{[ha(t)]Q(t)} inHQ(t) , 1Q(t) has to be considered as a germ in t and operation
1
Q
is defined only on the Q-closed elements ofH and stands for taking some
preimage of Q. This ends the construction of ”Hodge” connection.
Statement. The ”Hodge” connection preserves the bilinear pairing <,>
on Q(t) cohomologies.
Proof. The bilinear pairing descends not only to Q(t) but also to G−
cohomologies. However, the class of G− cohomologies of ha(t) does not
depend on t.✷
1B. Comparison of ”Gauss-Manin” and ”Hodge” connections
In order to compare two connections, we will lift the ”Hodge” con-
nection to the connection ∇H in the bundle of HQ(t,z) cohomologies. The
covariantly constant sections of the lifted connection are taken to be equal
to [ha(t)Pa(z)]Q(t,z), where Pa(z) is a t independent element of C << z >>.
Due to the identity
G−
1
Q(t)
ω = −z−1ω + (Q(t) + zG−)z−1 1
Q(t)
ω (33)
we find that the relation between ”Gauss-Manin” and ”Hodge” connec-
tions in HQ(t,z) takes the following form:
∇GMi = ∇Hi − z−1Ci (34)
where Ci is the matrix representing the action of Φi in Q(t) cohomologies.
Now let us rewrite the above relation in the basis of covariantly con-
stant sections of the ”Hodge” connection:
∇GMi = δba
∂
∂ti
− z−1C(t)bi,a (35)
Since the bilinear pairing is preserved by the ”Hodge” connection,
it is represented by a t - independent bilinear form in the basis we are
working with. Moreover, the bilinear form is non-degenerate (due to a
corresponding property) and from the property (9) we conclude that CTi =
Ci. Making a change in the basis that puts the pairing into the form δab,
we prove the assertion made in the step 1.
Step 2. From the assertion in Step 1 we conclude that
∂
∂ti
Cj,ab(t) =
∂
∂tj
Ci,ab(t) (36)
so there exists a symmetric matrix τab(t), such that
Ci,ab(t) =
∂
∂ti
τab(t). (37)
Definition.Fix the Primitive element [h0]Q(0,0). Let h0 be the harmonic
representative of [h0]Q(0,0). Let h0(t) be the result of the transport of this
element by the ”Hodge” connection, so that h0(t) = h0,bhb(t) . Here hb(t)
stands for the basis in covariantly constant sections of ”Hodge” connection.
Note, that coefficients h0,b are t-independent. Let us define the auxiliary
special coordinates θa on the deformation space as:
θa(t) = τab(t)h0,b. (38)
Statement.There exists a function F (θ) of the auxiliary special coordi-
nates defined by
∂2F (θ)
∂θa∂θb
= τab(t(θ)) (39)
such that it satisfies the WDVV equations with ηab = δab.
Proof. Explicit check.
Definition. We define the special coordinates‖ Ti as linear combinations
of θa by:
θa = TiCi,ab(0)h0,b. (40)
The result of the ”Hodge string” construction
The function F (θa(Ti)) is the desired function that solves the associa-
tivity equations with ηij,such that its inverse is given by:
(η−1)ij =< h0, Ci(0)Cj(0)h0 >= h0,a(Ci(0)Cj(0))abh0,b (41)
Below, we will present some explicit formulas. Let us define the coef-
ficients Cij1...jn,ab as
Ci,ab(t) =
∑
Cij1...jn,ab
tj1 . . . tjn
n!
, (42)
Then, we have the following formulas for the ”amplitudes”
A0(Vi, Vj, Vk) =< h0, CiCjCkh0 >, (43)
A0(Vi, Vj, Vk, Vl) =< h0, Ci[Cj, Ckl]h0 >
A0(Vi, Vj, Vk, Vl, Vm) =< h0, Ci[Cjkl, Cm]h0 > +
< h0, [Cim, Cj]Cklh0 > + < h0, [Cim, Cl]Cjkh0 > + < h0, [Cim, Ck]Cljh0 >
6. The ”Landau-Ginzburg” realization of Hodge data
‖the coordinates Ti integrate vector fields ui introduced in (12,13)
Here, we present the realization of the ”Hodge string” system coming
from the N = 2 supersymmetric quantum mechanics on Cd with super-
potential, see [CGP, Ce, CV] and references therein.
Let us denote as XA the holomorphic coordinates on Cd and let us
take two polynomials: a holomorphic polynomial W (X) (in physics it is
called superpotential) and an antiholomorphic∗∗ one U¯(X¯).
Let the space HF be the space of smooth forms ω on Cd :
ω = ω(X, X¯)A1...Ap,A¯1...A¯qdX
A1 . . . dX¯ A¯q (44)
such that any finite number of derivatives of their coefficients ω(X, X¯)A1...A¯q
vanish when |X| → ∞ faster than any negative power of |X| (F stands
for ”fast vanishing”). We take the odd operators Q and G− to be :
Q = ∂¯ + ∂W ;G = ∂ + ∂¯U¯ , (45)
here and below, ∂ = dXA ∂
∂XA
and ∂¯ is obtained from ∂ by complex conju-
gation, ∂W stands for external multiplication by the (1, 0) form dXA ∂W
∂XA
.
Let Φi = Φi(X) be the set of polynomials that form a basis in the
ring J(W ) = C[X ]/I(W ), where the ideal I(W ) is generated by partial
derivatives of W .
We will define pairing <> between two forms from HF as:
< ω1, ω2 >=
∫
Cd
ω1Cω2, (46)
where the Weil operator
C = (√−1)(pˆ−qˆ), (47)
operators pˆ = p, qˆ = q when acting on the (p, q) forms. This pairing has
property (9) with E =
√−1(−1)(pˆ+qˆ).
We will study the properties of the QG− system defined above with
the help of some version of Harmonic theory.
Specifically, let us introduce two auxiliary operators:
Q′(U¯) = ∗(∂ − ∂¯U¯)∗ (48)
and
G′−(W ) = ∗(∂¯ − ∂W )∗; (49)
here ∗ is a Hodge operation associated with the standard flat Kahler metric
on Cd.
∗∗here and below X¯ denotes the complex conjugate of X
It is easy to check that operators Q,Q′, G−, G
′
− have the same com-
mutation relations as ∂¯, ∂¯+, ∂, ∂+ on a compact Kahler manifold with the
standard Laplacian ∆ being replaced by operator ∆(W, U¯), namely:
{Q(W ), Q′(U¯)} = {G′−(W ), G−(U¯)} = ∆(W, U¯) (50)
∆(W, U¯) = ∆−δBB¯(
∂U¯
∂X¯ B¯
∂W
∂XB
+
∂2W
∂XA∂XB
dXAι ∂
∂X¯B¯
+
∂2U¯
∂X¯ A¯∂X¯ B¯
dX¯ A¯ι ∂
∂XB
).
(51)
Here, ιv denotes the operator of contraction of the form with the vector
field v.
We will begin with the case U¯ = (W )∗.
Statement 6.1 The harmonic forms (forms from the Ker∆(W, (W )∗))
form bases in spaces of Q(W ), Q′(W ∗), G−(W
∗), G′−(W ) cohomologies,
and a pair Q and G− has the Hodge property.
Idea of the proof. Operator ∆(W, (W )∗) is Hermitean and has a discrete
spectrum; thus, it is a complete analogue of the ordinary Laplasian on
Kahler manifolds, so the same proofs are valid.✷
Now let us examine the structure of cohomologies of Q(W ).
Statement 6.2 The operator Q(W ) has cohomologies only in the middle
dimension, and the dimension of the space of these cohomologies is equal
to the dimension of the ring J(W ).
Sketch of the proof. 1) Q has no cohomologies below the middle di-
mension. Proof. Cohomologies of the operator of multiplication by ∂W
are non zero only in (d, k) components of the space of forms. Thus , 1)
follows from the spectral sequence argument.
2) Q has no cohomologies above the middle dimension. Proof. The Hodge
∗ operation identifies harmonic forms above the middle dimension with
those below the middle dimension(up to the change of sign of W ). Thus,
2) follows from 1) and the Statement 6.1.
3) DimHQ ≥ DimJ . Proof. Given a polynomial Φi representing an ele-
ment of J , one easily constructs a form ωi ∈ HF
ωi = exp(−{Q(W ), R})ΦidX1 . . . dXd (52)
where operator R = ∗∂¯W¯∗ .
4) There are no other cohomologies. Proof. Consider the deformation of
W into a polynomial having only simple critical points widely separated
from each other (their number would be equal to dimJ). Then, from
quasiclassical arguments one can show that the number of harmonic forms
is not greater than the number of critical points. The number of harmonic
forms is invariant under the deformation due to 1),2) since there is an index
(Tr(−1)(p+q)) that is invariant under the deformation.✷
From the description of cohomologies it is obvious that the ”Landau-
Ginzburg” QG− system has the Primitive element property .
Statement 6.3 Pairing <> is nondegenerate.
Proof. Consider the value of pairing on the forms ωi introduced in the
proof of Statement 6.2. After some calculation we get:
< ωi, ωj >=
∑
α
Resα
ΦiΦjdX
1 . . . dXd∏d
A=1
∂W
∂XA
. (53)
here sum is taken over all critical points of W , and Resα is the residue at
the critical point α. ✷
Thus we found that for U = W ∗ ”Landau-Ginzburg” system is a
”Hodge string” system.
To see the other options, we will introduce the following definition:
Definition. The polynomial U¯ is called good for the polynomial W , if
the Hodge property is satisfied.
Statement 6.4 If the operator ∆(W, U¯) acting on HF has a discrete
spectrum, and dimKer∆(W, U¯) = dim(HQ(W )), then polynomial U¯ is
good for polynomial W .
Proof. For operators with a discrete spectrum the eigenspaces with non
zero eigenvalues are finite dimensional and contain no cohomologies (that
is why if ∆(W, U¯) has a discrete spectrum, dimKer∆(W, U¯) can not be
smaller than dim(HQ(W )) or than dim(HG(U¯) ) . These eigenspaces are
preserved by Q and G− and the pair Q and G− restricted to these spaces
has the Hodge property. Thus, the pair Q and G− may not have the
Hodge property only when being restricted to an eigenspace with a zero
eigenvalue; however, this space is just annihilated by Q and G− .✷
Corollary 1 . Polynomial M2(W )∗ is good for a polynomial W for any
real number M .
Proof.
∆(W,M2(W )∗) = M−qˆ∆(MW,M(W )∗)M (qˆ); (54)
here, qˆ stands for the operator that acts on (p, q) forms as multiplication
by q.
Corollary 2. Consider the space A of polynomials U¯ such that
Re(
∂W
∂XA
∂U¯
∂X¯A
)→ +∞ (55)
as |X| → +∞. Then, there is an open set in this space consisting of
polynomials U¯ that are good for W .
Sketch of the proof. For polynomials from A the operator ∆(W, U¯) has
a discrete spectrum ( forms with the bounded real parts of eigenvalues
are confined in Cd by the growing potential at infinity ; their deriva-
tives are also confined due to the Laplasian). The dimension of the space
of harmonic forms for such ∆(W, U¯) can increase only when a non zero
eigenvalue comes down to zero; this could happen only outside an open
set containing U¯ =W ∗.
Corollary 2 shows that there are many polynomials U¯ that are good
for W , and thus good enough to produce the ”Hodge string” system.
7. From LG harmonic theory to ”good section” of K.Saito
7.1 K.Saito QG− system and conditions for a ”good section”.
We will start with a short sketch of K.Saito theory of primitive form in
the form of a ”good section”([Sa], part 4) in terms of QG−-systems.
LetW (X, t) = W (X)+tiΦi(X) be a versal deformation of the isolated
singularityW (X) at X = 0 . Let HS be the space of germs of holomorphic
(k, 0) forms at a singularity .
K.Saito’s theory represents operators of the Q,G− system as follows
(K.Saito’s representation is denoted by the superscript S):
QS(t) = ∂W (X, t), GS− = ∂, Q
S(t, z) = z∂ + ∂W (X, t). (56)
Here and below the superscript indicating the type of QG−-system will
be used only once, i.e. we will write HSQ(t,z) instead of H
S
QS(t,z).
One can easily show that QS(t) has cohomologies only in holomor-
phic top forms, i.e. in the (d, 0) component, and HSQ(t) is non-canonically
isomorphic to J(W ):
HSQ(t) = H
S/{ω′dW (t)} (57)
where ω′ is a holomorphic (d-1,0)-form.
The K.Saito’s QG− system definitely has no Hodge property, since
the operator GS− has no cohomologies. That is why relations between
different cohomology groups introduced in subsection 5.1 drastically differ
from those (Statement 5.2) that follow from the Hodge property.
Really, it is easy to show that HS,lQ(t,z) has a decreasing filtration (a
class of HS,lQ(t,z) is in H(t)
(k) if being considered as a class in HˆSQ(t,z) it has
a representative zkω):
HS,lQ(t,z) = H(t)
(0) ⊃ H(t)(1) ⊃ . . . (58)
and
0→ H(t)(k+1) → H(t)(k) pik→ HSQ(t) → 0 (59)
Example. For d = 1
H(t)(k) = {
k times︷ ︸︸ ︷
∂W (t)
∫
...∂W (t)
∫
P (X)dX}/{∂(W (t)m), m ∈ N}. (60)
Thus, we see that
HS,lQ(t,z)
∼= HSQ(t) ⊗ C[[z]] ∼= HˆSQ(t,z), (61)
which is much larger than simply HSQ(t) , and the isomorphisms in the
relation above are not canonical.
Definition. We define a ”section” as a map V (t) : HSQ(t) → HS,lQ(t,z) that
inverts the projection π1.
Having a ”section” V (t), we can invert projections πk by maps z
kV (t)
, thus identifying HS,lQ(t,z)
∼= C[[z]] ⊗ ImV (t), and HSQ(t,z) ∼= C << z >>
⊗ImV (t).
Finally, the higher residue pairings K
(k)
S are defined as a set of C-
bilinear pairings on HS,lQ(t,z) .
It is instructive to consider the formal generating function
KS =
∑
k≥0
zkK
(k)
S (62)
as a pairing
KS : Hˆ
S
Q(t,z) ⊗ HˆSQ(t,z) → C[[z]]. (63)
For original definition see [Sa2]; here, we will just mention some general
properties of this pairing and present formulas for K(0) and K(1).
KS(z
k[ω1], z
l[ω2]) = (−1)kz(k+l)KS([ω1], [ω2]) (64)
and
K
(0)
S ([ω1], [ω2]) = Res
P1P2dX
1 . . . dXd∏d
A=1
∂W
∂XA
(65)
K
(1)
S ([ω1], [ω2]) = Res
d∑
A=1
1/2(P2
∂
∂XA
P1 − P1 ∂∂XAP2)dX1 . . . dXd
∂W
∂XA
∏d
B=1
∂W
∂XB
(66)
where [ωα] ∈ HˆSQ(t,z) for α = 1, 2; PαdX1 . . . dXd is a representative of the
class [ωα] .
Definition. K.Saito defines the notion of a ”good section” as a ”sec-
tion” V (t) satisfying the following conditions††:
†† The action of W on classes in (iii) is well defined since WImQG− ∈ ImQG−, i.e.
W∂ω∂W = ∂(Wω)∂W
(i) K
(k)
S (ImV (t), ImV (t)) = 0 , for k > 0
(ii) ∇GMImV (t) ∈ z−1ImV (t) + ImV (t)
(iii) [W (t)ImV (t)]Q(t,z) ∈ ImV (t) + zImV (t)
Using the notion of a ”good section” K.Saito defines an improved
connection ∇S on HˆSQ(t,z) as follows: when acting on H(k)(t) for k > 0,
∇S = ∇GM . For [ω(t)]Q(t,z) ∈ ImV (t)
∇Si [ω(t)]Q(t,z) = ∇GMi [ω(t)]Q(t,z) − z(−1)V ([Φiω(t)]Q(t)). (67)
and he proves (among other things) that if conditions (i,ii) are satisfied
his connection ∇S is integrable, and being restricted to ImV (t) preserves
the pairing K
(0)
S .
Remark from string theory. In ”noncompact” string theories ∇Si co-
incides with the connection on the space of all states (including states,
corresponding to descendents, [Lo2]).
7.2 The strategy for reducing ”Landau-Ginzburg” to K.Saito
theory. We can observe the striking similarity between K.Saito’s con-
nection ∇S acting on ImV and the ”Hodge” connection for the ”Landau-
Ginzburg” realization of ”Hodge strings” system. Using this analogy, one
can guess that a ”good section” should somehow correspond to harmonic
forms.
Naively, K.Saito’s theory is as far from theory with the Hodge property
as one can even imagine: the operator GS− has no cohomologies at all. The
second problem is that K.Saito’s theory is local while the global issues
seem to be crucial in the harmonic theory. Below we will overcome these
difficulties as follows.
Here we will discuss only the quasihomogeneous case ( W has only
one critical point) but we expect that our methods could be applied also
for the general case. We will consider (in subsection 7.3) the ”Landau-
Ginzburg” operators Q and G− as operators acting on the space of non-
holomorphic germs of forms at the critical point of W . Below, we will call
it a ”local LG-system”(omitting the letters QG− for brevity). Thus, we
have a natural morphism of QG− systems, which induces an isomorphism
of ”Gauss-Manin” connections.
However, the local LG-system does not have the Hodge property and
does not have a proper pairing.
To study the properties of the local LG-system, we will introduce the
morphism Hol that maps a non-holomorphic germ to the holomorphic
piece of that germ. The morphism Hol maps the local LG - system to
the K.Saito’s QG− system and is a quasiisomorphism of QG− - systems.
Thus, absence of the Hodge property in a local LG-system is illustrated
by the obvious absence of the Hodge property in the K.Saito’s system.
Nevertheless, it is possible to construct a ”quasihodge” connection,
(that is a ”pushforward” of the ”Hodge” connection in the global LG
-system), whose covariantly constant sections are germs of covariantly
constant sections of the ”Hodge” connection in the global LG-system.
The operationHol maps the ”quasihodge” covariantly constant section
into the image of some ”section” of K.Saito cohomologies. We claim (in
subsection 7.3) that a ”section” obtained in this way is a ”good section” in
the K.Saito sense and show that it satisfies the condition (ii) for a ”good
section” (see subsection 7.1).
To establish further relations between local and global LG -systems,
we need a pairing on HˆQ(t,z) cohomologies in the local system. The pair-
ing (46) is definitely not defined on all germs, so we have to replace it
by another pairing, which should coincide with (46) on germs of global
harmonic forms. In doing this, we will discover higher residue pairings
and their vanishing on germs of harmonic forms. The pairing we defined
turns out to be invariant under the Hol operation and gives the K.Saito
higher residue pairings on holomorphic germs of forms. The vanishing of
higher residue pairings on the holomorphic pieces of germs of harmonic
forms mean that they satisfy the condition (i) imposed by K.Saito on a
”good section” .
Thus, we conclude that (up to condition (iii)) the image of a ”good
sections” in the K.Saito’s system is spanned by classes of holomorphic
pieces of germs of harmonic forms of the global LG system.
An important issue here is that K.Saito’s theory depends on U¯ - but
in an obscure way, since after passing to holomorphic pieces of germs, the
”antiholomorphic superpotential” U¯ naively disappears from the problem.
Still it ”shows up” in the choice of a ”good section”. We will discuss this
and condition (iii) in the subsection 7.5, were we find that condition (iii)
is satisfied if U¯ is quasihomogeneous.
7.3 Maps I and Hol, and the condition (ii) for a ”good section.”
Suppose W (X, 0) has an isolated critical point at zero. Let Hg be a
space of non-holomorphic germs of forms at zero. There is a natural map
I : HF → Hg given by expansion of a form at zero. The operators Q(W )
, G−(U¯) and Φi in the global LG system considered as operators on germs
lead to operators Qg(W ) , Gg(U¯) and Φgi in the local LG system. Thus, I
is a morphism of QG− systems.
Statement. The morphism I induces an isomorphism in HQ(z,t) coho-
mologies and induces an isomorphism of ”Gauss-Manin” connections in
these cohomologies.
What about the Hodge property? If U¯ also has zero as a critical
point (and dimJ(W ) = dimJ(U¯)) , then one can even find simultaneously
Qg(W ) and Gg(U¯) closed elements in Hg , but this is not enough - the
local LG system does not have the Hodge property!
To show this we will introduce the operation Hol that takes a holo-
morphic piece of a germ.
Definition. We define the linear map Hol from the space Hg to the space
HS of germs of the K.Saito QG− system as follows: Hol sends (p, q)-forms
to zero if q 6= 0, and
Hol(Ω(X, X¯)A1...ApdX
A1 . . . dXAp) = Ω(X, 0)A1...ApdX
A1 . . . dXAp. (68)
It is clear that
Hol ◦Qg(t, z) = QS(t, z) ◦Hol. (69)
Note that Hol wipes out U¯ .
Statement. The map Hol is a quasiisomorphism between the local LG-
system and the K.Saito QG− system.
This follows from the following Lemma.
Lemma. For any germ of holomorphic form ω ∈ HS there is a germ
ω′ ∈ Hg, such that ω + ω′ considered as an element of Hg is both Qg and
Gg− closed, i.e. represents an element of H
g,l
Q(t,z).
Idea of the proof. Below we will show it for the case d = 1; this gives
the ”idea” why it happens.
Let us introduce the parameter τ in front of U¯ , and solve equations
Qg(ω + ω′) = Gg−(ω + ω
′) = 0, expanding ω′ in τ . Specifically, let
ω′ =
∑
k
τk(Pk(X, X¯)dX +Rk(X, X¯)dX¯), (70)
then we have to solve the following system:
∂Pk
∂X¯
− Rk ∂W
∂X
= 0; (71)
∂U¯
∂X¯
Pk − ∂Rk+1
∂X
= 0. (72)
If Pk, Rk are known, we can get Rk+1 from the second equation, and then
Pk+1 from the first. Note that degrees of polynomials P and R are con-
stantly increasing in these iterations; that is why (in germ topology) the
seria in τ is convergent.✷
From the previous statement it follows that the local LG-system does
not have the Hodge property (since the K.Saito system does not have it).
Nevertheless, if W has only one critical point, one can find a substi-
tute to the ”Hodge” connection in HgQ(t,z); let us call it the ”quasihodge”
connection.
Definition. Let ωHa (t) be harmonic elements in H
F that are covariantly
constant with respect to ”Hodge” connection. Let us define ”quasihar-
monic” elements in Hg as germs of expansion at zero of harmonic ele-
ments in HF : ωQHa (t) = Iω
H
a (t). ”Quasiharmonic” elements determine
the ”quasihodge” connection ∇QH in HgQ(t,z) through its covariantly con-
stant sections [Pa(z, z
−1)ωQHa (t)]Qg(t,z), where P are polynomials.
”Quasiharmonic” elements satisfy equation (that is obtained by ex-
pansion at zero of the corresponding equation in global LG system, see
subsection 5.2 ):
∂
∂ti
ωQHa (t) + z
−1(Φgiω
QH
a (t)− Cbi,a(t)ωQHb (t)) ∈ ImQg(t, z) (73)
Relation between ”quasihodge” and ”Gauss-Manin” connections is ex-
actly the same as in global LG-system:
∇GMi = ∇QHi − z−1Ci. (74)
Let us define the ”quasiharmonic” elements ωQHSa (t) ∈ HS as images
of Hol acting on ”quasiharmonic” elements in Hg:
ωQHSa (t) = Holω
QH
a (t) = Hol ◦ IωHa (t) (75)
As in local LG-system ”quasiharmonic” elements determine the ”quasi-
hodge” connection ∇QHS in HSQ(t,z) that is related to the ”Gauss-Manin”
connection ∇GMS like in local LG-system (just apply Hol to (73)):
∇GMSi = ∇QHSi − z−1Ci. (76)
Classes of ”quasiharmonic” elements in HSQ(t,z) span the vector space
HQHS(t) ⊂ HSQ(t,z) that projects onto the space HSQ(t), i.e. the space
HQHS(t) could be considered as the image of the ”section” V QHS(t):
HQHS(t) = ImV QHS(t) (77)
From (76) we conclude that the ”section” V QHS(t) satisfies the K.Saito’s
condition (ii) for a ”good section” (over the space C[[t]]).
Now we need a pairing.
7.4 Higher pairings. In this subsection we continue to assume that
W (X, 0) has only one critical point at X = 0. We will try to define a
pairing on Hg,lQ(t,z) that coincides with the pairing (46) on germs of forms
from HF .
Definition. Consider the space HP of forms on Cd whose coefficients
grow not faster than a polynomial as |X| → +∞. Let us take an operator
R = ∗∂¯W¯∗, where ∗ is a Hodge operation. Take a positive real number
ǫ . Then, we define the bilinear pairing <,> (ǫ, z) on HP with values in
C[[z]] as:
< ω1, ω2 >P (ǫ, z) =
∫
Cd
ω1C exp(−ǫ−1{Q(t) + zG−, R})ω2 (78)
Here C is a Weil operator (see (46)).
Statement 7.4.1 The asymptotic expansion at ǫ = 0 of the pairing <
,>P (ǫ, z) leads to a pairing <,>g (ǫ, z) defined on germs at X = 0.
Proof. Fix the power n of z, and then use the saddle point estimation of
the pairing on forms whose coefficients are monomials. The ǫ expansion
of the pairing has the form: (ǫ)(m−k)/LS(ǫ1/L), where k and L are some
integers depending on the polynomial W and the integer n, the positive
integer m depends on the monomial, and S(u) is some Taylor seria. As
the power of the monomial grows, m tends to infinity.✷
Definition-Statement 7.4.2 The value of the pairing < ω1, ω2 >g (ǫ, z)
on Q(t) and G− closed germs is independent of ǫ and defines the pairing
<,>g,U¯ (z) between Q(t)−zG− and Q(t)+zG− cohomologies in the space
of germs.
Proof. Take the derivative in ǫ. This brings down the Q(t) + zG− exact
term. After commutation with C, the operator Q(t) + zG− turns into
Q(t)− zG−. Thus, the derivative in ǫ is equal to zero. Similarly one can
prove that the change of ω2 by Im(Q(t)+zG−) or of ω1 by Im(Q(t)−zG−)
does not change the value of the pairing.✷
Statement 7.4.3 Main property of the pairing <,>g,U¯ (z) : the value of
this pairing on germs of harmonic forms from HF is independent on z and
coincides with the value of the pairing (46) on corresponding harmonic
forms:
< IωHa , Iω
H
b >g,U¯ (z) =< ω
H
a , ω
H
b > (79)
Proof. Consider the value of the pairing <,>P (ǫ, z) on harmonic forms
from HF as a smooth function of ǫ, taking values in C[[z]]. As in the proof
of Statement 7.4.2 we conclude that such a function is independent of ǫ.
In order to evaluate this function we can go to the limit ǫ→ +∞. Such a
limit exists and is equal to the pairing <,> on the harmonic forms from
HF ; so, the z dependence disappears.✷
Definition. Let us define the pairing <,>Hol (z) on holomorphic germs
of (d, 0)-forms as a pairing <,>g,0 (z). Expanding in z, we get a set of
higher pairings <,>Hol (z) =
∑
k <,>
(k)
Hol z
k
Statement 7.4.4
< ω1, ω2 >g,U¯ (z) =< Hol(ω1), Hol(ω2) >Hol (z). (80)
Proof. Consider the antiholomorphic dilatation Dλ: X → X , X¯ → λX¯ .
The dilatation leaves Q(t) invariant but transforms G−(U¯) into G−(DλU¯)
. It also transforms {Q(t) + zG−(U¯), R} to {Q(t) + zG−(DλU¯), DλR}.
The change in R does not change the value of the pairing on Q(t) and
G− closed germs of forms( if this value is defined) by the argument of
”bringing down” a Q(t, z) exact term from the exponent; thus,
< ω1, ω2 >g,U¯ (z) =< Dλω1, Dλω2 >g,DλU¯ (z). (81)
Now, taking λ to zero, we have proved the statement.✷
Conjecture. The K.Saito pairing KS(z) coincides with <,>Hol (z).
Arguments in favor of the conjecture:
1) Both pairings are in some sense natural in Q(t, z) cohomologies.
2)By explicit computations one can show that the first two terms in the
expansion in z coincide for these two pairings.
3)The (−1)k factor in K.Saito’s pairing could be explained by observing
that, after commutation with the Weil operator C, Q(t) + zG− passes to
Q(t)− zG−.✷
Putting everything together, we see that higher pairings <,>
(k)
Hol, k > 0
vanish on holomorphic pieces of germs of covariantly constant sections of
the ”Hodge” connection:
< ωQHS, ωQHS >
(k)
Hol=< I(ω
H), I(ωH) >
(k)
g,U¯
= 0, k > 0. (82)
Thus the ”section” determined by V QHS (i.e. whose image is spanned
by classes of holomorphic pieces of germs of harmonic forms) satisfies the
condition (i) of K.Saito for a ”good section” (if we assume that conjecture
above is correct).
7.5 ”Holomorphic anomaly” and K.Saito’s condition (iii) Here
we continue to assume that W (X, 0) has only one critical point at X = 0.
From results of subsections (7.3) and (7.4) we see that taking any
U¯ that is good for W we can construct V QHS(t, U¯) that determines a
”section”, that satisfies conditions (i) and (ii). Now we will study how
V QHS(t, U¯) depends on U¯ .
Consider the family inside the space of polynomials U¯ that are good
for W (X, t):
U¯(X¯, t′) = U¯(X¯) + t′Ψ(X¯) (83)
where Ψ(X¯) is a polynomial, depending on X¯ , T ′ is a base of the family
and parameter t′ is a coordinate on the base.
Harmonic elements of the pair (Q(W (t)), G−(U¯(t
′)) form a bundle over
T ′. There is a ”Hodge’ ” connection in this bundle such that the classes
in Q(t)-cohomologies of its covariantly constant sections do not depend
on t′. We denote these covariantly constant sections as ωH
′
a (t
′, t), where
index a labels some basis in Q(t)-cohomologies.
Operator Q(t) + zG−(t
′) we will denote as Q(t, t′, z).
Let us define classes [ωQH
′S
a (t
′, t)]QS(t,z) as:
[ωQH
′S
a (t
′, t)]QS(t,z) = [Hol ◦ IωH′a (t′, t)]QS(t,z) (84)
Note, that HQHS(t, U¯(t′)) = Span{[ωQH′Sa (t′, t)]QS(t,z)} .
Since polynomial Ψ ( considered as an operator acting in the space of
forms by multiplication) commutes with G−(t
′), this polynomial leads to
a linear operator acting in the space of G−(t
′) cohomologies. This action
is represented by a linear operator C¯(Ψ, t′, t) whose matrix elements in
the basis [ωH
′
a (t
′, t)]G−(t′) we will denote as C¯(Ψ, t
′, t)ba:
ΨωH
′
a (t, t
′) = C(Ψ, t′, t)baω
H′
b (t, t
′) + ImG−(t
′) (85)
Statement 7.5.1 In QS(t, z) cohomologies
∂
∂t′
[ωQH
′S
a (t
′, t)]QS(t,z) = z(C¯(Ψ, t
′, t)ba −Ψ(0)δba)[ωQH
′S
b (t
′, t)]QS(t,z) (86)
Proof. By reasoning like in the proof of step 1 in subsection 5.1 we get
∂
∂t′
ωH
′
a (t
′, t) + z(Ψ(X¯)ωH
′
a (t
′, t)− C¯(Ψ)ba(t′, t)ωH
′
b (t
′, t)) ∈ Im(Q(t, t′, z))
(87)
After passing to germs and taking the holomorphic piece we are left only
with Ψ(0). ✷
Remark. A version of statement 7.5.1 is known in the physics literature
as t− t∗ equations [CV].
Up to now we ignored condition (iii) of K.Saito. Now we are in position
to study restrictions it imposes on U¯ .
Statement 7.5.2 Let u = U¯(0, t′). Then,
[W (t)ωQHSa (t, t
′)]QS(t,z) ∈
HQHS(t, t′) + zHQHS(t, t′) + z2(C¯(U¯(t′))− u)HQHS(t, t′) (88)
Proof. Let us fix t and t′. Consider auxiliary family T ′′ of pairs of
polynomials U¯(t′, t′′) = (1 + t′′)U¯ , W (t, t′′) = (1 + t′′)−1W (t); t′′ is a
coordinate in T ′′. Now take two connections (∇A and ∇B) in the bundle
of harmonic forms over T ′′. First we describe connection ∇A.
Consider the manifold of ”good pairs” of polynomials W and U¯ , and
a bundle of harmonic forms over this manifold. There is a ”sum” Hodge
connection in this bundle, that is defined as follows. The restriction of
the ”sum” Hodge connection to submanifolds of varying W for fixed U¯ is
a Hodge connection (see section 5.2), and its restriction to submanifolds
of varying U¯ for fixed W is a Hodge’ connection that was already defined
in this subsection. The family T ′′ is a submanifold in the space of ”good
pairs” and connection ∇A is a restriction of the ”sum” Hodge connection
to T ′′.
Connection ∇B follows from (54) and is induced by multiplication with
(1 + t′′)qˆ, where qˆ is an operator acting on a (p, q)-form as multiplication
by q. From comparison of the two connections at t′′ = 0 we get:
(∇A −∇B)(Span{ωH′a (t, t′)}) ⊂ (Span{ωH
′
a (t, t
′)}) (89)
Evaluation of this relation up to the image of Q(t, t′, z) gives:
z(U¯(X¯)ωHa (t, t
′)− C¯(U¯)baωHb (t, t′))−
(z−1)(W (X, t)ωHa (t, t
′)− C(W (t))baωHb (t, t′))−
−qˆωHa (t, t′) ∈ Span{ωHc }+ ImQ(t, t′, z) (90)
Now application of Hol ◦ I proves the statement.✷.
Corollary. K.Saito condition (iii) ( for a case with one critical point) is
satisfied if U¯ is quasihomogeneous.
Proof. If U¯ is quasihomogeneous, U¯ is G− exact and acts by zero in G−
cohomologies, i.e. C¯(U¯)ba = 0. Then the condition (iii) of K.Saito follows
from statement 7.5.2.✷
Note, that condition (iii) of K.Saito leaves open a possibility to get
different ”good sections” from different quasihomogeneous U¯ (phenomena
of ”holomorphic anomaly”).
Example of holomorphic anomaly. Consider W (X, Y ) = X4 + Y 4,
and
U¯(X¯, Y¯ , t′) = X¯4 + Y¯ 4 + t′X¯2Y¯ 2. (91)
Here ”good section” V QHS(t′) does depend on t′. In particular,
V ([X2Y 2dXdY ]QS ; t
′) = [X2Y 2dXdY + zc(t′)dXdY ]QS(z), (92)
with some function c(t′) that is not zero (but c(0) = 0). Really, X¯2Y¯ 2
is non-zero in G− cohomologies, and statement of holomorphic anomaly
follows from the Statement 7.5.1. One can also directly check that the
family of sections (92) do satisfy (i) and (iii) requirements of K.Saito.
8. Conclusion
In this paper we have shown that genus zero ”amplitudes” in ”compact”
topological string theories are completely determined by the corresponding
”Hodge string” QG− system.
It seems that QG− systems deserve the study on their own. They form
a category similar to the category of manifolds. ”Hodge string” QG− sys-
tems (like global ”Landau-Ginzburg” system) look like compact manifolds,
i.e. there are theorems of existence of different structures but it is hard
to compute them. The QG− systems of the K.Saito type are like affine
manifolds , and the choice of ”good section” resembles compactification.
Appendix: From the family of hypersurfaces
to z∂ + ∂W (t) cohomologies.
In this appendix we will show (following K.Saito) how to get from the
family of hypersurfaces to the bundle of z∂+∂W (t) cohomologies, and how
the Gauss-Manin connection in the cohomologies of the fiber in K.Saito
interpretation leads to canonical ”Gauss-Manin” connection (subsection
(5.1)).
In this Appendix ∂ stands for partial derivatives in X only.
Consider the family of affine hypersurfaces in Cd over S ⊗ T defined
by equation :
W (X, t)− s =W (X) + tiΦi(X)− s = 0. (93)
Here, parameters of equation s, ti are considered as algebraic coordinates
on S, and T respectively. This surface is degenerate on the discriminant
Dis, defined as the submanifold in S ⊗ T , such that
(W (t)− s) ∈ C[X ]/I(W ), (94)
where I(W ) is the ideal generated by partial derivatives ofW with respect
to X . For (s, t) ∈ S ⊗ T − Dis the surface is nondegenerate, and the
holomorphic (d-1) forms on it are given as residues of the meromorphic
forms
Ω(t, s)
W (t)− s, (95)
where Ω is a holomorphic d form on Cd. If
Ω = ∂W (t)∂ω, (96)
then, its periods vanish (just integrate ∂ω by parts); so, it is exact. Thus,
(d− 1, 0)-cohomologies H(s, t) of the surface over S ⊗ T −Dis are equal
to:
H(0)(s, t) = {Ω(s, t)}/{(W (t)− s)Ω(s) + ∂ω(s)∂W}. (97)
If (s, t) ∈ S⊗T−Dis, there is another way to represent (d−1, 0)-forms
on the hypersurface as a residue:
ω(s, t)∂W (t)
W (t)− s . (98)
Thus, we can define ‡‡
H(1)(s, t) = (99)
{ω(s, t)∂W (t)}/{((W (t)− s)Ω(s, t) + ∂ω′(s, t)∂W (t)) ∩ ω(s, t)∂W (t)},
and there is a map
b(s, t) : H(1)(s, t)→ H(0)(s, t), [ω(s, t)∂W (t)](1) 7→ [ω(s, t)∂W (t)](0)
(100)
that is an isomorphism for (s, t) ∈ S ⊗ T −Dis. Here, [ ](i) mean equiva-
lence classes in H(i).
There is a Gauss-Manin connection, defined as a unique flat connection
in the bundle of (d − 1, 0) cohomologies of the family of the non singular
hypersurfaces, such that the periods of its covariantly constant sections
are constant (as functions of parameters).
This connection acting on cohomologies (written in the form H(0)(s, t))
has the following form:
∇GMs [Ω(s, t)](0) = [∂ω(s, t)](0) (101)
∇GMi [Ω(s, t)](0) = [Φi∂ω(s, t)](0) (102)
for [ω(s, t)∂W (t)](1) = b
(−1)(s, t)([Ω(s, t)](0)).
The definitions of H(i) could be easily extended to (s, t) ∈ Dis, while
(as one can expect) for such values of (s, t), the morphism b(s, t) is just an
inclusion, and (as one could expect from the very beginning) the Gauss-
Manin connection is not defined. It becomes a Gauss-Manin operator
‡‡ for d = 1 ∂ω′(s, t) has to be replaced by a X-independent function of s and t
because ∂ has cohomology in the space of holomorphic 0-forms
(that we will still denote by the same letter ∇GM ) acting from H(1)(s, t)
to H(0)(s, t) considered as modules over O(S ⊗ T ) . K.Saito introduced
the decreasing filtration on the module H(0)(s, t): class [Ω](0) ∈ H(k) iff
(∇GMs )k[Ω](0) is well defined.
In order to have Gauss-Manin connection defined everywhere K.Saito
extends the space H(0) to the space
H(δ−1s ) = C << δ
−1
s >> ⊗C[δ−1s ]H(s, t) (103)
and δ−1s acts on H(s, t) as an inverse of the Gauss-Manin connection ∇GMs .
Now the Gauss-Manin connection acts on the space H(δ−1s ) as follows:
∇GMs δ−ks [ω](0) = δ−(k−1)s [ω](0),∇GMi δ−ks [ω](0) = δ−(k−1)s [Φiω](0) (104)
In order to make contact with the subsection 7.1 we first observe that
over C[s] the space H(0) could be identified with
{Ω(t)}/{∂W (t)∂ω(t)} (105)
P (X, t, s)dX1 . . . dXd 7→ P (X, t,W (X))dX1 . . . dXd. It is still a O[s]
module, with s acting as multiplication with W (X).
Recalling that the space of holomorphic top forms was named in sub-
section 7.1 as HS, and that operators ∂ and ∂W (t) were named as GS−
and QS(t) respectively, we identify
H(0) ∼= HS/ImQS(t)GS− (106)
i.e. H(0) ∼= H l,S. One can see that K.Saito’s filtration (described in
this Appendix) corresponds to filtration by powers of z that is induced on
H l,S from its inclusion in HˆQ(t,z) (see section 5.1).
Thus, identifying δ−1s with a formal parameter −z from subsection 5.1,
one easily finds that K.Saito’s H(δ−1s ) corresponds to H
S
Q(t,z) and Gauss-
Manin connection acting H(δ−1s ) corresponds to canonical ”Gauss-Manin”
connection (see subsection (5.1)) .
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