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1. Introduction and Preliminaries
Let A be a C∗-algebra with multiplier algebra M(A). The celebrated Dauns-
Hofmann theorem states that Z(M(A)), the centre of M(A), is ∗-isomorphic to
Cb(Prim(A)), the C∗-algebra of continuous, bounded, complex-valued functions
on Prim(A) (the primitive ideal space of A with the hull-kernel topology). Let
φA : Prim(A)→ Glimm(A) be the complete regularization map for Prim(A) (where
Glimm(A) is the completely regular topological space with the universal prop-
erty that any continuous map of Prim(A) into a completely regular space factors
uniquely through φA). Thus Z(M(A)) is ∗-isomorphic to Cb(Glimm(A)).
If A is a unital C∗-algebra then A = M(A) and Glimm(A) is compact (being
the continuous image of the compact space Prim(A)) and is homeomorphic to the
maximal ideal space of Z(A); and hence is metrizable if A is also separable. If A
is non-unital, however, there may be little relation between Glimm(A) and Z(A).
For example, if A = C∗(G), where G is the continuous Heisenberg group, then
Z(A) = {0} but Glimm(A) is homeomorphic to the real line R, see [13, section III].
This phenomenon, where the Glimm space is larger than the maximal ideal space
of the centre, is common with the group C∗-algebras of non-discrete groups as can
be seen in [10, section 5] and [14, sections 1, 3, and 5]. Another complication that
arises in the non-unital context is that Glimm(A) need not be locally compact (see,
for example [7, III.9.2]), and hence may not be homeomorphic to the maximal ideal
space of any commutative C∗-algebra.
If A has a countable approximate identity then Prim(A) is σ-compact and hence
its continuous image Glimm(A) is also σ-compact, and is thus normal and para-
compact. Otherwise little is known about the possibilities for Glimm(A), and the
main purpose of this paper is to show that, for A separable, Glimm(A) can be any
quotient of a locally compact, second countable, Hausdorff space, and that all pos-
sibilities occur as the Glimm spaces of separable AF C∗-algebras (Theorem 2). This
extends the theorem of O. Bratelli who showed that every separable, unital, com-
mutative C∗-algebra arises as the centre of some separable unital AF C∗-algebra
[6]. In particular it follows that Q (the space of rational numbers with the usual
topology) is not the Glimm space of any separable C∗-algebra. On the other hand,
Theorem 2, combined with an example due to Arhangel’ski˘i and Franklin [3], shows
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that there is a separable AF C∗-algebra A for which Glimm(A) is nowhere locally
compact. The basic idea of the construction that we use for a C∗-algebra having a
prescribed Glimm space is due to Bratteli [6, p. 199]; however, the proof that this
C∗-algebra satisfies the requirements is new even for the case of a second countable
locally compact Hausdorff space that was treated in [6] and [9].
In Section 3 we investigate the failure of local compactness of Glimm(A) in the
case when A is separable. We show that a point x ∈ Glimm(A) fails to have a
compact neighbourhood precisely when it fails to have a countable neighbourhood
base, and that this can be characterized in terms of the behaviour of the map φA
at φ−1A (x) (Theorem 4). Thus if A is separable, then Glimm(A) decomposes into an
open subset S, which is both locally compact and metrizable, and a closed subset
Glimm(A) \ S of exceptional points for which both local compactness and first
countability fail.
In the proof of Theorem 2 we shall employ Bratteli diagrams (see [5] and [12] for
the definition of this notion) of the kind that we describe below. They consist of a
set of pairs, called also vertices, D := {(k, i) | 1 ≤ i ≤ s(k), k ≥ 1} where {s(k)}∞k=1
is a sequence of natural numbers and a set of edges connecting the elements of
the k-th row {(k, i) | 1 ≤ i ≤ s(k)} with elements of the (k + 1)-th row. If (k, i)
and (k + 1, j) are connected by an edge, one says that (k, i) is an (immediate)
ancestor of (k + 1, j) and the latter is a descendant of the former. Each element
in D has at least one descendant. In general edges can have a multiplicity but
in this paper every edge has multiplicity one. The dimension of each pair that
has no ancestors is one; the dimension attached to any other pair is equal to the
sum of the dimensions of all its ancestors in the previous row. More generally, we
shall say that the vertex v1 is an ancestor of the vertex vp if there are vertices
{vt}
p
t=1 such that vi is an immediate ancestor of vi+1, 1 ≤ i < p. Of course, in this
situation too, vp is called a descendant of v1. We shall say that a sequence {vp}p=1
of vertices of the diagram, finite or infinite, is connected if vp is an ancestor of vp+1,
p ≥ 1. A connected sequence is called complete if vp+1 is on the row immediately
following that of vp, p ≥ 1. It is well known that every Bratteli diagram defines an
AF C∗-algebra. Moreover, as shown in [5] (see also [12] for the non-unital case),
there is a one-to-one correspondence between the closed ideals of this AF algebra
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and subdiagrams of a certain kind which we shall call ideal subdiagrams. This
correspondence respects the order of the lattice of closed ideals and that of the
subdiagrams. By a primitive ideal subdiagram we shall mean an ideal subdiagram
that corresponds to a primitive ideal. Let now {vp}∞p=1 be a complete connected
sequence in D with v1 on the first row of D. Set
E := {v ∈ D | v is a descendant of vp for some p ≥ 1}.
Then E is the smallest subset of D having the properties that {vp}∞p=1 ⊆ E and
D \ E is a primitive ideal subset.
The space Glimm(A) associated with a C∗-algebraA is endowed with the weakest
topology for which the elements of Cb(Prim(A)) when considered as functions on
Glimm(A) are continuous. For a separable A this is the same as the quotient
topology defined by φA as follows from [11, Theorem 2.6].
For the proof of our main result we shall need a variant of lemma from [6].
Lemma 1 (Lemma 4 of [6]). Suppose A1 ⊆ A2 are finite dimensional C
∗-algebras
with the unit of A2 contained in A1 and {e
j
k}
pj
k=1, j = 1, 2, are mutually orthogonal
projections in Z(Aj). Let aj = Σ
pj
k=1α
j
ke
j
k, j = 1, 2. Then ‖a1 − a2‖ = sup{|α
1
k −
α2l | | e
1
ke
2
l 6= 0}.
Proof. It is assumed everywhere in [6] that an embedding of a finite dimensional
C∗-algebra into another preserves the units but this is not really needed for the
proof of [6, Lemma 4]; the proof there remains valid without this assumption.

2. Glimm spaces of AF algebras
In this section we shall establish a characterization of the Glimm space of a
separable C∗-algebra.
Theorem 2. The following properties are equivalent for a Hausdorff topological
space X:
(i) There is an AF algebra A such that X is homeomorphic to Glimm(A);
(ii) There is a separable C∗ algebra A such that X is homeomorphic to Glimm(A);
(iii) X is homeomorphic to the quotient of a locally compact Hausdorff second
countable space;
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(iv) X = ∪n=1Xn where {Xn}n=1 is an increasing sequence of compact metriz-
able subspaces such that a subset F of X is closed if and only if F ∩Xn is
closed for each n.
Remarks 3. (1) A Hausdorff space satisfying (iii) is paracompact by [15, The-
orem 1]. A space X satisfying (iv) is (homeomorphic to) the quotient of
the disjoint union of {Xn}, a locally compact Hausdorff second countable
space, hence it is also paracompact.
(2) When X is compact, the implication (iv) ⇒ (i) is an immediate conse-
quence of the main result of [6] and the Banach-Stone theorem.
Proof. (i)⇒ (ii). This is obvious.
(ii) ⇒ (iii). Let A be a separable C∗-algebra. By [2, Proposition 3.2] and [11,
Proposition 2.4] Glimm(A) is homeomorphic to a quotient space of the space of all
proper primal ideals of A endowed with the τs topology. By [1, Proposition 4.1 and
p.525] the latter space is locally compact Hausdorff and second countable.
(iii) ⇒ (iv). Suppose Y is a locally compact Hausdorff space with a countable
basis and ϕ : Y → X is a quotient map. Let {Yn} be a sequence of compact subsets
of Y such that Yn ⊂ int(Yn+1), n ≥ 1, and ∪Yn = Y . Denote Xn := ϕ(Yn). Then
C(Xn) can be isomorphically embedded into C(Yn); hence C(Xn) is separable and
Xn is compact metrizable. Now suppose that F ⊂ X satisfies: each F∩Xn is closed.
We want to show that ϕ−1(F ) = ∪ϕ−1(F ∩Xn) is closed in the metrizable space Y .
Let {ym} be a sequence in ϕ−1(F ) that converges to y ∈ Y . Then y ∈ int(Yp) for
some p ≥ 2; hence {ym}m≥l ⊂ int(Yp) for some l. We have {ϕ(ym)}m≥l ⊂ F ∩Xp
and limϕ(ym) = ϕ(y). Thus ϕ(y) ∈ F ∩Xp and y ∈ ϕ
−1(F ∩Xp) ⊂ ϕ
−1(F ). We
have obtained that ϕ−1(F ) is closed and it follows that F is closed in X .
(iv) ⇒ (i). We begin by choosing a sequence {fm} in Cb(X) such that the
restrictions {fm |Xn}m=1 are dense in C(Xn) for every n. This can be done by
choosing for each n a sequence of functions dense in C(Xn) and extending them to
all of X without increasing their norms. Renumbering the union of these sequences
will yield the sequence {fm}.
Set X0 := ∅. For eachm ≥ 1 and k ≥ 1 we decompose the sets Xn\Xn−1, n ≥ 1,
into finitely many mutually disjoint subsets such that the oscillation of fm on each
of these subsets is less than 2−k. The characteristic functions of these subsets of
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Xn \Xn−1 generate a commutative AF algebra Bn of scalar functions on X that
vanish off Xn \Xn−1. Clearly each fm |Xn belongs to Cn := ⊕
n
i=1Bi; hence C(Xn)
is a subalgebra of Cn with the same unit; here we look at the elements of C(Xn) as
functions defined on all of X that vanish on X \Xn and similarly, the elements of Cn
are considered as functions onX that vanish offXn. The restriction of the functions
in Cn+1 = Cn ⊕ Bn+1 to Xn is the natural projection of Cn+1 onto Cn. Of course,
it maps C(Xn+1) onto C(Xn). Denote by Yn the maximal ideal space of Cn, n ≥ 1
and set Y0 := ∅; we shall identify sometimes Cn with C(Yn) and consider Yn as an
open and closed subspace of Yn+1. Due to the fact that C(Xn) is a C
∗-subalgebra
of C(Yn) that contains the unit of C(Yn) there exists an obvious quotient map qn
of Yn onto Xn; for x, y ∈ Yn we have qn(x) = qn(y) if and only if f(x) = f(y) for
every f ∈ C(Xn). Clearly, qn+1 | Yn = qn and q
−1
n+1(Xn+1 \ Xn) ⊆ Yn+1 \ Yn for
every n. Set Y := ∪n=1Yn and endow Y with the weak topology determined by the
subspaces {Yn \Yn−1}n=1. By defining q(s) := qn(s) if s ∈ Yn we get a well defined
map of Y onto X ; it is a quotient map since a subset of X is closed (open) if and
only if its intersections with every Xn are closed (respectively, relatively open).
Let now {Bk,n}∞k=n be an increasing sequence of finite dimensional C
∗-subalgebras
of Bn such that the unit of Bn belongs to Bn,n and Bn = ∪k=nBk,n. Set Ck,n :=
⊕kp=1Bk,p for 1 ≤ k ≤ n and Ck,n := ⊕
n
p=1Bk,p for k > n. Then {Ck,n}k=1 is an
increasing sequence of finite dimensional C∗-algebras, the unit of Cn belongs to
Cn,n, and Cn = ∪k=1Ck,n. The minimal projections e
j
k of Bk,n, k ≥ n, yield a
decomposition of Yn \ Yn−1 into mutually disjoint open and closed subsets {E
j
k},
r(k, n − 1) < j ≤ r(k, n), where {r(k, p)}np=1 is a strictly increasing sequence of
natural numbers and r(k, 0) = 0. The upper indexing of these subsets is done as
now indicated. We index the sets {Ejn}, n ∈ N, in an arbitrary manner starting
with j = r(n, n− 1)+ 1. For the (k+1)-th collection, we begin by indexing all the
subsets of E
r(k,n−1)+1
k in an arbitrary order beginning with j = r(k + 1, n− 1) + 1
then all the subsets of E
r(k,n−1)+2
k and so forth. Of course these subsets provide a
Bratteli diagram for the commutative AF algebra Cn. Its set of vertices is
(1) Dn := ∪
n
k=1{(k, j) | j = 1, . . . r(k, 1), r(k, 1) + 1, . . . r(k, 2), . . . r(k, k)}
⋃
∪∞k=n+1{(k, j) | j = 1, . . . r(k, 1), . . . r(k, n)}.
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The pair (k, j), r(k, p− 1) < j ≤ r(k, p), is linked by an edge to the pair (k+ 1, h),
r(k + 1, p − 1) < h ≤ r(k + 1, p), if and only if Ehk+1 is a subset of E
j
k. There is
a one to one correspondence between the points y of Yn and complete connected
sequences {(k, jk(y))}∞k=n in Dn given by {y} = ∩kE
jk(y)
k . Observe that the map
y → {(k, jk(y))} is the restriction at Yn of the analogous map from Yn+1 to the set
of complete connected sequences in Dn+1.
Now we proceed to construct a Bratteli diagram of an AF algebra A. It is based
upon the set
D := ∪∞k=1{(k, j) | j = 1, . . . r(k, 1), r(k, 1) + 1, . . . r(k, 2), . . . r(k, k)}.
There is an obvious one to one correspondence between the row of order k of D
and the decomposition of Yk into the subsets {E
j
k}, 0 < j ≤ r(k, k). We shall
arrange the pairs in every row from left to right in increasing order of the second
coordinate. The pair (k + 1, h) is a descendant of (k, j) if and only if Ehk+1 ⊂ E
i
k
for some i ≤ j and there are y1 ∈ E
j
k and y2 ∈ E
h
k+1 such that q(y1) = q(y2). In
particular, this occurs if Ehk+1 ⊂ E
j
k that is: all the edges from everyDn are present
in D too. Each row of D is finite so every pair has only finitely many ancestors and
only finitely many descendants in the following row. Observe that the points (k, j)
with r(k, k − 1)) < j ≤ r(k, k), k ≥ 1, and only these points, have no ancestor in
D. The set D with the edges described above is the diagram G of an AF algebra
which we denote A. Associated with this diagram there is an increasing sequence
of finite dimensional C∗-subalgebras {Ak} where Ak = ⊕
r(k,k)
j=1 Ak,j , k = 1, 2, . . ..
We denote the unit of Ak,j by f
j
k . Let φA : Prim(A)→ Glimm(A) be the complete
regularization map of A. Now we proceed to prove that X is a homeomorphic to
Glimm(A).
For every natural number n the subdiagram Gn of G whose set of pairs is Dn
defines, by [5, Theorem 3.3] and [12, Proposition 2.14], an ideal In of A. From
Dn ⊂ Dn+1 we get In ⊂ In+1; hence {Prim(In)}n=1 is an increasing sequence
of open subsets of Prim(A). Moreover, Prim(A) = ∪n=1Prim(In). Indeed, if
P ∈ Prim(A) then in D \ DP there is a pair without ancestors. This pair has a
descendant in the next row which is in D \ DP too. By induction we shall find
in D \ DP a complete connected sequence whose first pair has no ancestors. If
this pair is (k, j) with r(k, k − 1) < j ≤ r(k, k) then all its descendants are in Dk;
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thus we found that Ik is not contained in P thus P ∈ Prim(Ik). We claim that
Prim(In) is a compact subset of Prim(A). To see this we examine the projection
fn := ⊕
r(n,n)
j=1 f
j
n that belongs to In. If P ∈ Prim(In) then Dn is not contained
in DP ; hence in D \ DP there exists a connected sequence that is eventually in
Dn and we get ‖fn + P‖ = 1. If P /∈ Prim(In) then Dn ⊂ DP and we get
‖fn + P‖ = 0. Thus Prim(In) = {P ∈ Prim(A) | ‖fn + P‖ ≥ 1} and this set
is compact by [8, Proposition 3.3.7]. We want to show now that the topology of
Glimm(A) is determined by the sequence of compact sets {φA(Prim(In))}n=1, i.e.
a subset U of Glimm(A) is open if (and only if) U ∩ φA(Prim(In)) is relatively
open in φA(Prim(In)) for every n. Thus suppose that U satisfies this condition
and set V := φ−1A (U). Denote by φn the restriction of φA to Prim(In). Then
V ∩ Prim(In) = φ−1n (U ∩ φA(Prim(In)) is a relatively open subset of Prim(In);
hence open in Prim(A). From V = ∪n=1(V ∩ Prim(In)) it follows that V is open
in Prim(A) and we conclude that U is open in Glimm(A).
Now we shall define a continuous map ϕ : Y → Prim(A) as follows: for y ∈
Yn \ Yn−1, ϕ(y) is the largest primitive ideal P of A such that D \DP contains the
complete connected sequence {(k, jk(y))}∞k=n. In order to establish the continuity of
ϕ let O be an open subset of Prim(A) and I the ideal of A such that Prim(I) = O.
Then
{y ∈ Y | ϕ(y) ∈ O} = {y ∈ Y | (D \Dϕ(y)) ∩DI 6= ∅}.
By the definition of ϕ(y), we have (D \ Dϕ(y)) ∩ DI 6= ∅ if and only if there is
a pair (k0, jk0(y)) ∈ D
I . Then y ∈ E
jk0 (y)
k0
⊂ Yn \ Yn−1 and if z ∈ E
jko (y)
k0
we
have (k0, jk0(y)) = (k0, jk0(z)); hence ϕ(z) does not contain the ideal I. Thus
ϕ(E
jk0 (y)
k0
) ⊂ O and {y ∈ Y | ϕ(y) ∈ O} is open. The map ϕ drops to a continuous
map ψ : X → Glimm(A); that is, there is a continuous map ψ from X to Glimm(A)
such that
(2) ψ ◦ q = φA ◦ ϕ.
Indeed, let y1, y2 ∈ Yn ⊂ Y for some n with q(y1) = q(y2). We have {yi} =
∩k=nE
jk(yi)
k , i = 1, 2. Suppose that jn(y1) ≤ jn(y2). Then, in D, each pair
(k, jk(y2)) is connected by an edge to the pair (k + 1, jk+1(y1)), k ≥ n. It follows
that ϕ(y1) ⊂ ϕ(y2). Thus φA(ϕ(y1)) = φA(ϕ(y2)) and the existence of ψ is proven.
The continuity of ψ is an immediate consequence of the continuity of the other
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three maps involved in the equality (2) and of the fact that q is a quotient map.
Clearly ϕ(Yn) ⊂ Prim(In) so ψ(Xn) ⊂ φA(Prim(In)). We intend to prove that ψ
is a homeomorphism of X onto Glimm(A).
The next step will be to show that ψ(Xn) = φA(Prim(In)) for every n. Of course,
from this will follow that ψ maps X onto Glimm(A). So let P ∈ Prim(In). There
is a complete connected sequence {(k, jk)}∞k=n in D \ D
P with 1 ≤ jn ≤ r(n, n).
There exists sn, 1 ≤ sn ≤ jn, such that E
jn+1
n+1 ⊂ E
sn
n . Similarly, there exists
sn+1, 1 ≤ sn+1 ≤ sn, such that E
jn+2
n+2 ⊂ E
sn+1
n . Continuing in this way we get
a non increasing sequence of natural numbers {sm}m=n that eventually becomes
constant. Thus we infer that there is tn, 1 ≤ tn ≤ jn, such that all but finitely
many of the sets {Ejkk }k=n are contained in E
tn
n . Arguing with the subsets of
Etnn corresponding to pairs on the n + 1 row of D we find that there is tn+1,
1 ≤ tn+1 ≤ r(n + 1, tn) such that E
tn+1
n+1 contains all but finitely many of the sets
{Ejkk }k=n. Inductively one finds a sequence {tl}l=n such that {E
tl
l }l=n is decreasing
and each Etll contains all but finitely many of the sets {E
jk
k }k=n. Obviously the
complete connected sequence {(l, tl)}∞l=n is contained in D \D
P . If we denote by y
the unique point in ∩l=nE
tl
l then y ∈ Yn and ϕ(y) ⊃ P . It follows that q(y) ∈ Xn
and ψ(q(y)) = φA(ϕ(y)) = φA(P).
Keeping the above notation, we remark that if we choose yk ∈ E
jk
k , k = n,
n+1, . . ., then the sequence {yk} converges to y. For future use we note that given
a primitive ideal P of A there is a complete connected sequence {(k, tk)}∞k=n in
D \ DP such that {Etkk }
∞
k=n is a decreasing sequence. Moreover, we claim that if
{(k, tk)}∞k=n and {(k, sk)}
∞
k=m are two such sequences inD\D
P with {y} = ∩∞k=nE
tk
k
and {z} = ∩∞k=mE
sk
k then q(y) = q(z). Indeed, suppose m ≤ n. Since P is
a primitive ideal one can find inductively a connected sequence {(hk, ik)}k=n in
D \DP such that (hk, ik) is a descendant of (k, tk) and (k, sk), k ≥ n. Thus there
exist uk ∈ E
tk
k , vk ∈ E
sk
k , and {u
′
k, v
′
k} ⊂ E
ik
hk
, k ≥ n, such that q(uk) = q(u
′
k)
and q(vk) = q(v
′
k). The sequence {uk} converges to y, {vk} converges to z while by
the above argument {u
′
k} and {v
′
k} both converge to some w ∈ Y . We infer that
q(y) = q(w) = q(z).
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Now we shall prove that ψ is one to one and this will be a consequence of the
following claim: given g ∈ Cb(X) there exists g˜ ∈ Cb(Prim(A)) such that
(3) g˜ ◦ ϕ = g ◦ q.
Indeed, assuming this claim to be valid, let x1, x2 ∈ X with x1 6= x2 and choose
g ∈ Cb(X) such that g(x1) 6= g(x2). Choose also y1, y2 ∈ Y such that q(y1) = x1,
q(y2) = x2. Then g˜(ϕ(y1)) = g(x1) 6= g(x2) = g˜(ϕ(y2)), hence φA(ϕ(y1)) 6=
φA(ϕ(y2)). From (2) we obtain ψ(x1) = ψ(q(y1)) 6= ψ(q(y2)) = ψ(x2). We proceed
now to prove the stated claim so we let g ∈ Cb(X). For P ∈ Prim(A) choose a
complete connected sequence {(k, lk)}∞k=n in D\D
P such that {Elkk } is a decreasing
sequence. With {y} = ∩k=nE
lk
k set g˜(P) := g(q(y)). We infer from the remarks
above that g˜ is well defined. Obviously g˜ is bounded and satisfies (3). It remains
to prove the continuity of g˜.
For g ∈ Cb(X) we choose a sequence {gk}∞k=1, gk = Σ
r(k,k)
j=1 α
j
ke
j
k, that converges
uniformly on each Yn to (g ◦ q)|Yn and such that |α
j
k| ≤ ‖g‖, k = 1, 2, . . ., 1 ≤
j ≤ r(k, k). Denote ηnk := sup{y ∈ Yn | |g(q(y)) − gk(y)|}. We consider now the
sequence ak := Σ
r(k,k)
j=1 α
j
kf
j
k ∈ Ak, k = 1, 2, . . .. We shall show that {ak} converges
strictly to an element of the center of the multiplier algebra of A. To this end let
a ∈ Am,i, 1 ≤ i ≤ r(m,m), and suppose m < k < l. Then
(4) ‖aka− ala‖ = ‖aak − aal‖ = ‖(
∑
j
′αjkf
j
kf
i
m −
∑
j
′′αjl f
j
l f
i
m)a‖
where
∑
′ is taken for those indices j such that f jkf
i
m 6= 0 and
∑
′′ is taken for
those indices j such that f jl f
i
m 6= 0. Now remark that f
j
kf
i
m = f
i
mf
j
kf
i
m and f
j
l f
i
m =
f imf
j
l f
i
m since m < k < l; hence the two sums in (4) are in the unital hereditary
C∗-algebra f imAf
i
m. They actually belong to the centers of f
i
mAkf
i
m and f
i
mAlf
i
m
respectively so we can apply Lemma 1 to estimate the norm in (4). Also remark
that if f j
′
k f
i
m 6= 0 6= f
j′′
l f
i
m and (l, j
′′) is a descendant of (k, j′) then there are
y′ ∈ Ej
′
k and y
′′ ∈ Ej
′ ′
l such that q(y
′) = q(y′′). Thus
(5) |αj
′
k − α
j′ ′
l | ≤ |α
j′
k − g(q(y
′))|+ |g(q(y′′))− αj
′′
l | ≤ η
m
k + η
m
l .
From (4) and (5) we obtain
(6) ‖aka− ala‖ = ‖aak − aal‖ = max{|α
j′
k − α
j′ ′
l | | f
j′
k f
j′′
l f
i
m 6= 0} ≤ η
m
k + η
m
l .
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Thus {aka} and {aak} are Cauchy sequences. Of course, this is true if a is any
element of Am. Since the sequence {ak} is bounded we can conclude that {aka}
and {aak} are Cauchy sequences for any a ∈ A; thus {ak} strictly converges to
some multiplier b. If a ∈ Am and k > m then aak = aka, hence ab = ba. It follows
that b is in the center of the multiplier algebra; hence there is h ∈ Cb(Prim(A))
such that ab+ P = h(P)(a+ P) for every a ∈ A and P ∈ Prim(A). We are going
to show that h = g˜.
Let P be a primitive ideal of A, say P ∈ Prim(In) for some n, and suppose
(m, i) ∈ D \ DP is the leftmost pair of D \ DP in the m-th row. Then in every
subsequent row of D \DP the descendants of (m, i) are situated to the left of every
other pair. Set im := i and for every k > m let (k, ik) be the leftmost pair of the
k-th row in D\DP . The sequence {Eikk }
∞
k=m is decreasing and we denote by y ∈ Yn
the unique point in all these sets. Let ε > 0 be arbitrary and suppose s ≥ m is
such that |g(q(z)) − g(q(y))| < ε for every z ∈ Eiss . An easy induction shows that
if (k, j) ∈ D \DP , k ≥ s, and f jkf
is
s 6= 0 then E
j
k ⊆ E
is
s . Let k ≥ s be sufficiently
large so ηnk < ε and ‖bf
is
s − akf
is
s ‖ < ε. Then for z ∈ E
j
k ⊂ Yn we have
(7) |g(q(z))− αjk| ≤ η
n
k < ε.
Thus, if (k, j) ∈ D \DP and f jkf
is
s 6= 0, by taking z ∈ E
j
k we get
(8) |g(q(y))− αjk| ≤ |g(q(y))− g(q(z))|+ |g(q(z))− α
j
k| < 2ε.
We have
(9) ‖h(P)(f iss + P)− g˜(P)(f
is
s + P)‖ = ‖(bf
is
s + P)− g(q(y))(f
is
s + P)‖ ≤
‖(bf iss + P)−
∑
′αjk(f
j
kf
is
s + P)‖+ ‖
∑
′αjk(f
j
kf
is
s + P)− g(q((y))(f
is
s + P)‖
where the sum is taken for those indices j, 1 ≤ j ≤ r(k, k), such that (k, j) ∈ D\DP
and f jkf
is
s 6= 0. Now
(10) ‖(bf iss + P)−
∑
′αjk(f
j
kf
is
s + P)‖ = ‖(bf
is
s + P)−
r(k,k)∑
j=1
αjk(f
j
kf
is
s + P)‖ ≤
‖bf iss − akf
is
s ‖ < ε,
(11) f iss + P =
∑
′f jkf
is
S + P ,
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and
(12)
‖
∑
′αjk(f
j
kf
is
s + P)− g(q(y))(f
is
s + P)‖ = ‖
∑
′(αjk − g(q(y)))(f
j
kf
is
s + P)‖ =
max|αjk − g(q(y))| < 2ε
by (11) and (8). From (9), (10), and (12) we obtain
‖h(P)(f iss + P)− g˜(P)(f
is
s + P)‖ < ε+ 2ε = 3ε.
Since ‖f iss + P‖ = 1 we finally get h(P) = g˜(P) and the continuity of g˜ is proved.
From all of the above it follows that ψ is a homeomorphism ofXn onto φA(Prim(In))
for each n. The sequence {Xn} determines the topology of X while the sequence
{φA(Prim(In))} determines the topology of Glimm(A) so we conclude that indeed
ψ is a homeomorphism of X onto Glimm(A).

3. Points of local compactness
We now investigate conditions that ensure the existence of a compact neighbour-
hood for a point in the Glimm space of a separable C∗-algebra. We also discuss
below the presence of the Baire property in the Glimm space of a separable C∗-
algebra.
A map q : X → Y is called biquotient at y ∈ Y if every open cover of q−1(y) has
a finite subfamily V such that y ∈ Int(∪{q(U) | U ∈ V}).
(i)⇒ (ii) and (iii)⇒ (i) below are from [4]. The first is problem nr. 18, chapter
VI, the second is problem nr. 21, chapter VI.
Theorem 4. Let X be a second countable locally compact Hausdorff space and Y
a Hausdorff quotient of it with q the quotient map. The following are equivalent for
y ∈ Y :
(i) the quotient map q is biquotient at y;
(ii) y has a compact neighbourhood;
(iii) y has a countable basis of neighbourhoods.
Proof. By [15, Theorem 1] Y is a paracompact space. (i) ⇒ (ii). For each x ∈
q−1(y) we choose a compact neighbourhood Cx of x in X and let Ux be its interior.
Then {Ux | x ∈ q
−1(y)} is an open cover of q−1(y) so there are {xi}
k
i=1 ⊆ q
−1(y)
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such that y ∈ Int ∪ki=1 q(Uxi). The compact set ∪
k
i=1q(Cxi) ⊇ ∪
k
i=1q(Uxi) is a
neighbourhood of y.
(ii)⇒ (iii). Let V be a compact neighbourhood of y. There exists an increasing
sequence {Xn} of compact subsets of X such that X = ∪nXn. For each n the
set q(Xn) is compact and the map h → h ◦ q, h ∈ C(q(Xn)), is a linear isometry
of C(q(Xn)) into the separable C
∗-algebra C(Xn). Thus, by the normality of Y,
there are continuous functions {fmn | 1 ≤ m < ∞} of Y into [0, 1] that separate
the points of q(Xn). The double sequence {fmn |V | 1 ≤ m,n < ∞} yields a one-
to-one mapping of V into [0, 1]ℵ0 that is a homeomorphism onto its image by the
compactness of V . It follows that the compact neighbourhood V of y is second
countable.
(iii)⇒ (i). Consider an open cover U of the closed subset q−1(y) of X . Since X
as well as q−1(y) are Lindelo¨f there is no loss of generality in supposing that U is
countable, say U = {Un}∞n=1. We may also suppose Un ⊆ Un+1 and Un∩q
−1(y) 6= ∅
for every n. We fix a neighbourhood basis {Vi}∞i=1 of y with Vi+1 ⊆ Vi for i ∈ N.
We claim that there is n0 ∈ N such that q(Un0) ⊇ Vn0 ; from this will follow that
q is biquotient at y. Assuming the claim to be false, there exists yn ∈ Vn \ q(Un)
for every n. The set Q := {yn | n ∈ N} satisfies Q = {y} ∪ Q and y /∈ Q. The
subset P := q−1(Q) of X is not closed since Q is not closed in Y . Pick x ∈ P \ P ;
then q(x) /∈ Q but q(x) ∈ q(P ) = Q. Thus x ∈ q−1(y) and there exists m ∈ N with
x ∈ Um. Set Pm := ∪{q−1(yn) | n ≥ m}. From x ∈ P \ P we get x ∈ Pm; hence
Um ∩ Pm 6= ∅. Thus there exists m1 ≥ m such that Um ∩ q−1(ym1) 6= ∅. But then
Um1 ∩ q
−1(ym1) 6= ∅ too. This contradicts the fact that yn /∈ q(Un), n ∈ N and the
above claim is established.

Remarks 5. (1) The implication (i) ⇒ (ii) from Theorem 4 is valid for every
locally compact Hausdorff space X . The implication (iii)⇒ (i) requires X
to be only a Lindelo¨f locally compact Hausdorff space.
(2) The space of the rational numbers Q is the image of a countable discrete
space by a continuous one to one function. It is also the quotient of a
locally compact Hausdorff space, being a first countable space, hence a k-
space. On the other hand, the above theorem tells us that Q cannot be
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the quotient of a second countable locally compact space: it satisfies the
condition (iii) but not the condition (ii).
Let X and Y be as in Theorem 4 and denote by S the (possibly empty) set of
all the points y ∈ Y that have the properties mentioned in the statement. Then S
is open and locally compact in the relative topology.
Proposition 6. Let X, Y , and S be as above. Then Y is a Baire space if and only
if S is dense.
Proof. If S is dense in Y then clearly Y is a Baire space. Suppose now that Y is
a Baire space and let ∅ 6= G ⊆ Y be open. With q : X → Y being the quotient
map we have that the subset q−1(G) of X is open, thus σ-compact in X . Let
{Kn} be an increasing sequence of compact sets such that q−1(G) = ∪Kn. Then
G = ∪q(Kn) and each q(Kn) is compact, hence closed in Y . The open set G is a
Baire space too so there exists n0 such that Intq(Kn0) 6= ∅. The open set Intq(Kn0)
is locally compact in its relative topology therefore it is contained in S. We obtained
S ∩G 6= ∅.

A separable C∗-algebra whose Glimm space is a non locally compact Baire space
is constructed in [7, III.9.2]. At the other extreme, there exists a separable (even
AF) C∗-algebra whose Glimm space contains no point that has a compact neigh-
bourhood. Indeed, the space constructed by Arhangel’ski˘i and Franklin [3] that
was mentioned in the Introduction is nowhere locally compact (hence nowhere first
countable by Theorem 4) but is the Hausdorff quotient of a countable disjoint sum
of converging sequences and their limits and hence is the Glimm space of an AF
algebra by Theorem 2. However, this space like any Hausdorff quotient of a second
countable locally compact Hausdorff space has the property that each of its points
is a Gδ point. Indeed, if Y is such a quotient of X by the map q and y ∈ Y then
Z := q−1(y) is closed so the open set X \Z is σ-compact. Thus Y \ {y} = q(X \Z)
is an Fσ set and {y} is a Gδ set.
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