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Introduction générale 
 
Une propriété commune à l'ensemble des diélectriques solides, qu'ils soient 
utilisés comme isolants électriques ou comme éléments de stockage d'énergie, et quelle 
que soit la taille des dispositifs selon le domaine (électrotechnique, électronique de 
puissance, microsystèmes, microélectronique…), est leur propension à accumuler des 
charges électriques au-delà d'un champ électrique critique. Si cette propriété est 
exploitée dans de nombreuses applications (traditionnellement la xérographie ou les 
électrets, plus récemment, le nano-assemblage, par exemple), dans bien d'autres elle 
peut représenter une cause de défaillance des systèmes : le renforcement local du 
champ électrique dans les éléments d'isolation électrique peut mener à une rupture 
diélectrique prématurée; en environnement chargeant tel que le spatial, l'accumulation 
de charges dans les revêtements extérieurs de satellites amène à des phénomènes de 
décharges électrostatiques, périlleuses pour les équipements; des dysfonctionnement 
notoires dans les microsystèmes électromécaniques à actionnement électrostatique se 
produisent en raison de ces phénomènes d'accumulation de charges. Quel que soit le 
domaine d'application considéré, il donc est nécessaire de se doter de moyens de 
diagnostic de l'état de charge adaptés aux contraintes, à l'environnement, à la nature et à 
la géométrie des matériaux considérés, de même que d'outils prédictifs de l'état de 
charge des matériaux permettant d'en définir les limites d'utilisation et de fournir 
également des critères de sélection des matériaux, ceci dans un souci d'aide à la 
conception.  
Les techniques de mesure de charge actuelles, avec une résolution de l’ordre du 
µm, sont inadaptées pour la caractérisation d'isolants d'épaisseur submicronique, que 
l'on retrouve de plus en plus largement dans la réalisation de microsystèmes. . Au cours 
des dernières années, les techniques de microscopie en champ proche sont devenues de 
plus en plus utilisées en dehors des seuls laboratoires experts. Pour ce qui concerne les 
matériaux diélectriques, des techniques dérivées de la microscopie à force atomique –
AFM-, telles que la microscopie à force électrostatique –EFM, ou à force de Kelvin –KFM, 
permettent d'obtenir de nouvelles informations, à l'échelle nanométrique, sur l'état de 
charge des isolants et sur leur capacité à stocker/dissiper les charges. Cependant, ces 
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techniques ne permettent pas de connaître précisément la densité de charge ni sa 
répartition en profondeur, données indispensables pour une meilleure compréhension 
des phénomènes de transport et de piégeage de charges. C’est pourquoi, nous travaillons 
au développement d'une nouvelle méthode, appelée EFDC (Electrostatic Force-Distance 
Curves), basée sur la mesure des forces électrostatiques au cours de phases 
d'approche/retrait entre la sonde AFM et les charges stockées dans le matériau. 
L’objectif global de ce projet est une meilleure compréhension des interactions en jeu 
lors des mesures EFDC pour la caractérisation électrique des matériaux de manière à 
améliorer la sensibilité de la mesure. En particulier, des réponses devront être 
apportées quant à la possibilité de connaître la répartition latérale et en profondeur des 
charges à l’aide des seules courbes EFDC.  
Les travaux menés dans le cadre de cette thèse s’intègrent dans ce vaste projet. 
Ces travaux ont donc pour objectif d’amorcer une activité de modélisation des 
phénomènes électrostatiques entre une sonde AFM sous potentiel et la surface d’un 
matériau diélectrique. Ce travail de recherche est réalisé en collaboration entre le 
Département de Mathématiques et Applications de l’Université de Do Minho au Portugal 
dont la spécialité est le développement d’outils numériques et l’équipe Diélectriques 
Solides et Fiabilité du LAPLACE dont les compétences concernent, pour l’essentiel, la 
compréhension des mécanismes de transport de charges au sein de matériaux 
diélectriques. S’agissant d’une nouvelle thématique au sein de notre équipe de 
recherche, deux voies se sont offertes à nous pour initier cette activité de modélisation 
multidimensionnelle : développer notre propre code ou utiliser un logiciel commercial. 
Dans un premier temps, notre choix s’est porté sur le développement de notre propre 
outil numérique comme cela est fait pour les modèles de transport de charge que 
l’équipe développe maintenant depuis une dizaine d’années, ce qui offre l'avantage de 
maitriser l’ensemble des étapes de la modélisation et de pouvoir faire évoluer notre 
modèle facilement suivant les besoins. Les travaux de recherche étant inscrits dans une 
thèse et donc à durée limitée, nous nous sommes tournés rapidement vers l’utilisation 
d’un logiciel commercial pour le passage en dimension 3. En effet, les codes 
commerciaux sont optimisés en termes de temps de calcul et permettent de réaliser des 
géométries et des maillages tridimensionnels de forme complexe avec plus de facilité. Le 
code développé est quant à lui mis entre parenthèse et pourra être, dans un futur plus 
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ou moins proche, réutilisé lorsque l’injection et/ou le transport de charges seront 
considérés. 
Dans le premier chapitre, après un bref historique sur la microscopie à champ 
proche et après avoir énuméré l’essentiel des principes de mesure dérivés de cette 
technique, une étude précise du microscope à force atomique est réalisée. Cette étude 
porte, d’une part, sur la structure même de l’AFM avec une description des différents 
éléments qui le composent et, d’autre part, sur son principe de fonctionnement. Pour 
cela, les forces mises en jeu lors d’une mesure sont recensées et classées suivant leur 
distance d’interaction entre la surface du matériau et la pointe d’un AFM. A partir de là, 
les différents modes de fonctionnement de l’AFM sont détaillés et permettent, suivant la 
portée des forces d’interaction entre la pointe et l’échantillon, d’obtenir des 
informations différentes sur la topographie du matériau (mode contact, non contact ou 
tapping). Enfin, les techniques dérivées de l’AFM qui permettent une mesure du 
potentiel de surface sont présentées. 
Le deuxième chapitre porte sur la mesure de la charge d’espace dans des 
matériaux diélectriques. La première partie de ce chapitre est consacrée aux différents 
dispositifs expérimentaux classiques permettant d’obtenir des informations sur la 
localisation de la charge au sein d’un matériau diélectrique à des échelles supérieures à 
la dizaine de micromètres. Ces techniques sont classées en deux catégories : méthodes 
destructives et non destructives. Pour obtenir des informations à l’échelle 
nanométriques sur l’état de charge d’un matériau, cœur des activités de recherche 
développées pour cette thèse, la deuxième partie aborde la notion de courbe de force 
électrostatique et le lien entre ces courbes et la localisation des charges. 
Jusqu’à présent, plusieurs questions restent sans réponse quant à la possibilité de 
connaître précisément la localisation tridimensionnelle des charges à l’aide des seules 
courbes de force. C’est pourquoi, un modèle électrostatique 2D puis 3D est développé 
pour comprendre l’effet de la charge ou d’un agglomérat de charges dans un matériau 
sur la forme des courbes de force. Ce modèle est, dans un premier temps, entièrement 
développé par la méthode des volumes finis, méthode choisie initialement dans la 
perspective d'une évolution du modèle statique vers une modélisation électrocinétique. 
C’est l’objet principal du chapitre 3. Dans ce chapitre, la méthode utilisée pour résoudre 
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numériquement les équations est détaillée. Un soin tout particulier est apporté sur la 
précision des calculs en développant des schémas numériques d’ordre élevé. Ces 
schémas permettent d’obtenir des résultats précis en utilisant des maillages optimisés, 
notamment proche de l’apex où des singularités liées à la géométrie de la pointe rendent 
la résolution numérique sensible à la taille et la forme des cellules.  
Le modèle ainsi développé est utilisé en dimension 2 pour estimer la force 
électrostatique entre un matériau diélectrique dont la face inférieure est à la masse et 
une pointe AFM sous potentiel. Les différentes étapes de notre approche pour simuler 
les courbes de force avec ce modèle sont présentées dans le chapitre 4. Une attention 
particulière est portée pour l’estimation en dimension 3 de la force électrostatique à 
partir d’un modèle développé en 2D. La géométrie d’étude, le maillage, les conditions 
aux limites et les équations utilisées sont détaillés dans ce chapitre. Les résultats 
obtenus sont comparés aux résultats expérimentaux et une étude est réalisée sur l’effet 
du rayon de courbure de la pointe et du potentiel appliqué sur celle-ci sur la forme des 
courbes de force. Dans ce chapitre, un modèle analytique simplifié est également 
présenté permettant d’avoir une bonne estimation des courbes de force électrostatique 
en fonction de la géométrie de la pointe : rayon de courbure de la pointe et angle 
d’ouverture du cône. Enfin, dans la dernière partie de ce chapitre, nous abordons le lien 
entre charge d’espace et courbe de force. Pour ce faire, le champ électrique induit par 
des charges électriques est assimilé au champ créé par une électrode enfouie dans le 
volume de l’isolant, sur laquelle un potentiel est appliqué. 
De manière à rendre compte de la complexité de la forme de la sonde AFM (bras 
de levier et forme de la pointe ne présentant pas d’axes de symétrique), la modélisation 
en dimension 3 des forces électrostatiques entre une pointe AFM et un échantillon est 
nécessaire et est présentée dans le chapitre 5. Dans cette partie, le logiciel commercial 
Comsol est utilisé. A l’aide d’une géométrie tridimensionnelle, plusieurs géométries de 
pointe sont testées : conique, tétraédrique et pyramidale. Toujours dans le cas d’une 
pointe sous potentiel en interaction avec la surface d’un matériau diélectrique, les 
courbes de force obtenues par simulation sont comparées aux courbes expérimentales 
de manière à obtenir une géométrie optimale de pointe. Pour parfaire notre étude, une 
modélisation électromécanique est développée. Ce modèle permet de prendre en 
considération l’effet du bras de levier et d’estimer la force électrostatique induite par la 
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déflexion de celui-ci comme cela est effectué lors de l’expérience. Enfin, un couplage 
entre le bras de levier et la pointe AFM est réalisé et les résultats sont comparés à 
l’expérience pour quantifier l’effet du bras de levier sur les courbes de force. 
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I.1 Introduction à la microscopie à champ proche 
I.1.1 Historique 
L’histoire de la microscopie à champ proche (Scanning Probe Microscopy, SPM) 
commence avec l'invention du microscope à effet tunnel (Scanning Tunneling 
Microscopy, STM) en 1981 dans le laboratoire de recherche d’IBM (Zurich) par G. Binnig 
et al [1]. 
Cette découverte a été suivie en 1985, par celle du Microscope à Force Atomique 
(Atomic Force Microscopy, AFM) [2]. Binnig et Rohrer, à l’origine de ces découvertes clés 
pour le développement des nanotechnologies, recevront en 1986  le prix Nobel de 
physique. Ces deux techniques, regroupées sous le nom de microscopie en champ 
proche, sont capables de fournir des images tridimensionnelles de surfaces solides de 
dimensions latérales comprises entre 10 nm et 100 µm, avec des résolutions allant 
jusqu’à la résolution atomique. 
La microscopie à champ proche (SPM) ont fait l’objet de nombreuses évolutions [3-
5] qui peuvent être divisées en différentes catégories (Figure I.1). Parmi les plus 
utilisées on peut citer :  
 Microscopie à effet tunnel (STM) [6] qui possède la résolution atomique. 
 Microscopie à champ proche optique (SNOM) [7, 8] qui permet de mesurer 
la topographie de la surface en même temps que ses propriétés optiques 
avec une résolution nanométrique (sub-longueur d’onde). 
 Microscopie à force atomique (AFM) [2] qui permet d’étudier la topographie 
d’une surface avec la résolution nanométrique. 
 Microscopie à force électrostatique (EFM) [9] et la microscopie à Force de 
Kelvin (KPFM) [10] qui permettent la mesure du potentiel de surface. 
 Microscopie à force magnétique (MFM) [11]. 
 Mesures de conductivité à l’aide du «Conductive Atomic Force Microscope» 
(C-AFM) [12]. 
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 Mesures de propriétés thermiques à l’aide d’un «Scanning Thermal 
Microscope» (SThM) [13]. 
L’ensemble de ces variantes est utilisé dans une large gamme d'applications 
couvrant de nombreux domaines  tels les matériaux, l'électromagnétisme, la chimie, la 
biologie, la médecine, ainsi que les applications industrielles comme les composants 
électroniques ou les microsystèmes [14]. 
 
 Les différentes techniques de microscopie à champ proche [15] Figure I.1.
I.1.2  Un contexte propice à son développement 
Que ce soit pour les applications liées au transport, à la conversion d’énergie, ou la 
microélectronique, la détermination des propriétés électriques et structurales des 
matériaux, à l’échelle pertinente par rapport à l’application, a toujours été une étape 
importante pour la conception. Toutefois, dans un contexte de miniaturisation et de 
développement des nanotechnologies, les dimensions caractéristiques ont fortement 
évoluées. Par exemple, si les dimensions critiques dans le domaine de la mécanique 
étaient à la fin des années 1950 de l’ordre de la centaine de microns, elles deviennent 
largement inférieures à 100 nm dès le début des années 2000. Dans ce contexte les 
techniques classiques telles que la microscopie optique ou la profilomètrie mécanique 
(Figure I.2. (a)) ne permettent pas d’atteindre les dimensions nanométriques auxquelles 
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les phénomènes ont lieu. Si la microscopie électronique à balayage permet d’observer 
des objets de quelques nanomètres de largeur, aucune  information sur la dimension 
verticale n’est atteignable (Figure I.2. (b)). Par conséquent, les techniques de 
microscopie à champ proche, permettant d’obtenir des images 3D de la surface avec des 
résolutions nanométriques, sont de plus en plus répandues pour l’étude des surfaces 
[16-19]. Toutefois, ces techniques présentent des limites dont la principale est la 
difficulté à obtenir des résultats quantitatifs. [20].  
  (a)  (b) 
  
 Champ d’application des microscopies à champ proche SPM, (a) par rapport Figure I.2.
aux autres techniques (b). Dimensions spatiales couvertes par les techniques classiques 
d’étude des surfaces [16, 21]. 
I.2  Le STM à l’origine des SPM 
Pour mieux comprendre le fonctionnement des SPM, il faut d’abord s’intéresser au 
champ proche. 
I.2.1 Principe du microscope à champ proche 
Pour illustrer la notion de champ proche, plaçons-nous dans le cas d’une source O 
produisant une onde électromagnétique caractérisées par sa longueur d’onde λ. Si nous 
observons cette onde en un point donné M, caractérisé par son vecteur position 𝑟, nous 
pouvons distinguer trois cas dépendant de la distance 𝑟 = ‖𝑟‖: 
 r << λ représente la zone de champ proche. C’est le domaine des ondes 
évanescentes. Ces ondes non-propagatives, confinées proches de la source, sont 
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caractérisées par une amplitude importante diminuant exponentiellement avec la 
distance. 
 Si r >> λ, nous sommes dans la zone de champ lointain. Ici, les ondes 
évanescentes du fait de leur rapide atténuation, sont négligeables et seules les 
ondes dites propagatrices ou stationnaires peuvent être détectées. 
 Entre ces deux extrêmes existe une zone dite transitoire, où les deux catégories 
d’ondes coexistent. Cependant, il est très peu aisé d’en déterminer les limites 
avec précision. 
Le champ proche optique (ou électrostatique) obéit parfaitement aux règles 
présentées ci-dessus. Néanmoins, il est possible d’affiner quelque peu le positionnement 
des frontières séparant les différentes zones. Ainsi, il est d’usage de considérer la zone 
de champ proche limitée à une distance r inférieure à λ /2π. A contrario, si r > 2 λ, nous 
pouvons nous considérer en zone de champ lointain. Cette notion donnera naissance à la 
microscopie optique en champ proche (SNOM). 
 Le principe des SPM sera donc d’amener dans la zone de champ proche (quelques 
nanomètres de la surface) une sonde nanométrique permettant de mesurer les 
interactions avec la surface. 
I.2.2  Présentation du microcope à  effet tunnel –STM- 
Le STM se base directement sur le principe du champ proche décrit précédemment. 
Dans ce cas c’est la mesure du courant tunnel découvert par Giaever [5] en 1960 qui en 
est le fondement. Cet effet se produit entre deux surfaces métalliques qui présentent une 
différence de potentiel électrique et qui  sont amenées à proximité immédiate l’une de 
l’autre (moins de 5 nm). Dans cette configuration les électrons sont capables de pénétrer 
à travers un film mince isolant, séparant les électrodes, créant ainsi l'effet tunnel. Ce 
concept a été utilisé par Binnig en remplaçant l’une des deux surfaces métalliques par 
une pointe métallique très fine. Dans cette configuration on constate que seul des 
échantillons conducteurs pourront être étudiés. La Figure I.3 (a) représente une 
réplique du STM construit par Binnig et Rohrer en 1981.  Le principe de fonctionnement 
du STM est relativement simple [6]. Une pointe est amenée à proximité de la surface à 
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étudier (0,3 à 1 nm), et une différence de potentiel est appliquée entre la pointe et le 
substrat conducteur (entre 10 mV et 1V). Cette différence de potentiel va créer un 
courant tunnel (le plus souvent entre 10 pA et 10 nA) évoluant exponentiellement avec 
la distance de séparation. Cette variation rapide du courant avec la distance permet 
d’obtenir une grande précision sur la distance et donc sur la topographie. 
Le courant tunnel entre la pointe et l’échantillon est assez localisé pour pouvoir 
« observer » la manifestation des nuages électroniques des atomes et ainsi remonter à 
leur organisation sur la surface ou au sein d’une molécule. La Figure I.3 (b) représente 
une image de la reconstruction d’une surface de Au(100).  
(a) (b) 
 
 
  Microscope à effet tunnel. (a) Principe de fonctionnement [6.] (b) Figure I.3.
reconstruction d’image par un STM sur une surface d’Au (100) [23]. 
La principale limitation du microscope à effet tunnel STM est la nécessité de 
travailler avec des matériaux conducteurs, ce qui entraine des contraintes fortes sur les 
applications possibles. C’est en partie pour aller au-delà de cette limitation que l’AFM a 
été développée. 
I.3 Le Microscope à Force Atomique  
I.3.1  Introduction 
La Microscopie à Force Atomique (AFM) a vu le jour quelques années après 
l’invention du STM. La Figure I.4 montre le schéma de principe du premier AFM 
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développé par Binnig et al (Figure I.4 (a)) ainsi qu’une photo de ce premier AFM exposer 
au Science Museum de Londres (Figure I.4 (b)).   
Contrairement au STM qui mesure un courant tunnel entre la pointe et 
l’échantillon, l’AFM va, quant à lui, mesurer les forces d’interaction entre la sonde et la 
surface. Ce principe trouve ses racines dans les travaux de Tabor et Israelachvili [24] qui 
décrivent la base de la mesure des forces d’interaction entre les atomes d’une surface et 
ceux d’une pointe distante de quelques nanomètres.  C’est en ce sens que l’AFM fait 
partie des SPM. 
Du fait du mode d’interaction choisie, l’AFM présente une résolution spatiale moins 
bonne que celle du STM, mais a l’avantage considérable de permettre la mesure sur tout 
type d’échantillon et pas seulement sur les matériaux conducteurs. Tous ces atouts lui 
permettent d’étudier des objets très variés et appartenant à un large éventail de 
matériaux tels que les conducteurs, les semi-conducteurs, les isolants, et ce dans divers 
environnements (air, liquide, vide).  
(a) (b) 
  
 Microscope à Force Atomique. (a) Principe de fonctionnement de l’AFM [2]. Figure I.4.
Les mouvements du levier sont mesurés à l’aide d’un STM placé au dos de la pointe. (b) 
Le premier AFM développé en 1986 par G. Binnig et son équipe (Science Museum – 
Londres). 
I.3.2 Principe de fonctionnement  
Le principe de fonctionnement général du microscope à force atomique [2]  est 
schématisé sur la Figure I.5.  
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 Principe de fonctionnement d’un AFM. Figure I.5.
Un AFM se compose principalement de quatre parties : 
a) Une sonde interagissant avec la surface. Elle est constituée d’un bras de 
levier à l’extrémité duquel est accrochée une pointe très fine (Figure I.6.). 
b) Un dispositif de détection des interactions entre la sonde et la surface sous 
forme d’un laser et de photodiodes. 
c) Deux éléments piézoélectriques de haute précision qui permettent de 
balayer la surface durant la mesure. 
d) Un système d'acquisition, d’asservissement et de visualisation. 
Tous ces éléments permettent de réaliser des mesures avec une grande précision  
et  rendent l’AFM capable de discerner des variations topographiques d’une taille de 0.1 
à 1.0 nm sur le plan latéral et de 0.01 nm dans la direction verticale [25]. 
Dans la suite, nous allons focaliser notre intérêt sur la présentation des éléments 
principaux de l’AFM que sont la sonde, la détection de la déflexion du bras de levier et 
les scanners piézoélectriques. 
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I.3.3  La Sonde AFM, un capteur de force 
 Comme le montre la Figure I.6, la sonde AFM est constituée de deux parties 
distinctes : un bras de levier qui joue le rôle de capteur de force et  une pointe très fine à 
son extrémité. L’association bras de levier/pointe est l’élément conditionnant la 
précision de la mesure. En effet, comme nous allons le voir par la suite, les 
caractéristiques de ces deux éléments vont influencer la sensibilité, le bruit et la 
résolution (latérale et en force) de la mesure AFM. 
 
 Sonde AFM Figure I.6.
I.3.3.1 Le bras de levier : 
 Le bras de levier flexible est généralement en silicium (Si) ou en nitrure de silicium 
(Si3N4). Sa fabrication est réalisée à partir des procédés classiques issus de la 
microélectronique (gravure, attaque chimique, photolithographie…) et ses propriétés 
sont directement liées au matériau qui le compose ainsi qu’à sa géométrie. 
Il est donc caractérisé par : 
 La forme :  
Les formes les plus répandues sont des poutres prismatiques (Figure I.7 (a)) ou 
triangulaire (Figure I.7 (b)) qui ont été inventées par Quate F.C. [25, 26] et Wolter [27] 
dans les années 90. 
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  Image MEB des bras de levier les plus courants : (a) de forme rectangulaire, Figure I.7.
et (b) en forme triangulaire. 
 Les paramètres géométriques   
Les dimensions typiques de ces paramètres sont présentées dans le Tableau I.1 : 
Tableau I.1 Les dimensions usuelles des bras de levier 
Géométrie  Valeurs Minimales. Valeurs Maximales. 
Longueur (Lc) [µm] 50 600 
Largeur (w) [µm] 20 50 
Epaisseur (t) [µm] 0.5 5 
 Le matériau qui le compose : 
La majorité des bras de leviers utilisés en AFM sont fabriqués à base de Si ou de 
Si3N4, mais d’autres matériaux ou revêtements peuvent être utilisés tel que le diamant, 
le tungstène W ou l'iridium Ir pour des applications spécifiques (voir le Tableau I.2 pour 
les détails sur les propriétés de ces matériaux). 
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Tableau I.2 Propriétés des matériaux 
Matériaux Module de Young (Y) [GPa] Densité (𝜌)  
Si3N4 310 3,18 
Si 130-188 2,33 
W 350 19,3 
Ir 530 22,6 
Diamant 900-1050 3,5 
Ces propriétés vont conditionner deux caractéristiques importantes du bras de 
levier : 
 Fréquence de résonance  
 Ce paramètre est important surtout lors de l’utilisation de l’AFM en mode 
dynamique comme nous le verrons par la suite. Les valeurs typiques des fréquences de 
résonance sont comprises entre quelques kHz et quelques centaines de kHz. Pour 
augmenter la bande passante de la mesure, il est nécessaire d'augmenter la fréquence de 
résonance afin d'éliminer l'influence des dérives thermiques qui peuvent provoquer des  
perturbations significatives. La pulsation de résonance s’exprime par la relation 
suivante [28] : 
𝜔0 ≈ √
𝑌𝑡2
𝐿4𝜌
 
(I.1)  
  Constante de raideur 
La constante de raideur k du levier est un paramètre très important pour les 
mesures AFM. Sa valeur dépend de ses propriétés mécaniques et de ses dimensions, 
comme le montre l’équation suivante pour une poutre de forme rectangulaire 
(Figure I.8): 
𝑘 =
𝑤𝑌𝑡3
4𝐿𝑐
3  
(I.2)  
Les valeurs typiques des constantes de raideur sont comprises entre 0.01N/m et 
100N/m en fonction des applications [28]. 
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Comme indiqué précédemment, le bras de levier joue le rôle d’un capteur de  force 
(comme un ressort mécanique) qui convertit une force d’interaction F entre la sonde 
AFM et la surface de l’échantillon, en un mouvement de déflexion verticale du levier 
d’amplitude ∆z. Force et déflexion sont alors liées par la loi de Hooke par l’intermédiaire 
de la raideur k du levier : 
𝐹 = 𝑘. ∆z 
(I.3)  
La sensibilité en force de la mesure sera alors déterminée par la raideur du levier. 
En effet, comme le montre le Tableau I.3, la déformation d’un levier induite par une force 
est proportionnelle à la raideur. Un levier de raideur importante ne permettra donc pas 
de mesurer précisément et voir même de détecter de faibles forces. 
Tableau I.3 Ordres de grandeur de la déformation du bras de levier en fonction de la 
constante de raideur 
Force F Raideur k Déformation ∆z 
1 pN 
0.1 N/m 10 pm 
10 N/m 0.1 pm 
1 nN 
0.1 N/m 10 nm 
10 N/m 0.1 nm 
 
 
 Dimensions d’un bras de levier rectangulaire avec F représentant la force Figure I.8.
résultante qui s’exerce sur le bras de levier (à l’emplacement de la pointe AFM). 
Le choix du type du bras de levier pour une application spécifique reste donc un 
choix difficile et complexe. Certains compromis doivent être faits pour obtenir la 
fonctionnalité désirée tout en réduisant et maintenant une bonne sensibilité. 
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I.3.3.2 La pointe 
La pointe, située à l’extrémité du levier, constitue la seconde partie de la sonde 
AFM. C’est elle qui sera en interaction directe avec la surface. Le choix de la pointe est 
déterminé par l’application visée et les besoins spécifiques de l’expérience. La plupart 
des pointes ont une forme pyramidale à 3 côtés (voir la Figure I.9 (a)) et sont faites avec 
les mêmes matériaux et les mêmes revêtements que les leviers (voir le Tableau I.2). 
Les pointes sont caractérisées par : 
 un angle de demi-ouverture α (Fig. I.9 (b)). 
 un apex (Figure I.9 (b)) qui définit la forme de l’extrémité de la pointe et est 
caractérisé par son rayon de courbure Rc. Les pointes avec un petit rayon de 
courbure permettent une imagerie avec une meilleure résolution latérale 
mais sont très fragiles mécaniquement. 
 une hauteur H (Fig. I.9 (a)). 
Le Tableau I.4 regroupe la gamme de variation de ces différents paramètres. 
 Tableau I.4. Dimensions usuelles des pointes AFM 
Géométrie Valeurs Min. Valeurs Max. 
Hauteur (H) [µm] 5 15 
Angle de demi-ouverture (α) [°] 12.5 40 
Rayon de courbure (Rc) [nm] 2 200 
 
  
 Image MEB d’une pointe de microscope à force atomique (a) vue d’ensemble Figure I.9.
(b) Zoom sur l’apex de la pointe. 
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I.3.3.3 Détection optique de la déflection  
Comme nous l’avons vu précédemment le levier sert de capteur pour la force 
d’interaction surface/sonde. La tête optique est le dispositif permettant de détecter la 
déflexion (flexion ou torsion) du levier sous l’effet de la variation des forces 
d’interaction avec la surface de l’échantillon étudié. Ce système est constitué d’un photo-
détecteur à quatre quadrants (photodiode) et d’une diode laser. Le faisceau laser émis 
par la diode est dirigé sur la face arrière du bras de levier et réfléchi sur le photo-
détecteur (Figure I.10). La flexion du bras de levier, provoquée par les forces 
d’interaction, provoquent la modification de l'angle de réflexion et donc modifient la 
position du faisceau sur le photo-détecteur [28].  
(a) (b) 
  
  Schéma de principe de la détection a) de la déflection et b) de la torsion du Figure I.10.
bras de levier.  
Le photo-détecteur, divisé en quatre quadrants (notés A, B, C et D), permet de 
détecter le déplacement du rayon laser incident dans les deux directions. Ces 
orientations représentent des déviations dues soit à des forces normales FN ou 
latérales FL (friction) agissant sur la sonde. Le signal réfléchi et capté par la photodiode 
est traduit sous forme de courant sur les quatre quadrants Ia, Ib, Ic et Id. La somme des 
signaux est utilisée comme un signal de normalisation pour les forces FL et FN afin 
d’éliminer la dépendance de l'intensité de la source laser [55] : 
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𝑆𝑢𝑚 = 𝐼𝐴 + 𝐼𝐵 + 𝐼𝐶 + 𝐼𝐷 
(I.4)  
La déflexion verticale ∆z correspond alors à la force normale FN (voir 
Figure I.10 (b)) est proportionnelle à différence de signal reçu par les cadrans du haut (A 
et B) et les cadrans du bas (C et D) :  
∆𝑧 ∝
(𝐼𝐴 + 𝐼𝐵) − (𝐼𝐶 + 𝐼𝐷)
𝐼𝐴 + 𝐼𝐵 + 𝐼𝐶 + 𝐼𝐷
 
(I.5)  
La déflexion latérale ∆y correspond aux forces de friction, est proportionnelle à la 
différence de signal reçu par les cadrans de droite (A et C) et les cadrans de gauche (B et 
D) (voir Figure I.10 (b)) :  
∆𝑦 ∝
(𝐼𝐴 + 𝐼𝐶) − (𝐼𝐵 + 𝐼𝐷)
𝐼𝐴 + 𝐼𝐵 + 𝐼𝐶 + 𝐼𝐷
 
(I.6)  
I.3.3.4 Le balayage X-Y-Z par les piézoélectriques  
Si on veut mesurer les forces d’interaction sonde/échantillon en différents points 
de la surface dans le but d’obtenir une cartographie, un système de balayage très précis 
est nécessaire. Ce système est  en général basé sur la juxtaposition de 2 tubes 
piézoélectriques [29-31]. Comme le montre la Figure I.11 (a), un premier tube sert pour 
le déplacement latéral selon les directions notées X et Y et un second tube sert aux 
déplacements verticaux c’est-à-dire selon la direction Z. Ces deux tubes ont des 
fonctionnements très différents. 
Le tube permettant des déplacements en Z (Figure I.11 (a)) est le plus simple car il 
se compose de deux électrodes déposées de part et d’autre du matériau piézoélectrique. 
L’électrode centrale est à la masse et l’électrode extérieure porté à un potentiel positif 
ou négatif selon que l’on souhaite la contraction (Z augmente) ou l’extension (Z 
diminue). 
Le tube permettant des déplacements en X et Y (Figure I.11 (a)) est le plus 
complexe car l’électrode extérieure est divisée en quatre parties. L’application d’un 
potentiel de signe opposée sur les électrodes en regard (l’électrode centrale étant 
toujours à la masse) permet au tube de se courber (Figure I.11 (b)) et donc d’entrainer 
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un déplacement selon une direction (X dans le cas de l’exemple). On voit très bien sur cet 
exemple que l’utilisation des tubes piézoélectriques pour le balayage latéral présente un 
inconvénient majeur induisant un « artéfact » de courbure sur l’image. De plus, des 
phénomènes de non linéarité peuvent apparaitre avec le vieillissement du matériau 
piézoélectrique et induire des effets d’hystérésis qu’il faut compenser. 
Pour reconstruire la topographie de la surface à l’aide de ce système, il suffit alors 
d’alterner la tension appliqué au tube pour alterner les déformations selon X et selon –X 
et ainsi induire le balayage de la surface de l’échantillon par la sonde AFM. 
(a) (b) 
 
 
  (a) Système de balayage basé sur deux tubes piézoélectriques. (b) Figure I.11.
fonctionnement du tube permettant le balayage latéral 
I.4 Forces mises en jeu  
Comme montré précédemment, le microscope à force atomique est un capteur de 
force. Ces forces peuvent être de différentes natures et dépendent à la fois du milieu 
dans lequel sont réalisées les mesures AFM (air, liquide, vide…) mais aussi du type de 
pointe (forme, matériau, fonctionnalisation…) ou de l’échantillon. La connaissance de la 
nature de ces forces est importante car elles peuvent soit permettre la mesure de 
certaines grandeurs physiques soit perturber la mesure en entrainant des artefacts. La 
Figure I.12 montre les forces en présence entre une sonde AFM et un matériau. Il est 
possible de distinguer différents types d’interaction entre la pointe et la surface en 
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fonction de leur nature (attractive ou répulsive) et de rayon d’action : les forces à très 
courte portée (0-1nm), à courte portée (1-10nm) et à longue portée (>10nm).  
 
 Force d’interaction entre la sonde AFM et la surface de l’échantillon en Figure I.12.
fonction de la distance z [28] 
I.4.1 Forces à longue portée : Force électrostatique  
La force électrostatique entre en jeu dans de nombreux modes dérivés de l’AFM. 
Cette force, attractive ou répulsive, apparait  lorsqu’une différence de potentiel existe 
entre la sonde AFM et la surface de l’échantillon [32, 33].  
L’origine de cette force peut-être de deux types: 
-  La présence de charges souhaitées ou non dans l’échantillon [23]. 
- Un potentiel appliqué sur l’échantillon alors que la sonde AFM est maintenue à la 
masse (ou l’inverse).  
Le système constitué de la pointe AFM et de la surface d’un échantillon peut être 
assimilé à un condensateur et la force électrostatique peut être calculée par la formule 
suivante : 
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elecelec
F   avec 
2.
2
1
effsp VCelec 
  
(I.7)  
où  
Veff : potentiel appliqué entre la pointe et la surface de l’échantillon. 
Cp_s : capacité entre la pointe et la surface. 
ξelec : énergie d’interaction électrostatique,  
donc : 
sp
C
eff
V
elec
F

 2
2
1
 
(I.8)  
La géométrie pointe-plan de l’AFM rend le calcul de cette force très délicate 
(l’estimation de la capacité pointe/surface est non triviale). De façon générale une 
simplification consiste à considérer la pointe comme un cône [34] et à négliger la 
contribution du bras de levier.  
I.4.2 Les forces à courte et très courte portée 
I.4.2.1 Forces de Van der Waals 
Les forces de Van der Waals sont des forces attractives à courte portée qui sont 
dues à la fluctuation des moments dipolaires des atomes ainsi qu’à la polarisation 
mutuelle entre deux atomes [24, 35].    
D’un point de vue atomique, le potentiel d'interaction entre deux atomes peut être 
décrit par le potentiel de Lennard-Jones (Figure I.13) [35] : 
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  Evolution du potentiel de Lennard-Jones en fonction de la distance Figure I.13.
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(I.9)  
Avec 𝜎 la distance pour laquelle la force d’interaction est nulle.  
Le terme en 𝑟−6 correspond à l’interaction attractive de Van der Waals et le terme 
en 𝑟−12  à la force répulsive entre deux atomes. 
Cette approche traduit bien cette interaction; toutefois elle n’est pas adaptée à la 
description de la force de Van der Waals entre une pointe AFM et une surface. En effet la 
pointe étant constituée d’un très grand nombre d’atomes il faudra sommer les 
contributions de chaque interaction. Le modèle de Hamaker [36] permet d’intégrer sur 
un volume les interactions de Van der Waals entre deux solides en négligeant l’aspect 
discret de la matière pour éviter de prendre en compte les atomes un à un. Par 
conséquent, ce modèle n’est valable que pour une distance limitée à quelques dizaines 
de nanomètres.  
Pour une pointe à apex sphérique faisant face à un solide plan, la force de 
Van der Walls est donnée par [24]:  
 
 26z
RA
zF Hvdw 
 
(I.10)  
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 AH : Constante de Hamaker qui dépend du type de matériau (densité et 
polarisabilité atomique),  
R : Rayon de courbure de la pointe 
z : Distance entre la pointe et l’échantillon.  
Typiquement la constante de Hamaker AH est prise comme étant égale à environ 
1eV [36]. Si on considère le rayon de courbure d’une pointe AFM standard R = 10 nm, en 
se plaçant à une distance z = 1 nm, nous obtenons une force de Van der Waals associée 
de 0.3 nN. Ce sont donc des forces qui ont une influence non négligeable lors de la mise 
en contact de la pointe AFM avec la surface. 
I.4.2.2 Les forces chimiques  
Les forces chimiques représentent les interactions entre atomes. Ces forces sont 
localisées à très courtes distances et ont pour origine la possibilité qu’ont les atomes de 
la pointe et ceux de la surface d’échanger des électrons pour former des liaisons 
chimiques (liaison hydrogène, liaison métallique, etc.) [38]. Ces liaisons sont formées 
par l’interaction directe entre les orbitales électroniques des atomes de la pointe et du 
matériau. Comme le montre la Figure I.14 ces forces d’interactions chimiques sont à très 
courte portée, inférieur à 0.1nm [37]. 
 
  Schéma des interactions entre atomes de la pointe AFM et ceux de la surface Figure I.14.
de l’échantillon.  
Il est très difficile d’établir une modélisation simple et rigoureuse de ces forces. 
Toutefois, il est possible de faire une description qualitative à l’aide du potentiel de 
Morse [37] : 
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       zzliaisonMorse eeEV 22  (I.11)  
Avec : 
-  Eliaison représente l’énergie de liaison 
- σ la distance d’équilibre de la liaison  
- 
liaison
e
E
k
2
 avec ke représente la constante de force au minimum du potentiel. 
I.4.3 Forces à moyenne portée : adhésion et capilarité 
La force d’adhésion est fortement liée à la structure de l’échantillon. Elle trouve son 
origine pour des matériaux ayant une forte adhésion de surface (polymères, gels…) ainsi 
que pour des matériaux viscoélastiques tels que certains polymères qui se comportent 
comme un liquide au-dessus de la température de transition vitreuse [14, 39]. 
La force de capillarité trouve son origine dans l’humidité de l’air. En effet, dans les 
conditions atmosphériques ambiantes, il est impossible d’empêcher la formation d’un 
film d’eau à la surface de l’échantillon et donc l’apparition d’un ménisque entre la pointe 
AFM et la surface (Figure I.15).  
 
  Schéma d’un ménisque d’eau se formant entre la pointe AFM et la surface de Figure I.15.
l’échantillon [40]. 
L’expression de la force de capillarité est donnée par [41]: 
  cos4 Lcécapillarit RF   
(I.12)  
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Où λL représente la tension de surface du liquide (pour l’eau λL=0.072 J.m-2), Rc le 
rayon de courbure du ménisque formé qui peut être assimilé en première 
approximation au rayon de courbure de la pointe, et   représente l’angle de mouillage. 
Pour un Rc = 100 nm et pour un angle de mouillage de θ = 10°  la force de capillarité peut 
être estimée à : .9198.0072.010.1004
9 nNF técapillarri 
  
L’effet de cette force, relativement importante par rapport aux autres forces (Van 
der Waals, chimique…), va s’exercer en particulier lors du retrait de la pointe et modifier 
fortement la courbe d’approche retrait de la sonde AFM [42, 43]. 
I.4.4 Bilan et comparaison 
L’ensemble des forces que nous venons de détailler sont regroupées sur la 
Figure I.16, en fonction de la distance pointe/surface. On retrouve à très courte distance 
la prédominance des forces répulsives (interaction électronique) et des forces 
attractives telles que les forces chimiques, qui sont suivies par les forces à moyenne et 
longue portée telles que les forces de Van der Waals et les forces électrostatiques. Ce 
type de mesure est réalisé en effectuant des courbes d’approche-retrait aussi appelées 
courbes de force [44].  Elles permettent de suivre l’évolution des forces d’interaction 
entre la pointe et la surface durant l’approche puis le retrait de la pointe par rapport à la 
surface. Des détails sur cette courbe seront donnés dans le chapitre 2. 
 
  Récapitulatif des contributions respectives des forces d’interaction entre la Figure I.16.
pointe AFM et la surface de l’échantillon [45]. 
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I.5  Modes de fonctionnement d’un AFM   
L’utilisation d’un AFM peut se faire selon différents modes de fonctionnement qui 
sont choisi  selon l’analyse souhaitée ou la nature de l’échantillon. Pour comprendre 
l’origine de ces modes de fonctionnement il faut s’intéresser à la force d’interaction 
entre deux atomes (dérivant du potentiel de Lenard-Jones présenté au paragraphe 
précédent). La Figure I.17 montre l’évolution de cette force et en particulier l’existence 
d’une zone attractive et d’une zone répulsive, en fonction de la distance entre la pointe 
et l’échantillon. De ce comportement on peut extraire trois classes de modes 
d’opération :  
- Contact entre pointe-échantillon (force répulsive) :le mode contact  ou statique, 
- Distance faible entre pointe-échantillon (force attractive maximale) : le mode 
contact intermittent ou mode Tapping®). 
- Distance un peu plus importante (force attractive) : le mode non-contact. La zone 
de travail est dans le domaine des forces attractives sans jamais avoir de contact entre la 
pointe et la surface de l’échantillon. 
Nous allons détailler le mode contact et le mode Tapping® dans les sections 
suivantes.  
 
  Représentation des forces exercées sur la sonde AFM en fonction de la Figure I.17.
distance pointe-surface. La zone bleue représente la zone de fonctionnement en mode 
contact, la zone verte représente la zone de fonctionnement en mode non-contact et la 
zone en violet représente la zone de fonctionnement en mode contact intermittent. 
Chapitre I                                                                                       La microscopie à force atomique 
31 
 
 
I.5.1  Mode statique  
Historiquement, le mode statique, ou contact, est le premier mode de mesure 
développé. Il se base sur le suivi de la déflection du bras de levier quand la pointe est en 
contact permanent avec la surface (figure I.18). Le mode contact peut être mis en œuvre 
selon deux stratégies différentes pour obtenir une image de la topographie de la surface. 
La première consiste à laisser la sonde AFM à une hauteur constante par rapport à la 
surface de l’échantillon, c’est donc la force d’interaction qui permettra de remonter à la 
topographie. La seconde consiste à suivre la position du bras de levier par rapport à la 
surface de façon à garder la déflection du bras de levier constante.   
 
  Représentation schématique du principe de fonctionnement du mode Figure I.18.
contact. 
La mesure de la déflection ou de la position du levier, en chaque point, est un 
moyen efficace d’obtenir une information sur la morphologie de la surface avec des 
résolutions nanométriques. Il est également possible d’obtenir le signal d’erreur qui 
représente la dérivée du signal de topographie (voir aussi Figure I.18), et qui permet de 
localiser les zones de fort changement de hauteur qui amènent des erreurs. La 
Figure I.19 compare les mesures de hauteur et le signal d’erreur pour une surface de 
GaP. On constate en effet que le signal d’erreur est important au niveau des changements 
de hauteur. 
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 Image de la topographie (a) en hauteur et (b) en signal d’erreur obtenue en Figure I.19.
mode contact sur une surface de GaP/Si [28]. 
La limite du mode contact réside dans la pression exercée par la sonde AFM qui 
peut être élevée et risque donc d’endommager la surface de l’échantillon. En effet, lors 
des mesures en mode contact, la force de frottement induite par le balayage de la pointe 
sur la surface peut être assez importante pour induire, par exemple, un cisaillement ou 
une déformation plastique de l’échantillon [40]. Pour fixer un ordre de grandeur, 
considérons que la pointe exerce une force de 1 nN sur une aire de 10 nm2. La pression 
appliquée est dans ce cas de 1 GPa, donc suffisamment importante pour déformer des 
échantillons même les plus durs. Ces effets sont très nuisibles et dommageables pour 
l’étude de matériaux mous mais aussi pour l’obtention de résultats reproductibles 
(modification des propriétés des matériaux). Cette limite apparait aussi  pour des 
surfaces dures qui risquent d’endommager ou de dégrader la sonde AFM (augmentation 
du rayon de courbure et dégradation de la résolution). 
I.5.2  Mode dynamique 
Les limitations du mode contact ont été contournées par Martin et al [46] en 1987 
avec le développement du mode dynamique (aussi appelé mode contact intermittent ou 
mode Tapping®). Historiquement, la première réalisation d’une expérience avec une 
pointe oscillante au voisinage d’une surface a été réalisée par P. Gleyzes et al. [47] dans 
le but de contrôler l’approche de la pointe. L’intérêt de ce mode s’est accru avec le 
nombre croissant d’études portant sur des matériaux mous et fragiles tels que les 
polymères, les matériaux biologiques (ADN, cellules…), ou les mesures en milieu liquide. 
En effet, la force de contact est normale (pas de friction), faible et très limitée dans le 
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temps, du fait du caractère oscillant, ce qui limite les dommages causés par la pointe. En 
revanche, du fait de l’oscillation de la pointe, la vitesse de balayage de la surface est plus 
faible qu’en contact. 
Dans ce mode la pointe oscille à sa fréquence de résonance. Lors de l’interaction 
entre la pointe et la surface deux phénomènes se produisent, fournissant des 
informations sur l’échantillon : 
- une modification de l’amplitude d’oscillation introduite par des modifications de 
hauteur (Figure I.20 (a)). Cela permet d’obtenir une image de la topographie de la 
surface. 
- une modification de la phase de l’oscillation lorsque la dureté de la surface est 
modifiée (Figure I.20 (b)). Cette modification nous renseigne de façon qualitative sur les 
propriétés mécaniques de la surface. 
 
  Représentation schématique du mode contact intermittent. (a) Modification Figure I.20.
d’amplitude d’oscillation est induite par la modification de hauteur. (b) Modification de 
la dureté du matériau introduit un déphasage de l’oscillation (indiqué dans la figure 
par les flèches). 
I.5.3 Comparaison 
Chacun des deux modes de fonctionnement présenté précédemment possède des 
avantages et des inconvénients que l’utilisateur doit prendre en compte. Le Tableau I.5 
résume les principaux avantages et inconvénients de chacun des deux modes. 
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Tableau I.5 Avantages et inconvénients des différents modes de fonctionnement de 
l’AFM 
Modes Avantages Inconvénients 
Mode 
Contact 
- Grande vitesse de balayage 
- Permet d’obtenir la « résolution 
atomique » 
-  Possibilité d’observer des 
surfaces très rugueuses avec des 
grandes variations en z 
- Forces latérales importantes 
(génération des artéfacts) 
- Des forces de contact 
importantes qui peuvent 
dégrader l’échantillon 
 
Mode 
Non-contact 
- Adapté pour des études dans le 
vide. 
- Sensible aux forces de courte 
portée 
 
Mode 
contact 
intermittent 
- Force appliquée plus faible, 
moins de dégradation 
- Pas de force latérale de friction  
- Gain sur la durée de vie de la 
pointe  
- Vitesse de balayage plus 
faible 
Ces deux modes de fonctionnement sont à l’origine des modes dérivés de l’AFM qui 
utilisent les forces d’interaction entre la pointe et la surface décrites précédemment. 
Dans cette introduction, seuls les modes EFM et KFM utilisant la force électrostatique 
sont présentés.  
I.6 Techniques dérivées de l’AFM pour la mesure du 
potentiel de surface 
Historiquement, les développements du Microscope à Force Electrostatique (EFM) 
et du Microscope à Force de Kelvin (KFM) sont intervenus immédiatement après le 
développement du mode Tapping® [47, 48]. L’idée principale de ces techniques est de 
pouvoir faire des études très localisées des propriétés électriques de surface telles que 
les changements d’états de surface, étudier le dopage de matériaux semi-conducteurs ou 
sonder les effets des charges piégées dans un matériau. Dans ce chapitre, seules les 
techniques utilisées pour l’analyse des effets des charges électriques sur la surface des 
matériaux diélectriques sont détaillées.       
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Ces études ont était initiées par  B. Terris [49] et C. Schonenberger [50] dans les 
années 1989-1990 pour détecter des charges préalablement déposées sur des surfaces 
diélectriques.  
I.6.1  Présentation du potentiel de surface 
La notion de potentiel de surface a été introduite en 1898 par Lord Kelvin. Il a 
montré que lorsque deux surfaces conductrices sont mises en contact, un potentiel 
électrique se développe à travers la jonction. Ce potentiel est connu sous le nom de 
différence de potentiel de contact (CPD). La définition de ce potentiel de contact est 
fondée sur celui du travail de sortie φ. Le travail de sortie correspond à la quantité 
minimale d'énergie nécessaire pour arracher un électron dans l'état fondamental. De 
façon générale on considère donc que le travail de sortie φ, est la différence d'énergie 
d'un électron dans le vide et d'un électron à l'énergie de Fermi. Lorsque deux matériaux 
sont éloignés et sans contact électrique, leur niveau de Fermi sont différent 
(Figure I.21 (a)). En revanche lorsqu’ils sont mis en contact, leur niveau de Fermi doit 
s’aligner, par conséquent une différence de potentiel apparait entre eux (Figure I.21 (b)). 
Ce potentiel de contact (VCPD) est défini par la différence entre les travaux de sortie de 
chacun des deux matériaux d’après la relation : 
.
e
V smCPD
 
  
(I.13)  
 Où e est la charge d’électron qui est égale à -1.60219 10-19 C, φm et φs 
représentent le travail de sortie des deux matériaux mis en contact. 
Le travail de sortie étant fortement influencé par les pollutions de surface, la 
mesure du potentiel de surface est fortement altérée par l’environnement dans lequel se 
trouvent les matériaux [51]. 
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  Niveaux d’énergie entre la pointe AFM et la surface de l’échantillon dans Figure I.21.
deux cas : (a) la pointe et la surface sont séparées et ne sont pas en contact électrique, 
(b) contact électrique entre la pointe et l’échantillon. 
I.6.2 Principe de la mesure du potentiel de surface par AFM 
Cette différence de potentiel de contact induira une force électrostatique sur la 
sonde AFM qui pourra être détectée et mesurée. A partir de la mesure de cette force, la 
différence de travail de sortie entre la pointe et la surface pourra être déterminée. Si l’on 
connait le travail de sortie de la pointe il sera alors possible d’extraire de la valeur du 
travail de sortie de l’échantillon. 
I.6.2.1 Principe de la mesure  
Les mesures de potentiel de surface se font en mode dynamique c’est-à-dire que la 
pointe oscille à sa fréquence de résonance. Une tension Vbias est appliquée sur la pointe. 
Elle se compose d’une composante continue Vdc  et d’une composante alternative Vac à la 
même fréquence que la fréquence de résonance de la pointe :   
 .sin tVVV acdcbias   (I.14)  
 Lorsque la sonde AFM s’approche de la surface de l’échantillon, la différence  de 
potentiel de contact CPD vient s’additionner aux autres potentiels appliqués à la sonde : 
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   .sin tVVVV acCPDdcT   (I.15)  
  La différence (+ ou -) dépend du type de polarisation appliqué à la pointe (+) ou à 
la sonde AFM (-) [52].  
En reprenant l’équation (I.8), on obtient pour la force électrostatique l’équation 
suivante : 
𝐹𝑒𝑙𝑒𝑐 = −
1
2
𝑑𝐶
𝑑𝑧
(𝑉𝑑𝑐 ± 𝑉𝐶𝑃𝐷 + 𝑉𝑎𝑐sin (𝜔𝑡))
2 
(I.16)  
 Cette force se décompose alors en trois composantes spectrales (Fdc qui est la 
composante continue, Fω composante oscillant à la fréquence ω et F2ω composante 
oscillant à la fréquence 2ω) : 
 









22
1
2
1
2
2 ac
CPDdcdc
V
VV
dz
dC
F  
(I.17)  
   tVVV
dz
dC
F acCPDdc  sin  
(I.18)  
 t
V
dz
dC
F ac  2cos
4
2
2   
(I.19)  
La composante continue et la première harmonique dépendent de la différence de 
travail de sortie entre la pointe et la surface. Ce sont donc ces deux composantes qui 
devront être utilisées pour obtenir une cartographie du potentiel de la surface. La 
seconde harmonique est, quant à elle,  une composante purement capacitive qui peut 
donc être utilisé pour trouver la capacité à 2ω [53, 54]. 
I.6.2.2 Séparation des contributions  
Lorsque la pointe oscille très près de la surface sous l’action des force en ω et 2ω, 
elle est également soumise à la force de Van der Waals. Cette force peut introduire une 
erreur dans la mesure du potentiel de surface. C’est pour cela que le mode lift a été 
introduit.  
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L’objectif du  mode Lift, est de s’affranchir des forces qui existent à courte portée 
telles que les forces de Van der Waals. Pour cela on procède en deux étapes comme 
indiqué sur la Figure I.22 :  
- 1er passage « balayage principal » : ce passage se fait en mode Tapping® pour 
enregistrer la topographie de la surface. 
- 2eme passages « avec un Lift » : la sonde AFM reproduit alors la topographie relevée 
pendant le premier passage à une distance D de la surface de l’échantillon. Cette 
distance (appelé Lift) est fixée par l’utilisateur (de quelques nanomètres à quelques 
dizaine de nanomètres) de façon à sonder uniquement les forces à longue portée 
(telle que les forces électrostatiques).  
 
  Mesure en mode Lift. Figure I.22.
La mesure de ces forces par la sonde AFM permettra d’obtenir une information sur 
la différence de travail de sortie entre la pointe AFM et la surface. L’exploitation de ces 
forces a donné lieu à deux modes AFM différent : la microscopie à force électrostatique 
(EFM) et la microscopie à sonde de Kelvin (KFM). Ces deux modes seront détaillés dans 
les paragraphes suivants. 
I.6.3 Microscopie à Force de Kelvin –KFM- 
 Pour les mesures KFM en mode lift, le second passage se fait en supprimant 
l’oscillation mécanique de la pointe et en appliquant une tension alternative comme 
indiqué dans l’équation I.17. Le principe de la méthode consiste à annuler la force à la 
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pulsation ω. Pour cela le système, via une boucle d’asservissement, va faire varier, la 
composante continue du potentiel appliqué Vdc, de façon à compenser le potentiel de 
contact et annuler la force. De cette façon, le mode KFM permet de mesurer directement 
la différence de travail de sortie entre une sonde AFM et l'échantillon. 
I.6.4 Microscopie à Force Electrostatique –EFM 
Pour les mesures EFM en mode lift, le principe est assez différent du KFM. En effet, 
pendant le second passage l’oscillation mécanique de la pointe est maintenue et 
seulement la composant continue de la tension est appliquée (Vac=0 dans  
l’équation I.17). Dans ce cas la force s’exerçant sur la pointe devient : 
  .
2
1 2
CDPVV
dz
dC
F
dc
  
(I.20)  
Cette force s’appliquant sur la pointe modifie la constante de raideur naturelle k du 
bras de levier ce qui introduit une modification de la fréquence de résonnance de la 
pointe : 
ω1 = √ω2 −
1
me
∂F
∂z
 
(I.21)  
Une force attractive entraine une diminution de la fréquence et une force répulsive 
une augmentation. Par conséquent, la mesure de cette variation de fréquence nous 
permettra d’avoir une information sur le potentiel de surface sans pour autant pouvoir 
le mesurer directement comme dans le cas du KFM.  
I.6.5 La résolution latérale, différence entre EFM et KFM 
Les deux techniques présentées précédemment dépendent de la capacité C qui se 
crée entre la pointe et l’échantillon. Comme le montre la Figure I.23, cette capacité n’est 
pas uniquement due à la zone proche du bout de la pointe qu’on cherche à étudier. Elle 
comporte également des contributions parasites dues à la présence d’hétérogénéité sur 
la surface. La présence de ces capacités parasites a plusieurs conséquences. Tout 
d’abord le potentiel mesuré en un point sera différent du potentiel réel du fait d’un effet 
de moyenne. Une autre conséquence est la dégradation de la résolution spatiale. 
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 Schéma des capacités C1t(z), C2t(z), …, Cit(z), crée entre la sonde AFM et la Figure I.23.
surface de l’échantillon, avec des potentiels de surface non-homogène [55] 
Dans le cas du KFM, la force à ω dépend de la dérivée de la capacité entre la pointe 
échantillon (capacité utile et parasité). En revanche la mesure en EFM, dépendant de la 
dérivée seconde de la capacité. Par conséquent, l’EFM sera moins sensible que le KFM 
aux capacités parasites et aura donc une meilleure résolution latérale. 
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II.1 Etat de l’art de la mesure de la charge d’espace  
 II.1.1 Charge d’espace 
Un matériau diélectrique ne se comporte pas comme un isolant parfait car il est 
susceptible de se charger électriquement par des mécanismes dont la nature est décrite 
théoriquement dans certaines situations idéales. La présence de ces charges électriques 
dans les matériaux diélectriques donne naissance à un phénomène intrinsèque sous 
forme d’accumulation de charges. Ce phénomène se produit lorsque ces matériaux sont 
soumis à de fortes contraintes : champ électrique important, irradiation, rayonnement 
solaire UV, contraintes thermiques comme un fort gradient de température ou effort de 
frottement mécanique important et sous l’effet de facteurs extérieurs tels que l’humidité, 
la température, etc. [1- 3] 
La présence de ces charges électriques dans le matériau, aussi appelées charge 
d’espace, provoque un changement de comportement des matériaux diélectriques. Ces 
charges, positives ou négatives, peuvent être localisées en volume ou en surface. Elles 
peuvent provoquer un vieillissement prématuré induisant une baisse de performance de 
ces matériaux et un déclin dans la fiabilité. En effet, la présence de charge d’espace (en 
volume ou en surface du matériau) crée un champ électrique résiduel qui sollicite 
l’isolant en continu et augmente donc localement la contrainte électrique. De plus, 
l’énergie relaxée due à la présence massive des charges accumulées dans les pièges peut 
aussi provoquer une détérioration partielle ou complète des matériaux isolants [4, 5].  
La charge d’espace englobe un ensemble d'espèces chargées dans le diélectrique. 
Les différentes origines sont présentées à la Figure II.1. Dans le volume, l’origine de ces 
charges est due : 
(a) à la polarisation des dipôles ; 
(b) à l’électro-dissociation des espèces neutres ; 
(c) aux porteurs ioniques intrinsèques ou extrinsèques. 
Ces charges peuvent être aussi créées aux interfaces par [5] : 
(d) l’injection des trous à l’anode ; 
(e) l’injection des électrons à la cathode ; 
(f) réaction chimique; décharges en surface de l'isolant. 
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Figure II.1. Différents types de génération de la charge d’espace : (a) dipôles, (b) porteurs 
ioniques, (c) électro dissociation d'espèces neutres, (d) injection de trous, e) injection 
d’électrons, (f) réaction chimique. 
Les porteurs de charge peuvent être soit intrinsèques soit extrinsèques selon 
l’origine de leur création. Les porteurs intrinsèques sont générés au sein du matériau 
diélectrique tandis que les porteurs extrinsèques proviennent de l’extérieur. 
Contrairement aux dipôles, ces porteurs peuvent se déplacer dans le diélectrique. Ce 
déplacement induit des accumulations locales de charges provoquant à leur tour une 
intensification du champ électrique pouvant entrainer une détérioration voire une 
destruction du matériau. 
 II.1.2 Charge d’espace et champ électrique 
La présence de charge d’espace dans un matériau diélectrique a pour conséquence 
de modifier et de perturber la distribution interne du champ électrique.  
La génération de charges dans le cas d’un matériau diélectrique, d’une épaisseur 
d muni de deux électrodes (en sandwich) l’anode et la cathode, soumis à un champ 
électrique E, peut se produire selon trois situations : 
a) polarisation des dipôles électriques sous l’effet du champ électrique ; 
b) migration des porteurs ioniques pour former des hétéro-charges aux 
électrodes ; 
c) injection de charge aux interfaces qui conduit à la formation d’homocharges 
dans le diélectrique. 
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Figure II.2. Effet de la charge d’espace sur le champ électrique [5].  
 
La Figure II.2 montre différentes configurations possibles selon la nature des charges: 
 Dans un premier temps, (Figure II.2 (a)), le matériau diélectrique est exempt 
de charges et est soumis à une tension électrique +V0, le champ électrique est alors 
constant en tout point et a pour valeur E0 = -V0/d.  
 Dans le deuxième exemple, deux zones de charge d’espace, +𝜌0 et –𝜌0, sont 
considérées proches des électrodes, (Figure II.2 (b)). La valeur du champ électrique dans 
le volume est notée Ev et le champ aux interfaces où ρ(x) ≠ 0 est noté Ei. Dans cette 
configuration, le potentiel électrique appliqué est nul, le champ électrique est dû 
seulement aux charges d’espace et est obtenu par la résolution de l’équation de Poisson : 
 
 
.

 x
xE   (II.1)  
avec ε représentant la permittivité du matériau diélectrique. 
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La forme de la distribution du champ électrique créé par ces charges est montrée 
à la Figure II.2 (b). L’aire de cette courbe est nulle puisque l’intégrale de ce champ 
électrique   dxxE
d

0
est égale au potentiel appliqué, soit V0 = 0.  
Les figures II.2 (c) et (d) montrent le cas où un potentiel est appliqué à un 
matériau diélectrique chargé. On suppose qu’une différence de potentiel V0 est 
appliquée de manière à ne pas perturber les zones de charge déjà existantes.  
 Sur la figure II.2 (c), l’anode est connectée du côté où la charge est positive, on 
parle alors d’homocharges. On remarque que la présence de ces homocharges induit une 
diminution du champ aux interfaces et une augmentation de celui-ci dans le volume. 
C’est le cas qui prévaut lorsque les charges sont générées par injection aux électrodes. Il 
est possible alors de calculer le champ électrique en utilisant le principe de 
superposition où il suffit d’additionner le champ créé par la charge d’espace sans le 
potentiel et le champ créé par le potentiel V0 sans la présence des charges. 
 La deuxième situation est lorsque l’anode est du côté de la charge négative, 
figure II.2 (d). Dans cette situation on parle d’hétérocharge. Avec le même principe de 
superposition, il est possible de remonter à la distribution du champ électrique dans le 
diélectrique. Contrairement au cas précédent, les hétérocharges induisent une 
augmentation du champ électrique aux interfaces et une diminution de celui-ci dans le 
volume. Cette situation se rencontre lorsque les charges migrent sous l’action du champ 
électrique vers l’électrode opposée [2, 6, 7]. 
 II.1.3 Effet des charges d’espace sur le comportement des isolants 
Les renforcements locaux du champ électrique peuvent être à l’origine de 
mécanismes néfastes pour l’isolation. C’est le cas par exemple pour l’injection de charges 
favorisée par la présence préalable d’hétérocharges [8] comme décrit au paragraphe 
II.1.2. 
Ces renforcements locaux peuvent également être à l’origine de défauts 
responsables de la dégradation rapide de l’isolant telles que les décharges partielles ou 
les arborescences. Zhang, Lewiner et Alquié [9] ont observé que le champ appliqué peut 
être multiplié par un facteur de 5 à 8 au voisinage des électrodes après une polarisation 
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prolongée sous contrainte continue. Or, un champ électrique renforcé signifie une plus 
grande énergie des porteurs mobiles qui peuvent donc endommager la structure 
chimique de l’isolant. À partir de ces considérations, il est supposé que les charges 
d’espace sont responsables du vieillissement "prématuré" des isolants. Elles sont donc 
prises en compte dans les récents modèles de vieillissement tels que celui de Dissado, 
Mazzanti et Montanari [3] ou celui de Crine [10]. 
 II.1.4 Techniques classiques de mesure de la charge d’espace 
Les techniques de mesure de charge d’espace se devisent en deux catégories :  
La première catégorie est celle des techniques dites « intrusives »; elles sont 
appelées ainsi car la mesure modifie considérablement l’état de charge du matériau : 
déplacement voire évacuation de la charge. C’est cette modification qui permet d’estimer 
la quantité totale de charges et l’énergie nécessaire pour leur déplacement. 
La deuxième catégorie est celle des méthodes dites « non-intrusives », ces 
techniques de mesure de charge d’espace sont largement développées depuis environ 
une trentaine d’années. Contrairement aux méthodes destructives, ces méthodes ne 
modifient que faiblement l’état de charge du matériau considéré. Le principe de ces 
méthodes est d’appliquer une contrainte extérieure (mécanique, électrique ou autre) 
pour perturber l’équilibre existant entre les forces élastiques et électrostatiques dans le 
matériau. Suite à cette perturbation, la réponse du matériau ou du système électrodes-
isolant pour rétablir cet équilibre est étudiée. 
Ces techniques de mesure sont classées selon trois familles [11, 12] : 
– les méthodes utilisant une perturbation thermique ; 
– les méthodes utilisant une perturbation mécanique ; 
– les méthodes utilisant une perturbation électrique. 
Les informations sur l’état électrique des matériaux et la distribution de charges 
obtenue à la sortie par ces différentes techniques sont similaires [11]. C’est pourquoi, le 
choix d’une technique dépend principalement de la sensibilité du matériau à la 
contrainte appliquée. De nombreuses références bibliographiques concernant chaque 
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technique y sont mentionnées. Dans le paragraphe suivant, le principe de 
fonctionnement de ces méthodes est décrit. 
II.1.4.1 Méthodes destructives 
II.1.4.1.1 Méthode des courants thermo-stimulés 
La méthode des courants de dépolarisation stimulé thermiquement -CTS- est la 
méthode destructive la plus répandue, elle a été mise au point dans les années 70 [13- 
16] et comporte plusieurs variantes. Son principe consiste à appliquer une rampe de 
température sur un échantillon court-circuité préalablement chargé (l’échantillon 
préalablement polarisé avec une tension Vp sous une température Tp pendant un temps 
tp). Ainsi, l’échantillon subit successivement une phase de conditionnement et une phase 
de dépolarisation CTS (voir Figure II.3).  
 
Figure II.3. Principe de la méthode des courant thermo-stimulés.  
La phase de conditionnement est caractérisée par l’application d’un champ 
électrique continu E pour orienter les dipôles dans le matériau. Ensuite la température 
est abaissée à une valeur Tc << Tp afin de figer l’état de charge de l’isolant. La 
polarisation électrique est alors supprimée et l'échantillon est court-circuité. Ensuite 
viens la phase de dépolarisation CTS où l’échantillon subit une rampe de température 
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afin de permettre le retour graduel à l’équilibre des dipôles, et/ou la relaxation des 
charges piégées. Le courant de dépolarisation est mesuré à l’aide d’un électromètre au 
cours de cette remontée en température. 
II.1.4.1.2 La méthode miroir  
Elle est développée depuis les années 90 [17, 18]. Elle se base sur l’utilisation d’un 
faisceau électronique de forte énergie (typiquement 40 keV) dans le but d’implanter des 
charges électriques dans le matériau isolant à étudier. Ce dernier est placé dans la 
chambre d’observation d’un MEB (microscope électronique à balayage). Un faisceau de 
plus faible énergie est utilisé afin d’étudier l’état de charge crée au sein du matériau. 
(a) (b) 
  
Figure II.4. Principe de la méthode miroir, (a) déviation du faisceau d’électron primaire 
par les équipotentiels induits par la charge implantée. (b) image de la chambre du 
microscope qui en résulte [20]. 
Le faisceau électronique utilisé dans la phase d’observation voit sa trajectoire 
déviée par l’existence des équipotentielles dues à la charge préalablement implantée 
(voir Figure II.4), il apparait alors sur l’écran du MEB l’image déformée de la chambre 
d’irradiation. Moyennant un certain nombre d'hypothèses, l’étude des déviations du 
faisceau électronique permet de remonter à la quantité de charges piégées. 
Les méthodes décrites ci-dessus se présentent alors comme des méthodes 
intrusives qui détruisent l’état de la charge dans le matériau. Elles ne permettent pas de 
définir spécialement la position des charges dans l’échantillon puisque la forte énergie 
du faisceau modifie l’état du matériau [5, 21].  
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II.1.4.2  Méthodes non-destructives  
Comme décrit précédemment, ces méthodes se basent sur la stimulation du 
matériau isolant par une perturbation qui peut être mécanique, thermique ou encore 
électrique. Ces contraintes sont non homogènes en temps et en espace permettant ainsi 
de perturber localement l’équilibre électrostatique du matériau. La perturbation induit 
une réponse mesurée par un circuit extérieur (potentiel ou courant électrique). Un 
traitement du signal de la réponse permet de remonter à la répartition de la densité de 
charge d’espace ainsi qu’au champ électrique induit dans les matériaux isolants. 
II.1.4.2.1 Méthodes thermiques 
Dans cette famille de méthodes, un échauffement local de l'échantillon est produit,  
ce qui provoque une dilatation non uniforme du matériau et une variation locale de la 
permittivité (de l’ordre de 10-4 à 10-6). Malgré ces faibles variations, ces méthodes 
proposent de meilleures sensibilités (1mC/m3) et de bonnes résolutions spatiales 
(1 µm), grâce à un bon rendement du transfert de chaleur par rapport à celui du 
transfert d’énergie d’origine mécanique [21]. Ces méthodes présentent un rapport signal 
sur bruit très élevé et une excellente reproductibilité, par contre, elles restent 
relativement lentes (durée du signal de mesure supérieure à une seconde), ce qui rend 
difficile la mesure des charges pour des durées inférieures à la minute. 
Il existe trois groupes de techniques en fonction de la manière avec laquelle la 
chaleur est apportée à l’échantillon :  
 La méthode LIMM (Laser Intensity Modulation Method) [22,23] : l’apport de 
chaleur se fait à travers un faisceau laser modulé afin de chauffer un 
échantillon isolant placé en sandwich entre deux électrodes. L’électrode en 
face du faisceau laser absorbe l’énergie et la chaleur se propage dans 
l’échantillon. L’interaction entre la distribution de la température non 
uniforme et les charges présentes dans l’échantillon produit alors un 
courant pyroélectrique. Cette méthode a été modifiée pour donner naissance 
à la méthode FLIMM (Focused Laser Intensity Modulation Method) [24]. 
 La méthode TPM (Thermal Pulse Method) [25]; son principe consiste à 
appliquer un faisceau laser qui délivre une impulsion lumineuse sur l’une 
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des deux électrodes métallisées. Cette méthode permet des mesures sous 
contrainte électrique [26-30].  
 La méthode de l’échelon thermique TSM (Thermal Step Method) [31-36],  
aussi appelé Méthode de l’Onde Thermique (MOT). Dans cette méthode 
l’apport de chaleur est sous la forme d'un échelon de température appliqué 
sur une des faces de l’échantillon, par exemple par circulation d’un liquide 
thermostaté. La variation de température induit un léger mouvement 
réversible de la charge d’espace et une variation de la permittivité avec la 
température. Ces variations provoquent la circulation d’un courant dans le 
circuit extérieur de manière à rétablir l’équilibre entre les charges présentes 
dans le volume du matériau et celles induites sur les électrodes. 
La différence majeure entre ces trois techniques thermiques pour la mesure de la 
charge d’espace concerne la quantité de chaleur mise en jeu. Elle est très faible dans les 
deux premières méthodes, avec une élévation de quelques degrés. Les courants 
pyroélectriques générés dans les régions éloignées de quelques dizaines de microns de 
l’électrode chauffée deviennent rapidement indétectables. Cela limite alors l’utilisation 
de ces méthodes à l’étude de films minces (quelques 10 µm). La méthode de l’échelon 
thermique quant à elle applique des quantités de chaleur beaucoup plus importantes 
puisqu’on maintient une différence de température de l’ordre de 30 °C entre les 
électrodes durant toute la durée de la mesure (plusieurs minutes). Cela permet d’utiliser 
cette méthode pour des échantillons plus épais. 
II.1.4.2.2 Méthode électroacoustique PEA 
La technique de l’impulsion électro-acoustique (PEA pour Pulsed Electro-Acoustic), 
développée au début des années 1980 est basée sur le déplacement des charges 
électriques sous l’action d’un champ électrique impulsionnel [37, 38]. En appliquant une 
impulsion de tension sur un système électrode-isolant-électrode, les charges situées sur 
les électrodes et en volume sont déplacées sous l’effet de la force de Coulomb (voir la 
Figure II.5). 
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Figure II.5. Méthode électroacoustique pulsée. 
Le déplacement rapide des charges, dont le sens dépend de la polarité, crée un 
ensemble d’ondes acoustiques dans le matériau. Ces ondes acoustiques se propagent 
dans l’échantillon jusqu’aux électrodes. En contact avec l’une des électrodes, un capteur 
piézo-électrique détecte ces signaux acoustiques et les convertit en signaux électriques. 
Les signaux ainsi obtenus sont fonction de la quantité de charges déplacée et de leur 
position. 
Avec des impulsions de l’ordre de 10 ns de durée et un capteur piézoélectrique de 
7 µm d’épaisseur, la résolution spéciale est de l’ordre de 10 µm. Il a été démontré que le 
couplage d’un capteur piézoélectrique mince avec une impulsion électrique plus étroite 
permet d’augmenter la bande passante du système, améliorant ainsi fortement la 
résolution spaciale de la méthode [39]. De nombreux travaux sont effectués avec cette 
technique [40-44]. Cependant, celle-ci est peu adaptée à des études à température 
élevée (> 70°) du fait de l’utilisation d’un capteur piézo-électrique, dont les propriétés se 
dégradent lorsque la température augmente. 
 II.1.5 Limitations des méthodes classiques  
Les méthodes présentées ci-dessus ont en général des résolutions en profondeur 
de l’ordre de quelques microns et souvent aucune résolution latérale. La résolution 
actuelle de ces méthodes est donc insuffisante pour caractériser les phénomènes aux 
interfaces ou des matériaux en couches minces de quelques dizaines de nanomètres 
d’épaisseur qui sont rencontrés, par exemple, dans l’électronique ou la micro-
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électronique. Pour pallier ce problème, des techniques dérivées de la microscopie à 
champ proche et plus exactement le Microscope à Force Atomique AFM se sont révélées 
comme un nouveau moyen très puissant pour l’étude des charges d’espace avec une 
résolution de l’ordre de quelques nanomètres [45]. Dans le paragraphe suivant, le lien 
entre charges d’espace et AFM est décrit ainsi que les variantes de l’AFM qui permettent 
de les mesurer. 
II.2 Microscope à Force Atomique et charge d’espace – 
Approche classique  
Les techniques de microscopie en champ proche se sont fortement diversifiées au 
cours des dernières années et ne sont plus désormais cantonnées aux seuls laboratoires 
experts dans le domaine des nanotechnologies mais sont exploitées plus largement par 
les spécialistes des matériaux. Concernant les matériaux diélectriques, des techniques 
dérivées de l’AFM, telles que la microscopie à force électrostatique –EFM, ou à force de 
Kelvin –KFM-, permettent d'obtenir de nouvelles informations, à l'échelle nanométrique, 
sur l'état de charge des isolants et sur leur capacité à stocker/dissiper les charges [46]. 
En effet, comme indiqué au chapitre I, les techniques KFM et EFM permettent de  
mesurer la différence de travail de sortie entre la pointe AFM et la surface de 
l’échantillon à étudier. La présence de charges électriques piégées dans le matériau va 
induire une modification du travail de sortie. La mesure de cette modification du 
potentiel de surface sera donc une indication de l’état de charge dans le matériau. 
Une façon désormais classique d’étudier la rétention des charges d’espace dans une 
couche mince consiste à déposer des charges à la surface du diélectrique au moyen 
d'une pointe de microscope AFM et de suivre l'évolution de cette charge au moyen d'une 
mesure de potentiel par technique KFM ou EFM [47- 51]. Toute la puissance de la 
technique consiste à pouvoir charger l’échantillon et mesurer les charges induites avec 
le même équipement. Si des progrès considérables ont été accomplis dans le 
perfectionnement de ces mesures, beaucoup reste à faire concernant l'interprétation et 
l'exploitation des résultats obtenus.  
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 II.2.1 Injection et mesure de charge localisée par la sonde AFM 
L’injection de charges et la mesure par KFM du potentiel induit se déroulent en 
quatre étapes (voir le Tableau II.1) : 
1. L’AFM réalise une mesure de topographie en mode oscillant avant de se 
positionner au point où on veut réaliser l’injection ; 
2. La sonde AFM conductrice est amenée au contact de la surface de 
l’échantillon. La force de contact est contrôlée ; 
3. Un potentiel est appliqué à la sonde (potentiel positif ou négatif) pendant un 
temps qui peut varier entre quelques secondes à quelques minutes ; 
4. La sonde AFM est remontée de façon à permettre la mesure du potentiel de 
surface à une hauteur Z0, appelée lift. 
Tableau II.1 Différentes étapes pour l’injection des charges électriques à l’aide de la 
sonde AFM. 
  
1) Topographie. 2) Mise en contact. 
  
3) Polarisation 4) Balayage et détection. 
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Les mesures de potentiel de surface permettent d’accéder à la distribution du 
champ électrique grâce à une dérivation spatiale. 
Les résultats (topographie, phase, potentiel de surface, etc…) obtenus par ces 
techniques dépendent de différents paramètres : 
 de la dimension et de l’environnement des motifs à observer sur 
l’échantillon ; 
 de la géométrie et du revêtement de la pointe ; 
 de la distance de lift (le contraste et la résolution diminuent quand cette 
distance augmente). 
L’EFM permet une mesure indirecte du potentiel de surface, en effet, l’EFM permet 
la mesure des  variations de la phase ou de la fréquence induites par la force 
électrostatique. Toutefois, il est possible de remonter au potentiel de surface et aux 
valeurs de densité de charge moyenne via une modélisation [52, 53, 56, 57]. 
Des études antérieures ont démontré que l’utilisation de l’EFM présente des 
limitations et surtout une sensibilité aux charges images qui rendent le résultat 
dépendant des conditions de mesure [55, 56].  
La Figure II.6 montre un exemple d’une mesure d’un signal de topographie à 
gauche et un signal de phase à droite sur un échantillon de SiO2 de 7 nm d’épaisseur avec 
un potentiel d’injection de 10 V pendant 10 s. 
(a) (b) 
  
Image de topographie Image de la phase 
Figure II.6. Exemple de mesure EFM (a) Signal de topographie et (b) signal de phase sur 
un échantillon de SiO2 de 7 nm d’épaisseur avec un potentiel d’injection de 10 V 
pendant 10 s. Pour le signal de phase, le potentiel appliqué à la sonde AFM est positif 
sur la partie supérieure et négative sur la partie inférieure [57]. 
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Pour le cas du KFM, une mesure directe du potentiel de surface est obtenue [54, 
59], mais la méthode présente des résolutions latérales de moins bonne qualité qu’un 
EFM, à cause des capacités parasites [58]. 
La Figure II.7 montre un exemple de mesure du signal de topographie à gauche et 
du signal de potentiel de surface à droite. Ces mesures ont été obtenues sur un 
échantillon de Polycrystalline BaTiO3 et sur  des carrés de 0.5 µm x 0.5µm pour 
différentes valeurs de potentiel appliqué à la sonde AFM allant de -1 V à -9 V. 
(a) (b) 
  
Image de topographie Image du potentiel de surface 
Figure II.7. Exemple de mesure KFM (a) Signal de topographie et (b) signal du potentiel 
de surface sur un échantillon de BaTiO3 polycristallin avec un potentiel d’injection 
variant de -1 V à -9 V sur des spots de 0.5 µm x 0.5µm  [59].  
La détermination quantitative de la densité de charges à partir de potentiel de 
surface reste alors difficile même si quelques tentatives de modélisation ont été 
présentées [60, 61], moyennant de fortes hypothèses sur la localisation des charges dans 
la couche. 
Pour remédier à ces problèmes et obtenir des informations quantitatives sur la 
densité de charges avec une résolution spatiale de l’ordre de quelques nanomètres, une 
autre technique est nécessaire. Notre intérêt s’est porté sur la mesure des forces 
d’interaction entre la pointe AFM et la surface grâce à la technique des courbes de force 
[62], FDC, du fait de sa sensibilité à la force électrostatique [63- 65].  
Un autre avantage relatif à l’utilisation de cette technique est que la force 
électrostatique entre la pointe et la surface peut être modélisée plus facilement [66- 69]. 
Une bonne correspondance avec les résultats expérimentaux a été observée excepté 
pour les faibles distances pointe-échantillon [68]. 
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 II.2.2 Courbe de force (FDC) 
Cette technique consiste à faire une mesure de la force en fonction du déplacement 
vertical de la sonde AFM dans l’axe vertical par rapport à la surface de l’échantillon, 
(Figure II.8). On obtient une « courbe d’approche-retrait » ou « courbe de force ». Les 
forces d’interactions entre la sonde AFM (pointe + bras de levier) et la surface de 
l’échantillon provoquent la déflexion du bras de levier. Cette déflexion peut être 
mesurée par un détecteur optique. La force d’interaction est obtenue alors en 
multipliant la déflexion ∆z avec la constante de raideur k du bras de levier. 
(cf. Chap. 1.3.3). 
II.2.2.1 Principe pour l’obtention d’une courbe de force – FDC 
Le principe de base pour obtenir une courbe de force est présenté à la Figure II.8. 
a) Phase d’approche : la sonde AFM s’approche de la surface de l’échantillon. Dans 
cette étape, la distance pointe / plan est trop importante pour induire une 
déflexion du bras de levier (les forces sont négligeables). 
b) Saut au contact : un saut brutal de la sonde AFM amène la pointe au contact de 
l’échantillon et provoque ainsi une légère déflexion du bras de levier vers le bas. 
Ce phénomène est lié aux forces de Van der Waals attractives à courte portée. 
Ce point, appelé « snap-in » ou « pull-on », est pris par convention comme point 
où la distance pointe–surface est égale à zéro. 
c) Phase de répulsion : le bras de levier continue sa progression vers le bas 
provoquant une déflexion négative (interaction répulsive) de plus en plus 
importante. 
d) Phase d’adhésion : Dans cette étape, la sonde AFM remonte et la déflexion 
répulsive du bras de levier diminue progressivement. Suite à l’action des forces 
d’adhésion et éventuellement de capillarité dues à la présence d’un ménisque 
d’eau, la pointe reste en contact avec la surface. Une déflexion du bras levier 
vers le bas est alors observée. 
e) Phase de retrait : lorsque la force de rappel du bras de levier compense la force 
d’adhésion, le bras de levier revient brusquement à sa position d’équilibre. Cette 
seconde instabilité est généralement appelée « snap out » ou « pull-off ».  
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Figure II.8. Principe de la mesure de courbe de force. 
II.2.2.2 Courbe de force électrostatique – EFDC avec la pointe polarisée 
La méthode EFDC consiste à exploiter la sensibilité électrostatique de la courbe de 
force classique FDC. En effet, on cherche à obtenir l’évolution de la force électrostatique 
entre la pointe et la surface de l’échantillon en fonction de la distance qui les séparent. 
Une illustration d’une telle mesure nécessite deux étapes. Comme le montre la figure 
II.9 (a), la première approche est effectuée avec la sonde reliée à la masse, c’est la courbe 
de référence. Puis, une deuxième approche est réalisée avec un potentiel V appliqué à la 
sonde. Les trois étapes décrites précédemment de l’approche peuvent être identifiées 
sur chaque courbe : 1) la sonde AFM s'approche de la surface de l’échantillon, 2) un saut 
se produit au contact de la surface de l’échantillon de la sonde AFM dû aux forces 
d’adhésion (Van der Waals, etc.), 3) la sonde AFM reste en contact avec l’échantillon, 
avec une déflexion répulsive du bras de levier. 
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(a) (b) 
  
Figure II.9.  (a) Force vs. distance pointe échantillon. Effet de la tension appliquée à la 
pointe AFM sur une FDC. La courbe noire représente la FDC avec la pointe AFM 
connectée à la masse (courbe de référence) et la courbe verte représente une FDC avec 
une tension appliquée à la pointe. (b) Force électrostatique résultante de la 
soustraction des deux FDC obtenues en (a). 
Comme la force électrostatique est une force à longue portée, la différence de 
potentiel appliquée entre la sonde AFM et la surface modifie principalement le 
comportement d'approche (partie 1 de la courbe) sans modifier les autres étapes. Ainsi, 
la force électrostatique peut être extraite par la différence entre la courbe de force avec 
et sans potentiel. La Figure II.9 (b) montre la force électrostatique résultante en fonction 
de la distance pointe-échantillon avec un potentiel de 25V appliqué sur la sonde 
conductrice.  
II.2.2.3 La courbe de force comme moyen d’étudier la charge d’espace 
Comme montré dans la section II.2.2.2, la courbe de force ou courbe d’approche-
retrait entre une sonde AFM et la surface d’un échantillon est sensible à la force 
électrostatique lorsqu’une différence de potentiel apparait entre elles. 
Cette sensibilité de la courbe de force à la force électrostatique est utilisée depuis 
peu comme un nouveau moyen d’étudier et de sonder le comportement de la charge 
d’espace dans les matériaux diélectriques [70, 71]. En effet, la présence des charges 
électriques dans un matériau isolant induit un champ électrique qui modifie la forme de 
la courbe de force, notamment sa courbure dans les premières dizaines de nanomètres, 
et peut aussi engendrer le déplacement de sa ligne de base. La figure II.10 compare les 
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profils de potentiel KFM aux courbes EFDC au point d’injection pour une injection 
identique dans différents matériaux d'Oxynitrure de Silicium –SiON- synthétisées par 
procédé plasma [72]. Le paramètre γ représente le rapport entre les débits de gaz 
(N20 / SiH4) lors de la synthèse des couches et est relié à la teneur en silicium dans la 
couche d’isolant SiON. γ = 100 correspond à une couche proche la silice alors que γ = 5 
présente une teneur en silicium et une conductivité plus importantes [72]. Ces 
différences de propriétés électriques expliquent les différences observées au niveau des 
mesures KFM. En effet la couche de composition proche de la silice retient très bien les 
charges électriques alors que la couche avec un γ = 10 présente un étalement 
considérable, interprété comme conséquence d'une conductivité latérale élevée. 
(a) (b) 
  
Figure II.10.  Variation de la forme de la courbe de force électrostatique en fonction du 
profil du potentiel de surface KFM mesuré sur des couches de SiON synthétisées par 
procédé plasma [70].  
Comme le montre la Figure II.10, plus la largeur du profil du potentiel KFM est 
faible (les charges injectées restent proches du point d’injection, voir Figure II.10(a)), 
plus la courbure de la courbe de force électrostatique est importante et la ligne de base 
est proche du zéro. Lorsque la largeur du profil KFM devient plus importante (les 
charges injectées s’étalent rapidement dans la couche) la courbure de la courbe devient 
plus faible et la valeur de la ligne de base s’éloigne du zéro. Ces résultats illustrent bien 
la sensibilité des mesures des courbes de force électrostatique à la localisation des 
charges. D’autres mesures récentes non présentées ici ont également mis en évidence 
une sensibilité de la méthode à la position verticale. L’interprétation quantitative et 
qualitative des changements de forme des EFDC expérimentales par la présence de 
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charges électriques au sein du matériau reste très difficiles mais indispensable pour 
réaliser une mesure quantitative de la charge d’espace. C’est pourquoi, dans les 
chapitres qui suivent, une modélisation des EFDC  avec une configuration simplifiée est 
proposée en développant des modèles multidimensionnels de la sonde AFM. Ces 
configurations simplifiées consistent à amener un potentiel sur la pointe AFM et à 
calculer la force d’interaction avec la surface. Cette approche permettra de développer 
un modèle et de valider les résultats issus de l’expérience dans une configuration 
maitrisée expérimentalement (en particulier la source à l'origine de la force 
électrostatique est parfaitement connue).  
 Les résultats obtenus permettront d’apporter des informations sur la sensibilité 
de la mesure par rapport à l’instrumentation de la sonde AFM : géométrie de la pointe, 
bras de levier, etc. 
 II.2.3 Modélisation de l’interaction électrostatique dans la 
littérature 
Depuis quelques années, de nombreux groupes de recherche se sont penchés sur 
l’estimation quantitative de la force électrostatique entre une sonde AFM et la surface 
d’un échantillon [66- 69]. Ces études se basent sur des modèles analytiques ou bien 
mettent en œuvre une résolution numérique. Des simplifications géométriques sont 
nécessaires avec des résolutions analytiques du problème, comme l’utilisation d’une 
symétrie de révolution pour décrire la pointe ou la non prise en compte de l’angle que 
fait le bras de levier avec le plan horizontal (quelques dizaines de degrés). 
Les interactions entre la sonde AFM et la surface de l’échantillon ne se limitent pas 
aux interactions au niveau de l’apex de la pointe AFM, mais s’étendent à toute la sonde 
(bras de levier et pointe). Les valeurs de ces forces d’interaction et plus précisément des 
forces électrostatiques, dépendent, d’une part, de la différence de potentiel appliquée 
entre la sonde AFM et la surface de l’échantillon et, d’autre part, de la valeur de la 
capacité qui se forme entre ces deux éléments. La forme et la taille de la surface 
d’interaction entre les deux électrodes ainsi que les interactions générées par la pointe 
et le bras de levier sont les principaux paramètres déterminant la valeur de capacité 
créée entre la sonde AFM et la surface de l’échantillon.  
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Sachant que : 
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avec e représente l’énergie et eF la force électrostatique,  
on obtient le gradient de la force d’interaction par : 
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Figure II.11. Capacité d’interaction entre la sonde AFM et la surface d’un échantillon. 
 
Les modèles développés utilisent des géométries de pointe simplifiées très variable 
selon la contribution pour approximer la forme réelle de la pointe AFM : modèle sphère 
/ plan, modèle cône / plan et enfin un modèle cône tronqué par une sphère / plan 
sachant qu'ici le plan représente une simplification de l’échantillon étudié (non prise en 
compte de la rugosité de surface). 
En général, la contribution de la force électrostatique sur le bras de levier est 
négligée par rapport à l’effet de cette force électrostatique sur la pointe AFM. En effet la 
distance entre la pointe et le bras de levier (environ 10 µm) est très importante devant 
la variation de la distance réalisée pendant la mesure de courbe de force (≈1 µm).  
Dans ce qui suit, nous exposons les principaux travaux de modélisation de la 
capacité d’interaction entre la pointe et l’échantillon, et ce pour différentes géométries. 
En effet, comme le montre l’équation (II.3), la force électrostatique est fonction 
Chapitre II                                                        Techniques pour la mesure de la charge d’espace  
67 
 
principalement de la valeur de cette capacité d’interaction (Figure II.11), et plus 
exactement de la dérivée seconde de cette capacité car c’est elle qui est proportionnelle 
au gradient de la force d’interaction électrostatique réelle mesurée. 
II.2.3.1 Modèle du condensateur plan/plan [73] 
Le modèle plan/plan peut être considéré comme décrivant l’interaction entre le 
bras de levier et une surface plane qui représente l’échantillon à étudier. Dans ce cas, la 
contribution de la pointe est négligée. La distance entre les deux plans D est donc la 
somme entre la hauteur H de la pointe et la distance d entre le bout de la pointe (l’apex) 
et la surface de l’échantillon : dHD   (voir la Figure II.12).  
 
Figure II.12. Géométrie du modèle plan/plan pour le calcul de la force électrostatique 
Le modèle plan/plan donne alors une dérivée seconde de la capacité par :  
 
2D
S
dC pp    (II.4)  
La force électrostatique est alors exprimée par : 
 
2
2
2 D
SV
dFe

  (II.5)  
où ε représente la permittivité du milieu, V représente la différence de potentiel entre le 
bras de levier et la surface de l’échantillon et S est la surface d’intégration 
électrostatique. 
II.2.3.2 Modèle sphère/plan 
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Les capacités dues aux interactions électrostatiques entre une surface plane 
infiniment grande qui représente un échantillon et une sphère de rayon Rc (représentant 
l’apex de la pointe AFM) située à une distance d ont été modélisées de façon analytique, 
Figure II.13 [73]. 
 
Figure II.13. Géométrie du modèle sphère/plan pour le calcul de la force électrostatique 
D’après ces travaux la première dérivée de la capacité entre ces deux parties est 
donnée par : 
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Dans le cas ou d ˃˃ Rc l’expression de la dérivée première de Cpt-p s’écrit : 
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L’expression de la dérivée seconde est alors donnée par : 
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Dans le cas ou d << Rc l’expression de la dérivée première de Cpt-p s’écrit : 
 
d
R
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Et l’expression de la dérivée seconde est alors donnée par : 
 
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 A partir des expressions de la capacité seconde on obtient l’expression de la force 
électrostatique : 
Pour le cas ou d >> Rc : 
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Et pour le cas d << Rc : 
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II.2.3.3 Modèle cône parfait/plan  
Dans le but de se rapprocher de la géométrie de la pointe AFM réelle, et toujours 
d’après E. Durand [73], un modèle de la pointe sous forme d’un cône parfait a été 
développé (Voir la Figure II. 14) : 
  
 
Figure II.14.  Géométrie du modèle cône/plan pour le calcul de la force électrostatique 
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Dans cette configuration, les capacités d’interaction entre le cône et le plan sont 
exprimées par : 
 
d
H
KdC pCp ln2
2'   (II.14)  
où  2cotln
1

K  (II.15)  
Et sa dérivée seconde est : 
 
d
K
dC pCp
2
'' 2  (II.16)  
Toujours avec un modèle d’une pointe sous forme de cône parfait, Yokoyama [74] a 
modélisé le cas où d << Z par une dépendance logarithmique de la force entre un cône de 
longueur H et un plan comme le montre la formule suivante : 
  






d
H
AVdFe ln
2
 (II.17)  
où A qui représente une constante qui dépend de l’angle de demi-ouverture α du cône et 
de sa longueur H. 
 
 
II.2.3.4 Modèle cône tronqué/plan 
Le cas du cône tronqué permet de prendre en compte la forme de l’apex. C’est le 
modèle le plus souvent utilisé pour modéliser une pointe AFM. Une modélisation 
analytique est détaillée dans les travaux de S. Hudlet [75, 76]. La géométrie considérée 
est celle d’une demi-sphère qui vient se rajouter à l’extrémité du cône tronqué 
caractérisé par un angle de demi-ouverture α (voir Figure II.15).  
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Figure II.15. Géométrie du modèle sphère/plan pour le calcul de la force électrostatique 
Dans cette étude, la capacité d’interaction et la force électrostatique sont le résultat 
de la somme des contributions de chacune des deux parties : le cône tronqué et la demi-
sphère. L’expression de la dérivée seconde de la capacité d’interaction est exprimée par :  
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A partir des expressions de la capacité seconde on obtient celle de la force 
électrostatique : 
 
  
   
    
      
























 


















sin1sin
cossin1
ln1
sin1
sin1
2
2
0
2
2
0
2
c
cc
c
c
e
Rd
R
H
Rd
KV
Rdd
R
VdF
 (II.19)  
Pour des faibles valeurs d’angle de demi-ouverture, l’expression de cette force 
électrostatique (II .22) se simplifie comme suit : 
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A partir de l’expression du modèle du cône tronqué (relation II.20) on peut vérifier 
qu’aux conditions aux limites on retrouve les expressions des cas précédents : 
Pour le cas d << Rc         20
'' 2
d
R
dC cpCp   sphère / plan (II.21)  
Pour le cas Rc << d << H        
d
K
dC pCp 0
'' 2  cône / plan (II.22)  
Dans le cas ou d << H, seule la partie apex de la pointe est en interaction avec la 
surface de l’échantillon; à plus grand distance d le bras de levier commence à interagir et 
peut influencer le résultat de la force électrostatique. La contribution du bras de levier 
est négligée quand on calcule le gradient de la force, par contre on peut montrer que 
lorsqu’on mesure la force et non le gradient de la force, comme c’est le cas dans un 
régime statique, la contribution du bras de levier est non négligeable [77]. Cette 
particularité permet d’isoler les interactions au niveau de l’apex de la pointe en mode 
dynamique [36]. S. Belaidi et al. [67] ont développé un modèle en prenant en 
considération la sonde complète : pointe et bras de levier. Dans leurs travaux, le bras de 
levier a une inclinaison de 20°. Les résultats issus de ce modèle permettent de conforter 
les conclusions de B. Law et F. Rieutord [77] sur le comportement de la force et du 
gradient de la force.  
Une autre façon d’estimer les interactions électrostatiques dans ce type de 
configuration, est le principe du modèle de la charge équivalente. Il a été développé par 
M. Doom [78]. Ce modèle assimile un conducteur en équilibre, la pointe AFM dans notre 
cas, à un ensemble d’anneaux chargés de l’intérieur. Le deuxième plan est quant à lui 
modélisé avec une charge image de signe opposé à la charge de l’anneau qui représente 
la pointe, ce plan image est disposé symétriquement au premier plan par rapport au 
plan réel. Les charges piégées à la surface (Q0) sont disposées au-dessus du plan, et leurs 
charges images sont situées symétriquement par rapport à ce plan.  
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III.1 Introduction 
Ce modèle est une première étape pour la résolution des équations de dérive-
diffusion qui permettra d’introduire la dépendance en temps et en espace du 
mouvement des charges, ainsi que le couplage de la partie électrostatique avec 
l’équation de transport. Pour notre étude, la Méthode Volume Finis FVM semble la plus 
avantageuse comparée à d’autres méthodes telles que la Méthode des Eléments Finis 
FEM ou la Méthode des Différences Finis FDM. En effet, la méthode des volumes finis 
permet de garantir la conservation locale dans le volume de contrôle puisque par 
construction une quantité qui sort de la cellule se reporte intégralement dans la cellule 
adjacente à travers l’interface commune. C’est principalement pour cette raison que 
cette méthode a été choisie pour résoudre les équations de Poisson et de transport 
[1, 2]. De plus, la méthode des volumes finis permet d’atteindre maintenant des 
approximations d’ordre élevé sur des maillages non-structurés, garantissant une 
excellente précision. 
La Méthode des Eléments Finis est l’approche standard pour résoudre l'équation 
de Poisson et offre une bonne approximation de la solution. Néanmoins, cette méthode 
souffre d'une diffusion numérique lorsqu'il s'agit de l'équation de transport car, par 
nature, elle ne garantit pas la conservation locale des flux de charges à travers 
l'interface. Enfin, même si des solveurs numériques efficaces sont disponibles, nous 
insistons sur l'importance de développer nos propres outils pour contrôler pleinement 
les méthodes numériques, pour intégrer facilement de nouveaux phénomènes 
physiques, et pour adapter notre code aux nouvelles technologies informatiques telles 
que le GPU. La plupart des méthodes numériques utilisées dans la littérature [3] pour 
estimer la distribution du champ électrique et évaluer les interactions électrostatiques 
induites par un matériau diélectrique et une sonde AFM, sont basées sur la Méthode des 
Eléments Finis avec des fonctions de forme linéaire ou quadratique. Ces fonctions de 
forme donnent lieu à des approximations de deuxième ou de troisième ordre en général 
très satisfaisantes. 
Dans ce travail, nous proposons d'utiliser une méthode de volumes finis récente 
[4] pour obtenir une précision d’ordre six relativement au paramètre de maillage. Cette 
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méthode est aussi conçue pour gérer efficacement la discontinuité entre les milieux 
étudiés de permittivités différentes, comme par exemple un matériau diélectrique et de 
l’air. Dans le contexte des éléments finis, un coefficient équivalent calculé par une 
moyenne harmonique est utilisé pour fournir une approximation des coefficients 
diélectrique à l’interface dans le cas où il existe une forte discontinuité entre les deux 
permittivités diélectriques (plus d'un ordre de grandeur). L’utilisation d’une méthode de 
type volumes finis comme proposée dans la référence [4] ne nécessite pas l'introduction 
d'un coefficient équivalent et permet de respecter fidèlement la physique, à savoir la 
conservation du champ de déplacement électrique D à travers l'interface. En plus, 
l’utilisation d’une méthode d’ordre élevé est cruciale pour une approximation correcte 
du champ électrique à proximité de la pointe, même avec des maillages peu raffiner 
autours de la pointe. 
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III.2 La méthode des Volumes Finis 
III.2.1 Comment modéliser ? 
La résolution numérique des problèmes de l’électrostatique en particulier et de la 
physique en général, est basée sur un modèle mathématique de type milieu continu 
constitué d’équation aux dérivées partielles (EDP). Ces modèles mathématiques 
continus sont discrétisés avec l’utilisation d’un nombre fini de données, à l'aide de 
schémas numériques appropriés. Leur résolution se fait à l’aide d'algorithmes qui sont 
implémentés avec des langages de programmation tel que le C, C++, Fortan, Matlab, 
Java,... Dans ce travail, notre code est développé en utilisant la méthode des Volumes 
Finis et le langage C++. 
III.2.2  La méthode des Volumes Finis standard 
La méthode des Volumes Finis repose sur une approche différente des autres 
familles de méthode (Différences Finis, Éléments Finis) pour la résolution des EDP. Elle 
est construite à partir d'une formulation intégrale basée directement sur la forme 
conservative des équations à résoudre. Les intégrales ne portent pas sur tout le domaine 
dans lequel sont posées les équations, mais sur des cellules disjointes appelées volumes 
de contrôle. Le domaine (supposé polygonal) est subdivisé par un maillage constitué de 
volumes de contrôle qui sont des (petites) cellules disjointes (polyèdre en 3D, polygones 
en 2D et segments en 1D). Les volumes de contrôle peuvent être construits autour des 
points d'un maillage initial par tétraédrisation ou triangulation en fonction de la 
dimension de l’espace.  
 
Figure III.1. Maillage volumes finis standard 1D 
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La méthode des Volumes Finis, est fondée sur la forme conservative où les termes 
de divergence apparaissant dans les EDP sont traités en utilisant le théorème de la 
divergence. Les intégrales de volume de la divergence sont transformées en intégrales 
de surface. Ces termes de flux sont ensuite évalués aux interfaces des volumes de 
contrôle par des formules de quadrature et des fonctions du flux numérique.  
La Figure III.1 montre un exemple de maillage en une dimension d’espace utilisé 
pour discrétiser les équations par la méthode des volumes finis. Les inconnues sont les 
valeurs moyennes usuellement localisées au centre des mailles  [Ki = xi-1/2; xi+1/2], et les 
flux sont évalués aux arêtes en xi-1/2, xi+1/2.  
Pour chaque cellule on établit le bilan de la somme des flux numériques à travers 
les interfaces avec les cellules adjacentes et les bords du maillage où sont prescrites les 
conditions aux limites du type Dirichlet. Le bilan des flux est effectué pour toutes les 
cellules du maillage ce qui forme un système linéaire caractérisé par une matrice A de 
type sparse (voir la Figure III.2) : 
𝐴𝑢 = 𝑏   (III.1)
 
Figure III.2. La matrice A 
La résolution du système linéaire se fait généralement avec des méthodes 
intégratives du type Jacobi, Gauss-Seidel, relaxation ou GMRES. L’utilisation de méthode 
itérative permet une résolution avec des temps de calcul raisonnable et des moyens de 
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stockage moins important que lors d’une résolution direct du système (utilisation de la 
matrice sparse au lieu de la matrice pleine).    
L’inconvénient des méthodes volumes finis standard est leur manque de 
précision (dans le sens méthode de premier ordre) due à une diffusion numérique très 
importante. Dans ce travail nous utiliserons des méthodes d’ordres élevés fondées sur la 
technique de reconstruction polynômiale (Polynomial Reconstruction Operator PRO) 
pour déterminer des fonctions polynômiales utilisées pour évaluer les flux aux points de 
Gauss qui garantiront une grande précision de calcul. Cette méthode PRO se base sur la 
reconstruction polynômiale pour évaluer les flux ce qui lui permet d’atteindre 
facilement un ordre élevé. On peut ainsi atteindre des ordres très élevés de convergence 
en fonction du degré du polynôme utilisé. Les détails de cette méthode seront présentés 
dans la suite du chapitre III. 
III.3 Le schéma volumes finis d’ordre élevé 
III.3.1 Notation utilisée 
Nous considérons un domaine ouvert borné Ω de ℝ2 ou ℝ3 dont la frontière est 
constituée de surfaces régulières par morceaux, certaines d’entre-elles pouvant être 
courbes. Les surfaces ΓD et ΓN  représentent les bords où on imposera les conditions aux 
limites, dans notre cas la condition de Dirichlet et/ou la condition de Neumann. Notons 
par V le potentiel scalaire, notre objectif est de déterminer une approximation d’ordre 
élevée de la solution de l’équation de Poisson : 
−∇(ε∇V) = g dans le domaine Ω, 
  (III.2)
ε∇V. n = 0 sur le bord ΓN, 
 (III.3)
V = 𝑉𝐷 sur le bord ΓD, 
  (III.4)
où ε est une fonction positive régulière par morceaux représentant la permittivité du 
milieu considéré mais qui peut présenter des discontinuités entre deux matériaux 
différents. Le potentiel VD est une fonction définie sur le bord ΓD et g représente le terme 
source dû aux charges électriques contenues dans le matériau. Nous faisons l’hypothèse 
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supplémentaire que le bord ΓN est droit, c’est à dire un segment dans le cas 2D ou une 
portion de plan dans le cas 3D. Notons que le domaine ΓD  peut être un bord courbe ce 
qui est fondamental dans nos applications (courbure de la pointe AFM). Dans certaines 
simulations, nous allons considérer plusieurs matériaux de coefficients diélectriques 
différents (par exemple l'air et un matériau diélectrique) ce qui nous conduit à diviser le 
domaine en deux sous-domaines Ω1  et Ω2  séparés par une interface Γ. Nous notons par 
ε𝑙 = ε𝛺𝑙  l = 1,2 les permittivités diélectriques considérés comme des fonctions régulières, 
et notons ε le saut de la discontinuité à l’interface Γ. 
L’ensemble des notations nécessaires à la description du schéma volumes finis 
est présenté à la Figure III.3. Dans le cas bidimensionnel, le domaine est divisé en une 
partition de cellules polygonales convexes sans chevauchement c𝑖 , i = 1, …, I où I est le 
nombre total de cellules. Par ailleurs, nous notons par 𝑒𝑖𝑗 = 𝑐𝑖 ∩ 𝑐𝑗  l’interface commune 
entre deux cellules adjacentes et notons 𝑛𝑖𝑗  le vecteur normal qui va de 𝑐𝑖 vers 𝑐𝑗 . 
Dans le cas d’une cellule située sur le bord, nous introduisons la notation 𝑒𝑖𝐷 qui 
correspond au côté de la cellule 𝑐𝑖 qui appartient au bord ΓD et notons par 𝑛𝑖𝐷 le vecteur 
normal extérieur. De la même manière, nous définissons 𝑒𝑖𝑁 et 𝑛𝑖𝑁 pour le côté d’une 
cellule situé sur le bord ΓN. Afin d’obtenir une écriture compacte des schémas 
numériques, on représente par 𝑣𝑖  le sous-ensemble d'indice des cellules adjacentes à la 
cellule 𝑐𝑖 (partageant un côté en commun), que l’on complète naturellement par les 
symboles D et N lorsque l’on traite des côtés situés sur le bord. D’autre part, afin de 
calculer des approximations précises de l’intégration numérique des flux, on introduit 
pour chaque segment 𝑒𝑖𝑗 les points de Gauss 𝑞𝑖𝑗,𝑟 , 𝑟 = 1, … , 𝑅2 associés aux poids 
respectifs 𝜉𝑟 , 𝑟 = 1, … , 𝑅2  ou R2  est le nombre total de points de quadrature (ici R2 = 3). 
Nous adoptons des notations similaire pour 𝑞𝑖𝐷,𝑟et 𝑞𝑖𝑁,𝐷 pour les points de Gauss dans 
les segments de bord 𝑒𝑖𝐷 et 𝑒𝑖𝑁 respectivement. 
Le cas tridimensionnel est plus complexe dû à la présence possible d’interfaces 
non-coplanaires, aussi pour plus de simplicité, nous allons seulement considérer des 
tétraèdres, c𝑖 , i = 1, …, I dont les faces 𝑓𝑖𝑗 = 𝑐𝑖 ∩ 𝑐𝑗  sont des triangles et 𝑛𝑖𝑗  représente le 
vecteur normal orienté de 𝑐𝑖 vers 𝑐𝑗 . Nous utilisons à nouveau  les notations D et N pour 
représenter les faces du bord 𝑓𝑖𝐷et 𝑓𝑖𝑁 ainsi que leurs vecteurs normaux 𝑛𝑖𝐷 et 
𝑛𝑖𝑁 respectifs. Nous rappelons que 𝑣𝑖  représente l’ensemble des indices des cellules 
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adjacentes complété par les symboles D et N pour les bords. L’intégration numérique sur 
les faces utilise les points de Gauss notés 𝑞𝑖𝑗,𝑟 , 𝑟 = 1, … , 𝑅3et de poids respectif r , où R3  
est le nombre de pointe de quadrature (ici R = 7). 
 
(a) (b) 
  
Figure III.3. Notations pour les maillages, (a) 2D et (b) 3D. 
Afin d’établir le schéma numérique volume fini, on considère une cellule 𝑐𝑖  ⊂  ℝ
2 
(ou 𝑐𝑖  ⊂  ℝ
3) et on intègre l’équation de Poisson sur cette cellule : 
      


)(ij e
ij
CCC
dsnVdsnVdxVdxg
ijiii


   (III.5)
où l’intégration par partie permet de mettre en évidence les flux à travers les côté 
ou les faces de la cellule. On substitue l’intégration exacte sur les bords par une formule 
de quadrature d’ordre six et on obtient respectivement en dimension 2 et 3 : 
,,
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    (III.6)
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avec ije , ijf , ic les mesures respectives des entités géométriques, 
  dxxg
c
g
ic
i
i 
1
   (III.8)
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représente la valeur moyenne de la fonction g sur la cellule ic . 
Nous remplaçons le flux exact (mais inconnu) par une approximation numérique 
Fij,r à chaque points de Gauss dont nous détaillerons dans la section suivante l’expression 
analytique : 
    ijrijrijrij nqVqF  ,,,     (III.9)
Nous introduisons finalement l’opérateur de résidu : 
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III.3.2 Reconstruction polynomiale  
Les schémas de type volumes finis, dans leur version originale, sont extrêmement 
robustes mais introduisent une diffusion numérique très importante conduisant à une 
perte significative de précision. Pour remédier à ce problème de diffusion numérique, on 
utilise un outil supplémentaire : la reconstruction polynomiale. Initialement introduit 
par [5] dans le contexte des volumes finis sur maillages structurés, son extension pour 
les systèmes hyperboliques a été proposée [6-8] puis a été récemment adaptée pour le 
problème de convection-diffusion [4]. C’est cette dernière publication qui est à la base 
du formalisme que nous introduisons ci-dessous. 
Pour toute fonction intégrable, nous notons par 
  dxxV
c
V
ic
i
i 
1
   (III.12)
la moyenne de V sur la cellule 𝑐𝑖   et par 𝑉𝑖  son approximation. Par ailleurs, le vecteur 
  iVV  ℝI regroupe tous les approximations des cellules ainsi que ?̅? pour les 
composantes des valeurs moyennes ?̅?𝑖 . Dans cette section, nous allons définir des 
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fonctions polynomiales représentatives de la solution sous-jacente que ce soit sur les 
faces du bord ou les faces intérieures en fonction du vecteur V contenant une 
approximation des moyennes par cellule de la solution. Fondamentalement, l'idée est de 
construire des représentations polynomiales locales minimisant les valeurs moyennes 
des approximations ou les conditions aux limites sur un stencil local (cellules du 
voisinage). Sur la base de la méthode présentée dans [4], plusieurs améliorations 
importantes seront réalisées en particulier le traitement précis des frontières courbes 
afin de préserver l’ordre élevé de la méthode. Nous allons détailler les différentes 
situations en fonction de la nature des interfaces. 
III.3.2.1 Cas des interfaces internes (contenues dans le domaine)  
Nous présentons la reconstruction dans le cas tridimensionnel qui est une 
extension du cas bidimensionnel proposé dans [4]. Nous commençons par les interfaces 
strictement située à l’intérieur du domaine, c’est-à-dire séparant deux cellules 
adjacentes. 
III.3.2.2 Reconstruction conservative pour les cellules 
Nous commençons d'abord avec la reconstruction conservatrice associée à une 
cellule. Une telle reconstruction est généralement consacrée à la contribution de la 
convection, mais, dans la présente étude, nous en avons besoin pour les cellules en 
contact avec l’interface 𝛤. Soient 𝑐𝑖  une cellule, d le degré de la reconstruction 
polynomiale que nous avons l'intention de construire, on note par 𝑆(𝑐𝑖  , 𝑑) le stencil 
associé constitué de cellules voisines appartenant au même sous-domaine que la 
cellule𝑐𝑖  . Nous supposons que l’approximation Vi sur 𝑐𝑖  est connue, nous écrivons la 
fonction polynomiale de degré d sous la forme : 
    


ii
d
d
iii MmxRVdxV  
1
,;ˆ
   (III.13)
avec 𝛼 = (𝛼1, 𝛼2) le multi-indice,|𝛼| = 𝛼1 + 𝛼2, 𝑥 = (𝑥1, 𝑥2) un point générique, 
𝑚𝑖 le centre de la cellule. Nous adoptons la convention 𝑥
𝛼 = (𝑥𝛼1, 𝑥
𝛼
2) et introduisons 
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la quantité 𝑀𝛼𝑖 =
1
|𝑐𝑖|
∫ (𝑥 − 𝑚𝑖)
𝛼𝑑𝑥
𝑐𝑖
 telle que la propriété de conservation suivante soit 
garantie : 
  
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c
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   (III.14)
Pour fixer les coefficients 𝑅𝑑,𝛼𝑖  de la fonction polynomiale donnée par (II.13), 
nous supposons que les valeurs 𝑉𝑙 dans les cellules 𝑐𝑙, 𝑙 ∈ 𝑆(𝑐𝑖  , 𝑑) sont connues, et nous 
introduisons la fonctionnelle : 
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  (III.15)
où 𝑅𝑑𝑖est le vecteur qui regroupe tous les coefficients𝑅
𝑑,𝛼
𝑖 . L’existence et 
l'unicité de la fonction à minimiser ?̂?𝑑𝑖  garantie la meilleure approximation. Pour plus 
de détail sur la méthode et la stratégie du pré-conditionneur pour obtenir le vecteur ?̂?𝑑𝑖 . 
nous revoyons le lecteur à l’article voir [4].  
III.3.2.3 Reconstruction conservative pour les faces de l’interface Γ 
Nous supposons que 𝑓𝑖𝑗 ⊂ 𝛤 tel que 𝑓𝑖𝑗 = 𝑐𝑖 ∩ 𝑐𝑗 avec 𝑐𝑖 ∈ 𝛺1 et 𝑐𝑗 ∈ 𝛺2. Pour 
calculer un flux diffusif très précis sur l’interface Γ tout en préservant la continuité de la 
fonction V, nous considérons la fonction polynomiale sous sa forme conservative : 
    

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jjj MmxRVdxV  
1
,
;

   (III.16)
où on suppose que 𝑉𝑗  est une information pertinente sur la cellule 𝑐𝑗 . Cette 
nouvelle fonction polynomiale est similaire à (II.13) mais la différence vient d’une 
modification de la fonctionnelle à minimiser : 
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    (III.17)
où l’on introduit une valeur d’interface 𝑉𝑖𝑗, approximation de la valeur moyenne 
de V sur  𝑒𝑖𝑗  avec le poids 𝜔𝑖𝑗. En introduisant ce nouveau terme dans la fonctionnelle, 
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nous prenons en compte la condition de continuité sur Γ, contrôlée par le paramètre  𝜔𝑖𝑗 
qui sera fixé dans les applications numériques. Le vecteur minimisant ?̌?𝑑𝑖  est la solution 
d'un système surdéterminé, que l’on résoudra au sens des moindres carrés et qui 
correspond à la meilleure interpolation polynomiale. 
III.3.2.4 Reconstruction non-conservative pour l’intérieur des faces 
Les faces intérieures des sous-domaines Ω1ou Ω2 sont les faces de la forme de 
jiij ccf   telles que les cellules 𝑐𝑖 est 𝑐𝑗  appartiennent au même sous-domaine. Nous 
considérons alors la reconstruction polynomiale non-conservative comme suit :  
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et nous introduisons la fonctionnelle  
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  (III.19)
où 𝑆(𝑒𝑖𝑗 , 𝑑) est le stencil associé, constitué de cellules appartenant au même 
sous-domaine. Les coefficients  𝜔𝑖𝑗,𝑙 sont des poids positifs et 𝑅
𝑑
𝑖𝑗  représente le vecteur 
dont les composantes sont les coefficients 𝑅𝑑,𝛼𝑖𝑗 . Le vecteur ?̃?
𝑑
𝑖𝑗
d
ijR
~
 correspond au 
minimisant de la fonctionnelle et donne le meilleur polynôme. 
III.3.3 Reconstruction polynomiale pour les conditions Dirichlet et 
pour un bord arrondi 
La construction des représentations polynomiales près du bord se heurte à une 
difficulté spécifique due à la géométrie du domaine. En effet, lorsque les bords sont 
droits, le maillage et le domaine correspondent exactement et aucune précaution 
particulière n’est nécessaire. Par contre, lorsque nous traitons de bords courbes, la 
substitution du domaine Ω avec un domaine polygonal (ou de polyèdres) 𝛺ℎ = ⋃ 𝑐𝑖𝑖=1,…,𝐼  
réduit considérablement l’ordre de la méthode numérique en raison de l’approximation 
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des bords avec des segments de droite (cas bidimensionnel) ou des portions de plan (cas 
tridimensionnel). Le traitement spécifique des reconstructions polynomiales associées 
aux segments 𝑒𝑖𝐷 ou aux faces  𝑓𝑖𝐷 approchant un bord non droit est crucial. Nous 
présentons la technique d’approximation dans le cas de la condition de Dirichlet. 
Dans ce présent travail, le bord correspondant à la condition de Neumann sera 
droit et ne nécessite donc pas de traitement particulier. 
III.3.3.1 L’approche d’ordre deux  
Nous allons comme première approche rappeler la technique classique, très 
simple à appliquer, mais qui aboutit à une méthode d’ordre deux. L’idée naturelle est 
d’utiliser la valeur moyenne de la condition de Dirichlet sur les segments du bord. Nous 
présentons la méthode dans le cas bidimensionnel, son extension au cas tridimensionnel 
étant immédiate. 
Soit 𝑒𝑖𝐷 un segment situé dans le bord ΓD et VD le potentiel (fonction connue sur le 
bord). La valeur moyenne est donnée sur le segment par : 
  dssV
e
V
iDe
D
iD
iD 
1
   (III.20)
  En reprenant la technique proposée dans [4] pour le cas de bord droit, la 
reconstruction polynomiale d’ordre d prend la forme générale : 
    


iDiD
d
d
iDiDiD MmxRVdxV  
1
,;ˆ
   (III.21)
où  𝑉𝑖𝐷 est un paramètre représentant une approximation de V sur le segment,  𝑚𝑖𝐷 le 
centre de  𝑒𝑖𝐷 et 𝑀
𝛼
𝑖𝐷 =
1
|𝑐𝑖|
∫ (𝑥 − 𝑚𝑖𝐷)
𝛼𝑑𝑥
 
𝑐𝑖
 est une constante géométrique de telle sorte 
que la propriété de conservation sur le segment  soit préservée 
1
 |𝑒𝑖𝐷|
∫ ?̂?𝑖𝐷(𝑥 − 𝑑)
 𝑑𝑠
 
𝑒𝑖𝐷
. 
Pour fixer les coefficients du polynôme, nous introduirons la fonctionnelle : 
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   
 
2
,
, ;
ˆ1;ˆ  
 








dfSl c
liD
l
liD
d
iDiD
iD l
VdxdxV
c
dRB     (III.22)
où  𝜔𝑖𝐷,𝑙 sont des poids positifs et  ?̂?
𝑑
𝑖𝐷 est le vecteur qui correspond au 
minimum afin d’obtenir la meilleur approximation. Le cas 3D est semblable à celui du 2D 
en substituant 𝑒𝑖𝐷 par 𝑓𝑖𝐷 . Notons bien que le calcul des coefficients est paramétrés par 
la valeur de 𝑉𝑖𝐷. Un choix simple et naturel consiste à choisir 𝑉𝑖𝐷 = 𝑉𝑖𝐷 et si le bord est 
un segment droit (face plate), nous obtenons une méthode d’ordre d+1. Par contre, une 
telle approche ne donne, au plus, qu’une approximation d’ordre deux lorsque traite un 
bord courbe (arc) par la valeur moyenne sur le segment 𝑒𝑖𝐷 car l’approximation de la 
moyenne sur l’arc de courbe par l’approximation sur le segment donne une erreur 
d’ordre deux. Le point important ici est d’évaluer la reconstruction polynomiale avec un 
meilleur choix de iDV  dans la relation (III.21), différent de 𝑉𝑖𝐷, afin d’obtenir une 
meilleure approximation de ?̂?𝑖𝐷(𝑥; 𝑑). 
III.3.3.2  Cas 2D  
III.3.3.2.1 Intégration numérique sur un bord courbe 
Afin d’obtenir une approximation optimale des conditions aux limites, nous 
supposerons que l’arc de courbe admet une paramétrisation locale régulière. Une 
nouvelle formule de quadrature est utilisée pour effectuer l’intégration numérique le 
long de l’arc. Soit ie  un segment sur le bord et 21 ,vv  les sommets. Nous notons par 
21vve   le segment de longueur 21vv  tandis que 𝑣1𝑣2̂ représente la portion d’arc située 
entre 1v  et 2v  de longueur |𝑣1𝑣2̂| (voir Figure III.4 (a)).  
Nous introduisons le paramétrage du segment     ,1 21 tvvttq   1,0t  qui 
satisfait la propriété   21
' vvtq  . Soit  ,tp  la paramétrisation de l’arc satisfaisant les 
propriétés suivantes (parametrisation normalisée): 
  ,0 1vp     ,1 2vp  et  |𝑝′(𝑡)| = |𝑣1𝑣2̂| est une fonction constante.   (III.23)
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Rappelons que p est une fonction à valeurs vectorielles et qu’imposer que la 
norme de la dérivée soit constante ne signifie pas que p est constant! Il s’agit ni plus ni 
moins que d’une normalisation de la fonction paramétrique. 
Notons par 
2
,...,1 Rqq les points de Gauss sur le segment e auxquels correspondent 
les paramètres
2
,...,1 Rtt .D’autre part, soit    22,...,11 RR tpptpp   les points correspondant 
sur l’arc. Alors, les points rp , 2,...,1 Rr  , sont des points de Gauss de l’arc et nous avons la 
formule de quadrature suivante : 
             


1
0 1
21
''
2
21
rDr
R
r
rDrD
vv
D pVvvtppVdttptpVdppV     (III.24)
 
(a) (b) 
  
Figure III.4. Les notations géométriques du schéma d’approximation d’ordre six pour des 
conditions Dirichlet avec des bords courbes : (a) cas 2D, (b) cas 3D. Le point qr 
représente le point de Gauss dans le segment droit, tandis que pr est le point de Gauss 
dans le segment du bord courbe. 
Notons la propriété importante suivante : pour tout 2,...,1 Rr    
21
21
2
2
1
1
vv
vv
qv
pv
qv
pv
r
r
r
r
 .   (III.25)
Dans la pratique, cette relation permet de déterminer la position des points de 
Gauss pr sur l'arc ce qui est fondamental pour ce qui suit. 
III.3.3.2.2 La reconstruction polynomiale sur le bord 
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Considérons maintenant 𝑒𝑖𝐷 un segment du bord du maillage auquel nous 
associons l’arc 𝑒𝑖?̂? s’appuyant sur les mêmes sommets. Nous introduisons l’opérateur 
linéaire suivant issu de l'équation (III.21)  
  diDiDiD VdxVV  ;;ˆ    (III.26)
où,  𝑉𝑖𝐷 représentant l’approximation de la valeur moyenne du segment 𝑒𝑖𝐷, est mis en 
évidence dans la paramétrisation du polynôme. En effet, nous mentionnons 
explicitement la variable  𝑉𝑖𝐷 dans l’argument de la fonction polynomiale car c’est cette 
dépendance qui joue un rôle crucial dans la procédure d’approximation. Le problème 
fondamental qu’introduit l’utilisation d’un bord courbe est que la condition de Dirichlet  
est définie sur l’arc 𝑒𝑖?̂? et non pas sur le segment  𝑒𝑖𝐷 alors que la valeur  𝑉𝑖𝐷 
apparaissant dans la paramétrisation du polynôme est la valeur moyenne sur le segment 
précisément. L’utilisation de la valeur moyenne de la condition de Dirichlet sur le 
segment (et non sur l’arc) introduit une erreur d’ordre deux. Pour contourner ce 
problème, l’idée consiste à déterminer la valeur de  𝑉𝑖𝐷 telle que l’écart entre la 
reconstruction polynômiale et la condition de Dirichlet aux points de Gauss de l’arc 
2
,...,1 Rpp soit le plus petit possible. A cette fin nous introduisons la fonctionnelle : 
      
2
1
,,
2
;;ˆ


R
r
rijDiDrijiDiD pVVdpVVH    (III.27)
Cette fonctionnelle étant quadratique (la relation du paramètre avec le polynôme 
étant linéaire), nous en déduisons l'existence et l'unicité du minimum noté *iDV , et, 
   *;;ˆ;ˆ iDiDiD VdxVdxV   sera la reconstruction polynomiale que nous utiliserons pour le 
calcul du flux diffusif sur les segments du bord iDe . 
Reste maintenant à déterminer *iDV  en pratique. Nous proposons ci-dessous un 
algorithme simple où l’on considère la suite k
k
iDV )(  initialisée avec iDiD VV 
0  et dont les 
termes successifs sont donnés par : 
a) Soit  𝑉𝑖𝐷
𝑘 donné, on détermine la fonction polynomiale associée ?̂?𝑖𝐷(𝑥; 𝑑; 𝑉𝑖𝐷
𝑘 ), 
b) On évalue l’erreur    kiDrijiDrijDkr VdpVpV ;;,,   aux points de Gauss de l’arc, 
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c) On détermine la nouvelle approximation sur le segment iDe  en calculant 
𝑉𝑖𝐷
𝑘+1=𝑉𝑖𝐷+
𝑘 ∑ 𝜉𝑟
𝑅2
𝑟=1 𝛿𝑟
𝑘  
d) Le processus itératif s’arrête lorsque |𝑉𝑖𝐷
𝑘+1 − 𝑉𝑖𝐷
𝑘 | < 𝜀𝐷?̅?𝑖𝐷 avec 𝜀𝐷 la tolérance 
prescrite par l’utilisateur et on utilisera le polynôme calculé avec le 
paramètre𝑉𝑖𝐷
∗ = 𝑉𝑖𝐷
𝑘+1. 
Les tests numériques montrent que nous convergeons rapidement en deux ou 
trois étapes avec une tolérance relative 1210D . En outre, lorsque |?̅?𝒊𝑫| < 𝜺𝑫 ,DiDV 
nous utilisons le critère de l’erreur absolue |𝑉𝑖𝐷
𝑘+1 − 𝑉𝑖𝐷
𝑘 | < 𝜺𝑫 à la place du critère de 
l’erreur relative.  
Il est à noter que la méthode requière seulement la longueur de l’arc ,iDe

les 
points de Gauss riDq , sur le segment et les points de Gauss associés riDp , sur l’arc du bord. 
En particulier, aucune transformations géométriques complexes (comme c’est cas pour 
les éléments iso-paramétriques en éléments finis) ce qui donne une méthode simple, 
économique et facile à implémenter. La seule difficulté réelle réside dans la 
détermination des points de Gauss riDp ,  sur un  arc quelconque. 
III.3.3.3 Le cas tridimensionnel  
Nous nous tournons maintenant vers le cas tridimensionnel. Bien que la stratégie 
soit similaire au cas bidimensionnel, les aspects techniques sont plus complexes et 
nécessitent un travail supplémentaire. Le choix d’utiliser uniquement des tétraèdres 
impliquent que les faces 𝑓𝑖𝐷 sur le bord ΓD sont des triangles et notons par 
?̅?𝑖𝐷
1
|𝑓𝑖𝐷|
∫ 𝑉𝐷(𝑠)
 𝑑𝑠
 
𝑓𝑖𝐷
 la valeur moyenne de la condition de Dirichlet sur la face. Comme 
dans le cas bidimensionnel, la reconstruction polynomiale ?̂?𝑖𝐷 avec 𝑉𝑖𝐷 = ?̅?𝑖𝐷 comme 
paramètre permet d’obtenir une approximation d’ordre deux lorsque l’on traite de 
bords courbes. Nous proposons ici une extension permettant d’atteindre une précision 
réelle d’ordre six. 
III.3.3.3.1 Intégration numérique sur une surface courbe 
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Soit 𝑓une face triangulaire du bord du maillage caractérisée par des sommets 
321 ,, vvv  s’appuyant sur le bord courbe. Nous notons par 𝑓 = 𝑣1𝑣2𝑣3 le triangle et par
321 vvv  son aire. D’autre part, 𝑓 = 𝑣1𝑣2𝑣3̂  représente la portion de surface courbe du 
bord située entre 1v  2v et 3v  dont l’aire est notée par  |𝑣1𝑣2𝑣3̂ |  (voir Figure III.4 (b)). 
Soit ∆= {(𝑠, 𝑡) ∈ [0,1]
2
; 𝑠 + 1 ≤ 1}. Nous introduisons le paramétrage canonique 
du triangle 𝑞(𝑠, 𝑡) = (1 − 𝑡 − 𝑠)𝑣1 + 𝑠𝑣2 + 𝑡𝑣3, (𝑠, 𝑡) ∈ [0,1] et on remarque que ce choix 
satisfait la propriété 3121 vvvvqq ts  . En conséquence,   tsp , est le paramétrage 
de la portion de surface du bord 𝑓 de telle sorte que : 
𝑝(1,0) = 𝑣2 , 𝑝(0,1) = 𝑣3 𝑒𝑡 𝜕𝑠𝑞 ∧ 𝜕𝑡𝑞 = |𝑣1𝑣2𝑣3̂ | est constant.   (III.28)
Notons par 
3
,...,1 Rqq les points de Gauss de la face 𝑓 auxquels sont associés les 
paramètres    
23
,,...,, 11 RR tsts . Notons par ailleurs    233 ,,...,, 1111 RRR tspptspp   les 
points correspondants sur la surface locale du bord, on montre alors que ce sont des 
points de Gauss pour l'intégration numérique sur la surface, et on a : 
    
     ,,,
2
1
                    
,  ,
22
321
11
321 





R
r
rDr
R
r
rrtrrsDr
tsD
vvv
D
pVvvvtsqtsqV
dsdtqqtspVdppV

 
  (III.29)
Notons que alors pour 2,...,1 Rr   on a la propriété suivante importante : 
321
321
13
13
32
32
21
21
vvv
vvv
qvv
pvv
qvv
pvv
qvv
pvv
r
r
r
r
r
r
 .   (III.30)
En pratique, cette formule est la clé permettant de déterminer l'emplacement des 
points pr sur la surface du bord. En effet, la difficulté majeure est la localisation des 
points de Gauss pr associés aux points qr. Pour cela nous supposons qu’il existe une 
fonction telle que pour tout point 𝑝 ∈ 𝑣1𝑣2𝑣3̂ , on peut calculer les trois aires |𝑣1𝑣2?̂?|, 
|𝑣2𝑣3?̂?|, |𝑣3𝑣1?̂?|. En se basant sur cette fonction, nous déterminons le point pr associé au 
point qr et de la relation (III.30) on introduit la fonction : 
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2
13
13
2
32
32
2
21
21
































 
rrr qvv
pvv
qvv
pvv
qvv
pvv
p ,   (III.31)
avec
321
321
vvv
vvv
 . Les points de Gauss pr correspondant à la minimisation de la 
fonctionnelle quadratique.  
III.3.3.3.2 Reconstruction polynomiale sur les surfaces courbes 
Notons par iDf  la face du bord du maillage et iDf

 la portion de surface associée. 
Comme précédemment, nous introduisons l’opérateur linéaire issu de l'équation (III.21)  
  diDiDiD VdxVV  ;;ˆ    (III.32)
où iDV  représente l’approximation de la valeur moyenne sur le triangle iDf  alors 
que la condition de Dirichlet est définie sur iDf

. Comme dans le cas bidimensionnel, nous 
introduisons la fonctionnelle : 
      
2
1
,,
3
;;ˆ


R
r
rijDiDrijiDiD pVVdpVVH
 
  (III.33)
qui mesure l’erreur entre l’approximation polynomiale et la condition Dirichlet 
réel e sur les points de Gauss dans de la portion de surface. La fonctionnelle étant 
quadratique, l'existence et l'unicité du minimum *iDV  est garantie et    *;;ˆ;ˆ iDiDiD VdxVdxV   
sera la reconstruction polynomiale que nous utiliserons pour le calcul du flux diffusif sur 
les segments iDf . L’algorithme pour obtenir 
*
iDV  est exactement le même que celui 
proposé pour le cas bidimensionnel. 
III.3.4 Calcul des flux numériques 
À partir des reconstructions polynomiales détaillées dans la section précédente, 
nous allons déterminer le flux numérique en fonction des différentes faces du maillage. 
On distingue les quatre cas suivants : 
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a) Soit ijf  une face intérieure de a  ou d  , nous définissons le flux par :  
    ..;~ ,,, ijrijijrijrij ndqVqF      (III.34)
b) Soit iDf  une face du bord ΓD, nous définissons le flux par : 
    ..;ˆ ,,, iDriDiDriDriD ndqVqF      (III.35)
Remarquons que nous évaluons le flux sur les points de Gauss qiD,r du triangle (donc 
du bord du maillage) et non pas sur les points de Gauss qiD,r du bord réel. 
c) Notons par iNf  une face du bord ΓN. Par hypothèse, ce bord est droit et donc ne 
nécessite aucun traitement particulier. La condition de Neumann homogène 
implique : 
.0, riNF    (III.36)
d) Soit  cc jiijf . Nous calculons d’abord le polynôme  dxVi ;ˆ  associé à la 
cellule ci . Nous évaluons alors la valeur moyenne du polynôme sur la face :  
 dqVV rij
R
r
irij ;
ˆ
,
1
3


     (III.37)
De cette valeur moyenne, nous calculons le polynôme  dxV j ;

 associé à l’autre 
cellule cj ⊂ b . Finalement, le flux à travers l’interface est donné par : 
    ..;,,, ijrijijrijbrij ndmVmF

     (III.38)
Finalement, pour tout vecteur V ∈ ℝI, nous définissons l’opérateur résidu associé 
à la cellule ci : 
 
 
  i
ivj
R
r
rijr
i
ij
i gVF
c
f
VG   
 
3
1
, .   (III.39)
Afin de résoudre le problème discrétisé, nous introduisons ensuite l’opérateur 
      TI VGVGVG ,...,1 correspondant aux résidus calculés pour chaque cellule que l’on 
regroupe dans un unique vecteur  VG  ℝI. Comme chaque composant est un opérateur 
affine de ℝI dans ℝ, nous obtenons un opérateur affine de ℝI dans ℝI  qui formellement 
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s’écrit   bAVVG   avec A matrice ℝI x ℝI et b dans ℝI. La solution est donnée par le 
vecteur *V  tel que à   0**  bAVVG  et on obtient ainsi la meilleure approximation 
des valeurs moyennes dans les cellules.  
Un point fondamental de la méthode est que la matrice A et le vecteur b ne sont 
pas directement accessibles, seul l’opérateur affine V->G(V) est implémenté. On obtient 
ainsi un problème classifié de « matrix free» ce qui signifie que la matrice n’est pas 
stockée en mémoire ce qui a l’avantage de réduire considérablement le coût mémoire de 
la méthode. Par contre, la méthode de résolution algébrique doit être construire 
uniquement sur le calcul du résidu. Il existe plusieurs classes de ces méthodes comme 
les méthodes de décomposition type Jacobi ou SSOR ou bien les méthodes de type 
Krylov utilisant les résidus successifs pour construire une sorte de sous espaces 
orthogonaux (ou A-orthogonaux). Les méthodes de type gradient conjugué, MINRES ou 
GMRES font parties de cette famille et se révèlent extrêmement performantes 
lorsqu’elles sont bien pré-conditionnées. Dans le présent travail, nous adoptons la 
stratégie développée dans [4] en couplant une méthode GMRES avec un pré-
conditionneur également proposé dans [4]. 
III.4 Tests numériques 
Cette section est consacrée à l’évaluation quantitative et qualitative de la 
robustesse et de la précision du schéma numérique présenté dans les sections 
précédentes. Nous abordons d'abord la question de la stabilité puis proposons plusieurs 
tests de convergence dans le cas de coefficients de diffusions réguliers et discontinus. 
Ensuite, des simulations numériques seront réalisées avec des domaines à bords 
courbes afin de montrer l’efficacité du traitement spécifique de ces bords permettant de 
préserver l’ordre optimal. Enfin, nous présenterons quelques expériences numériques 
dans le cas concret de la micro-pointe avec différents diélectriques. 
Pour établir une comparaison entre l’approximation numérique et la solution 
exacte, nous introduisons deux types de calcul d’erreurs : 
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ii
I
i
icEr  
1
1
, 
  (III.40)
ii
I
i Ii
Er  
 

1 ,...,1
max
. 
  (III.41)
De même, nous définissons l'ordre de convergence de la méthode entre deux 
maillages successifs N1 et N2  par : 
 
 12
1
2
1
11
ln
ln
NN
ErEr
d
 
  (III.42)
 
 12
21
ln
ln
NN
ErEr
d

 
 
  (III.43)
où d représente la dimension (d = 2 pour le cas bidimensionnel et d = 3 dans le 
cas tridimensionnel). Dans ce travail, nous utilisons des maillages triangulaires ou 
tétraédriques. Toutes les figures présentées dans ce chapitre ainsi que les maillages sont 
réalisées avec le logiciel GMSH [9]. 
III.4.1  Test sur le principe de maximum  
Dans cette section, nous allons évaluer la capacité du schéma numérique à 
conserver la positivité et à satisfaire le principe du maximum. En effet, dans la référence 
[4], les tests numériques effectués ont démontré que le choix des poids lij ,  intervenant  
dans le processus de reconstruction non-conservative (voir l’équation III.19) est d’une 
importance crucial pour garantir la stabilité du schéma et préserver le sens physique de 
la solution tel que le principe du maximum. Nous avons procédé suivant la méthodologie 
proposée dans [4]. Nous allons effectuer plusieurs tests avec différents poids et vérifier 
la positivité des coefficients de la matrice inverse du système linéaire global.  
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(a) (b) 
  
Figure III.5.  Maillages pour tester le principe du maximum. 2321 cellules (a) et 6327 
cellules (b). 
Dans cet exemple, nous considérons un cube unitaire et considérons le problème 
de Poisson : gV   avec 
       zyxzyxV  sinsinsin,,  ,   (III.44)
     zyxg  sinsinsin3 2 ,   (III.45)
La condition au bord est donnée par VD = 0. La solution exacte est contenue dans 
l’intervalle [0,1] par conséquent il est impératif que l’approximation numérique 
satisfasse la même condition (principe du maximum discret). Le processus de 
reconstruction associé à la face ijf  dépend des poids lij ,  introduits dans la fonctionnelle 
(7). Nous fixons leurs valeurs respectives de la manière suivante : si jil ,  nous 
prescrivons  lij,  tandis que 1, lij  pour les autres cellules. Tous les tests 
numériques présentés ici sont réalisés avec la reconstruction P1 mais le critère sur le 
choix des poids pour préserver le principe du maximum reste valable pour les autres 
reconstructions P3 et P5.  
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Tableau III.1 Minimum et  maximum de l’approximation en fonction du poids ω 
pour deux maillages différents, 2321 cellules (à gauche) et 6327 cellules (à droite). 
ω min max 
1.7 -1.25 1.75 
2.0 0.0013 1.01 
4.0 0.0241 0.99 
 
ω min max 
1.7 -0.02 1.01 
2.0 0.004 0.99 
4.0 0.0008 0.99 
 
Le Tableau III.1 donne les valeurs maximales et minimales des approximations en 
fonction du paramètre 𝜔 pour deux maillages différents (voir La Figure III.5). La Figure 
III.6 montre trois simulations correspondant à trois valeurs 𝜔 différentes.  
 
 
 
Figure III.6. Principe du maximum pour différentes valeurs du poids   : la figure de 
gauche représente la solution pour 𝜔 = 1.7,  celle de droite pour 𝜔 = 2 tandis que celle 
du bas  représente la solution avec un 𝜔 = 4 (en adéquation avec la solution exacte). 
Les cellules avec des valeurs négatives sont  blanches et celles dont les valeurs sont 
supérieures à 1 sont noires. 
Nous observons clairement que le principe du maximum n’est pas respecté pour 
les valeurs de 𝜔 = 1.7 et 𝜔 = 2 mais, dans le second cas, nous obtenons une diminution 
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du nombre de cellules non-physique c.à.d. les cellules avec des valeurs négatives ou des 
valeurs supérieures à 1. Pour des valeurs 𝜔 assez grandes (dans le cas 𝜔 = 4), tous les 
coefficients de la matrice inverse sont positifs et la solution numérique est maintenant 
comprise dans l’intervalle [0,1]. Toutes les simulations numériques que nous 
considérerons par la suite seront réalisées avec la valeur 4  afin de garantir la 
stabilité du schéma. 
III.4.2 Tests de convergence 
Les tests de convergence sont exécutés dans le but de valider l’ordre de précision 
théoriquement prévu pour le schéma numérique avec des configurations 3D de 
références. En effet, il arrive que l’ordre effectif (celui qui « effectivement » est mesuré 
par des simulations numériques) diffère de l’ordre théorique dérivant directement du 
degré des polynômes utilisés dans la reconstruction.  Nous considérons toujours le cube 
unitaire (le même domaine que la section précédente) et on résout numériquement le 
problème gV   avec g, la fonction donnée par la formule (III.45) et la solution 
exacte par la formule (III.44) et la condition au bord de VD = 0.  
Nous avons testé trois niveaux de reconstruction et nous reportons dans le 
Tableau III.2 les erreurs Er1  et Er∞ ainsi que l’ordre de convergence pour chaque cas. 
Nous obtenons des ordres de convergence de deux, quatre et six quand nous utilisons 
respectivement des reconstructions P1, P3 et P5, ce qui permet de conclure que l’on 
obtient l’ordre optimal prévu par la théorie. Pour mettre en évidence l’efficacité de la 
méthode d’ordre élevée, une simple extrapolation montre que l’erreur de 4.84*108 
obtenu avec l’ordre six pour un maillage de 32408 tétraèdres nécessitera environ 60 
milliards de cellules pour obtenir la même erreur avec un schéma d’ordre deux. On 
mesure ici l’énorme avantage en termes de temps de calcul et stockage mémoire que 
représentent les schémas d’ordre très élevés.  
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Tableau III.2 Erreurs Er1 et Er∞ et ordre de convergence pour une solution régulière. 
Nb de   P1    P3    P5   
cellule Er1  Er∞  Er1  Er∞  Er1  Er∞  
2321 4.3e-3 -- 1.9e-2 -- 2e-4 -- 1.7e-3 -- 1.6e-5 -- 7.6e-5 -- 
6371 2.9e-3 1.9 1.2e-2 1.5 5e-5 4.2 4.6e-4 3.9 1.5e-6 7.1 1.5e-5 4.8 
16020 1.2e-3 2.0 6.1e-3 2.2 1.5e-5 3.9 1.9e-4 2.9 1.9e-7 6.7 2.9e-6 5.4 
32408 7.5e-4 2.1 4.3e-3 1.5 5.4e-6 4.4 7e-5 4.2 4.8e-8 5.9 8.3e-7 5.3 
 
III.4.3 Simulation avec un coefficient diélectrique (permittivité) 
discontinu  
Ce test est dédié à l’étude du schéma lorsque le domaine est constitué de deux 
sous-domaines avec des coefficients diélectriques (permittivités) différents entrainant 
une discontinuité du champ électrique à l’interface entre les deux diélectriques. Le test 
peut être généralisé dans le cas de plusieurs diélectriques avec des interfaces 
correspondant aux discontinuités des coefficients. Nous considérons à nouveau le cube 
unitaire en posant que ε1 = 1 dans Ω1 = {x, y, z < 0.5} et ε2 = 10 dans Ω2 = {x, y, z > 0.5}, 
impliquant que l’interface de discontinuité Γ est localisée à z = 0.5. La fonction du 
potentiel électrique V est constituée de deux fonctions V1 = VΩ1 et V2 = VΩ2 telles que la 
conservation du flux à l’interface Γ doit être préservée : 
222111 .. nVnV   .   (III.46)
D’autre part, nous supposons la continuité du potentiel électrique à l’interface 
V1=V2. 
On vérifie que les fonctions  
    ;sin
1
,, 1
11
1 DVz
a
z
A
zyxV 





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  (III.47)
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  (III.48)
avec  
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  (III.49)
sont solutions du problème électrique avec le terme source  zAg sin , la 
condition  de Neumann homogène sur les côtés latéraux ΓN et les conditions de Dirichlet 
  10,, DVyxV   sur ΓD1 ,   21,, DVyxV   sur ΓD2. Toutes les simulations numériques sont 
effectuées en utilisant A = 1, 11 DV  et 102 DV . 
 
(a) (b) 
  
 
Figure III.7.  (a) Le domaine Ω est décomposé en deux sous-domaines Ω1 et Ω2 avec des 
coefficients diélectriques constants générant une discontinuité à l’interface Γ. Nous 
introduisons les conditions de types Dirichlet sur ΓD1 et ΓD2 et une condition de 
Neumann homogène sur les bords latéraux ΓN, (b) Exemple de maillages avec les deux 
domaines. 
Tableau III.3. Erreurs Er1 et Er∞ et ordre de convergence pour la solution de l’équation de 
Poisson avec un cas de coefficients discontinus. 
Nb de   P1    P3    P5   
cellule Er1  Er∞  Er1  Er∞  Er1  Er∞  
2495 4.6e-2 -- 2.7e-1 -- 1.2e-4 -- 7.6e-4 -- 1.3e-5 -- 9.5e-6 -- 
5404 2.8e-2 1.9 1.8e-1 1.6 5.2e-5 3.4 2.8e-4 3.9 3.4e-6 5.3 1.6e-6 7.0 
11546 1.6e-2 2.3 1.0e-1 2.3 1.7e-5 4.3 1.2e-4 3.2 6.3e-7 6.7 4.3e-7 5.7 
24848 9.2-3 2.1 9.6e-2 2.2 5.5e-6 4.5 3.8e-5 4.6 1.5e-8 5.6 1.1e-7 4.9 
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Le Tableau III.3 montre les erreurs Er1 et Er∞ et l’ordre de convergence pour une 
solution lisse du problème de Poisson. Nous obtenons des ordres de convergence de  2, 4 
et 6 pour respectivement des polynômes de reconstruction de P1, P3 et P5. Le saut de la 
dérivé de la solution à l’interface Γ est bien traité par la reconstruction donnée dans  
III.3.2.3 et permet d’obtenir un schéma d’ordre élevé malgré la discontinuité de la 
permittivité. 
III.4.4 Test avec un coefficient non-homogène  
Ce benchmark a pour objectif de vérifier que l’on préserve l’ordre optimal 
lorsque l’on considère un diélectrique de permittivité non-constante et muni de 
conditions au bord non homogène. A cette fin, nous considérons la solution : 
     zzyxzyxV  11ln,,    (III.50)
et le coefficient diélectrique donnée par : 
  yxzyx 1,, .   (III.51)
Par un simple calcul, on vérifie que l’on a la solution du problème   gV  .
avec le terme source : 
    yxyxzyxg  11ln2,,    (III.52)
et la condition de Dirichlet est donnée par la solution exacte sur tous les bords. 
Nous présentons une coupe de la solution numérique dans la Figure III.8 tandis 
que le Tableau III.4 reporte les erreurs Er1 et Er∞ et les ordres de convergence. Nous 
obtenons des ordres de convergence de 2, 4 et 6 respectivement pour les 
reconstructions  P1, P3 et P5 pour l’erreur Er1 tandis que l’erreur Er∞ est légèrement en 
deçà de l’ordre optimal. Notons qu’aucune instabilité numérique ne s’est manifestée, ce 
qui montre la grande robustesse du schéma. 
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Figure III.8. La solution de l’équation de Poisson avec un coefficient diélectrique non-
constant et des conditions de bord non-homogène.  
Pour mettre en évidence l'efficacité du schéma d’ordre élevé, nous observons que 
le schéma d’ordre six diminue l’erreur de trois décades pour le cas de l’erreur Er1  par 
rapport au schéma d’ordre deux (par exemple pour le cas du maillage de 32048 mailles). 
Tableau III.4 Les erreurs Er1 et Er∞ et l’ordre de convergence avec un coefficient diélectrique non-
constant et des bords non homogènes. 
Nb de   P1    P3    P5   
cellule Er1  Er∞  Er1  Er∞  Er1  Er∞  
2321 1e-3 -- 4.8e-3 -- 1.7e-6 -- 2e-5 -- 2.8e-8 -- 6.5e-6 -- 
6327 5e-4 2.2 2.9e-3 1.5 2.9e-6 4.1 5.1e-6 4.1 3.2e-9 6.4 1.4e-6 4.6 
16020 2.7e-4 2.0 1.4e-3 2.3 1.3e-7 3.9 2.1e-6 2.9 5.7e-10 5.6 2.5e-7 5.6 
32048 1.7e-4 2.0 9.5e-4 1.6 4.8e-8 4.4 8.7e-7 3.7 1.3e-10 6.3 7.7e-7 5.1 
III.4.5 Problème bidimensionnel avec un bord courbe 
Un aspect fondamental de ce travail est la prise en compte des bords courbes 
issus de géométries complexes qui ne peuvent être assimilés à un polygone ou un 
polyèdre. Notre objectif est de montrer que le schéma numérique proposé est capable 
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d'atteindre une très grande précision, même dans le cas de bords courbes. En effet, 
comme nous l’avons souligné précédemment, l’approximation par des segments de 
droite (voir Figure III.9) permet au mieux, une approximation d’ordre deux si l’on 
applique directement les conditions de Dirichlet sans précautions particulières. L’ordre 
six ne peut être maintenu que par l’introduction de la condition aux limites d’une 
manière plus sophistiquée comme nous allons le démontrer maintenant.  
 
Figure III.9. Problème d’un maillage dans un bord arrondi. 
Nous commençons par le cas à deux dimensions afin d'évaluer l'efficacité de la 
méthode décrite dans la section III.3.3.2 où l’application directe de la condition de 
Dirichlet sur le bord est substituée par un algorithme permettant de récupérer l’ordre 
de convergence optimal. Nous considérons un disque avec un rayon extérieur R1 = 10-6 et 
un rayon intérieur de R2 = 10-7 (voir la Figure III.10). Nous appliquons des conditions de 
type Dirichlet dans ces deux bords, V = V1, V = V2 respectivement dans le 1er et le 2nd 
cercle. La solution analytique du problème  0 V  sur l’anneau est donnée par : 
  byxayxV 





 22ln, ,   (III.53)
avec  
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Figure III.10.  Solution de l’équation de Poisson pour une géométrie avec des bords 
courbes (anneau).  
 Nous reportons dans le Tableau III.5 les erreurs de convergence lorsque 
nous appliquons les conditions de Dirichlet telles que présentées dans la section III.3.3.1 
(la condition de Dirichlet est directement utilisée dans le calcul de la valeur moyenne sur 
le segment), tandis que le Tableau III.6 donne les erreurs de convergence en utilisant  
l’algorithme de correction proposée dans la section III.3.3.2 
Tableau III.5 Les erreurs Er1 et Er∞ et l’ordre de convergence pour le cas du disque avec une 
méthode simple pour traiter les conditions de Dirichlet. 
Nb de   P1    P3    P5   
cellule Er1  Er∞  Er1  Er∞  Er1  Er∞  
804 9.3e-2 -- 2.0e-1 -- 3.8e-2 -- 1.5e-1 -- 5.1e-2 -- 1.4e-1 -- 
2178 3.1e-2 2.0 7.5e-2 1.9 9.5e-3 2.8 1.5e-2 4.1 9.6e-3 3.0 1.5e-2 4.1 
8226 7.2e-3 2.2 2.1e-2 1.9 2.1e-3 2.3 4.4e-3 1.9 2.0e-3 2.4 4.2e-3 1.9 
24502 2.9e-3 1.7 9.9e-3 1.1 8.1e-4 1.4 2.5e-3 0.9 7.8e-4 1.3 2.5e-3 0.8 
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Tableau III.6 Les erreurs Er1 et Er∞ et l’ordre de convergence pour le cas du disque avec la méthode 
de corrections pour les conditions de Dirichlet.  
Nb de   P1    P3    P5   
cellule Er1  Er∞  Er1  Er∞  Er1  Er∞  
804 6.4e-2 -- 1.7e-3 -- 2.0e-2 -- 1.4e-1 -- 2.4e-2 -- 1.3e-1 -- 
2178 2.2e-2 2.2 6.7e-3 1.9 1.0e-3 5.1 7.5e-3 5.9 3.2e-4 6.6 4.3e-3 6.8 
8226 5.2e-3 2.2 1.8e-3 2.0 4.9e-5 4.6 6.6e-4 3.7 5.7e-6 7.8 6.3e-5 6.0 
24502 1.2e-3 2.1 4.4e-4 2.1 3.6e-6 3.7 7.5e-4 3.1 1.3e-8 5.9 2.3e-6 5.5 
Les deux tableaux de convergence montrent que l’évaluation de la condition de 
de Dirichlet sur le bord d'une manière directe donne tout au plus l’ordre deux ce qui 
prouve que la limitation est clairement due à une mauvaise évaluation de la condition de 
Dirichlet sur le bord courbe. Par contre, la correction que nous proposons permet de 
dépasser cette limitation et constitue un excellent résultat car nous obtenons 
l’approximation d’ordre six, optimale dans le cas de la reconstruction de P5 (ainsi que 
l’ordre quatre avec de la reconstruction P3). Un tel exemple souligne qu'une 
approximation correcte des conditions aux limites dans le cas des géométries présentant 
des bords courbes est cruciale dès lors que l’on utilise un schéma d’ordre supérieur à 
deux. 
III.4.6 Problème tridimensionnel avec un bord courbe 
Ce deuxième Benchmark traite maintenant du cas tridimensionnel en suivant la 
méthodologie précédente. On considère le domaine compris entre deux sphères d’un 
rayon extérieur de R1 = 1 et d’un rayon intérieur de R2 = 0.1 et nous appliquons des 
conditions de type Dirichlet dans ces deux bords, V = V1, V = V2 respectivement dans la 
1ère et la 2nd sphère (voir la Figure III.11). La solution analytique du problème 0 V  
est donnée par : 
  b
r
a
zyxV ,,    (III.55)
avec  
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Chapitre III                                                 Méthode des Volumes Finis & résolution numérique  
 
 114  
 
 
 
 
 
Figure III.11. Solution de l’équation de Poisson pour une géométrie avec des bords courbes 
(sphère). 
Nous présentons dans le Tableau III.7 les erreurs et les ordres de convergence en 
utilisant l'approximation simple (la condition de Dirichlet est directement utilisée dans 
la valeur moyenne sur le segment), puis nous reportons dans le Tableau III.8 les erreurs 
et les ordres de convergence lorsque la correction, proposée dans la section III.3.3.3, est 
activée. Comme dans le cas bidimensionnel, l’approximation par simple moyenne de la 
condition de Dirichlet sur le segment annihile les efforts de la reconstruction 
polynomiale pour atteindre une grande précision alors que la version corrigée permet 
de récupérer les ordres optimaux. 
Tableau III.7 Les erreurs Er1 et Er∞ et l’ordre de convergence pour un cas 3D de la sphère avec une 
méthode simple pour traiter les conditions de Dirichlet. 
Nb de   P1    P3    P5   
cellule Er1  Er∞  Er1  Er∞  Er1  Er∞  
2924 5.2e-1 -- 9.1e-1 -- 6.4e-2 -- 3.2e-1 -- 2.2e-1 -- 7.8e-1 -- 
7917 3.0e-1 1.6 5.9e-1 1.3 2.5e-2 2.8 1.6e-1 2.1 8.8e-2 2.8 3.0e-1 2.9 
17901 2.0e-1 1.6 4.3e-1 1.2 1.3e-2 2.5 7.7e-2 2.7 4.4e-2 2.5 9.1e-2 4.3 
31976 1.5e-1 1.4 3.1e-1 1.8 7.5e-3 2.8 4.3e-2 3.0 2.3e-2 3.3 5.9e-2 2.3 
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Tableau III.8 Les erreurs Er1 et Er∞ et l’ordre de convergence pour un cas 3D de la sphère avec la 
méthode de corrections pour les conditions de Dirichlet.  
Nb de   P1    P3    P5   
cellule Er1  Er∞  Er1  Er∞  Er1  Er∞  
2924 4.2e-1 -- 8.4e-1 -- 3.9e-2 -- 2.8e-1 -- 1.6e-1 -- 5.6e-1 -- 
7917 2.1e-1 2.1 5.2e-1 1.4 1.1e-2 3.9 9.5e-2 3.2 7.3e-3 9.2 2.9e-2 8.9 
17901 1.2e-1 1.9 3.3e-1 1.7 3.5e-3 4.1 2.9e-2 4.4 1.7e-3 6.8 4.5e-3 6.8 
31976 8.1e-2 2.1 2.4e-1 1.6 1.7e-3 3.7 1.4e-2 3.8 4.1e-4 5.4 1.7e-3 5.0 
III.4.7 Cas de la pointe AFM tridimensionnelle 
Ce dernier test traite d’un exemple permettant d'évaluer l'efficacité de 
l’utilisation d’ordres élevés dans le cas d’un exemple concret. La pointe AFM est la pièce 
principale en microscopie à force atomique (AFM) mis en place par [10]. La Figure III.12  
de gauche représente une vue générale de la pointe AFM tandis que la figure de droite 
montre un agrandissement de l'extrémité de la pointe appelée aussi « Apex » qui 
représente la partie principale en interaction électrostatique avec les matériaux à 
étudier.  
 
 
Figure III.12. Coupe d’une pointe AFM géométrie 3D dans le domaine de résolution Ω, 
constitué d’une partie air (domaine Ω1) et une partie diélectrique (domaine Ω2). Les 
bords sont partitionnés par le bord Γ0 connecté à la masse, Γ1 représente la tension 
appliquée à la pointe et Γ2  représente le bord latéral où l’on suppose un champ 
électrique nul. 
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Nous cherchons à déterminer les interactions électrostatiques à l'échelle 
nanométrique créées par des charges électriques au sein d’un matériau diélectriques. 
Ces forces d’interactions ont une grande distance d'interaction par rapport aux autres 
forces telles que les forces de Van der Waals ou de capillarité [11]. Nous utilisons un 
modèle réaliste basé sur l'équation de Poisson pour reproduire les conditions réalistes 
de l'interaction électrostatique entre la pointe AFM et un échantillon diélectrique [12]. 
Considérons l’équation de Poisson  
  gV      (III.57)
 
avec V le potentiel électrique, 𝜌 la densité de charge, et ε la permittivité 
diélectrique. Le champ électrique E est calculé à partir du potentiel V par : 
VE     (III.58)
Les conditions aux limites pour ce modèle sont : 
0V dans le bord Γ0, 
tipVV   dans le bord Γ0, 
0.  nV  dans le bord Γ2. 
La permittivité de l’air est 
1210.85.8 a et celle du matériau diélectrique est 
de 𝜀𝑑  =  10𝜀𝑎 . Nous soulignons ici les deux principales difficultés de l'exercice : le 
coefficient diélectrique est discontinu à l'interface Γ qui partage les deux sous-domaines 
et l’extrémité de la pointe est sphérique (présence de courbure) ce qui fait que la 
condition aux limites n'est pas bien prise en charge par la frontière du maillage 
polyédrique. Pour surmonter ces difficultés, nous avons appliqué les techniques 
détaillées dans la section III.4.3 et la section III.4.6. Les simulations numériques ont été 
réalisées avec un maillage de 88 645 tétraèdres où l’extrémité de la pointe a été 
localement raffinée. La Figure. III.13 visualise le potentiel électrique (a) et le champ 
électrique (b) pour un potentiel appliqué à la pointe de Vtip = 25 V. 
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(a) (b) 
  
 
Figure III.13. Résultats de : (a) potentiel électrique ; (b) norme du champ électrique, 
autour de la pointe AFM. 
Pour évaluer les performances et les améliorations proposées dans ce travail, 
nous avons calculé le potentiel électrique avec deux méthodes différentes. La méthode 
M1 utilise la reconstruction rapide où les fonctions polynômes sont pré-calculées aux 
points de Gauss et utilise une matrice de pré-conditionnement. Par contre, la méthode 
M2 est la méthode originale (ou ancien) où on recalcule l'ensemble des coefficients du 
polynôme tandis que la matrice de pré-conditionnement est basée sur un ersatz de la 
matrice de Patankar (voir [4]). 
 
Le Tableau III.9 donne le temps de calcul (en secondes) et le nombre d'itérations 
pour les méthodes utilisant les reconstitutions P1, P3 et P5. Des simulations numériques 
sont réalisées avec trois niveaux de maillage : Un maillage très grossiers (3663 mailles), 
un grossier (11339 mailles) et enfin fin (22590 mailles) afin d'évaluer les performances 
de calcul pour chacune des deux méthodes. Il est à noter que la méthode M2 avec une 
reconstruction P5 ne dépasse pas la procédure GMRES (ne converge pas) ou demande 
un temps de calcul trop important, les valeurs ne seront donc pas reportées dans le 
tableau. Ceci est dû au très mauvais conditionnement du système linéaire pour la 
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reconstruction de type P5 et un pré-conditionneur de meilleure qualité sera nécessaire 
pour obtenir la convergence du schéma numérique d’ordre élevé. 
 
Tableau III.9 Temps de calcul (secondes) et le nombre d’itérassions entre notre modèle FVM 
d’ordre élevée et une méthode volume finis classique. 
Nb de   P1    P3    P5   
cellule M1  M2  M1  M2  M1  M2  
-- 
Temps 
(s) 
Iter 
Temps 
(s) 
Iter 
Temps 
(s) 
Iter. 
Temps 
(s) 
Iter 
Temps 
(s) 
Iter 
Temps 
(s) 
Iter 
3663 3 51 98 215 15 105 181 288 38 200 -- -- 
11339 13 75 361 237 27 147 711 340 112 237 -- -- 
22950 55 93 697 311 65 183 1263 512 204 321 -- -- 
 
Il est clair que la nouvelle version nécessite trois à quatre fois moins d'itérations 
pour converger (la norme résiduelle de la méthode GMRES est inférieure de 10-10) et le 
temps de calcul est réduit de dix fois ou plus. On observe également que le temps de 
calcul de la nouvelle méthode est moins sensible au degré du polynôme si on le compare 
avec  l’ancienne procédure. Notez que nous n'avons pas exploité la grande capacité de la 
parallélisation du système (chaque évaluation du flux est indépendante), chose qui peut 
fournir une très bonne accélération dans le calcul. 
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III.5 Conclusion  
Dans ce chapitre, une description précise de notre méthode numérique pour 
résoudre l’équation de dérive diffusion a été réalisée. Comme précisé en introduction, le 
choix de développer notre propre code est basé sur le fait d’avoir un outil parfaitement 
maitrisable. Cet outil pourra donc facilement être modifié et adapté pour prendre en 
compte d’autres phénomènes physiques indispensables pour parfaire notre étude dans 
des perspectives à moyen et long terme : la prise en compte de charges électriques au 
sein du matériau, le transport de charge, l’injection, etc. Ce modèle a été testé sur des cas 
simples dont une solution analytique est possible. Ces différents tests ont permis 
d’évaluer nos schémas numériques et notamment leur capacité à fonctionner à un ordre 
élevé permettant ainsi d’optimiser le nombre de cellules de notre géométrie d’étude. 
Actuellement, cet outil numérique basé sur la méthode des volumes finis est 
développé en 2D et 3D, mais permet d’obtenir des résultats avec des précisions 
quantifiables et optimisées du point de vue temps de calcul uniquement en dimension 2 
par une augmentation de l’ordre des schémas numériques permettant ainsi d’obtenir 
des précisions importantes avec un nombre de cellules parfaitement acceptable. C’est 
donc dans une configuration 2D qu’un premier modèle électrostatique simplifié de la 
sonde AFM en interaction avec un matériau diélectrique mince a été réalisé avec notre 
code et dont les résultats sont présentés au chapitre 4. 
Le passage en dimension 3 est indispensable pour prendre en considération 
l’ensemble de la sonde AFM : bras de levier, pointe, apex. Le temps impartis pour 
réaliser ces travaux de recherche, 3 ans dans le cadre de la thèse, la définition de 
géométries complexes et le traitement des données dans le cas 3D nous ont forcé à nous 
orienter vers des logiciels commerciaux pour le développement de modèle 
tridimensionnel afin d’obtenir des résultats rapidement avec des temps de calcul 
raisonnable. Le logiciel utilisé est le logiciel commercial Comsol. La description du 
modèle 3D et les résultats obtenus sont présentés au chapitre 5. 
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Chapitre IV :             
MODELISATION BIDIMENSIONNELLE DES 
EFDC : ETUDE DU RAYON DE COURBURE 
ET DE L’ANGLE D’OUVERTURE DE LA 
POINTE AFM 
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IV.1 Notre approche de la modélisation des EFDC  
Le modèle mathématique et le schéma numérique développés au chapitre 3 sont 
utilisés dans ce chapitre pour simuler les interactions électrostatiques entre la pointe 
AFM et un matériau diélectrique. Pour cela, nous considérons une pointe AFM sous 
potentiel située à une distance donnée de la surface où le bras de levier ne se sera pas 
pris en compte. Le calcul du champ électrique induit sur la pointe permettra d’estimer la 
force électrostatique en fonction de la géométrie de la pointe AFM et des tensions 
appliquées.  
Dans une première approche, nous allons déterminer les courbes de force en 
considérant une géométrie 2D (la pointe étant représentée par un cône de révolution). 
En effet, l’utilisation d’un modèle bidimensionnel permet d’obtenir des premiers 
résultats rapidement au regard des temps de calcul prohibitifs nécessaires en 3D. Le 
traitement des données devient moins contraignant et le maillage utilise un nombre de 
cellules raisonnable, permettant de réaliser des simulations en quelques minutes. Pour 
autant une difficulté numérique réside dans le fait que les dimensions géométriques des 
différentes parties de la sonde présentent un aspect multi-échelles qui implique des 
tailles de cellules très différentes conduisant à un maillage fortement non régulier avec 
des ratio entre grandes mailles et petites mailles allant jusqu’à plusieurs millions. 
Un des objectifs de ce chapitre est d’analyser l’effet de la géométrie de la pointe 
sur l’allure des courbes de force électrostatique. Pour cela, une évaluation de la force 
électrostatique pour une pointe tridimensionnelle est obtenue à partir du champ 
électrique simulé avec le modèle 2D. Pour valider cette approche, les courbes de force, 
obtenues grâce au modèle, sont comparées à des données expérimentales pour 
différentes polarisations appliquées sur la pointe AFM. Ces courbes de force sont 
obtenues en faisant varier la distance entre l’échantillon et l’extrémité de la pointe. 
Notre approche ainsi validée, une étude concernant l’influence du rayon de 
courbure de la pointe sur la forme des courbes de force est réalisée. Elle permet de 
montrer le lien entre la forme des courbes et la sensibilité de la sonde. De plus, le champ 
électrique étant concentré sur l’extrémité de la pointe, le modèle sera utilisé pour 
évaluer les contributions relatives de l’apex seul et de la pointe tronquée (pointe sans 
apex) sur la force électrostatique totale. 
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 Pour une estimation rapide des courbes de forces, un modèle analytique en deux 
parties a été développé. Le premier modèle analytique, défini pour l’apex seul, est fondé 
sur le calcul du champ électrique pour une géométrie de demi-sphère face à un plan. Le 
deuxième modèle concerne le cône tronqué obtenu en considérant un polynôme du 
second ordre dont les paramètres sont identifiés par un algorithme d’optimisation. Ce 
modèle analytique est validé par les résultats obtenus avec le modèle 2D. 
IV.1.1 Géométrie d’étude  
La Figure IV.1 présente le schéma d’une sonde AFM obtenue à l’aide d’une  
observation MEB. Les trois éléments principaux qui composent cette sonde AFM sont la 
pointe, le bras de levier et le support mécanique. Seule une modélisation de la pointe est 
réalisée dans ce chapitre, comme le montre la Figure IV.2 (a), représentant un 
grossissement de cette région dont on construira une géométrie conforme à celle de la 
pointe réelle. Dans ce chapitre, nous négligeons l’influence du bras de levier sur les 
courbes de force puisque, contrairement aux techniques de mesure KFM [1] et SCM 
(Scanning Capacitance Microscopy) [2] où une configuration oscillante est utilisée, 
l’obtention des courbes de forces est effectuée en mode statique (le bras de levier 
n’oscille pas).  
 
Figure IV.1. Sonde AFM. 
De plus, la variation de la distance entre la pointe AFM et la surface de 
l’échantillon reste relativement faible (moins de ≈ 2µm) par rapport à la hauteur de la 
pointe (10 µm) ce qui entraine une faible variation de la force électrostatique entre le 
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bras de levier et la surface de l’échantillon. Par conséquent, le bras de levier rajoute donc 
simplement une composante continue à la mesure [3]. Ceci justifie notre choix de 
s’affranchir de la contribution du bras de levier dans notre modèle. L’objectif est donc de 
déterminer la force électrostatique exercée uniquement sur une pointe AFM de forme 
conique au voisinage de l'échantillon diélectrique.  
(a) (b) 
 
 
Figure IV.2. Image MEB d’une pointe AFM en diamant (D1 dans le Tableau IV. 3) avec les 
paramètres géométriques qui la caractérisent. (b) Géométrie d’étude en 2D : pointe 
AFM et surface de l’échantillon. 
Tableau IV.1 Propriétés géométriques et physiques du modèle 2D 
Paramètre Définition Unité Valeur 
εr 
Permittivité relative du 
matériau diélectrique 
SiON γ100 [4] 
 3,9 
e Épaisseur du diélectrique nm 115 
l Longueur du domaine Ω µm 40 
Rc Rayon de l’apex  nm 7 - 180 
D Distance Pointe Diélectrique nm 0 - 600 
α 
Angle de demi-ouverture de 
la pointe 
degré 20° 
L Hauteur de la pointe µm 10 
Sur la base des simplifications géométriques proposées à partir de la pointe AFM 
réelle exposée sur la Figure IV.2 (a), une géométrie d’étude en deux dimensions d’espace 
est exposée dans la Figure IV.2. (b) afin de modéliser les interactions électrostatiques 
créées dans la configuration de pointe AFM sur la surface de l’échantillon, dont les 
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dimensions caractéristiques et celles du matériau utilisé sont données dans le Tableau 
IV.1. 
IV.1.2 Mise en équations 
IV.1.2.1  Equation de Poisson 
La résolution du problème électrostatique est fondée sur l’équation de Poisson 
(IV.1) dont en cherche une approximation dans le domaine d’étude Ω présenté dans la 
Figure IV. 2 (b). 
Dans le cas bidimensionnel, l’équation de Poisson est de la forme :  
 

 yx
dy
yxVd
dx
yxVd ,),(),(
2
2
2
2

 
(IV.1)  
avec V = V(x, y) le potentiel électrique, ρ = ρ(x, y) la densité nette de charges et ε la 
permittivité du matériau (ε=εrε0). 
IV.1.2.2  Calcul du champ électrique 
La résolution de l’équation de Poisson dans le domaine Ω est détaillée dans le 
chapitre III, où on présente une méthode volume fini d’ordre très élevé s’appuyant sur 
une technique de reconstruction polynomiale. Le champ électrique est ensuite évalué 
par : 
j
dy
dV
i
dx
dV
VE

  
(IV.2)  
Une estimation précise du champ électrique le long du contour de la pointe AFM 
est essentielle dans le domaine de la microscopie en champ proche car c’est une 
grandeur physique directement reliée à la force électrostatique et qui présente de forte 
variation en fonction de la géométrie. 
IV.1.3 Calcul de la force électrostatique 
IV.1.3.1  Expression de la force 
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Le calcul de la force électrostatique est  possible après la résolution de l’équation 
de Poisson et l’obtention d’une distribution précise du champ électrique sur la pointe. 
Cette force électrostatique agissant sur la sonde AFM, est donnée par l’intégration du 
tenseur de Maxwell [5] suivant le vecteur normal à la surface extérieure de la sonde, 
soit : 
dsE
S
e n
2
F
20 


 (IV.3)  
où n le vecteur normal et ds un élément de surface de la pointe. 
 
Figure IV.3. Représentation 3D de la pointe pour le calcul de la force électrostatique. 
IV.1.3.2 Estimation de la force électrostatique en 3D à partir du modèle 2D 
Afin de déterminer une estimation de la force électrostatique en 3D, une demi-
révolution de la pointe 2D autour de l’axe de symétrie est réalisée (Figure IV.3). 
L’élément ds de surface de la pointe est alors le produit entre le demi-périmètre du cône 
et la longueur du segment, soit : 
EdgeEdgeEdge dlrS   (IV.4)  
Pour raison de symétrie, nous supposons que la norme du champ électrique est 
invariante par rotation autour de l'axe de la pointe. Pour chaque arête de longueur dlEdge 
située sur l'interface de pointe 2D, notons EEdge le champ électrique associé. 
L'approximation 3D de la force électrostatique à partir de la géométrie 2D est donnée 
par : 
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EdgeEdge
Edge
Edgee nSEF
 20
2


 (IV.5)  
A partir des équations IV.3 et IV.5 on obtient finalement : 
EdgeEdgeEdge
Edge
Edgee ndlrEF
 20
2


 (IV.6)  
IV.1.3.3 Conditions aux limites 
Les bords du domaine de résolution Ω indiquées à la Figure IV.2 sont notées Γi et 
sont décomposées en deux familles de conditions aux limites. Afin de fixer les conditions 
aux bords, on décompose la frontière de domaine par ∂Ω = ΓD1 ∪ ΓD2 ∪ ΓN en trois 
parties. Ces conditions aux limites sont détaillées dans ce qui suit.  
IV.1.3.3.1 Condition de type Dirichlet  
Cette condition consiste à imposer la valeur du potentiel électrique de la solution 
sur une partie des frontières du domaine étudié. Dans notre cas, il existe deux sous 
domaine de frontière où l’on introduise des conditions de type Dirichlet notées par ΓD1 et 
ΓD2. 
La première condition, portée par ΓD1, représente le contour de la pointe où on 
impose un potentiel électrique constant qui crée l’interaction électrostatique. 
Mathématiquement la condition de Dirichlet s’écrit  
 1uV  , sur le bord ΓD1,  (IV.7)  
où 
1u  représente le potentiel appliqué à la pointe. 
La seconde condition portée par ΓD2,  représente la partie inférieure du matériau. 
Le diélectrique étant connecté à la masse et la condition aux limites s’écrit: 
0V sur le bord ΓD2, (IV.8)  
IV.1.3.3.2 Condition de type Neumann 
Cette condition est utilisée pour spécifier que le courant ne sort pas à travers 
l’interface ΓN (j.n=0). Dans notre cas, les dimensions géométriques de notre sont 
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suffisamment grandes pour supposer que E est verticale, c.-à-d. E.n=0 sur le bord ΓN. il 
en résulte la condition de Neumann homogène, équation (IV.9) : 
0 
n


E
, sur le bord ΓN, 
(IV.9)  
où n est le vecteur normal unitaire défini sur la frontière. 
IV.1.4 Maillage du domaine de résolution Ω 
Pour optimiser le nombre de cellules de notre domaine d’étude (directement 
relié au temps de calcul et à la précision des résultats), trois maillages de raffinement 
différents ont été utilisés, (Figure IV.4). Le champ électrique, obtenu sur le contour de la 
pointe pour ces trois maillages de notre géométrie, est présenté dans la Figure IV.4. 
L’apex étant la zone où la géométrie d’étude présente la plus forte courbure, le champ 
électrique est maximum dans cette région, et un raffinement du maillage est nécessaire 
dans cette zone. Les simulations sont réalisées pour un nombre de cellules de 2248, 
12221 et 17491 respectivement. 
 
Figure IV.4. Maillage du domaine d’étude. 
Comme le montre la Figure IV.5, les différents maillages testés donnent des 
résultats très similaires sauf à l’apex où l’erreur sur la valeur du champ électrique induit 
des erreurs significatives sur la force. 
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De la Figure IV.5 (b), on déduit que un maillage fin avec 17491 cellules est 
nécessaire mais en contrepartie, un temps de calcul plus important est nécessaire (7 fois 
plus qu’avec un maillage de 2248 cellules). Pour pallier à ce problème, l’impact de 
l’ordre des schémas numériques pour la résolution des EDP a été étudié. 
(a) (b) 
  
Figure IV.5. (a) Profil de la norme du champ électrique sur le contour de la pointe AFM 
pour les trois maillages utilisés (b) Zoom sur l’extrémité de la pointe, l’apex.  
Le Tableau IV.2 montre, en fonction de l’ordre du schéma numérique et du 
maillage, la valeur de la force électrostatique et le temps de calcul nécessaire à la 
simulation. L’analyse des résultats obtenus, présenté dans le Tableau IV.2, permet de 
mettre en exergue l’importance de travailler avec un schéma d’ordre élevé, élément clé 
du modèle développé à l’aide de la bibliothèque FVM. Pour une même précision sur le 
champ électrique, le temps de calcul est divisé par 4 lorsqu’un schéma d’ordre 6 est 
utilisé. A l’aide de cette ordre très élevé, le champ électrique obtenu avec un maillage de 
2245 mailles, comportant 6 mailles autour de l’apex, présente un champ électrique quasi 
identique à celui issu d’un le maillage très fin avec 17491 mailles avec ≈ 220 cellules sur 
le contour de l’apex. En effet, lorsque le maillage n’est pas suffisant, un schéma 
numérique d’ordre élevé compense le manque d’informations par une précision plus 
importante lors de la discrétisation des EDP. 
Dans nos simulations, nous utilisons un nombre de cellules égal à 2248 cellules et un 
schéma numérique d’ordre 6. 
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Tableau IV.2 Lien entre temps de calcul et ordre d’un schéma numérique 
Nb de 
cellules 
Ordre 2 Ordre 4 Ordre 6 
Fe (nN) Temps (s) Fe (nN) Temps (s) Fe (nN) Temps (s) 
≈ 2000 23 6 19 32 18.6 67 
≈ 20000 18.5 70 18.4 123 18.4 252 
 
IV.1.5 Résultats du modèle  
IV.1.5.1 Potentiel et champ électrique  
Dans cette partie, nous présentons dans les Figures IV.6 (a) et (b) les premiers 
résultats sur le champ électrique, le potentiel et la force pour une configuration AFM 
donnée à partir de la simulation avec la pointe AFM décrite dans le Tableau IV.1 
(Rc = 20 nm). Cette pointe AFM est positionnée à une distance D = 100 nm par rapport à 
la surface de l'échantillon et une tension V = 25 V est appliquée à la pointe. Comme 
prévu, le champ électrique est maximum à la pointe. Avec une distance de D = 100 nm et 
avec un potentiel électrique appliqué à la pointe AFM de V = 25 V, le champ maximum à 
l’apex est de 288 kV/mm. 
(a) (b) 
   
 
Figure IV.6. Potentiel et norme du champ électrique créés entre une pointe sous potentiel 
V= 20 Vet un matériau diélectrique SiON γ100. 
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IV.1.5.2  Courbe de force électrostatique  
L’obtention de la distribution du champ électrique et de sa norme sur la pointe 
AFM, nous permet alors de calculer la force électrostatique à l’aide de l’équation (IV.6). 
En faisant varier la distance qui sépare la pointe AFM de la surface d’échantillon on 
obtient directement une courbe de force électrostatique EFDC. 
 
Figure IV.7. Exemple d’une courbe de force électrostatique. 
La Figure IV.7 présente un exemple de courbe de force électrostatique obtenue 
avec une pointe AFM sous un potentiel électrique de 25 V et avec une pointe 
caractérisée par un Rc = 20 nm. La distance D varie ici entre 0 nm et 600 nm. On 
remarque que la force diminue rapidement dans les cinquante premier nanomètres de 
distance et tend ensuite asymptotiquement vers zéro.  
IV.2 Courbe de force expérimentale  
IV.2.1 Sonde AFM utilisée  
La comparaison des résultats du modèle et de l’expérience a tout d’abord pour 
but de valider notre modèle puis d’identifier les paramètres influençant la forme de la 
courbe de force électrostatique. Les mesures de la force électrostatique en fonction de la 
distance pointe-échantillon ont été réalisées à l’aide de différentes sondes AFM ayant 
des caractéristiques géométriques différentes. Ces sondes sont classées en deux familles 
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(voir le Tableau IV.3). Chacune des pointes décrites dans le tableau a été observée par 
MEB (voir la Figure IV. 8) pour déterminer le rayon de courbure. La constante de raideur 
a quant à elle été mesurée par «Thermal Tune» [6] lors des mesure AFM. 
Tableau IV.3 Caractéristiques des sondes  AFM utilisées pour les mesures (Les indices 1 et 2 
correspondent aux grandes et petites valeurs de la constante de raideur, respectivement)  
Sonde Metallisation k (N/m) Rc (nm) L (µm) h (µm) W (µm) 
Pt1 Pt 2.49 
Pt1a : 32nm 
Pt1b : 60nm 
225 2.75 28 
D1 diamond 5.29 120nm 200 3 33 
Si1 Si+Al 3.17 7nm 225 3 35 
Pt2 Pt 0,44 
Pt2a : 22nm 
Pt2b : 180nm 
500 2 55 
Si2 no 0.2 7nm 205 0.6 20 
 
La première famille de pointes AFM représente les sondes avec des constantes de 
raideur k importantes (supérieures à k > 2.49 N/m) et sont notées par l’indice 1. La 
seconde famille correspond à des valeurs de constantes de raideur faibles k < 2 (N/m) 
notée par l’indice 2. 
 
Figure IV.8. Images MEB  des différentes pointes AFM utilisées, avec des valeurs des rayons 
de courbure différentes.   
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IV.2.2 Mesure de la courbe de force électrostatique 
Les mesures de la force électrostatique ont été réalisées sur des films 
diélectriques minces déposés sur une électrode en or et un substrat de silicium oxydé. 
La couche de diélectrique utilisée dans ce travail est un film d’oxy-nitrure de silicium 
d’une épaisseur de 115 nm (a-SiOxNy:H, x<2, y<1). Cette couche est obtenue par dépôt 
plasma utilisant des décharges du type radio fréquence [4]. Le choix de ce matériau est 
motivé par ses propriétés électriques qui sont très similaires à celles du SiO2, (rétention 
des charges importante) qui en font un matériau modèle pour l’étude des mécanismes 
de chargement dans les diélectriques. 
Les mesures de force électrostatique ont été réalisées grâce à un AFM Bruker 
Multimode 8 en mode contact (voir section I.5.1) sous une atmosphère d’azote N2. La 
faible teneur en  humidité (moins d’1%) permet de s’affranchir des forces de capillarité 
lors de la mesure des forces.  
Pour augmenter la sensibilité de la mesure de force électrostatique, les courbes 
de force ont été enregistrées avec une faible vitesse d’approche (0.5 µm / s) et sur une 
distance de 2 µm. Dans cette configuration, les FDC ont été acquises pour différentes 
tensions (de 1 V à 30 V) appliquées sur la pointe, l’électrode en or étant maintenue à la 
masse. 
Afin d’identifier l'influence de la forme de la pointe sur la courbe de force 
électrostatique, différentes sondes AFM ont été utilisées (voir le Tableau IV.3). 
Trois paramètres sont extraits des courbes de force électrostatique (voir la 
Figure IV.9):  
 La force maximale mesurée au point de contact, 
 La ligne de base qui est la composante continue (en partie liée à la 
contribution du bras de levier), 
 Le paramètre ∆ qui représente la différence entre la valeur maximale et la 
ligne de base. Ce paramètre permet de s’affranchir de la contribution du 
bras de levier.  
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Figure IV.9. Paramètres caractérisant une courbe de force. 
La Figure IV. 9 présente un exemple de résultat expérimental d’une courbe de 
force électrostatique et montre bien que la ligne de base est significativement éloignée 
de l’origine, ce qui confirme la contribution du bras de levier. De plus, la force 
électrostatique n’est pas fonction de l’inverse du carré de la distance contrairement à ce 
qui est prédit en configuration plan / plan. Cet effet est dû  à la configuration de champ 
électrique particulière de type  pointe / plan. 
IV.2.3 Comparaison mesure - simulation 
IV.2.3.1 Résultats expérimentaux  
La Figure IV.10 présente une comparaison des résultats des courbes de force 
électrostatique obtenues avec un potentiel électrique appliqué à la sonde AFM de 25 V 
pour différentes sonde AFM (voir Tableau V.3). Les différences d’allures entre ces 
courbes de force démontrent clairement que les EFDC sont fortement influencées par les 
paramètres géométriques de la sonde AFM. En effet, la Figure 10 (a) compare les 
courbes de force obtenues avec des pointes de faible valeur de constante de raideur et 
un rayon de courbure différent. Les résultats montrent que pour des bras de levier avec 
des constantes de raideur identiques, les lignes de base (forces de longue distance) sont 
comparables, alors que la force maximale et la courbure augmentent avec le rayon de 
courbure de la pointe. Pour la seconde famille de sonde AFM, la Figure IV.10 (b) 
confirme les conclusions précédentes concernant l’influence du rayon de courbure. 
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La comparaison des Figures 10 (a) et 10 (b) confirme cette tendance du 
comportement des EFDC par rapport au paramètre k. On remarque aussi que la valeur 
de la ligne de base est supérieure pour des constantes de raideurs plus faibles. Cette 
évolution de la ligne de base est  liée à celle de la contribution du bras de levier. En effet, 
la raideur est liée aux paramètres géométriques de la poutre par la relation:  
.
.4
..
3
3
L
YhW
k   
(IV.10)  
où Y  est le module de Young du matériau du bras de levier. 
 
Figure IV.10. Courbes de force éxpérimentales : effet du rayon de courbure sur la forme de 
la courbe de force et effet de la constante de raideur du bras de levier sur la ligne de 
base de la courbe de force.  
Dans le cas spécifique des pointes que nous utilisons, la diminution de la valeur 
des constantes de raideur k est induite principalement par l’augmentation de la 
longueur L du bras de levier. Si on prend un modèle plan / plan pour la contribution du 
bras de levier, une augmentation de la longueur L se traduit par une augmentation de la 
surface des électrodes en regard, et donc une augmentation de la force. Toutefois, ce 
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modèle très simple ne prend pas en compte l’efficacité de la force en fonction de la 
localisation de son point d’application (flexion d’une poutre encastrée). 
En outre, cette force n’est que peu influencée par la distance entre la surface de 
l’échantillon et le bras de levier qui sont séparés par la longueur de la pointe (10 µm), 
distance qui est significativement plus élevée que la variation de distance entre la pointe 
et la surface de l’échantillon pendant la mesure de  courbe de force (0-2 µm). 
Afin de mieux identifier l’influence du rayon de courbure Rc sur l’évolution de la 
force électrostatique, l'évolution du paramètre ∆ en fonction du rayon de la pointe est 
représentée sur la Figure IV. 11 pour plusieurs potentiels appliqués à la pointe AFM. 
 
Figure IV.11. Paramètre ∆ en fonction du rayon de courbure pour trois valeurs de potentiel 
appliqué à la sonde AFM  
Une forte corrélation apparait entre ces deux paramètres. En particulier, le 
paramètre ∆ augmente avec Rc, traduisant une augmentation de la courbure de la courbe 
de force. 
IV.2.3.2 Comparaison expérience/simulation 
IV.2.3.2.1 Influence du potentiel électrique appliqué sur les EFDC 
Les résultats expérimentaux sont maintenant comparés avec les résultats de 
notre modèle numérique 2D basé sur la méthode des volumes finis. Pour cette 
comparaison, la pointe Pt1a est choisie (voir Tableau IV.3). Afin d’effectuer l’étude 
paramétrique de la courbe de force en fonction de la tension appliquée à la pointe, 
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quatre potentiels sont définis : V = 5, 10, 15 et 20 V. Le problème électrostatique est 
linéaire relativement au potentiel appliqué, donc le champ électrique E est 
proportionnel à V tandis que  la force varie quadratiquement, ce que va confirmer 
l’expérience. 
Dans ce qui suit, tous les résultats de courbes de force, que ce soit avec des 
données expérimentales ou des données simulées, sont tracés en valeur absolue. 
La Figure IV.12 montre une comparaison des courbes de force obtenues 
expérimentalement et par simulation pour une distance pointe / surface variant de 0 à 
600 nm. 
 
Figure IV.12. Force électrostatique vs distance pointe / échantillon pour différentes valeurs 
de polarisation de la pointe AFM. Comparaison entre les résultats de simulation et la 
mesure. 
Ces résultats montrent que notre premier modèle simplifié permet d’obtenir 
d’une part, l’ordre de grandeur des forces électrostatiques (quelques nN) et, d’autre 
part, de reproduire correctement l’allure générale des courbes de force, notamment leur 
courbure pour des faibles distances pointe/échantillon (variation rapide proche à 
proximité de la surface). 
 Les courbes de force électrostatique obtenues par simulation ont des valeurs 
plus faibles que celles obtenues par l’expérience. Cette différence provient de la non 
prise en compte du bras de levier dans notre modèle. En effet, à grande distance, seule la 
composante liée au bras de levier prédomine et l’effet de l’apex devient alors 
négligeable. 
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L’écart entre l’expérience et la simulation est aussi due à une contribution 
provenant également de la méthode de calcul et de l’estimation de la force 
électrostatique en 3D à partir d’un champ électrique sur la pointe obtenu avec un 
modèle 2D. En effet, nous avons considéré une pointe parfaitement conique, le champ 
électrique étant maintenu constant autour de celle-ci. Cette hypothèse sur la géométrie 
de la pointe (les pointes réelles n’ayant pas de géométrie axy-symétrique) induit une 
différence entre les valeurs de forces électrostatiques simulées et expérimentales [7]. 
Ce modèle permet également de mettre en exergue la proportionnalité de la force 
électrostatique avec la norme au carré du champ électrique comme le montre l’équation 
IV.3. 
La Figure IV.13 présente les courbes de force électrostatique obtenues pour un 
potentiel à la pointe de 20V et un potentiel de 10 V dont on va ensuite multiplier la force 
par un facteur 4. Que ce soit d’un point de vue expérimental ou théorique, cette figure 
montre une bonne corrélation entre les courbes de force simulées à 20V à la pointe et 
celles obtenues en multipliant les valeurs des forces par 22 lorsque la pointe est portée 
au potentiel de 10V. On observe un léger décalage sur les courbes expérimentales dû aux 
incertitudes de mesure. 
 
Figure IV.13. Linéarité entre force électrostatique et  norme du champ au carré. 
De plus, cette proportionnalité est indépendante du rayon de courbure de la 
pointe. En effet, la Figure IV.14 montre des résultats de simulations obtenus avec deux 
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rayons de courbure différents : 7 nm et 80 nm. Les forces ont été calculées avec une 
tension de référence à la pointe de 1V. Pour montrer cette propriété, une deuxième 
simulation a été réalisée avec un potentiel de 20V à la pointe. Les courbes de force 
obtenues pour 20V sont parfaitement identiques à celles obtenues pour un potentiel de 
1V après multiplication des valeurs par 202. 
 
Figure IV.14. Linéarité entre force électrostatique et  norme du champ au carré : influence 
du rayon de courbure 
En conclusion, quel que soit le potentiel appliqué à la pointe, les courbes de force 
électrostatique peuvent être estimées par une correspondance avec une courbe de 
référence obtenue avec une valeur de tension d’un 1 V [7]. 
IV.2.3.2.2 Influence du rayon de courbure sur les EFDC 
Dans cette section, nous focalisons notre étude sur l’influence du rayon de 
courbure de la pointe sur les caractéristiques des courbes de force électrostatique (zone 
de forte variation). Cette étude est primordiale car elle est directement reliée à la 
sensibilité de la mesure, l’apex étant l’élément le plus prédominant dans les interactions 
électrostatiques entre l’échantillon et la sonde AFM. A cette fin, plusieurs simulations 
ont été réalisées avec le modèle 2D pour 4 rayons de courbures différents : 
Rc = 7 nm, Rc = 32 nm, Rc = 80 nm, et Rc = 120 nm.  
La Figure IV.15 donne une comparaison entre les courbes de force 
électrostatique expérimentales et simulées obtenues pour les différents rayons de 
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courbure de l’apex. La tension de polarisation a été fixée à 20 V pour chacun des cas. 
L’écart entre les données simulées et expérimentales a été justifié au paragraphe 
IV.2.3.2. De plus, l’aspect fondamental ici est d’analyser les variations de la courbe de 
force en fonction du rayon de courbure, notamment pour de faibles distances. 
 
Figure IV.15. Influence du rayon de courbure sur les courbes de force : approche 
expérimentale et théorique. 
A faible distance (D < 100 nm), nous observons une bonne adéquation entre les 
courbes de force expérimentales et simulées. Lorsque D > 100 nm. La distance est telle 
que l’effet du bras de levier devient prédominant ce qui explique les différences 
observées dans cette région et le bras de levier, en rajoutant seulement une composante 
continue aux courbes obtenues et diffère selon la taille et la constante de raideur de 
celui-ci. 
Ces résultats démontrent l'influence du rayon de courbure Rc sur la forme des 
EFDC, en particulier à des distances pointe/surface faibles (moins de quelques dizaines 
de nanomètres). En effet, pour un faible rayon de la pointe, on observe dans le domaine 
D < 100 nm une courbure des EFDC plus prononcée et, d’autre part, une variation de la 
force sur l’ensemble du domaine de mesure plus faible (différence entre valeur 
maximale et minimale de la force, notée ∆ (FigureIV.16)). Inversement, pour des rayons 
de la pointe plus importants, la courbure est plus douce et le ∆ plus grand. Cette 
première observation permet d'anticiper un compromis à établir entre la sensibilité des 
EFDC pour la détection de charges et la résolution spatiale de la méthode. 
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La Figure IV.16 montre l'évolution du paramètre Δ par rapport au rayon de 
courbure Rc des pointes AFM utilisées précédemment. Le paramètre ∆ est défini pour 
nos simulations comme la différence entre le max et la ligne de base (ici la ligne de base 
est à 0). Une très bonne correspondance est observée entre les valeurs expérimentales 
et théoriques. Cela confirme ce qui a été évoqué précédemment concernant la bonne 
reproduction des forces électrostatiques à courte distance. On remarque également que 
plus le rayon de courbure de la pointe est important plus les valeurs maximales de la 
force électrostatique sont élevées et donc plus le paramètre Δ augmente. Cette 
observation est vraie pour les données expérimentales ou simulées et montre que la 
différence observée à la Figure IV.16 est essentiellement due à la non prise en compte du 
bras de levier. La sensibilité de la sonde est ainsi directement reliée au rayon de 
courbure de la pointe. 
 
Figure IV.16. Paramètre ∆ en fonction du rayon de courbure pour un potentiel appliqué à 
la pointe de 20 V 
Pour montrer l’importance de la géométrie de l’apex sur l’allure de la courbe de 
force électrostatique, la Figure IV.17 représente la contribution à la force électrostatique  
de l’apex (voir le Figure IV.17 (a) et du cône tronqué sans apex (voir la Figure IV.17 (b). 
L’ensemble des résultats présentés sont issus de la simulation réalisée par le modèle 2D. 
La comparaison des contributions des deux composantes de la pointe AFM 
souligne que la forme générale de la courbe de force électrostatique est principalement 
due à la contribution de l’apex. Sur la forme des EFDC, le cône induit une contribution 
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relativement faible et quasi identique pour différentes valeurs d’angle de demi-
ouverture α. En revanche, d’un point de vue quantitatif, le cône rajoute une valeur de 
force non négligeable pratiquement indépendante du rayon de courbure. 
(a) (b) 
  
Figure IV.17. Influence de l’apex sur les courbes de force électrostatique. 
IV.2.4 Modèle analytique simplifié pour l’estimation de la force 
électrostatique 
Sur la base des résultats obtenus dans la section précédente, et dans le but de 
simplifier l’estimation des interactions électrostatiques en général et de la courbe de 
force en particulier, nous allons présenter dans cette section une méthode analytique 
pour estimer la force électrostatique. Pour cela, un modèle simplifié de l’interaction 
pointe AFM/échantillon a été mis en place. Il est composé de deux parties, la première 
partie concerne la contribution de la partie cône de la pointe et la seconde celle de 
l’apex. 
IV.2.4.1 Modèle de l’apex 
Le modèle géométrique simplifié de l’apex,  donné à la Figure IV.18, est composé 
d’une demi-sphère de rayon Rc. Pour le calcul de la norme du champ électrique, nous 
considérons une distance pointe-plan comme étant la distance entre le plan au centre de 
gravité de la demi-sphère, donné par cRG
8
5
 , et le matériau diélectrique. Ce champ est 
considéré comme constant sur la surface de l’apex. La force est alors obtenue par 
intégration de champ sur la surface de la demi-sphère. 
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Figure IV.18. Géométrie simplifiée de l’apex pour l’obtention d’un modèle analytique. 
Sur la base de ce modèle, il est alors possible de trouver la formule analytique de 
la force électrostatique. Il suffit de remplacer la relation de la surface de la demi-sphère 
donnée par l’équation (IV.11) dans la formule de la force électrostatique donnée par 
l’équation (IV.5) : 
22 cSphere RS   (IV.11)  
La force électrostatique due à l’apex est donnée par : 
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La Figure IV.19, présente une comparaison entre les résultats du modèle simplifié 
de l’apex avec les courbes de force obtenues par le modèle 2D. Nous observons que les 
résultats de calcul de la force électrostatique obtenus avec le modèle analytique sont 
pratiquement identiques aux courbes obtenues avec le modèle 2D ce qui justifie 
l’utilisation d’une telle méthode [7]. 
On observe sur cette figure que l’écart de résultats entre le modèle simplifié et la 
simulation devient plus important pour de forts rayons de courbure de l’apex. 
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Figure IV.19. Force électrostatique vs. distance pointe échantillon pour quatre pointes AFM 
différentes; Comparaison des EFDC analytiques de l’apex aux résultats du modèle FVM. 
En effet, pour le cas où le rayon est petit, Rc  = 32 nm, l’erreur entre les deux 
courbes est de ≈ 1 nN alors que pour un grand rayon de courbure, Rc = 120 nm, l’erreur 
est de ≈ 4 nN. Ceci peut être expliqué par le fait que, dans notre modèle simplifié, un 
champ électrique constant est considéré sur la surface de l’apex. Cette hypothèse 
présente des limites lorsque la surface d’intégration devient importante. De plus, on 
observe que le maximum de la force est plus faible lorsque le rayon de courbure est 
important. 
IV.2.4.2 Modèle du cône 
Sachant que le champ induit sur la pointe AFM est lié à son angle de demi-
ouverture α et à la distance entre l’extrémité virtuelle de la pointe et la surface de 
l’échantillon Lp, Figure IV.20, un modèle analytique d’ordre 2 fonction de ces deux 
Chapitre IV                                     Modélisation bidimensionnelle des EFDC  
148 
 
paramètres a été défini (l’ordre 2 a été choisi fonction de la forme de la courbe de force 
pour le cône, figure IV.20) : 
 
(IV.13)  
En effet, il est difficile de trouver une expression analytique basée sur des lois 
physiques. Pour identifier les paramètres de cette fonction, la méthode d’optimisation 
de Levenberg-Marquardt –LMA- été utilisée [8]. Le principe de cette méthode est 
présenté à la figure IV.21. Cette méthode est basée sur la minimisation de l’erreur 
quadratique entre les données simulées par le modèle 2D est celles issues du polynôme 
d’ordre deux. 
 
Figure IV.20. Géométrie simplifiée du cône pour l’obtention d’un modèle analytique. 
La fonction à minimiser est S(λ) sachant que : 
      
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Avec Fe, les données issues du modèle 2D, Fe,polynôme, les données issues du modèle 
analytique, S, la fonction d’erreur, H, la matrice Hessienne, η, le facteur d’amortissement 
et λ, le vecteur de paramètres. La somme des erreurs S est réalisée sur la distance totale 
de variation entre la pointe et la surface de l’échantillon. 
 
Figure IV.21. Principe de la méthode d’optimisation de Levenberg-Marquardt. 
Les paramètres ont tous été initialisés à 1. Le Tableau IV.4 montre les paramètres 
estimés par l’algorithme d’optimisation qui permettent d’avoir une bonne corrélation 
entre les données simulées par le modèle 2D et le modèle analytique, Figure IV.22. 
Tableau IV.4  Coéfficients issue des paramètres optimisées. 
Coefficients Paramètres Initiaux Paramètres optimisés 
k1 1 3.11e-11 (nN / °)2 
k2 1 2.39e-14 (nN / nm)2 
k3 1 -1.1e-12 (nN / ° / nm)2 
k4 1 5.87e-12 (nN / °) 
k5 1 -4.02e-10 (nN / nm) 
k6 1 2.63e-9 (nN) 
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Figure IV.22. Courbes de force pour 5 pointes AFM différentes. Comparaison entre données 
issues du modèle analytique (rouge) et résultats de modélisation FVM (bleu). 
Sur la Figure IV. 22, nous exposons les résultats de courbe de force 
électrostatique pour la partie cône (l’apex n’étant pas considéré) obtenus par le modèle 
d’optimisation LMA pour plusieurs pointes AFM caractérisées par quatre angles de 
demi-ouverture α (α = 15, 18, 20, 25°).  
Nous remarquons que les résultats obtenus par le modèle analytique avec les 
paramètres optimisés sont en très bonne adéquation avec les résultats de simulation 
obtenus avec le modèle 2D. 
Le modèle analytique complet, pointe et apex, s’écrit donc de la manière suivante 
(par le principe de superposition) : 
CôneApexe FFF   (IV.16)  
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(IV.17)  
 
Finalement, pour quatre rayons de courbure différents, la Figure IV. 23 montre 
une comparaison des résultats des courbes de force obtenus par le modèle 2D et par le 
modèle analytique complet. 
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Figure IV.23. Comparaison des EFDC obtenues par le modèle analytique complet et par les 
résultats issus de la simulation 2D. 
La bonne adéquation de ces différentes courbes permet de valider le modèle 
analytique pour le calcul de la force électrostatique. 
IV.3 Sythèse et conclusions 
IV.3.1 Exploitation du modèle 2D  
Le modèle bidimensionnel que nous avons développé peut être adapté pour 
réaliser une étude des courbes de force pour permettre une localisation 
tridimensionnelle des charges électrique au sein d’un matériau diélectrique mince [9]. 
Une première approche consiste à assimiler le champ électrique induit par des 
charges électriques au champ créé par une électrode enfouie dans le volume de l’isolant, 
sur laquelle un potentiel est appliqué. La géométrie d’étude présentée à la Figure IV.2 
doit être modifiée pour prendre en compte l’électrode, (voir la Figure IV.24.). Les 
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paramètres géométriques de ce modèle sont donc similaires à ceux de la Figure IV.2 et 
sont détaillés dans le Tableau IV.1. 
 
 
Figure IV.24. Géométrie d’étude en 2D : pointe AFM et surface de l’échantillon avec une 
électrode enfouie de 50 nm d’épaiseur. 
Sur cette figure sont présentées toutes les conditions aux limites. Pour évaluer la 
capacité de notre modèle à étudier la sensibilité des EFDC au champ créé par des 
charges volumiques, plusieurs configurations (largeur d’électrode et profondeur 
d’enfouissement) ont été testées. Le potentiel appliqué à l’électrode d’une épaisseur 
de 50nm et fixe dans toutes les simulations à 1 V. 
(a) (b) 
  
Figure IV.25. (a) Résultats d’EFDC obtenus par le modèle 2D avec une électrode enfouie 
pour différentes profondeurs de l’électrode, (b) Paramètre ∆ en fonction de la 
profondeur de l’électrode et pour différentes tailles d’électrode, pour un potetiel 
appliqué de V = 1V. 
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La Figure IV.25 montre les résultats obtenus en faisant varier la profondeur de 
l’électrode pour une longueur d’électrode donnée. On constate que la force 
électrostatique maximale augmente quand le plan se rapproche de la surface, alors que 
la courbure n’est pas modifiée.  
En effet, pour une profondeur de 80 nm, la valeur de la force maximale est de 
0.22 nN alors que pour une profondeur de 190 nm, la valeur est de 0.8 nN. Le paramètre 
∆ représenté sur la Figure IV.25 (b) confirme cette tendance.  
(a) (b) 
  
Figure IV.26. (a) Résultats d’EFDC obtenus par le modèle 2D avec une électrode enfouie 
pour différentes tailles d’électrode, (b) Paramètre ∆ en fonction de la longueur de 
l’électrode et pour différentes valeurs de profondeur, pour un potetiel appliqué de V = 
1V. 
Les résultats exposés dans la Figure IV.26 montrent que la courbure des EFDC est 
fonction de la largeur de l’électrode (étalement de la charge). En effet pour une petite 
électrode (spot de charge étroit) la courbure est plus prononcée. Ce qui est également 
observées expérimentalement. Le paramètre ∆ représenté sur la Figure IV. 26(b) 
confirme cette relation.  
Une suite logique à cette étude consisterait à imposer une quantité de charge 
sous différentes formes (sphère, plan) dans le volume et à analyser leur influence sur les 
courbes de force. Par ailleurs une étude inverse permettra une localisation spatiale des 
charges. 
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IV.4 Conclusion 
Dans ce chapitre, le modèle 2D détaillé au chapitre III est utilisé pour estimer la 
force électrostatique induite par une pointe 3D sous potentiel moyennant quelques 
hypothèses simplificatrices. Notre approche est validée en comparant les courbes de 
force ainsi obtenues avec des données expérimentales. L’objectif de ce modèle est de 
mieux comprendre l’allure des courbes de force en fonction des paramètres intrinsèques 
à la sonde : géométrie de la pointe, bras de levier, apex. Cette étude est donc un premier 
travail pour obtenir des informations quant à la possibilité de connaître la répartition de 
la charge dans des matériaux diélectriques minces par l’étude des EFDC seules. 
Le paramètre le plus influant sur l’allure et les valeurs de la courbe de force est 
l’apex. Le champ électrique est majoritairement concentré dans cette région et donc une 
infime modification de sa géométrie ou de sa nature induit un profond changement des 
courbes de force. Cette particularité a été mise en évidence plusieurs fois dans ce 
chapitre : le rayon de courbure de la pointe AFM, l’influence de l’apex par rapport au 
reste du cône ou par rapport au bras de levier. Un modèle analytique, basé sur une 
représentation demi sphère / plan, a permis de conforter nos conclusions. Ce modèle 
permet également d’obtenir, sous certaines conditions, des courbes de force très 
rapidement avec une excellente corrélation avec celles obtenues expérimentalement. 
Nous avons également, dans ce chapitre, détaillé le protocole mis en place pour 
l’obtention des courbes de force par AFM. Plusieurs pointes ont été testées pour avoir 
une banque de données suffisantes pour valider notre approche.  Le bras de levier a 
également été étudié permettant de confirmer le fait qu’il rajoute simplement une 
composante continue à la valeur de la force électrostatique induite sur la pointe. 
Ce premier modèle en dimension 2 d’espace a donc permis d’identifier les 
paramètres influant sur les courbes de force. Pour parfaire notre étude, à savoir 
quantifier l’influence de ces paramètres sur les EFDC, un modèle tridimensionnel basé 
sur une géométrie au plus proche de la réalité doit être développé. C’est l’objet du 
chapitre V. 
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V.1 Introduction 
Le modèle développé jusqu’ici permet d’estimer les EFDC en Dimension 2. La 
résolution numérique des équations de l'électrostatique a été entièrement développée 
en utilisant la méthode des volumes finis. L’avantage d’un tel modèle est, premièrement, 
de pouvoir l’adapter plus facilement à des modèles physiques plus complexes comme la 
prise en compte du transport ou de l’injection des charges et, deuxièmement, d’utiliser 
des schémas numériques optimisés pour ce type d’équations pour augmenter l’ordre du 
système et donc sa précision. L’utilisation de logiciels de simulation commerciaux peut 
parfois restreindre les domaines d’utilisation qui sont fixés par les développeurs. 
Cependant, pour pouvoir obtenir des résultats dans le cadre de la thèse, nous nous 
sommes orientés vers le logiciel commercial Comsol Multiphysics® pour développer un 
modèle 3D de la sonde AFM rapidement utilisable. Jusqu’à présent, il n’était pas possible 
de modéliser une forme de pointe complexe en trois dimensions, proche de la réalité. 
Cette limitation est surtout due au maillage du domaine qui présente des grandes 
disparités d’échelle entre la taille de la pointe et celle du bras de levier (quelques 
dizaines de µm), le rayon de courbure de l’apex ou l’épaisseur du matériau diélectrique 
étudié (quelques nm). Une autre limitation du modèle développé est le temps de calcul 
qui pour l’instant, à l’état actuel du développement, reste très supérieur au temps de 
calcul obtenu avec un logiciel commercial. 
Ce chapitre présente deux types de modèle : 
 Un modèle électrostatique pour la modélisation 3D des courbes de force 
électrostatique avec différentes formes géométriques de pointe. 
 Un modèle électromécanique pour l’étude de l’effet du bras de levier seul 
sur les courbes de force électrostatique. 
Une analyse critique des résultats obtenus dans ce chapitre sera présentée en 
conclusion.  
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V.2 Stratégie d’étude 
Pour atteindre nos objectifs, nous nous sommes orientés vers l’utilisation du 
logiciel commercial Comsol Multiphysics afin de développer nos modèles en 
dimension 3. Ces modèles 3D permettront de parfaire notre étude sur les interactions 
électrostatiques entre la sonde AFM et un matériau diélectrique de façon à estimer les 
courbes de force. 
Pour cela deux types de modèles sont développés. Un premier modèle développé 
à l’aide du module AC/DC de Comsol Multiphysics est utilisé pour modéliser les 
interactions électrostatiques en 3D vues par une pointe seule ayant différentes formes 
géométriques. Cette étude est essentielle pour comprendre l’influence de la forme de la 
pointe sur les EFDC et choisir une géométrie optimale, proche de celle utilisée en 
expérience. 
Pour prendre en compte de l’effet du bras de levier sur les EFDC, un deuxième 
modèle électromécanique est développé dans ce chapitre. Ce type de modélisation 
permet de simuler la déflexion du bras de levier lorsque celui-ci est soumis à un 
potentiel. Cette déflexion est directement reliée à la force électrostatique et à l’élasticité 
du bras de levier caractérisé par sa constante de raideur. En pratique, les appareils de 
mesure AFM estiment la déflexion du bras de levier et en déduisent la force exercée à 
l’aide de cette même constante de raideur. 
V.3 Modélisation Comsol Multiphysics®  
V.3.1 Présentation du logiciel COMSOL et de la FEM 
Il existe plusieurs familles de logiciels permettant de modéliser des phénomènes 
physiques à l’aide de la méthode des éléments finis (FEM ou Finite Elements Method). 
Nous pouvons citer à titre d’exemples Comsol Multiphysics (appelé aussi 
Femlab), ANSYS, MSC Software, Algor, etc. Certains d’entre eux sont spécialisés dans des 
domaines bien particuliers, d’autres permettent de résoudre une large gamme de 
problèmes physiques dans des domaines variés. Dans notre cas, c’est le logiciel Comsol 
Multiphysics qui est utilisé. 
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Comsol Multiphysics est constitué d’un noyau principal sur lequel viennent se 
greffer différents modules. Chaque module représente une physique particulière qui lui 
permet de modéliser une large gamme de problèmes physiques, sous réserve qu’ils 
puissent se décrire par des équations aux dérivées partielles. Selon le problème à 
résoudre, il convient donc de se doter du module adéquat. Pour traiter le problème des 
interactions électrostatiques dans un AFM, deux modules sont utilisés. Le premier 
module utilisé est le module « AC/DC » de Comsol Multiphysics. Dans notre étude, il 
permet de modéliser les interactions électrostatiques entre une pointe 3D avec 
différentes formes géométriques et un matériau diélectrique. Ainsi, l’effet de la 
géométrie de la pointe AFM sur les courbes de force électrostatique sera étudié pour 
définir une géométrie type optimisée. 
Le second module utilisé dans ce chapitre est le module « Structural Mechanics » 
qui permet d’étudier le problème électromécanique : couplage de la partie 
électrostatique et de la partie mécanique permettant de rendre compte du mouvement 
mécanique du bras de levier. L’effet du bras de levier ainsi que sa déflexion sous l’effet 
des interactions électrostatiques seront ainsi analysés. 
La FEM permet de déterminer une approximation des solutions des équations 
aux dérivées partielles et donne donc une solution approchée. Pour discrétiser le 
problème, il convient de découper les différents objets ou « domaines » en cellules 
(généralement de forme triangulaire ou rectangulaire) auxquelles on associe des 
fonctions de base appelées éléments finis. Cette étape de découpage du domaine est 
appelée le maillage. Plus le maillage est fin, plus la solution approchée se rapproche de la 
solution exacte, sous réserve que les cellules ne soient pas trop déformées. La difficulté 
dans le problème auquel nous sommes confrontés pour la modélisation 3D d’une sonde 
AFM est le ratio important qu’il existe entre les différentes parties du domaine d’étude, 
c’est-à-dire le rapport entre la plus petite et la plus grande dimension d’un sous-
domaine. Ici, la couche du diélectrique fait quelques centaines de nanomètres 
d'épaisseur, le rayon de courbure de l’apex fait quelques dizaines de nanomètres tandis 
que la sonde AFM dans sa totalité fait quelques centaines de micromètres. Cela nous 
contraint donc à utiliser des maillages avec un nombre de cellules très important. Les 
temps de calcul peuvent ainsi être relativement longs (un des critères qui a favorisé 
l’utilisation d’un logiciel commercial). 
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La FEM utilise une approximation d’un polynôme de degré 2 dans chacune des 
cellules, ce qui permet d’obtenir une solution locale en tout point du domaine d’étude. La 
solution approchée est donc la réunion de solutions quadratiques locales. Afin de 
garantir la validité de la solution, nous analysons une convergence en maillage de la 
solution numérique, ce qui signifie que la solution ne change pas de nature en fonction 
du maillage. Le principe détaillé de la méthode des éléments finis, ainsi que des 
exemples de résolution simples sont rapportés dans de nombreux ouvrages, et nous 
nous sommes en particulier appuyés sur celui de S. S. Rao [1]. 
V.3.2 Les étapes pour une modélisation sous Comsol Multiphysics 
Un modèle développé à l’aide de Comsol Multiphysics est généralement structuré 
(quelle que soit la physique étudiée) en différentes étapes qui sont les suivantes : 
 La partie preprocessing :  
o définir les structures de la géométrie du dispositif à modéliser et 
attribuer, aux différents sous-domaines, les propriétés des 
matériaux correspondants. 
o définir les paramètres de maillage, mailler de façon optimale la 
structure (nombre de cellules nécessaire pour une bonne 
convergence du processus) 
o définir les conditions aux limites. 
 La partie processing consiste à résoudre les équations aux dérivées 
partielles qui dépendent de la physique du modèle développé (exemple de 
l’équation de Poisson pour l’étude électrostatique). 
 La partie postprocessing consiste à extraire les résultats et à les traiter de 
manière à analyser les phénomènes physiques modélisés. Dans notre cas, 
par exemple, évaluer la distribution du champ électrique entre une pointe 
AFM polarisée et un matériau diélectrique. 
Pour réaliser nos simulations sous Comsol Multiphysics, nous disposons d’un 
ordinateur Intel® Core™ i7-2600 de 8 Go de mémoire vive, doté de quatre cores 
cadencés à 3.4 GHz. 
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V.4 Le modèle électrostatique 3D 
En se basant sur les différentes étapes détaillées dans la section précédente 
(section V.2.3), la construction du modèle électrostatique 3D sous Comsol Multiphysics 
de la pointe AFM est détaillée dans cette section. 
V.4.1 Définition de la géométrie de la pointe AFM 3D 
Le passage en dimension 3 permet d’étudier l’influence de la forme géométrique 
de la pointe AFM sur les résultats des EFDC. Effectivement, la forme géométrique d’une 
pointe AFM est très complexe, et ne possède donc pas une forme standard ou des axes 
de symétrie de révolution. Comme le montre la figure, elle possède différents angles 
d’ouverture et aussi un coté plus abrupt que l’autre. Toutes ces particularités rendent la 
construction géométrique difficile. 
(a) (b) 
 
 
 Exemple d’une forme réelle de pointe AFM Figure V.1.
Dans la littérature, des modèles 3D de pointe AFM ont été proposés [2]. Ces 
études se basent sur plusieurs hypothèses et des simplifications géométriques fortes de 
manière à faciliter leur construction et le maillage du domaine. Dans le cadre de notre 
étude, les forces électrostatiques sont fortement dépendantes de la forme de la pointe et 
des simplifications exagérées sur la géométrie de la pointe peuvent produire une perte 
d’information importante dans le calcul de la distribution du champ électrique et donc 
de la force électrostatique.  
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Dans le cadre de notre étude, différentes formes de pointe AFM sont testées afin 
d’étudier l’influence de la géométrie sur l’allure et les valeurs de la courbe de force 
électrostatique. L’objectif est de définir une forme de pointe optimale capable de 
reproduire les résultats issus de l’expérience. Les géométries testées sont : un cône 
(forme considérée généralement en première approximation dans la littérature), une 
pyramide avec une base carrée et un tétraèdre avec une base triangle. Il est possible de 
définir des géométries directement sous l’environnement Comsol Multiphysics. Mais, 
dans le cadre de notre étude où des géométries complexes en 3D sont à définir, le 
logiciel de Conception Assistée par Ordinateur (CAO) SolidWorks® est utilisé. Comsol 
Multiphysics permet alors d’importer directement la géométrie élaborée sous 
SolidWorks à travers une interface LiveLink dédiée. 
V.4.1.1 Géométrie de pointe AFM conique  
La construction du cône tronqué est réalisée sous l’environnement Comsol 
Multiphysics, par la révolution d’une géométrie 2D axisymétrique sur son axe. L’apex est 
construit à l’aide d’une « portion » de sphère caractérisée par un rayon de courbure Rc, 
placé à l’extrémité du cône comme indiqué à la Figure V.2. Cette « portion » de sphère 
est une demi-sphère réduite de manière à obtenir une jonction régulière entre le cône et 
l’apex  
 
 Géométrie 3D de la pointe AFM sous forme de cône tronqué par une demi-Figure V.2.
sphère 
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Les dimensions de notre géométrie et les caractéristiques physiques de 
l’ensemble pointe / échantillon sont identiques à celles du modèle 2D détaillé au 
chapitre IV et rappelées au Tableau V.1 ci-dessous.  
Tableau V.1 Propriétés géométriques et physiques de l’échantillon et de la pointe 
Paramètre Définition Unité Valeur 
εr 
Permittivité relative du 
matériau diélectrique 
SiON γ100 [3] 
SI 3,9 
e Épaisseur du diélectrique nm 115 
l Longueur du domaine Ω µm 40 
Rc Rayon de l’apex  nm 32 
D Distance Pointe Diélectrique nm 0 - 600 
α 
Angle de demi-ouverture de 
la pointe 
degré 20° 
L Hauteur de la pointe µm 10 
V.4.1.2 Géométrie de pointe AFM pyramidale  
La deuxième géométrie utilisée dans ce travail pour modéliser la pointe AFM est 
en forme pyramidale à base carrée. Cette géométrie est conçue avec le logiciel 
SolidWorks (voir la Figure V.3 (a)) et ensuite intégrée dans Comsol Multiphysics. La 
Figure V.3 (b) montre le modèle de la pointe sous forme de pyramide. La hauteur de la 
pointe, l’angle de demi-ouverture de la pyramide et le rayon de courbure de l’apex ont 
les mêmes dimensions que celles du modèle en 2D présenté dans le chapitre IV (le cercle 
formant la base du cône est inscrit dans la base de la pyramide). L’extrémité de la 
pyramide est réajustée afin d’obtenir une forme sphérique dont on peut définir le rayon 
de courbure Rc. 
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  (a) (b) 
  
 Géométrie de la pointe sous forme de pyramide conçue sous SolidWorks, (b) Figure V.3.
Géométrie 3D de la pointe AFM sous forme de pyramide tronquée par une demi-sphère 
V.4.1.3 Géométrie de pointe AFM tétraédrique  
La dernière géométrie utilisée dans ce travail est une pointe tétraédrique. Comme 
précédemment, cette géométrie est conçue par le logiciel de CAO SolidWorks (voir la 
figure V.4 (a)) et ensuite intégrée dans Comsol Multiphysics. La figure V.4 (b) montre le 
modèle de la pointe sous forme de pyramide complète, la hauteur de la pointe et le 
rayon de courbure de l’apex a les mêmes dimensions que celles du modèle en forme de 
cône détaillé dans la Figure V.2 (le cercle formant la base du cône est inscrit dans la base 
de la tétraèdre). Comme précédemment, l’extrémité du tétraèdre est réajustée afin 
d’obtenir une forme sphérique dont on peut définir le rayon de courbure Rc. 
(a) (b) 
  
 (a) Géométrie de la pointe sous forme de tétraèdre conçue sous SolidWorks, (b) Figure V.4.
Géométrie 3D de la pointe AFM sous forme de tétraèdre tronqué par une demi-sphère. 
Pour le tétraèdre ainsi que pour la pyramide, les arêtes ne sont pas saillantes 
mais arrondies par un chanfrein qui permet de limiter les effets de renforcement de 
champ non représentatifs de la réalité mais aussi d’assurer une meilleure continuité 
avec la demi-sphère représentant l’apex.  
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V.4.2 Maillage 
Après la conception des géométries, vient l’étape du maillage. Cette étape 
représente la substitution du domaine initial par un domaine polyédrique (maillage) 
dans lequel les équations physiques sont résolues. On désigne alors par 'maillage de la 
géométrie' le processus menant à la génération d’un ensemble de cellules. Les cellules 
sont appelées éléments ou mailles du maillage, leurs sommets forment les nœuds du 
maillage et leurs côtés, les faces ou côtés du maillage. Le maillage d’une géométrie est 
une étape primordiale car l'erreur d'approximation numérique est directement liée à sa 
qualité. Un maillage doit à la fois être suffisamment fin pour que l'erreur 
d'approximation devienne acceptable mais, en même temps, il doit comporter un 
minimum de mailles possibles afin d’obtenir des temps de calcul raisonnables (moins 
d’une journée), une utilisation optimale de la mémoire et un traitement des données 
plus facile. Dans nos simulations sont utilisées des cellules de type tétraédrique. 
La Figure V.5 montre un exemple de maillage du modèle 3D de la pointe AFM 
sous forme de cône : 
 
 Exemple de maillage de la pointe AFM sous forme de cône avec un modèle 3D Figure V.5.
La complexité du maillage pour le modèle de la pointe AFM 3D, se manifeste dans 
la disparité d’échelle de la géométrie entre la hauteur de la pointe, ≈ 10µm, et le 
diamètre de l’apex, ≈ 10-100nm. Ces disparités peuvent nous amener à des maillages 
ayant un nombre de cellules très important. La même difficulté est rencontrée avec 
l’épaisseur de l’échantillon diélectrique étudié (200nm) qui présente également une 
grande disparité d’échelle avec le reste de la géométrie. 
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(a) (b) 
  
 Zoom sur le maillage de la partie apex de la pointe AFM, le cylindre est utilisé Figure V.6.
pour un raffinement local du maillage.   
Afin d'optimiser le nombre de cellules nécessaire autour de l’apex, zone 
d’interaction électrostatique maximale entre la pointe AFM et la surface de l’échantillon, 
un nouveau domaine de contrôle autour de l’apex a été ajouté. Dans ce domaine de 
contrôle, le maillage est beaucoup plus fin que dans le reste de la géométrie de la pointe 
AFM. La Figure V.6 montre cette zone qui est sous forme de cylindre et qui est 
positionnée autour de l’apex. 
Pour le problème de l’épaisseur du matériau diélectrique modélisé, nous utilisons 
une option proposée par Comsol Multiphysics : le matériau est maillé sous forme de 
couche limite, cf. Figure V.7, ce qui permet d’avoir quelques couches fines de cellules 
pour cette zone dans la direction normale et ainsi éviter un maillage trop raffiné dans la 
direction tangentielle.  
 
 Les couches limites du maillage dans la zone du diélectrique.   Figure V.7.
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V.4.3 Equations et conditions aux limites 
Les géométries d’étude présentées ci-dessus ont été introduites dans Comsol 
Multiphysics. Ce dernier offre la possibilité d’une résolution directe des équations aux 
dérivées partielles (EDPs) en utilisant des solveurs génériques intégrés au logiciel. Par 
exemple, la résolution des systèmes d’équations algébriques dans Comsol Multiphysics 
est réalisée par BDF (Backward Differenciation Formula). Les systèmes d’équations 
peuvent être linéaires ou non-linéaires. Dans le cas non-linéaire, Comsol Multiphysics 
utilise des méthodes itératives de Newton-Raphson, et pour les systèmes linéaires, 
Comsol Multiphysics utilise des solveurs directs (UMFPACK, SPOOLES, TAUCS), solveur 
GMRES, Gradients Conjugués ou aussi Géométrie Multigrille. Le choix des solveurs se fait 
en fonction du problème traité. 
Les équations de base pour simuler les EFDC sont les mêmes que celles déjà 
utilisées avec le modèle FVM (exposées dans les Chapitres III et IV), à savoir : l’équation 
de Poisson et le calcul du champ électrique. L’ensemble de ces équations est présent 
dans le module électrostatique : 
 

 zyx
dz
zyxVd
dy
zyxVd
dx
zyxVd ,,),,(),,(),,(
2
2
2
2
2
2

 sur Ω (V.1)  
Le champ électrique est obtenu par la relation : 
k
dz
dV
j
dy
dV
i
dx
dV
VE

  sur Ω (V.2)  
Le calcul de la force électrostatique est obtenu par l’intégration de l’équation 
(V.3) autour de la surface de la pointe AFM comme suit : 
20
2
EMt

  
(V.3)  
dsMte 


1
.F
 
(V.4)  
Les conditions aux limites sont les suivantes (Figure V.2) : la pointe est soumise à 
un potentiel Vi, et la face arrière du diélectrique est reliée à la masse. Le reste des 
frontières est considéré à champ nul (domaine suffisamment grand pour établir cette 
hypothèse). 
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1VV  sur ΓD1  (V.5)  
0V sur ΓD2 (V.6)  
Où :  
Ω : est le domaine dans lequel les EDPs seront résolues, 
Γ : les frontières du domaine considéré. 
Une fois ces équations discrétisées dans le domaine de résolution Ω par Comsol 
Multiphysics, on obtient un système d’équations algébriques, DAE pour Differential 
Algebraic Equations system.  
V.4.4 Résolution numérique 
V.4.4.1 Modèle électrostatique avec pointe AFM conique 
Le modèle de la pointe en forme de cône est le modèle le plus fréquemment 
utilisé dans la littérature pour la modélisation de la pointe AFM, de par sa simplicité de 
construction et de  maillage ainsi que par la possibilité de travailler avec un modèle 2D-
axisymétrique qui minimise le temps de calcul. La géométrie du cône est obtenue par la 
révolution de 360° d’une géométrie 2D axis-symétrique. La géométrie d’étude de ce 
modèle avec ses paramètres géométriques est détaillée dans la Figure V.2. La Figure V.8 
expose les résultats du modèle électrostatique de la pointe AFM sous forme de cône, la 
Figure V.8 (a) montre la distribution du potentiel électrique pour une polarisation de 
25 V à la pointe et la Figure V.8 (b) montre la distribution du champ électrique. Dans ces 
simulations, la distance pointe – échantillon est de 100 nm. 
La modélisation des courbes de force avec le modèle électrostatique 3D est 
réalisée en faisant varier la distance D entre l’apex de la pointe AFM et la surface de 
l’échantillon de 0 nm à 400 nm. La région utile des EFDC est celle qui se situe à proximité 
de la surface de l’échantillon, à des distances de quelques dizaines de nm, correspondant 
à la première courbure de l'EFDC. 
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(a) (b) 
  
 
 (a) Potentiel et (b) norme du champ électrique créés entre une pointe conique Figure V.8.
polarisée sous 25 V et un matériau diélectrique pour une distance D = 100 nm.   
Pour cette raison, nos simulations sont réalisées jusqu’à 400nm. Ce choix est 
également motivé pour optimiser le temps de calcul qui est plus important en 3D (avec 
un maillage de quelques 300 000 éléments). La Figure V.9 montre la comparaison entre 
les résultats des courbes de force expérimentales et celles du modèle électrostatique 3D. 
 
 Force électrostatique vs. distance pointe / échantillon pour différentes valeurs Figure V.9.
de polarisation de la pointe AFM. Comparaison entre les résultats de simulation et la 
mesure. 
Premièrement, les valeurs de la force électrostatique obtenues par simulation 
sont proches de celles obtenues expérimentalement, à partir de quelques dizaines de nN. 
De plus, ces valeurs augmentent du même ordre de grandeur lorsque le potentiel à la 
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pointe augmente. Deuxièmement, la courbure de l'EFDC se situe dans les deux cas à 
proximité de l’échantillon, lorsque la pointe est à une distance inférieure à 100 nm de la 
surface de l’échantillon. Cependant, la courbure obtenue en simulation ne reproduit pas 
de façon satisfaisante celle obtenue expérimentalement. 
Dans ces simulations, seule la pointe est considérée, le bras de levier n’est pas 
modélisé. Les courbes de force simulées sont alors sous estimées par rapport à la réalité 
(les forces électrostatiques créées par le bras de levier rajoute une composante continue 
sur les EFDC). Cette particularité due au cantilever fait que les résultats de simulation 
sont sous-estimés par rapport à ceux en condition de mesure. 
V.4.4.2 Modèle électrostatique avec la pointe AFM sous forme de pyramide 
La deuxième forme géométrique utilisée dans nos simulations est une pointe 
pyramidale (base carrée)., cette forme est un peu plus proche de la forme réelle. La 
Figure V.3 montre la géométrie d’étude construite sous SolidWorks. 
 (a) (b) 
  
 (a) Maillage du domaine d’étude avec une pointe AFM sous forme de Figure V.10.
pyramide; Noter la densification des cellules sur l'apex et les arrêtes de la pointe (b) 
Zoom sur le maillage de la partie apex de la pointe AFM sous forme de pyramide. 
La figure V.11 (a) montre la distribution du potentiel électrique et la 
figure V.11 (b) montre la distribution du champ électrique, pour un potentiel de 25V 
appliqué à la pointe. Comme prévu, le champ est concentré au niveau de la singularité de 
la pointe et atteint une valeur maximale de 2.07 GV/m. 
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(a) (b) 
  
 Potentiel et norme du champ électrique créés entre une pointe sous potentiel Figure V.11.
électrique de 25 V et un matériau diélectrique.   
La simulation des courbes de force est réalisée comme précédemment en faisant 
varier la distance, D, entre l’apex et la surface de l’échantillon de 0 à 400 nm. La 
Figure V.12 compare les résultats des courbes de force expérimentales avec ceux 
obtenus à l’aide du modèle électrostatique 3D.  
 
 Force électrostatique vs. distance pointe / échantillon pour différentes Figure V.12.
valeurs de polarisation de la pointe AFM. Comparaison entre les résultats de simulation 
et la mesure. 
Comparées aux résultats obtenus avec une pointe en forme de cône, les forces 
électrostatiques sont, cette fois, de valeurs moindres que celles estimées par la mesure. 
De ce point de vu là, les résultats pour la pointe seule corrèlent donc avec la réalité. En 
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revanche, la courbure de la force est moins prononcée que celle de l’expérience. Les 
forces simulées ont une différence entre valeur min et valeur max, très faible par 
rapport à celle des EFDC mesurées. C’est cette courbure et la valeur maximale des EFDC 
qui renseignent généralement sur les charges présentent dans le matériau. C’est 
pourquoi, une forme de pointe pyramidale à base carrée ne sera pas retenue pour la 
suite de notre travail. 
V.4.4.3 Modèle électrostatique avec pointe AFM tétraédrique 
La troisième forme géométrique de pointe utilisée est un tétraèdre (figure V.4). 
(a) (b) 
 
 
 
 (a) Maillage du domaine d’étude avec une pointe AFM sous forme de Figure V.13.
tétraèdre; (b) Zoom sur le maillage de la partie apex de la pointe AFM sous forme  
pyramidale. 
La Figure V.14 (a) montre la distribution du potentiel électrique pour une 
polarisation de 25 V à la pointe et la Figure V.14 (b) montre la distribution du champ 
électrique associée. Dans ce cas, le champ maximal à l’extrémité de la pointe est de 
1.98GV/m ce qui est très proche des valeurs maximales obtenues précédemment. 
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(a) (b) 
  
 (a) Potentiel et (b) norme du champ électrique créés entre une pointe Figure V.14.
tétraédrique polarisée sous 25 V et un matériau diélectrique.   
De la même façon, la simulation des courbes de force avec le modèle 
électrostatique 3D est réalisée en faisant varier la distance entre l’apex et la surface de 
l’échantillon de 0 nm à 400 nm. La Figure V.15 montre la comparaison des résultats des 
EFDC obtenus par l’expérience et par le modèle 3D. 
 
 Force électrostatique vs. distance pointe / échantillon pour différentes Figure V.15.
valeurs de polarisation de la pointe AFM. Comparaison entre les résultats de simulation 
et la mesure. 
Les résultats obtenus montrent, d’une part, que la courbure de la force 
électrostatique est respectée (bonne corrélation entre l’expérience et la simulation) et, 
d’autre part, que les valeurs de la force simulée sont inférieures à celles de la force 
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mesurée (en accord avec la non prise en compte du bras de levier). On note également 
une bonne adéquation entre simulation et expérience lorsque le potentiel de la pointe 
augmente. 
V.4.4.4 Comparaison des résultats des différentes formes de pointes 
Pour discuter les résultats obtenus précédemment, nous nous intéressons dans 
un premier temps au paramètre Δ qui est la différence entre la force maximale (au point 
de contact) et la force minimale loin de la surface (ici 400nm). Ce paramètre permet de 
rendre compte des effets de courbures sur la courbe de force en s’affranchissant de la 
non prise en compte de la contribution du bras de levier. La Figure V.16 compare les 
valeurs de Δ obtenues expérimentalement et en simulation pour les différentes 
géométries de pointe. On constate que la meilleure adéquation est obtenue pour les 
pointes en forme de pyramide ou de tétraèdre, ce qui est un résultat attendu  en 
considérant la géométrie réelle de la pointe. 
 
 Paramètre Delta pour chaque géométrie de Pointe AFM vs. Mesure. Figure V.16.
Pour mieux se rendre compte de la différence entre les résultats obtenus avec les 
trois types de géométries, la Figure V.17 montre les EFDC simulées pour chacune des 
formes de pointe. Dans cette figure, la pointe est polarisée sous une tension de 20 V. 
Comme expliqué précédemment, on remarque bien que, comparé au résultat 
expérimental, le modèle de pointe conique surestime la force électrostatique; le modèle 
avec pointe pyramidale ne reproduit pas bien la forme de la courbe. Le modèle avec 
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pointe tétraédrique donne les résultats d'EFDC les plus proches des résultats 
expérimentaux, en particulier sur l'allure de l'EFDC. On remarque, comme indiqué 
précédemment, un décalage (sous-estimation) de la force simulée qui est toujours due à 
l’absence du bras de levier mais cette différence est moins importante que dans le cas 
des résultats obtenus avec le modèle FVM 2D (Figure V.18). 
 
 Comparaison des EFDC pour une polarisation sous 20V de la pointe. Figure V.17.
Comparaison entre les résultats issus de la simulation pour différentes géométries et les 
résultats expérimentaux. 
En effet, la Figure V.18 permet de comparer les courbes de force électrostatique 
obtenues avec le modèle FVM 2D et avec le modèle électrostatique 3D de Comsol 
Multiphysics avec la pointe sous forme de tétraèdre pour une polarisation de pointe 
sous 20 V. Cette comparaison permet de voir que la courbe obtenue avec le modèle 3D 
améliore considérablement le résultat de la courbe de force électrostatique, et corrige 
l’hypothèse prise dans notre modèle FVM 2D qui consiste à considérer le champ 
électrique invariant autour de l’axe de révolution de la pointe.  
L'augmentation significative de la force électrostatique observée en passant 
d'une géométrie tétraédrique à pyramidale et à conique provient pour une bonne part 
d'une augmentation de la surface de la pointe. Les valeurs de champ, au niveau de l'apex 
restent en effet assez proches, ce qui s'explique par des formes d'apex identiques pour 
les trois géométries étudiées.  
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 Comparaison des résultats de courbe de force entre le modèle FVM 2D et le Figure V.18.
modèle 3D de Comsol Multiphysics. 
Par la suite, un modèle électromécanique a été développé pour étudier l’effet du 
bras de levier sur les résultats des courbes de force électrostatique afin de corriger la 
différence entre le modèle de la pointe seul et les résultats de mesure. 
V.5 Modèle électromécanique  
Toujours sur la base des différentes étapes détaillées dans la section V.3.2, la 
construction du modèle électromécanique 3D sous Comsol Multiphysics de la sonde 
AFM est détaillée dans cette section.  
Le développement d’un tel modèle électromécanique est motivé par les résultats 
des courbes de force électrostatique obtenus par les modèles électrostatiques 2D et 3D. 
Ces modèles ont fait état d’une bonne reproductibilité des résultats (forme et ordre de 
grandeur) des courbes de force expérimentales eu égard à la différence qui est causée 
par la non-prise en compte de l’effet du bras de levier sur ces courbes. Ce modèle 
électromécanique permettra d’une part de prendre en considération l’effet de cette 
partie de la sonde AFM et, d’autre part, d’estimer la force par la déflexion du bras de 
levier comme cela est réalisé dans la réalité. 
Rappelons que Comsol Multiphysics permet d’étudier les problèmes 
électromécaniques par un couplage électrostatique et mécanique permettant, dans notre 
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cas, de rendre compte du mouvement mécanique du bras de levier à travers le module 
« Structural Mechanics ». 
V.5.1 Construction de la géométrie du bras de levier 3D 
Pour définir notre géométrie d’étude nous allons nous référer au schéma de 
principe général du bras de levier de la sonde AFM présenté à la Figure V.19. Le 
Tableau V.2 reprend les différentes caractéristiques géométriques et physiques du bras 
de levier. 
 Tableau V.2 : Caractéristiques géométriques et physiques du bras de levier 
Sonde Matériau k (N/m) T (µm) Lc (µm) W (µm) 
SCM-PIT PtIr 2.8 2.75 225 28 
Le bras de levier considéré dans notre travail est modélisé comme une poutre 
caractérisée par les paramètres physiques donnés au Tableau V.2. Le plus important 
d’entre eux est la constante de raideur k, cette grandeur physique du bras de levier 
dépend fortement du type du matériau constituant le bras de levier et des grandeurs 
géométriques. Cette constante de raideur k est donnée par la formule suivante : 
3
3
.4 cL
YW T
k 
 
(V.7)  
avec Y représente le module de Young 
 
 Bras de levier de la sonde AFM. Figure V.19.
Dans ce modèle électromécanique, la géométrie du bras de levier est directement 
construite dans Comsol Multiphysics. Le bras de levier est représenté sous forme de 
parallélépipède. De manière à optimiser le nombre de cellules et donc le temps de calcul, 
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la géométrie du bras de levier est conçue à partir d’une symétrie plane sur la largeur de 
ce dernier (Figure V.20). Cette symétrie permet de diviser de moitié le nombre de 
mailles.  
 
 Géométrie 3D du bras de levier de la sonde AFM sous forme de Figure V.20.
parallélépipède. 
Le bras de levier est positionné à une hauteur L + D de la surface de l’échantillon. 
La hauteur L représente la hauteur de la pointe AFM qui n’est pas représentée ici et D la 
distance entre la pointe et l’échantillon. 
V.5.2 Maillages  
Une fois la géométrie du bras de levier réalisée, le maillage est l’étape suivante. 
De par la forme parallélépipédique du bras de levier, un maillage structuré est choisi. La 
Figure V.21 montre un exemple de maillage du modèle 3D du bras de levier.  
 
 Maillage du bras de levier Figure V.21.
Comme dans le cas du maillage du modèle électrostatique de la pointe AFM 3D 
seule, le diélectrique est aussi maillé dans ce modèle en utilisant les couches limites afin 
de garantir une bonne convergence du modèle. 
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V.5.3 Equations et conditions aux limites  
Les équations de base pour simuler les EFDC avec le modèle électromécanique 
sont détaillées dans ce qui suit : 
eF.  sur ψ (V.8)  
Avec ψ le domaine dans lequel les EDPs sont résolues, σ le tenseur de contraintes 
et Fe  la force électrostatique exercée sur le volume. Le tenseur de contraintes doit être 
continu à travers les bords stationnaires entre deux matériaux. 
  0121 n  sur ψ (V.9)  
Où σ1 et σ2  représentent les tenseurs de contraintes dans le milieu 1 (bras de 
levier) et le milieu 2 (air), et n1 représente le vecteur normal qui est orienté vers 
l’extérieur du domaine du matériau 1.  
Le calcul de la force électrostatique est obtenu par multiplication du déplacement 
∆z (déflexion du bras de levier) par la constante de raideur k qui caractérise le bras de 
levier : 
zkFe  .  (V.10)  
Les conditions aux limites sont les suivantes : en ce qui concerne la partie 
électrique, le bras de levier est soumis à un potentiel V et la face arrière du diélectrique 
est reliée à la masse. Le reste des frontières est considéré à champ nul (domaine 
suffisamment grand pour établir cette hypothèse). Pour la partie mécanique, l’extrémité 
du bras de levier est soumise à la condition de contrainte de fixation et une symétrie 
plane est imposée sur une face du domaine (voir figure V.20). 
1uV  sur ΓD1 (V.11)  
0V sur ΓD2 (V.12)  
d=0 (pas de déplacement) (V.13)  
Où :  
Γ  représente les frontières du domaine considéré. 
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V.5.4 Résolution numérique 
Sur la base de la géométrie tridimensionnelle du bras de levier définie 
précédemment, il est maintenant possible de modéliser la contribution du bras de levier 
sur les courbes de force électrostatique. La Figure V.22 montre les résultats du modèle 
électromécanique pour un bras de levier positionné à une distance D = 100 nm de la 
surface de l’échantillon. La Figure V.22 (a) montre la distribution du potentiel électrique 
ainsi que les lignes du champ électrique créées par le bras de levier sous une 
polarisation de 20 V. La Figure V.22 (b) montre le déplacement mécanique dû aux 
interactions électrostatiques. Pour rappel, la pointe AFM n’est pas considérée dans ce 
modèle.  
  
 (a) Potentiel et lignes du champ électrique créés entre le bras de levier Figure V.22.
polarisé sous 20 V et un matériau diélectrique, (b) Déplacement mécanique du bras de 
levier sous l’effet de la force électrostatique. Encastrement à gauche.  
Les courbes de force obtenues avec ce modèle sont tracées sur la Figure V.23. La 
courbe en rouge montre la contribution du bras levier seul. Pour obtenir une courbe de 
force proche de la configuration réelle de la sonde AFM (pointe et bras de levier), le 
théorème de superposition a été appliqué à notre modèle : la somme des forces 
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obtenues par le bras de levier seul et par la pointe sous forme tétraédrique est égale à la 
force électrostatique totale (pointe et bras de levier). La courbe en vert représente cette 
force totale qui est comparée aux résultats expérimentaux. Une bonne corrélation entre 
mesure et simulation est constatée sur cette figure. De plus, ces résultats montrent que 
le bras de levier ne rajoute qu’une composante continue à la courbe de force 
électrostatique. Dans notre cas, cette contribution est d’environ 7,5 nN. Néanmoins, la 
force induite par la contribution du bras de levier est sensible à sa géométrie, 
notamment son épaisseur T. Le modèle présenté ici, contrairement à ceux développés 
dans la littérature, possède l’avantage de reproduire de façon acceptable la force aussi 
bien à faible distance qu’à longue distance. 
  
 Courbes de force électrostatique obtenues avec le modèle électromécanique. Figure V.23.
Comparaison avec l’expérience. 
Les premiers tests d’une modélisation électromécanique complète de la sonde 
AFM ont été réalisés sous un potentiel de 20 V, voir la Figure V.24. Ces tests montrent la 
difficulté liée notamment au maillage du domaine qui malgré plusieurs essais et 
simplifications, posent beaucoup de problèmes pour adapter le maillage à la variation de 
la distance pointe/plan nécessaire pour l’obtention des EFDC (peut être utilisé un 
maillage adaptatif). 
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  Déflexion de la sonde AFM. Figure V.24.
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V.6 Conclusion 
Dans ce chapitre, deux modèles tridimensionnels ont été développés à l’aide du 
logiciel commercial Comsol Multiphysics®: un modèle pour la pointe seule et un modèle 
électromécanique pour le bras de levier. Le premier modèle a permis de montrer 
l’importance de la forme géométrique de la pointe sur les courbes de force. En effet, une 
pointe conique, par rapport à l’expérience, a tendance à surestimer la force alors qu’une 
pointe pyramidale modifie la courbure de la force dans les régions proches de la surface 
de l’échantillon. C’est une pointe tétraédrique qui donne des résultats les plus en phase 
avec les données expérimentales. Le deuxième modèle, électromécanique, permet quant 
à lui de prendre en considération l’influence du bras de levier. Ce modèle permet 
d’estimer la déflexion du bras de levier lorsqu’un potentiel lui est appliqué. Comme 
escompté, les résultats ont montré que le bras de levier ajoute une composante continue 
sur les courbes de force. En utilisant le théorème de superposition avec les données 
simulées avec la pointe seule puis avec le bras de levier, on trouve une très bonne 
corrélation entre les résultats expérimentaux et les résultats issus de la simulation, ce 
qui permet de valider notre approche. 
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Conclusion générale 
Cette thèse s’inscrit dans un projet qui concerne le problème du chargement 
électrostatique des matériaux diélectriques aux échelles nanométriques. Le dispositif 
expérimental retenu pour caractériser ce type de matériaux est l’AFM par la mesure des 
forces électrostatiques induites entre la pointe de la sonde et la surface d’un matériau. 
Dans ce contexte, l’objectif principal de cette thèse était d’analyser les caractéristiques 
métrologiques (sensibilité, résolution, etc.) de la sonde AFM en regard de ses propriétés 
géométriques lorsque celle-ci est utilisée pour la mesure de forces électrostatiques par 
le développement d’un modèle électrostatique multidimensionnel. C’est une activité de 
recherche nouvelle pour l’équipe dans laquelle la thèse a été préparée. Pour ce faire, une 
collaboration a été établie entre notre laboratoire et le Département de Mathématiques 
et Applications de l’Université do Minho au Portugal dont la thématique principale est le 
développement de nouveaux outils numériques pour résoudre des systèmes aux 
dérivées partielles. De plus, l’équipe a recruté un nouveau Maître de Conférences 
spécialiste de l’AFM pour la partie mesure. L’ensemble de ces compétences a permis 
d’initier, à travers cette thèse, cette nouvelle thématique. 
La première étape a été de recenser les différentes études réalisées dans ce 
domaine afin de nous situer dans la communauté internationale. De cette étude, nous 
avons constaté que, à notre connaissance, la localisation tridimensionnelle de la charge 
d’espace dans les matériaux diélectriques à des échelles nanométriques n’était 
actuellement pas réalisée. Il est vrai qu’au cours de ces dix dernières années, des 
techniques dérivées de l’AFM telles que l’EFM ou le KFM ont été utilisées pour estimer 
les densités de charges piégées dans des matériaux très minces. Mais, le fait d’utiliser les 
courbes de forces comme moyen de mesure de la charge implantée est une approche 
originale qui n’a que très peu été abordée par la communauté internationale. En 
revanche, depuis plusieurs années, de nombreux groupes de recherche se sont penchés 
sur le développement de modèles pour l’estimation des forces électrostatiques entre 
une pointe et la surface d’un échantillon non chargé. Certaines études se basent sur des 
simplifications géométriques de la sonde AFM ce qui leur permet d’établir un modèle 
analytique de la force. 
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Un premier modèle électrostatique a donc été entièrement développé et présenté 
au chapitre 3 : de la discrétisation des équations par la méthode des volumes finis à la 
définition de la géométrie d’étude et de son maillage. Ce travail a permis d’une part, de 
se sensibiliser aux problèmes de dérive numérique liés au maillage de la géométrie, à la 
taille des cellules, aux singularités présentes dans une géométrie et, d’autre part, d’avoir 
un modèle parfaitement maitrisé et donc facilement modifiable pour prendre en 
considération d’autres phénomènes physiques. Ce modèle a été validé sur des cas 
simples permettant d’évaluer ses capacités à fonctionner à des ordres élevés. A l’aide de 
ce modèle, une étude de l’influence de la géométrie de la pointe sur les courbes de forces 
a été réalisée. Les effets du rayon de courbure de l’apex et de l’angle d’ouverture de la 
pointe sur les EFDC ont été analysés. Les conclusions montrent que c’est l’apex qui joue 
un rôle majeur sur la forme de la courbe de force. En effet, c’est cette singularité liée à 
l’extrémité de la pointe qui concentre majoritairement les lignes de champ électrique. 
Cette analyse a été couplée avec des données expérimentales, plusieurs pointes ont été 
testées pour construire une banque de données permettant de valider notre approche. 
Tous les cas testés montrent une bonne corrélation entre mesure et simulation. 
A cette étape, nous disposons donc d’un modèle 2D capable de fournir des 
données sur les forces électrostatiques, cohérentes avec la mesure permettant ainsi de 
mieux comprendre le rôle qu’aura la géométrie de l’apex lorsque cette sonde sera 
utilisée pour sonder la charge dans les matériaux diélectriques. En effet, même si les 
résultats obtenus sont réalisés avec une pointe sous potentiel et un échantillon vierge 
dont la surface inférieure est reliée à la masse, les conclusions du chapitre 4 montrent 
que le rayon de courbure de l’apex a une influence sur la sensibilité des EFDC pour la 
détection de charges et sur la résolution spatiale de la méthode. Un autre point 
important abordé dans ce chapitre est le modèle analytique développé permettant 
d’avoir rapidement une estimation de la force électrostatique en fonction du rayon de 
courbure de la pointe, de l’angle d’ouverture du cône et de la distance entre la pointe et 
le plan. Les résultats obtenus sont en phase avec le modèle 2D, ce qui permet de 
disposer d’un outil analytique simple permettant d’estimer rapidement les forces 
électrostatiques. 
Pour parfaire notre étude sur le lien entre la géométrie de la sonde (bras de levier 
et pointe) et l'EFDC, le passage en dimension 3 est nécessaire. Pour ce faire, un modèle 
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électrostatique 3D a été développé sous le logiciel commercial Comsol. Dans un premier 
temps nous nous sommes focalisés sur la géométrie d’une pointe AFM. En se basant sur 
des images réelles de pointes AFM, trois géométries ont été testées : conique, 
pyramidale et tétraédrique. Pour chaque pointe, les EFDC simulées ont été comparées 
aux résultats expérimentaux montrant que c’est la pointe tétraédrique qui donne les 
résultats les plus en phase avec les données expérimentales. Ce choix a été validé en 
considérant à la fois la courbure de la force électrostatique et le paramètre ∆ qui 
caractérise l’écart entre la force maximale et la force minimale obtenue lors d’une phase 
d’approche-retrait de la sonde. La géométrie de la pointe étant optimisée, nous nous 
sommes intéressés au bras de levier en développant un modèle électromécanique. Ce 
modèle permet d’estimer la déflexion du bras de levier lorsqu’un potentiel lui est 
appliqué comme c’est le cas expérimentalement. Comme prévue et indiqué dans la 
littérature, les résultats ont montré qu’il rajoute seulement une composante continue 
sur les courbes de force. 
Perspectives 
A court terme, le modèle 3D développé durant cette thèse doit être généralisé au 
cas de forces générées par des charges implantées dans le diélectrique selon différentes 
profondeurs et différentes extensions spatiales, ce qui ne pose a priori pas de difficulté 
majeure. En effet, l’idée est de proposer des structures modèles afin de faire corréler au 
mieux la mesure avec le modèle électrostatique. Les courbes de force obtenues par le 
champ électrique créé par des électrodes enfouies, sous potentiel, à différentes 
profondeurs seront comparées à celles obtenues par simulation. Cette étape est 
primordiale pour d’une part, valider notre modèle sur des géométries et conditions aux 
limites plus proches de la réalité du problème à résoudre et, d’autre part, estimer la 
sensibilité des EFDC en fonction de la répartition en profondeur et en latéral des 
charges. La partie plus délicate à traiter concerne le développement d'une méthode 
inverse pour recouvrer la charge à partir des seules courbes de force. 
 
A plus long terme, l’étude du chargement de ces matériaux par pointe AFM et 
l’étude du transport des charges sous champ électrique soit appliqué en externe, soit 
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induit localement par les charges en présence, sont les suites logiques de ce projet. Ces 
deux aspects sont très peu traités dans la littérature relative au domaine. En particulier, 
les mécanismes de dépôt de charges évoqués dans la littérature ne font pas l’objet d’un 
consensus tant les conditions expérimentales peuvent être différentes (mode contact et 
non contact, nature de l'atmosphère, etc.). Certaines publications évoquent un 
mécanisme de chargement par corona en mode non contact (irréaliste pour des 
distances pointe/surface de l’ordre de 50 – 200 nm). D’autres suggèrent une émission 
électronique par effet de champ sans pour autant donner une interprétation 
quantitative en termes d’effet connu tel que l’émission Fowler-Nordheim. Les raisons de 
ces controverses sont à rapprocher des spécificités des conditions opératoires et 
expérimentales : la géométrie des pointes utilisées (nanotube de carbone par exemple) 
nécessite le développement de théorie spécifique pour l’injection électronique prenant 
en compte les dimensions nanométriques de l’objet, la présence éventuelle d’un 
ménisque d’eau ou d’une pollution de surface entre la pointe et la surface. 
 
Concernant l’aspect transport de charges au sein d’un matériau, une 
compréhension fine des mécanismes mis en jeu requiert la mise en œuvre d’un modèle 
couplé à la génération de porteurs. Un modèle prenant en compte le transport à travers 
une mobilité effective des porteurs mobiles, le piégeage sur des pièges profonds, et la 
recombinaison de porteurs a déjà été réalisé par l’équipe DSF. Il a été développé pour 
des structures MIM (Métal-Isolant-Métal), la génération de charges se faisant aux 
électrodes par effet Schottky et a été résolu en une dimension. Ce type de modèle est 
destiné à prédire l'évolution spatio-temporelle de l'état de charges en fonction des 
cycles de contrainte appliqués. Les évolutions de ce modèle consistent d'une part à 
l'adapter et à le paramétrer pour les matériaux considérés dans ce travail, et d'autre part 
à considérer également le transport surfacique de charges, si nécessaire, en introduisant 
une couche superficielle du matériau à mobilité spécifique. Ce modèle pourra être validé 
par des données expérimentales fournies par la nouvelle méthode de mesure de charge 
à l’échelle nanométrique basée sur les EFDC et développé dans ce projet. 
Le modèle 2D entièrement développé durant cette thèse et présenté au chapitre 
3, pourrait permettre de réaliser ces études. En effet, le fait qu’il soit parfaitement 
adaptable, des modifications significatives du modèle mathématique seraient peut être 
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plus faciles à réaliser par rapport à l’utilisation de logiciels commerciaux dont les 
modifications/évolutions sont plus ou moins fastidieuses à mettre en place. 
Résumé : Les techniques de microscopie en champ proche se sont fortement diversifiées au cours des 
dernières années et ne sont plus désormais cantonnées aux seuls laboratoires experts dans le domaine 
mais sont exploitées plus largement par les spécialistes des matériaux et des 'micro-' ou 'nano-'objets. 
Pour ce qui concerne les matériaux diélectriques, des techniques dérivées de la microscopie à force 
atomique –AFM-, telles que la microscopie à force électrostatique –EFM, ou à force de Kelvin –KFM, 
permettent d'obtenir de nouvelles informations, à l'échelle nanométrique, sur l'état de charge des isolants 
et sur leur capacité à stocker/dissiper les charges. Cependant, ces techniques ne permettent pas de 
connaître précisément la répartition spatiale de la charge en latéral et en profondeur dans les matériaux 
isolants, données indispensables pour une meilleure compréhension des phénomènes de transport et de 
piégeage de charges. C’est pourquoi, nous nous sommes intéressés aux courbes de forces électrostatiques 
comme nouvel outil susceptible de permettre la localisation de la charge. L’objectif de la thèse est donc de 
comprendre le lien entre l’allure de la courbe de force et le positionnement spatial de la charge dans le 
matériau. Pour ce faire, deux études sont menées en parallèle : une étude expérimentale et une étude par 
modélisation numérique. Les travaux de recherche sont focalisés principalement sur la partie simulation 
de la sonde AFM par une modélisation électrostatique des phénomènes physiques en jeu. Un des verrous à 
lever dans ces travaux est la disparité d'échelle des objets modélisés et le caractère tridimensionnel du 
système. 
Dans cet objectif, un modèle mathématique pour l’étude des interactions électrostatiques entre une pointe 
AFM et la surface d’un matériau diélectrique a été développé en 2D. La discrétisation des équations 
décrivant le système est basé sur un nouveau schéma numérique du type volumes finis d’ordre élevé 
obtenu par le principe de la reconstruction polynômiale. Ce premier modèle a permis de comprendre 
l’influence de la géométrie de la pointe, notamment le rayon de courbure de l’apex et l’angle de demi-
ouverture, sur l’aspect qualitatif et quantitatif des courbes de force. Les résultats montrent, par exemple, 
que plus le rayon de courbure de la pointe est faible plus la courbure de la courbe de force est prononcée. 
Ces résultats sont conformes à l’expérience. Pour parfaire notre étude sur la géométrie de la pointe, un 
premier modèle en 3D a été développé à l’aide du logiciel commercial Comsol Multiphysics®. Plusieurs 
formes de pointe ont été testées : conique, tétraèdre et pyramidale. Les courbes de forces obtenues par 
simulation ont été comparées aux données expérimentales permettant ainsi de trouver une forme 
optimale représentative de la pointe réelle. Un deuxième modèle en 3D basé sur les équations 
électromécaniques a été développé pour prendre en compte l’effet du bras de levier sur les courbes de 
force. Les résultats obtenus montrent que le bras de levier ne modifie pas la forme de la courbe de force 
obtenue par la pointe seule mais rajoute simplement une composante continue sur celle-ci. 
 
The Scanning Probe Microscopy techniques (SPM) are highly diversified and no longer confined to 
expert laboratories, being widely used by material scientists for “micro” or “nano” applications. The use of 
Atomic Force Microscopy (AFM), and techniques derived from it, such as Electrostatic Force Microscopy 
(EFM) or Kelvin Force Microscopy (KFM), provides a considerable advantage allowing the acquisition of 
new information down to nanoscale, such as the charge state of dielectric materials and their ability to 
store and dissipate charges. However, these techniques do not allow to precisely know the spatial 
distribution of the lateral and deep distribution of the space charge in the insulating materials, required 
for a better understanding of the phenomena of transportation and charge trapping data. For this purpose, 
we are interested in the electrostatic force distance curve -EFDC- as a new tool to allow the location of the 
space charge. The aim of the thesis is to understand the relationship between the shape of the force curve 
and the spatial positioning of the space charge in the material. To do this, two studies were conducted in 
parallel: an experimental study and a study by numerical modeling. The research work here is focused 
mainly on the simulation of the AFM probe by electrostatic modeling of physical phenomena. One of the 
difficult obstacles to do in this work is the taken in account disparity of scale objects modeled and the 
three-dimensionality of the system. 
For this purpose, a mathematical model for the study of electrostatic interactions between an AFM tip and 
the surface of a dielectric material has been developed in 2D. The discretization of equations describing 
the system is based on a new numerical scheme of high order finite volume method obtained by the 
principle of polynomial reconstruction operator. This first model was used to understand the influence of 
the geometry of the tip, including the radius of curvature of the apex and the half-opening angle on the 
qualitative and quantitative aspects of the force curves. The results show, for example, more than the 
radius of curvature of the tip is smaller the curvature of the force curve is pronounced.  
 
 
