Abstract-The Lambert function appears in a wide variety of circumstances, including the recent application to signal processing referred to in the paper under discussion. Besides applications, a sizable body of mathematical analysis has been reported. The original paper presented a numerical algorithm for computation of . An existing, similar algorithm is presented. Iterative improvement of the estimates is also discussed, and issues concerning computational efficiency and possible sources of rounding error in fixed precision computational environments are identified. Existing, public-domain software takes into account all the identified numerical issues and produces estimates of to near the precision available on the host machine.
Index Terms-Algorithms, approximation methods, error estimation, finite word length effects, iterative methods, round-off errors.
I. INTRODUCTION
The Lambert W function arises in a wide variety of mathematical, physical, chemical, and engineering contexts [1] . A recent summary Fig. 1 for a plot of these branches). The available software has been thoroughly tested and, as such, is not prone to numerical problems such as rounding error that could occasionally result from the naïve application of the algorithm presented in [3] .
II. DETAILED REMARKS

A. Available Software
We wish to make three remarks regarding existing software and algorithms used therein.
1)
Software to compute real values of the Lambert W function is available in the public domain mathematical library Netlib as Algorithm 743 of the TOMS database (www.netlib.org/toms/743). The software, which is written in FORTRAN (both single and double precision versions), computes both real branches of the Lambert W function to whatever precision is available on the computing platform used. This algorithm and details of its application were described in [4] and [5] . A FORTRAN-to-C converter such as f2c (www.netlib.org/f2c) could be employed to help derive C or C++ versions of the TOMS software.
2)
The approximation in [4] , which is simpler than that presented in [3] , produces "one-shot It is unclear that the new algorithm offers any advantages over that given in [4] . 3) As explained in [4] , the algorithm in (1) was developed for use with the fourth-order iterative improvement scheme of [6] such that a single iteration gives results that have a relative error of O(10 016 ), i.e., the results are accurate to the number of digits typically available in fixed-precision numerical environments. On the other hand, in [3] , the third-order Halley iterative improvement scheme used in the Maple software is recommended. However, using an initial guess with a relative error of O(10 04 ),two iterations of the Halley scheme would be needed to achieve an estimate of W01 with a relative error of O(10 016 ), in which case, it would be less efficient than the fourth-order scheme of [6] .
B. Rounding Error
There are two specific numerical issues involving rounding error that concern the computation of the Lambert W function near z = 0 exp(01):
4)
Like the fourth-order iterative improvement scheme used in [5] , the Halley scheme (see [3, (9) ]) suffers from rounding error near the branch point z = 0 exp(01) when operated in a fixed-precision computing environment. The problem is that updated estimates are not produced because of rounding. Likewise, the error control criterion (see [3, (11) ]) will fail. To see this, note that both [3, (9) and (11)] contain the term w approx exp(w approx ) 0 z, where wapprox is an estimate of W01(z). As an example, consider z = 0 exp(01) for which W 01 (z) = 01. Suppose that ten digits are available for computation and that the current estimate of W01 is wapprox = 01 0 10 05 . The relative error is j1 0 1 + 10 05 j = 10 05 . However, the expression w approx exp(w approx ) 0 z evaluates to 01:000010000 2 00:3678757624 0 (00:3678794412) = 0:000000000.
Thus, although ten digits are available, the scheme in [3] will give only five correct digits in this case. The fourth-order iterative improvement scheme used in [4] was examined closely in that paper. To avoid iteration and the associated rounding error, a more intricate continued-fraction approximation was proposed for noniterative estimation of W 01 in the region 0 exp(01) < z < 0 exp(01)[1 0 17 2 22(1 0 b)=7], where b is the number of bits in the floating-point mantissa of the host machine. In-built calculation of b is included in the Netlib software.
5)
The second problem of rounding error arises due to round-off error for arguments z that are near 0 exp(01). If z + exp(01) = 1z yields an increment (i.e., 1z)
less than the machine precision, then the increment will be ignored in the calculations, and the argument used will simply be z = 0 exp(01). 
C. Other Approximations
Other simple analytical approximations to W 01 (z)areavailable. For example, two approximations were presented in [7] that are valid for the entire range of z, i.e., 0 exp (01) where x1 = 0:3361, x2 = 00:0042, and x3 = 00:0201. The expressions in (2) and (3) apply over the entire range of z and, depending on the circumstances, might be useful for rapid computation of W 01 (z).
For W0(z), analytical approximations are also available in [1] , [4] , [7] , and [8] . The maximum relative errors of these approximations range vary with their complexity. For example, the maximum relative error of the approximation in [4] is O(10 04 ).
III. CONCLUSIONS
A key contribution of [3] , viz., an algorithm to compute W 01 (z) to O(10 04 ) maximum relative error, gives results that correspond (in the sense that the same relative error is achieved) to an existing, somewhat simpler algorithm presented in [4] . Improved estimates can be computed using the third-order Halley scheme, as recommended in [3] . However, several possible concerns arise when computations are performed with a fixed number of digits. First, because it requires two iterations to achieve the typical O(10 016 ) results desired in fixed-precision computational environments, the Halley scheme will be more computationally expensive than a single pass of the fourth-order scheme used in [4] . Second, there are two possible sources of rounding error that affect calculations near z = 0 exp(01). As quantified in [4] , how "near" is near depends on the precision used in the computations. All these issues are accounted for in the public domain TOMS algorithm available at the Netlib repository.
I. INTRODUCTION
A relationship between the discrete cosine transform (DCT) [1] coefficients of an image and the DCT coefficients of its subblocks has been derived by Jiang and Feng [2] . This direct relationship is a computationally efficient alternative to first applying an inverse DCT (to obtain the image in the pixel domain) and then taking the forward DCT over the subblocks. Direct coefficient manipulations such as this facilitate image processing in the transform domain, which is currently an active area of research [3] - [6] .
The derivation contained in [2] can be significantly simplified using a matrix representation of the transforms. In addition, this approach allows the relationship to be generalized from the DCT to any linear, invertible transform (and even certain mixes of transforms across the subblocks). The constraints on the geometries of the subblocks are also relaxed-while [2] only deals with A : 1 ratios between the subblocks (e.g., a 12 2 20 image being divided into four 6 2 10 subblocks), the new derivation can be applied to A : B ratios (e.g. four 6 2 10 subblocks being related to 15 4 2 4 subblocks) or even certain nonuniform ratios (e.g. four 6 2 10 subblocks being related to a 12 2 8 subblock and a 12 2 12 subblock). A related approach is nonuniform transform domain filtering (NTDF) [7] , which is an extension of transform domain filtering (TDF) [8] . Theoretically, NTDF can be used to relate coefficients where there is a constant A : B ratio between the subblock sizes. However, [7] does not include a clear relation between the coefficients, nor does it describe explicitly which subblock and transform geometries can be handled. Additionally, NTDF is designed specifically for a pipelining architecture.
In comparison, the results presented here give a fundamental theoretical relation, along with a well-defined set of sufficient conditions for its validity. These conditions are more general than those described in either [2] or [7] . The result is presented first in one dimension and then in two dimensions through the use of separable transforms and separable subblock geometries. An example is also provided.
II. ONE-DIMENSIONAL RESULT
The majority of useful discrete transforms are linear and invertible (e.g., the DCT, the discrete Fourier transform (DFT) [9] , and the discrete wavelet transform (DWT) [10] ). This means their operation on a N 2 1 vector x can be represented by a matrix multiplication (see [9] for examples). The transform matrix will be N 2 N and invertible. The result of this matrix multiplication gives a vector of transform coefficients. The^indicates that transforms have been taken over a set of subvectors.
In addition, the matricesT andT 01 can be constructed from the transform matrices for each subvector. They will exhibit a block diagonal structure, which is shown aŝ 
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