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Abstract: In this paper the multi-phenomena deflagration model is used to simulate deflagrative 
combustion of several fuel–air mixtures in various scale closed vessels. The experimental transient 
pressure of methane–air, ethane–air, and propane–air deflagrations in vessels of volume 0.02 m3, 1 
m3, and 6 m3 were simulated. The model includes key mechanisms affecting propagation of pre-
mixed flame front: the dependence of laminar burning velocity of concentration, pressure, and 
temperature; the effect of preferential diffusion in the corrugated flame front or leading point 
concept; turbulence generated by flame front itself or Karlovitz turbulence; increase of the flame 
front area with flame radius by fractals; and turbulence in the unburned mixture. Laminar velocity 
dependence on concentration, pressure, and temperature were calculated using CANTERA soft-
ware. Various scale and geometry of used vessels induces various combustion mechanism. Simu-
lations allow insight into the dominating mechanism. The model demonstrated an acceptable 
predictive capability for a variety of fuels and vessel sizes. 
Keywords: explosion; deflagration; closed vessel; CFD modeling; multi-phenomena deflagration 
model; computational fluid dynamics; simulations 
 
1. Introduction 
Gaseous deflagration is a typical accident scenario, which may generate pressure 
and thermal effect hazardous for humans and with potential to damage structures. Initial 
conditions for combustions vary a lot, deflagration may start from either initially quies-
cent or turbulent mixture in the open space  free of congestionor in a closed or vented 
space, etc. Various flame acceleration mechanisms dominate the process of flame accel-
eration. The worst-case scenario is the deflagration-to-detonation transition process 
(DDT), followed by stable detonation, which should be avoided. Ideally explosion mod-
els should predict not only deflagrative overpressure and flame propagation dynamics 
but also the moment and location of DDT. This is a very challenging task that has been 
under investigation by the industrial and academic combustion community over the last 
decades. 
From the industrial community point of view predictive explosion models should 
be thoroughly validated against various scales including the large-scale experiments. The 
multi-phenomena deflagration model, which has been under development at the Ulster 
University during the last two decades, is one of the models addressing these challenges. 
The description of versions of the model and its development can be found elsewhere 
[1–11] and were summarized in the monograph [12]. The developing versions of the 
model have been applied at different stages to various CFD benchmark scenarios [13–17]. 
The same approach with the use of the progress variable equation and the gradient 
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method as the source term was applied in due course to successfully simulate the prop-
agation of detonations [18,19]. The multi-phenomena model of gaseous deflagrations is 
currently used in industry and academia in Canada, Greece, Japan, and the UK. 
The development of the multi-phenomena model was previously focused on hy-
drogen–air mixtures due to Ulster University involvement in safety research of hydrogen 
and fuel cells. This paper demonstrates further code development for application to hy-
drocarbon–air deflagrations such that methane–air, ethane–air, and propane–air defla-
grations. The multi-phenomena model has been under development with the aim to in-
clude as many mechanisms affecting flame propagation and the combustion rate as pos-
sible. Currently, the model integrates the parameterized dependence of the turbulent 
burning velocity on the following factors: the dependence of laminar burning velocity 
(LBV) on temperature and pressure, which are changing during progression of deflagra-
tion, the dependence of laminar burning velocity on fuel concentration (in the case of 
non-uniform mixtures), the effect of turbulence in unburned mixture on turbulent burn-
ing velocity, the effect of turbulence generated by the flame front itself on the combustion 
rate, the effect of preferential diffusion in turbulent flames on the burning rate (leading 
point concept), and fractals structure of the corrugated (turbulent) flame. 
There are two key parameters affecting the deflagration pressure transient in a 
closed vessel: initial laminar burning velocity, Su0, which depends on initial pressure and 
temperature and a concentration of fuel in the mixture with air, and thermokinetic index, 
ε, which is a function of pressure, n, and temperature, m, indices, and the specific heats 
ratio for unburned mixture, γu, in the dependence of the laminar burning velocity, Su, on 



































𝑆 = 𝑆 = 𝑆 = 𝑆 𝜋 , (1) 
where π = p/p0 is the dimensionless pressure with standing for transient pressure and p0 
for initial pressure, and ε is the thermokinetic index that integrates effects of changing 
during adiabatic compression temperature and pressure in a form ε = m + n − m/γu . 
There are several LBV data describing dependence on pressure and temperature in 
hydrogen–air and methane–air mixtures. The baric index for methane–air mixtures is in 
the range from n = 0.20 (for pressure range 0.1–1.0 MPa) to n = 0.53 (0.3–4.0 MPa) [20]. 
Babkin and Kozachenko [20] stated that the temperature index for methane–air mixture 
is decreasing at atmospheric pressure from 2.20 to 1.75 with the increase of methane 
concentration from 9% to 10% by volume, i.e., for a stoichiometric mixture of 9.5% it is 
about m = 1.97. These would give thermodynamic index in a range (with γu = 1.39) of 
quite high values of ε = 0.75-1.08. Later Babkin et al. published data on thermokinetic 
index for stoichiometric methane–air at 323 K for a range of pressures 0.1–7.1 MPa as ε = 
0.13–0.26, and at 300 K and 0.101 MPa as ε = 0.25–0.31 (the last for methane concentrations 
6–10%) [21,22]. For hydrogen–air mixtures in the concentration range of hydrogen 10–75% 
it has been derived that ε = 0.49–0.68 at 298 K and 0.101 MPa [21,22]. The thermokinetic 
index obtained by the methodology [20] for stoichiometric methane–air mixture is ε = 
0.30–0.35 for closed vessel deflagration at initial pressure 0.101 MPa and initial temper-
ature 293 K (laminar burning velocity is 29–32 cm/s). 
The effect of initial laminar burning velocity, Su,i, and thermokinetic index, ε, on 
deflagration dynamics can be found in Figure 1. By changing these parameters, the sim-
ulated pressure curve can be optimized to meet a transient experimental pressure. The 
increase of Su,0 and simultaneous decrease of ε (to keep the same time of mixture com-
bustion) would produce simulated pressure transient with a smaller second derivative 
(see Figure 1). 




Figure 1. The effect of initial laminar burning velocity, Sui and thermokinetic index, ε on the defla-
gration pressure transient. 
Zero-dimensional lamped parameters in the thermokinetic index ε, include not only 
thermokinetic phenomena (chemistry) but the effects of unresolved cellular structure on 
the flame propagation as well. It has been demonstrated previously that with the increase 
of pressure and temperature the difference between the laminar burning velocity simu-
lated by 1D models with chemistry and derived by inverse problem method from closed 
bomb experiments using the lamped parameter model is increasing [23]. There is another 
important aspect in the validation of models against experimental deflagrations. This is 
the fact that an ignition source could give about ±10% of the pressure transient shift along 
the time axis [20]. Apart from the above aspects related to model validation we might 
expect that in experiments the influence of the heat losses on the pressure trace will be the 
highest when the flame will approach the vessel walls. 
In this paper the authors aim to improve the understanding of closed vessel defla-
gration modeling and validate the multi-phenomena turbulent burning velocity model 
against experimental deflagrations in closed vessels of different sizes with various fuel 
mixtures. As the model up-to-date has been tested and validated for hydrogen–air mix-
tures only and mainly in open space configurations, this paper is the next step to extend 
the code validity range to different fuels and to constant volume combustion class. 
2. Description of Experiments 
Experiments were performed in closed vessels of 0.02 m3, 1 m3, and 6 m3 volume, 
experiments in 1 and 6 m3 volume were conducted at the Experimental Mine Barbara of 
Central Mining Institute, Poland. The spherical 0.02 m3 vessel is described in detail in 
standard EN 15967. Ignition was initiated by electric spark in the center of the volume. 
The ignition energy was in the range of 10–20 J according to the spark generation meth-
odology described in EN 15967 standard. The 1 m3 vessel shape (L/D is close to1) was 
composed of a cylindrical part of diameter 1.1 m and convex sides fitted with flat closing 
lids. The 3D model of the 1 m3 vessel fluid volume is presented in Figure 2. The spark 
plug was used as the ignition source placed in the center of the tank. More detailed in-
formation about the 1 m3 vessel might be found in [24]. The 6 m3 vessel (L/D ≈ 2.5) was 
composed of a cylindrical part of 1600 mm in diameter closed by semi-spherical-like 
bottom at one side and extendable, conical shape parts closed with a flat lid. The 3D 
drawing of the vessel volume is presented in Figure 3. Ignition source was electrical 
spark placed in the geometrical center of the cylindrical part. 




Figure 2. 3D drawing of 1 m3 vessel fluid volume. 
 
Figure 3. 3D drawing of 6 m3 vessel fluid volume. 
3. The Multi-Phenomena Model of Deflagration 
The multi-phenomena model of deflagration has been under development with the 
aim to include as many mechanisms affecting flame propagation and combustion rate as 
possible. The model used is based on the interaction of three mechanisms responsible for 
the increase of flame surface area (ΞK, Ξlp, and Ξf). The implemented modified version of 
Yakhot’s [25] equation describing turbulent flame propagation velocity integrates the 
following factors: 
- the dependence of LBV on changing pressure, temperature and fuel concentration in 
air (in case of non-uniform mixtures)—Su (φ, P, and T), 
- the effect of turbulence in unburned mixture of turbulent burning velocity, expo-
nential function in Yakhot’s equation, 
- the effect of turbulence generated by flame front itself on combustion rate, ΞK, 
- the effect of preferential diffusion in turbulent flames of burning rate (leading point 
concept), Ξlp, 
- fractals structure of the corrugated (turbulent flame), Ξf, which define flame surface 
area. 
The modified Yakhot’s equation for premixed turbulent flame velocity: 
2)/exp(][ tflpKut SuSS ′⋅Ξ⋅Ξ⋅Ξ⋅=  (2) 
where: 
St—turbulent flame velocity, 
u’—turbulence intensity (root mean square velocity), 
The flame propagation is simulated by the progress variable equation with the gra-
dient method applied for the source term: 
cSS tuc ~∇⋅⋅= ρ 𝑆̅ = 𝜌 ∙ 𝑆 ∙ |∇?̃?| (3)
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The gradient method allows one to decouple a physical requirement to keep the 
turbulent mass burning rate tu Sρ 𝜌 𝑆  and a numerical requirement for a simulated 
flame front to occupy 4–5 control volumes, independent of the numerical mesh size and a 
scale of the numerical domain. Integrating the source term will always give a correct 
value of mass burning rate per unit area independently of flame front thickness (numer-
ical). Therefore, using the gradient method, simulations of flame front propagation and 
pressure dynamics should not be affected noticeably by the mesh size, although the size 
and structure of a numerical flame front are not actual characteristics of the real flame 
front [12]. More detailed information about the multi-phenomena model has been in-
cluded elsewhere [1–13], so the reader is referred to  these papers. The parameters ΞLP 
and R0 used in simulations are presented in Figure 4 and in Table 1. 
   
(a) (b) (c) 
Figure 4. Leading point factor ΞLP (effect of preferential diffusion) [23] for: (a) CH4–air, (b) C2H6–air, and (c) C3H8–air. 
Table 1. R0—characteristic dimension-radius at which transition to the self-similar turbulent re-
gime takes place. 
 Φ (-) R0 (m) Ref. 
H2–air 1.0 1–1.2 [26] 
CH4–air 1.0 4 Estimated 
C2H6–air 1.0 4 Estimated 
C3H8–air 1.0 4 [26] 
4. Calculation of Laminar Burning Velocity 
The calculations of LBV were done with Cantera code version 2.2 [27]. The method 
used for calculation was Freeflame class with a model of flat, freely propagating flame. 
The results of the LBV calculations are presented in Figure 5. Chemical reaction mecha-
nisms used for the calculations were GRI 3.0 [28] for ethane–air and ARAMCO 2.0 [29] for 
propane–air mixtures. LBV for stoichiometric methane–air was taken from the work of 
Pekalski [30] who performed LBV calculations with Chemkin software. Table 2 summa-
rizes the values of LBV, m, n, thermokinetic indexes and specific heat ratios parameters 
obtained under stoichiometric conditions. 





Figure 5. LBV for (a) ethane–air and (b) propane–air calculated with Cantera code–comparison with experimental data 
[31–36]. 
Table 2. Parameters for stoichiometric hydrocarbon–air mixtures calculated with Cantera code. 
 Φ γ SL0 (m/s) m (-) n (-) 𝜺 (-) 
CH4–air 1.0 1.388 0.374 1.706 −0.438 0.039 
C2H6–air 1.0 1.376 0.410 1.653 −0.260 0.192 
C3H8–air 1.0 1.368 0.396 1.624 −0.301 0.135 
The deflagration model needs additional mixture parameters including adiabatic 
flame temperature, expansion ratio, heat of combustion and density of unburned mixture. 
All of these parameters (Figure 6) were calculated with Cantera and implemented into 








Figure 6. Example input data calculated with Cantera: (a) adiabatic flame temperature, (b) expansion ratio, (c) heat of 
combustion, and (d) unburned mixture density (solid lines) as a function of CH4 fraction in air. Cantera generated data 
with 1–6th order polynomial fit curve (dashed lines). Data generated for initial temperature 293 K and pressure 1.01325 
bar. 
5. Numerical Simulations Description 
Numerical simulations were performed with Fluent 15.0 software and the Ulster 
University multi-phenomena model has been implemented as a User-Defined Function 
(UDF) file. A coupled compressible solver with explicit linearization of the equation set 
was used with CFL number of 0.8. A second-order central scheme was applied for diffu-
sion terms and a second-order upwind difference scheme for discretization of convection 
terms. 
The geometries considered were meshed with tetragonal control volumes of nomi-
nal sizes equal to 10 mm, 50 mm and 80 mm for 0.02 m3, 1 m3 and 6 m3 vessels, respec-
tively. Initially performed simulations showed that when the flame approached the walls 
the maximum pressure was reached asymptotically. This behavior caused by the utilized 
gradient method and relatively large cells at walls was reduced by adding additional 
four-five layers of prism cells with gradual decrease of the cells height while approaching 
the wall. The effect of this operation is presented in Figure 7 where pressure and dP/dt 
traces of C2H6–air combustion are compared for meshes of 20 mm nominal mesh size but 
with and without the boundary layer cells. Additionally, the simulation with the mesh of 
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Figure 7. Influence of the mesh size and boundary layer mesh at wall on the: (a) pressure and (b) dP/dt traces for stoi-
chiometric C2H6–air mixture at standard conditions. Gaseq line shows the theoretical pressure under constant volume 
combustion conditions. 
The walls were modeled as non-slip, adiabatic, impermeable boundaries. Additional 
simulations were performed with the discrete ordinates (DO) radiation model activated 
to account for heat losses. The Planck mean absorption coefficients for radiation model-
ing for water vapor and carbon dioxide were taken from [37] and implemented into the 
code. The wall boundary condition for the non-adiabatic case was internal emissivity of 
value 0.9 (default Fluent value 1.0). 
6. Results 
The following graphs compare the obtained numerical and experimental results 
with respect to the vessel size and fuel type. The results have been compared to theoret-
ical calculations of adiabatic constant volume explosions obtained with Gaseq software 
[38]. Each graph presents the cases with and without heat losses due to the radiation. 
The effects of initial burning velocity and thermokinetic index on transient pressure 
were mentioned in the introduction (Figure 1), along with the uncertainty at the start of 
propagation of flame after ignition. While the coupled Su0 and ε parameters are respon-
sible for a “curvature” of the pressure–time dependence, the ignition source may simply 
shift the transient pressure along the x-axis (time) within about 10% for performed tests 
in [21]. Therefore, it was suggested to process the transient pressure not from initial 
pressure, p0, but from 1.1p0 [21]. Similarly, in this numerical research, in order to exclude 
the effect of numerical flame front formation  the processing of transient pressure was 
done not from initial pressure, p0, but from 1.1 p0 [21]. It was a straightforward procedure 
when the lamped parameters model was applied to process a transient pressure to ex-
tract the initial burning velocity and the thermokinetic index by the inverse problem 
method (because in the lamped parameter model “ignition moment” is exactly “0”). 
In the CFD model the “ignition moment” must be corrected in the following way: 
the numerically simulated dependence of flame radius (level of progress variable c = 0.5) 
in time has to be shifted to match the theoretical curve 𝑅 = 𝑆 𝐸 𝑡, where Er—expansion 
ratio and t—time, which is definitely valid until the radius of the flame is below 15% of 
vessel radius [21]. The analysis showed that the results of CFD simulations (both flame 
radius in time and transient pressure) had to be shifted by around −1.5 ms in the case of 
the 0.02 m3 vessel and for CH4–air mixtures. The methodology assumed that this shifted 
simulated pressure curve was used for comparison with experiment. The experimental 
curve was cut for pressures below 1.1 pi and shifted in the way that the point with ex-
perimental pressure 1.1 pi coincided in time with simulated pressure point 1.1 pi at 
shifted by 1.5 ms simulated curve. This second shift to exclude experimental ignition 
uncertainty was 12.5 ms making a total shift of 14 ms in the case of CH4–air in 0.02 m3 
vessel. The methodology described above was used to process all of the graphs presented 
in the following sections. 
The following graphs show the comparison between experimental and numerical 
results of pressure and pressure dynamics (dP/dt) for cases with and without radiation in 
the model. The (dP/dt)max values were often used to assess the explosion severity of par-
ticular mixture and to design adequate mitigation techniques, e.g., venting devices. The 
(dP/dt)max parameter is also provided in standard EN 15967 for a variety of experimental 
vessels volume to verify the performance of an experimental apparatus. The (dP/dt)max 
value provided for methane–air in 20 L sphere at stoichiometric concentration and initial 
conditions of 25 °C and 0.1 MPa was equal to 235 ± 7.4 bar/s. On each pressure–time 
graph theoretical value of maximum pressure under constant volume combustion con-
ditions was presented. The match of this theoretical value with simulated one under ad-
iabatic conditions confirmed the correctness of the implemented thermodynamic pa-
rameters of the mixture. 
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6.1. Methane–Air Mixture 
Figures 8–10 show the comparison between simulated and experimental pres-
sure–time and dP/dt curves for cases with stoichiometric CH4–air mixtures. In the case of 
0.02 m3 vessel (Figure 8) the experimental pressure curve was almost in line with simu-
lated non-adiabatic one. The importance of radiation was visible as the model with radi-
ation slightly underestimates (0.4 bar) the experimental maximum explosion pressure. 
However, the time to reach Pmax was very close to the experimental one. Some dis-
crepancies close to the maximum pressure peak were due to the vicinity of the walls and 
higher heat losses than in experiments as the simulated pressure curve decreased faster 
than the experimental one after reaching the maximum pressure. As regards dP/dt curves 
both, adiabatic and non-adiabatic simulations underestimated the (dP/dt)max parameter 
by around 40 and 65 bar/s (15–25%), respectively. As the dP/dt curve was generated by 
differentiation of the P(t), it will express all the differences in pressure dynamics built-up. 
However, the numerical (dP/dt)max (206 bar/s) underestimated only slightly the value 
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Figure 9. (a) Pressure and (b) dP/dt graphs for stoichiometric CH4–air mixture in the 1 m3 vessel. Dotted lines mark 






Figure 10. (a) Pressure and (b) dP/dt graphs for stoichiometric CH4–air mixture in 6 m3 vessel. Grey lines show the ex-
perimental pressures recorded. 
Comparing the experimental pressure histories with simulated ones in a 1 m3 vessel 
(Figure 9) is somehow different than in the 0.02 m3 case. The simulated pressure did not 
follow the experimental curve so well and underestimates the (dP/dt)max by around 30–35 
bar/s (30–40%). However, the comparison with (dp/dt)max provided by Gieras [39] and 
Kunz [40] in vessels of similar volume and shape were very close to the value obtained 
numerically. Experiments shown in Figure 9 also show some discrepancies between 
maximum pressures achieved Pmax between 7.0 and 7.93 bar and this range was very close 
to the values recorded by both simulations (7.0–8.06 bar). 
In the case of the 6 m3 vessel (Figure 10) one can observe high influence of the vessel 
geometry on the recorded pressures in both simulation and experiments. Firstly, in the 
experiment the pressure increased progressively to around 2–3 bar (until 0.45 s) and the 
slope stabilized at the relatively constant level of 15 bar/s (and lasts until around 0.65 s) 
represented by the plateau in the dP/dt graph. This layout of the pressure curve was ob-
served independently on the flammable mixture investigated. As the dP/dt curve deliv-
ered the information about the pressure dynamics, a relatively constant value at the 
plateau means that the increase of the pressure was due to the relatively constant mixture 
consumption by the flame. An additional analysis was performed of the flame front de-
velopment for this geometrical case. Details of the flame front area development at the 
selected times of simulations are shown in Figure 11. The flame front area was calculated 
as the area of iso-surface of progress variable equal to 0.5. The analysis shows that the 
flame front area development curve defines the dP/dt curve. Initially, flame propagates 
as a spherical shape but due to an interaction of pressure waves with the vessel geometry 
it transforms into an ellipsoidal shape. Shortly after the flame reaches the upper vessel 
wall the dP/dt curve reaches maximum. The following drop in flame area is due to con-
tact with vessel walls that prevents further development of the flame area, moreover the 
flame is quenched by the walls. The buoyancy is observed at that time the flame does not 
touch the bottom wall of the vessel. In the time range 0.42–0.5 s the flame is stopped and 
quenched by walls and subsequently the flame transformed into two separate zones with 
flame propagating in the opposite directions through the unburned mixture. Then, flame 
Energies 2021, 14, 2138 11 of 20 
 
 
surfaces start to tilt due to the buoyancy effect with respect to the horizontal direction 
and starts to quench at around 0.8 s at the semispherical surface of the vessel. Flame area 
in the narrower conical shape part of the vessel starts to tilt even more and propagates 
almost vertically downwards at the time of around 1.0 s. Finally, the flame quenches to-




Figure 11. Flame surface area development curve with flame surface (iso-surface of progress variable of value 0.5) at se-
lected times. 
Simulations of CH4–air combustion in closed vessels showed that the implemented 
model predicts the pressure history and pressure dynamics curve with the acceptable 
level of accuracy. Adiabatic simulations predict properly the theoretical Pmax values, 
which indicated that heat losses are negligible in the considered case. Non-adiabatic 
simulations slightly underestimated the Pmax in the case of 0.02 and 1 m3 vessels. How-
ever, in the case of a 1 m3 vessel experimental Pmax are within the range of 7–8 bar, 
which is very close to the range bounded by simulated adiabatic and non-adiabatic Pmax. 
Parameter (dp/dt)max from simulations in 0.02 m3 is lower than experimental but very 
close to the value provided in European standard EN 15967 of 235 ± 7.4 bar/s. In case of 1 
m3 simulated (dp/dt)max was underestimated by around 30–40% with respect to the ex-
perimental value but within the range of (dp/dt)max provided by Gieras [39] and Kunz [40] 
in vessels of similar volume and shape. Combustion in a 6 m3 vessel shows high influence 
of the vessel geometry on the recorded pressures in both simulations and experiments. 
Non-adiabatic simulations predicted properly the experimental value of Pmax and 
(dp/dt)max. However, the time to reach Pmax was around 0.3 s longer in simulations than in 
the experiment. The simulated dP/dt curve was well represented up to the time to reach 
(dp/dt)max and further dP/dt curve shows a qualitatively good agreement. Additional 
analysis shows that the flame front area development curve defines the dP/dt curve. 
6.2. Ethane–Air Mixture 
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Figures 12–14 show the comparison between simulated and experimental pres-
sure–time and dP/dt curves for cases with stoichiometric C2H6–air mixtures. In the case of 
a 0.02 m3 vessel (Figure 12) the simulated non-adiabatic case almost overlapped with 
experimental pressure curve. The difference between maximum pressures obtained was 
around 0.25 bar. The following simulated pressure line slope was also very close to the 
experimental one. As regards dP/dt curves both adiabatic and non-adiabatic simulations 
underestimated the (dP/dt)max parameter by around 50 and 80 bar/s (10–17%), respec-
tively. However, two experimental (dP/dt)max values differed between themselves by 
around 60 bar/s. The (dP/dt)max values available from SAFEKINEX project [41] are within 
the range of 440–467 bar/s, which was close to the experimental values presented here 
(420–475 bar/s) and these two values were higher than delivered by simulations (360–390 
bar/s). The numerical underestimation of (dP/dt)max value was caused by the fact that this 
value was obtained at the pressures in the vessel of around 7 bar when the unburned 
mixture was compressed in the thin layer very close to the walls where influence of the 
wall was observed. For the 1 m3 vessel (Figure 13) the simulated curve was also very 
close to the experimental one up to the pressure of around 4 bar and with similar un-
derestimation of (dP/dt)max of around 30–35 bar/s (30–40%) as in the case of the CH4–air 
mixture but only slightly higher than obtained by Kunz [40] in the vessel of a similar 
volume. Simulation of combustion in the 6 m3 vessel (Figure 14) gave a similar curve 
shape as in the case of CH4–air with similar characteristic points at the P(t) and dP/dt 
curve. The non-adiabatic numerical case shows only slight overestimation of the Pmax by 
around 0.5 bar. However, the dP/dt curve and (dP/dt) max both for adiabatic and 
non-adiabatic case were very close to the curves observed experimentally. Additionally, 
experimental dP/dt curve shows a second peak at the time of around 0.45 s. At the same 







Figure 12. (a) Pressure and (b) dP/dt graphs for stoichiometric C2H6–air mixture in the 0.02 m3 vessel. 









Figure 13. (a) Pressure and (b) dP/dt graphs for stoichiometric C2 H6–air mixture in the 1 m3 vessel. Dotted line mark 
(dp/dt)max value provided by Kunz [40] in the vessel of a similar volume and shape. 
  
(a) (b) 
Figure 14. (a) Pressure and (b) dP/dt graphs for stoichiometric C2H6–air mixture in the 6 m3 vessel. 
Simulations of C2H6–air combustion in closed vessels showed that the implemented 
model predicted the pressure history and pressure dynamics curve with the acceptable 
level of accuracy. Adiabatic simulations predicted properly the theoretical Pmax values. 
Non-adiabatic simulations well represent the experimental P(t) curve but slightly (0.2 bar) 
overestimated the Pmax in 0.02 m3, underestimated (0.25 bar) in 1 m3, and overestimated 
(0.4 bar) in the 6 m3 vessel. Additionally, in the case of the 1 m3 vessel experimental Pmax 
were within the range of 8–8.4 bar, which was very close to the range bounded by simu-
lated adiabatic and non-adiabatic Pmax of 7.8–8.48 bar. Parameter (dp/dt)max from simula-
tions in 0.02 m3 was underestimated by around 10–17% but the dP/dt curve was qualita-
tively well represented. In the case of 1 m3 simulated (dp/dt)max was underestimated by 
around 30–40% with respect to the experimental value but close to the value provided by 
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Kunz [40] in a vessel of similar volume. Combustion in the 6 m3 vessel show high influ-
ence of the vessel geometry on the recorded pressures in both simulations and experi-
ments similarly as in the case of the CH4–air mixture. Non-adiabatic simulations only 
slightly overestimated the experimental Pmax and simulated (dp/dt) max value of 26.5 bar/s 
was very close to the experimental one (27–29 bar/s). Additionally, the simulated 
non-adiabatic dP/dt curve was almost in line with the experimental one up to the 
(dp/dt)max. Further flame propagation was highly influenced by the walls and the dP/dt 
curve shows similar characteristic points as experimental one, similarly as in case of 
simulation of CH4–air. 
6.3. Propane–Air Mixture 
Figures 15–17 show the comparison between simulated and experimental pres-
sure–time and dP/dt curves for cases with stoichiometric C3H8–air mixtures. In the case of 
the 0.02 m3 vessel (Figure 15) the experimental curve was between the simulated 
non-adiabatic and adiabatic cases with similar underestimation of the pressure rise rate 
close to the maximum pressure. However, the experimental Pmax was the same (7.7 bar) as 
observed numerically for non-adiabatic case but the time to reach Pmax was around 10 
ms longer than in the experiment. The underestimation of the (dP/dt) max was similar as 
observed in previous simulations with difference of around 50–70 bar/s (15–20%). In the 
case of the 1 m3 vessel (Figure 16) both numerical curves P(t) and dP/dt were underesti-
mated, similarly as observed in simulations of CH4–air and C2H6–air. This characteristic 
underestimation of around 30–40 bar/s (25–30%) is present for all simulated mixtures in 
the 1 m3 vessel. However, the comparing simulated (dp/dt)max with a value provided by 







Figure 15. (a) Pressureand (b) dP/dt graphs for stoichiometric C3H8–air mixture in the 0.02 m3 vessel. 





Figure 16. (a) Pressure and (b) dP/dt graphs for stoichiometric C3H8–air mixture in the 1 m3 vessel. Dotted line mark 
(dp/dt)max value provided by Kunz [40] in the vessel of a similar volume and shape. 
Simulation in the 6 m3 vessel (Figure 17) gave similar curve shape as in case of 
CH4–air and especially C2H6–air with similar characteristic points at the P(t) and dP/dt 
curve. Non-adiabatic numerical case shows only slight overestimation of the Pmax of 
around 0.5 bar and around 0.2 s longer time to reach Pmax. The dP/dt curve and (dP/dt)max 
for the non-adiabatic case was very close to the experimental one. The similarity of the 
simulated P(t) and dP/dt curves of C3H8–air and C2H6–air were due to the fact that for 
both mixtures laminar burning velocities and their dependence on pressure and temper-
ature (indexes m and n) had similar values (see Table 2) therefore one might expect sim-
ilar simulation results. Figure 18 shows the details of the flame front surface development 
at the selected, characteristic times of the dP/dt curve. The maximum value of the dP/dt 
was related to the maximum flame front area before it reached the vessel’s walls. Further 
flame surface development highly relates to the vessel’s shape with similar transition to 
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Figure 17. (a) Pressure and (b) dP/dt graphs for stoichiometric C3H8–air mixture in the 6 m3 vessel. 
  
 
Figure 18. Flame front positions in the 6 m3 vessel at various simulation times. C3H8–air mixture. 
Simulations of C3H8–air mixture combustion in closed vessels showed that the im-
plemented model predicts the pressure history and pressure dynamics curve with the 
acceptable level of accuracy. Adiabatic simulations predicted properly the theoretical 
Pmax values non-adiabatic simulations represent well the experimental P(t) curve with 
the same or almost the same as experimental Pmax value in 0.02 m3 and 1 m3 vessels. In 
the case of the 6 m3 vessel one might observe slight overestimation of Pmax by around 0.6 
bar. Parameter (dp/dt)max from simulations in 0.02 m3 was underestimated by around 
15–20% but the dP/dt curve was well represented. In the case of 1 m3 simulated (dp/dt)max 
was underestimated by around 30–40% with respect to the experimental value and close 
to the value provided by Kunz [40] in the vessel of a similar volume. Combustion in the 6 
m3 vessel show high influence of the vessel geometry on the recorded pressures in both 
simulations and experiments similarly as in case of CH4–air and C2H6–air mixture. 
Non-adiabatic simulations overestimated the experimental Pmax by 0.6 bar and a simu-
lated (dp/dt)max value range of 21 bar/s was close to the experimental range of 22–23 bar/s. 
Additionally, the simulated non-adiabatic dP/dt curve was in line with the experimental 
one up to the (dp/dt)max and with almost the same time to reach (dp/dt)max. Further flame 
propagation was highly influenced by the walls and the dP/dt curve shows similar 
characteristic points as the experimental one, similarly as in the case of simulation of 
CH4–air and C2H6–air mixtures. 
7. Discussion 
The results showed that the used deflagration model might be successfully used for 
closed volume combustion modeling with a satisfactory level of accuracy for a given 
scale of a problem. Simulations of each vessel sizes 0.02, 1, and 6 m3 gave good predic-
tions. It should be noted that the way of generating input data for simulation, especially 
LBV and its dependence on temperature and pressure might introduce some level of 
uncertainty. There are various experimental data of the LBV. Large scatter of the exper-
imentally obtained laminar burning velocities makes it difficult to validate kinetic 
mechanism especially for higher initial pressures and temperatures where very limited 
data is available. Considering the above mentioned issues it is expected to observe some 
level of discrepancy between simulated and experimental results, especially at higher 
pressures. To assess the simulations quantitatively the ratios between simulated 
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(non-adiabatic) and experimental values of the main parameters characterizing constant 
volume combustion were calculated and summarized in Table 3: Pmax (absolute values 
ratio), time to reach Pmax, (dP/dt)max, and time to reach (dP/dt)max. Graphical interpretation 
of  Table 3 is shown in Figure 19. Values less than one mean the simulation underesti-
mates specific parameter and a value more than one means that simulation overestimates 
parameter with respect to the experimental value. 
Table 3. Ratios of simulated, “sim” (non-adiabatic) and experimental “exp” parameters describing 
combustion in considered vessels. 
Mixture 
Volume (m3) Pmax  Time to Pmax  (dP/dt)max  Time to (dP/dt)max  
(sim/exp) (sim/exp) (sim/exp) (sim/exp) (sim/exp) 
CH4–air 
0.02 0.96 1.05 0.76–0.79 0.98 
1 0.89–0.99 1.13–1.24 0.56–0.66 1.04–1.1 
6 0.95–1.07 1.33 0.86–0.94 0.93 
C2H6–air 
0.02 1.03 0.98–1.02 0.76–0.85 0.93–1.0 
1 0.94–0.98 1.12–1.17 0.65–0.72 1.04–1.09 
6 1.06 1.27 0.91–0.98 1.01 
C3H8–air 
0.02 1.0 1.09 0.81 1.03 
1 1.01–1.03 1.16–1.23 0.68–0.70 1.13–1.18 
6 1.08 1.19 0.88–0.95 1.03 
  
 
Figure 19. Ratios of simulated (non-adiabatic) and experimental parameters for all considered mixtures. 
In Figure 19 one can observe repeatable underestimation of the (dP/dt)max value. This 
is probably caused by the fact that (dP/dt) reached its maximal value at the time when the 
flame approached the vessel’s wall and simultaneously, the pressure and temperature in 
the unburned mixture were relatively high so that values of LBV were outside the con-
ditions reported in the literature or its reliability was low. As the structure of the laminar 
flame front changes at higher initial pressures, the current deflagration model will need 
to be improved to include the high-pressure influence on the LBV. In general, the lowest 
level of differences between simulated and experimentally obtained results has been 
observed for combustion in the perfectly spherical 0.02 m3 vessel. For all the mixtures 
considered in the 0.02 m3 vessel the experimental pressure–time curve was between the 
simulated adiabatic and non-adiabatic pressure–time curves or almost in line with ex-
perimental curve as in case of the C2H6–air mixture. The highest level of discrepancy was 
observed for the 1 m3 vessel. In this case results of the simulations for all the mixtures 
were underestimated in respect of P(t) and dP/dt curves shape and (dP/dt)max values. 
However, comparison with  available in the literature (dP/dt)max values measured in 
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vessels of similar volumes and shapes [39,40] are close to that provided by simulations. In 
the case of simulations in the 6 m3 vessel one can observe a relatively low level of dis-
crepancy in respect of the P(t) shape and Pmax value with good prediction of the dP/dt 
curve, (dP/dt)max values, and time to reach these Pmax and (dP/dt)max. Combustion in the 
6 m3 vessel shows high influence of the geometry on the flame development process and 
simulations were able to reproduced all characteristic points of the experimentally ob-
served P(t) and dP/dt curves. It shall be noted that the experimental maximum explosion 
pressure in the 6 m3 vessel was around 2 bar lower comparing to the tests in 0.02 (spher-
ical) or 1 m3 (almost spherical), stressing the importance of geometry and heat losses to 
the walls. An additional comment should be devoted to the non-adiabatic cases, which 
include heat losses due to the radiation of the flame. As radiation modeling is very dif-
ficult due to the large number of unknown parameters especially related to the vessels’ 
internal wall surface type and quality, which change over time, the authors did not per-
form additional investigation apart from the presented comparison between pressure 
and dP/dt curves. Nevertheless, the presented comparison and simple approach for ra-
diation modeling presented in this paper might be used as a base for a more thorough 
analysis. The implemented parameters for radiation modeling gave good prediction in 
respect of experimental P(t), dP/dt curves, and Pmax and (dP/dt)max values, especially for 
0.02 m3 and 6 m3 volume vessels. 
8. Conclusions 
The deflagration model developed at Ulster University previously used for hydro-
gen–air combustion was modified to simulate hydrocarbon–air mixtures combustion and 
tested with a new set of experiments performed in various vessels of 0.02, 1.0, and 6 m3. 
The results showed that the modified deflagration model might be successfully used for 
modeling of hydrocarbon–air mixtures combustion in closed vessels of given sizes. The 
utilized methodology for input parameters generation and estimation of the heat losses 
due to the radiation proved to be sufficient to reproduce the closed volume combustion 
at the acceptable level of accuracy, especially for vessels of 0.02 and 6 m3 volume. How-
ever, in the case of non-symmetrical geometries and with the presence of walls the mesh 
preparation demands more attention due to the faster flame quenching at walls 
when/where? relatively large nominal cells are used. This effect might be reduced by 
using mesh refinement at the walls. The upgraded deflagration model will be tested 
further with different geometries including closed tanks and open but congested spaces. 
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