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Abstract
Organizing companies by industry segment (e.g. ar-
tificial intelligence, healthcare or fintech) is useful
for analyzing stock market performance and for de-
signing theme base investment funds, among oth-
ers. Current practice is to manually assign com-
panies to sectors or industries from a small pre-
defined list, which has two key limitations. First,
due to the manual effort involved, this strategy
is only feasible for relatively mainstream industry
segments, and can thus not easily be used for niche
or emerging topics. Second, the use of hard label
assignments ignores the fact that different compa-
nies will be more or less exposed to a particular
segment. To address these limitations, we propose
to learn vector representations of companies based
on their annual reports. The key challenge is to dis-
till the relevant information from these reports for
characterizing their industries, since annual reports
also contain a lot of information which is not rel-
evant for our purpose. To this end, we introduce
a multi-task learning strategy, which is based on
fine-tuning the BERT language model on (i) exist-
ing sector labels and (ii) stock market performance.
Experiments in both English and Japanese demon-
strate the usefulness of this strategy.
1 Introduction
Investing in individual companies carries a high risk to in-
vestors, as stock prices can move in highly unpredictable
ways. A popular alternative is to reduce this idiosyncratic risk
by instead investing in funds that track the performance of a
particular index (i.e. weighted set of companies). While most
indices have traditionally been designed to capture particular
geographic regions (e.g. S&P 500 for the US market), in re-
cent years, funds that track a particular industry segment have
been gaining in popularity. For instance, such funds allow
investors who believe that technology companies will con-
tinue to outperform to specifically target that segment of the
economy. However, investment companies who want to of-
fer such industry-specific funds are faced with the problem of
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choosing or defining a suitable index to track. Currently, this
is predominately achieved by relying on standardized sets of
sector or industry labels, such as those from the Global Indus-
try Classification Standard (GICS). However, such labels are
often not sufficiently fine-grained. For instance, while they
allow us to define an Information Technology or Health Care
index, they do not allow us to do the same for more specific
domains such as Fintech or Artificial Intelligence (AI). More-
over, such labels are hard assignments, whereas the exposure
of a given company to a domain such as AI tends to be a mat-
ter of degree. Finally, these labels do not allow us to quickly
adapt to changes in the market (e.g. a major company decid-
ing to create a high-profile AI-lab). Similar problems arise
when we want to analyze stock market performance. While
the existing categorization of companies allows us to analyze
which sectors and geographic regions have performed well
or poorly over a given time period, doing such analysis at a
fine-grained industry level is currently not straightforward.
To address these limitations, in this paper we introduce a
method for automatically developing vector representations
of companies that can be useful for searching or categorizing
companies at a fine-grained industry level. While there has
been some previous work on predicting industry segments of
companies [Chen et al., 2018; Lamby and Isemann, 2018],
in this paper we specifically focus on annual reports of com-
panies as a source of information. Compared to the use of
news stories [Lamby and Isemann, 2018], this has several ad-
vantages. First, the information captured in news stories can
be heavily biased. For instance, a company such as Face-
book is frequently mentioned in the news in relation to their
AI research, whereas from an economic perspective, the per-
formance of the AI sector might only be weakly correlated
to that of Facebook. Moreover, representations learned from
news stories can capture what companies have focused on in
the past, but it is more difficult to capture changes in company
strategy from such sources. In contrast, annual reports are au-
thoritative documents, which explicitly describe the sectors in
which the company is currently active.
In particular, we consider the problem of learning company
embeddings from annual reports, such that the embedding of
a given company characterizes the industries in which it is ac-
tive. Learning such embeddings from annual reports is chal-
lenging, however, since only a small fragment of these re-
ports is typically devoted to describing the industry in which
the company is active. This clearly differentiates our problem
from the general problem of learning entity embeddings from
descriptions [Jameel and Schockaert, 2016; Xie et al., 2016;
Wang et al., 2019b], as approaches for the latter problem have
focused on learning representations that reflect the entire de-
scription. To solve this challenge, we propose a method for
fine-tuning a pre-trained neural language model [Devlin et al.,
2019]. Since we do not have access to annotations of fine-
grained industry labels, we rely on a number of distant super-
vision signals, including the broad industry sector label of the
company as well as its recent stock market performance. Our
main contributions are as follows:
1. We introduce a new dataset1 for the problem of charac-
terizing industries from annual reports.
2. We propose several evaluation tasks for quantitatively
evaluating the performance of these embeddings. On
the one hand, these tasks aim to analyze to what extent
companies with similar vector representations are active
in similar industries. On the other hand, we also focus
on a zero-shot learning setting, where the aim is to use
company vectors to find companies that are active in a
given industry, given only the name of that industry.
3. We introduce a model for learning company embed-
dings from annual reports, which is based on a multi-
task learning set-up for fine-tuning the BERT language
model [Devlin et al., 2019].
4. We analyze the effectiveness of the considered distant
supervision signals, as well as the general strengths and
weaknesses of the learned embeddings.
2 Related Work
The general problem of learning vector space representations
of entities has been widely studied in recent years. Such
methods can be categorized based on the kind of informa-
tion that is used. For instance, a large number of graph em-
bedding methods have been proposed [Perozzi et al., 2014;
Tang et al., 2015; Grover and Leskovec, 2016], which learn
vector representations of entities based on their local neigh-
bourhood in an associated graph, e.g. a social network of
users or a citation graph of academic papers. As another ex-
ample, there is a popular line of research which learns embed-
dings of knowledge graphs [Bordes et al., 2013; Trouillon et
al., 2017; Balazevic et al., 2019], which can for instance be
useful to inject knowledge from such resources into Natu-
ral Language Processing (NLP) architectures. Most closely
related to this paper, there have been several models that
aim to combine entity descriptions with structured informa-
tion, and knowledge graphs in particular [Wang et al., 2014;
Camacho-Collados et al., 2016; Xie et al., 2016; Wang et
al., 2019b]. One important difference with our setting is that
these models assume that all the information in the given text
descriptions is relevant, whereas our main challenge is to dis-
till the relevant information for characterizing industries.
While there is considerable work on learning general entity
representations, and recent work leveraging NLP techniques
1Our preprocessed dataset and code is available at https://github.
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to model financial market dynamics [Xing et al., 2018], the
specific problem of learning company embeddings has only
received limited attention thus far. Chen et al. [2018] in-
troduced a model called Company2Vec, which learns com-
pany embeddings based on the intuition that companies are
likely to be similar if employees tend to transition from one
to the other. For our setting, this approach has two draw-
backs. First, it relies on proprietary and sensitive personal
data from the LinkedIn platform. Second, the corresponding
notion of similarity is clearly skewed by factors such as geo-
graphic location. In [Lamby and Isemann, 2018], an analysis
is carried out to assess to what extent industry sectors can be
predicted from standard word embeddings, finding that such
embeddings indeed capture a non-trivial amount of industry
information. While achieving promising results, the method
falls short when considering low-frequency companies and it
does not consider ambiguity (e.g. the word apple can be a
company but it also has other meanings).
3 Method
In this section we describe our method for learning vector
representations of companies (i.e. company embeddings).
3.1 Fine-tuning BERT
Let xi be a document about company i. In our experiments
xi will be the latest annual report of the company, although
the same model could be used with other kinds of financial
documents. The main strategy is to learn a mapping from
such documents xi to a corresponding company vector hi by
fine-tuning the BERT [Devlin et al., 2019] language model.
Neural language models such as BERT are deep neural
networks, which have been pre-trained in an unsupervised
way on large amounts of text, typically by learning to pre-
dict masked words in sentences. Because of this pre-training
process, they capture a large amount of knowledge about the
meaning of words and phrases, and the typical syntactic struc-
ture of sentences. We can exploit this knowledge in applica-
tions, by fine-tuning a pre-trained language model on task-
specific training data, rather than learning a neural network
from scratch. This strategy has led to substantial performance
gains across a wide range of Natural Language Processing
(NLP) tasks [Wang et al., 2019a]. Most closely related to our
work, BERT has been shown to be effective for learning em-
beddings of entities from their description [Logeswaran et al.,
2019; Wang et al., 2019b]. Formally, we have:
hi = BERT(xi)
where xi is the textual description of company i and hi ∈ Re
is the resulting embedding. Specifically, BERT(xi) refers to
the mean vector of the token-level embeddings that are pre-
dicted by BERT. We also tried using the vector predicted for
the [CLS] token, as is common in the literature [Wang et al.,
2019a], but found this to be less effective.
3.2 Multitask Learning
As we will see in the experiments, without fine-tuning the
embeddings learned by BERT are not particularly useful for
our setting. Among others, this is because annual statements
contain information beyond descriptions of the industry in
which the company is operating. For this reason, we consider
a multi-task learning set-up, allowing us to fine-tune BERT
on three tasks: predicting the sector labels, capturing stock
market performance and modelling sector names. The over-
all loss thus takes the following form:
L = Lsec + Lstock + Lsn (1)
We now discuss each of these components in more detail.
Sector Category Loss
As a first supervision signal, we consider the task of pre-
dicting which sector of the economy company i belongs to.
Note that while sector labels are coarser-grained that the in-
dustry segments which we want to model, the assumption is
that by learning to extract sector-level information from the
document xi, the model will also extract finer-grained infor-
mation. The advantage of using sector labels is that they are
readily available. Let us write dseci for the one-hot encoding
of the sector of company i. We define Lsec as follows:
yseci = Softmax(W
sechi + b
sec)
Lsec =
∑
i∈Ω
CE(dseci ,y
sec
i )
where we write CE for the cross-entropy and Ω is the set of
all considered companies.
Stock Performance Loss
Research has shown that companies from the same industry
tend to exhibit similar stock price fluctuations [Gopikrishnan
et al., 2000]. Inspired by this finding, we also consider the
following component in the loss function:
Lstock =
∑
i∈Ω
∑
j∈Ω
‖hTi · hj − Sim(vstocki ,vstockj )‖
where Sim is the cosine similarity and vstocki denotes a vector
containing the monthly stock return value for company i, for
the last five years, i.e.:
vstocki := [ri(t1), ri(t2), · · · , ri(t60)],
with ri(tj) the monthly stock return value for company i for j
months ago. In case stock price data is not available for both
companies over the full period, the longest period for which
data is available is used instead.
Sector Name Loss
The third component of the loss function is aimed at fine-
tuning BERT such that it maps the name of a given sector
onto the correct index of that sector. Let us write S for the
set of all sectors. For j ∈ S, we write snj for the name of
sector j (e.g. “Healthcare”). As before, we write dsnj for the
corresponding one-hot encoding. Then we have:
sj = BERT(snj)
ysnj = Softmax(W
snsj + b
sn)
Lsn =
∑
j∈S
CE(dsnj ,y
sn
j )
The reason why we include this component is because we
want to be able to use the trained model to identify companies
that belong to a given industry given only a text description
of that industry. For instance, if the input is Artificial Intel-
ligence then the model should be able to predict what part
of the vector space contains AI companies, despite not hav-
ing seen any training examples of such companies. The loss
Lsn encourages the model to make such predictions for sec-
tor names, where the assumption is that this ability will also
transfer to descriptions of more specific industry segments.
4 Experimental Setting
To evaluate the performance of our method we propose two
tasks for which we construct a dataset. In the following we
describe the construction of the datasets and the experimental
evaluation details.
4.1 Datasets
To test our methodology we constructed two datasets: one
English-language dataset about the US stock market and one
Japanese-language dataset about the Japanese stock market.
The US dataset includes the financial annual reports, stock
return data, and sector label data for 2,462 US companies
(see below for details). The Japanese dataset includes the
same information for 3,016 Japanese companies. We split
the datasets into train, validation, and test fragments, contain-
ing respectively 1800, 262, and 400 companies for the US
dataset, and 2200, 316, and 500 companies for the Japanese
dataset. For companies in the test splits, stock return data and
sector labels are not used during training.
Text Corpora. For the US dataset, we used the financial an-
nual reports (i.e., Form 10-K documents) of listed companies
in the US stock market, focusing in particular on those that
were published in 2019. We were able to obtain 2,462 such
reports from http://www.annualreports.com in September 1st,
2019. For the Japanese dataset, we used the financial annual
reports of listed companies in the Tokyo Stock Exchange, fo-
cusing on those that were published in 2018 (which is the
most recent year for which reports were available). These
documents are written in Japanese. We were able to obtain
3,016 reports from https://github.com/chakki-works/CoARiJ.
For these datasets we make use of the business description
section that contain a summary of the activities of the com-
pany, and thus typically contains the most relevant informa-
tion for learning the embeddings.
Stock Data. For the Lstock loss , we need monthly return data.
For both datasets we used data from a period of five years. In
particular, for the US companies, we used data for April 2014
to March 2019, while for the Japanese companies, we used
data for April 2013 to March 2018.
Sector Labels. For the sector loss Lsec and sector name
loss Lsn, we utilized the sector labels provided by annual-
reports.com2 in the case of the US dataset. For the Japanese
companies, we used the 17 sector labels that were assigned
by the Tokyo Stock Exchange (TSE)3.
2http://www.annualreports.com/Browse?type=Industry
3https://www.jpx.co.jp/markets/statistics-equities/misc/01.html
4.2 Training
For the US companies, we used the BERT-base-uncased
model4 [Devlin et al., 2019], whereas we used a Japanese
BERT pre-trained model5 for the Japanese companies. An
important difference between these two models is that the
English BERT model was trained on general purpose text
(i.e. Wikipedia and the Books and Movie Corpus [Zhu et al.,
2015]), whereas the Japanese BERT model was trained on
three million Japanese business news articles6. In both cases
we utilized the first 512 tokens of the business description
section in each report as textual data for the embedding. To
adapt both models to the language that is used in the annual
reports, we first fine-tuned them on our text corpus, using
the standard masked word and next sentence prediction tasks
[Devlin et al., 2019]. After this step, we trained our model on
the loss function (1) using the Adam optimizer [Kingma and
Ba, 2015] for 30 epochs with early stopping.
4.3 Evaluation Tasks
We evaluated our method on two tasks, namely a related com-
pany extraction test and a theme-based extraction test.
Task 1: Related Company Extraction Test
The aim of this task is to assess to what extent companies
with similar vectors are similar in terms of the industries to
which they belong. To this end, for each company X , we first
obtain the K most similar companies, in terms of the cosine
similarity between their embeddings. Then we evaluate to
what extent the categories to which these companies belong
are the same as the category of X . Following the work in
[Yu et al., 2012], we used the Mean Average Precision at K
(MAP@K) evaluation metric, where K = 5,10,50.
For the US companies, we use two types of categories, cor-
responding to the sector labels and the industry labels pro-
vided by annualreports.com. Out of the 11 sector labels, only
9 appeared in the test data. The industry labels are essentially
a finer-grained version of the sector labels. In the test set, a
total of 140 different industry labels appeared, all of which
were used for this evaluation. For the Japanese companies,
we used the TOPIX-17 sector labels and TOPIX-33 sector la-
bels, as defined by TSE7, as the categories. TOPIX-33 sector
labels are a refinement of the TOPIX-17 sector labels. For
example, companies of “ENERGY RESOURCE” sector in
TOPIX-17 are divided into “Mining” or “Oil and Coal Prod-
ucts” in TOPIX-33. The US sector labels and TOPIX-17
labels are the same ones that were used for training, which
clearly makes the task easier than if previously unseen cate-
gories were used. Therefore, we will also report results for
configurations of our model in which only a small number of
sector labels are used during training. This will allow us to
analyze to what extent the model is able to capture categories
which it has not seen during training.
4Available at https://github.com/huggingface/transformers
5Available at https://drive.google.com/drive/folders/
1iDlmhGgJ54rkVBtZvgMlgbuNwtFQ50V-
6https://qiita.com/mkt3/items/3c1278339ff1bcc0187f
7https://www.jpx.co.jp/english/markets/indices/line-up/files/
e fac 13 sector.pdf
Task 2: Theme-Based Extraction Test
In this task, we evaluate to what extent our method is able
to find companies that are relevant to a given theme, given
only the name of that theme. As theme names, for the US
dataset, we used the same 140 industry labels from Task 1.
For the Japanese dataset, we used a finer-grained classifica-
tion involving 274 themes, which we extracted from https:
//minkabu.jp/screening/theme. Note that while each US com-
pany has a unique industry label, companies in the Japanese
dataset may belong to multiple themes. We believe the lat-
ter setting is more realistic, but we were not able to obtain a
similar dataset for the US stock market. We again treat this
problem as a ranking task. In particular, for each theme Y ,
we first determine the K most relevant companies, by com-
paring the company vectors to the vector that was predicted
by our fine-tuned BERT model for the theme name Y .
4.4 Baselines
To our knowledge, there are no previous models that have
specifically been proposed for learning company vectors from
annual reports. As baselines, we thus use two standard doc-
ument representation methods. First, we consider the bag-of-
words representation of the annual report (BOW), using term
frequency weights.8 For Task 2, we similarly use a BOW rep-
resentation of the theme descriptions. For both tasks, compa-
nies are ranked based on cosine similarity.
As a second baseline, we used the mean vector of the skip-
gram Word2Vec word embedding (SG) [Mikolov et al., 2013]
that was trained on all financial documents. To learn this skip-
gram embedding, we utilized the 200-dimensional word em-
bedding vectors that were trained on the corpus of US an-
nual reports and Japanese annual reports, respectively, using
a window size of 5. For Task 2, Hirano et al. [2019] already
proposed an approach based on word vectors for Japanese,
which we use as an additional baseline. This baseline first
searches for synonyms of each theme name, using both the
similarity based on word embeddings and the similarity based
on co-occurrence in annual reports. Then, it extracts the com-
panies related to the theme using the frequency of the theme
name, and each of its discovered synonyms, in each annual re-
port. For this method, we rely on the same skip-gram embed-
ding as for the SG baseline. We also tried the same method
for English but could not obtain any meaningful results.
5 Results
In this section we present the results in Task 1 (i.e. Related
Company Extraction) and Task 2 (i.e. Theme-Based Extrac-
tion) and a qualitative analysis of the results provided by our
model.
5.1 Related Company Extraction
The results for Task 1 are shown in Table 1 for the US dataset
and in Table 2 for the Japanese dataset. In addition to the
results of our full model and the baselines, the tables contain
an ablation analysis, showing results for configurations where
some components were removed from the loss function. The
8To allow for a direct comparison, for the baselines we used the
same 512 tokens as for the BERT-based methods.
US (SECTOR) US (INDUSTRY)
MAP@5 MAP@10 MAP@50 MAP@5 MAP@10 MAP@50
BOW 0.177 0.127 0.066 0.184 0.177 0.182
SG 0.216 0.167 0.084 0.179 0.174 0.173
BERTCLS 0.115 0.083 0.041 0.152 0.144 0.143
BERT 0.324 0.270 0.152 0.243 0.242 0.238
BERT + Stock 0.471 0.419 0.242 0.325 0.328 0.338
BERT + Sector 0.569 0.544 0.501 0.313 0.324 0.349
BERT + Stock + Sector 0.590 0.567 0.509 0.328 0.337 0.365
BERT + Sector + Sector Name 0.613 0.582 0.545 0.331 0.337 0.369
BERT + Stock + Sector + Sector Name 0.613 0.578 0.530 0.349 0.359 0.388
BERT + Sect. (2 labels) + Sect. Name 0.459 0.412 0.260 0.290 0.288 0.294
BERT + Sect. (5 labels) + Sect. Name 0.540 0.499 0.389 0.326 0.330 0.350
BERT + Stock + Sect. (2 labels) + Sect. Name 0.485 0.435 0.259 0.322 0.327 0.337
BERT + Stock + Sect. (5 labels) + Sect. Name 0.531 0.487 0.379 0.319 0.327 0.349
Table 1: Results for Task 1 (Related company extraction) on the US dataset.
JAPAN (TOPIX-17) JAPAN (TOPIX-33)
MAP@5 MAP@10 MAP@50 MAP@5 MAP@10 MAP@50
BOW 0.368 0.302 0.220 0.295 0.243 0.188
SG 0.281 0.228 0.150 0.199 0.153 0.101
BERTCLS 0.128 0.097 0.058 0.081 0.056 0.032
BERT 0.202 0.156 0.098 0.145 0.108 0.068
BERT + Stock 0.405 0.330 0.216 0.338 0.274 0.199
BERT + Sector 0.654 0.618 0.568 0.542 0.503 0.448
BERT + Stock + Sector 0.675 0.636 0.577 0.557 0.521 0.458
BERT + Sector + Sector Name 0.660 0.622 0.556 0.547 0.508 0.445
BERT + Stock + Sector + Sector Name 0.672 0.633 0.561 0.576 0.534 0.464
BERT + Sect. (2 labels) + Sect. Name 0.420 0.360 0.268 0.337 0.282 0.221
BERT + Sect. (5 labels) + Sect. Name 0.462 0.389 0.310 0.387 0.318 0.262
BERT + Stock + Sect. (2 labels) + Sect. Name 0.486 0.418 0.335 0.410 0.354 0.294
BERT + Stock + Sect. (5 labels) + Sect. Name 0.472 0.405 0.325 0.396 0.338 0.272
Table 2: Results for Task 1 (Related company extraction) on the Japanese dataset.
US JAPAN
MAP@5 MAP@10 MAP@50 MAP@5 MAP@10 MAP@50
BOW 0.165 0.172 0.189 0.116 0.099 0.088
SG 0.030 0.032 0.043 0.066 0.054 0.050
BERTCLS 0.004 0.003 0.008 0.019 0.015 0.013
BERT 0.094 0.108 0.124 0.024 0.020 0.019
[Hirano et al., 2019] - - - 0.118 0.101 0.093
BERT + Stock 0.164 0.177 0.196 0.030 0.025 0.027
BERT + Sector 0.188 0.208 0.238 0.114 0.100 0.099
BERT + Stock + Sector 0.174 0.192 0.221 0.106 0.090 0.087
BERT + Sector + Sector Name 0.215 0.238 0.268 0.175 0.150 0.133
BERT + Stock + Sector + Sector Name 0.194 0.210 0.241 0.160 0.143 0.136
BERT + Sect. (2 labels) + Sect. Name 0.141 0.151 0.166 0.101 0.089 0.085
BERT + Sect. (5 labels) + Sect. Name 0.190 0.208 0.238 0.161 0.148 0.136
BERT + Stock + Sect. (2 labels) + Sect. Name 0.199 0.220 0.238 0.125 0.122 0.120
BERT + Stock + Sect. (5 labels) + Sect. Name 0.234 0.254 0.279 0.176 0.161 0.144
Table 3: Results for Task 2 (Theme-based extraction).
Company Sector Industry Company Sector Industry
US LIME & MINERALS INDUSTRIAL GOODS GENERAL BUILDING MATER. WHITING PETROLEUM BASIC MATERIALS OIL & GAS DRILL. & EXPLR.
Freeport-McMoRan Copper&Gold Basic Materials Copper Halcon Resources Basic Materials Oil & Gas Drill. & Explr.
United State Antimony Basic Materials Industrial Metals & Minerals Callon Petroleum Company Basic Materials Independent Oil & Gas
Approach Resources Basic Materials Oil & Gas Drill. & Explr. Cimarex Energy Co. Basic Materials Independent Oil & Gas
XENIA HOTELS & RESORTS FINANCIAL REIT - HOTEL/MOTEL VIKING THERAPEUTICS HEALTHCARE BIOTECHNOLOGY
Ashford Hospitality Prime Financial REIT - Hotel/Motel Adaptimmune Therapeutics Healthcare Biotechnology
LaSalle Hotel Properties Financial REIT - Hotel/Motel Sage Therapeutics Healthcare Biotechnology
RLJ Lodging Trust Financial REIT - Hotel/Motel Celldex Therapeutics Healthcare Biotechnology
TELEPHONE & DATA SYSTEMS TECHNOLOGY WIRELESS COMMS. TANDY LEATHER FACTORY CONSUMER GOODS TEXTILE-APPAREL FOOTW.&ACC.
Verizon Communications Technology Telecom Services - Domestic Steve Madden Consumer Goods Housewares & Accessories
Sprint Corp Technology Wireless Comms. Vince Holdings Consumer Goods Textile - Apparel Clothing
U.S. Cellular Technology Telecom Services - Foreign Vera Bradley Consumer Goods Textile - Apparel Footw. & Acc.
Table 4: Three nearest neighbours for selected companies in the test set in the vector space resulting from our full BERT multitask model.
full method is shown as BERT + Stock + Sector + Sector
Name. On the last four rows, we furthermore show results
for a more challenging setting where only 2 or 5 sector labels
were used during training, instead of the full set of sector
labels from the dataset (see Section 4.1).
As can be seen in Table 1, BERT already outperforms the
BOW and SG baselines on the US dataset, even without in-
corporating any of the three supervision signals. For compar-
ison, we also show results of BERT when using the [CLS]
output vector instead of averaging the token-level vectors,
which performs substantially worse. Incorporating stock per-
formance and sector labels clearly helps, with further per-
formance gains being achieved when incorporating the sec-
tor name loss. When only 2 or 5 sector labels are available
for training, as expected, the performance drops. However,
for the industry labels, the drop is surprisingly small, which
shows that the model learns to identify which parts of the
annual reports contain the most relevant information, rather
than simply learning to predict particular sector labels. The
Japanese results in Table 2 broadly follow a similar pattern,
although a larger drop in performance is seen for the con-
figurations in which only 2 or 5 sector labels are used dur-
ing training. Moreover, the BOW and SG baselines are also
stronger in this case, outperforming the BERT configuration.
5.2 Theme-Based Extraction
Table 3 summarizes the results for Task 2. This task is clearly
more challenging than Task 1, especially considering the fine-
grained nature of the considered themes, which is reflected in
the overall scores. The BOW baseline performs surprisingly
well on this task. In terms of our model, the sector name
component of the loss function now clearly plays an impor-
tant role, which is not surprising, given that this component
specifically trains BERT to map category names onto the em-
bedding space. Surprisingly, the variant where only 5 sectors
are used during training actually leads to the best results for
the US and Japan. This reflects the fact that learning a map-
ping from sector names to the embedding space is most im-
portant for this task; including fewer sector names allows the
model to focus more on the segment name component.
5.3 Qualitative Analysis
To analyze the company embeddings qualitatively, Table 4
shows the nearest neighbours for selected companies from the
US test set (for the full BERT multitask model). As can be
observed, in some cases, the neighbors have the same sector
and industry labels (Xenia Hotels & Resorts and Viking Ther-
apeutics). The case of Viking Therapeutics provides an exam-
ple where the industry segment captured by the embedding
is finer-grained than the pre-defined industry labels, given
that all neighbors are specifically concerned with therapeu-
tics. Even in cases where the industry labels are different,
the nearest neigbors are often meaningful. For instance, the
neighbors of Tandy Leather Factory are all focused on prod-
ucts made with leather (i.e. shoes for Steve Madden and Vince
Holdings and handbags for Vera Bradley). This shows the po-
tential of our vectors for capturing themes that cut across the
traditional classification of industry segments. In the case of
US Lime & Minerals, the nearest neighbors belong to a differ-
ent sector. However, US Lime & Minerals is clearly related to
the Basic Materials sector, as they focus on the processing of
limestone. This illustrates the potential benefit of vector rep-
resentation in identifying borderline cases, or more generally,
for estimating the degree to which a company is exposed to a
given sector or industry segment.
6 Conclusion
This paper addresses the problem of learning company em-
beddings from annual reports, such that the embedding of a
given company characterizes the industries in which it is ac-
tive. To achieve this end, we introduce a multi-task learning
strategy, which is based on fine-tuning the BERT language
model on (i) existing sector labels and (ii) stock market per-
formance. Experiments in a newly constructed dataset of
US and Japanese companies (in English and Japanese lan-
guage, respectively) demonstrated the usefulness of this strat-
egy. The proposed distant supervision signals were effective
to improve the performance in several tasks. Finally, given
the flexibility of our multitask model framework, in future
work, it would be interesting to incorporate other sources of
business information, such as Price Earnings Ratio (PER) and
Price Book-value Ratio (PBR). Similarly, it would be useful
to analyze how the authoritative information that is contained
in annual reports can be complemented with more informal
sources, such as news stories and company websites.
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