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Abstract
While current search engines serve known-item search such as homepage finding
very well, they generally cannot support exploratory search effectively. In exploratory
search, users do not know their information needs precisely and also often lack the
needed knowledge to formulate effective queries, thus querying alone, as supported
by the current search engines, is insufficient, and browsing into related information
would be very useful. In this paper, we present a formal navigation-based retrieval
framework to unify querying and browsing and treat both as navigation over topic
regions. To support browsing effectively, we treat search logs as “footprints” left by
previous users in the information space and build a multi-resolution topic map to guide
a user in navigating in the information space. To test the effectiveness of the proposed
methods, we build a prototype system based on a small sample of search logs and a
commercial search engine. Our experiment results show that the proposed navigation-
based framework is promising and the proposed methods for guided navigation are
effective.
1
1 Introduction
Users’ search tasks vary a lot from a simple known-item search to very complex exploratory
search. In known-item search, a user has a well-defined information need and can generally
formulate a very effective queryand thus the current search engines often work very well. In
exploratory search, however, the information need is often complex and vague, and the goal
of search is mainly to gather and study information about some topic. Thus a user generally
does not know well about the information to be found in exploratory search (which is the
reason why the user needs to initiate the search in the first place). As a result, it is often
difficult for a user to formulate effective queries in exploratory search, and the user has
to reformulate queries many times in a trial-and-error manner. For example, when a user
wants to buy a used car, what he/she needs is not just a single piece of information such
as a list of used car dealers, but also opinions about the dealers by previous customers,
advantages/disadvantages of different brands, and advice on car insurance, etc. Formulating
effective queries to find all this information is quite challenging, especially for a user who does
not know well about the domain. For these reasons, the current search engines generally
do not perform well for exploratory search compared with known-item search [20]. Since
exploratory search happens very often, it is very important to study how to help users to
conduct effective exploratory search [38, 20].
Despite its importance, however, exploratory search appears to have just begun to attract
serious attention in related research communities [39, 37]. Most of the current work has been
summarized in a recent special issue of Communications of ACM [38]. In general, existing
work on exploratory search has been mostly focused on interface design and visualization,
but developing algorithms and formal retrieval frameworks for supporting exploratory search
have been significantly under-addressed.
In this paper, we present a formal navigation-based retrieval framework to integrate query-
ing and browsing, and develop related algorithms to effectively support exploratory search.
Our main idea is to provide guided navigation so that a current user can be guided by the
“footprints” in the information space left by previous users when they explore similar or
related information.
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Querying and browsing are two complementary ways of finding information, however the
current Web search engines mainly support querying, thus a user can only browse through
static hyperlinks between Web pages, which is quite restrictive because a user would unlikely
be able to navigate into a topic remotely related to the current page. For exploratory
search, it is quite important to help a user navigate into remotely related relevant pages to
compensate for the difficulty in formulating effective queries. Our idea is thus to break the
limitation of hyperlink-based browsing and leverage the footprints of other users to allow a
user to navigate into remotely related topics.
Our emphasis on navigation can be carried further to formulate a general navigation-based
retrieval framework that can unify querying and browsing. Both querying and browsing
can be regarded as navigating in the information space: querying is to navigate into an
arbitrary topic area specified by a query in the information space, while browsing typically
navigates into a nearby topic area. Thus we can combine querying and browsing naturally
in a navigation-based retrieval framework in which a user would be able to flexibly choose
between browsing and querying depending on the situation. In general, when the user can
formulate an effective query, he/she can choose querying, otherwise, the user could browse
through related topic regions to explore the information space.
To support a user to browse more effectively in our framework, a major challenge to be
solved is how to build topic regions and “semantic navigation roads” between them for users
to follow. In this paper, we propose to build a multi-resolution topic map to support
guided navigation. In particular, our map is built based on past queries and clickthroughs
in search logs, which can be regarded as footprints left by previous users in the information
space. Just as the footprints of previous visitors can help guide future visitors to famous
sites in a park, the footprints in an information space left by previous users can also help
future information seekers. Indeed, people often look for similar information due to various
reasons (e.g., people often need to perform similar tasks, have similar occupations, or share
similar cultures), thus it is possible to leverage previous users’ search experiences to help a
current user reach relevant information more quickly.
The idea of having multiple resolutions is to capture those frequently-visited topic regions
3
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Figure 1: Interface snapshot of our system.
in different granularities. Topics with coarse granularities (i.e., low resolutions) subsume
those with finer granularities (i.e., high resolutions). For example, “car” can subsume “car
rental,” “car pricing,” and “car insurance”. With a multi-resolution topic map, a user can
easily reach topics of different granularities through vertical navigation (i.e., zoom in and
zoom out) as well as topics with the same level of granularity through horizontal navigation
(i.e., moving to a neighbor area), achieving flexible navigation. Typically, after a user submits
a query, the user would arrive at a topic region in the information space, or a node on the
map. From this node, he/she can use the map as guidance to visit many related topic regions,
including those that are remotely related, to explore the information space effectively.
Based on our navigation-based retrieval framework, we develop a prototype system (see
Section 4). Figure 1 shows a snapshot of our system interface. On the left pane, a fisheye
view of the map is shown and on the right pane, information about a topic region (e.g., search
results of a query) is shown. At any time, a user can have two ways to navigate – either
moving through the topic map or formulating a new query. When the user is navigating
through the map, the user can view the current region though double clicking the interesting
node. Similarly, when the user submits a new query, the map in the left pane will also
be updated to reflect the target region of the query. While on the surface, our interface
is similar to the clustering interface of search results, there is a critical difference in the
underlying information seeking model. The purpose of a clustering interface is to facilitate a
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user navigating inside the current search results, while our map is to allow a user to navigate
outside the current search results and potentially reach quite different topic areas.
We evaluate the potential benefit of our navigation-based retrieval framework based on
a sample log data from a commercial search engine. The results show that the proposed
navigation-based framework is promising and our search log based topic map is effective and
can help a user reach useful pages quickly through pure navigation.
2 Navigation-Based Exploratory Search
We view exploratory search as a process of iterative navigation in an information space
where navigation is broadly interpreted to include both querying and browsing. Compared
with existing retrieval frameworks, our framework emphasizes more on supporting browsing
which we believe is critical in exploratory search.
2.1 A Formal Navigation Framework
We first formally define a new navigation-based framework for exploratory search. Let
C = {d1, ..., d|C|} be a collection of documents to be searched. We first define the concepts
topic region and topic region space.
Definition 1 (Topic Region) A topic region T ⊂ C is a subset of documents that are
about a topic. For example, all the documents matching a phrase can form a topic region
characterized by the phrase.
Definition 2 (Topic Region Space) The topic region space S is the set of all possible
topic regions defined on C. That is, S = 2C .
The topic region space enables us to view querying as navigation in this space. More
specifically, a user would end up viewing a subset of documents (i.e., search results) after
submitting a query, thus we can view this process as helping the user navigate into the topic
region corresponding to the search results. Note that for generality, we allow the topic region
space to contain potentially non-coherent topic regions.
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Since search results are generally ordered by relevance values, we further assume that at
any time point t, we have a user-specific ranking function rt : C → < which assigns a real
value score to each document and thus defines an order of documents. As will be discussed
later, this ranking function can be improved over time as we collect more information about
the user. That is, the ranking of documents will be context-sensitive.
When a user repeatedly submits a query, the user would be essentially visiting different
topic regions defined by the queries, and at any time ponit t, a user could view the documents
in the current region in the order defined by the ranking function rt.
To make browsing a “first-class citizen,” we define the concept topic map.
Definition 3 (Topic Map) A topic map M = (V, E) is a graph with regions as vertices
(i.e., V ⊂ S). An edge between two topic regions means that the user can navigate from one
topic region into the other. That is, if (vi, vj) ∈ E, then a user would be able to navigate
between vi and vj.
Intuitively, the topic map provides a way to navigate in the topic region space through
pure browsing. Indeed, when a user follows a path on the map, the user would be moving
from one topic region to another, just like submitting reformulated queries. In general, when
a user is visiting a topic region at time point t, the documents in that region would be ranked
using rt, the ranking function at time t for this user.
We now see clearly that our navigation framework naturally unifies querying and browsing
in a single framework. We can now formally define these two different navigation operators:
Definition 4 (Navigation Operator) A navigation operator is a function that maps one
topic region to another. We use N as the set of all navigation operators. That is, N = {f :
S → S}.
Definition 5 (Query Navigation Operator) A query navigation operator Q(q) is de-
fined as Q(q)(T ) = Tq, where q is a query and Tq is the topic region corresponding to
the search results of using the query q. For any T1 6= T2, we have Q(q)(T1) = Q(q)(T2).
Therefore, such a definition assumes that a query navigation operator returns a topic region
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regardless the current region. It is thus a “memoryless” navigator and we can use Q(q) to
represent Tq without incurring confusion.
Definition 6 (Browsing Navigation Operator) A browsing navigation operator B(v1, v2)
is defined as B(v1, v2)(v1) = v2, where (v1, v2) ∈ E is an edge on the topic map. B(v1, v2)(v)
is undefined if v 6= v1. Intuitively, a browsing navigation operator B(v1, v2) brings a user
from topic region v1 to v2.
Definition 7 (Compatibility) Two navigation operators Ni and Nj are compatible if and
only if one of the following three conditions holds: (1) Nj is a query navigation operator; (2)
Ni = B(v1, v2) and Nj = B(v2, v3); (3) Ni = Q(q) and Nj = B(Q(q), v).
Definition 8 (Navigation Trace) A navigation trace is a sequence of navigation operators
N1, N2, ..., Nk such that Ni and Ni+1 are compatible.
With these definitions, we can describe any user’s information seeking process as a nav-
igation trace. For example, if the user submits a query q1, navigates into a region T1 from
the search result region, navigates further from T1 to T2, and finally submits another query q2,
then the process can be formally described by the navigation trace Q(q1), B(Q(q1), T1), B(T1, T2), Q(q2).
The flexibility of combining multiple operators formally to describe an arbitrary information
seeking process shows the expressiveness of our framework. Indeed, it provides a solid theo-
retical basis for studying many different ways to combine querying and browsing as well as
developing systems to integrate querying and browsing.
The main task in developing a system to support the proposed navigation framework is to
implement the query navigation operator and the browsing navigation operator. The query
navigation operator can be implemented using any existing retrieval/ranking function. For
example, we can score documents, rank them, and then take top K documents as the value
of Q(q)(T ). The browsing navigation operator can be implemented by constructing a topic
map with pre-defined regions. The map can be pre-computed to avoid query-time overhead,
but it can also be constructed dynamically based on the navigation trace of the user. When
we use a pre-constructed map, we may face a problem of incompatible navigation operators
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when a user switches from querying to browsing as the result topic region of the query may
not correspond exactly to a node/point on the map. This problem can be solved by defining
a “query-extended” map in which we would add any current query result topic region to the
map and connect this topic region to a few “closest” regions on the map. (We will discuss
later how we define the closeness.) This would allow a user to navigate into the pre-defined
regions on the map.
Viewing existing search engines in our navigation framework, we see that they mostly
only support query navigation operators. A main contribution of our work is to study how
to effectively support browsing navigation operators which boils down to how to construct
a good topic map.
2.2 Multi-Resolution Topic Map
A topic map is to guide a user navigating in the information space just as a geographic map
can guide a traveler touring a city. As a geographic map tends to include population-dense
regions, our topic map also intends to include frequently-visited topic regions. Also, as a
geographic map would show roads to connect different regions to enable transportation, our
topic map would also have semantic connections between topic regions to enable browsing.
In any interesting application, especially an unrestricted domain such as Web, the topic
map can be quite large. How to facilitate a user in navigating on this map would be itself
a challenge. We solve this problem by constructing a topic map with multiple resolutions.
The idea of multiple resolutions is again analogous to the idea of displaying a geographic
map in multiple resolutions, and it would allow a user to get to one region from another
easily on the map. Specifically, if the user wants to visit a topic region far away on the map,
he/she can simply “zoom out” to a high-level general topic region (e.g., sports) and quickly
navigate into a quite different (general) topic region (e.g., economy); similarly, if the user is
interested in a region and wants to explore more in the region, he/she can “zoom in” and
get a detailed view of the region (e.g., from “sports” to a set of regions such as “baseball,”
“basketball,” and “football”).
We now define the multiple-resolution topic map formally.
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Definition 9 (K-Level Multi-Resolution Topic Map) A k-level multi-resolution topic
map consists of k ordered topic maps, M = (M1, ..., Mk), such that for any two adjacent
maps Mi = (Vi, Ei) and Mi+1 = (Vi+1, Ei+1), we have a zooming relation Z ⊂ Vi × Vi+1
which covers every topic region in both Mi and Mi+1.
In a multi-resolution topic map, we can refine browsing navigation operator defined in
Definition 6 into vertical browsing operator, in which E in Definition 6 is set as the zooming
relation Z in Definition 9, and horizontal browsing operator, in which E in Definition 6 is
set as Ei in Definition 9. The zooming relation tells us how to refocus on a map with a
new resolution if the user zooms in/out on a current map. Specifically, suppose the user
is currently visiting region vi on map Mi. If the user zooms in, he/she will see a set of
“children” topic regions {vi−1|(vi−1, vi) ∈ Z} on map Mi−1. Similarly, if the user zooms out,
he/she will see a set of “parent” topic regions {vi+1|(vi, vi+1) ∈ Z} on map Mi+1. Thus, with
the zooming relation and maps of multiple resolutions, a user can potentially navigate into
remotely related topics quickly.
The remaining questions are: (1) How do we actually choose the regions to be included
on our map? (2) How should we connect them? Theoretically speaking, we could include
all the possible topic regions. But such a map would have many non-interesting regions
and would be too complex to be useful for a user. Thus more focused maps such as one
constructed based on an ontology or encyclopedia would be more useful. We may even allow
a user to choose among multiple maps. In this paper we explore the idea of including only
those topic regions frequently visited by previous users (thus including frequent queries and
clickthroughs) as they are likely to be interesting to future users in exploratory search.
2.3 Ranking in the Navigation Framework
While not explored in this paper, ranking is another important component in our framework.
It is thus worth some discussion.
Ranking is important for three reasons. First, the ranking function is critical for sup-
porting the query navigation operator as we generally define the target topic region of a
query navigation operator as the top-ranked documents using the query. Second, even when
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a user reaches a region through browsing, it is still desirable to rank the documents in the
region. As the user navigates from document to document within a region, the order of
unseen documents can also be dynamically ordered as in the case of implicit feedback [30].
Third, when a user is landing on a region that is not exactly a region on our map, we will
need to leverage the ranking function to find the closest regions on the map.
While ranking of documents has been the central research topic in information retrieval
and Web search, the navigation framework raises some new interesting research questions
related to ranking:
First, a user would leave a richer interaction history in the navigation framework which
would include not just queries, clickthroughs, but also browsing actions such as zoom in/out
operations and neibhorhood explorations. Existing work in personalized search and implicit
feedback has already shown the usefulness of the existing query-based history information
[30]. It would be very interesting to study how we can incorporate all the navigation infor-
mation to further improve a ranking function.
Second, while traditionally, ranking is mainly to order documents, in the navigation frame-
work, we also need to rank the topic regions of a map. How to generalize the current docu-
ment ranking functions or design new ranking functions to perform region ranking is another
very interesting research question.
As a first step in studying the navigation framework, in this paper, we simply reused the
ranking function provided by an existing search engine, leaving all these questions for future
work.
3 Search Log based Topic Map
Our idea of supporting exploratory search is through exploiting search engine logs to build
a topic map. Search engine logs record the activities of Web users and generally have the
following information: text queries that users submitted, the URLs that they clicked after
submitting the queries, and the time when they clicked. During search processes, users may
reformulate their queries several times and these form query sequences in the logs. All this
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information can be regarded as footprints left by previous users.
In this paper, we only utilize text queries and clicked pages as footprints of previous users.
If we think the whole web as an information space, frequently clicked pages are the items
in the information space which have been frequently visited by past users and those pages
which are “close” to each other in the information space form topic regions. Text queries
can be thought as concise descriptions of such topic regions. In this section, we propose to
build a multi-resolution topic map to characterize the topic regions having dense footprints
and construct semantic roads between them.
3.1 Representing Footprints
We use both queries and clickthroughs to represent information footprints. Our method is
to generate a pseudo-document for each query. We utilize the clickthrough information in
search logs for this purpose. For each query in the logs, we have all the clicked URLs by
all past users. However, only URL information would not give meaningful representations
since URLs alone are not informative enough to capture the footprints accurately. To gather
rich information, we enrich each URL with additional text content. Specifically, given any
query, we can obtain its top-ranked results using the same search engine as the one from
which we obtained our log data, and extract the search engine snippets of the clicked results,
according to the log data. Given a query, all the snippets of its clicked URLs are used to
generate a pseudo-document. Thus, each pseudo-document corresponds to a unique query
and the keywords contained in the query itself can be regarded as a brief summary of the
corresponding pseudo-documents. Intuitively, all these pseudo-documents and their associ-
ated queries capture the footprints in the information space and we use them to build our
topic regions through clustering techniques.
3.2 Forming Topic Regions by Clustering
Given all the queries in logs Q = {q1, ..., qn}, we have corresponding pseudo-documents L0 =
{d1, ..., dn}. We use an algorithm based on graph partition: the star clustering algorithm [2]
to discover the coherent topic regions. We describe the star clustering algorithm below.
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Given L0, star clustering starts with constructing a pairwise similarity graph on this
collection based on the vector space model in information retrieval [27]. Then the clusters
are formed by dense subgraphs that are star-shaped. These clusters form a cover of the
similarity graph. Formally, for each of the n pseudo-documents {d1, ..., dn} in the collection
L0, we compute a TF-IDF vector. Then, for each pair of documents di and dj (i 6= j),
their similarity is computed as the cosine score of their corresponding vectors. A similarity
graph Gσ can then be constructed using a similarity threshold parameter σ as follows. Each
document di is a vertex of Gσ. If sim(di, dj) > σ, there would be an edge connecting
the corresponding two vertices. After the similarity graph Gσ is built, the star clustering
algorithm clusters the documents using a greedy algorithm as follows:
1. Associate every vertex in Gσ with a flag, initialized as unmarked.
2. From those unmarked vertices, find the one which has the highest degree and let it be
u.
3. Mark the flag of u as center.
4. Form a cluster C containing u and all its neighbors that are not marked as center.
Mark all the selected neighbors as satellites.
5. Repeat from step 2 until all the vertices in Gσ are marked.
Each cluster is star-shaped, which consists a single center and several satellites. There is
only one parameter σ in the star clustering algorithm. A big σ enforces that the connected
documents have high similarities, and thus the clusters tend to be small. On the other hand,
a small σ will make the clusters big and less coherent.
3.3 Building a Multi-Resolution Topic Map
For a multi-resolution topic map, we can build it in either a top-down or a bottom-up
manner. In this section, we adopt a bottom-up hierarchical clustering method.
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3.3.1 Generating Map Nodes and Vertical Relations
We use hierarchical star clustering to build map nodes and their zooming relations. Let L0
be the set of individual queries. We apply our star clustering algorithm on L0 with a high
σ1 values so that we can find small but very coherent topic regions. Each region/cluster
provides a center query and all these center queries form a set L1. Recursively, we can
apply star clustering on L1 with a medium threshold σ2 to generate another set of center
queries L2. L2 can then be used to generate L3 with a small threshold σ3 and etc. In our
experiments, we generate a three-level topic map by setting σ1 = 0.7, σ2 = 0.5, and σ3 = 0.3.
Recursive clustering gives us clusters in different granularities. Each cluster is a node in
our map and all clusters in Li form the set of nodes in i-th level of our map. A cluster in
a coarse granularity subsumes several clusters in a finer granularity. Thus in our map, we
have vertical or zooming relations among the corresponding nodes. Each cluster in different
levels is a topic region which contains a set of pseudo-documents in L0 and a set of queries.
3.3.2 Computing Horizontal Relations
The procedure above generates a k-level hierarchy which can support vertical navigation.
Here we describe our methods to connect nodes/clusters in the same level to support hor-
izontal navigation. In the same level, each cluster has a set of queries in Q and all these
queries in the set can be used as the content of the cluster. Intuitively, semantically closely
related clusters would have high similarities in their contents. Therefore, we can build a vec-
tor representation for each cluster and use cosine similarity score to measure the closeness
of two clusters. In this paper, we propose a random walk based similarity measure which
can be used to incorporate other useful information in logs such as query sequences in user
sessions.
Specifically, given two clusters Ci and Cj, we would calculate a probability P (Cj|Ci) to
measure the probability of arriving cluster Cj if we start a random walk from Ci. The general
random walk works as follows: From Ci, we randomly walk to a query Qb ∈ Ci. Then we
randomly walk to another query Qa from Qb. The last step is another random walk from Qa
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to a cluster Cj which contains Qa. Therefore
P (Cj|Ci) =
∑
Qa,Qb
P (Cj|Qa)P (Qa|Qb)P (Qb|Ci). (1)
All those probabilities can be modelled flexibly. For example, P (Qa|Qb) can be modelled as
the probability of a user reformulates queries from Qb to Qa. Another version of random
walk is to change Qa and Qb to two terms wa and wb respectively. Then we have a similar
formula
P (Cj|Ci) =
∑
wa,wb
P (Cj|wa)P (wa|wb)P (wb|Ci). (2)
where P (wa|wb) can be modelled as the probability of seeing wa in a following query given its
previous query containing wb in user sessions. Without using any additional information, we
can assume P (wa|wb) = 1 if wa = wb and 0 otherwise. Then Equation (2) can be simplified
as
P (Cj|Ci) =
∑
w
P (Cj|w)P (w|Ci). (3)
In our experiments, we use Equation 3 and estimation P (w|Ci) =
c(w,Ci)∑
w c(w,Ci)
and P (Cj|w) =
c(w,Cj)∑
C c(w,C)
where c(w, C) is the count of w appearing as a content word in cluster C.
3.3.3 Labelling Map Nodes
Each cluster generated above corresponds to a node in our topic map. To provide effective
guidance when end users navigate in our topic map, we need to associate a meaningful label
with each node. A label should be informative enough to represent the nodes’ information
in the corresponding cluster. We use query words to generate labels for each node in our
map since query words are more accessible from a user’s viewpoint. In this paper, we use a
variant of frequent pattern algorithm to generate the labels in a top-down manner. We start
from the nodes in the highest level (Level 3) of our map. For each node, we take every query
in the corresponding cluster as a word sequence and find the most frequent one (unigram)
or two words (bigram) in the corresponding query set as its label. For example, we can get
a label “car” for a node in Level 3. After generating labels for Level 3, we apply the similar
procedure to Level 2, but with a constraint that a word will not be selected if it has been
used by its parent node. After we get the frequent word(s) for a node in Level 2, we append
14
the label of the node’s parent node in Level 3 as prefix to label the node. For example, if
we get the most frequent word of a node in Level 2 as “rental” and the node’s parent’s label
is “car”, then we label the node by “car::rental”. For a node in Level 1, we use the center
queries output by the star clustering algorithm as its label.
4 Prototype System
We build a prototype system based on a small sample of search logs and a commercial search
engine to integrate querying and browsing. A snapshot of our system interface is shown in
Figure 1. In our system, a user can have three operators: querying, viewing a map node,
and navigating in the map.
Querying. When a user submits a new query through the search box, the search results
from a search engine will be shown in the right pane. At the same time, we locate the
query in our map and present a ranked list of its closest nodes in Level 1 in the left pane for
users to select. To rank the nodes in Level 1, we first retrieve the top m pseudo-documents
using the standard Okapi method [25]. Each pseudo-document corresponds to a past query.
For nodes/clusters in Level 1, we count how many of the retrieved pseudo-documents each
contains and use these counts to order them.
Viewing a map node. When a user double clicks on a map node, we will display all the
clicked URLs aggregated over all the past queries in the clicked node on the top of the right
pane. At the same time, the label of clicked node will be sent to the search engine as a query
to retrieve search results. The content in the right pane tells a user the most frequently
visited pages for in the current node and also the search results. The user can thus visit
footprints of previous users or leave his/her own footprints by examining new search results.
Navigating in the map. The left pane in our interface is to let a user navigate in the
map. When a user clicks on a map node, this pane will be refreshed and a fisheye view with
the clicked node as the current focus will be displayed. In a fisheye view, we show the parents,
the children, and the horizontal neighbors of the current node in focus (labelled as “center”
in our interface). A user can thus zoom into a child node, zoom out to a parent node, or
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navigate into a horizontal neighbor node. In our current implementation, the children and
neighbor nodes are ordered by Equation 3 and the parent nodes are ordered by their size
(the number of children they contain).
The three different operators provide flexibility for users to either querying or browsing
interchangeably. Navigating in the map provide semantic roads to help user reach related
topic regions even without formulating a query by himself/herself.
5 Experiments
5.1 Data Set
Our data set is a sample of search log data from a commercial search engine. In total, this log
data spans 31 days from 05/01/2006 to 05/31/2006; there are 8,144,000 queries, 3,441,000
distinct queries, and 4,649,000 distinct URLs in the raw data.
To test our system, we separate the whole data set into two parts according to the time:
the first 2/3 data is used to simulate the historical data that a search engine accumulated.
We treat this log data as footprints and build our topic map. The last 1/3 data is hold out
to construct our test cases which will be described in details in a later section. In the history
collection, we clean the logs by only keeping those frequent, well-formatted, English queries
(queries which only contain characters ‘a’, ‘b’, ..., ‘z’, and space, and appear more than 5
times). After cleaning, we get 169,057 unique queries in our history collection in total. On
average, each query has 3.5 distinct clicks. For each query, we build a “pseudo-document”
based on its clicked snippets. The average length of these pseudo-documents is 68 words and
the total data size of our history collection is 129MB.
5.2 Three-Level Topic Map
Based on the history collection we described above, we build a three-level topic map according
to the method we described in Section 3. The first level has the finest granularity and the
third level has the most coarse granularity. We show several examples of the nodes/clusters
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Level 1 Level 2 Level 3 Horizontal
used+car car::used car car
car+prices used+car car::used auto 0.05
used+car+prices car+ratings car::blue+book cars 0.03
new+car+prices car+for+sale car::rental insurance 0.02
used+car+reviews used+car+finder car::pictures acura 0.01
used+car+values edmunds+car car::parts loan 0.01
Table 1: Examples of nodes in the three-level topic map.
in different levels in Table 1. In this table, the boldfaced words are the labels for the
nodes/clusters. We use past queries as labels for first-level nodes, but we use query words
instead of entire queries to label the nodes/clusters in the second and third levels. A major
reason is that user queries are specific in most cases so that they are not always suitable to
label clusters in a coarse granularity. Instead, using partial queries or query words is better.
From these tables, we can see that the nodes/clusters in the first level are very coherent. All
the queries in a cluster have mostly equivalent meanings to the node’s label. On the other
hand, the second and third level clusters represent larger scope of concepts.
Our topic map can also enable users to view topics in the same level of granularity and
we show an example of horizontal neighbors of the third level in the last column of Table 1
and the closeness of neighbors is calculated by random walk based similarity in Equation 3.
We can see that the top ranked neighbors are indeed related and provide flexible choices for
users to navigate into related topic areas. For example, we can go from “car” to “auto,” to
“loan,”, or to “insurance.” All these neighbors provide useful guidance/choices for users to
navigate into related topic regions.
5.3 Eectiveness of Guided Navigation
5.3.1 Experiment Design
To test the effectiveness of our idea of using search logs as footprints, we construct our test
cases using the sessions in our hold-out test logs. The test logs consist of user sessions and
17
in each session, a user submitted several queries sequentially and clicked certain documents
for each of the submitted queries. A typical scenario is that a user first tries an initial query
and clicked certain documents. If the current results are poor or the user wants to find more
relevant information, the user will reformulate the queries several times and click on more
documents which are appealing to him/her. In our experiments, we use each session as a test
case and use the clicked documents of in a session to approximate the relevant documents [15].
In the current search engines, users try to access additional relevant documents (i.e., clicked
documents after the user submits the second query) through reformulating their queries.
Our goal is to test the effectiveness of our guided navigation method in helping users find
those additional documents only through browsing after the submission of the initial queries.
Formally, let {Q1, Q2, ..., Qk} be a sequence of queries that a user tried in a session and
let R be all the clicked documents for queries {Q2, ..., Qk}. R is regarded as the additional
relevant documents to the user’s information need. Note that we do not include the clicked
documents of Q1 in R. Our experiments are designed to test whether our guided navigation
can help a user reach the documents in R only through browsing.
Since our goal is to support exploratory search, we use several heuristics to filter those
sessions in our test cases to better approximate exploratory search scenarios. Each session
has at least 2 different queries and at least 10 clicked documents (including the clicks for
Q1). To ensure that queries in a session are about a coherent information need, we further
require that two adjacent queries in a session should share at least one word. After applying
the above heuristics to our test data, we obtain 76 sessions as our test cases. On average,
each session has 2.22 queries and the size of R is 7.74.
To evaluate our methods, we conduct experiments to simulate a user’s actions when the
user uses our system. In particular, we simulate a one-step action which is to simulate that a
user view 1 node in our map after the user submits the very first query Q1. We will compare
the benefit of this navigation action in our system with a query reformulation action of
submitting a second query Q2.
We compare our methods with two baselines. Our first baseline method (BL1) is to use
Q1 to retrieve a ranked list from a search engine. Our second baseline (BL2) is to use Q2 to
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retrieve documents from the same search engine. We use R to evaluate the accuracy of these
two baselines. For our method, we use Q1 as input to return a list of map nodes in Level 1 to
a user. Then the user can first examine several nodes and finally decide to view a returned
node. After the user views a node in our map, a ranked list of URLs of previously clicked
documents in the node/cluster will be presented, as well as a list of organic search results
from the search engine. For simplicity, we rank all the clicked URLs on the top of the search
results and their rankings are decided by the historical click frequencies (see Figure 1). We
then use R as relevant set to evaluate the returned URL lists after the user view a map node.
To simulate which node a user will view in our map, we use 4 variants as follows.
Simu0Default: This variant is the most naive method which assumes that the user will
view 1st ranked map node.
Simu0Best: This variant is to assume that the user will view the “best node” after ex-
amining the top 10 map nodes returned for Q1. We will describe what is the best node
soon.
Simu1Default: This variant is an extension of the first variant. In this variant, a user
first clicks on the 1st ranked node and our system will display its neighbors. The user then
examines both the 1st ranked node and its top 10 horizontal neighbors. The best node of
these 11 nodes is finally viewed by the user.
Simu1Best: This variant is an extension of the second variant. In this variant, a user first
clicks on the node in Simu0Best and our system will display the node’s neighbors. The user
then examine both this node and its top 10 horizontal neighbors. Finally the user decides
to view the best node among all these 11 nodes.
For all the 4 variants, Simu0Best, Simu1Default, and Simu1Best assume a user would
optimally choose the best node to view, where the best node is the one whose ranked list
of URLs have the best P@10, evaluated based on R. These are optimal simulations which
are to show the performance upper-bound of our system. However, given informative and
accessible labels in our map, users can probably choose the best or nearly best node to view
in reality. Simu1Default and Simu1Best are extensions of Simu0Default and Simu0Best, and
are to test whether a user can get even more useful information after more exploration.
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Figure 2: Comparison of different methods
Treating R as the relevant documents, we use P@5 (Precision at 5 documents) and P@10
(Precision at 10 documents) to evaluate different methods.
5.3.2 Result Comparison and Analysis
In Figure 2, we compare different methods using the two primary measures. We compare
the two baseline methods BL1 and BL2 with four variants of our method. In this figure,
we can see that BL1 is very poor and it means that the first query is ineffective to retrieve
additional documents. Simu0Default is a naive method which assumes the user would view
the first node. Since the first node is the most similar to the current query Q1, it is not
surprising that its result is also poor. BL2 uses the second query Q2 and the result is much
better. This means that reformulating queries can get more relevant documents. Our variant
Simu0Best achieves much better results than BL2 and this means that selectively visiting a
node in our map can reach more relevant documents accurately than reformulating a query.
From this figure, we can also see that Simu1Default and Simu1Best achieve better accuracy
than Simu0Default and Simu0Best respectively. This means that more documents can be
reached through viewing a neighbor node. All these confirm the benefit of guided navigation
and the effectiveness of our methods.
Difficult Query Analysis. We show the effectiveness of our method for difficult queries.
In this experiment, we use BL1 to assess the difficulty of queries. For all the test cases, we
separate them into two parts according to their P@10 in BL1. The first part (Part I)
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#Sessions BL1 Simu0Best Impr.
Part I (P@10 = 0) 50 0 0.114 0.114
Part II (P@10 > 0) 26 0.138 0.173 0.035
Table 2: Improvement over difficult queries with respect to average P@10. Part I corresponds
to those more difficult queries.
corresponds to the cases with P@10 = 0, which means Q1 can not retrieve any additional
documents to top 10. The second part (Part II) corresponds to the cases with P@10 >
0. This means that we can retrieve at least 1 document using the original query Q1. We
compare the improvement of our Simu0Best over BL1 for these two sets of test cases using
P@10. Table 2 summarizes the results. In this table, we can see that 50 test cases fall into
Part I and 26 test cases fall into Part II. For Part I, we can improve P@10 by 0.114 from
0 to 0.114 on average. For Part II, the improvement is only 0.035 from 0.138 to 0.173 on
average. Since the cases in Part I is more difficult than the cases in Part II, this means that
navigation based on our topic map can help more for more difficult queries.
History Richness. We show the impact of history richness on our method. We use Q2
to retrieve our history collection and use the number of returned pseudo-documents as the
indicator of the history richness for a test case. According to the number of returned pseudo-
documents, we separate the test cases into 4 bins. Bin 1 has 0∼40 , Bin 2 has 40∼80, Bin 3
has 80∼120, and Bin 4 has more than 120 returned pseudo-documents. Bin 1 corresponds to
those cases without much history while Bin 4 corresponds to those cases having rich history.
For each bin, we show the number of test cases whose P@10’s are improved versus decreased,
by comparing Simu0Best with BL1. The result is shown in Figure 3. From this figure, we
can see that the percentage of improved test cases increases along with the increase of the
history richness. For example, in Bin 4, we improve 22 and decrease 2 cases. But in Bin 2,
we increase 8 and decrease 3. This confirms that the more history we have, the better we
can help users for navigation. More importantly, as time goes, more and more queries will
have sufficient history, so we can improve more and more exploratory searches.
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Figure 3: The impact of history richness.
Trace 1 Trace 2
Action Query/NodeLabel Action Query/NodeLabel
Querying car accidents Querying health insurance
Click Node car accidents View Doc www.healthinsurance.com
Zoom Out crash::car Click Node health insurance
Zoom Out crash Horizontal medical insurance
Horizontal auto Zoom Out insurance::life
Horizontal insurance Zoom Out insurance
Zoom In insurance::car Zoom In insurance::traveler
Zoom In car insurance Zoom In traveler insurance
Click Doc www.geico.com Click Doc www.travelers.com
Table 3: System log trace examples.
5.3.3 System Log Data
We disclosed our prototype system to several users internally and logged their navigation
traces. In Table 3, we show two example traces of our internal usages. In our system logs,
a typical trace starting from a new query by “Querying”. Then the user can navigate over
our topic map or view the returned documents. On the map, the user can “Zoom In,”
“Zoom Out,” or move “Horizontally.” For example, in Table 3, a user can start from “car
accidents” and finally arrive at “car insurance.” Another user starts from “health insurance”
and finally arrives at “traveler insurance.” All these show that our map can potentially
help user to navigate into remotely-related topics, which are very important for exploratory
search. Apparently, all these traces provide valuable information for future research such as
personalization [30].
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6 Related Work
Our work is closely related to exploratory search which appears to have just begun to attract
serious attention in related research communities [39, 37, 38, 20, 17, 11]. Different from the
previous works in HCI community which mostly focus on interface design [38, 13, 8, 12], our
emphasis is to build a topic map to guide users’ navigation in the whole information space.
Querying and browsing have been regarded as two information search paradigms [10, 18, 19].
Integrating querying and browsing has been studied in library science domain [3, 21, 5] where
a lot of catalog or meta-data information exists. Our work is on the Web domain and relies
on unstructured user history data. A recent work [29] tried to integrate browsing, searching,
and visualization in a digital library and mSpace [17] project is to facilitate browsing over
music space. These two works, together with [11], rely on well-defined metadata to provide
multi-faceted browsing over specific domains. Their techniques can be hardly extended to
Web domain and they support browsing very limitedly. Some other works such as [23, 22]
do not create new ways to support browsing, but try to make the existing hyperlinks easier
for users to browse. They either try to find pages which have a lot of useful hyperlinks [23]
or highlight those hyperlinks which appear appealing to search queries [22]. Our work is to
break the limitation of hyperlinks through a constructed topic map.
We treat search logs as footprints to guide users’ navigation in the information space.
In the past, search logs have been exploited for several different purposes such as query
clustering [34, 4, 28], personalized search [30], latent semantic analysis [32], and learning
retrieval ranking functions [24, 1]. In particular, our work is related to log based query
suggestions [16, 26, 7] which is to recommend closely related queries to a current query.
A main difference of our work is that we try to characterize a global structure of users’s
information footprints and can help users reach remotely related topic areas while query
suggestions do not build a global structure and thus can only help touch local areas close to
the input query. Our framework also does not restrict a map to one constructed with query
log; we can use an ontology or encyclopedia to construct multiple maps for a user to choose.
Recently, a special type of user logs, i.e., users’ browsing trails/traces, is studied in [36]. A
browsing trail is a list of pages browsed by users after a submitted query. [36] extracts the
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starting queries and destination pages (i.e., the last pages in the trails) and recommend the
destination pages to users when a similar query is submitted. Our work is different in that
we use the general search logs and support navigation through topic maps.
Our work is also related to search result organization, which includes clustering based
methods [31, 41, 40, 33, 14], categorization based methods [6, 9], and multi-facet based
methods [13, 11]. All the work in search result organization is to help users navigate inside
the current search results. A major difference of our work is that we help users navigate
outside of the search results to explore remotely related topic regions, which is more impor-
tant for exploratory search when a user’s information need is not well-defined. Most of the
previous work such as [14] relies on the content of search results but our work relies on search
engine log data, which can generate results more accessible to users [33]. Yet our work is
different from query suggestions as discussed above.
We treat search logs as “footprints” to help user search tasks. Previous work such as [35]
has made a similar analogy and explored footprints to build maps, trials, and annotations
to help a new user for information exploration. The novelty of our work is that we propose
methods to use search logs as footprints and try to help users in Web search tasks.
7 Conclusions and Future Work
In this paper, we study how to support guided navigation for exploratory search. We de-
fine a novel navigation based exploratory search framework which can integrate querying and
browsing in a navigational view. In our framework, we treat browsing as important as query-
ing and propose to support browsing using a multi-resolution topic map. Treating search
logs as information footprints, we build a topic map which can capture the frequently-visited
topic regions in different granularities. Based on our topic map, we develop a prototype sys-
tem which enables users to navigate from one topic region to another, and thus explore
information space flexibly. We conduct experiments using a sample of search logs and the
results show the promise of our framework and effectiveness of our algorithms.
Our current work can be extended in several interesting research directions. First, de-
24
veloping effective ranking functions to rank topic regions in our navigation framework is an
interesting future topic. Second, we have built a prototype system and it provides more
functionalities for users to interactively search. We can study how to collect user interaction
history and use their history to evaluate our system. More importantly, these interactions
give us richer navigation traces and we can study how to leverage these traces to make our
map and search results more personalized. Third, we construct our topic map based on
content similarity. In the future, we will study how to build a multi-view multi-resolution
topic map to support users’ navigation more effectively.
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