Semi-Supervised StyleGAN for Disentanglement Learning by Nie, Weili et al.
Semi-Supervised StyleGAN for Disentanglement Learning
Weili Nie∗ 1 Tero Karras 2 Animesh Garg 2 3 Shoubhik Debhath 2 Anjul Patney 2
Ankit B. Patel 1 Anima Anandkumar 2 4
Abstract
Disentanglement learning is crucial for obtaining
disentangled representations and controllable gen-
eration. Current disentanglement methods face
several inherent limitations: difficulty with high-
resolution images, primarily on learning disentan-
gled representations, and non-identifiability due
to the unsupervised setting. To alleviate these limi-
tations, we design new architectures and loss func-
tions based on StyleGAN (Karras et al., 2019), for
semi-supervised high-resolution disentanglement
learning. We create two complex high-resolution
synthetic datasets for systematic testing. We in-
vestigate the impact of limited supervision and
find that using only 0.25%∼2.5% of labeled data
is sufficient for good disentanglement on both
synthetic and real datasets. We propose new met-
rics to quantify generator controllability, and ob-
serve there may exist a crucial trade-off between
disentangled representation learning and control-
lable generation. We also consider semantic fine-
grained image editing to achieve better general-
ization to unseen images.
1. Introduction
Disentanglement learning with deep generative models has
attracted much attention recently (Chen et al., 2016; Hig-
gins et al., 2017; Locatello et al., 2019a). This is crucial
for controllable generation, where the control or style fac-
tors specified to the generator need to be disentangled for
faithful generation. Another goal is learning disentangled
representations where the goal is to learn latent factors that
are disentangled. This has been argued as a key to suc-
cess of deep learning (Achille & Soatto, 2018). Previous
works have focused on only one of the above two objectives.
Ideally, the ultimate goal of disentanglement learning is to
achieve both the objectives at the same time, especially on
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complex high-resolution images, and we pursue this goal
in this paper. We first list the three main limitations of the
current disentanglement methods.
First, much effort has focused on unsupervised disentan-
glement methods (Chen et al., 2016; Higgins et al., 2017;
Nguyen-Phuoc et al., 2019). This is because a large number
of fully annotated samples is expensive to obtain. These
methods suffer from non-identifiability, which means mul-
tiple repeated runs will not reliably observe the same la-
tent representations (Hyva¨rinen & Pajunen, 1999; Locatello
et al., 2019a). In addition, human feedback is needed to dis-
cern (i) what factors of variation the model has learnt (e.g.,
object shape and color), and (ii) what semantic meaning
different values of the discovered factor code represent (e.g.,
red and blue in a color factor code). To reliably control gen-
eration for practical use, adding a small amount of labeled
data may resolve the non-identifiability issue and lead to
interpretable factors. Hence, we investigate the impact of
limited supervision on disentanglement learning.
Second, current disentanglement methods (Locatello et al.,
2019a;b) are mainly developed and evaluated on relatively
simple low-resolution images, such as dSprites (Matthey
et al., 2017) and 3DShapes (Kim & Mnih, 2018), which
raises concerns about their ability to scale up to more di-
verse, higher-resolution images. For example, the use of 3D
representations to disentangle the 3D pose may not easily
apply to high-resolution images due to the computational
cost. The difficulty of some deep generative models at gen-
erating realistic images also limits their application in more
complex domains. Furthermore, although there exist many
real image datasets of high resolution, the latent factors
are typically only partially observed or unbalanced, which
makes it hard to scientifically study disentanglement. To
gain practically useful insights, it is critical to first test disen-
tanglement methods on complex, high-resolution, synthetic
images wherein ground-truth factors are easy to obtain.
Third, most previous works (Kim & Mnih, 2018; Chen et al.,
2018) have primarily focused on learning disentangled rep-
resentations by quantifying encoder disentanglement quality,
in the hopes that a better disentangled encoder might also
lead to a better disentangled generator. However, to the best
of our knowledge, there is no clear evidence supporting that
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a proportional relationship between encoder and generator
disentanglement quality always exists. A good analogy is
that an art critic can disentangle various painting styles and
skills, but may not be able to create a good painting by
combining these styles and skills. Thus, results based solely
on evaluating encoder disentanglement may be misleading,
especially in tasks where the requirement for controllable
generation is more critical. This highlights the importance
of measuring the generator disentanglement quality in order
to properly evaluate and compare different methods.
Main contributions. In this work, we investigate semi-
supervised disentanglement learning based on StyleGAN
(Karras et al., 2019), one of the state-of-the-art generative
adversarial networks (GANs), for complex high-resolution
images. In summary, our main contributions are as follows,
• We first justify the advantages of the StyleGAN archi-
tecture in disentanglement learning, by showing that
StyleGAN augmented with a mutual information loss
(called Info-StyleGAN) significantly outperforms state-
of-the-art unsupervised disentanglement methods.
• We propose Semi-StyleGAN that achieves near fully-
supervised disentanglement quality with limited super-
vision (0.25%∼2.5%) on synthetic and real data.
• We propose new metrics (termed as MIG-gen and L2-
gen) to evaluate the generator controllability, and re-
veal a crucial trade-off between learning disentangled
representations and controllable generation.
• We then extend Semi-StyleGAN to an image-to-image
model, enabling semantic fine-grained image editing
with better generalization to unseen images.
• We create two high-quality datasets with much higher
resolution, better photorealism, and richer factors of
variation than existing disentanglement datasets.
2. Background and Related Work
StyleGAN. GANs are a family of generative models that
have shown great success. Among various GANs, Style-
GAN (Karras et al., 2019) is a state-of-the-art GAN archi-
tecture for unsupervised image generation, particularly for
high-fidelity human faces of resolution up to 1024x1024.
StyleGAN comprises a mapping network whose role is to
map a latent vector z to an intermediate space, which then
controls the styles at each convolutional layer in the synthe-
sis network with adaptive instance normalization (AdaIN)
(Ulyanov et al., 2016; Huang & Belongie, 2017). Style-
GAN also enables the separation of fine-grained and coarse-
grained features. For example, modifying the styles of low-
resolution blocks affects only coarse-grained features (e.g.
overall pose and presence of eyeglasses), while modifying
the styles of high-resolution blocks affects only fine-grained
features (e.g. color scheme and microstructure). These nice
properties make it a potentially good candidate for disentan-
glement learning of high-resolution images.
Other related work. In terms of unsupervised disentan-
glement learning, there exists much prior work based on ei-
ther Variational Autoencoders (VAEs) (Higgins et al., 2017;
Kim & Mnih, 2018; Chen et al., 2018) or GANs (Chen et al.,
2016; Lin et al., 2019; Nguyen-Phuoc et al., 2019). The ba-
sic idea in disentangled VAEs is to encourage a factorization
of the latent code by regularizing the total correlation (Chen
et al., 2018). They are state-of-the-art unsupervised dis-
entanglement methods on many standard disentanglement
benchmarks (Matthey et al., 2017; Kim & Mnih, 2018).
Many GAN-based models reply on maximizing the mu-
tual information between the observation and factor code,
such as InfoGAN (Chen et al., 2016) and its variants (Lin
et al., 2019). Other GANs also learn disentanglement by
designing a domain-specific generator architecture to add
model-inductive bias, represented by HoloGAN (Nguyen-
Phuoc et al., 2019). However, the use of 3D representations
in HoloGAN may not scale up to higher-resolution images.
Another line of work in disentanglement learning is to use
explicit supervision. (Kulkarni et al., 2015) applies a su-
pervised training procedure to encourage each group of the
graphics code to distinctly represent a specific factor of vari-
ation. (Bouchacourt et al., 2018) proposes the Multi-Level
VAE (ML-VAE) to learn disentanglement from the super-
vision of group information. (Xiao et al., 2017) develops
a supervised disentanglement algorithm called DNA-GAN
using a swapping policy. (Narayanaswamy et al., 2017) pro-
poses a semi-supervised VAE by employing a general graph-
ical model structure in the encoder and decoder. However,
it still remains unclear how the use of supervision impacts
the disentanglement learning. More recently, (Locatello
et al., 2019b) shows the benefits of adding limited supervi-
sion into learning disentangled presentations in VAEs. We
extend their results to GANs on more complex and higher-
resolution images, where the proposed new metrics also
quantify the generator controllability.
3. Why StyleGAN for Disentanglement?
In unsupervised disentanglement learning, the state-of-the-
art methods are a class of VAE-based models, such as β-
VAE (Higgins et al., 2017), FactorVAE (Kim & Mnih, 2018)
and β-TCVAE (Chen et al., 2018). In contrast, GAN-based
models, such as Info-GAN (Chen et al., 2016), are con-
sidered as inferior to these VAEs, probably due to the fact
that GAN-based models are not tuned much (Kim & Mnih,
2018; Lin et al., 2019). Here we consider Info-StyleGAN,
enabling StyleGAN with a mutual information loss, and
show that the structural advance of StyleGAN provides a
stronger prior for disentanglement learning than the bias
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Figure 1. An illustration of disentanglement learning based on
StyleGAN, where the mapping network in the generator conditions
on the factor code and the encoder (which shares all layers in the
discriminator except for the last layer) predicts its value.
induced by reducing the total correlation in these VAEs.
As shown in Figure 1, the mapping network in the generator
of Info-StyleGAN now conditions on a factor code, a vector
representing each factor of variation in each dimension,
by simply concatenating it with the latent code z. The
output of the mapping network, called conditional styles
will modulate each block in the synthesis network using
AdaIN. Similar to InfoGAN, the encoder in Info-StyleGAN
shares all the network layers except the last one with the
discriminator and predicts the value of factor code. Thus,
we use G/D/E to represent the generator, discriminator
and encoder, respectively. The mutual information loss of
InfoGAN can be approximated by an unsupervised code
reconstruction loss (Chen et al., 2016), which is
Lunsup =
∑
c∼C,z∼pz
‖E(G(c, z))− c‖2 (1)
where C denotes the set of all factor codes, and pz denote
the prior distribution of latent code z. The respective loss
functions for G and (D,E) are given by
L(G) =LGAN + γLunsup
L(D,E) =− LGAN + γLunsup
(2)
where we keep the GAN loss function LGAN the same as in
(Karras et al., 2019). The hyperparameter γ controls a trade-
off between image realism and disentanglement quality.
3.1. Experimental Setup
Datasets and evaluation metrics. We consider two
datasets to compare Info-StyleGAN and state-of-the-art
VAE-based models: dSprites (Matthey et al., 2017) and
our proposed Isaac3D (See details in Section 4.1). dSprites
is a commonly used dataset in disentanglement learning,
with 737,280 images and each of resolution 64x64. For
experiments on dSprites, we use both Factor score (Kim
& Mnih, 2018) and Mutual Information Gap (MIG) (Chen
Methods # Params Factor Score ↑ MIG ↑
β-VAE 0.69M 0.713 ± 0.095 0.132 ± 0.031
FactorVAE 5.70M 0.764 ± 0.098 0.175 ± 0.057
β-TCVAE 0.69M 0.731 ± 0.097 0.174 ± 0.046
Info-StyleGAN* 0.74M 0.769 ± 0.144 0.274 ± 0.096
Info-StyleGAN 47.89M 0.840 ± 0.090 0.290 ± 0.098
(a) dSprites with resolution 64x64
Methods # Params FID ↓ MIG ↑
β-VAE 1.91M 122.6 ± 2.0 0.231 ± 0.068
FactorVAE 6.93M 305.8 ± 142.1 0.245 ± 0.034
β-TCVAE 1.91M 155.4 ± 13.6 0.216 ± 0.074
Info-StyleGAN* 3.44M 8.10 ± 2.25 0.404 ± 0.085
Info-StyleGAN 49.05M 2.19 ± 0.48 0.328 ± 0.057
(b) Isaac3D with resolution 128x128
Table 1. Comparison of Info-StyleGAN and state-of-the-art VAE-
based models on dSprites and (downscaled) Isaac3D. Note that the
scores of VAEs are obtained based on the implementation in (Lo-
catello et al., 2019a), and Info-StyleGAN* represents the smaller
version of Info-StyleGAN, in which its number of parameters (i.e.,
# Params) is similar to that of VAEs.
et al., 2018) to evaluate disentanglement. For experiments
on Isaac3D, we first downscale the resolution of each image
to 128x128 because VAEs have difficulties in generating
higher-resolution images. We use MIG to evaluate disen-
tanglement quality and Frechet Inception Distance (FID)
(Heusel et al., 2017) to evaluate image quality.
Experimental protocol. We consider β-VAE, FactorVAE
and β-TCVAE for comparison, where all the models are
trained based on the implementation in (Locatello et al.,
2019a). For VAEs, we set β = 6 for β-VAE, γ = 30 for
FactorVAE and β = 8 for β-TCVAE after a grid search over
different hyperparameters. For Info-StyleGAN, we keep
γ = 10 for dSprites and γ = 1 for Isaac3D. By default,
we apply the progressive training (Karras et al., 2017), as
we show that progressive training also helps improve dis-
entanglement in Appendix B.1. Because Info-StyleGAN
and state-of-the-art VAEs have largely different network
architectures, for a fairer comparison, we also try to keep
their network sizes to be the same. See Appendix B.2 for
how we decrease the network size of Info-StyleGAN (called
Info-StyleGAN∗) to match those of VAEs.
3.2. Key Results
Table 1 shows that Info-StyleGAN and its variant with
smaller network size, termed as Info-StyleGAN∗, consis-
tently outperform state-of-the-art disentanglement methods
by a large margin on both dSprites and Isaac3D. Although
unsupervised disentanglement learning is impossible with-
out supervision or inductive bias (Locatello et al., 2019a),
this result reveals that the network structural improvement
of StyleGAN provides a stronger prior for disentanglement
learning than the bias induced by reducing the total correla-
tion in disentangled VAEs. Besides, we observe that VAEs
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have much higher FID scores (FID>100) on (downscaled)
Isaac3D, along with their poor generated samples in Ap-
pendix B.3. We have also increased the capacity of VAEs
but the improvement of image quality still cannot close the
gap with Info-StyleGAN, as shown in Appendix B.4. These
results show that current VAE-based models have difficulties
in disentanglement learning of more diverse and complex
data, such as Isaac3D, while StyleGAN does not.
4. Semi-StyleGAN
As pointed out by (Locatello et al., 2019a) that unsuper-
vised disentangled methods are formally non-identifiable
(Hyva¨rinen & Pajunen, 1999), the impact of limited super-
vision on both learning disentangled representations and
controllable generation, which has been rarely explored,
becomes crucial. In this section, we propose to add semi-
supervision into Info-StyleGAN to get a semi-supervised
disentanglement model – Semi-StyleGAN. Based on Semi-
StyleGAN, we systematically analyze the role of limited
supervision on both synthetic and real data.
A naive way of applying (semi-)supervision is to add a
supervised code reconstruction term for the small amount
of labeled data into Eq (2), similar to (Kingma et al., 2014;
Odena et al., 2017; Locatello et al., 2019b). That is,
Lsup =
∑
(x,c)∼J ‖E(x)− c‖2 (3)
where J represents the set of labeled pairs of real image
and factor code. When considering the limited supervision,
we assume the cardinality of the labeled set J satisfies that
|J |  |X |, with X being the set of all real images. Thus,
the semi-supervised loss functions become
L(G) =LGAN + γGLunsup
L(D,E) =− LGAN + γELunsup + βLsup
(4)
where β is the weight of the supervised term Lsup, and
we use different γ’s (denoted by γG and γE) to separately
represent the weight of the unsupervised term in L(G) and
L(D,E). As we show later, γG and γE play an important role
in controlling the trade-off between encoder and generator
disentanglement. Note that the supervised term Lsup does
not update G directly as shown in Eq. (4).
While semi-supervised learning for image recognition is an
active research area, many algorithms may not be directly
applied to disentanglement learning. Take the consistency
regularization (Sajjadi et al., 2016) as an example. Com-
monly used data perturbations, such as image rotation and
color randomization will inevitably cause inconsistency if
the considered factors of variation include object rotation
or color. In contrast, encouraging smoothness in the latent
space of GANs may help improve disentanglement (Karras
et al., 2019). Thus, we propose to explicitly add a smooth-
ness regularization by using the idea of MixUp (Zhang et al.,
2018; Berthelot et al., 2019).
Formally, given a labeled observation-code pair (x, c) ∼ J
and a generated pair (x′, c′) where x′ = G(z, c′), we get a
set of mixed observation-code pairsM = {(x˜, c˜)} by
λ ∼Beta(ξ, ξ), λ′ = max(λ, 1− λ)
x˜ = λ′x+ (1− λ′)x′
c˜ = λ′c+ (1− λ′)c′
(5)
where ξ is a hyperparameter. Thus, the smoothness regular-
ization term is
Lsr =
∑
(x,c)∼M ‖E(x)− c‖2 (6)
and the new semi-supervised loss functions with smoothness
regularization become
L(G) =LGAN + γGLunsup + αLsr
L(D,E) =− LGAN + γELunsup + βLsup + αLsr
(7)
where α is the weight of the smoothness term Lsr. Differ-
ent from (Zhang et al., 2018; Berthelot et al., 2019) that
combines labeled and unlabeled real data, the MixUp in (5)
is performed between real labeled data and generated data.
This way, it not only encourages smooth behaviors of both
the generator and encoder, but also takes good advantages
of enormous fake data for disentanglement.
4.1. New Datasets
Current disentanglement datasets, such as dSprites (Matthey
et al., 2017), 3DShapes (Kim & Mnih, 2018) and MPI3D
(Gondal et al., 2019), are of low resolution and mostly lack
photorealism. We create two new datasets – Falcor3D and
Isaac3D, with much higher resolution, better photorealism
and richer factors of variations, as shown in Table 2.
Falcor3D. It contains 233,280 images and each has a res-
olution of 1024x1024. This dataset is based on the 3D
scene of a living room, where we move the camera positions
and change the lighting conditions. Each image is paired
with a ground-truth factor code, consisting of 7 factors of
variation: lighting intensity (5), lighting x-dir (6), lighting
y-dir (6), lighting z-dir (6), camera x-pos (6), camera y-
pos (6), and camera z-pos (6). The number m behind each
factor represents that the factor has m possible values, uni-
formly sampled from [0, 1]. For example, “lighting x-dir (6)”
represents the lighting direction moving along the x-axis
and “camera z-pos (6)” denotes the camera position moving
along the z-axis. Both factors have 6 possible values.
Isaac3D. It contains 737,280 images and each has a res-
olution of 512x512. This dataset is based on the 3D scene
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Datasets # Images # Factors Resolution 3D
dSprites 737,280 5 64x64 7
Noisy dSprites 737,280 7 64x64 7
Scream dSprites 737,280 7 64x64 7
SmallNORB 48,600 5 128x128 3
Cars3D 17,568 3 64x64 3
3DShapes 480,000 7 64x64 3
MPI3D 640,800 7 64x64 3
Falcor3D 233,280 7 1024x1024 3
Isaac3D 737,280 9 512x512 3
Table 2. Summary of the proposed two datasets, compared with
currently commonly used datasets (Gondal et al., 2019). We can
see that the proposed two datasets – Faclor3D and Isaac3D have
much larger resolutions than previous datasets, along with the
largest number of factors. More importantly, the proposed datasets
are of much higher photorealism, as shown in Appendix A.
of a kitchen, where we move the camera positions and vary
the lighting conditions. There is a robotic arm inside, grasp-
ing an object. The robotic arm has two degrees of free-
dom: x-movement (horizontal) and y-movement (vertical).
The attached object could change its shape, scale or color.
All objects in the 3D scene are properly textured for bet-
ter photorealism. Similarly, each image is paired with a
ground-truth factor code, consisting of 9 factors of variation:
lighting intensity (4), lighting y-dir (6), object color (4),
wall color (4), object shape (3), object scale (4), camera
height (4), robot x-movement (8), and robot y-movement
(5). The number m behind each factor represents that it has
m possible values, uniformly sampled from [0, 1].
We provide the respective examples of Falcor3D and
Isaac3D in Appendix A, and also the download link in the
github repository: https://github.com/NVlabs/
High-res-disentanglement-datasets.
4.2. New Metrics
Many metrics have been proposed for evaluating disentan-
glement, such as Factor score (Kim & Mnih, 2018), MIG
(Chen et al., 2018), DCI score (Ridgeway & Mozer, 2018),
and SAP score (Kumar et al., 2017). See the prior work
(Locatello et al., 2019a) for their more implementatiotn de-
tails. However, they all have some inherent limitations in
quantifying semi-supervised disentanglement methods.
First, these metrics are designed for unsupervised disen-
tanglement methods, which are non-identifiable (Locatello
et al., 2019a). But with supervision, the model become iden-
tifiable and thus we need to evaluate the semantic meaning
of learned representations as well. A simple solution here
is to measure the average L2 distance between the ground-
truth factor code and the prediction of its paired observation
using the considered encoder, termed as L2 score.
Second, these metrics only evaluate the the encoder dis-
entanglement while ignoring the generator controllability,
another important characteristic of disentanglement learning.
However, there may exist a trade-off between the encoder
and generator disentanglement. That is, a high MIG score
does not mean a good model in terms of the controllable
generation ability. Therefore, we propose new metrics to
quantify the generator controllability.
Specifically, given a generator G to be evaluated and an
oracle encoder Eoracle that can perfectly predict the factor
code, we first sample N generated observation-code pairs
(x′(n), c′(n)) where x′(n) = G(z, c′(n)). We then pass the
generated sample x′(n) into Eoracle to get its factor code
prediction cˆ′(n) = Eoracle(x′(n)). Accordingly, we measure
the correlation between cˆ′(n) and c′(n) in the same way with
prior disentanglement metrics. In particular, we define an
MIG-like metric, called MIG-gen, to evaluate the generator,
MIG-gen =
1
NK
N−1∑
n=0
K−1∑
k=0
1
H(cˆ
(n)
k )
·(
I(cˆ
′(n)
jk
; c′(n)k )−max
j 6=jk
I(cˆ
′(n)
j ; c
′(n)
k )
)
whereK is the length of factor code, H(·) and I(·; ·) denote
the entropy and mutual information, respectively, and jk =
argmaxj I(cˆ
′(n)
j , c
′(n)
k ). Similarly, we also introduce L2-
gen to measure the semantic correctness of the generator,
L2-gen =
1
N
N−1∑
n=0
‖Eoracle(x′(n))− c′(n)‖2
Intuitively, if the oracle encoder is perfect for every ground-
truth observation-code pair, any mismatch between its pre-
diction and the corresponding factor code should be con-
tributed to the generator instead. Thus, both MIG-gen and
L2-gen can effectively measure the generator controllability.
To obtain an oracle encoder for each dataset, such as the
proposed Falcor3D and Isaac3D, we pre-train a separate
encoder network by minimizing the L2 score with all the
ground-truth observation-code pairs.
4.3. Experimental Setup
Datasets and evaluation metrics. To test the proposed
Semi-StyleGAN on complex high-resolution images that
many prior works have difficulty with, we focus on three
datasets: Isaac3D with resolution 512x512, Falcor3D with
resolution 512x512 and CelebA with resolution 256x256.
For the proposed Isaac3D and Falcor3D, we use MIG and
L2 to measure the encoder disentanglement, and MIG-gen
and L2-gen to measure the generator controllability. For
experiments on CelebA, we focus on the latent traversals to
qualitatively measure the disentanglement quality.
Experimental protocol. Before training, we first get the
labeled set J , by randomly sampling observation-code pairs
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Figure 2. Semi-StyleGAN with the default setting γG = β = γ, γE = 0, α = 1 where γ ∈ {1, 10} on (a) Isaac3D and (b) Falcor3D.
We vary the portion of labeled data η to show the impact of semi-supervision by comparing with Info-StyleGAN (i.e. the unsupervised
baseline), and the fully-supervised one (η = 1). Only using 0.25∼2.5% of labeled data achieves near fully-supervised disentanglement.
Methods MIG ↑ L2 ↓ MIG-gen ↑ L2-gen ↓
Encoder-only 0.731 ± 0.009 0.379 ± 0.002 - -
Encoder-only w/ MixUp 0.834 ± 0.004 0.279 ± 0.005 - -
Semi-StyleGAN (γG = 0, α = 0) 0.719 ± 0.014 0.490 ± 0.024 0.130 ± 0.054 1.514 ± 0.003
Semi-StyleGAN (γE = 10, α = 0) 0.880 ± 0.120 0.225 ± 0.222 0.888 ± 0.087 0.283 ± 0.247
Semi-StyleGAN (α = 0) 0.765 ± 0.042 0.347 ± 0.019 0.945 ± 0.011 0.072 ± 0.008
Semi-StyleGAN 0.812 ± 0.020 0.301 ± 0.012 0.965 ± 0.014 0.052 ± 0.016
(a) Isaac3D
Methods MIG ↑ L2 ↓ MIG-gen ↑ L2-gen ↓
Encoder-only 0.690 ± 0.007 0.271 ± 0.002 - -
Encoder-only w/ MixUp 0.701 ± 0.005 0.265 ± 0.003 - -
Semi-StyleGAN (γG = 0, α = 0) 0.680 ± 0.016 0.300 ± 0.010 0.034 ± 0.028 1.096 ± 0.086
Semi-StyleGAN (γE = 10, α = 0) 0.643 ± 0.035 0.343 ± 0.016 0.636 ± 0.065 0.346 ± 0.070
Semi-StyleGAN (α = 0) 0.674 ± 0.011 0.296 ± 0.017 0.632 ± 0.058 0.303 ± 0.088
Semi-StyleGAN 0.704 ± 0.007 0.285 ± 0.002 0.754 ± 0.017 0.205 ± 0.022
(b) Falcor3D
Table 3. Ablation studies of Semi-StyleGAN on (a) Isaac3D and (b) Falcor3D, where the default setting is γG = β = 10, γE = 0, α = 1.
“Encoder-only” means we train the encoder by minimizing the L2 score with the labeled data only, a supervised baseline for the encoder
disentanglement. “Encoder-only w/ MixUp” means we train the encoder by using MixUp (Zhang et al., 2018), a semi-supervised baseline
for the encoder disentanglement. We set η = 0.1% on Isaac3D and η = 0.5% on Falcor3D, respectively.
from each dataset with a probability η. All the remaining
observations form as the unlabeled set. The value of η ∈
[0, 1] controls the portion of labeled data during training.
Particularly Semi-StyleGAN becomes a fully-supervised
method if η = 1, and reduces to Info-StyleGAN if η =
0. In experiments, we set ξ = 0.75 in Eq. (5) to be the
same with (Berthelot et al., 2019). For the hyperparameters
{γG, γE , β, α}, we find that setting γG = β = γ, γE = 0,
α = 1 works well across different datasets, where we vary
γ ∈ {1, 10}. Thus, without stated otherwise, we use the
above setting by default in Semi-StyleGAN.
Our experiments mainly include four aspects. (i) We first
vary η to show the impact of limited supervision. (ii) We
train the encoder alone with the labeled data only (called
Encoder-only) and with the MixUp (called Encoder-only
w/ MixUp), respectively, as supervised and semi-supervised
baselines for the encoder disentanglement. (iii) For ablation
studies, we vary γG, γE to reveal the trade-off between the
encoder and generator disentanglement, and vary α to show
the impact of smoothness regularization. (iv) We show latent
traversal results on both synthetic and real datasets.
4.4. Key Results
Impact of limited supervision. Figure 2 shows the quan-
titative results of varying η in Semi-StyleGAN on Isaac3D
and Falcor3D, where we consider two cases of γ ∈ {1, 10}.
For Isaac3D, only using 0.25% of the labeled data can
achieve a very close performance to the fully-supervised
one (η = 1) in terms of both the encoder and generator dis-
entanglement. Similarly for Falcor3D, only using 2.5% of
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Figure 3. Latent traversal of Semi-StyleGAN on Isaac3D and Fal-
cor3D where γ = 10. Images in the first column (marked by red
box) are randomly sampled real images and the rest images in each
row are their interpolations, by uniformly varying the given factor
from 0 to 1. See Appendix C.1 and C.2 for more results.
the labeled data can also achieve near the fully-supervised
disentanglement. It means adding a very small amount of
labeled data (0.25%∼2.5%) into the training dataset could
benefit significantly the disentanglement learning with Semi-
StyleGAN. Besides, we can see that the generator disentan-
glement is more sensitive to the choice of γ than the encoder
disentanglement, particularly on Falcor3D.
Ablation studies and comparison with baselines. First,
Table 3 shows there may exist a crucial trade-off between
the encoder and generator disentanglement, governed by
the interplay between the unsupervised and supervised loss
terms. For example, we can see that Semi-StyleGAN gets
the best generator disentanglement by slightly sacrificing
the encoder disentanglement, in particular on Isaac3D. Also
by setting γG = 0, we can still get a decent encoder dis-
entanglement despite the generator controllability totally
fails. This trade-off also depends on the datasets, which
is evidenced by the different behaviors of Semi-StyleGAN
(α = 0) on Isaac3D and Falcor3D. Second, by only setting
α = 0, we can see a large performance drop in terms of
all metrics on both datasets, as compared with the default
setting. It demonstrates the effectiveness of the smoothness
regularization in Semi-StyleGAN. Finally, Table 3 shows
the results of comparing Semi-StyleGAN with the super-
vised and semi-supervised baselines. We can see that Semi-
StyleGAN significantly outperforms the supervised base-
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Figure 4. Latent traversal of Semi-StyleGAN on CelebA with res-
olution 256x256 by using 0.5% of the labeled data, where we use
γ = 1 and disentangle all 40 binary attributes. See Appendix C.3
for the results of other attributes.
line (i.e., Encoder-only) on Isaac3D, and also gets a better
MIG score on Falcor3D. With good hyperparameters which
potentially weigh more on the encoder side, we can also
achieve on par or better encoder disentanglement than the
semi-supervised baseline (i.e., Encoder-only w/ MixUp).
Latent traversal on synthetic and real data. Qualita-
tively, we show the latent traversal results on both synthetic
and real data in Figure 3 and 4. When only 0.5% or 1%
of the labeled data is available, each factor in the inter-
polated images changes smoothly without affecting other
factors. For Isaac3D and Falcor3D, all the interpolated im-
ages visually look the same with their reference real image
except for the considered factor, verifying the semantic cor-
rectness of Semi-StyleGAN with very limited supervision.
For CelebA, we use a higher resolution than the prior work
(Chen et al., 2016; Higgins et al., 2017; Nguyen-Phuoc et al.,
2019), and achieve visually better disentanglement quality
together with a higher image quality. It means that the in-
sights gained in the synthetic datasets also applies to the real
domain. With very limited supervision, Semi-StyleGAN
can achieve good disentanglement on real data.
5. An Extension for Better Generalization
Although Semi-StyleGAN performs well in both synthetic
and real data, it cannot generalize to unseen data whose high-
level content does not match the training data but whose
fine-grained styles might. For instance, Semi-StyleGAN
trained on Isaac3D cannot generate an image in which the
robot arm stands on the right (instead of in the middle as
in the training data). In this section, we design a new GAN
architecture that extends Semi-StyleGAN to an image-to-
image model, that we call Semi-StyleGAN-fine. This model
achieves better generalization to unseen data.
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Figure 5. An illustration of Semi-StyleGAN-fine, where we down-
sample the real image into 32x32 resolution and replace the lower
resolution blocks (4x4 - 32x32) in the generator by a new input
block. Also, the encoder predicts the value of (fine-grained) factor
code from the 32x32 block instead.
Inspired by the observations that lower resolution blocks
in the StyleGAN generator learn coarse-grained features
while its high-resolution blocks account for fine-grained
styles, we change the StyleGAN generator to not contain
lower-resolution blocks. As shown in Figure 5, the generator
instead takes the real image as one of its inputs by down-
scaling it to a lower resolution φ (e.g., φ = 32 in Figure
5). Accordingly, it generates the high-resolution image by
only modulating the (fine-grained) factor code into higher
resolution blocks. Also, the encoder predicts the value of
factor code from the block with resolution φ, instead of
the last output block. The intuition is that lower-resolution
blocks in the encoder also have less relationship with fine-
grained styles, and thus the code prediction better use its
higher resolution blocks only. This way, the generator in
Semi-StyleGAN-fine does a semi-supervised controllable
fine-grained image editing while its encoder infers the fine-
grained factor code that the generator has used. Finally, the
loss functions remain the same as in Eq. (7).
5.1. Experimental Setup
We mainly focus on the latent traversals of Semi-StyleGAN-
fine on Isaac3D and CelebA to qualitatively test its gen-
eralization ability. In the training time, we train Semi-
StyleGAN-fine on Isaac3D and CelebA, respectively. In
the test time, we apply novel test images (with the different
high-level content) as the input to evaluate the proposed
method. For Isaac3D, the novel test images are given by:
(i) shifting the robot position to the right side (instead of
standing right in the middle for all the training data), and (ii)
attaching the robot arm with an unseen object. For CelebA,
we simply download some new face images from online,
following by aligning and cropping them into 256x256.
5.2. Key Results
Figure 6 and 7 show the results of interpolating fine-grained
factors in the Isaac3D dataset and the CelebA dataset, re-
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Figure 6. Generalized latent traversal results of Semi-StyleGAN-
fine trained on Isaac3D with 1% of labeled data where we set
φ = 64 and interpolate the shown fine styles. In the test images,
we shift the position of the robot arm to the right side, and also
attach it with an unseen object (i.e., a tetrahedron).
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Figure 7. Generalized latent traversal results of Semi-StyleGAN-
fine trained on CelebA with 1% of labeled data where we set
φ = 64 and control the shown fine styles.
spectively, with different test images where we set η = 0.01
and φ = 64. We can see that each considered fine-grained
factor in both datasets keeps changing smoothly during
its interpolations without affecting other factors, implying
good generalized disentanglement. Particularly, the inter-
polations of the Isaac3D test images all maintain the new
robot position and new object shape (i.e., a tetrahedron)
with relatively high image quality. See Appendix D for test
images with another novel object shape. The interpolations
of the CelebA test images also keep the same identities and
other coarse-grained features with the given input images. It
is worthy to note that the good generalized disentanglement
of Semi-StyleGAN-fine has been achieved by using only 1%
of labeled data, and further increasing the supervision rate
η does not visually improve performance. Therefore, these
results demonstrate the ability of Semi-StyleGAN-fine in se-
mantic fine-grained image editing with limited supervision
that generalizes well to unseen novel images.
6. Conclusions
In this paper, we designed new loss functions and archi-
tectures based on StyleGAN for semi-supervised high-
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resolution disentanglement learning. We first showed that
Info-StyleGAN largely outperforms state-of-the-art unsu-
pervised disentangled VAEs, which justified the advantages
of the StyleGAN architecture in disentanglement learn-
ing. We then proposed Semi-StyleGAN that achieved near
fully-supervised disentanglement with limited supervision
(0.25%∼2.5%) on complex high-resolution synthetic and
real data. We also proposed new metrics to quantify the
generator controllability. To the best of our knowledge, we
were the first to reveal that there exists a trade-off between
learning disentangled representations and controllable gener-
ation. Besides, we extended Semi-StyleGAN to do semantic
fine-grained image editing with better generalization to un-
seen images. Finally, we created two high-quality synthetic
datasets to serve as new disentanglement benchmarks. In
the future, we want to apply Semi-StyleGAN to even larger-
scale high-resolution real datasets. It is also interesting to
investigate Semi-StyleGAN on the weakly-supervised, semi-
supervised scenario, where factors are partially observed.
References
Achille, A. and Soatto, S. Emergence of invariance and
disentanglement in deep representations. The Journal of
Machine Learning Research, 19(1):1947–1980, 2018.
Berthelot, D., Carlini, N., Goodfellow, I., Papernot, N.,
Oliver, A., and Raffel, C. A. Mixmatch: A holistic
approach to semi-supervised learning. In Advances in
Neural Information Processing Systems, pp. 5050–5060,
2019.
Bouchacourt, D., Tomioka, R., and Nowozin, S. Multi-level
variational autoencoder: Learning disentangled repre-
sentations from grouped observations. In Thirty-Second
AAAI Conference on Artificial Intelligence, 2018.
Chen, T. Q., Li, X., Grosse, R. B., and Duvenaud, D. K.
Isolating sources of disentanglement in variational autoen-
coders. In Advances in Neural Information Processing
Systems, pp. 2610–2620, 2018.
Chen, X., Duan, Y., Houthooft, R., Schulman, J., Sutskever,
I., and Abbeel, P. Infogan: Interpretable representation
learning by information maximizing generative adversar-
ial nets. In Advances in neural information processing
systems, pp. 2172–2180, 2016.
Gondal, M. W., Wu¨thrich, M., Miladinovic´, D., Locatello,
F., Breidt, M., Volchkov, V., Akpo, J., Bachem, O.,
Scho¨lkopf, B., and Bauer, S. On the transfer of inductive
bias from simulation to the real world: a new disentangle-
ment dataset. arXiv preprint arXiv:1906.03292, 2019.
Heusel, M., Ramsauer, H., Unterthiner, T., Nessler, B., and
Hochreiter, S. Gans trained by a two time-scale update
rule converge to a local nash equilibrium. In Advances in
Neural Information Processing Systems, pp. 6626–6637,
2017.
Higgins, I., Matthey, L., Pal, A., Burgess, C., Glorot, X.,
Botvinick, M., Mohamed, S., and Lerchner, A. beta-
vae: Learning basic visual concepts with a constrained
variational framework. ICLR, 2(5):6, 2017.
Huang, X. and Belongie, S. Arbitrary style transfer in real-
time with adaptive instance normalization. In Proceed-
ings of the IEEE International Conference on Computer
Vision, pp. 1501–1510, 2017.
Hyva¨rinen, A. and Pajunen, P. Nonlinear independent com-
ponent analysis: Existence and uniqueness results. Neural
Networks, 12(3):429–439, 1999.
Karras, T., Aila, T., Laine, S., and Lehtinen, J. Progres-
sive growing of gans for improved quality, stability, and
variation. arXiv preprint arXiv:1710.10196, 2017.
Karras, T., Laine, S., and Aila, T. A style-based genera-
tor architecture for generative adversarial networks. In
Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, pp. 4401–4410, 2019.
Kim, H. and Mnih, A. Disentangling by factorising. In
International Conference on Machine Learning, pp. 2654–
2663, 2018.
Kingma, D. P., Mohamed, S., Rezende, D. J., and Welling,
M. Semi-supervised learning with deep generative mod-
els. In Advances in neural information processing sys-
tems, pp. 3581–3589, 2014.
Kulkarni, T. D., Whitney, W. F., Kohli, P., and Tenenbaum,
J. Deep convolutional inverse graphics network. In
Advances in neural information processing systems, pp.
2539–2547, 2015.
Kumar, A., Sattigeri, P., and Balakrishnan, A. Variational
inference of disentangled latent concepts from unlabeled
observations. arXiv preprint arXiv:1711.00848, 2017.
Lin, Z., Thekumparampil, K. K., Fanti, G., and Oh, S.
Infogan-cr: Disentangling generative adversarial net-
works with contrastive regularizers. arXiv preprint
arXiv:1906.06034, 2019.
Locatello, F., Bauer, S., Lucic, M., Raetsch, G., Gelly, S.,
Scho¨lkopf, B., and Bachem, O. Challenging common
assumptions in the unsupervised learning of disentangled
representations. In International Conference on Machine
Learning, pp. 4114–4124, 2019a.
Locatello, F., Tschannen, M., Bauer, S., Ra¨tsch, G.,
Scho¨lkopf, B., and Bachem, O. Disentangling fac-
tors of variation using few labels. arXiv preprint
arXiv:1905.01258, 2019b.
Semi-Supervised StyleGAN for Disentanglement Learning
Matthey, L., Higgins, I., Hassabis, D., and Lerchner,
A. dsprites: Disentanglement testing sprites dataset.
https://github.com/deepmind/dsprites-dataset/, 2017.
Narayanaswamy, S., Paige, T. B., Van de Meent, J.-W.,
Desmaison, A., Goodman, N., Kohli, P., Wood, F., and
Torr, P. Learning disentangled representations with semi-
supervised deep generative models. In Advances in
Neural Information Processing Systems, pp. 5925–5935,
2017.
Nguyen-Phuoc, T., Li, C., Theis, L., Richardt, C., and
Yang, Y.-L. Hologan: Unsupervised learning of 3d
representations from natural images. arXiv preprint
arXiv:1904.01326, 2019.
Odena, A., Olah, C., and Shlens, J. Conditional image
synthesis with auxiliary classifier gans. In Proceedings of
the 34th International Conference on Machine Learning-
Volume 70, pp. 2642–2651. JMLR. org, 2017.
Ridgeway, K. and Mozer, M. C. Learning deep disentan-
gled embeddings with the f-statistic loss. In Advances
in Neural Information Processing Systems, pp. 185–194,
2018.
Sajjadi, M., Javanmardi, M., and Tasdizen, T. Regulariza-
tion with stochastic transformations and perturbations for
deep semi-supervised learning. In Advances in neural
information processing systems, pp. 1163–1171, 2016.
Ulyanov, D., Vedaldi, A., and Lempitsky, V. Instance nor-
malization: The missing ingredient for fast stylization.
arXiv preprint arXiv:1607.08022, 2016.
Xiao, T., Hong, J., and Ma, J. Dna-gan: Learning disentan-
gled representations from multi-attribute images. arXiv
preprint arXiv:1711.05415, 2017.
Zhang, H., Cisse, M., Dauphin, Y. N., and Lopez-Paz, D.
Mixup: Beyond empirical risk minimization. In ICLR,
2018.
Semi-Supervised StyleGAN for Disentanglement Learning
A. More details of Two New Datasets
A.1. Examples of the Isaac3D Dataset
object shape 
robot x-movement 
robot y-movement 
camera height
object scale lighting intensity
lighting y-dir
object color wall color
Figure 8. Examples of the Isaac3D dataset where we vary each factor of variation individually to see how each factor of variation changes
with its corresponding ground-truth factor code.
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A.2. Examples of the Falcor3D Dataset
 1
lighting intensity
lighting x-dir
lighting y-dir
lighting z-dir
camera x-pos 
camera y-pos 
camera z-pos 
Figure 9. Examples in the Falcor3D dataset where we vary each factor of variation individually to see how each factor of variation changes
with its corresponding ground-truth factor code.
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B. More results of Info-StyleGAN
B.1. Progressive Training for Disentanglement Learning
Progressive growing has been shown to improve the image quality of GANs (Karras et al., 2017; 2019), however, its impact
on disentanglement learning remains unknown so far. Thus, we compare the MIG scores of Info-StyleGAN with progressive
and non-progressive growing, respectively, on both dSprites and Isaac3D, and the results are shown in Figure 10. We can
see that with progressive growing, the disentanglement quality tends to be better on both two datasets. Besides, the gap of
average MIG scores with different values of the hyperparameter γ is much smaller if the progressive growing is applied,
which implies Info-StyleGAN with progressive growing seems to be less sensitive to hyperparameters. Therefore, unless
stated otherwise, we use progressive growing for the GAN training in all the experiments.
Progressive Non-progressive
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
M
IG
dSprites
= 1
= 10
Progressive Non-progressive
0.0
0.1
0.2
0.3
0.4
0.5
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= 10
Figure 10. The impact of progressive training on the disentanglement learning with Info-StyleGAN. We can see that with progressive
growing, the disentanglement quality tends to be better on both two datasets. Besides, the gap of average MIG scores with different values
of the hyperparameter γ is much smaller if the progressive growing is applied, which implies Info-StyleGAN with progressive growing
seems to be less sensitive to hyperparameters.
B.2. How to Get Info-StyleGAN* with Smaller Network Size
Mapping Network
(FC × nmp) fmp × fmp
Synthesis Network
(4×4 Conv) 3×3× fmp × fmp
(4×4 Conv) 3×3× fmp × fmp
(8×8 Conv) 3×3× fmp × fmp
(8×8 Conv) 3×3× fmp × fmp
(16×16 Conv) 3×3× fmp × fmp
(16×16 Conv) 3×3× fmp × fmp
(32×32 Conv) 3×3× fmp × fmp
(32×32 Conv) 3×3× fmp × fmp
(64×64 Conv) 3×3× fmp2 × fmp2
(64×64 Conv) 3×3× fmp2 × fmp2
(a) Generator
(64×64 Conv) 3×3× fmp2 × fmp2
(64×64 Conv) 3×3× fmp2 × fmp2
(32×32 Conv) 3×3×fmp×fmp
(32×32 Conv) 3×3×fmp×fmp
(16×16 Conv) 3×3×fmp×fmp
(16×16 Conv) 3×3×fmp×fmp
(8×8 Conv) 3×3×fmp×fmp
(8×8 Conv) 3×3×fmp×fmp
(4×4 Conv) 3×3×fmp×fmp
(4×4 FC) (16fmp) × 64
(4×4 FC) 64×(1+ code length)
(b) Discriminator / Encoder
Table 4. Generator and discriminator (or encoder) architectures in the implementation of Info-StylGAN for generating the image of
resolution 128× 128, where we use “FC ×nmp” to denote that there are nmp dense layers in the given block, and use “8×8 Conv” to
denote the convolutional layer in the 8×8 resolution block. Note that there is not the last block (i.e., 64×64 Conv) in the generator and not
the first block (i.e., 64×64 Conv) in the encoder if we want to generate the image of resolution 64× 64. For the original Info-StyleGAN,
we have nmp = 8, fmp = 512, f0 = 512. For Info-StyleGAN* on dSprites, we set nmp = 3, fmp = 64, f0 = 64 with 0.74M parameters
in total. For Info-StyleGAN* on Downscaled Isaac3D, we set nmp = 3, fmp = 256, f0 = 128 with 3.44M parameters in total.
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B.3. Randomly Generated Samples of VAE-based Models and Info-StyleGAN* with Smaller Network Size
(a) β-VAE (FID=120.3) (b) FactorVAE (FID=358.2) (c) β-TCVAE (FID=143.8) (d) Info-StyleGAN* (FID=8.38)
Figure 11. Randomly sampled images of VAE-based models and Info-StyleGAN* on (downscaled) Isaac3D of resolution 128x128. Note
that for VAE-based models, we use the similar network architectures as in (Locatello et al., 2019a), and Info-StyleGAN* denotes the
smaller version of Info-StyleGAN, in which its number of parameters is similar to VAE-based models. We can see that compared with
Info-StyleGAN* (of the same network size), the generated images of VAE-based models (i) tend to be quite blurry and of low quality, and
(ii) fail to cover all the variations in the dataset. The results also demonstrate that our proposed dataset can serve as a new challenging
benchmark for disentanglement learning, in particular regarding the much higher resolution, and larger variation of factors.
B.4. Randomly Generated Samples of VAE-based models† with Larger Network Size and Info-StyleGAN
(a) β-VAE† (FID=60.71) (b) FactorVAE† (FID=60.67) (c) β-TCVAE† (FID=77.48) (d) Info-StyleGAN (FID=2.50)
Figure 12. Randomly sampled images of VAE-based models† and Info-StyleGAN on (downscaled) Isaac3D of resolution 128x128. Note
that for VAE-based models†, we increase the number of featuremaps in each layer of the network architectures in (Locatello et al., 2019a),
so that their number of parameters is simialr to Info-StyleGAN. We can see that (i) the image quality gets better after increasing the
network size, (ii) compared with Info-StyleGAN (of the same network size), the generated images of VAE-based models still have issues
with blurriness and failure in capturing all variations.
B.5. Other Experimental Settings
Our experiments are based on the StyleGAN implementation (Karras et al., 2019), where the GAN loss LGAN, batch
sizes, learning rates for both generator and discriminator, and other hyperparameters in the Adam optimizer and weights
in each resolution black are all kept the same with (Karras et al., 2019), unless stated otherwise. Different from the
original StyleGAN implementation, we do not apply truncation tricks. We also do not add noise inputs to introduce
another randomness, as we consider the case where the factor code and latent z will capture all the factors in the data.
For all the quantitative results in the paper, we report the error bars by taking the mean and standard deviation of four
runs with random seeds. For the implementation of evaluation metrics, we use 50K random sampled real images and fake
images to calculate the FID score. We use 5K ground-truth observation-code pairs as training samples and 2K ground-truth
observation-code pairs as test samples to evaluate the Factor score. We use 10K ground-truth observation-code pairs and
10K generated observation-code pairs to calculate the MIG and MIG-gen scores, respectively. We also use 1K ground-truth
observation-code pairs and 1K generated observation-code pairs to calculate the L2 and L2-gen scores, respectively.
Semi-Supervised StyleGAN for Disentanglement Learning
C. More Results of Semi-StyleGAN
C.1. Semi-StyleGAN with 0.5% of Labeled Data on Isaac3D with Resolution 512x512
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Figure 13. Latent traversal of Semi-StyleGAN on Isaac3D by using 0.5% of the labeled data. Images in the first column (marked by red
box) are randomly sampled real images of resolution 512x512 and the rest images in each row are their interpolations, respectively, by
uniformly varying the given factor from 0 to 1. We can see that each factor changes smoothly during its interpolation without affecting
other factors, and the interpolated images in each row visually look almost the same with their input image except the considered varying
factor. Also, the image quality does not get worse during the interpolations.
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C.2. Semi-StyleGAN with 1% of Labeled Data on Falcor3D with Resolution 512x512
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Figure 14. Latent traversal of Semi-StyleGAN on Falcor3D by using 0.5% of the labeled data. Images in the first column (marked by red
box) are randomly sampled real images of resolution 512x512 and the rest images in each row are their interpolations, respectively, by
uniformly varying the given factor from 0 to 1. We can see that each factor changes smoothly during its interpolation without affecting
other factors, and the interpolated images in each row visually look almost the same with their input image except the considered varying
factor. Also, the image quality does not get worse during the interpolations.
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C.3. Semi-StyleGAN with 0.5% of Labeled Data on CelebA with Resolution 256x256
Young
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No  
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Hat
Straight 
Hair
Smiling
Figure 15. More latent traversal results of Semi-StyleGAN on CelebA with resolution 256x256 by using 0.5% of the labeled data, where
we control all 40 binary attributes at the same time. We can see that Semi-StyleGAN with only 0.5% of the labeled data is capable of
controlling the considered attributes. We note that the image background may also change slightly over interpolations of some attributions.
We argue that it is because the other nuisance factors (i.e., those not in the set of considered 40 attributes) including background strongly
confound the observed factors, which has been a common and difficult problem in high-dimensional partially observed latent variables
models. We leave the investigation into how to further alleviate this confounding issue as the future work.
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Figure 16. Latent traversal of Semi-StyleGAN on CelebA with resolution 256x256 by using 0.5% of the labeled data, where we control
all 40 binary attributes at the same time. We can see that Semi-StyleGAN with only 0.5% of the labeled data is capable of controlling the
considered attributes. We note that the image background may also change slightly over interpolations of some attributions. We argue that
it is because the other nuisance factors (i.e., those not in the set of considered 40 attributes) including background strongly confound the
observed factors, which has been a common and difficult problem in high-dimensional partially observed latent variables models. We
leave the investigation into how to further alleviate this confounding issue as the future work.
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D. More results on Semi-StyleGAN-fine
D.1. Semi-StyleGAN-fine with 1% of Labeled Data on Isaac3D Novel Images with Resolution 512x512
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Figure 17. Generalization of Semi-StyleGAN-fine with 1% of the labeled data where we set φ = 64 and interpolate three fine styles:
(lighting intensity, object color, wall color). In the test image, we shift the position of the robot arm to the right side, and also attach it
with an unseen object (i.e., octahedron). Images in the first column (marked by red box) are real novel images of resolution 512× 512
and the rest images in each row are their interpolations, respectively, by uniformly varying the given factor from 0 to 1. We can see that
Semi-StyleGAN-fine with only 1% of the labeled data is capable of controlling the considered fine-grained attributes without affecting the
coarse-grained factors.
D.2. Semi-StyleGAN-fine with 1% of Labeled Data on CelebA Novel Images with Resolution 256x256
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Figure 18. Generalized latent traversal results of Semi-StyleGAN-fine trained on CelebA with 1% of labeled data where we set φ = 64
and control the shown fine styles. Images in the first column (marked by red box) are real novel images of resolution 256 × 256 and
the rest images in each row are their interpolations, respectively, by uniformly varying the given factor from 0 to 1. We can see that
Semi-StyleGAN-fine with only 1% of the labeled data is capable of controlling the considered fine-grained attributes without affecting the
coarse-grained factors, in particular the personal identity.
