In this paper, the nearest symmetric fuzzy solution for a symmetric L-L fuzzy linear system (S-L-FLS) is obtained by a new metric. To this end, the S-L-FLS is transformed to the non-linear programming problem (NLP). The solution of the obtained NLP is our favorite fuzzy number vector solution. Also, it is shown that if an S-L-FLS has unique fuzzy solution, then its solution is symmetric. Two constructive algorithms are presented in details and the method is illustrated by solving several numerical examples.
Introduction
One field of applied mathematics that play a major role in various areas of sciences is solving systems of linear equations where some of the system's parameters are proposed as fuzzy numbers. Therefore, it is natural that we want to develop numerical procedures to solve such systems.
A general model for solving an n × n fuzzy linear system (FLS) which coefficient matrix is crisp and the right hand side column is arbitrary fuzzy number vector were proposed by Friedman et al. [16] . Based on Friedman et al.'s method, Allahviranloo [2, 3, 5, 8] used the various numerical methods to solve fuzzy linear systems. Recently, he and Salahshour [10] have proposed a simple and practical method to obtain symmetric fuzzy solutions of fuzzy linear systems. Also, Ghanbari and his colleague [17] have proposed an approach for computing the general compromised solution of an L-R fuzzy linear system by use of a ranking function when the coefficient matrix is a crisp m × n matrix. In continuation to these works, Dehghan et al. [12, 13] have discussed the case in which all parameters in a fuzzy linear system are fuzzy numbers, which they called it a fully fuzzy linear system, and extend some iterative methods on the this system. Recently, Allahviranloo and Salahshour [11] have proposed a new method to obtain symmetric solution of fully fuzzy linear system based on 1-cut expansion. For more research papers see [1, 6, 7, 15] .
In this paper, we extend Diamond's idea [14] to define a new metric distance for L-R fuzzy numbers with the fixed shape functions L(·) and R(·). Then, we use the proposed metric distance to introduce a method for obtaining the nearest symmetric fuzzy solution for symmetric L-L fuzzy linear system (S-L-FLS), where the coefficient matrix is a crisp n × n matrix and the right hand side column is a symmetric L-L fuzzy number vector with the fixed L(·) and R(·). Also, it is shown that if an S-L-FLS has unique fuzzy solution, then its solution is symmetric. According to our method, for solving S-L-FLS, we construct a minimization problem based on the proposed metric and then solve it. If the optimal value is zero, then we obtain a symmetric exact solution. Otherwise, S-L-FLS has not any exact solution and thus we compute a symmetric approximate solution for it.
The structure of this paper is organized as follows. In Section 2 we present some basic definitions and results on L-R fuzzy numbers. In Section 3 we introduce a metric distance and verify some its properties. In Section 4 we define an S-L-FLS and present two algorithms for solving it. In Section 5 we give some numerical examples. Conclusion is drawn in Section 6.
Preliminaries
The basic definition of fuzzy numbers is given in [18]. 
Definition 2.1. A fuzzy subset A of the real line R with membership function µ
The support and core of A are defined by the sets S( A) = {x ∈ R : µ A (x) > 0} and C( A) = {x ∈ R : µ A (x) = 1}, respectively. Then, based on the Definition 2.1, we have 
Thus, by Remark 2.3, the crisp numbers and the crisp intervals can be considered as L-R fuzzy numbers. In particular, when L(·) and R(·) are linear functions (L(x) = R(x) = max{0, 1 − x}) and a 1 < a 2 , fuzzy number A denotes trapezoidal fuzzy number. Also, when L(·) and R(·) are linear functions (L(x) = R(x) = max{0, 1 − x}) and a 1 = a 2 , fuzzy number A denotes triangular fuzzy number. Clearly, for A = (a 1 , a 2 ; α, β) LR , we have 
Note that we use a fixed function L(·) and a fixed function R(·) for all fuzzy numbers in each problem. Then, through the end of this paper, we eliminate the subscript "LR" in representation of L-R fuzzy numbers.
4
. 
We will show that the function d defined in Eq. (3) is a metric for the set of L-R fuzzy numbers with the fixed L(·) and R(·). To this end, we have
Proof. Since
the proof is completed.
Proof.
, by Lemma 3.6, the proof is completed.
Theorem 3.8. The function d defined in Eq. (3) is a metric for the family of all L-R fuzzy numbers with fixed L(·) and R(·) .
Proof. According to Theorem 3.2, since the function d M E is a metric for the family of all interval numbers, then it is easy to verify that the function d satisfies the following properties:
Note that since the functions L(·) and R(·) are fixed, property 2 is holds. It is only remained to show that the triangle inequality property is holds. By virtue of Theorem 3.2 and Lemma 3.7, for three L-R fuzzy numbers A, B and C we have 
Remark 3.9. It is clear that there exist distinct fuzzy numbers
1) if L(x) = R(x), ∀x ∈ R + , then d( A − C, B − C) = d( A, B), 2) d( A + C, B + C) = d( A, B), 3) d(λ A, λ B) = |λ|d( A, B), ∀λ ∈ R,
Proof. 1) Let
It can be easily verified that
, then by Definition 2.5, (−1) C is a R-L fuzzy number and thus we can not use the addition formula presented in Definition 2.5.
2) The proof is similar to the first part.
3) At first, let λ < 0. Therefore, we will have
and similarly
The proof for λ 0 is easy and omitted.
as distance between them, where p 1.
In this paper, for obtaining the distance between two L-R fuzzy vectors we consider p = 2 in Definition 3.12. In the next section, we define a symmetric L-L FLS and use the our metric to find either the symmetric exact solution or the symmetric approximate solution for the such system.
Solving symmetric L-L fuzzy linear system
. .
where the coefficient matrix A = (a ij ), 1 i, j n is a crisp n × n matrix and
is called a symmetric L-L fuzzy linear system (S-L-FLS).
The matrix form of the above equations is
where
T and x i and b i are L-L fuzzy numbers as follows:
solution for S-L-FLS (7) if and only if
where x j , 1 j n are fuzzy numbers.
Proof. It is sufficient to show that
Consequently ∑
for all i = 1, 2, . . . , n, where
From Eqs. (11) and (12) we have ∑
Setting
we have A V = 0.
Since system (7) has unique solution, then the matrix A is nonsingular [16] and therefore V = 0, i.e., v j = 0, for all j = 1, 2, . . . , n. Thus, the proof is completed. Now, suppose that the X = (
where the sets Γ + i and Γ − i are defined in Eqs. (13) and (14), respectively. Also, note that according to Theorem 4.3, X is a symmetric L-L fuzzy number vector. We set
and
Therefore, from Eqs. (16)- (18) we have
Since S-L-FLS (7) has unique solution, then the matrices A and |A| are nonsingular [16] . Therefore, by solving the systems (19) we obtain the vectors W and Λ x and consequently we will have
On the other hand, It is clear that if X be an exact solution of S-L-FLS (7), then
Therefore, a logical way to find a symmetric L-L fuzzy vector solution is to minimization distance between the vectors A X and B. To this end, we set
Hence
By Definition 3.12 and using the above notations we define the following minimization problem to find a symmetric L-L fuzzy vector solution,
where (23) and (24) and also
is unique solution of system AΛ x = Λ b .
On the other hand, from Eqs. (20), (23) and (24), we conclude
Note that in the above equations (26)- (28) we omitted the parameter x i 2 . Now, in the minimization problem (2.24), we let
, Ω 
(32) Therefore, the minimization problem (24) is changed to:
By the following theorem, we simplify the minimization problem (33). 
Proof. We have
Now we have
Similarly, since AW = C, then Ω
According to Theorem 4.3, we can simplify the minimization problem (33) as follows:
The minimization problem (25) has 2n free variables, while the minimization problem (34) has n free variables. Thus, solving (34) is more convenient than (25). Solving (34) and using the Eq. (20) we can obtain the symmetric L-L fuzzy vector solution. If the optimal value of the the minimization problem, i.e. Z, was zero, then we get the exact solution of the S-L-FLS (7). Otherwise, If Z was nonzero, then we get the approximate solution of the S-L-FLS (7) . Note that, in the second case, the S-L-FLS (7) has not exact solution. In the following, we propose the first algorithm of our method to solve the S-L-FLS (7). Since the necessary condition for that an FLS has unique solution is that the matrices A and |A| are nonsingular [16] , thus in this algorithm, we suppose that the matrices A and |A| are nonsingular.
Algorithm 1
Step 1: Construct and solve the crisp linear systems (19) , x 2 , . . . , x n ) T .
Step 3: If Z = 0 then X is an exact solution, otherwise X is an approximate solution.
The second algorithm
In this section, we suppose that the symmetric L-L fuzzy vector X = (
T is the exact solution of S-L-FLS (7). Then, in the non-linear programming problem (34), we have Z = 0,
respectively, where
Based on the systems (19) and (38) and the minimization problem (34) and also Eq. (20), we propose the our second algorithm. Similarly to Algorithm 1, we suppose that the matrices A and |A| are nonsingular.
Algorithm 2
Step 1: Construct and solve the crisp linear systems (19) and (38) and get the vectors W , Λ x , X 1 .
Step It should be noted that based on the Algorithm 2, if the S-L-FLS (7) has an exact solution, then we don't need to solve the minimization problem (34) for obtaining the solution.
Numerical examples
In this section, we fix the shape function L(·) as:
Therefore, in the following examples, the considered fuzzy numbers are either triangular fuzzy numbers or trapezoidal fuzzy numbers. 
Also, from Eq. (20) we have 
Conclusion
A new method for solving S-L-FLS was introduced based on a metric distance on L-R fuzzy numbers. It is important that functions L(·) and R(·) are fixed functions. Finally, using the proposed distance a non-linear programming 
