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We investigate the SU(N) Hubbard model for the multi-component fermionic optical lattice
system, combining dynamical mean-field theory with the continuous-time quantum Monte Carlo
method. We obtain the finite temperature phase diagrams with N ≤ 6 and find that low tempera-
ture properties depends on the parity of the components. The magnetically ordered state competes
with the correlated metallic state in the system with the even number of components (N ≥ 4),
yielding the first-order phase transition. It is also clarified that, in the odd-component system, the
ordered state is realized at relatively lower temperatures and the critical temperature is constant in
the strong coupling limit.
Ultracold atomic systems have potential to under-
stand some important and fundamental issues in the
condensed matter physics [1–3]. Among them, two-
component fermionic systems with distinct hyperfine
states are known to be appropriate to describe strongly
correlated electron systems. Owing to the high control-
lability in particle number, lattice potential, and interac-
tion strength, remarkable phenomena have been observed
such as superfluid state [4, 5], BCS-BEC crossover [6, 7]
and Mott insulating state [8, 9]. Recently, the multicom-
ponent fermionic systems are realized such as the three
components 6Li [10], six components 173Yb [11] and ten
components 87Sr [12]. This stimulates further theoretical
investigations on fundamental problems [13, 14].
One of the interesting systems is the optical lattice
system, which is realized by loading the ultracold atoms
in a periodic potential. This ideal system should be de-
scribed by the SU(N) Hubbard model, and its ground
states have been discussed such as the dimerized state
in the one dimension [15–18], the staggered flux order in
two dimensions [15, 19], and some translational symme-
try breaking states and the superconducting states in the
infinite dimensions [20–25]. However, systematic studies
for finite temperature properties are still lacking [25, 26].
In particular, it is unclear how the stability of the or-
dered states depends on the parity of the components,
which should be important to observe the spontaneously
translational symmetry breaking state in the fermionic
optical lattice experiments [27].
Motivated by this, we consider the SU(N) Hubbard
model,
Hˆ = −t
∑
〈i,j〉,α
c†iαcjα +
U
2
∑
i
n2i , (1)
where ni =
∑
α niα is the total number density of
fermions at the ith site, 〈i, j〉 indicates the nearest neigh-
bor sites and c†iα(ciα) creates (annihilates) a fermion with
”color” α(= 1, 2, · · · , N) at site i and niα = c
†
iαciα. t is
the hopping integral and U is the on-site interaction be-
tween fermions with distinct components. Setting chem-
ical potential µ = NU/2, we discuss the particle-hole
symmetric systems.
We examine low temperature properties in the system
by means of dynamical mean-field theory (DMFT) [28–
30], which maps the lattice model to the problem of
a single-impurity connected dynamically to an effective
medium. The Green’s function is obtained via the self-
consistency conditions imposed of the impurity problem.
We present the fermion band by a semicircular density
of state (DOS) ρ(ǫ) = 2
√
1− (ǫ/D)2/(πD), where D is
the half-bandwidth.
In the paper, we consider the translational symmetry
breaking state in the bipartite lattice as one of most prob-
able candidates. Then, the self-consistent equations [31]
are given by, Gγα(iωn) = iωn + µ − (D/2)
2
Gγ¯α(iωn),
where Gγα(Gγα) is the full (noninteracting) Green func-
tion with color α for the γ(= A,B)th sublattice. To
solve the effective impurity problem, we make use of
the hybridization-expansion continuous-time quantum
Monte Carlo (CTQMC) method [32, 33], which should
be suitable for systematic investigations on the Hubbard
model.
To discuss how stable the spontaneously translational
symmetry breaking states are at finite temperatures, we
calculate the staggered order parameters mα = 〈nAα −
nBα〉/2, where nγα is the number operator for color α
in the γth sublattice. In the system, the possible or-
dered states depend on the parity of the components.
When the number of component is even, we expect that
the repulsive interaction stabilizes the ”antiferromagnet-
ically” (AF) ordered state, where the N/2 fermions oc-
cupies at the A sublattice and the others at the B sub-
lattice. Schematic pictures for N = 2 and 4 are shown
in Figs. 1(a) and (b). In the case, the order parame-
ters can be defined as m = m1 = m2 = · · · = mN/2 =
−mN/2+1 = · · · = −mN . In the odd component system,
some ordered states should be realizable. For examples,
in the three component system, the color density wave
(CDW) and color-selective antiferromagnetically ordered
(CSAF) states are degenerate at zero temperature [42],
as shown in Figs. 1 (c) and (d). In the former state, the
order parameters have the relationm1 = m2 6= m3, while
m1 = −m2 and m3 = 0 in the other. Therefore, we care-
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FIG. 1: (Color online) (a) AF state for N = 2. (b) AF state
for N = 4. (c) CDW state for N = 3. (d) CSAF state for
N = 3.
fully study the stability of possible ordered states in the
multicomponent fermionic systems.
Let us consider the system with the even components
(N = 2M), which is equivalent to the Hubbard model
with M -fold degenerate bands [37, 38, 41]. We show the
order parameters in the systems with N = 2, 4, and 6 at
the temperature T/D = 0.02. When N = 2 (M = 1),
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FIG. 2: (Color online) Order parametersm as functions of the
repulsive interaction U/D when T/D = 0.02. Lines are guides
to the eye. The arrows indicate the existence of a hysteresis
in the order parameters.
the system is reduced to the single-band Hubbard model.
The normal metallic state is realized in the weak cou-
pling region. Increasing the repulsive interaction, the or-
der parameter is induced at a certain critical interaction
Uc1 and the AF state is realized. Furthermore, increas-
ing the interaction, the order parameter has a maximum
around U/D ∼ 4, and decreases. Finally, it vanishes at
another critical interaction Uc2, where the second-order
phase transition occurs. The critical values are deduced
as (U/D)c1 ∼ 0.62 and (U/D)c2 ∼ 12.6, by examin-
ing critical behavior m ∼ |U − Uc|
β with the exponent
β = 1/2 [34].
When N ≥ 4 (M ≥ 2), the nature of the phase tran-
sition in the strong coupling region is not changed. The
critical interaction is slightly decreased since the charac-
teristic energy decreases as ∼ N/(N−1)·D2/U . Namely,
these critical values are deduced as (U/D)c ∼ 8.4 for
N = 4 and 7.6 for N = 6. However, in the weak cou-
pling region, different behavior appears. Increasing the
interaction, a jump singularity appears in the order pa-
rameter at (U/D) ∼ 2.6 (N = 4) and 4.9 (N = 6), as
shown in Fig. 2. On the other hand, decreasing the inter-
action from the AF state, the order parameter vanishes
at (U/D) ∼ 2.2 (N = 4) and 3.8 (N = 6). The hysteresis
means the existence of the first-order phase transition in
the even-component system with N ≥ 4.
By performing similar calculations, we obtain the fi-
nite temperature phase diagrams for N = 2, 4 and 6, as
shown in Fig. 3. It is found that in the two-component
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FIG. 3: (Color online) Phase diagrams for the multicompo-
nent systems with N = 2, 4, and 6. Solid squares represent the
second-order magnetic phase transition points. Open (solid)
circles represent the transition points, where the normal (AF)
state disappears. Dashed lines represent the phase boundaries
ND2/8(N − 1)U obtained by means of the strong coupling
expansion. Pluses (crosses) represent the transition points
under the paramagnetic condition, where metallic (Mott in-
sulating) state disappears.
system, the AF state is widely stabilized at finite tem-
peratures. We also examine low temperature properties
under the paramagnetic condition. Here, we calculate
z = (1− ImΣα(iω0)/ω0)
−1 as a renormalization factor at
finite temperatures, where Σα is the selfenergy for color
α and ω0 = πT . It is found that the Mott phase bound-
aries [35], where a jump singularity appears in z, are
3much lower than the magnetic one. This is consistent
with the fact that no Mott transitions are realized in the
bipartite system with N = 2 [36].
As increasing N , the Mott critical temperature is in-
creased [37, 38], in contrast to the decrease of the mag-
netic transition temperature. When N = 4, the Mott
transition temperature is comparable to the maximum
of the magnetic transition, as shown in Fig. 3 (b). We
find that, in the weak and strong couping regions, the
second-order phase transition occurs. On the other hand,
the first-order phase transition occurs in the intermedi-
ate coupling region (2 . U/D . 3). To clarify how par-
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FIG. 4: (Color online) Order parameter m (a) and renormal-
ization factor z (b) as functions of temperature for the four
component systems when U/D = 1.8, 2.6, and 5.0.
ticle correlations affect the phase transitions, we show
in Fig. 4 the temperature dependence of the order pa-
rameter and renormalization factor. It is known that
the latter is appropriate to discuss particle correlations
characteristic of low energy properties. In the weak cou-
pling region, the renormalization factor is large and the
normal metallic state is realized above the critical tem-
perature (T/D) ∼ 0.011. In the AF state (T < Tc), the
order parameter gradually increases. In the intermediate
coupling region U/D = 2.6, different behavior appears.
Decreasing temperatures, the renormalization factor de-
creases toward zero, implying that insulating behavior
appears when T/D > 0.2. However, it has a minimum
around T/D ∼ 0.1 and takes a larger value z ∼ 0.4 near
the first-order transition temperature. This means the
crossover from the insulating state to the metallic state.
It is known that, in the two-band system (M = 1), this
correlated metallic state close to the Mott transitions is
stabilized due to the enhancement of spin and orbital
fluctuations [39, 40]. At lower temperatures, the jump
singularity appears in the order parameter and the AF
state is realized. In the case, the large gap suddenly ap-
pears in the DOS (not shown). Therefore, in the interme-
diate coupling region, the first-order magnetic transition
occurs together with the metal-insulator transition. In
the strong coupling region with U/D = 5.0, critical be-
havior clearly appears around (T/D)c ∼ 0.034. When
T > Tc, the renormalization factor is small enough to
realize the Mott insulating state.
In the system with N = 6, the Mott critical tempera-
ture is higher than the magnetic transition temperature,
as shown in Fig. 3(c). Therefore, the Mott transition
indeed occurs when the interaction strength is changed
at the intermediate temperature 0.04 . T/D . 0.08. We
also find that the metallic state is stable up to a fairly
large interacting region at finite temperatures. Then, the
phase transition from the metallic (Mott) state to the AF
state is of first (second) order. These results are essen-
tially the same as those for the N = 4 system.
In the even-component system with a large N , the
correlated metallic state becomes more stable against
the magnetic instability. Roughly speaking, the metal-
lic state is realized in the weak coupling region until the
Mott transition, which are characterized by three values:
the boundaries for the coexisting region between metallic
and Mott insulating states at zero temperature Uc1 and
Uc2 (Uc1 < Uc2), and the critical end point (Uc, Tc). It
is known that Uc2 is proportional to the number of com-
ponents N [37, 38, 41], while the others are the square
root of N [37, 38]. On the other hand, the AF state is
realized at low temperatures T . ND2/8(N−1)U in the
strong coupling region (U & Uc2). We conclude that, in
the large N case, the phase diagram is similar to that
for the N = 6 system and the first-order phase transition
between the correlated metallic and AF states occurs in
the intermediate coupling region.
Now, we turn to the multicomponent system with
N = 2M + 1. For convenience, we focus on the sys-
tem with N = 3 (M = 1). It has been clarified that the
CDW and CSAF states, which are schematically shown
in Figs. 1(c) and (d), are degenerate at zero tempera-
ture [42]. We have performed the detailed CTQMC cal-
culations to deduce the critical temperatures for both
states, and little difference between them has been found.
Therefore, in the following, we only show the results for
the CSAF state to discuss the stability of the ordered
states in the system.
Fig. 5 shows the order parameter m in the three-
component system. When T/D = 0.02, the ordered state
is realized in the intermediate region 1.5 . U/D . 10.8.
The result is similar to magnetic behavior in the two-
component system, where the phase transitions are of
second order. On the other hand, decreasing tempera-
ture, different behavior appears in the strong coupling
region, as shown in Fig. 5. When T/D = 0.015, the in-
crease in the interaction U decreases the order parameter
m slowly. We find no phase transition to the paramag-
netic state, at least, until U/D ≤ 256. At the lower
temperature T/D = 0.01, the order parameter should
be finite even in the strong coupling limit, as shown in
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FIG. 5: (Color online) Order parameters m as functions of
the repulsive interaction U/D in the three component system
when T/D = 0.01, 0.015, and 0.02.
Fig. 5.
We obtain the phase diagrams in the systems with
N = 3 and 5, as shown in Fig. 6. In the N = 3
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FIG. 6: (Color online) Phase diagrams for the odd-component
systems with N = 3 and 5. Solid (open) circles indicate
the state with (without) the order parameter for the N = 5
system. The phase boundaries are guides to the eyes.
system, the transition temperature takes the maximum
T/D ∼ 0.025 around U/D = 2.5, which is relatively lower
than the phase boundaries for the even-component sys-
tem discussed before. The increase in the interaction
strength decreases the critical temperature monotoni-
cally. By extrapolating the phase boundary, we obtain
a finite critical temperature (T/D)c ∼ 0.015 (∼ 1/64)
in the limit U → ∞. This remarkable behavior should
be explained by the following. When one considers the
CSAF state [Fig. 1(d)], a fermion in the doubly occu-
pied sites can hop freely to the nearest neighbor singly
occupied sites and the metallic state is realized even in
the strong coupling limit [43]. This is contrast to the
even-component system, where the corresponding energy
cost is proportional to the onsite interaction strength U .
This should suggest that the effective intersite interaction
between the localized spins (Sγi =
∑
α,β=1,2 c
†
iασ
γ
αβciβ)
is proportional to the bandwidth, resulting in the finite
critical temperature Tc(∝ D). This may recall us the
Bose-Einstein condensation in a free bosonic system since
the transition temperature does not depend on the in-
teraction strength. Therefore, it may allow us to discuss
the BCS-BEC crossover in the two-component Fermi gas,
which is now under consideration.
An ordered state is also realized in the system with
N = 5. In the case, the transition temperature is much
lower than that for the N = 3 system, as shown in Fig. 6.
Therefore, we could not determine the phase boundary
accurately. However, the ordered state, shown as solid
circles in Fig. 6, is realized even in the strong coupling
region. Therefore, we believe that such low temperature
properties are common to the half-filled odd-component
system.
We have investigated the phase transitions in the
multi-component fermion system, combining dynami-
cal mean-field theory with the hybridization-expansion
continuous-time quantum Monte Carlo method. The fi-
nite temperature phase diagrams have been obtained for
the Hubbard model with N(≤ 6) components. We have
found that the magnetically ordered state competes with
the correlated metallic state in the system with the even
number of components. We have clarified that, in the
system with the odd number of components, the criti-
cal temperature is relatively lower than that for the even
number cases. In addition, we have found that the criti-
cal temperature is finite even in the strong coupling limit.
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