In this paper, we study conditions under which the solutions of a backward stochastic differential equation with jump remains in a given set of constrains. This property is the so-called "viability property". As an application, we study the comparison theorem for multidimensional BSDEs with jumps.
Introduction
Viability properties for stochastic differential equations (SDEs) and inclusions had been introduced and studied by Aubin-Da Prato in [2] , [3] and [4] . The key point of their work was a "stochastic tangent cone" which generalized the well-known Bouligand's contingent cone used for deterministic systems. Buckdahn-Peng-Quincampoix-Rainer [6] used a new method to get the necessary and sufficient condition for the viability property of SDEs with control. They related viability with a kind of optimal control problem and applied the comparison theorem for viscosity solutions to some H-J-B equation. In 2000, renewed interests arouse in the study of viability for backward stochastic differential equations (BSDEs) in the paper of Buckdahn-Quincampoix-Rǎşcanu [7] . Their approach differed from the above mentioned methods and based on the convexity of the distance function of K (when K is a closed convex set). This enabled them to deduce some condition in differential form on the distance function of K which is necessary as well as sufficient.
In the present paper, we shall adopt the approach of Buckdahn et al. [7] to study the backward stochastic viability property (BSVP) with jumps.
As we know, the comparison theorem and the converse comparison theorem for real-valued BSDEs with or without jumps had been studied by many mathematicians. We refer to Peng [13] , Pardoux-Peng [12] , El Karoui-Peng-Quenez [9] , Coquet-Hu-Memin-Peng [8] , Barles-Buckdahn-Pardoux [5] , Wu [15] , Royer [14] and their references. In 2006, Hu-Peng [10] first use the BSVP to study the comparison theorem for multidimensional BSDEs and get necessary and sufficient condition.
So We can apply our results of the BSVP with jumps to study the comparison theorem for multidimensional BSDEs with jumps combining the approach used in Hu-Peng [10] .
This paper is organized as follows: In the next section, we state some basic assumptions and basic estimates for BSDEs with jumps. And then we state the main result of the paper on the BSVP. In Section 3, we apply our main result to the comparison theorem for BSDEs with jumps. Finally, in Appendix, we give the proof of our main result.
The BSVP with jumps in closed sets
Let (Ω, F , P, (F t ) t≥0 ) be a complete stochastic basis such that F 0 contains all P -null elements of F , and F t + := ∩ ε>0 F t+ε = F t , t ≥ 0, and F = F T , and suppose that the filtration is generated by the following two mutually independent processes: (i) a d-dimensional standard Brownian motion (W t ) 0≤t≤T , and (ii) a stationary Poisson random measure N on (0, T ]×E, where E ⊂ R l \{0}, E is equipped with its Borel field B E , with compensatorN(dtde) = dtn(de), such that n(E) < ∞, and {Ñ((0, t] × A) = (N −N )((0, t] × A)} 0<t≤T is an F t -martingale, for each A ∈ B E .
By T > 0 we denote the finite real time horizon. We define some spaces of processes. Let S
where P denotes the σ-algebra of
. Consider the following BSDE with jump:
s.. Let's recall the existence and uniqueness result for BSDEs with jumps (see [5] ): Proposition 2.1. Let (H1)-(H3) holds true. Then for any given
Note that the notion of BSDE with jump generalizes the well-known martingale representation property. Indeed, in the particular case of f = 0 we have the following Lemma (see [11] 
For completeness, we give the following definition of stochastic viability:
(b) The closed subset K enjoys the BSVP for the equation (2.1) if and only if:
in particular, there exists a positive constant M such that
Now we can get the following theorem.
m is a measurable function which satisfies (H1)-(H3). Let K be a nonempty closed set. If K enjoys the BSVP for BSDE (2.1), then the set K is convex.
Proof:
The method is totally the same as that in Theorem 2.4 in [7] thanks to (2.5) in Proposition 2.4. So we omit it.
Since the previous theorem means that only convex sets could have the BSVP even with jumps, we restrict our attention to closed convex sets. Theorem 2.6. Suppose that f :
m is a measurable function which satisfies (H1)-(H3). Let K be a nonempty closed set. The set K enjoys the BSVP for BSDE (2.1) if and only if: 
3)
So we can apply Theorem 2.6 to BSDE (3.3) and the convex closed set K := R m + × R m . Obviously, whenŷ = (y, y ′ ) ∈ K, (2.7) and (3.2) holds true naturally.
where
We can get that (2.7) is equivalent to 
Dividing by 4y and letting y tend to 0, we get (3.4).
(ii)⇒ (i). When y ≥ 0, (3.2) holds true naturally. When y < 0, from (3.4) we have:
constrains the form of the dependence of the generators in the jump components of the BSDEs. We refer the reader to Wu [15] , Royer [14] for the analogue of (3.4) which can be somewhat contained by (3.4) . But the most important of all, (3.4) is a necessary and sufficient condition for the comparison theorem to hold. While in almost any other references on the comparison theorem for 1-dimensional BSDEs with jumps, the results are just sufficient.
Remark 3.4. The following example and counter-example show that (3.4) is really a necessary and sufficient condition for comparison theorem.
Let E = R \ {0}, n(de) = δ 1 (de). Then
is a standard Poisson process.
(a) If we choose
we have
This means that (3.4) holds true. So We know that comparison theorem holds. For example, for any s ∈ [0, T ], if we choose (1) and
Corollary 3.5. Let m = 1 and suppose furthermore that f 1 and f 2 are independent of u and satisfy (H1)-(H3). Then the following are equivalent:
This generalizes the result in [10] . Now consider the special case when f 1 = f 2 = f . Then we have:
Theorem 3.6. Suppose that f satisfies (H1)-(H3). Then the following are equivalent:
(3.5)
Proof: From Theorem 3.1, (i) is equivalent to (3.2) with f 1 = f 2 . What we have to do is to prove that, when
Let us pick y k < 0, and
We deduce easily that
Dividing by −4ε and letting ε → 0, we hence get (b) in (3.5). For (c), it's straightforward by (3.2) with u ≤ u ′ , n(de) − a.s..
(ii)⇒(3.2). When y ≥ 0, (3.2) holds true naturally. When there exist 1 ≤ k ≤ n, such that,
, wherê
Then from (ii) we have:
Remark 3.7. When f k depends only on u k , with (b) in (3.5) and the Lipschitz condition of f w.r.t. u we have
So the condition (c) in (3.5) can be cancelled:
Theorem 3.8. Suppose that f satisfies (H1)-(H3) and f k depends only on u k . Then the following are equivalent:
Corollary 3.9. If we suppose that f is independent of u, then the following are equivalent:
This generalizes the result in [10] .
At the end of this section, we study the comparison theorem for multidimensional BSDEs with jumps.
We define S m as the space of symmetric real m × m matrices, and denote by S m + the subspace of S m containing the nonnegative elements in S m . Without loss of generality, we set d = 1.
Let us again consider a function F , which will be in the sequel the generator of the BSDE, defined on Ω × [0, T ] × S m × S m × S m , with values in S m , such that the process (F (t, y, z, u)) t∈[0,T ] is a progressively measurable process for each (y, z, u) ∈ S m × S m × S m .
We consider the following matrix-valued BSDE with jump:
where ξ ∈ L 2 (Ω, F , P ; S m ).
We want to study when the comparison theorem holds for two BSDE of type (3.6).
Consider the following two BSDEs: i = 1, 2,
where F 1 , F 2 satisfy (H1)-(H3), and ξ 1 , ξ 2 ∈ L 2 (Ω, F , P ; S m ). We study the same problem as that in the preceding content: under which condition the comparison theorem holds for matrix-valued BSDEs? Interestingly, this problem is transformed again to a viability problem in S m + × S m .
Theorem 3.10. Suppose that F 1 and F 2 satisfy (H1)-(H3). Then the following are equivalent:
where C is a constant which dose not depend on t, (y, y ′ ), (z, z ′ ), (u, u ′ ).
We can see from the appendix in [10] that, for any y ∈ S m , y has an expression:
where A is an antisymmetric real m×m matrix (A T = −A), λ i ∈ R, {e 1 , e 2 , ..., e m } is the standard basis of R m .
If we set
Then from [10] , we have . So we can use the same method with that in Theorem 3.1 to finish the proof of this theorem.
2
Corollary 3.11. Let us suppose furthermore that F 1 and F 2 are independent of z and u. Then (ii) is equivalent to:
This generalizes the result in [10] . 
and then, for s ∈ [t, T ], βr |f (r, 0, 0, 0)|dr)
Choose C 0 = Ce βT , one can obtain (2.3).
In order to prove (2.4), note that BSDE (2.1) is equivalent tō
Then inequality (2.3) applied to (Ȳ t ,Z t ,Ū t ) implies (2.4). To prove (2.5), we set ε = T − t in (2.4) and take expectation. Then the left thing to us is to prove, there exists a positive constant M 0 such that
This is because
By (H3) and Lemma 2.2, we can deduce that there exists M 0 > 0, such that (4.4) holds true. So we complete the proof of the proposition.
Proof of Theorem 2.6. This proof is splitted into several steps.
(a) Necessity. Let t ∈ (0, T ] and ε > 0 be such that, for some
Denote by (Y, Z, U) the unique solution to BSDE with jump
Furthermore, we introduce the ProcessŶ := {Ŷ s , s ∈ [t ε , t]} as follows:
Let's compute that
and
So according to (2.3) in Proposition 2.4, there exists a nonnegative random variable ζ ∈ L 1 (Ω, F t * , P ) whose norm depends only on y, z and u, such that
(In the sequel, we will denote by ζ a nonnegative random variable which belongs to L 1 (Ω, F t * , P ) and whose norm depends only on y, z and u, and we allow it to change from one formula to the other and assume that ζ ≥ 1, P − a.s. if we need.) By (2.4) in Proposition 2.4,
we can apply Itô's formula to |Y s −Ŷ s | 2 over [t ε , t] and with the same technique as that in Proposition 2.4, noting (4.6) and (4.7), we have
Observe that by (H1):
and that
Hence from Lebesgue's dominated convergence theorem, β
Let us now establish two auxiliary results on the processes Y andŶ which will enable us to finish the proof of the necessity.
Lemma 4.1. Under the assumptions made above, there is some nonnegative random variable ζ ∈ L 1 (Ω, F t * , P ) whose norm depends only on y, z and u such that
Proof of Lemma 4.1. Note that, since K = Ø, there exists some constant
So from (4.8)
Observe thatŶ tε = y + εf (t ε , y, z, u) + ε E u(e)n(de), noting (H3) and (4.5), we
This completes the proof of Lemma 4.1.
Lemma 4.2. We can find some F t * -measurable random variable γ ε = γ ε (y, z, u) with lim inf ε→0 γ ε ≥ 0 such that
Proof: We know that the function d 
There are two following properties of α(·) (see [7] ):
First we substitute
in the definition of α(·). This provides us
By (H3), f (t ε , y, z, u) + E u(e)n(de) can be dominated by some nonnegative random variable which belongs to L 2 (Ω, F t * , P ), so there exists some nonnegative random variable ζ ∈ L 1 (Ω, F t * , P ) whose norm depends only on y, z and u such that
Hence from Lebesgue's dominated convergence theorem, γ 1 ε → 0, P − a.s., as ε tends to 0.
We now substitute
in the definition of α(·). If we set
is such that lim sup ε→0 γ 2 ε ≤ 0.
In fact, on one hand, 1 ε α( √ εzW 1 ) → 0, P − a.s., as ε → 0.
And on the other hand, for ε > 0, with (4.9), P -almost everywhere, for t * ∈ [0, T ). Passing to the limit t * → t, we obtain the wished result if we choose C * = 2C and note that 
Obviously, φ δ ∈ C ∞ (R m ). We can see from [7] that the function φ δ satisfies the following properties 12) for all x ∈ R m .
Consider ξ ∈ L 2 (Ω, F T , P, K) and let (Y, Z, U) be the unique solution to the following BSDE with jump 
