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Abstract. A method for assimilating remotely sensed snow
covered area (SCA) into the snow subroutine of a grid dis-
tributed precipitation-runoff model (PRM) is presented. The
PRM is assumed to simulate the snow state in each grid cell
by a snow depletion curve (SDC), which relates that cell’s
SCA to its snow cover mass balance. The assimilation is
based on Bayes’ theorem, which requires a joint prior dis-
tribution of the SDC variables in all the grid cells. In this
paper we propose a spatial model for this prior distribution,
and include similarities and dependencies among the grid
cells. Used to represent the PRM simulated snow cover state,
our joint prior model regards two elevation gradients and a
degree-day factor as global variables, rather than describing
their effect separately for each cell. This transformation re-
sults in smooth normalised surfaces for the two related mass
balance variables, supporting a strong inter-cell dependency
in their joint prior model. The global features and spatial
interdependency in the prior model cause each SCA obser-
vation to provide information for many grid cells. The spa-
tial approach similarly facilitates the utilisation of observed
discharge.
Assimilation of SCA data using the proposed spatial
model is evaluated in a 2400km2 mountainous region in cen-
tral Norway (61◦ N, 9◦ E), based on two Landsat 7 ETM+
images generalized to 1km2 resolution. An image acquired
on 11 May, a week before the peak ﬂood, removes 78% of
the variance in the remaining snow storage. Even an image
from 4 May, less than a week after the melt onset, reduces
this variance by 53%. These results are largely improved
compared to a cell-by-cell independent assimilation routine
previously reported. Including observed discharge in the up-
dating information improves the 4 May results, but has weak
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effect on 11 May. Estimated elevation gradients are shown
to be sensitive to informational deﬁcits occurring at high alti-
tude, where snowmelt has not started and the snow coverage
is close to unity. Caution is therefore required when using
early images.
1 Introduction
The utilization of water resources in mountainous regions is
often in lack of precise measurements, due to harsh climate
and remote situation. This also applies to the estimation of
a seasonal snow pack. The potential of remote sensing to
collect spatially distributed information of the snow storage
is therefore of great interest for water supply or hydropower
production planning, as well as ﬂood forecasting. Satellite
based measurements of snow water equivalent (SWE) is lim-
ited to coarse spatial scales, and with considerable restric-
tions on snow conditions. At 25 km resolution, passive mi-
crowave measurements from SSM/I are able to represent dry
snow SWE fairly well in ﬂat, low-lying regions, but show
largedeviationsinmountainousareas(Brubakeretal., 2000).
Research is currently progressing on the use of interferomet-
ric techniques on active microwave (radar) data, reporting an
accuracy of 100mm for 10×10km averages, also restricted
to dry snow (Engen et al., 2004). Further progress is ex-
pected, in particular with radar sensors planned for the near
future.
In contrast, the snow covered area (SCA) can be retrieved
with good accuracy at a range of scales. Both optical sen-
sors and active microwave instruments have been used to
map SCA, the latter with the advantage to measure inde-
pendently of cloud coverage. Obviously, SWE and SCA are
related, and using this relation to extract SWE information
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from SCA images represents an alternative to direct SWE
observation. A simple relationship based on a snow/no snow
classiﬁcation, can be combined with heuristic rules for how
to adjust the SWE (Rodell and Houser, 2004), to validate the
simulations of a hydrological model (Shefﬁeld et al., 2003),
or to support the interpolation of SWE from point measure-
ments (Ranzi el al., 1999; Molotch et al., 2004). By relat-
ing observed snow cover patterns to process-governing ter-
rain features, Bl¨ oschl et al. (1991) were able to link quali-
tatively the observation errors to speciﬁc process represen-
tations in the model, hence evaluating the model structure.
Kirnbauer et al. (1994) also concluded that spatial observa-
tions of snow cover patterns were clearly able to reveal poor
model assumptions, to which the measured streamﬂow time
series was insensitive.
Multispectral techniques have proved effective in mapping
SCA at sub-pixel scale, that is, the snow covered fraction of
each satellite image pixel. Rosenthal and Dozier (1996) re-
port a regression tree-based estimation of SCA from Land-
sat TM images, calculating fractional SCA within 30-m grid
cells with an overall standard error of around 10%. Salomon-
sson and Appel (2004) extract fractional SCA from MODIS
data at 500m resolution using the NDSI index, also with a
standard error of 10%. With a PRM simulation unit larger
than the satellite image pixel size, sub-grid SCA may be de-
termined even from a binary image classiﬁcation. Thus, in
alpine regions with deep, heterogeneous snow packs, frac-
tional SCA can be observed at scales where the SWE-SCA
relation is strong. In distributed precipitation-runoff models
(PRMs), this relation is commonly represented by a snow de-
pletion curve (SDC).
The SDC concept enables monitoring and updating of the
snow cover mass balance with SCA observations made dur-
ing the melt season. However, the SDC necessarily consists
of several variables, whereas the SCA information is a sin-
gle number. Thus, estimation of the SDC from SCA obser-
vations suffers from an information deﬁcit, and the adjust-
ment required to achieve the observed SCA is not uniquely
deﬁned. Technically, this problem can be overcome by a
Bayesian approach, utilising prior knowledge (Kolberg and
Gottschalk, 2005). Binley and Beven (1991) introduced this
approach to general PRM parameter estimation, proposing
the GLUE technique (General Likelihood Uncertainty Es-
timation). Relaxing the formal rigour of likelihood con-
struction, GLUE is not a strict application of Bayes’ theo-
rem. A principal discussion of such relaxations for hydro-
logical applications appears in Beven and Young (2003) and
Gupta et al. (2003). Engeland and Gottschalk (2002) apply
Bayes’ theorem to the determination of parameters in a re-
gional model, based on streamﬂow observed in several catch-
ments within the region. Other methods for combined pa-
rameter and state estimation by data assimilation have been
presented by Moradkhani et al. (2005) and Vrugt et al. (2003,
2005). Huang and Cressie (1996) applied a spatio-temporal
model to snow water equivalent, and demonstrated the use
of a Kalman ﬁlter to interpolate between SNOTEL measure-
ments.
Despite providing the formal apparatus for re-estimating
multiple variables from a single observation, the Bayesian
technique does not overcome the large information deﬁcit in
the current problem. Accordingly, the improvements of SDC
precision using SCA observations reported by Kolberg and
Gottschalk (2005) are moderate. The main aim of the current
paper is to reduce the gap in information content between
each grid cell’s multi-variate SDC and single SCA observa-
tion. Recognising that SCA observations within a region de-
pend on processes with similar response in many grid cells,
we can reduce the effective dimensionality of the estimation
problem by handling these processes at aggregated spatial
level. Speciﬁcally, we ﬁrst assume that the degree-day factor,
as well as elevation gradients in precipitation and tempera-
ture are spatially constant, and conﬁne the uncertainty caused
by these processes to three discrete variables. Next, by ty-
ing two of the gridded variables together in spatial models,
we reduce the grid cell uniqueness without formally reduc-
ing the number of variables. These transformations all take
place in the joint prior distribution of the SDC variables; the
assimilation method is identical to the one used by Kolberg
and Gottschalk (2005).
2 Approach and method
2.1 The Snow Depletion Curve
The snow depletion curve (SDC) describes how snow cov-
ered area (SCA) reduces gradually through the melt season.
Rango and Martinec (1997), Liston (1999, 2004), Luce et al,
(1999), and Luce and Tarboton (2004) discuss the SDC con-
cept in various formulations. In the current paper, the SDC
is applied to each grid cell in a distributed PRM, giving the
grid cell’s proportional area of bare ground y=1−SCA, as
a function of its accumulated melt depth. In this formula-
tion, the SDC is also equivalent to the sub-grid cumulative
distribution of point snow storage at the start of the melt sea-
son, provided that melt rate is sub-grid homogeneous (Lis-
ton, 1999). Once established at the end of a speciﬁc accu-
mulation season, the SDC is not changed by the PRM; all
temporal variability in the bare ground fraction y, the accu-
mulated melt runoffQ, and the remaining snow storage SWE
arise from changes in the accumulated melt depth λ, serving
as argument to the SDC (Fig. 1).
Luce and Tarboton (2004) analyse nine years’ empirical
SDC for a small, wind-swept, low-vegetation mountainous
catchment, and conclude that normalised SDCs are remark-
ably stable between years, and that the choice of a para-
metric model is less important than the estimation of a co-
efﬁcient of variation. These results are both important for
applying a SDC to every grid cell in a larger region, be-
cause even an extensive snow survey will only cover a small
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Fig. 1. Principle of the snow depletion curve, as it is applied in each
grid cell individually. At the start of the melt season, the SDC repre-
sentsthespatialheterogeneityofthepointsnowstoragex withinthe
grid cell. It is parameterized by the average storage m, the coefﬁ-
cient of variation cv, and the initial bare ground fraction y0. During
the snow melt season, these parameters are kept constant, and the
SDC gives the fractional bare ground y as a function of the accu-
mulated melt depth λ, which is assumed constant over the grid cell.
During this period, the mass balance components Q and SWE are
also functions of λ, and divide the initial snow pack m into accumu-
lated snowmelt runoff and remaining snow storage, respectively.
fraction of the cells. Without speciﬁc information from the
actual grid cell, it is necessary to use a parsimonious sta-
tistical model for the SDC. Several parametric models have
been proposed, for instance 2-parameter Lognormal (Essery
et al., 1999; Liston, 2004), 3-parameter Lognormal (Don-
ald et al., 1995), 2-parameter Gamma (Skaugen et al., 2004),
3-parameter Beta (Brubaker and Menoes, 2001), or 3-5-
parameter weighted combinations of Normal and/or Log-
normal distributions (Bruland et al., 2001; Marchand and
Killingtveit, 2004).
In this study, a 3-parameter mixed distribution is se-
lected to describe the SDC in each grid cell. The parame-
ter y0=P(x=0), denotes the proportional area which stays
snow-free though the whole winter. In the remaining, snow
covered cell fraction, the distribution of point snow storage x
follows a 2-parameter Gamma model, characterized by the
mean value m and the coefﬁcient of variation cv taken at
the melt season onset. Using moments rather than the usual
shape and scale parameters leads to prior distributions also
speciﬁed in terms of moments, for which we are more likely
to have prior information. Further, the shape and scale pa-
rameters, opposite m and cv, are shown to be spatially in-
terdependent (Kolberg, 2001). With this SDC formulation,
the bare-ground fraction y is given by the accumulated melt
depth λ as:
y (t) = SDC(λ(t)|m,cv,y0)=y0 + (1−y0) · y1 (t) (4)
y1 (t) =
λ(t) Z
0
p(x;m,cv)dx = γ

1
cv2,
λ(t)
m · cv2

(5)
Here, y1 is the bare-ground area relative to the initially snow
covered area (1−y0), p() is the Gamma density and γ(·,·)
the cumulative Gamma distribution with shape cv−2 and
scale m · cv2. It is worth noting that the main mass bal-
ance variables m and λ appear only as a ratio, and thus that
the observable bare-ground fraction y is sensitive only to the
relative magnitude of the two.
2.2 Assimilation by Bayesian updating
Bayes’ theorem expresses how measured data D change a
statistical distribution of a parameter vector θ, which may in-
clude any unknown or uncertain variable related to D. The
prior knowledge about θ is expressed as a joint distribution
of parameters p(θ), and the relation between the parameters
and the observed data is also given in terms of a statistical
distribution p(D|θ), expressing the probability (density) of
the measured data given the parameters. Considered as a
function in θ with D as parameters, this is called the like-
lihood function, and its multiplication with the prior p(θ)
gives the posterior distribution p(θ|D):
p(θ|D) ∝ (θ)·(D|θ) (6)
The proportionality symbol indicates the absence of the
normalisation constant, which must be found by integrating
the right hand side of Eq. (6). Properly normalised, the pos-
terior distribution contains our knowledge of θ conditioned
on D, and is the basis for estimating elements of θ, typically
by computing the expectation, mode, or median.
Inthecurrentapplication, D containsthesatelliteinforma-
tion, consisting of the y estimate and its associated standard
error for each grid cell in the region. The vector θ contains
the variables describing the SDCs of all grid cells. The prior
distribution p(θ) has a joint expectation E[θ], typically con-
sisting of the simulated values in the distributed PRM. Sim-
ilarly, the expectation E[θ|D] of the posterior distribution
p(θ|D), represents updated estimates with which we can re-
initialize the PRM. Figure 2 illustrates the procedure for a
single grid cell. The prior variance Var[θ] and posterior vari-
ance Var[θ|D] measure the uncertainty before and after up-
dating, respectively, and from these we ﬁnd the fractional
reduction of variance, indicating the informational value of
D. The assimilation is presented in an updating context, but
also addresses variables normally considered as calibration
constants rather than simulated states.
3 The proposed prior distribution
Figures 1 and 2 show how the SDC state, in a speciﬁc grid
cell and at a given time, is deﬁned by the four variables m, cv,
y0 and λ. For n grid cells and k images acquired through a
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Fig. 2. The Bayesian assimilation illustrated for a speciﬁc grid cell. A priori, the joint distribution P(m,cv,y0,λ) is given by four 2-
parameter marginal distributions (green pdf curves). The parameters are calculated by moments extracted from the corresponding maps. The
4-variate joint expectation speciﬁes the prior SDC state. When assimilating satellite information, Bayes’ theorem calculates the posterior
P(m,cv,y0,λ|yobs), printed as blue pdf curves. The new joint expectation deﬁnes the updated SDC state. The four dimensions are now
mutually dependent, so the marginal posteriors do not fully specify the joint posterior. The whole analysis is repeated for all grid cells in the
region.
meltseason, the Bayesian assimilationmustthusestimatethe
joint distribution of n·(k+3) variables, since λ varies through
time. The available information contains only n·k observa-
tionsofy, oneforeachgridcellandimage. Sincek isusually
small, the information deﬁcit is considerable. To reduce this
deﬁcit, we relate the accumulated melt depth λ and the end-
of-winter snow storage m to processes which act similarly in
many grid cells. The resulting spatial interdependency adds
conditional information, effectively reducing the size of the
estimation problem. This section presents the transforma-
tions of λ and m into normalised spatial surfaces and global
(spatially constant) variables; the spatial models applied to
the normalised surfaces, and the joint prior model for the
transformed SDC variables.
3.1 Identiﬁcation of spatially constant variables
The ﬁrst step to reduce the size of the estimation problem, is
to identify processes which act similarly all over the region,
and normalise the affected surfaces with respect to these. It
is common practice in geostatistics to remove the effect of
trends, periodicities, and other globalfeatures from a surface,
prior to ﬁtting a spatial dependency structure. In our case, the
surfaces are simulated by a PRM, and we target the transfor-
mations at reversing the effect of global calculations usually
applied by PRMs, rather than looking for an optimal trans-
formation in terms of variance component separation. Most
distributed PRMs apply global elevation gradients to precip-
itation and temperature, and use a degree-day approach to
calculate snow melt from temperature.
For the average snow storage m calculated in the PRM,
we estimate an elevation gradient gm, and calculate the
elevation-normalized surface of expected snow storage m∗
by removing the effect of gm. Formally, the transformation
between m and m∗ is:
m = m∗ (1 + gm)(h−h∗) (7)
Here, h is elevation, and the asterisk denotes a reference al-
titude. As is common for the precipitation lapse rate, the el-
evation gradient in m is expressed in relative terms, and thus
the elevation normalization is multiplicative to ensure con-
sistency and independence of the reference altitude. Regard-
ing the accumulated melt depth, λ is ﬁrst decomposed into
a global degree-day factor Cx and a sum of positive temper-
atures z. The degree-day sum z is further decomposed into
a global elevation gradient gz and an elevation-normalized
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degree-day sum z∗, which remains gridded. Formally, the
transformations between λ and z∗ are:
λ = Cx · z; z = MAX
 
0,z∗ + gz
 
h−h∗
(8)
The elevation gradient gz applies to the aggregated sum of
positive degree-days, not to momentary temperature values,
and consequently it varies from day to day. Its formulation
as a linear trend is an approximation, not a result of its con-
nection to the temperature lapse rate.
The variables y0 and cv are not transformed. Over a re-
gion of n grid cells and for a single image, the prior distribu-
tion now consists of 4n+3 variables; namely the four gridded
maps of m∗, z∗, cv, and y0, and the three global variables gm,
gz, and Cx. The global variables are thus speciﬁed by distri-
butions and updated just as the gridded maps. With k images,
the dimensionality increases to (3+k)·n+2+k, because z∗
and gz varies in time.
3.2 The prior distribution components
With the elevation gradients removed, the spatial surfaces
of z∗ and m∗ naturally contain less variance than the cor-
responding surfaces of λ and m. More important, the trans-
formed surfaces are also smoother than the original, because
the variance components removed with the global effects re-
semble the spatial scale of the terrain, which is small com-
pared to the spatial scale of the reference-altitude surfaces.
This enables a further reduction in variance, by modelling
the spatial dependency between neighbours.
A convenient class of spatial models for smooth surfaces
are Gaussian Markov Random Fields (GMRF), see Rue and
Held (2005). A GMRF have simpliﬁed expressions com-
pared to the general Gaussian distribution for the full con-
ditionals, which is the density of each zi given the remaining
zj’s for all j6=i. In a GMRF, the full conditionals only de-
pend on a few zj’s, in the neighbourhood of each i. This
allows for fast computations of the full conditionals, which
isimportantintheMarkovchainMonteCarloalgorithmused
for inference. In our case, the neighbourhood is set to con-
tain the four directly adjacent cells. For each location i, we
chose the conditional moments for z∗
i as
E
h
z∗
i |z∗
{j}
i
= E

z∗
i

+
σi
nj
nj X
j=1


z∗
j − E
h
z∗
j
i
σj

;
VAR
h
z∗
i |z∗
{j}
i
=
σ2
i
nj
(9)
Here, index i denotes the local cell, {j} denotes its nj neigh-
bours (with nj=4 except at the region boundaries), and σ2
i
denotes the marginal variance (before introducing spatial de-
pendency) in grid cell i. Formally, this is a ﬁrst order In-
trinsic GMRF (see Rue and Held, 2005; Ch. 3), applied to
standardised variables. Standardisation is necessary because
both E

z∗
i

and σ2
i vary over space.
Note that Eq. (9) encourage the standardised variables in
each cell to be similar to the mean of the neighbours cells,
as the conditional expectation is the mean of the neighbours.
Even in the simpliﬁed GMRF, serial dependency causes all
cells to be correlated. Based on the transformations given in
Eq. (8), the prior distribution components governing λi are
given by:
Cx ∼ Gamma
 
E2 [Cx]
VAR[Cx]
,
E [Cx]
VAR[Cx]
!
, (10)
gz ∼ N
 
E

gz

,VAR

gz

(11)
z∗
i |z∗
{j} ∼ N
 
E

z∗
i

+
σi
nj
X
j


z∗
j − E
h
z∗
j
i
σj

,
σ2
i
nj
!
(12)
For m∗, with transformation given in Eq. (7), the prior distri-
bution model and conditional moments are deﬁned similarly
as for z∗, omitting Eq. (10) (the temperature index). In prose,
both elevation gradients are given Normal priors (Eq. 11),
and the temperature index is given a Gamma prior (Eq. 10).
The sub-grid coefﬁcient of variation cv and the initial bare
ground fraction y0 are given independent prior distributions
in each grid cell, with a Gamma density for cv, and a Lognor-
mal density for y0. Table 1 summarizes the models used for
the different components of the prior distribution, and sug-
gests the typical sources of information governing the esti-
mation of prior moments.
The spatial connectivity in m∗ and z∗ aids in moving infor-
mation between cells. An observed SCA close to 1 provides
little or no mass balance information. However, a neigh-
bouring cell with higher cv may exhibit a considerably lower
SCA, making the observation more informative. With m∗
and z∗ bound by spatial dependence, this information trans-
fers to the ﬁrst cell, reducing its marginal variance. A spe-
cial effect of this is that updating may take place also in grid
cells with missing observations. Optical satellite images are
notoriously sensitive to cloud coverage, and the value of an
updating routine greatly increases with the usefulness of par-
tially cloudy scenes.
4 The likelihood function and the observations
4.1 SCA-based likelihood
The second term on the right hand side of Bayes’ theorem
(Eq. 6) is the likelihood of the parameters, given the obser-
vations. At the core of this likelihood is the collection of
grid cell SDCs, expressing the observable variable vector y
as a function of the parameters. With y values constricted
to [0,1], a beta-distribution is selected to represent the likeli-
hood in each cell. The expectation in this likelihood model
is simply the SDC value provided by the actual parameter
values, and the variance is the observation uncertainty. For
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Table 1. The prior distribution components, and typical sources of information used in determination of prior moments. Besides the listed
information sources, formerly assimilated SCA images may contribute information on all variables. The term “geostatistics” imprecisely
means estimation from point measurements based on spatial covariance.
Par. Variability Model Expectation Variance
m∗ Temporally constant
Spatially variable
GMRF PRM mass balance, or
winter precip interpolation
Subjective experience,
or geostatistics
gm Temporally constant
Spatially constant
Normal Subjective experience,
or multi-gauge estimation
Subjective experience,
or multi-gauge estimation
z∗ Temporally variable
Spatially variable
GMRF Interpolation from
temperature measurements
Geostatistics
gz Temporally variable
Spatially constant
Normal Subjective experience,
or multi-gauge estimation
Subjective experience,
or multi-gauge estimation
CX Temporally constant
Spatially constant
Gamma PRM calibration Subjective experience, or Monte
Carlo based calibration approach
Cv Temporally constant
Spatially variable
Gamma Snow surveys, historical
or current-season.
Snow surveys, historical
or current-season.
y0 Temporally constant
Spatially variable
Lognormal Mid-winter satellite images,
terrain dependencies
Satellite images,
subjective experience
a single observed bare-ground fraction yobs in grid cell i and
the image acquired on date t, the likelihood is given as:
P

yobs
it |m∗
i ,gm,z∗
it,gzt,Cx,cvi,y0i

=
0 (ϕit + ψit)
0 (ϕit)0 (ψit)

yobs
it
ϕit−1 
1 − yobs
it
ψit−1
(13)
The parameters 8it and 9it are given by the moments:
ϕit = E [yit]
 
E [yit](1 − E [yit])
Var

yobs
it
 − 1
!
;
ψit = (1 − E [yit])
 
E [yit](1 − E [yit])
Var

yobs
it
 − 1
!
(14)
Recalling that the likelihood is conditioned on parameters,
the ﬁrst moment E[yit] is the y value provided by the SDC
given the ﬁxed parameters (combining Eqs. 5, 7, and 8):
E

yit|m∗
i ,gm,z∗
it,gzt,Cx,cvi,y0i

= y0i + (1 − y0i) · γ
 
1
cv2,
Cx · MAX

0,z∗
it + gzt1h
	
cv2 · m∗
i (1 + gm)1h
!
(15)
The second moment Var[yit] is the observation variance, as
estimated from the satellite image analysis. This variance is
spatially heterogeneous, depending on the uncertainty relat-
ing to classifying each particular pixel in the satellite image
(Rosenthal and Dozier, 1996).
Since all the y values for a single cell over n observations
in time are considered conditionally independent (that is, in-
dependent for ﬁxed parameters), the multi-observation like-
lihood for a single cell is simply given by the product of the
single-event likelihoods. Correspondingly, since the obser-
vations in different cells are also considered conditionally
independent, the likelihood for the total set of observations
is the product of all the single-cell likelihoods.
4.2 Discharge-based likelihood
The positive dependency between runoff-governing SDC pa-
rameters in neighbouring grid cells, makes calculated catch-
ment outﬂow more responsive to their variation; increasing
the validating power of runoff measurements. Engeland and
Gottschalk (2002) have used measured discharge time series
in Bayesian inference, and developed likelihood models in-
cluding autoregressive terms. This paper takes a simpler ap-
proach, associating the sum of grid cell runoff to date with
the sum of accumulated outlet discharge and the change in
the internal water storage St. A simple linear tank model
connects this storage to the observed daily discharge, and is
assumed to be zero at the time of catchment melt onset.
Similarly to the SCA-based likelihood, the discharge-
based likelihood expectation is given from the SDC parame-
ter values, and the variance from the observation uncertainty.
Assuming the tank content to be the major source of uncer-
tainty in the estimated catchment runoff, the storage term is
assigned the large relative standard deviation of 50%, com-
pared to 5% for the measured accumulated discharge. The
likelihood is given a Normal model, and with observed ac-
cumulated runoff Qacc and storage St estimated from actual-
day discharge Qt, the likelihood of the sum Qacc + St is:
P
 
Qacc + St| ¯ Qt

=
1
√
2πσqs
exp
"
−
1
σ2
qs
 
Qacc + St − ¯ Qt
2
#
;
Hydrol. Earth Syst. Sci., 10, 369–381, 2006 www.hydrol-earth-syst-sci.net/10/369/2006/S. Kolberg et al.: Bayesian assimilation of snow cover data 375
Fig. 3. Observed and a priori expected bare ground area y on 4 May
and 11 May, averaged over elevation intervals of 100m.
¯ Qt =
1
n
n X
i=1
Qi(θi,t) (16)
where Qi(θi,t) is accumulated runoff at cell i and to date t,
given the SDC parameters; and σ2
qs=VAR[Qacc+St].
5 Site and data
The assimilation of observed snow covered area into spa-
tially distributed snow depletion curves is evaluated over
a 60×40km rectangular region covering the Vinstra and
Sjoa catchments in Jotunheimen, central Norway, at 61.4◦ N,
8.6◦ E. The elevation ranges from 710ma.s.l. to 2240ma.s.l
measured at grid scale. Sparse forest and lakes each cover
about 10% of the area, small glaciers are present at high alti-
tudes. The accumulation season usually starts in November,
and snowmelt in late April or May, depending on elevation.
From two Landsat 7 ETM+ images acquired during the
2000 melt season, gridded maps of fractional bare ground y
and its standard error are estimated at 30m scale, using the
decision tree algorithm of Rosenthal and Dozier (1996). Mi-
nor adjustments are made to adapt the Landsat 5 TM-based
routine to the Landsat 7 ETM+ sensor, which has a different
sensitivity in some of the bands. Cloud and lake masks were
applied at the same scale, discarding the corresponding 1km
cell if occupying more than 20% of its area.
Runoffobservationsexistin6catchments, whichtotalarea
covering approximately half the total region. Five of these
are nested, heavily regulated subcatchments constituting the
Vinstra drainage area, with a total area of 744km2; whereas
Sjoa is 473km2 and unregulated. Naturalized ﬂow series
from regulated catchments are known to be of reduced qual-
ity on daily and sub-catchment scale. Accumulated over the
ﬁve subcatchments and several days, the Vinstra discharge
data are assumed to have uncertainty similar to Sjoa’s.
For the 2000 melt season, 9 updating experiments are run;
with satellite data sets from 4 May and 11 May used sepa-
Fig. 4. Spatial histogram of a priori cumulative probability of the
observation. A uniform histogram indicates that the prior distribu-
tion corresponds well to the observations.
rately and combined; and runoff information either not in-
cluded, aggregated from the whole gauged part of the region,
or from the Sjoa and Vinstra catchments separately. Simu-
lated melt depths suggest a melting front at approximately
1500ma.s.l. on 4 May and at approx. 1800ma.s.l. on 11
May. Whether or not the discharge-based likelihood term is
included, the posterior distribution is analytically intractable,
and is sampled by Markov Chain Monte Carlo techniques us-
ing the Metropolis-Hastings algorithm (Chib and Greenberg,
1995). Due to the spatial dependency between cells, the al-
gorithm must be implemented with the spatial loop inside
the iteration, that is, each iteration traverses the whole map
before the next iteration is executed.
6 Results
6.1 Direct comparison of prior and observed bare-ground
fraction y
Before starting to analyse the results of the Bayesian up-
dating, Figs. 3 and 4 both compare the observations to the
simulated, a priori snow state. Figure 3 shows that on both
dates, the observed bare-ground fraction yobs is underesti-
mated by prior E[y] both at high and low elevation, but is
approximately correct around 1100 m a.s.l. Figure 4 displays
the spatial histogram of prior cumulative probabilities of the
observed value on 11 May. A slight over-representation of
cumulative probabilities above 0.8 reﬂects the tendency to
underestimate yobs, but the striking feature of Fig. 4 is the
large frequency at the right tail. The prior distribution is ob-
viously too restrictive towards the multi-dimensional tail cor-
responding to high y values. The tendency at the left tail is
opposite, but weaker. Bearing in mind that the prior is sub-
jectively speciﬁed with emphasis on marginal moments, the
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Fig.5. Expectedendofwintersnowstoragemanditsreference-elevationcomponentm∗, throughtransformationandupdating. Theelevation
gradient is increased, and there are some changes to m∗ in the eastern part of the region. Notice the smoothness of the m∗ maps compared to
the similar maps of m. Subcatchment boundaries are shown, with Sjoa (473km2) in the North, and the location of three precipitation gauges
are indicated.
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Fig. 6. Expected accumulated melt depth λ; a priori (left) and a posteriori (right). The elevation gradient is considerably less steep, with melt
extending to greater elevation, and lower melt depths in the valley to the Northeast.
quantitative posterior estimates should be assessed with care
in grid cells where the observation is unlikely high.
6.2 Changes to the end of winter snow storage E[m]
In the following, all graphical illustrations are based on the
updating experiment using the 11 May image, and not using
any runoff-based likelihood term. Figures 5a–d shows how
the expected pre-melt snow storage E[m] and its reference-
elevation counterpart E[m∗] are updated. Comparing the
prior and posterior E[m] maps (top row), it is evident that
the posterior elevation gradient gm is stronger than the prior.
In addition, there are local changes to the reference-altitude
E[m∗] in the eastern part of the region (bottom row). Note
the smoothness of the E[m∗] maps compared to those of
E[m]. The changes to E[m] and E[m∗] agree with the sim-
ilar changes on 4 May with correlation coefﬁcients of 0.87
and 0.81, respectively.
For the snow storage gradient gm, the prior and poste-
rior expectations and standard deviations are given in Ta-
ble 2. The increased elevation dependency seen in Fig. 5
is conﬁrmed by the 11 May gm increasing from approx.
2.6%/100m to more than 4%/100m. Even more dramatic,
the 4 May image results in a posterior E[gm] of more than
three times the prior; far out on the prior distribution tail.
The use of both images yields an intermediate E[gm], but
closer to the moderate increase of 11 May. Including ob-
served discharge in the likelihood produces a slight reduction
in posterior E[gm], most notably for the 4 May image.
6.3 Changes to the accumulated melt depth E[λ]
Figure 6 shows the updating of E[λ]. Here, the negative el-
evation dependency is attenuated, with melt extending to a
greater altitude in the posterior than in the prior case. Again,
there are local changes as well, for instance in the south-
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Fig. 7. Expected sub-grid SWE coefﬁcient of variation cv; a priori (left) and a posteriori (right). The prior expectancy is linked to eleva-
tion, assuming that stronger winds at high altitude produce more re-distribution of snow. The posterior expectancy show more small-scale
variability, but have approximately similar elevation dependency.
Table 2. Changes in expectation and standard deviation for the E[SWE] elevation gradient, resulting from different combinations of images
and discharge data in the likelihood. The gradient is in % per 100m.
A priori 4 May posterior 11 May posterior 4 + 11 May posterior
# discharge series: 0 1 2 0 1 2 0 1 2
E[gm] 2.58 9.93 9.39 8.58 4.39 4.29 4.03 5.41 5.12 4.53
sd[gm] 1.5 0.73 0.71 0.66 0.64 0.61 0.60 0.51 0.57 0.55
Table 3. Changes in expectation and standard deviation for Cx and gz, resulting from different combinations of images and discharge data.
Two gauged subcatchments in the region are used separately or in sum. The gradient is in ◦C*d/100m, Cx is the degree-day melt index.
Observed gz between 850 and 1600ma.s.l. is −7.7degree-days/100m on 4 May and −13.7 degree-days/100m on 11 May, respectively.
A priori 4 May posterior 11 May posterior 4 + 11 May posterior
# discharge series: 0 1 2 0 1 2 0 1 2
E[Cx] 3.00 3.51 3.49 3.46 2.88 2.87 2.86 3.03 3.02 2.98
sd[Cx] 0.75 0.06 0.06 0.06 0.04 0.05 0.04 0.04 0.04 0.04
4 May E[gz] −9.32 −3.84 −3.90 −4.02 −4.10 −4.20 −4.23
4 May sd[gz] 2.15 0.2 0.2 0.1 0.13 0.13 0.12
11 May E[gz] −12.12 −7.11 −7.15 −7.25 −6.11 −6.26 −6.40
11 May sd[gz] 2.80 0.22 0.20 0.21 0.20 0.22 0.19
eastern part of the area, but the gradient driven changes dom-
inate. The changes to the time variant E[λ] and E[z∗] on 11
May agree with the changes to these variables on 4 May with
correlation coefﬁcients of 0.85 and 0.89, respectively.
Table 3 shows the updating of the degree-day factor Cx
and the degree-day sum gradient gz, for the actual date. For
E[gz], all experiments result in a large increase, i.e. an atten-
uation of the negative gradient, the 4 May image more than
on 11 May. Observe that the two updates address different
gz, since the degree-day sum z varies in time. Using both
images strengthens the 4 May E[gz], but further attenuates
the 11 May E[gz], compared to the single-image posterior
estimates. Adding discharge information has only marginal
effect. For Cx, only moderate adjustments are made, and
posterior E[Cx] is well within the prior uncertainty.
Figure 7 shows the prior and posterior E[cv], quantifying
the sub-grid heterogeneity of snow storage and determining
the shape of the Gamma model used for the SDC. The main
effect of updating is an increase in the small-scale variability,
evident as more scatter in the image. Also for this variable,
there are instances of local neighbourhoods showing a com-
mon response. Since the cv prior has no spatial structure, this
is either a direct result of the observations, or a result of pos-
terior dependencies between cv and m∗ or z∗,which do have
spatial priors. For E[cv], the correlation between 4 May and
11 May updates is 0.68.
Thepriorandposteriory0 mapsprovidelittlevaluablespa-
tial information, and are omitted. E[y0] changes are gener-
ally small, and negative in the majority of the cells. How-
ever, the 11 May update cause an increase in E[y0] of more
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Table 4. Fractional reduction of variance from prior to posterior state; map averages.
Fractional variance 4 May update 11 May update 4 + 11 May update
reduction [%] # discharge series # discharge series # discharge series
(Map averages) 0 1 2 0 1 2 0 1 2
cv 55.0 54.8 54.2 45.7 45.8 45.7 63.4 63.4 63.3
m 10.4 16.9 26.7 45.1 48.0 48.4 48.2 49.8 50.8
y0 67.7 67.2 66.2 33.1 33.3 32.1 63.1 63.3 62.6
4 May λ 47.1 50.0 56.1 65.3 66.3 68.6
4 May y 73.4 72.8 72.9 75.5 75.5 76.0
4 May SWE 52.9 56.4 61.7 75.5 75.7 76.9
4 May Q 61.7 63.1 65.8 76.3 76.8 78.0
11 May λ 94.7 95.0 95.1 94.5 94.6 94.9
11 May y 82.6 83.0 83.0 88.0 87.8 88.0
11 May SWE 77.9 78.5 79.1 82.6 82.7 83.5
11 May Q 86.4 86.6 86.5 89.5 89.8 90.1
than 0.15 in approximately 50 grid cells, and the maximum
posterior value is as high as 0.72. On 4 May only 11 pix-
els have E[y0] increased by more than 0.15, with 0.46 as
the maximum posterior value. The correlation coefﬁcient be-
tween the 4 May and the 11 May updates is 0.57.
6.4 Uncertainty reduction
A comparison of prior and posterior variance is useful to
quantify the information content in the SCA observations,
with respect to the SDC parameters and the derived snow
states. Table 4 shows that the 11 May image provides more
informationonthemassbalancegoverningmandλ. Theear-
lier 4 May image provides more information on the variables
cv and y0, which mainly affect the sub-grid snow distribu-
tion. The two images used together generally reduce vari-
ance more than any of them alone, except for y0 from the 4
May image and λ from the 11 May image. The inclusion of
likelihood terms from discharge measurements provide little
or no extra information for the 11 May and the 4 + 11 May
updates, but signiﬁcantly improves the mass balance preci-
sion on 4 May.
7 Discussion
Evaluating the relative variance reductions (Table 4), sub-
stantial improvement is achieved for all variables. Even with
the 4 May image, less than a week after melt onset, the vari-
ance in remaining snow storage SWE is reduced by more
than50%onaverage. On11Maytheaveragevariancereduc-
tion is more than 75%, i.e. the posterior variance is less than
a quarter of the prior. The similar method used with indepen-
dent priors in each grid cell (Kolberg and Gottschalk, 2005)
reduced the prior variance in m on 4 May and 11 May by
only 12% and 15%, respectively. Obviously, the spatial prior
largely compensates the information deﬁcit apparent for each
individual cell, at the cost of some spatial detail.
7.1 Gradient estimation difﬁculties
For the 4 May image, the posterior snow storage gradient
E[gm] of nearly 10% per 100m (Table 2) is beyond credibil-
ity. The poor variance reduction in snow storage m on 4 May
(Table 4) is due to this large value, because gm is in relative
terms and thus increases the m uncertainty at high altitude.
Also the posterior degree-day sum gradient gz (Table 3) is
extreme. Noticing that the observed changes in E[gm] and
E[gz] affect E[y] in opposite directions, the two gradients
appear to attain unrealistic values while compensating each
others effect on the posterior y. Recalling that the likeli-
hood only relates y to the mass balance through the λ/m ratio
(Eq. 5), changes in λ and m easily compensate. With eleva-
tion as a major source of variability in both λ and m, this
compensation could transfer to the two gradients. In the pos-
terior distribution, gm and gz are indeed positively dependent
with an R2 of 0.30 on 4 May, 0.40 on 11 May. This de-
pendency is noticeable, but cannot alone explain the extreme
values, in particular noticing the low posterior variance.
More than a problem of weak identiﬁcation due to mutual
dependency, the unlikely gradients on 4 May is a problem
of extrapolation. Above the melting front, y is insensitive
both to m and to any realistic change in λ, leaving the SCA
observations merely non-informative. Figure 3 indicates that
the elevation dependency of y is a priori underestimated be-
low 1100ma.s.l., and overestimated between 1100m and
1400m, while above 1400m, y is close to y0. With no re-
strictions from high-altitude information, gm and gz adapt
freely to the situation below 1400ma.s.l., and combine to
mimic the observed gradient both below and above 1100m.
Even below 1400m, there are plenty of cells contributing
to the likelihood, ensuring the low posterior variance. In
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Table 5. Prior and posterior mass balance of the Vinstra and Sjoa catchments, with the observed values estimated from the discharge series.
Posterior columns identify the nine experiments deﬁned by images used (4 May, 11 May, both) and number of discharge series used in the
likelihood.
Mass balance [mm] 4 May posterior 11 May posterior 4 + 11 May posterior
# discharge series # discharge series # discharge series
Prior Obs 0 1 2 0 1 2 0 1 2
Vinstra
m 378 474 514 503 483 421 420 415 441 436 423
4 May Q 55 95 106 104 100 99 98 95
11 May Q 125 157 150 150 149 165 163 159
Sjoa
m 443 550 683 663 623 484 481 473 514 504 481
4 May Q 30 35 99 97 89 85 85 79
11 May Q 83 83 127 126 124 140 138 130
contrast, the poor two observations in the runoff likelihood
onlysufﬁcetoslightmoderationsintheposteriorswhichthey
strongly contradict.
7.2 Comparing the updates to measurements
In Table 5, the posterior end of winter snow storage E[m]
and runoff to date Q produced by the different updating ex-
perimentsareaveragedforthetwomeasuredcatchments, and
compared to their prior expectations as well as observed val-
ues. Averagesnowstoragemiscomparedto theaccumulated
runoff at the end of the melt season, corrected for precipita-
tion during the snow melt period. m is underestimated in
the prior state, and increased by all updating experiments, in
particular through a higher gradient. For the 4 May image,
the high gradient discussed above yields an over-correction
of m; and in Sjoa, the posterior absolute error is even larger
than the prior except when two observed runoff series are
used.
Concerning accumulated runoff to date Q, all the updating
experiments result in increased estimates. For the Vinstra
catchment, the posterior E[Q] is largely conﬁrmed by the
observed values, again with the changes on 4 May slightly
too large. For Sjoa, however, observed Q on both dates cor-
responded well to the prior E[Q], whereas the 4 May up-
date produces a three-fold increase in both runoff and melt
depth. Less dramatic, but still too large, is the runoff increase
produced by the 11 May update. These changes are mainly
caused by the attenuation of the gz gradient discussed above.
The situation improves slightly by including runoff observa-
tion in the likelihood, for the 4 May case also by using both
images.
A temperature station at 1600ma.s.l. is not used in
the prior estimation, and combined with one at 850ma.s.l.
it provides an independent evaluation of the posterior
gz estimates. Calculated gradients gz are −7.73 and
−13.67degree-days/100m on 4 May and 11 May, respec-
Fig.8. Expectationchangesfory0 versusthepriorcumulativeprob-
ability of the observed y value. When y is observed at the right tail
of its a priori distribution (unexpectedly low SCA), y0 sometimes
responds with an extreme increase. For observations appearing rea-
sonably within the prior uncertainty, the resulting adjustment of y0
is generally small. Thus, y0 serves as a “safety valve” for unlikely
high y observations.
tively. The prior distributions of gz capture these observa-
tions within +/−1 standard deviation on both dates (Table 3),
but the posteriors fail to do so, both by larger errors and by
smaller standard deviations.
7.3 Small-scale variability and the role of y0
Figure 8 shows that y0 in some cases responds dramatically
when unexpectedly high y values are observed. No other
variable is changed this far out of normal range by such ob-
servations. The neighbourhood dependency applied to m and
λ prevent these variables from being too hardly altered in iso-
lated cells. With no such restrictions, the local variables cv
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and y0 are more likely to respond to small-scale variability,
even when caused by local m or λ anomalies like a net trans-
port loss of snow, or an increased melt due to sun exposure.
The effect of cv on y is small for low λ values, whereas y0 is
directly connected, and has a heavily right skewed lognormal
prior allowing it to respond. This may be the reason why y0
is poorer deﬁned by the use of both images than by the 4 May
image only (Table 5); each of the images forces y0 to com-
pensate an unlikely situation. No single variable responds
similarly to low y observations, which are more easily cap-
tured by moderate changes in all parameters.
Recognising that y0 does not contribute to any relationship
between snow coverage and melt depth, one might consider
removing this parameter or ﬁxing its value close to 0. For
predictive purposes, observations beyond reasonable prior
credibility could be simply disregarded. The effect is similar
toasingle-cellcloudinthesatelliteimage, andtheactualgrid
cell is only updated through neighbourhood dependency. For
investigative purposes, the increase in observed y between
the two dates at high altitude, with no elevation dependency
above 1700ma.s.l. (Fig. 3), suggests that neither the “initial”
property of y0, nor the degree-day model consequence of a
distinct melting front, are well justiﬁed.
8 Conclusions
Identifying processes that operate similarly on many grid
cells, is a powerful way to increase the informational value
of remotely sensed snow coverage data. In this study, the
isolation of two elevation gradients and a temperature melt
index as spatially constant variables enabled a strong spatial
dependence to be built into the prior distribution of the mean
snowstoragemandtheaccumulatedmeltdepthλ. Thetrans-
formed, spatial prior distribution produced largely better re-
sults than a non-spatial prior model previously reported.
The information content of a snow coverage observation
depends on the situation it images. Early observations con-
tain more information about the snow cover heterogeneity, in
this case the sub-grid coefﬁcient of variation cv and the pre-
melt bare ground fraction y0. In particular, observations prior
to the melt onset are close to non-informative except for y0.
However, the spatial prior enables mass balance information
gained in some grid cells, to be transferred to neighbouring
or similar-altitude grid cells where the SCA observation was
less informative.
The inability of a local SCA observation to contain mass
balance information beyond relative terms, is to some extent
reﬂected in the spatial data as compensation between the el-
evation gradients. In this case an early image leads to some
unrealistic results, largely because the two gradients com-
bine to adapt to a non-linear feature within a limited eleva-
tion interval. In the common situation with meteorological
measurements concentrated at low altitude, an early image
lacking effective information at high-altitude is likely to pro-
duce estimates sensitive to extrapolation.
Combination of two images usually provides a greater re-
duction of variance than any of the images alone. The in-
clusion of observed runoff in the likelihood, however, gener-
ally supplies weak explanatory power, compared to the satel-
lite image. This is due to the discharge being observed in
only two catchments, whereas the SCA likelihood variance
is greatly reduced by multiplying more than 2000 single-cell
likelihood distributions. However, in the 4 May case, where
the mass balance information of the image is smallest, the
runoff observation is able to reduce some of the error in the
gradient estimation, as well as the posterior variance in the
mass balance variables.
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