Introduction and notations
Quantum Markov chains on infinite tensor product of matrix algebras were introduced in [1] as a non-commutative analogue of classical Markov chains. In [4] the distinction between quantum Markov chains and the subclass of quantum Markov states was introduced and a structure theorem for the latter class was proved. A sub-class of Markov chains, re-named finitely correlated states, was shown to coincide with the so-called valence bond states introduced in the late 1980s in the context of anti-ferromagnetic Heisenberg models (see [10] ). In [6] the notion of quantum Markov chain was extended to states on the CAR algebra. In [11] concrete models rising naturally from quantum statistical physics were investigated in quantum spin algebras.
In the framework of more general * -algebras a definition of Markov chains is still missing. Namely, the following problems are still open
• An definition of Markov chains on * -algebras more general than infinite tensor products of * -algebras or CAR algebras.
• A reconstruction of Markov chains starting from the associated correlation functions.
In this paper we solve the mentioned problems for an important class of quasi-local * -algebras for which the local algebras are linearly generated by "ordered products" (see condition (1) below). These algebras include the infinite tensor products of type I factors and the Fermi algebra generated by the canonical anti-commutation relations (CAR) (see [8] and [9] ).
The organization of the paper is the following. In section 3 we introduce a formulation of the Markov property with respect to a backward filtration {A n] } that generalizes the Markov property introduced in [2] . Section 4, is devoted to the definition of backward Markov states and chains in the considered * -algebra A together with an existence theorem for Markov chains for given sequence of boundary conditions. In section 5, we state our main result which concerns a reconstruction of Markov chains starting from a given sequence of transition expectations. We then prove that this result extends the corresponding structure theorems in the tensor and the Fermi case.
Notations and preliminaries
Let A be a * -algebra and {A n } n∈N a sequence of its * -subalgebras. Unless otherwise specified, all * -algebras considered in the following are complex unital, i.e. with identity. For a given sub-set I ⊂ N, denote A I := n∈I A n the * -algebra generated by the family (A n ) n∈I . In these notations one has I ⊆ J ⇒ A I ⊆ A J If I = [0, n], we denote A n] := A [0,n] . If I consists of a single element n ∈ N we write
The cone of positive elements of A I will be denoted by A + I . We assume that the ordered products a 0 a 1 . . . a n ; a j ∈ A j , j ∈ {1, . . . n}, n ∈ N
linearly generate the algebra A. This implies that any state ϕ on A is uniquely determined by its values on the products of the form (1) and that
For every integer n ∈ N * denote by M n ≡ M(n, C) the algebra of all complex n × n matrices. Let A and B be two * -algebras.
P is called completely positive if (2) holds for all n ∈ N * . If C ⊆ B is a * -algebra and (2) holds for any n ∈ N * and any b 1 , . . . , b n ∈ C, P is called C-completely positive.
If such an E
0 exists, the algebra B is called expected.
Remark. If E 0 : A → B ⊆ A is a Umegaki conditional expectation, (CE1) implies that E(a) ≤ a (∀a ∈ A; (CE2) and (CE4) imply that E 0 is a norm one projection onto its range which coincides with the set of its fixed points. (CE2), (CE3) and (CE4) imply that Range(E 0 ) is a * -algebra and that E 0 : A → Range(E 0 ) is completely positive. In particular (CE5) follows from (CE1)-(CE4).
Definition 3 A non-normalized quasi-conditional expectation with respect to the triplet of unital * -algebras C ⊆ B ⊆ A is a completely positive, linear * -map E : A → B such that E(1) = 1 and
Remark. Any Umegaki conditional expectation E from A into B satisfying (3) is a quasi-conditional expectation with respect to the triplet C ⊆ B ⊆ A.
Lemma 1
Let P : A → B be a completely positive map. Define these sets CE(P, l) := {c ∈ A : P (ca) = cP (a) and P (c * a) = c * P (a) , ∀a ∈ A} (4) CE(P, r) := {c ∈ A : P (ac) = P (a)c and P (ac * ) = P (a)c * , ∀a ∈ A} (5)
Then both CE(P, l) and CE(P, r) are * -algebras and
Lemma 2 Let E be a quasi-conditional expectation as in Definition 3. Then there exists a * -sub-algebra C max of Range(E) maximal with respect to property (3) and such that C max .
Proof. From Zorn Lemma it follows that there exists a * -sub-algebra C max of Range(E) maximal with respect to property (3) and such that C ⊆ C max . (7) then follows because we have seen that property (3) implies that C max ⊆ Fix(E).
Remark. Suppose that the algebra C max in Lemma 2 is expected and let
is called an E 0 -conditional amplitude. Denoting, for any sub- * -algebra
is a quasi-conditional expectation with respect to the triplet C ⊆ B ⊆ A.
Remark. Every quasi-conditional expectation with respect to the triplet C ⊆ B ⊆ A satisfies the conditions
3 A new formulation of the backward quantum Markov property
is said to enjoy the Markov property with respect to the triplet
Remark. In [1] it was claimed that the relation (9) can be considered as a non-commutative formulation of the Markov property and it was shown that this claim is plausible in the tensor case in which
for each n. In this case in fact on has
However in the Fermi case (11) is not satisfied, while our Definition (10) applies to both cases (see section 6.2).
Remark. From (3), (8) and (10), it follows that for any a n−1] ∈ A n−1] and
Therefore any Markov quasi-conditional expectation E n] with respect to the triplet A n−1] ⊂ A n] ⊂ A n+1] must satisfy the following trace-like property
Definition 5 A backward Markov transition expectation from A n ∨ A n+1 to A n is a completely positive identity preserving map
satisfying the Markov property (10) .
is not identity preserving, we say that it is a non-normalized backward Markov transition expectation.
Remark. Any Markov quasi-conditional expectation E n] with respect to the triplet A n−1] ⊂ A n] ⊂ A n+1] defines, by restriction to A [n,n+1] a backward Markov transition expectation E [n+1,n] from A n ∨ A n+1 to A n with respect to the same triplet. We will prove in the section (5) that any backward Markov transition expectation E [n+1,n] from A n ∨ A n+1 to A n with respect to the triplet A n−1] ⊂ A n] ⊂ A n+1] arises in this way. To this goal we recall some properties of the non-commutative Schur multiplication.
Definition 6 Let M be a * -algebra and let
Remark. Note that A • B = B • A if and only if for each i, j the elements a ij and b ij commute.
Lemma 3 Let M be a * -algebra and A, B commuting sub- * -algebras of M.
Then the Schur multiplication
Proof. Recall that by definition A ∈ M n (A) is positive if and only if it is a sum of elements of the form A = C * C with C ∈ M n (A). By linearity it will be sufficient to consider only elements of the form A = C * C, i.e.
Definition 7 Let be given two unital * -algebras M and
where ⊗ is the algebraic tensor product.
Lemma 4 In the notations of Definition 7, if A and B are positive then
Proof. See [13] .
We will use the following corollary of Lemma 4.
Corollary 1
In the notations of Definition 7, let C and D be mutually commuting sub-algebras of a * -algebra A and let u : M → C be a * -homomorphism and P : N → D a completely positive map. Then the map
Proof. We have to prove that for each n ∈ N the map
is positive. Since (P (n * i n k )) is positive because P is completely positive and u(m * i m k ) is positive because u is a * -homomorphism, the thesis follows from Lemma (3).
Backward Markov states and chains

Backward Markov states
Definition 8 A state ϕ on A is said to be a backward quantum Markov state if for every n ∈ N there exists a, non necessarily normalized, Markov quasi-conditional expectation E n] with respect to the triplet
for each ordered product a 0 a 1 · · · a n with a k ∈ A k , k = 1, · · · , n.
Conversely, given a pair {ϕ 0 , (E [n,n+1] )} satisfying (i) and (ii) above, for every n ∈ N there is a unique state
is a Markov state if and only if the compatibility condition
is satisfied for any a n−1] ∈ A [0,n−1] , a n ∈ A ,n and a n+1 ∈ A n+1 .
Proof. Necessity. Let ϕ be a Markov state on A and let (E n] ) denote the associated sequence of Markov quasi-conditional expectations. The map
satisfies condition (ii) being the restriction of a map satisfying it. Denote
Then iterated application of (15) leads to ϕ(a 0 a 1 . . . a n ) = ϕ(a 0 . . . a n−1 E n] (a n )) = ϕ(a 0 . . . a n−2 E n−1] (a n−1 E n] (a n )) = · · ·
which, due to (21), is equivalent to (17). Finally condition (i) is satisfied because ϕ is a state.
Sufficiency. Let {ϕ 0 , (E [n,n+1] )} be a pair satisfying (i) and (ii) above and, for each n ∈ N, let E n] be the unique Markov quasi-conditional expectation with respect to the triplet
according to Theorem 3. Then the composition
is a completely positive map. From positivity and condition (16) it follows that the linear functional
is a state on A n+1] which by construction satisfies (18). It is known that the projectivity of the family of states (ϕ [0,n] ) is equivalent to the existence of a unique state ϕ on A whose restriction on each A n] is equal to ϕ [0,n] . This state will be A Markov state if and only if condition (15) is satisfied and this is equivalent to
is satisfied for any a n−1] ∈ A [0,n−1] , a n ∈ A ,n and a n+1 ∈ A n+1 , which is (20).
Backward Markov chains
We have seen that any Markov state ϕ on A defines a pair {ϕ 0 , (E [n,n+1] )} satisfying conditions (i) and (ii) of Theorem 1. However not every pair satisfying these two conditions defines a Markov state on A: this is the case if and only if the compatibility condition (20) is satisfied. However it can happen that the pair {ϕ 0 , (E [n,n+1] )} defines through formula (18) a family of states (ϕ [0,n] ) with the property that the limit
exists point-wise on A. Since we know from Theorem 1 that each ϕ [0,n] is a state on A, the same will be true for ϕ. The class of states defined by (22) turned out to have several interesting applications in the theory of quantum spin system (where only algebras of the form n∈V are considered, V being the set of vertices of a Cayley tree). If the limit (22) exists, because of assumption (1) it is uniquely determined by its values on the products of the form (1). Therefore, because of (18), the limit (22) exists if and only if the limit lim
exists for any n ∈ N and any a j ∈ A j , j ∈ {1, . . . , n}.
Notice that, if the pair {ϕ 0 , (E [n,n+1] )} satisfies conditions (i) and (ii) of Theorem 1, then
It is clear that, if the sequence (b n ) defined by (24) satisfies these condition
(see [1] , Lemma 1 for the tensor analogue of this condition) then for any k ≥ 2
is constant, hence the limit (23) exists trivially and is equal to
Remark. Equation (25) means that the sequence (b n ) is a (E n] )-martingale. Remark. Condition (25) is only sufficient to guarantee the existence of the limit (23). Moreover, if A is a C * -algebra, using the compactness of the states on A one can show that there is always at least one sub-sequence of (ϕ [0,n] ) which defines a state on A. This justifies the following definition. 
for any n ∈ N and any a j ∈ A j , j ∈ {1, . . . , n} is called a backward Markov chain on A and the sequence (b n ) n≥0 is called the sequence of boundary conditions with respect to (E n] ) n≥0 .
Theorem 2 A sufficient condition for a triplet {ϕ 0 , (E n] ), (b n )} to define a backward Markov chain is the existence of c n ∈ A ′ n−1] for each n such that
Moreover, under these conditions the limit exists in the strongly finite sense.
Proof. Using (30) one gets for every ordered product a 0 a 1 · · · a n ∈ A n]
Then, the limit in the right hand side of (27) stabilizes at n + 1, i.e. it is equal to
Now from (28) one gets
Therefore, the map
is completely positive as a composition of completely positive maps. Then through (31), the functional ϕ is positive. Therefore, taking into account (29) one obtain ϕ is a quantum Markov chain in the sense of Definition 9.
Reconstruction theorem for backward Markov chain
Since the * -algebra A is linearly generated by ordered products of the form (1). Then via Zorn's lemma it admits a linear basis which consists only of such ordered products. We deal with the case where A has the following property: for every m ∈ N, B m = {e
im } im∈Im is a linear basis of A m , then
is a linear basis of the * -algebra A n] , for each n and
] and due to (32), we can define
as linear extension of
Remark. One can see that from (33), we obtain
We aim is to reconstruct a backward quantum Markov chain (see definition 4), starting from a sequence (E [n+1,n] ) n≥0 ) of backward Markov transitions expectations. From (32) the map
Lemma 5 E n] is a * -map if and only if it satisfies the following trace-like property
Using the completely positivity of E [n,n+1] and the Markov property (10), one gets
Lemma 6
The following assertions hold true.
Proof.
For a
From now on we assume that
Therefore E n] is a * -map. Remark. From (34) the range of E n] satisfies
and using the Markovianity of E [n+1,n] (see (10) ) one gets:
The map E n] defined through (34) is a Markov quasi-conditional expectation with respect to the following triplet
Proof. By construction and the equation (36) the map E n] is linear- * -map. Let now move to its complete positivity. For m ∈ N, let a n],1 , · · · , a n],m ∈ A n−1] ∨ A ′ n−1] ∩A n and a n+1],1 , · · · , a n+1],m ∈ A n+1] . From (32) it is enough to consider product elements of the following form a n],i = a n−1],i a n,i , a n−1],i ∈ A n−1] , a n,i ∈ (A
One has
One can check that the matrices A and B are positive. Then by lemma 3, the matrix C = A • B ∈ M m (A n] ) is positive. Therefore, E n] is completely positive. This complete the prove.
Reconstruction of the boundary conditions. For each n ∈ N, define
One Remarks that, if all the transition expectations E [n+1,n] are normalized then 1 ∈ n∈N I n .
Lemma 7 If J 0 =: n≥0 I n = {0}, then there exist a sequence of (b n ) n≥0 boundary conditions with respect to the quasi-conditional expectation ( E n] ) n≥0 .
Proof. Let fix b 0 ∈ J 0 \ {0} and define
Therefore, from (40), we can define a sequence (
In addition, from the Markov property (10), one has
Then (41) and 42 implies that (b n ) n≥ is a sequence of boundary conditions with respect to the sequence (
Theorem 4 Under the same conditions as theorem (3) and lemma (7) , the triplet {ϕ 0 , (
Proof. By construction the triplet {ϕ 0 , ( E n] ) n≥0 , (b n ) n≥0 } given respectively by (43), (41) and (34) satisfies the sufficient conditions of Theorem 2. Then the result follows immediately.
Examples
Tensor case
Let M be q × q matrix algebra on C, denote A = N M the tensor product of N copies of M, j k : M → j k (M) ⊂ A the natural immersion of M onto the "k − th factor" of the product N M and A [m;n] the C * sub-algebra of A spanned by n k=m j k (M). 
determines a unique quasi-conditional expectation E n] with respect to the triplet
Proof. By linearity it is enough to prove complete positivity for elements of the form
One has i,k
n , taking in account the complete positivity of E [n+1,n] one gets
In particular, denoting 1 n,
i.e. the right hand side of equation (45) is positive and this ends the proof.
Remark. In the this case A 
Fermi case
In this section A is the Fermi algebra generated by a family of creators and annihilators {a i , a + i ; i ∈ N} and relations
For any J ⊆ N, denote A(J) the sub-algebra generated by {a j , a + j , j ∈ J}. Now consider any partition (J n ) n∈N of the set N such that for each n the set J n is finite. Put d n = |J n | < ∞. Let A n = A(J n ), it is then the Fermi subalgebra of A generated by the 2d n generators a 1 , a
In this notations one gets for each I ⊆ N,
Let J ⊂ N finite and let m = |J|. For each j ∈ J the elements a j , a + j , a j a + j , a + j a j for a linear basis of the sub-algebra A({j}) generated by a j and a + j . Since a * j and a j anti-commute among different indices, a * j and a j with a specific j can be brought together at any spot in a monomial, with possible sign change (without changing the ordering among themselves), and this can be done for each j. Fix an enumeration i 1 , i 2 , . . . , i m of J. Therefore, the monomials of the form
where A j is one of a j , a m . In the other hand, the Jordan-Klein-Wigner transformation establishes the (linear) isomorphism
In fact, denote
where (e kl ) 1≤k,l≤2 is the canonical system of M 2 (C). Then the identification
realizes the isomorphism (48). Therefore, monomials (47) consist a linear basis of the sub-algebra A(J).
Definition 10 Θ J denotes the unique automorphism of A satisfying
In particular, we denote Θ = Θ N .
The even and odd parts of A are defined as
Remark. Such Θ exists and is unique because (50) preserves CAR. It obviously satisfies
gives the (unique) splitting of a into a sum of a + ∈ A {J,+} and a − ∈ A {J,−} , where the even and odd parts of A J are denoted by A {J,+} and A {J,−} .
Definition 11 A map E: A → B between the Fermi algebra A, B is said to be even if
Lemma 8 For a finite J ∈ N,
where v J is the self-adjoint unitary in A {J,+} given by
Proof.(see [7] ) Remark. By lemma 8, the Umegaki conditional expectation Let now move to its complete positivity. For m ∈ N, let a n],1 , · · · , a n],m ∈ A n−1] ∨ A {n,+} and a n+1],1 , · · · a n+1],m ∈ A n+1] . From (32) we can rewrite those elements in the following form a n],i = a n−1],i a n,i , a n−1],i ∈ A n−1] , a n,i ∈ A {n,+} , i = 1, · · · , m is positive. Therefore, we obtain that E n] is completely positive.
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