Abstract. We present some new formulas for interpolations of functions by polynomials. We apply them to some special functions.
Introduction
Recall the Newton interpolation formula [1] for the following special choice of the interpolation points: x 1 " x 0´h , . . . , x m " x 0´m h (near x 0 ). For a function f pxq we put (1) a n " 1 n!h n provided that the function is of class C m .
In our first theorem we generalize formula (1.1) with n " m to the case of holomorphic functions of one variable. We denote λ " λ m " e The operator ∆ m h can be called the m-polyderivative, it is the m th iteration of the discrete derivative ∆ h . We can define an inverse operation to the polyderivative as follows.
Let f pxq be an integrable function on an interval ra, bs . We divide the latter interval into n equal parts, each of length h " pb´aq {n. We produce the following sum:
Putting b " x and passing with n to infinity, i.e., with h Ñ 0, we get
This suggests that formula (1.7) can be used in a definition of an mpolyintegral. Notice now that the functionF pxq defined in Eq. (1.8) is not the only solution to Eq. (1.9), one can add to it a polynomial of degree m´1. Below we propose a generalization of the integral in Eq. (1.8).
Let a 0 , a 1 , . . . , a m P R be points in the domain of definition of an integrable function f pxq. For simplicity we assume that
but it is not necessary. Define the following iterated integral:
. . .
Define also the following polynomials:
and (12) B 0 pxq " 1,
Theorem 2. We have
Theorem 3. Let a function F pxq be such that F pm`1q pxq " f pxq. Then we have the following generalization of the Taylor expansion formula:
The above theorems are proved in Section 2. In Section 3 we give some applications of them.
2. Proofs 2.1. Proof of Theorem 1. We expand the function f in the Taylor series, f pzq " ř a j pz´z 0 q j . Then
as |h| Ñ 0, because ř m´1 k"0 λ kj " 0 for j " 0 pmod mq and " m, otherwise.
S. Czekalski
Next, since xf pz 0 qy´f pz 0 q " a m h m`. . . , then g pxf pz 0 qyq´g pf pz 0" g 1 pf pz 0 qq¨a m h m`. . . which proves formula (1.6).
Theorems 2 and 3.
Before proving the other two theorems we consider their special cases.
For m " 1 we have A 1,0 pxq " x´a 1 , B 1 pxq " x´a 0 . Hence Eq. (1.10) gives
where we have changed the order of integrations. On the other hand, the right-hand side of Eq. (1.13) equals to
It is easy to check that these expressions are equal. Next, for m " 1 formula (1.14) reads as follows:
where F 2 is defined in Eq. (1.10).
Proof of Theorem 3. Since f pxq " F pm`1q pxq, we have
Iterating this m times we arrive at Eq. (1.14).
Below we will need the following easy facts.
Lemma 1. We have:
but with the change pa 0 , . . . a m q Þ ÝÑ pa m , . . . , a 0 q . Proof of Theorem 2. Differentiation of the both sides of Eq. (1.13) with respect to x gives the equality
This suggests the induction with respect to m, provided that
To prove Eq. (2.4) we take F pxq " px´x 0 q m and apply to it formula (1.14) with x " x 0 (and with f pxq " 0q. We get the equation
equivalent to (2.4).
Applications
Firstly, we rewrite formula (1.6) with gpyq " e y and f pxq " ln ϕpxq. Then we get
where (as before) λ is a root of unity of order m.
Let ϕpzq " Γpzq be the Euler Gamma function. With z 0 " 1 and h replaced with´h Eq. (3.1) gives
Using the product expansion (see [3] and [4] ) we get the formula
n˙m˙´1 .
It implies, in particular, the identity Γp1´xqΓp1`xq " πx sin πx .
Consider the case with even m " 2p. Then we have 1
All this implies some formulas for the derivatives of the logarithm of the Gamma function (the formula (3.3) below is known in the literature, see [3] ).
Theorem 4. We have
where ζpmq " ř 8 n"1 n´m are values of the Riemann zeta function, and
, .
-.
From the proof of Theorem 2 one gets the formula
For f pzq " e z , h " y and z 0 " 0 we obtain
We use it with m " 4. Namely, we differentiate it twice with respect to y and next we put y " p1`iq x.
1 The function Φphq " ś sin`πλ k 2p h˘can be expanded into a combination of exponents and hence it satisfies a differential equation of the form Φ p2pq`a Φ " 0 with a ą 0.
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Then the left-hand side of Eq. (3.5) becomes 2 
4´e
p1`iqx´ep1´iqx´epi´1qx`e´p1`iqx"
nπ¯4˙.
After computing the right-hand side we arrive at the following result, which generalizes the corresponding relation between the product and the Taylor expansions for the function sin x.
Theorem 5. We have
Unfortunately, there is no such simple formula for greater even m's.
We pass to application of Theorem 3. We put
Lemma 2. In this case we have
Proof. Define quantities B k,l px k´l q, 0 ≤ l ≤ k, by induction as follows:
thus B k,k pxq " B k pxq. Also by induction we prove that
Indeed, after rewriting B k,l pxq as
we get
pk´lqa .
After substitution of these values into formula (1.14) we get the following result.
Example 1. If we put f pxq " ln x and a " 1 then we get the following expansion:
The last term in the above formula is convergent as m Ñ 8, but not to zero. This follows from the fact that the infinite series ř p1´x{nq n´2 {pnpn´1qq defines an entire function in the complex plane, whereas the function ln x{px´1q is singular at x " 0.
Anyway, we can use the latter expansion to compute approximately the iterated integral in Eq. (3.8). For x " 1{2 and m " 1000 (and a " 1q the sum in Eq. (3.8) takes the form
and can be evaluated approximately as 0.8706 . . . . After evaluating ln x{px´1q " 2 ln 2 « 1.3863 we find
Unfortunately, I am not familiar with computer programs for numerical computations. This is the reason why I do not present more sophisticated calculations.
But there are examples such that the corresponding infinite series in Eq. (3.7) is a genuine expansion of the function in the left-hand side.
Example 2. Let us apply formula (3.7) to the exponential function. Here the integral term in Eq. (3.7) tends to zero and we have the convergent expansion e x´ea x´a " e 2a`x´3 a 2! e 3a`p x´4aq 2 3! e 4a`. . . .
We put x " pλ´2qy and a "´y and multiply the both sides by ye y :
e pλ´1qy´1 λ´1 "`ye´y˘`λ`1 2!`y e´y˘2`p λ`2q 2 3!`y e´y˘3`. . . .
After differentiating the latter equation with respect to y, we arrive at the following interesting formula:
e λy 1´y " 
