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Abstract
The problem of the feedback invariants of parallel and series connected systems is consid-
ered. It is shown that this problem is closely related to the characterization of the feedback
invariants of a system with prescribed restriction and/or quotient to a controlled invariant
subspace. Namely, under the assumption of complete controllability of the quotient, the rela-
tionship between the feedback invariants of (A,B) and those of its restriction and quotient is
investigated. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Assume that we are given two systems:
(i )
{
x˙i (t) = Aixi(t)+ Biui(t),
yi(t) = Cixi(t), i = 1, 2
with A1 ∈ Fn1×n1 , A2 ∈ Fn2×n2 , B1 ∈ Fn1×m1 , B2 ∈ Fn2×m2 , C1 ∈ Fp1×n1 and C2 ∈
Fp2×n2 , F = R or C, and that they are connected either in series (u1 = y2, y = y1)
or parallel (u1 = u2 = u, y = y1 + y2):
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Series connection:[
x˙1
x˙2
]
=
[
A1 B1C2
0 A2
] [
x1
x2
]
+
[
0
B2
]
u,
y = [C1 0]
[
x1
x2
]
.
Parallel connection:[
x˙1
x˙2
]
=
[
A1 0
0 A2
] [
x1
x2
]
+
[
B1
B2
]
u,
y = [C1 C2]
[
x1
x2
]
.
We are interested in studying the relationship between the feedback invariants
(controllability indices and invariant factors) of the original systems with those of
the composite ones. The first feature that draws our attention is that the structure of
these connections reflects the presence of a controlled invariant subspace. In fact,
we recall that a subspace S ⊂ Fn is (A,B)-invariant (or controlled invariant [3]) if
A(S) ⊂S+ ImB. It was shown in [1] that if S is a controlled invariant subspace
then there exist two matrix pairs (A1, B1) and (A2, B2), restriction and quotient of
(A,B) to S, respectively, such that (A,B) is feedback equivalent to([
A1 A3
0 A2
]
,
[
B1 B3
0 B2
])
. (1)
Restrictions and quotients are unique up to feedback equivalence. Recall [5] that
two matrix pairs (A,B), (A¯, B¯) ∈ Fn×n × Fn×m, F an arbitrary field, are feedback
equivalent if there are nonsingular matrices P ∈ Fn×n and Q ∈ Fm×m and a matrix
R ∈ Fn×m such that (P−1AP + P−1BR,P−1BQ) = (A¯, B¯).
Conversely, it is easily seen that if (A,B) is feedback equivalent to a pair with
the form of (1) then there is an (A,B)-invariant subspace, S, of dimension the size
of A1 such that (A1, B1) and (A2, B2) are a restriction and a quotient, respectively,
with respect toS. Namely, such a controlled invariant subspace is the one generated
by the first n1 canonical vectors, n1 being the size of A1.
As a conclusion we have that in studying the feedback invariants of parallel and
series connected systems it is worth studying the feedback invariants of restrictions
and quotients to controlled invariant subspaces. These concepts were shown (see
[2]) to be important for a better understanding of the so-called Feedback Simulation
Problem [13]. In order to solve this problem one has only to consider the case when
the restriction (A1, B1) is controllable. We are now in the opposite situation. Indeed
the matrix pair associated to a series connected system is([
A1 B1C2
0 A2
]
,
[
0
B2
])
.
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Therefore the restriction is completely uncontrollable, i.e., it corresponds to an
autonomous system. This motivates the problem that we will study in this paper.
Problem 1. Let F be an arbitrary field, (A2, B2) ∈ Fn2×n2 × Fn2×m be a controllable
matrix pair and A1 ∈ Fn1×n1 . Put n = n1 + n2 and let k1  · · ·  km > 0 and γ1
| · · · | γn be positive integers and monic polynomials, respectively. Find necessary
and sufficient conditions for the existence of a matrix X ∈ Fn1×n2 such that([
A1 X
0 A2
]
,
[
0
B2
])
(2)
has k1, . . . , km as controllability indices and γ1, . . . , γn as invariant factors.
This problem was also considered and partially solved in [22]. Some of its results
and techniques will be used here.
It is clear that Problem 1 is closely related to designing a control matrix B1 such
that the composite series connected system is in a prescribed feedback equivalence
class. In fact, given X we have that the equation B1C2 = X has a solution if and only
if ImXT ⊂ ImCT2 .
This problem is also related to the parallel connection problem because if B2 is a
full rank matrix, X = A1Y − YA2, and Y is the solution of B1 = YB2 then([
A1 0
0 A2
]
,
[
B1
B2
])
and
([
A1 X
0 A2
]
,
[
0
B2
])
are similar matrix pairs.
This paper is organized as follows. In Section 2 we introduce the basic concepts
and notation to be used along the paper. In Section 3 we will give some auxiliary
results to be used in the proof of the main theorem and we restate Problem 1 in
terms of matrix polynomials and left Wiener–Hopf indices. In Section 4 we prove
our main results for the case when the series connected system is controllable. It
should be noticed here that a series connected system may not be controllable even
when both systems are controllable (see for example [6]). So, in Section 5 we will
deal with the noncontrollable case.
It must be said that a simplified version of Problem 1 has been also considered
in [8]. In this reference it is assumed that F = C, A1 is a nilpotent matrix and the
emphasis is put on showing the relation of this problem to the so-called Carlson
problem for endomorphisms of vector spaces.
2. Notation and basic concepts
We first introduce some additional concepts and notation that will be used along
the paper. Since we are mainly interested in the algebraic properties of system x˙(t) =
Ax(t)+ Bu(t) we will identify this system with the matrix pair (A,B) and we will
assume that their elements run over an arbitrary field F. F[s] will denote the ring of
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polynomials in the indeterminate s with coefficients in F. Fm×n and F[s]m×n are the
sets of m× n matrices with elements in F and F[s], respectively. We will use Greek
letters to denote polynomials and the symbol “|” to mean divisibility. We will write
d(α) for the degree of polynomial α.
A system (A,B) ∈ Fn×n × Fn×m is controllable if its controllability matrix
C(A,B) = [B AB · · · An−1B] ∈ Fn×nm
has full column rank. If (A,B) ∈ Fn×n × Fn×m is controllable then a complete sys-
tem of invariants for the feedback equivalence relation is given by the controllability
indices [5]. If (A,B) is not completely controllable then (cf. [12]) a complete system
of invariants is given by the controllability indices and the invariant factors (uncon-
trollable or hidden modes with their partial multiplicities [18]) of the polynomial
matrix [sIn − A− B], which we will call invariant factors of (A,B). We will con-
sider that the invariant factors of (A,B) are ordered by divisibility: α1 | α2 | · · · |
αn.
A characterization of controllability that we will use in this paper is that (A,B) is
controllable if and only if all its invariant factors are equal to 1. This is equivalent to
say that sIn − A and B are left coprime polynomial matrices (see [16]). In general,
the invariant factors of a matrix polynomial which are different from 1 will be called
as nontrivial invariant factors. So, (A,B) is controllable if and only if all its invariant
factors are trivial.
In any case, whether or not (A,B) is controllable, if k1  · · ·  km  0 are its
controllability indices then (k1, . . . , km) is an integer partition of rank C(A,B), i.e.,
k1, . . . , km are nonnegative integers such that k1 + · · · + km = rankC(A,B).
A canonical form for the feedback equivalence of controllable matrix pairs is the
so-called Brunovsky canonical form [5]. If (A,B) ∈ Fn×n × Fn×m is controllable
and k1  · · ·  kr > kr+1 = · · · = km = 0 are its controllability indices then (A,B)
is feedback equivalent to a matrix pair (Ac, Bc) such that
Ac = Diag(A1, . . . , Ar), Bc = [Diag(B1, . . . , Br) 0],
where
Ai =
[
0 Iki−1
0 0
]
∈ Fki×ki , Bi =


0
...
0
1

 ∈ Fki×1, 1  i  r.
Systems and matrix polynomials are closely related. A polynomial matrix rep-
resentation of a controllable pair (A,B) is the denominator of any right coprime
factorization of the system transfer (sI − A)−1B. That is to say,D(s) ∈ F[s]m×m is a
polynomial matrix representation of (A,B) if there is a matrix N(s) ∈ F[s]n×m such
that D(s) and N(s) are right coprime (i.e., their only right common divisors are uni-
modular matrices) and (sIn − A)−1B = N(s)D(s)−1. In this context, controllability
indices of matrix pairs and Wiener–Hopf indices of nonsingular polynomial matrices
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are essentially the same thing. In order to introduce the latter ones, let us recall first
that if Fpr(s) denotes the Euclidean ring of the proper rational functions then an n× n
matrix B(s) with entries in Fpr(s) is said to be biproper or bicausal if its determinant
is a unit of Fpr(s) (or invertible with inverse in Fpr(s)n×n) (see [10,17]). Recall also
(see [11,9]) that two nonsingular matrix polynomials L1(s), L2(s) ∈ F[s]m×m are
left Wiener–Hopf equivalent if there exist matrices B(s) ∈ Fpr(s)m×m, biproper, and
U(s) ∈ F[s]m×m, unimodular, such that
L1(s) = B(s)L2(s)U(s).
Any nonsingular m×m polynomial matrix L(s) is left Wiener–Hopf equivalent to a
diagonal matrix Diag(sk1 , sk2 , . . . , skm), where the nonnegative integers k1  · · · 
km are uniquely determined by L(s) and they are called the (left) Wiener–Hopf fac-
torization indices of L(s). In other words, L1(s) and L2(s) are Wiener–Hopf equiv-
alent if and only if they have the same Wiener–Hopf factorization indices.
It turns out (see for example [9]) that if P(s) ∈ F[s]m×m is any polynomial matrix
representation of a controllable pair (A,B) ∈ Fn×n × Fn×m then the Wiener–Hopf
factorization indices of P(s) and the controllability indices of (A,B) coincide.
The following result, that resembles very much the fact that the matrix transfer
function of a series connected system is the product of the transfer of each system
(in a specific order, of course), was proved in [22] and will be used in the proof of
our main result.
Theorem 2.1. Let (A,B)∈Fn×n × Fn×m be a controllable pair and letA1∈Fn1×n1 ,
n1  n. Let (A2, B2) ∈ Fn2×n2 × Fn2×m (n2 = n− n1) be controllable and let D(s)
be a polynomial matrix representation of (A2, B2). Then there exists X ∈ Fn1×n2
such that (A,B) is feedback equivalent to matrix pair (2) if and only if there is a
polynomial matrix X(s) ∈ F[s]m×m with the same nontrivial invariant factors as A1
such that the controllability indices of (A,B) and the left Wiener–Hopf indices of
D(s)X(s) are the same.
The notion of majorization of partitions of nonnegative integers will play an
important role in this paper. It is defined as follows. If a = (a1, . . . , an) and b =
(b1, . . . , bn) are two partitions of nonnegative integers then we say [15] that a ≺ b
if
j∑
i=1
a[i] 
j∑
i=1
b[i], 1  i  n
and
n∑
i=1
ai =
n∑
i=1
bi,
where a[1]  · · ·  a[n] and b[1]  · · ·  b[n] are the components of a and b in non-
increasing order.
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If a = (a1, . . . , an) and b = (b1, . . . , bn) are partitions then a + b = (a1 +
b1, . . . , an + bn) and a ∪ b = (a1, . . . , an, b1, . . . , bn).
The conjugate partition of a = (a1, . . . , an) is the partition of nonnegative inte-
gers a¯ = (a¯1, . . . , a¯n) such that
a¯i = #{j : aj  i}, 1  i  n,
where # stands for cardinality. The following properties relating majorization and
conjugate partitions can be found in, for example, [15]. If a, b and c are partitions
and a¯, b¯ and c¯ are, respectively, their conjugate partitions then
a ≺ b ⇔ b¯ ≺ a¯,
(3)
a + b ≺ c ⇔ c¯ ≺ a¯ ∪ b¯.
The conjugate partition of the controllability indices of (A,B) form the so-called
Brunovsky indices. These can be explicitly characterized in terms of ranks of matri-
ces related to (A,B). If (r1, r2, . . . , rn) are the Brunovsky indices of this pair then
[5]
r1 = rankB,
r1 + · · · + rj = rank[B AB · · · Aj−1B], j = 2, 3, . . . , n.
It must be noted that if 〈B AB · · · Ai−1B〉 is the subspace generated by the col-
umns of the matrix [B AB · · · Ai−1B] then
ri = dim 〈B AB · · · A
i−1B〉
〈B AB · · · Ai−2B〉 .
In words, ri is the number of columns of Ai−1B which do not depend linearly on the
columns of [B AB · · · Ai−1B] that precede them.
3. Auxiliary results
In this section we give some auxiliary results that will be used in the next ones.
The first lemma characterizes the possible feedback invariants of quotients with re-
spect to a controlled invariant subspace.
Lemma 3.1 [1]. Let (A2, B2) ∈ Fn2×n2 × Fn2×m2 and let c1  · · ·  cm2 and α1| · · · | αn2 be its controllability indices and invariant factors. Let n1 and m1 be
nonnegative integers such that n = n1 + n2 and m = m1 +m2. Assume that k1 
· · ·  km are positive integers and γ1 | · · · | γn monic polynomials satisfying k1 +
· · · + km + d(γ1)+ · · · + d(γn) = n. Then there exist matrices A1 ∈ Fn1×n1 , A3 ∈
Fn1×n2 , B1 ∈ Fn1×m1 and B3 ∈ Fn1×m2 such that([
A1 A3
0 A2
]
,
[
B1 B3
0 B2
])
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has k1, . . . , km as controllability indices and γ1, . . . , γn as invariant factors if and
only if the following conditions hold:
γi |αi | γi+n1 , 1  i  n2, (4)
ci  ki, 1  i  m, (5)
where ci :=0 for i > m2.
The aim of the next lemma is to show that we can replace matrix A1 by any matrix
in its similarity class and (A2, B2) by any pair in its feedback equivalence class. We
will assume, if necessary, that (A2, B2) is in Brunovsky canonical form.
Lemma 3.2 [22]. Let A1, A¯1 ∈ Fn1×n1 and let (A2, B2), (A¯2, B¯2) ∈ Fn2×n2 × Fn2×m
be two controllable matrix pairs. Put n = n1 + n2 and let k1  · · ·  km  0 and
γ1 | · · · | γn be nonnegative integers and monic polynomials, respectively. Assume
that A1 is similar to A¯1 and that (A2, B2) is feedback equivalent to (A¯2, B¯2). Then
there exists a matrix X ∈ Fn1×n2 such that([
A1 X
0 A2
]
,
[
0
B2
])
has k1, . . . , km as controllability indices and γ1, . . . , γn as invariant factors if and
only if there exists X¯ ∈ Fn1×n2 such that([
A¯1 X¯
0 A¯2
]
,
[
0
B¯2
])
has k1, . . . , km as controllability indices and γ1, . . . , γn as invariant factors.
As said in Section 1 a series connected system may not be controllable even when
both systems are. Our aim now is to separate the controllable and noncontrollable
parts of the connected system. First we show that a further reduction on matrix X is
possible provided that (A2, B2) is in Brunovsky canonical form.
Lemma 3.3 [22]. Let A1 ∈ Fn1×n1 and let (A2, B2) ∈ Fn2×n2 × Fn2×m be a control-
lable matrix pair with c1  · · ·  cm > 0 as controllability indices. Let (A2c, B2c)
be its Brunovsky canonical form. Then there exists a matrix X ∈ Fn1×n2 such that([
A1 X
0 A2
]
,
[
0
B2
])
has γ1, . . . , γn as invariant factors and k1, . . . , km as controllability indices if and
only if there is a matrix Y ∈ Fn1×n2 such that ImAT2c ⊂ Ker Y and([
A1 Y
0 A2c
]
,
[
0
B2c
])
has γ1, . . . , γn as invariant factors and k1, . . . , km as controllability indices.
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It should be noticed that condition ImAT2c ⊂ Ker Y is equivalent to the fact that
the only possibly nonzero columns of Y are: 1, c1 + 1, . . . , c1 + · · · + cm−1 + 1.
The so-called Kalman decomposition (see [3]) will help us with the above-men-
tioned separation problem.
Lemma 3.4. Let (A,B) ∈ Fn×n × Fn×m and assume that rank C(A,B) = r. Then
there exists a nonsingular matrix P ∈ Fn×n such that
PAP−1 =
[
A1 A2
0 A3
]
, PB =
[
B1
0
]
,
(A1, B1) ∈ Fr×r × Fr×m being a completely controllable pair. (PAP−1, PB) is said
to be a Kalman decomposition of (A,B).
The controllable and noncontrollable part of the composite system depends on the
corresponding parts of any Kalman decomposition of (A1, X) provided that (A2, B2)
is in Brunovsky canonical form and ImAT2 ⊂ KerX.
Lemma 3.5 [22]. Let A1 ∈ Fn1×n1 , assume that (A2, B2) ∈ Fn2×n2 × Fn2×m is a
controllable matrix pair in Brunovsky canonical form with c1  · · ·  cm > 0 as
controllability indices and that there exists a matrix X ∈ Fn1×n2 such that ImAT2 ⊂
KerX and([
A1 X
0 A2
]
,
[
0
B2
])
has γ1, . . . , γn as invariant factors and k1, . . . , km as controllability indices. Let
(A1k, Xk) =
([
A11 A12
0 A13
]
,
[
X1
0
])
be a Kalman decomposition of (A1, X) and assume that A13 ∈ Fp×p. Then γi = 1
for i = 1, . . . , n− p, γn−p+1, . . . , γn are the invariant factors of A13 and([
A11 X1
0 A2
]
,
[
0
B2
])
is controllable with k1, . . . , km as controllability indices.
It is known [4] that the invariant factors of a square matrix and those of its restric-
tion to an invariant subspace interlace. We need some additional information.
Lemma 3.6 [20, Theorem 6]. Let A1 ∈ Fn1×n1 , A13 ∈ Fp×p and let α1 | · · · | αn1
and µ1 | · · · | µp be the invariant factors of A1 and A13, respectively. If there are
matrices A11 ∈ F(n1−p)×(n1−p) and A12 ∈ F(n1−p)×n1 such that A1 is similar to[
A11 A12
0 A13
]
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then
αi | µi | αi+n1−p, 1  i  p (6)
and if the invariant factors of A11 are ν1 | · · · | νn1−p then
σ1 · · · σj | ν1 · · · νj , 1  j  n1 − p (7)
and
σ1 · · · σn1−p = ν1 · · · νn1−p, (8)
where
σj =
∏p+j
i=1 lcm(µi−j , αi)∏p+j−1
i=1 lcm(µi−j+1, αi)
, 1  j  n1 − p. (9)
Conversely, if condition (6) is satisfied then there exist matricesA11 ∈ F(n1−p)×(n1−p)
and A12 ∈ F(n1−p)×p such that A1 is similar to[
A11 A12
0 A13
]
and A11 has σ1 | · · · | σn1−p as invariant factors.
Remark. The interlacing interval in (6) can be tightened if one knows the number
of nontrivial invariant factors of A11. In fact, it was proved in [7] that if t is this
number then
αi+n1−p−t | µi | αi+n1−p, 1  i  p. (10)
In [2, Theorem 3.2] a complete characterization of the feedback invariants of a
pair with prescribed controllable restriction and prescribed controllable quotient was
provided. This characterization was given in terms of quite intricated inequalities.
We will need some conditions that such invariants must satisfy and that one can
obtain, of course, as consequences of these general inequalities. They, however, can
be easily and independently proved.
Lemma 3.7 [2, Theorem 3.2]. Let two controllable matrix pairs (A1, B1) ∈ Fn1×n1×
Fn1×m1 and (A2, B2) ∈ Fn2×n2×Fn2×m2 be given, let r1  · · ·  rn1  0 and s1 · · ·  sn2  0 be their Brunovsky indices and put n = n1 + n2. Let t1  · · ·  tn 
0 be nonnegative integers. If there exists X ∈ Fn1×n2 such that t1, . . . , tn are the
Brunovsky indices of
(A,B) =
([
A1 X
0 A2
]
,
[
B1 0
0 B2
])
then
ti  ri +m2, 1  i  n, (11)
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(r1, . . . , rn1)+ (s1, . . . , sn2) ≺ (t1, . . . , tn). (12)
Proof. On the one hand,[
B AB · · · Ai−1B]
=
[
B1 0 A1B1 Z1 · · · Ai−11 B1 Zi−1
0 B2 0 A2B2 · · · 0 Ai−12 B2
]
,
where Zj is recursively defined as: Z0 = 0 and Zj = A1Zj−1 +XAj−12 B2, j =
1, . . . , i − 1. Thus, for i = 1, . . . , n− 1
i∑
j=1
tj = rank[B AB · · · Ai−1B]
 rank[B1 A1B1 · · · Ai−11 B1] + rank[B2 A2B2 · · · Ai−12 B2]
=
i∑
j=1
rj +
i∑
j=1
sj
and t1 + · · · + tn = n = n1 + n2 = r1 + · · · + rn1 + s1 + · · · + sn2 . Hence (12)
follows.
On the other hand, in Ai−11 B1 there are m1 − ri columns that depend linearly on
the columns of [B1 A1B1 · · · Ai−11 B1] that precede them. As
Ai−1B =
[
Ai−11 B1 Zi−1
0 Ai−12 B2
]
we conclude that in Ai−1B there are at least m1 − ri columns that depend linearly
on the columns of [B AB · · · Ai−1B] that precede them. Thus
ti  (m1 +m2)− (m1 − ri) = m2 + ri
and (11) follows. 
We can translate now conditions (11) and (12) into conditions relating to the con-
jugate partitions, i.e., conditions about the controllability indices of a matrix pair and
those of the restriction and quotient. This is the form that we will use later on.
Let the conjugate partitions of (t1, . . . , tn), (r1, . . . , rn1) and (s1, . . . , sn2) be
(k1, . . . , km), (k
′
1, . . . , k
′
m1) and (k
′′1, . . . k′′m2), respectively, m = m1 +m2. Then by
(2) we have that condition (12) is equivalent to
(k1, . . . , km) ≺ (k′1, . . . , k′m1) ∪ (k′′1, . . . , k′′m2). (13)
It is easy to prove that condition (11) is equivalent to
ki+m2  k′i , 1  i  m1. (14)
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For example let us prove (14) ⇒ (11). Assume that (14) holds. If ti  m2 then ri 
ti −m2 and if ti > m2 then k′ti−m2  kti  i and therefore ri = #{j : k′j  i}  ti −
m2. The other implication can be similarly proved.
4. The controllable case
The aim of this section is to provide a solution to Problem 1 when the composite
system is controllable. We present first some necessary conditions and we will see
later that these are also sufficient if F is algebraically closed.
Theorem 4.1. Let A1 ∈ Fn1×n1 be a matrix with α1 | · · · | αn1 as invariant
factors and let (A2, B2) ∈ Fn2×n2 × Fn2×m be a controllable pair with c1  · · · 
cm > 0 as controllability indices. Let k1  · · ·  km > 0 be positive integers.
If there exists a matrix X ∈ Fn1×n2 such that system (2) is controllable with
k1, . . . , km as controllability indices then the following conditions
hold:
ki  ci, 1  i  m, (15)
(k1 − c1, . . . , km − cm) ≺ (d(αn1), . . . , d(α1)). (16)
Remark. Notice that if n1 > m then by the definition of majorization d(α1) =
· · · = d(αn1−m) = 0, i.e., α1 = · · · = αn1−m = 1.
Proof. Let us assume that there exists a matrix X ∈ Fn1×n2 such that the pair (2) is
controllable and has k1, . . . , km as controllability indices.
Condition (15) follows from Lemma 3.1.
On the other hand, by Lemmas 3.2 and 3.3, we can assume that (A2, B2) is in Bru-
novsky canonical form and that X is a matrix such that ImAT2 ⊂ KerX. By Lemma
3.5, (A1, X) must be controllable.
We will prove the necessity of condition (16) by induction on m, the number of
columns and rank of B2.
If m = 1 then rankX = 1. It is well known that for a matrix pair (A,B) to be
controllable the number of nontrivial invariant factors of A cannot be greater than
rankB (see for example [19] although more elementary proofs can be provided).
Thus α1 = · · · = αn1−1 = 1, d(αn1) = n1 and
k1 = d(αn1)+ c1.
Assume now that condition (16) holds for any controllable pair (A,B) of the
form (2) such that rankB2 = m− 1, and that we are given a pair (A,B) such that
rankB2 = m.
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This pair is feedback equivalent to


A1 X2 X10 A22 0
0 0 A11

 ,

 0 0B22 0
0 B11



 ,
where (A22, B22) ∈ F(n2−c1)×(n2−c1) × F(n2−c1)×(m−1) is the Brunovsky canonical
form of a controllable pair with controllability indices c2, . . . , cm, (A11, B11) ∈
Fc1×c1 × Fc1×1 is the Brunovsky canonical form of a controllable pair with control-
lability index c1, and X2 ∈ Fn1×(n2−c1) and X1 ∈ Fn1×c1 satisfy ImAT22 ⊂ KerX2
and ImAT11 ⊂ KerX1, respectively.
Put n = n1 + n2 and let k′1  · · ·  k′m−1 and γ ′1 | · · · | γ ′n−c1 be the controllabil-
ity indices and invariant factors of
(A′2, B ′2) =
([
A1 X2
0 A22
]
,
[
0
B22
])
.
Let ([
A¯1 A¯2
0 A¯3
]
,
[
X¯2
0
])
be a Kalman decomposition of (A1, X2) and assume that A¯3 ∈ Fp×p. By Lemma
3.5, ([
A¯1 X¯2
0 A22
]
,
[
0
B22
])
is controllable with k′1  · · ·  k′m−1 as controllability indices. Furthermore, if µ1
| · · · | µp are the invariant factors of A¯3 then γ ′i = 1 for i = 1, . . . , n− c1 − p and
µi = γ ′n−c1−p+i , 1  i  p.
Let ν1 | · · · | νn1−p be the invariant factors of A¯1. Then
k′i  ci+1, 1  i  m− 1 (17)
and, by the induction hypothesis,
(k′1 − c2, . . . , k′m−1 − cm) ≺ (d(νn1−p), . . . , d(ν1)). (18)
If we define σ1, . . . , σn1−p as in (9), by Lemma 3.6, (6)–(8) are satisfied. We con-
clude that
(d(νn1−p), . . . , d(ν1)) ≺ (d(σn1−p), . . . , d(σ1)). (19)
On the other hand, it is easy to prove that (A,B) is feedback equivalent to



A¯1 X¯2 A¯2 X¯11
0 A22 0 0
0 0 A¯3 X¯12
0 0 0 A11

 ,


0 0
B22 0
0 0
0 B11




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for some matrices X¯11 ∈ F(n1−p)×c1 , X¯12 ∈ Fp×c1 . From the controllability of (A,B)
we have that
(A′1, B ′1) =
([
A¯3 X¯12
0 A11
]
,
[
0
B11
])
is controllable. Let k′′1 be the controllability index of (A′1, B ′1). Then
k′′1 = c1 + p, (20)
µi−1 = 1, 1  i  p (21)
and
µp = p. (22)
Moreover, by Lemma 3.7,
ki+1  k′i , 1  i  m− 1 (23)
and
(k1, . . . , km) ≺ (k′1, . . . , k′m−1) ∪ (k′′1). (24)
We will prove now that
(k1 − c1, . . . , km − cm) ≺ (k′1 − c2, . . . , k′m−1 − cm) ∪ (k′′1 − c1). (25)
For 1  i  m− 1, let
max
{
i∑
t=1
(kpt − cpt ): 1  p1 < · · · < pi  m
}
=
i∑
t=1
(kjt − cjt ).
Let us show that
∑i
t=1(kjt − cjt ) is not greater than the sum of i components of
(k′1 − c2, . . . , k′m−1 − cm) ∪ (k′′1 − c1) and therefore it is not greater than the maxi-
mum of the sum of i summands taken from this sequence.
If j1 /= 1, from (23)
i∑
t=1
(kjt − cjt ) 
i∑
t=1
(k′jt−1 − cjt ).
If j1 = 1, let g = max{l ∈ {1, . . . , i}: jl = l} then jl = l for l = 1, . . . , g and
jg+1 > g + 1 (if g = i then we agree that jg+1 := m+ 1 and ∑it=g+1 := 0). Thus,
from (23) and (24)
i∑
t=1
(kjt − cjt ) =
g∑
t=1
(kt − ct )+
i∑
t=g+1
(kjt − cjt )

g−1∑
t=1
k′t + max{k′g, k′′1} −
g∑
t=1
ct +
i∑
t=g+1
(k′jt−1 − cjt )
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=
g−1∑
t=1
(k′t − ct+1)+
i∑
t=g+1
(k′jt−1 − cjt )
+ max{k′g − c1, k′′1 − c1}

g−1∑
t=1
(k′t − ct+1)+
i∑
t=g+1
(k′jt−1 − cjt )
+ max{k′g − cg+1, k′′1 − c1}.
Furthermore, from (24)
m∑
i=1
(ki − ci) =
m−1∑
i=1
k′i + k′′1 −
m∑
i=1
ci = (k′′1 − c1)+
m−1∑
i=1
(k′i − ci+1).
Therefore, (25) holds. From (18)–(20) and (22), we get
(k1 − c1, . . . , km − cm) ≺ (d(σn1−p), . . . , d(σ1)) ∪ (d(µp))
and, applying Proposition 4.2.1 of [12],
(d(σn1−p), . . . , d(σ1)) ∪ (d(µp)) ≺ (d(αn1), . . . , d(α1)). 
As we will see later on, if F is an arbitrary field then conditions (15) and (16)
are not, in general, sufficient for the existence of a matrix X such that matrix pair in
(2) is controllable and has k1, . . . , km as controllability indices. They are sufficient,
however, if F is algebraically closed, as we are going to prove now. Although a proof
by using the same techniques as in the previous theorem is possible, we will give
another one based on the equivalence between Problem 1 and the existence of a
matrix X(s) with the same nontrivial invariant factors as A1 such that D(s)X(s) has
as left Wiener–Hopf factorization indices the controllability indices of system (2),
with D(s) = Diag(sc1 , . . . , scm) (Theorem 2.1). This proof is shorter and uses the
two following basic results: first a theorem by Marques de Sà [14] that characterizes
the possible diagonals of triangular polynomial matrices with prescribed invariant
factors.
Lemma 4.2 [14]. Let α1 | · · · | αn and δ1, . . . , δn be 2n monic polynomials. Then
there exists an n× n triangular polynomial matrix with diagonal (δ1, . . . , δn) and
α1 | · · · | αn as invariant factors if and only if
α1 · · ·αk | gcd{δi1 · · · δik , 1  i1 < · · · < ik  n}, 1  k  n− 1,
α1 · · ·αn = δ1 · · · δn.
Related to this lemma we will need the following technical result whose proof
can be found in [21].
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Lemma 4.3. Let F be an algebraically closed field and let h1, . . . , hm and α1 | · · · |
αm be nonnegative integers and monic polynomials, respectively. If
(h1, . . . , hm) ≺ (d(αm), . . . , d(α1))
then there exist monic polynomials δ1, . . . , δm such that d(δi) = hi , 1  i  m and
α1 · · ·αk | gcd{δi1 · · · δik : 1  i1 < · · · < ik  m}, 1  k  m− 1, (26)
α1 · · ·αm = β1 · · ·βm. (27)
The second result is an algorithm of Wolovich [18] (see also [17]) that reduces
any nonsingular polynomial matrix to a column proper one. Recall that given
a polynomial matrix A(s) ∈ F[s]m×m the degree of its ith column is the degree
of the polynomial in that column with highest degree and that if t1, . . . , tm are its
column degrees then A(s) can always be written as A(s) = A0DA(s)+ A1(s) with
DA(s) = Diag(st1 , . . . , stm) and A1(s) being a matrix whose ith column degree is
smaller than ti . A(s) is said to be column proper if A0 is invertible. It turns out
(see [9]) that if A(s) is column proper then its left Wiener–Hopf factorization in-
dices are its column degrees. In fact, DA(s) = (A0 + A1(s)DA(s)−1)−1A(s) and
(A0 + A1(s)DA(s)−1)−1 is biproper.
Theorem 4.4. LetD(s) = Diag(sc1 , . . . , scm), c1  · · ·  cm. Let α1 | · · · | αm and
k1  · · ·  km be nonzero monic polynomial and nonnegative integers, respectively.
If there exists a matrix X(s) ∈ F[s]m×m with α1, . . . , αm as invariant factors such
that D(s)X(s) has k1, . . . , km as left Wiener–Hopf factorization indices then
ki  ci, 1  i  m (28)
and
(k1 − c1, . . . , km − cm) ≺ (d(αm), . . . , d(α1)). (29)
Conversely, if F is algebraically closed and conditions (28), (29) hold then there
exists a matrix X(s) ∈ F[s]m×m with α1, . . . , αm as invariant factors such that D(s)
X(s) has k1, . . . , km as left Wiener–Hopf factorization indices.
Proof. The necessity of (28) follows from (15) and Theorem 2.1. The necessity of
(29) is a consequence of the definition of majorization, (16) and Theorem 2.1. Notice
indeed that if n1  m then (16) implies that d(α1) = · · · = d(αn1−m) = 0 and A1
has at most m nontrivial invariant factors. And if m > n1 and µ1 | · · · | µn1 are the
invariant factors of A1 then by putting α1 = · · · = αm−n1 = 1 and αm−n1+i = µi ,
1  i  n1 then X(s) and A1 would have the same nontrivial invariant factors.
Conversely, assume that F is algebraically closed and (28) and (29) are fulfilled.
According to Lemma 4.3 there are m monic polynomials δ1, . . . , δm such that d(δi) =
ki − ci , 1  i  m and conditions (26) and (27) are fullfilled. By Lemma 4.2 there
is a lower triangular polynomial matrix, X(s), with α1 | · · · | αm as invariant factors
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and δ1, . . . , δm as diagonal elements. We can assume without loss of generality that
this matrix is column proper. If this were not the case, we would perform some
row elementary transformations in order to obtain a matrix with that property. These
transformations do not change the invariant factors. Thus X(s) = Diag(sk1−c1 , . . . ,
skm−cm)+X1(s), where the degree of the ith column ofX1(s) is smaller than ki − ci .
Since c1  · · ·  cm it is clear that D(s)X(s) is column proper with column degrees
k1, . . . , km. Therefore, this matrix has these nonnegative integers as Wiener–Hopf
indices. 
From this theorem and Theorem 2.1 we can easily prove the converse of Theorem
4.1 when F is algebraically closed.
Corollary 4.5. In the same conditions as in Theorem 4.1, if F is algebraically closed
and conditions (15) and (16) hold then there exists a matrix X ∈ Fn1×n2 such that
system (2) has k1  · · ·  km as controllability indices.
If F is not algebraically closed then condition (15) and (16) are not enough to
ensure the existence of such a matrix X as the following example shows.
Let A1 ∈ R6×6 be a matrix with invariant factors α1 = · · · = α4 = 1, α5 = s2 +
1, α6 = (s2 + 1)2, let (A2, B2) ∈ R4×4 × R4×2 be a controllable pair with controlla-
bility indices c1 = 3, c2 = 1, and let k1 = 6, k2 = 4. Then, (15) and (16) are fulfilled.
In order to prove that there is no matrix X ∈ R6×4 such that
(A,B) =
([
A1 X
0 A2
]
,
[
0
B2
])
is controllable with k1, k2 as controllability indices, we are going to follow the same
pattern as in the proof of Theorem 4.1.
If there is such a pair, we can assume that
(A,B) =



A1 X2 X10 A22 0
0 0 A11

 ,

 0 0B22 0
0 B11



 ,
where (A22, B22) ∈ F1×1 × F1×1 is the Brunovsky canonical form of a controllable
pair with controllability index c2 = 1 and (A11, B11) ∈ F3×3 × F3×1 is the Brunov-
sky canonical form of a controllable pair with controllability index c1 = 3.
Let([
A¯1 A¯2
0 A¯3
]
,
[
X¯2
0
])
be a Kalman decomposition of (A1, X2). Then (A,B) is feedback equivalent to



A¯1 X¯2 A¯2 X¯11
0 A22 0 0
0 0 A¯3 X¯12
0 0 0 A11

 ,


0 0
B22 0
0 0
0 B11



 .
I. Baragaña, I. Zaballa / Linear Algebra and its Applications 351–352 (2002) 69–89 85
Let k′1 be the only controllability index of([
A¯1 X¯2
0 A22
]
,
[
0
B22
])
,
µ the only nontrivial invariant factor of A¯3 and k′′1 = c1 + d(µ) the only controlla-
bility index of([
A¯3 X¯12
0 A11
]
,
[
0
B11
])
.
Then we have that 6 = k1  k′′1 = c1 + d(µ) = 3 + d(µ), k′1  k2 = 4 and (6, 4) =
(k1, k2) ≺ (k′1, k′′1). Moreover, as A¯1 has at most one nontrivial invariant factor, by
(10) we obtain α5 | µ | α6, i.e., d(µ)  2 and 6  k′′1  5. As (6, 4) ≺ (k′1, k′′1) we
have that k′′1 = 6 and k′1 = 4. Therefore d(µ) = 3, and this is impossible because
(s2 + 1) | µ | (s2 + 1)2.
On the other hand, if F = C then a 2 × 2 polynomial matrix with s2 + 1 and
(s2 + 1)2 as invariant factors is
X(s) =
[
(s2 + 1)(s − i) 0
s2 + 1 (s2 + 1)(s + i)
]
.
Then
D(s)X(s)=
[
s3 0
0 s
] [
(s2 + 1)(s − i) 0
s2 + 1 (s2 + 1)(s + i)
]
=
[
s3(s2 + 1)(s − i) 0
s(s2 + 1) s(s2 + 1)(s + i)
]
,
which is column proper with column degrees 6 and 4. This matrix has 6 and 4 as
Wiener–Hopf indices. Notice that the following matrix, that can be seen as the com-
panion of X(s),
Aˆ1 =


0 1 0 0 0 0
0 0 1 0 0 0
i −1 i 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 0 −1 −i −1 −i


has 1, 1, 1, 1, (s2 + 1), (s2 + 1)2 as invariant factors. If (A2, B2) is the Brunovsky
canonical form with c1 = 3 and c2 = 1 as controllability indices and we put
Xˆ =


0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1


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then ([
Aˆ1 Xˆ
0 A2
]
,
[
0
B2
])
is controllable and has k1 = 6 and k2 = 4 as controllability indices. As A1 and Aˆ1
have the same invariant factors there is a nonsingular matrix P such that A1 =
P Aˆ1P−1. The required matrix (provided that (A2, B2) is given in Brunovsky ca-
nonical form) is X = PXˆ.
It should be noticed that by a lemma of Rosenbrock [16] if condition (29) is
satisfied, we can always find a column proper matrix with α1, . . . , αm as invariant
factors and k1 − c1, . . . , km − cm as column degrees, but, in general, such a matrix
would not be triangular. In our example
X(s) =
[
s3 + s −s2 − 1
s2 + 1 s3 + s
]
and the Wiener–Hopf indices of D(s)X(s) would be k1 = 5 and k2 = 5.
It looks like to obtain a solution of Problem 1 for arbitrary fields is more difficult
and it remains as an open problem.
5. The noncontrollable case
With the technique shown in [22] we can generalize the results in Theorem 4.1
and Corollary 4.5 to the noncontrollable case.
Theorem 5.1. Let A1 ∈ Fn1×n1 be a matrix with α1 | · · · | αn1 as invariant factors
and let (A2, B2) ∈ Fn2×n2 × Fn2×m be a controllable pair with c1  · · ·  cm > 0
as controllability indices. Let k1  · · ·  km > 0 be positive integers. Put n = n1 +
n2 and let γ1 | · · · | γn be monic polynomials. Assume that ∑ni=1 d(γi) = p  n1.
If there exists a matrix X ∈ Fn1×n2 such that system (2) has γ1, . . . , γn as invariant
factors and k1, . . . , km as controllability indices then the following conditions hold:
αi | γn−p+i | αn1−p+i , 1  i  p, (30)
ki  ci, 1  i  m, (31)
(k1 − c1, . . . , km − cm) ≺ (d(σn1−p), . . . , d(σ1)), (32)
where
σj =
∏p+j
i=1 lcm(γn−p+i−j , αi)∏p+j−1
i=1 lcm(γn−p+i−j+1, αi)
, 1  j  n1 − p
and αi :=1, γi :=1 for i < 1.
Conversely, if F is algebraically closed then conditions (30)–(32) are also suffi-
cient for the existence of a matrix X ∈ Fn1×n2 such that the pair in (2) has γ1, . . . , γn
as invariant factors and k1, . . . , km as controllability indices.
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Proof. Necessity. Let us assume that there exists a matrix X ∈ Fn1×n2 such that
(A,B) =
([
A1 X
0 A2
]
,
[
0
B2
])
(33)
has γ1, . . . , γn as invariant factors and k1, . . . , km as controllability indices. By Lem-
mas 3.2 and 3.3, we can assume that (A2, B2) is in Brunovsky canonical form and
that X is a matrix such that ImAT2 ⊂ KerX.
Let([
A11 A12
0 A13
]
,
[
X1
0
])
be a Kalman decomposition of (A1, X). By Lemma 3.5,([
A11 X1
0 A2
]
,
[
0
B2
])
is controllable with k1, . . . , km as controllability indices and A13 has the same non-
trivial invariant factors as (A,B). Therefore A13 ∈ Fp×p, γi = 1 for i = 1, . . . , n−
p and if µ1 | · · · | µp are the invariant factors of A13 then
µi = γn−p+i , 1  i  p. (34)
Condition (30) follows from Lemma 3.6.
Let ν1 | · · · | νn1−p be the invariant factors of A11. Then, by Theorem 4.1 we
obtain (31) and
(k1 − c1, . . . , km − cm) ≺ (d(νn1−p), . . . , d(ν1)). (35)
On the other hand, by Lemma 3.6,
(d(νn1−p), . . . , d(ν1)) ≺ (d(σn1−p), . . . , d(σ1)). (36)
From (35) and (36) we obtain (32).
Conversely, assume that conditions (30)–(32) are satisfied and let A13 ∈ Fp×p
be a matrix with γn−p+1 | · · · | γn as invariant factors. By Lemma 3.6, there exist
matrices A11 ∈ F(n1−p)×(n1−p) and A12 ∈ F(n1−p)×p such that A1 is similar to[
A11 A12
0 A13
]
and A11 has σ1 | · · · | σn1−p as invariant factors.
By Corollary 4.5 there exists a matrix X1 ∈ F(n1−p)×n2 such that([
A11 X1
0 A2
]
,
[
0
B2
])
is controllable and has k1, . . . , km as controllability indices. It is easy to prove that


A11 A12 X10 A13 0
0 0 A2

 ,

 00
B2




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has k1, . . . , km as controllability indices and γ1, . . . γn as invariant factors. As A1 is
similar to[
A11 A12
0 A13
]
,
by Lemma 3.2, there exists a matrix X ∈ Fn1×n2 such that([
A1 X
0 A2
]
,
[
0
B2
])
has k1, . . . , km as controllability indices and γ1, . . . , γn as invariant factors. 
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