This paper considers the problem of robustification of a given stabilizing controller to make the closed loop system remain stable for prescribed ranges of variations of a set of physical parameters in the plant. The problem is treated in the state space and transfer function domains. In the state space domain a stability hypersphere is determined in the parameter space using Lyapunov theory. The radius of this hypersphere is iteratively increased by adjusting the controller parameters until the prescribed perturbation ranges are contained in the stability hypersphere. In the transfer funct.ion domain a corresponding stability margin is defined and optimized based on the recently introduced concept of the largest stability hypersphere in the space of coefficients of the closed loop characteristic polynomial. The design algorithms are illustrated by examples.
INTRODUCTION
In this paper we deal with the problem of designing a feedback controller for a linear time invariant plant that is subject to perturbations of a physical parameter vector. This type of problem arises frequently when a good qualitative model of the plant is available but uncertainty exists with respect to the numerical values of various parameters which may be changing during operation or are unknown or difficult to measure. Aerodynamic coefficients, reaction rates, inetias, masses, spring constants and friction coefficients are common examples of such parameters. The controller must preserve closed loop stability for known ranges of parameter excursions. Sometimes the controller must be designed to enlarge the stability region in parameter space to the largest extent possible.
The robust control literature does not deal with this kind of problem since the perturbation class treated there is unstructured [I] . Some [1] deals with the same kind of problem treated here but for the special case in which the characteristic polynomial coefficients are linear functions of the parameters. For this case the largest stability hypersphere in parameter space is determined in [SI and an algorithm is given for enlarging this hypersphere by iterating over the controller parameter space.
The problem is treated in the transfer function and state space domains. In each case a stability hypersphere in parameter space is determined and the radius of this hypersphere serves as a stability margin. In each domain a robustfication algorithm is given which increases this stability margin by iteratively readjusting the controller parameters. In the transfer function domain the robustification algorithm utilizes a calculation of the radius of the largest stability hypersphere introduced in (41. The state space algorithm utilizes Lyapunov theory and is based on an extension of the results of Pate1 and Toda [6] and of Yedavalli [7] to consider structured perturbations. The algorithms are applied to some illustrative design examples. The paper ends with a discussion of the results presented and of the many open research problems.
CHARACTERISTIC POLYNOMIAL CALCULATION
This section we give the formula for computing the characteristic equation of the closed loop system. Consider the multivariable feedback system of Let p be a vector of real physical plant parameters that is subject to uncertainty. In general the coefficients of the entries of the transfer matrix G ( s ) will be functions of the parameter p. The nominal values of the parameter vector p is denoted by po and it is assumed that the given controller stabilizes the closed loop system for p = P O . Our problem is to redesign the controller so that closed loop stability is maintained for a given range of parameter excursions. Our procedure for doing this will assume that the controller order is fixed and the numerical values of the controller parameters are to be readjusted.
To proceed we display a special form of the closed loop characteristic polynomial on which the transfer function design procedure is based. Let n be the order of the plant (Mcmillan degree of G(s)), t the order of the controller C(s) and let In the following we show that the closed loop characteristic vector 6 satisfies the equation where M(p) is a matrix containing only plant parameters and C ( X ) is a vector containing only the controller parameter vector x. The vector x is a quantity that completely defines the t t h order controller and conversely any t t h order controller determines x.
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. 1 Single Input Multioutput(SIM0) systems
Let 6(s) as a linear function of C ( X ) with coefficients which are polynomials in z. Since z is a function only of the plant
parameters p we have the result given in (2.3).
STABILITY MARGIN
Let po denote the nominal value of the plant parameter vector and po i Ap a perturbation. Then In this setting the problem of robust stabilization is to ensure that the characteristic vector 6 remains strictly Hurwitz as the' controller parameter vector we get for the closed loop characteristic vector ( at )
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The multiinput single output case is the dual of the single input multioutput case with G(s) in (2.4) replaced by G(s)' and C(s) in (2.5) replaced by C(s)=. The resulting equation for the characteristic vector is identical t o (2.9).
Multiinput -Multioutputs(MIM0) systems
Let G(s) denote the plant transfer function matrix and ( A , B , C) a minimal realization so that
Kow let C(s) be a t t h order proper feedback with minimal realization ( A c , B,, C,, Dcj. Let Let p ( 6 ) denote the radius of the stability hypersphere centered at 6' in the space 6, i.e.6' + A6 is strictly Hurwitz for all IjA611, < ~(6') and there exists =with ( l =[ l , = p(6') such that 6 ' + is not strictly Hurwitz. An algorithm for calculating ~( 6 ' ) has been given in 14:. From (3.1) and (3.2) it follows that robust stability is achieved if
Let !I . /~p denote the Frobenius norm. The inequality Using the stability margin defined in the previous section regard an algorithm for controller design can be designed that iteratively upgrades the vector x of adjustable controller parameters to increase the stability margin. Therefore if xk denotes as the physical parameter vector subject to perturbation, ~~d the choice of controller at the k t h iteration let we get we see that if xi;+l is guaranteed to be stabilizing. The correction Ax, = xi;+ -xk is chosen via a gradient method based on numerical evaluation of the gradient of p(x).
Note that since the convexity of the function is not established we can make no guarantee that a global minimum will be found. A common procedure in such cases is to choose several initial guesses and to select the best answer as the global minimum.
Example
Consider the following two mass -two spring multivariable system. . . p , ) denote a parameter vector consisting of physical parameters that enter the state space description linearly. This situation occurs frequently since the state equations are often written based on physical considerations. In any case combinations of primary parameters can always be defined so that the resulting dependence of A , B , C on p is linear. \ % ' e also assume that the nominal model (5.1) has been determined with the nominal value po of p. This allows us to treat p purely as a perturbation with nominal value po = 0. Finally. since the perturbation enters at different locations me consider that A -B K C perturbs to -4 -B K C -pi E, for given matrices E, which prescribe the structure of the perturbation.
! Ye now state a result that calculates the radius of a spherical stability region in the parameter space p E R ' . This result is a useful extension of those given by Patel and Toda '6; and Yedavalli [ 7 ] . Let the nominal asymptotically stable system be
and the perturbed equation be This quantity determines the range of perturbations for which stability is guaranteed and is the radius of the stability hypersphere in parameter space. Proof is straight forward and omitted here.
Design Procedure
Using the index obtained in (5.7): we now give an iterative design procedure to obtain the optimal controller K' so that ( 5 . 7 ) is as large as possible. For a given K the largest stability hypersphere we can obtain is (5.8) and the problem of designing a robust controller with respect to structured parameter perturbations can be formulated as:
For the given ( A , B , C ) , find K to minimize subject to
L E o J A + B K C )
where be devised using its gradients with respect to K and L. The closed form expression of its gradients can be easily derived and omitted here. This algorithm has been used to solve the illustrative problem given below.
Example
As an example a control problem of a VTOL helicopter is considered as in [8] . The nominal stabilizing controller K has been found from the algorithm described in 191. The linearized dynamic equation of the VTOL helicopter is shown below.
(ii = ( 0.0482 -1.010 0.0024 -4.0208) ( I : The physical description of the dynamic equations is as follows.
x1
horizontal velocity, knots 
ZL, longitudinal cyclic pitch control
The given dynamic equation is computed for typical loading and flight conditions of the VTOL helicopter at the airspeed of 135 knots [5] [8] . As the airspeed changes all the elements of the first three rows of both matrices also change. The most significant changes take place in the elements p,, p,, and p,. Therefore, in the following all the other elements are assumed to be constants. The following bounds on the parameters are given in [8] for linear controls. . CONCLUDING REMARKS The stability margins defined in this paper may be conservative in some cases. This can be improved by developing effective measures for determining the largest stability hypersphere in parameter space as has been done in the linear case !5]. This problem appears to be a difficult one because of the nonlinear relationships involved but is an undoubtedly important open problem. Another important area for further research is the development of techniques to simultaneously handle structured and unstructured perturbations.
