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ABSTRACT  
   
Fluorescence spectroscopy is a popular technique that has been particularly useful 
in probing biological systems, especially with the invention of single molecule 
fluorescence. For example, Förster resonance energy transfer (FRET) is one tool that has 
been helpful in probing distances and conformational changes in biomolecules. In this 
work, important properties necessary in the quantification of FRET were investigated 
while FRET was also applied to gain insight into the dynamics of biological molecules. 
In particular, dynamics of damaged DNA was investigated. While damages in DNA are 
known to affect DNA structure, what remains unclear is how the presence of a lesion, or 
multiple lesions, affects the flexibility of DNA, especially in relation to damage 
recognition by repair enzymes. DNA conformational dynamics was probed by combining 
FRET and fluorescence anisotropy along with biochemical assays. The focus of this work 
was to investigate the relationship between dynamics and enzymatic repair. In addition, 
to properly quantify fluorescence and FRET data, photophysical phenomena of 
fluorophores, such as blinking, needs to be understood. The triplet formation of the single 
molecule dye TAMRA and the photoisomerization yield of two different modifications of 
the single molecule cyanine dye Cy3 were examined spectroscopically to aid in accurate 
data interpretation. The combination of the biophysical and physiochemical studies 
illustrates how fluorescence spectroscopy can be used to answer biological questions. 
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CHAPTER 1 
INTRODUCTION TO FLUORESCENCE AND TECHNIQUES 
 
Fluorescence-based biophysical techniques have increased in popularity in the past 
decade. With the invention of fast detection systems and better lasers, commercially 
available highly stable fluorophores, and the invention of super resolution techniques, the 
applicability of fluorescence tools has skyrocketed.[1-4] In fact, the Nobel Prize in 
Chemistry 2014 was awarded to Eric Betzig, Stefan Hell, and William Moerner for their 
work developing super resolution fluorescence microscopy techniques.[5] No longer 
limited to the diffraction limit, approximately the excitation wavelength divided by two, 
scientists are now able to observe and quantify the real-time movements of small 
molecules in live cells.[1, 6] Thus, fluorescence experiments can help shed light on various 
biological questions.  
For these techniques to continually improve, though, physiochemical studies must 
be conducted in parallel.[7] To accurately analyze data, photophysical research is needed 
to separate actual dynamics of biological samples from photophysical phenomenon like 
fluorophore blinking. One example of this is from single molecule studies with 
nucleosomes where, without the proper controls, blinking of the dye Cy5 would have 
been misinterpreted as unwrapping of DNA around nucleosomes.[7, 8] This thesis is a 
combination of both photophysical research on the single molecules dyes TAMRA and 
Cy3 (Chapters 2-4) and biophysical research on the conformational dynamics of damaged 
DNA (Chapter 5) as well as the activity of DNA repair enzyme AP endonuclease on 
damaged DNA (Chapter 6). A variety of techniques has been utilized in both aspects of 
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this study and, along with descriptions of other related topics, are described in this 
chapter. 
1. Definitions of Processes 
Fluorescence is the emission of a photon when a fluorophore relaxes from the excited 
state (S1) to the ground state (S0) without undergoing a change in spin. A number of other 
relaxation pathways are possible and compete with fluorescence. For example, the 
molecule can relax via internal conversion, where the energy is lost as heat, or the 
molecule could form the triplet state (T). These processes and others are depicted in 
Figure 1.1.   
 
Figure 1.1. Jablonski diagram depicting the transitions from the singlet ground state (S0) 
to the excited singlet state (S1) from which the isomer (I) and the triplet (T) can form. The 
rate constants are: kabs = rate constant for absorption, kfluor = fluorescence rate constant, 
kic = internal conversion rate constant, kisc = intersystem crossing rate constant, kiso = rate 
constant for isomerization. Solid lines denote radiative processes while dotted or squiggly 
lines signify non-radiative processes. 
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Not all molecules are fluorescent. Fluorescent molecules are typically highly 
conjugated. Otherwise, internal conversion is the dominant deactivation pathway. The 
more highly conjugated the fluorophore, the longer the emission wavelength.[9] For 
example, one common fluorophore for studying proteins is tryptophan (Figure 1.2.A), a 
small, conjugated molecule which is excited with UV light and emits from 300 – 400 nm. 
Another example of a fluorophore is TAMRA (Figure 1.2.B), which is a commonly 
organic dye excited with visible light and emission from 500 – 600 nm. Many different 
types of fluorophores with well-tuned excitation and emission properties exist, allowing 
scientists many options when performing experiments. For biological studies, excitation 
and emission in the visible region is favored to reduce auto-fluorescence and other 
background sources such as scattering.[4]  
A. 
CHC
CH2
HO
O
NH
NH2
 
B. 
 
Figure 1.2. Structures of some common fluorophores: A. tryptophan and B. TAMRA. 
 
Fluorescence has become an increasingly popular technique to study biological 
questions since advances in the single molecule field have allowed for the study of 
individual behavior. Now, specific questions about the conformation and dynamics on the 
individual molecule level can be probed. However, to use fluorescence, a fluorophore 
must be present. While proteins might naturally contain fluorescent amino acids 
(tryptophan, phenylalanine, and tyrosine), typically the biomolecule is labeled with an 
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external fluorophore, like a quantum dot or a small organic molecule.[7, 9] This allows for 
control over excitation and emission properties. Also, occasionally, depending on the 
technique, specific dyes are used, like in Förster resonance energy transfer (FRET) 
described later in Section 2.H. While labeling with a specific fluorophore provides some 
benefits, it can also be disruptive to the system. Therefore, care must be taken when 
placing labels in biological systems. In addition, small organic dyes can interact with 
their environment, changing their physiochemical behavior. For example, Cy3, when 
attached to the end of DNA, will form stacking interactions with the nucleobases, 
changing the dye’s characteristics.[10-12] This necessitates the study of the dyes’ 
photophysics.[7] Failure to do this can result in errors when analyzing data. While 
fluorescence techniques are helpful when studying biological questions, the photophysics 
must also be known for the system to obtain the most accurate results. 
Despite the negatives outlined above, photophysics can be beneficial in 
experiments. For example, fluctuations in Cy3 fluorescence due to the formation of the 
cis isomer, a non-fluorescent state, can be used to study the interactions between DNA 
and protein, as described in Chapter 4. In addition, one way to obtain sub-diffraction 
limited images utilizes long-lived, dark states of dyes. By having buffer conditions such 
that most dyes are in a dark state and stochastically blink on, the location of the 
individual fluorophores can be determined with great precision. In fact, Vogelsang et al. 
used this technique to resolve individual actin filaments.[13] Blinking, the transition from 
a light to dark state, and dark states are described next. 
 
 
5 
A. Blinking and Photobleaching 
Photophysical phenomena are any processes that occur once the molecule is excited but 
do not result in a change in the chemical nature of the molecule.[7, 14] Fluorophores have a 
certain lifetime of excitation-emission cycles before being degraded.[2, 4] Irreversible 
chemical damage, or photobleaching (also known as photodegradation), results in the loss 
of fluorescence. Typically, photobleaching occurs through intermediate states, such as the 
triplet state[2, 15], and often is studied in conjunction with other photophysical 
phenomenon. The enhancement of photobleaching can indicate an increase in the triplet 
state population, as in Chapter 2.[7]  
When dyes form transient states instead of fluorescing, those states are termed 
“dark states”. The transitions from a light state to a dark state, and vice versa, is known as 
blinking, a common occurrence in single molecule experiments as mentioned above.[16-20] 
In ensemble measurements, the average behavior is observed so the dark molecules are 
not apparent. However, when studying only one molecule, then transitions between a 
light and a dark, non-fluorescent state become apparent.[17, 20] Some important dark states 
that contribute to blinking in single molecule fluorescence and are topics in this thesis 
include the triplet state and the photoisomer of cyanine dyes.  
B. Triplet 
The triplet state is a spin-forbidden state. However, intersystem crossing (S1  T0) does 
occur due to spin-orbit coupling between the wavefunctions of the singlet and triplet 
states.[2, 14] The energy of the S1 state needs to be similar to a triplet state for coupling to 
occur, known as isoenergetic states.[14] Triplets are long lived compared to fluorescence 
lifetimes. This is because the electron must change back spin to deactivate to the ground 
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state. Deactivation of the triplet state occurs either by emission of a photon 
(phosphorescence) or, more likely, through intersystem crossing back to S0 into an 
isoenergetic vibrational state. The nonradiative deactivation back to the ground state 
typically occurs due to interactions with oxygen.[9] Oxygen is a well-known triplet 
quencher since it is paramagnetic in the ground state (3O2).[2, 14] The dominant reaction is: 
 
3M* + 3O2  1M + 1O2 Rxn 1.1 
Once populated, the triplet absorption can be measured by using transient spectroscopy 
(Section 2.F), typically in oxygen-free environments. Direct measurement can be 
challenging since generally only a small population forms and the triplet spectrum can 
overlap with the singlet absorption. 
The intersystem rate is typically small but it can be enhanced due to the presence 
of a paramagnetic species or a heavy atom, which increases kisc (the intersystem crossing 
rate). The heavy atom effect is because the presence of the large atom (high atomic 
number) increases the spin-orbit coupling and thus increases the triplet formation.[14, 21] 
The heavy atom can be attached to the aromatic molecule, part of the solvent, or just 
present in solution (e.g., iodide). Paramagnetic ions and molecules can also affect the 
intersystem crossing rate causing an increase the triplet formation[22, 23], as described in 
Chapter 2.  
C. Cyanine Photoisomer 
Cyanine molecules are popular single molecule dyes in part because they are highly 
photostable[10] and are useful in many applications from FRET to single molecule 
experiments.[7, 10] However, cyanine dyes, like Cy3 (Figure 1.3.B) and Cy5, can undergo 
photoisomerization. In the ground state, Cy3 and Cy5 exist in the trans conformation. 
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The cis isomer is unlikely to form in the ground state due to a high energy barrier (Figure 
1.3.A).[10, 24, 25] However, once excited, the energetic barrier to the twisted intermediate is 
lower, and photoisomerization becomes more probable.[7, 10, 26, 27] As an example, the 
activation barrier for Cy3 to form the cis isomer from the ground state is 45 kJ/mol while 
the energy to form the twisted intermediate state from the trans excited state is 
approximately 20 kJ/mol in propanol.[10, 28]  
Once excited, the dye can relax back to the ground state via fluorescence 
(described by kf), internal conversion (described by kic) or through photoisomerization 
(described by kNt), such that the quantum yield of fluorescence (Φf) is: 
 
Nticf
f
f kkk
k
++
=Φ  1.1 
where the rate constants are depicted in Figure 1.3.A. From the twisted intermediate state, 
the molecule can form either the cis (described by ktP) or trans isomer (described by ktN). 
For Cy3, the cis isomer forms with high probability making ktP more favorable than 
ktN.[27] Efficient photoisomerization is the reason the quantum yield of Cy3 is an order of 
magnitude lower than Cy3B (Figure 1.3.C), which cannot undergo photoisomerization.[10, 
27, 29]
 Decreases in isomerization result in a rise in Φf, such as viscous solutions.[30] This 
occurs also when Cy3 is attached to DNA. The dye interacts with the DNA through 
stacking with the nucleobases which reduces photoisomerization efficiency.[10, 11, 31]  
Cy3 is a popular fluorophore in fluorescence studies despite the large variations in 
fluorescence quantum yield depending on the interactions between the dye and the 
biological molecule.[10, 31] One modification of Cy3, which was thought to increase Cy3 
fluorescence and decrease photoisomerization, is to link the dye to DNA through both 
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nitrogen atoms (called the iCy3 modification). Chapter 3 describes the photophysics of 
this iCy3 modification and how cis isomerization still occurs with high probability.  
A. 
 
B. 
 
C. 
 
Figure 1.3. A. Potential energy surface of photoisomerization for cyanine dyes (modified 
from Ref [10]).  The deactivation pathways, except for intersystem crossing, are illustrated 
by arrows. Except for kf, which is a radiative process, all deactivation processes are 
nonradiative. B. The chemical structure of Cy3 succinimidyl ester. C. The chemical 
structure of Cy3B succinimidyl ester. 
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2. Techniques 
To study photophysics or to investigate biological problems using fluorescence, a number 
of techniques can be applied. A number of those techniques were used in this work and 
will be explained below, from steady state to time-resolved measurements and single 
molecule to ensemble techniques. 
A. Steady State Fluorescence 
Steady state fluorescence is a way of measuring the intensity of emission from a 
fluorophore. A continuous light source is utilized, and since observation occurs on a 
much longer timescale than fluorescence (> ns), an equilibrium in the sample, or steady 
state, is reached.[9] Emission spectra are collected by exciting at a particular wavelength 
and scanning the emission. Due to internal conversion, most excited state electrons are in 
the S1 state, so the emission spectrum is usually a profile of the S1 S0 transition and a 
mirror image of the absorption spectrum. The emission spectrum is shifted to slightly 
longer wavelengths due to loss of energy from relaxing to the bottom S1 state, known as 
the Stokes shift.[2, 32] An example for Cy3 is shown in Figure 1.4. Excitation spectra are 
collected by scanning the excitation wavelengths while holding the emission wavelength 
fixed. In a simple sample, this usually mirrors the absorption profile of the S0S1 
transition, as seen in Figure 1.4.  
10 
 
Figure 1.4. Absorption (black), emission (red), and excitation (blue, dashed) normalized 
spectra of Cy3 in 10 mM Tris buffer. 
 
B. Quantum Yield  
The quantum yield (Φf) defines the efficiency of fluorescence: the number of photons 
emitted per photons absorbed.[32, 33] This is described by the ratio of the rate constants: 
the rate of fluorescence (kf) by the rate constants for all deactivation process (ki):[32] 
 
∑
=Φ
i
f
f k
k
 1.2 
Absolute determination of Φf  is challenging because it requires all emitted photons be 
detected, which is difficult since fluorescence radiates out in all directions. Typical 
spectrofluorimeters collect only a fraction of the fluorescence emitted.[33] Therefore, a 
more common way to measure Φf  is through comparison to a standard. Using a 
ratiometric calculation, Φf  can be determined for any sample, assuming similar excitation 
and emission properties between the standard and the sample:[32] 
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where I is the area of the emission spectrum when excited at λex, A is the absorbance at 
λex, and n2 is the refractive index of the solvent squared. If the sample and standard are in 
the same solvent, then this term can be ignored.[29] However, this is not always the case, 
so it must be included when determining the quantum yield. One example of a common 
standard when exciting around 500 nm and collecting emission around 560 nm is 
tetramethylrhodamine (similar in structure to TAMRA in Figure 1.2.B) in methanol, 
which has a known quantum yield of 0.68.[34] 
C. Photobleaching 
As mentioned above, fluorophores have a limited number of excitation-emission cycles 
before being degraded, with a stable, long-lived dye having around 106 cycles.[2, 4] Each 
dye has its own characteristic photostability. Typically more stable dyes are favored in 
single molecule experiments.[7] The mechanism of photobleaching is dye-dependent.[13, 35] 
However, the triplet state is often an intermediate in the degradation pathway since it is 
long lived and highly reactive.[2, 15] Research has shown that by quenching the triplet state 
and radical species, which form from the triplet state, photobleaching can be slowed and 
the lifetime of the dye extended.[2, 6, 13, 35, 36] To study the kinetics of photodegradation, a 
sample is typically excited with high intensity light and the emission intensity monitored 
through time. 
D. Time-Resolved Fluorescence 
Time-resolved fluorescence is the measure of fluorescence on short timescales, typically 
in the ns time range, to monitor the excited state of molecules.[32, 37] One common way to 
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measure this is using time-correlated single photon counting (TCSPC). This highly 
sensitive technique uses a fast pulse of polarized excitation light and sophisticated 
detection devices to detect one emission photon at a time.[37-39] A short pulse of light 
(~ fs) excites a small number of molecules into the excited state. Using triggering 
electronics, emitted photons are then detected one by one and the time it takes each 
photon to arrive at the detector is recorded.[37] A histogram of arrival times is built up, 
which, if collected at the magic angle (see below) is representative of the lifetime of 
fluorescence.[32, 39] Low signal intensities are crucial to ensure that the signal does not pile 
up. The pile up of photons can make the fluorescence lifetime appear shorter than 
actuality.[38] Therefore, a majority of the time, no photon is detected. 
TCSPC is highly sensitive and can be used to measure sub-ns lifetimes. However, 
for accurate interpretation, the data must be deconvoluted from the instrument response 
function (IRF), which is also in this timescale.[39] The IRF is determined by measuring 
the scattering of excitation light using a colloidal solution. For the TCSPC setups utilized 
in this thesis, the IRF is around 60 ps. In general, the IRF depends on the excitation laser 
and electronics of the detection equipment, so it varies depending on the instrumental 
setup.[37] 
Measuring fluorescence intensity with TCSPC uses polarized excitation pulses. 
This means that the emission is also polarized. To measure lifetimes, the total intensity 
needs to be recorded. However, to collect the total intensity with polarized emission, this 
must be done at the magic angle.[32] The magic angle is the angle where rotation of the 
molecule, and therefore the polarization of the emission, has no effect on the fluorescence 
signal.[37] For vertically exciting systems, only at the magic angle of 54.7° will the 
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intensity that is observed be equal to the total intensity.[32] The value of 54.7° comes from 
3cos2ϕ = 1, when vertically excited light is used and ϕ is the angle between the emission 
transition dipole moment and the radiated emission.[9, 37] Once collected, the lifetime 
decay can then be fit to extract the lifetimes. This is done typically using a sum of 
exponentials: 
 ( ) ∑
=
−
=
1i
t
i
ieAtI τ  1.4 
where Ai is the fractional population of τi (the lifetime) such that 11 =∑ =i iA  and I(t) is 
normalized to one. From this, the average lifetime is determined from the following 
equation: 
 ∑
=
=
1i ii
Aττ  1.5 
In TCSPC, deconvoluting the IRF from the intensity decays allows for the determination 
of multiple lifetimes with high resolution. In Chapters 2-4, the individual lifetimes and 
average lifetimes are used to understand information about the subpopulations of the 
single molecule dyes TAMRA and Cy3. 
E. Fluorescence Anisotropy  
Fluorescence anisotropy is a measure of the degree of polarization of light. When a 
fluorophore is linked to a biomolecule, the fluorescence anisotropy can provide 
information on the tumbling, rotational and translational, motions of the biomolecule as 
well as shed light on the interaction between the fluorophore and the biomolecule.[9] 
Fluorophores have a preferred direction of absorption (known as the absorption transition 
moment) as well as an emission transition moment. The geometry of the two moments 
does not have to be parallel. In fact, the orientation of the two moments defines the 
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fundamental anisotropy (r0).[32] This is an intrinsic property of each fluorophore and is 
related to the dye’s structure, absorbance, and emission spectra. It is described as:  
 
2
cos3 2
0
θ
=r  1.6 
where θ is the angle between the absorption and emission transition moments.[9, 32] In the 
absence of any motion, the anisotropy will be equal to r0. If the absorption and emission 
moments are parallel, then r0 = 0.4. As an example, Cy3B has r0 = 0.385, so the 
absorption and emission transition moments are almost parallel.[31] In time-resolved 
anisotropy measurements at time equal to zero, r = r0.[39] 
The degree of polarization of emission is described by the anisotropy (r): 
where I  is the emission intensity measured parallel to the excitation polarization, ⊥I is 
the emission intensity measured perpendicular to the excitation polarization, G is the G 
factor, or grating correction factor, and the denominator is equal to the total intensity of 
the sample.[9, 32, 37, 39] A number of factors can affect r: (1) photoselection and (2) rotation 
of the molecules. When polarized light is used for excitation, only molecules whose 
absorption transition moment is aligned with the excitation light, are excited. The more 
aligned the absorption transition dipole molecule is, the higher the probability for 
excitation. Known as photoselection, the probability for excitation is proportional to 
cos2θA, where θA is the angle between the absorption transition moment of the molecule 
and the electric vector of the excitation light.[9, 32, 37] If, when excited, the dye rotates 
during the excited state lifetime, then the emission will become depolarized. However, if 
 
⊥
⊥
+
−
=
GII
GII
r
2
 1.7 
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the dye is in a rigid environment and not as free to move, then the emission will have a 
similar polarization as the excited light, assuming that the transition dipole moments are 
aligned, which is typically true with the organic fluorophores used in this body of work.   
When measuring anisotropy, typically, the excitation light is vertically polarized, 
so I is denoted IVV (for vertically polarized excitation and vertically polarized emission) 
and ⊥I  is IVH (for vertically polarized excitation and horizontally polarized emission). 
The G factor is necessary because monochromators do not transmit vertically and 
horizontally polarized light with equal efficiencies.  
There are different ways to measure the G factor: (1) measuring the sample using 
horizontally excited light and (2) tail matching (only applicable in time-resolved 
experiments).[9, 37] When using horizontally polarized excitation light, the vertical and 
horizontal emission should be equal due to the nature of exciting horizontally.[37] If that is 
not true, it is because of detection differences. Therefore, the G factor can be found using 
the equation G = IHV/IHH. However, in time-resolved fluorescence anisotropy 
measurements, it can be challenging to get horizontal excitation. The G factor can then be 
found through tail matching. Measuring IVV and IVH for a fluorescent moiety with a faster 
rotational correlation time than fluorescence lifetime, both IVV and IVH should be the same 
at the end of the decay.[40, 41] Any deviation is due to the detection efficiency. Therefore, 
the tails of the traces can be matched by a certain factor such that IVV = IVH, where that 
factor is the G factor.  
Fluorescence anisotropy can also be measured in steady state conditions using 
continuous illumination, in which case it is a time average quantity describing the whole 
system.[9] Time-resolved measurements, on the other hand, provide information about the 
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rotational motions of the dye and any molecule linked to it. The steady-state anisotropy 
( r ) can be determined from time-resolved fluorescence anisotropy (r(t)) assuming that 
the fluorescence lifetime (I(t)) is also known:[9] 
 ( ) ( )
( )∫
∫
∞
∞
=
0
0
dttI
dttItr
r  1.8 
In addition, anisotropy is an additive property; the total anisotropy is a sum of 
individual species’ r(t) values weighted by the fractional intensity (fi(t)) of the species:[9] 
 ( ) ( ) ( )∑= i ii trtftr  1.9 
where the fractional intensity for species i at time t, assuming that the lifetimes are 
described as a sum of exponentials (Equation 1.4), is equal to: 
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This is described more in Chapter 4. 
F. Transient Spectroscopy 
Once excited, a fluorophore might form the triplet or, like for cyanine dyes, the 
photoisomer. Studying these states can be challenging since often a small population 
forms for a short time, which makes traditional techniques, like absorbance spectroscopy, 
unapplicable.[42] Transient spectroscopy, specifically flash photolysis, is a technique that 
uses differences in absorbance to measure transient species.[37, 42, 43] The Beer-Lambert 
Law describes the proportional relationship between absorbance and concentration:[37] 
 ( ) ( )bCA λελ =  1.11 
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where A(λ) is the absorbance, ε(λ) is the extinction coefficient (units traditionally M-1cm-1 
and is wavelength dependent), b is the path length of the cuvette (typically 1 cm), and C 
is the concentration of the sample. Transient species have their own spectrum; by 
measuring the temporal change in absorbance, not only can the kinetics of the formation 
and depletion of the species be determined but also the spectrum of the intermediate can 
be extracted.[37, 43]  
In flash photolysis, first, the absorption of the sample is probed using white light 
from a lamp or a laser. Then, a pulsed laser excites the sample. From the singlet excited 
state, transient species can form in the ns – µs timescale depending on the species. 
Depending on the time resolution of the instrument and the system being studied, the 
transient species might appear instantaneously after the excitation pulse or, if the 
instrument has good time resolution, the growth of the population can be observed. Then, 
using a probe light, the absorbance is measured and compared to the absorbance before 
excitation. Absorbance cannot be measured directly, so the light intensity (I(t, λ)) is 
monitored during the experiment:[37]  
 ( ) ( ) ( )λλλ ,10, tAinItI −=  1.12 
where I(t, λ) is the measured intensity which depends on both the time and the 
wavelength (λ), Iin(λ) is the light intensity before the sample, and A(t, λ) is the absorbance 
of the sample. Monitoring the light intensity allows for the determination of the temporal 
change in absorbance such that:  
 ( ) ( ) ( )λλλ ,, 0 tAAtA ∆+=  1.13 
where A0(λ) is the absorbance before excitation and ∆A(t, λ) is the change in absorbance 
equal to: 
18 
 ( ) ( )( ) 



 ∆
+−=∆ λ
λλ
0
10
,1log,
I
tI
tA  1.14 
where I0(λ) is the intensity of the sample before excitation (but not the same as Iin(λ)) and 
( ) ( ) ( )λλλ ,, 0 tIItI −=∆ . As stated in Equation 1.11, the absorbance will depend on both 
the concentration and the extinction coefficient. Therefore, for a positive delta 
absorbance, a new species with a large extinction coefficient must be present at the probe 
wavelength while a negative delta absorbance signifies a loss of population. 
Mathematically, this is described as: 
 ( ) ( ) ( ) ( ) ( )tbCtbCtAtAtA iSSfif ,,,11,,,, λλ εελλλ −=−=∆  1.15 
where “1” denotes a new transient species and “S” signifies the ground singlet state. For 
example: TAMRA absorbs with a maximum around 550 nm with negligible absorbance 
below 500 nm while the triplet absorbs at 450 nm and has a negligible extinction 
coefficient at 550 nm. Probing at 550 nm would result in the following ∆A: 
 ( ) SnmSiSnmSfSnmS CbbCbCtA ∆=−=∆ 550,,550,,550,, εεελ  1.16 
Since some of the ground state has been excited, CS,f  < CS,i so ∆CS < 0 making ∆A < 0, 
which is known as ground state bleaching. Probing at the maximum of the triplet, the 
difference absorbance is equal to: 
 ( ) ( )
SnmSTnmT
iSnmSfSnmSTnmT
CbbC
bCbCbCtA
∆+
=−+=∆
450,450,
,450,,450,450,
                            
,
εε
εεελ
 1.17 
At 450 nm, ∆A depends on the concentration of the triplet state which, since probing at 
the maximum of the triplet, makes ∆A > 0.  
One other issue that can affect ∆A is called stimulated emission. Stimulated 
emission is when interaction between the probe light and the excited state molecules 
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forces some of the molecules to relax and emit a photon.[37] The emitted photon is 
detected as increased absorbance so the signal is negative. The emitted photon is from the 
S1 state to the ground singlet state and therefore will mimic fluorescence spectrum with a 
very fast lifetime.[37] 
Flash photolysis can also be used to determine the lifetime of the transient 
species. Assuming that, within the time resolution of the transient spectrometer, the new 
transient species forms almost instantaneously after excitation, the lifetime of the 
transient species can be extracted. The concentration of the new transient species, or the 
repopulation of the ground state, can be described by a first order differential rate law: 
 [ ] [ ]Bk
dt
Bd
=
−
 1.18 
where B represents the new species and k represents the rate law constant that describes 
the deactivation pathway back to the ground state. Solving this equation for B: 
 [ ] [ ] τteBB −= 0  1.19 
where [B]0 represents the starting concentration of B and τ is the lifetime of the transient 
species B. Measuring a range of wavelengths, an array of data is built. By globally 
analyzing the delta absorbance at all wavelengths, then not only is the lifetime of the new 
transient species determined (τ), but a spectrum for the species can be extracted since the 
extinction coefficient relates absorbance and concentration.[37] In other words:[44] 
 ( ) ( )∑
=
−
=∆
N
i
t
i
ieatA
1
,
τλλ  1.20 
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where ∆A(λ,t) is the measured signal and ai(λ) is the amplitude of the lifetime τi at each 
wavelength. The amplitudes when plotted versus wavelength result in a difference 
spectrum of the transient state species.  
Since this is a differential absorption measurement and absorption is proportional 
to concentration, differences in concentration will affect the intensity of the signal. To 
make direct comparisons in a more qualitative manner between samples, the absorbance 
must be the same. If the concentration is constant, then comparing the amplitudes 
provides information on the relative sizes of the transient population. In addition, since 
only a small population is excited and an even smaller population forms the transient 
species, high sample concentrations are necessary for a good signal-to-noise ratio.  
Additional issues that can arise from scattered excitation light and fluorescence 
from the sample.[37] Excitation scattering can be blocked by using filters. In general, 
though, this is no concern since it only results in a short peak at the initial time of 
excitation and thus can be easily ignored. Fluorescence, however, is often a bigger issue 
since some transient species absorb at the same wavelengths fluorescence occurs at and 
fluorescence is bright. One way to suppress the appearance of fluorescence is to perform 
a correction: block the probe light and measure the fluorescence signal and then repeat 
with the probe light unblocked. By subtracting the traces from one another, the result 
should be the signal of the transient species minus fluorescence.[37] However, this 
correction can be challenging and the traces can still show the effects of fluorescence. 
This will be described in Chapter 3 in the context of an artificial rise present in the 
transient traces. 
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G. Fluorescence Correlation Spectroscopy 
Fluorescence correlation spectroscopy (FCS) is a single molecule technique where the 
fluctuations in fluorescence are correlated over a range of timescales. A small 
observation volume (on the order of fL) is obtained from the combination of a high 
numerical aperture and a small pinhole (~ 50 µM) in the emission path. Fluorophores 
diffuse in and out of the observation volume; when inside, they are excited and emit 
fluorescence. The confocal instrument setup is illustrated in Figure 1.5. 
 
Figure 1.5. Cartoon of the confocal set up for FCS measurements where the laser 
excitation is shown in green and the fluorescence is shown in red. The inset depicts the 
observation volume determined by the laser and the pinhole assembly. 
 
Typically low concentrations are used (nM) so that the fluctuations in the 
fluorescence can be discerned while still maintaining enough signal over the 
background.[45-47] The fluctuations in fluorescence can then be correlated according to: 
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 ( ) ( ) ( )( )2tI
tItI
G
τδδ
τ
+
=  1.21 
where the angular brackets signify a time average over the total data collection time, τ is 
the lag time, I(t) is the fluorescence intensity measured at time t, and ( )tIδ  represents the 
fluctuation in the signal from the mean value ( ( )tI ) defined as ( ) ( ) ( )tItItI −=δ .[48] If 
the fluctuation intensity at lag time τ is different compared to time t, as is often the case at 
long times (s regime), then correlation is lost. If, however, the fluorescence intensities are 
similar, as at short times (sub-ms), the correlation is higher. This technique covers a wide 
range of timescales from µs to tens of seconds.[46] Diffusion of molecules in and out of 
the observation volume are detected, and typically happens in the ms time regime, 
depending on the sample. In FCS, high laser intensities are used causing an increase in 
the dark state population which appears in the correlation. Fluctuations due to the 
generation of dark states can occur in the ns – ms regime, which, unfortunately, can mask 
other dynamic processes.[15, 46, 49]  
When conducting FCS experiments, using a fluorophore with a low triplet and 
isomerization yield is preferable.[48] The formation of the triplet, or another dark transient 
species, when traversing the observation volume produces a dark state increasing the 
fluorescence fluctuations at short times. If the timescale of that fluctuation is different 
from the diffusion time, then total correlation can be described as a product of both 
processes: 
 ( ) ( ) ( )τττ Dfast GGG =  1.22 
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where Gfast describes the autocorrelation function due to photophysics and GD describes 
the autocorrelation function due to diffusion of the molecules in and out of the 
observation volume.  
The autocorrelation decay for a diffusing species has been numerically 
determined and assuming a 3D Gaussian observation volume, is[47, 50]: 
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where N  is the average number of fluorescent molecules in the observation volume, D 
is the diffusion coefficient, ro is the equatorial radius of the observation volume, and zo is 
the axial radius of the observation volume (see Figure 1.5). If the optical volume 
parameters are known, usually determined by fitting the autocorrelation function of a free 
dye with a well-characterized diffusion (e.g., TAMRA), then the diffusion coefficient for 
sample of interest, like a labeled protein or DNA molecule, can be determined.[50] 
The autocorrelation function describing the additional feature at short timescales, 
due to photophysics, can be described by:[9, 50, 51]  
 ( ) fasttfast ef
fG ττ −
−
+=
1
1  1.24 
where f is the fraction of transient species and τfast is the relaxation time of the transition. 
Figure 1.6 shows two simulated FCS decays with the same optical volume parameters 
(ro = 0.3 µm and zo = 1 µm) and the same diffusion coefficient (D = 800µm2/s). One 
simulation also has an additional fluctuation at short times as might be observed due to 
the presence of a triplet. The autocorrelation function describing the triplet will be 
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explained in more detail in Chapter 2. Equation 1.24 is also used in Chapter 3 to describe 
the appearance of the cis isomer in the cyanine modification iCy3.  
 
Figure 1.6. Simulated FCS decays of a sample diffusing in and out of the observation 
volume (blue circles) and a diffusing sample undergoing transitions to a dark state (red). 
According to Equations 1.22 – 1.24, D = 800 µm2/s which defines , ro = 0.3 µm, 
zo = 1 µm, f  = 0.4, τfast = 0.8µs. 
 
In FCS instruments used in this thesis, the fluorescence signal is detected by an 
avalanche photodiode detector (APD), which records an electrical pulse whenever a 
photon strikes the active area.[37] The fluorescence signal is correlated to itself (described 
by Equation 1.21 and 1.23). However, when correlating the signal with itself (auto-
correlation), detector afterpulse can contribute to the correlation below 2 µs. This is due 
to a background pulse from a previous signal.[52] One way to remove the afterpulse is to 
use cross-correlation. In cross-correlation, two different APDs are used and the signal 
from each is correlated to each other. This eliminates the afterpulse since the probability 
of a background pulse occurring in both detectors at the same time is minimal. Figure 1.7 
shows an auto-correlation decay with the afterpulse and a cross-correlation decay of the 
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same sample. Both auto- and cross-correlation decay functions can be described by 
Equations 1.22 – 1.24. Therefore, especially when studying photophysical phenomenon 
like the triplet, cross-correlation functions are typically used. 
 
Figure 1.7. FCS decays from autocorrelation (black) and cross-correlation (red) decay 
from DNA internally labeled with a TAMRA dye (10 mM Tris, 2.5 mM Mg2+). The 
afterpulse is present at short times (sub-µs) in the auto-correlation but absent in the cross-
correlation. 
 
H. Förster Resonance Energy Transfer 
Förster resonance energy transfer (FRET) is a physical phenomenon that is often 
employed to study dynamics between samples or to uncover distances between two point 
dipoles. FRET is the non-radiative transfer of energy from one excited molecule (a 
donor) to another molecule (acceptor), which then emits a photon.[9, 32, 53] This is a dipole-
dipole interaction and occurs through a coupled transition between the donor and the 
acceptor molecule.[32, 53, 54] Förster developed the formalism to describe FRET, and 
therefore his name is used to describe this phenomenon.[7, 55] Since the 1960s, FRET has 
become popular as a “spectroscopic ruler” because it allows for the determination of 
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distances between the donor and the acceptor, which, if the donor and acceptor molecules 
are placed strategically on biological molecules, can be translated into biological 
distances.[56] In general, FRET is applicable to distances between 1 and 10 nm, depending 
on the Förster radius of the dyes (described below). However, quantification of FRET can 
be challenging, especially translating FRET efficiencies into distances, due to the 
different variables that must be known, such as the orientation factor and the index of 
refraction, as shown in Equation 1.28.[41, 57] 
Typically, the FRET efficiency is determined from fluorescence experiments 
using either steady state emission or time-resolved measurements.[54, 58] Usually, the 
intensity of the donor is monitored both with and without the acceptor. If the acceptor is 
present, then the donor should have a faster lifetime and lower emission intensity since 
some of the excited state energy is transferred to the acceptor rather than resulting in 
donor emission. Using the average lifetime of the donor with and without the presence of 
the acceptor, the FRET efficiency is equal to:[9, 32, 58] 
 
D
DA
FRETE τ
τ
−= 1  1.25 
where DAτ  is the average lifetime of the donor in the presence of the acceptor and Dτ  is 
the average lifetime of the donor in the absence of the acceptor. The difficulty with this 
method is that lifetimes are rarely mono-exponential. Therefore, a sum of exponentials is 
typically used to describe the average lifetime (see Equation 1.4), but this is not always 
straightforward. 
Using intensity from steady-state measurements, the FRET efficiency can also be 
calculated from:[9, 32, 58] 
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where IDA is the intensity of the donor in the presence of acceptor and ID is the intensity 
of the donor in the absence of acceptor and A is the absorbance of the donor in the 
absence of the acceptor (D) or the donor in the presence of the acceptor (DA) at the 
excitation wavelength. These equations are used in Chapter 5 when studying the 
conformational dynamics of damaged DNA.  
The efficiency of energy transfer can then be translated into the distances based 
on Equation 1.27:  
 
( )601
1
Rr
EFRET
+
=  1.27 
where r is the distance between the two dyes and R0  is the Förster radius which typically 
ranges from 20 – 60 Å.[32] To determine distances requires knowing R0 (with the units in 
Å), which is dependent on the orientation of the two dyes (κ2), the quantum yield of the 
donor (ΦD), the index of refraction of the environment in which the dyes are located (n), 
and the overlap integral of the dyes (J): 
 ( ) 61420 2108.0 JnR D −Φ= κ  1.28 
The quantum yield of the donor in the absence of the acceptor can be calculated 
(for quantum yield determination, see section 2.B.). In a solvent environment, the 
determination of the index of refraction is straight forward. However, when the dye is 
attached to a protein, the index of refraction is not as obvious. Thus, assumptions must be 
made to determine the index of refraction. The overlap integral can be calculated using 
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the absorption and emission spectra of the donor and acceptor. The overlap integral is 
equal to:[9, 12] 
 ( ) ( )∫∞= 0 4 λλλελ dIJ AD  1.29 
where ID is the donor’s emission spectrum normalized so the area equals one, εA(λ) is the 
acceptor absorption spectrum in terms of the molar absorptivity, and λ is the wavelength 
in nm.[9] This can be calculated for any donor-acceptor system. As an example, this was 
done for the cyanine dyes Cy3 and Cy5 in the rigidified conformation discussed in 
Chapter 3 and Chapter 5. First, the emission spectrum of the donor was normalized; then, 
the normalized absorption spectrum of the acceptor was multiplied by the molar 
absorptivity (this was assumed to be equal to 250,000 M-1cm-1 at the maximum 
wavelength of absorbance[41]). The two spectra are then multiplied by λ4 and integrated. 
For this example, the result is J = 7.83 M-1cm-1nm4. This overlap integral can then be 
used to determine R0 for this particular donor-acceptor pair, where R0 would be reported 
in Å units.[9] The overlap in spectra for iCy3 and iCy5 used in this example is depicted in 
Figure 1.8. 
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Figure 1.8. iCy3 (donor) absorption (blue) and emission spectra (green) and iCy5 
(acceptor) absorption (red) and emission spectra (black). The overlap in the emission 
spectrum of iCy3 and the absorption spectrum of iCy5 is illustrated in yellow. 
 
What is more challenging when determining R0 is calculating the orientation 
factor, or κ2.[12, 59] Since FRET is a dipole-dipole interaction, the orientation of both the 
donor and acceptor are crucial for FRET to occur. The orientation factor is equal to:[9] 
 
ADADADDA θθϕθθθθθκ coscos2cossinsincoscos3cos2 −=−=  1.30 
where the angles are depicted in Figure 1.9.A. At certain orientations, FRET will not 
occur due to the location of the dipole moments, as shown in Figure 1.9.B.  
 
 
 
 
 
 
30 
A.  
 
B. 
 
Figure 1.9. A. Representation of angles that describe the orientation factor. B. Pictorial 
representation of transition dipole molecules of the donor (green arrow) and acceptor 
arrow (red arrows); in different orientations κ2 can vary between 0 and 4, thus affecting 
the FRET efficiency. Both images are modified from Refs [9, 32]. 
 
Scientists often employ long flexible linkers and make the assumption that the 
dyes can access all possible orientations. Making this assumption results with κ2 = 2/3.[60] 
However, as shown by our lab and others, dyes can interact with biological samples or be 
in constrained environments such that this assumption is no longer valid.[12, 29, 60] These 
challenges in determining the Forster radius lead to uncertainties when determining 
biological distances. However, FRET efficiency values can still be utilized when 
describing conformational dynamics in biological systems, as done in Chapter 5. 
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CHAPTER 2 
BLINKING AND PHOTOBLEACHING OF TAMRA ON DNA INDUCED BY MN2+ 
 
Introduction 
A major area of biophysical research involves the study of structure and function of 
biomolecules, like proteins and nucleic acids.[1] One technique that has become 
increasingly popular for these studies is single molecule fluorescence.[1, 2] As described in 
Chapter 1, through the use of extrinsic or intrinsic fluorophores, this technique offers the 
unique ability to detect complex processes from individual molecules. However, dyes’ 
photophysical behavior also becomes apparent. Inherent properties of the fluorophores, 
fluctuations between dark and bright states due to photophysical transitions, are averaged 
out in ensemble measurements but appear in single molecule work leading to 
misinterpretion of data as dynamics in the system of study.[2, 3] As explained in Chapter 1, 
Section 1.A, one example of a photophysical phenomenon that is important in single 
molecule experiments is blinking, the transition of the molecule from a bright, fluorescent 
state to a dark, non-fluorescent state. Without proper study, blinking can be 
misinterpreted as distance fluctuations in a biological sample.[4] The search for ways of 
controlling the transitions to dark states is an active area of research. Understanding the 
cause of blinking is an important first step.[5, 6]  
One single molecule technique that has been used to study the generation of dark, 
long-lived states is fluorescence correlation spectroscopy (FCS).[7, 8] Since this technique 
covers a wide range of timescales, both diffusion of biomolecules and photophysics of 
fluorophores, such as blinking can be observed in the correlation decay (see Chapter 1, 
37 
Section 2.G).[6, 8, 9] Previous research in our lab has investigated the interaction between 
the recombination activator protein (RAG) and DNA.[10] However, when studying the 
internally-labeled TAMRA-dsDNA with FCS, the correlation decay was found to be 
different if magnesium (Mg2+) or manganese (Mn2+) was present. Biochemists often 
change the identity of cations to affect the specificity between the protein of interest and 
DNA. For example, replacing Mg2+ for calcium (Ca2+) slows the activity of ribozyme[11] 
while replacing Mg2+ with Mn2+ can promote faster catalysis[11], enhance non-specific 
interactions[12], and relax specificity[10, 13]. The expectation in doing this, though, is that 
the identity of the cation does not affect the dynamics of the DNA; surprisingly, however, 
in the presence of Mn2+, an additional sub-ms fluctuation was present. This project 
sought to understand what behavior Mn2+ was inducing and why, which is important 
since Mn2+ is often utilized in biophysical studies and without proper characterization, 
could lead to misinterpretation of single molecule results. In summary, the results of this 
research show that Mn2+ induces triplet formation in the single molecule dye TAMRA by 
enhancing the intersystem crossing rate, which also leads to accelerated photobleaching.  
 
Methods 
1. Samples 
DNA with an internally linked (5-C6-amino-2’-deoxythymidine) TAMRA (IBA 
BioTAGnology, Germany, HPLC purified) was tested in the presence of 2.5 mM divalent 
cations. The sequences are: 
a. 5’-GAT CAG CTG ATA GCX AAC ACA GTG CTA CAG ACT GGA ACA 
AAA ACC CTG CT 
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b. 5’-GAT CAG CTG AGC TAX AAC ACA GTG CTA CAG ACT GGA ACA 
AAA ACC CTG CT  
c. 5’- TAT AAT ATT ATA TAX AAT ATA ATA TTA TAA ATT ATA ATA ATA 
ATT ATA TT 
where X represents the location of the internally linked dye. Two of the DNA sequences 
(a. and b.) have a guanine base relatively close to the TAMRA location. Guanine is an 
efficient quencher for TAMRA.[14] Therefore, sequences a. and b. were only used for 
selected FCS and flash photolysis experiments (though the data is not shown here since 
the results were similar to those obtained by using sequence c.) while every experiment 
was performed with sequence c.  
Complementary strands were ordered from Integrated DNA Technologies 
(Coralville, IA) and annealed in slight excess to the labeled strand in 10 mM Tris (pH 
7.4). Native polyacrylamide gel electrophoresis was used to verify the samples were 
double stranded. For FCS experiments, DNA was used at 10 nM while the concentration 
was approximately 1 µM for the other experiments. 
The divalent cations (CaCl2, MnCl2 (both from Sigma), MgCl2 (Spectrum), CoCl2 
(Fisher), NiCl2 (Aldrich), ZnCl2 (Fluka)) were used as obtained and made into stocks 
solutions in Nanopure water (18.2 ΩOhms, NANOpure Diamond, Barnstead). The 
cations were kept at 2.5 mM concentration during the experiments except that lower 
concentrations of manganese were also used as noted in the text. Also, CoCl2 and NiCl2 
were used at a low concentration (4 – 5 µM) as noted in the text. β-mercaptoethanol 
(143mM, Sigma) was used as a triplet quencher and NaI (BioWorld, 5 mM) was used as 
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a triplet enhancer. 5’-carboxytetramethylrhodamine (TAMRA, Invitrogen Molecular 
Probes, Eugene, OR) was used as the free dye in the same buffer as the DNA sample. 
 
2. Experiments 
A. Fluorescence Correlation Spectroscopy 
Fluorescence correlation spectroscopy (FCS) measurements were performed on an in-
house build single-molecule confocal setup. A 532 nm CW laser (Compass 215M-10 
Coherent GmbH, Germany) was attenuated at various laser powers (noted in text) and 
focused onto the sample through a high numerical aperature (1.4NA, oil immersion, 
Olympus PlanApo 100X). The laser power was kept around 100 µW as measured before 
the objective. A 50 µm pinhole was placed before the detector to restrict stray light and 
the observation volume. The emission was divided into two and measured with two 
avalanche photodiode detectors (SPCM-AQR-14 Perkin-Elmer Optoelectronics, Canada) 
and correlated using a hardware correlator (ALV 5000/EPP, ALV-GmbH, Germany). 
The signal was cross-correlated to eliminate the detector afterpulse, as explained in 
Chapter 1, Section 2.G.  
This same setup was used to measure the photodegradation of TAMRA and 
TAMRA-dsDNA samples by increasing the laser power to the maximum (5 mW) and 
using a neutral density filter in the emission pathway. The fluorescence intensity was then 
collected using an acquisition card (PCI 6602 National Instruments, place) at a 10 s 
interval for a total of 100 min. 
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B. Transient Absorption Spectroscopy 
The transient spectra were collected using a Proteus spectrometer (Ultrafast Systems, 
place). The samples were excited (550 nm for TAMRA and 560 nm for 
TAMRA-dsDNA) using an optical parametric oscillator driven by the third harmonic of a 
Nd:YAG laser (Ekspla) with a pulse width ~ 5 ns and a repetition rate set at 10 Hz. A 
150 W Xe arc lamp (Newport) was used as a probe light. Appropriate glass color filters 
were added to select probe and emission wavelengths. For Ar-saturated samples, Ar was 
bubbled through a sealed cuvette for 15 min. Kinetic traces were collected every 10 nm 
from 400 – 520 nm and then globally analyzed using software written in-house (ASUFit).  
C. Fluorescence Lifetimes 
A time-correlated single photon counting system was used to measure the lifetimes at 
room temperature. A titanium sapphire (Ti:S) laser (Spectra-Physics, Millennia pumped 
Tsunami) with a 130 fs pulse duration operated at 82 MHz was used as the excitation 
source. The laser output was then frequency doubled and pulse selected (Spectra Physics, 
Model 3980) to obtain 400 nm excitation pulses at a 4 MHz repetition rate. Emission was 
collected at the magic angle relative to vertical excitation at 560 nm using a double-
grating monochromator (Jobin-Yvon, Gemini-180) and a microchannel plate 
photomultiplier tube (Hamamatsu R3809U-50). Data acquisition was performed using a 
single photon counting card (Becker-Hickl, SPC-830). The instrument response function 
was measured using a 3% Ludox solution by scattering the light at 400 nm and had a 
FWHM of approximately 50 ps. The data was fit with a mono-exponential decay model 
and deconvoluting the IRF with ASUFit. Fits were evaluated based on the randomness of 
the residuals. 
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Results and Discussion 
1. Fluorescence Correlation Spectroscopy 
The fluorescence correlation decay of TAMRA-dsDNA changes depending on the 
identity of the divalent cation present. In Figure 2.1, the decay in the presence of 
magnesium (Mg2+, black) has a high correlation around one in the µs-time regime which 
then decays to zero by 100 ms. This is indicative of a sample diffusing in and out of the 
observation volume and can be fit using Equation 1.22 to extract the diffusion coefficient 
of the DNA sample.[7, 8] However, in the presence of 2.5 mM manganese (Mn2+, red), a 
fluctuation in the sub-ms time regime with a higher amplitude is present, which is 
indicative of an additional process occuring.[8, 9] In addition, the diffusion time of the 
DNA sample appears faster with Mn2+ compared to Mg2+. As will be elaborated on later, 
this is due to photobleaching, which is accelerated due to the presence of Mn2+.  
 
Figure 2.1. FCS decays of TAMRA-dsDNA with Mg2+ (2.5 mM, black) or Mn2+ (2.5 
mM, red). The decays have been normalized so the amplitude of the diffusion part is one. 
The blue dotted line is the fit of the triplet component.  
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The correlation decay of TAMRA-dsDNA + Mn2+ is more complex than can be 
described by simply diffusion of the sample in and out of the observation volume. One 
explanation for the sub-ms fluctuation is that it is due to triplet dynamics. As explained in 
Chapter 1, Section 2.G., the autocorrelation decay describing a photophysical process is 
known (see Equation 1.24). When describing the triplet specifically, this equation can be 
rewritten as:[9, 15] 
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where is the steady-state fraction of molecules in the triplet state and is the relaxation 
time of the triplet. Both of these terms depend on excitation, singlet state deactivation, 
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Figure 2.2 depicts all of the rate constants for these processes: the transition from the 
singlet ground state (S0) to the singlet excited state (S1) to the triplet state (T1) and back 
to the ground state as well as S1 deactivating directly to S0. Using the Equations 2.2 and 
2.3, the decay below 20 µs for TAMRA-dsDNA + Mn2+ was fit resulting with τT = 5.0 µs 
and T = 0.43. 
 
43 
 
Figure 2.2. Jablonski diagram illustrating the rate constants for excitation (k01), singlet 
state deactivation (k10), and the transition to and from the triplet state (T1, kST and kTS). 
 
To test if the sub-ms fluctuation appeared in the presence of other divalent 
cations, calcium (Ca2+) and zinc (Zn2+) were also added to the TAMRA-dsDNA sample. 
As seen in Figure 2.3, Ca2+ and Zn2+ have a similar decay to that of Mg2+, a diffusion-
only decay. Both  Mg2+ and Ca2+ are known to stabilize the structure of DNA.[17] 
Therefore, this was expected for the correlation decay of Ca2+. Zn2+ and Mn2+ are 
transition metals. Transition metals can bind to the DNA backbone and destabilize the 
double helical structure which could change the dynamics of the DNA and affect the 
correlation decay.[17] The equation describing a species diffusing in and out of the 
observation volume fits to the decay collected for TAMRA-dsDNA in the presence of 
Zn2+. Thus, the sub-ms fluctuation in the presence of Mn2+ is unlikely to be due to DNA 
destabilization.  
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Figure 2.3. FCS correlation decays of TAMRA-dsDNA in the presence of Zn2+ (pink), 
Ca2+ (yellow), and Mg2+ (black). All cations were present at 2.5 mM concentration. In all 
cases, the decay was normalized to an amplitude of one.  
 
To determine if this behavior is simply related to the dye, the free dye was tested 
in the presence of 2.5 mM Mn2+. As shown in Figure 2.4, the decay of TAMRA with and 
without Mn2+ is the same and fits well with the diffusion-only equation. This shows that 
the presence of DNA is necessary to see the additional fluctuation at this concentration of 
Mn2+.  
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Figure 2.4. FCS correlation decays of TAMRA both with (red) and without (black) Mn2+ 
(2.5 mM). 
 
When TAMRA is attached to DNA, a sub-ms fluctuation is present (Figure 2.1) 
that is not with the free dye (Figure 2.4). DNA is a polyatomic anion due to the 
phosphates in the backbone. Positive charges will bind to DNA and, like Mg2+, can help 
stabilize the structure.[17] A logical conclusion is that Mn2+ is binding to the DNA, which 
brings the cation into closer proximity to the dye. In this project, Mn2+ is present at low 
mM concentrations (2.5 mM). To see how low in concentration fluctuations were still 
present, a Mn2+ titration was performed. As seen in Figure 2.5, even at 2 µM, the sub-ms 
fluctuation is observed. This suggests a binding coefficient between Mn2+ and DNA in 
the low µM range. This is supported by the literature which has reported that Mn2+ has a 
binding coefficient to long polyA-T DNA (longer than used in this experiment but 
otherwise similar) of 4.13 µM.[18] The presence of DNA likely facilitates the interaction 
between the dye and cation by bringing them closer together. Therefore, the fluctuations 
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are observed at low concentrations that simple diffusion in solution, in the case of the free 
dye and cation are in solution, cannot maintain.  
 
Figure 2.5. TAMRA-dsDNA + Mn2+ at varying concentrations of cation: 2 µM (cyan), 
0.02 mM (blue), 0.2 mM (red), and 2.5 mM (black). The amplitude of the sub-ms 
fluctuation decreases with decrease in Mn2+ concentration. 
 
So far, the correlation decay of TAMRA-dsDNA + Mn2+, even at low µM cation 
concentrations, has a sub-ms fluctuation, which is not present with the free dye or when 
Mg2+, Ca2+, or Zn2+ are used instead. Though the triplet is suspected to be the cause, it is 
still not clear. However, if the additional features in the decays are due to the presence of 
the triplet, then by adding a triplet quencher, the amplitude of the sub-ms fluctuation 
should decrease because the quencher increases the rates of intersystem crossing (both kST 
and kTS) which decreases the triplet population affecting both T and τT. From visual 
comparison of the decays, telling when T is bigger or smaller is easy by looking at the 
amplitude of the triplet; differences in τT are harder to visually see so for accurate 
determination of differences in τT, the decays must be fit. For the purpose of this 
experiment, only a visual comparison between TAMRA-dsDNA + Mn2+ in different 
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conditions was necessary. β-mercaptoethanol, a known triplet quencher, was added to 
TAMRA-dsDNA + Mn2+ and, as seen in Figure 2.6.A, the amplitude decreases, meaning 
a smaller triplet population. Another way to influence the triplet population is by 
changing the laser power. Both T and τT depend on the laser intensity, which affects the 
excitation rate, as shown in Equations 2.2 and 2.3. For all samples, at high laser intensity, 
the triplet population will increase. As shown in Figure 2.6.B, exciting the sample with a 
laser power of 3,000 µW (or 3 mW) results with higher triplet amplitude. The diffusion 
time for the sample at 3 mW appears to diffuse faster than at other laser powers. This is 
could also indicate accelerated photobleaching is occurring, further supporting the triplet 
hypothesis, as explained later.  
A. B. 
 
Figure 2.6. A. TAMRA-dsDNA + Mn2+ with (blue) and without (red) the triplet 
quencher β-mercaptoethanol at 3 mW laser power. B. TAMRA-dsDNA + Mn2+ at 
different laser powers: 80 µW (black), 300 µW (red), and 3,000 µW (3 mW, blue). Notice 
the faster diffusion at 3 mW which indicates increased photobleaching.  
 
2. Transient Absorption Spectroscopy 
FCS experiments showed than Mn2+ causes a sub-ms fluctuation with TAMRA-dsDNA, 
likely due to the triplet. To prove that the sub-ms fluctuation in the presence of Mn2+ is 
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due to triplet formation, transient absorption spectroscopy was measured. As explained in 
Chapter 1, transient absorption spectroscopy probes the absorbance of transient species 
by monitoring the difference in absorption after a sample has been excited (Chapter 1, 
Section 2.F). In this case, a simple three-state model can describe the singlet  triplet 
system, as depicted in Figure 2.2, meaning that the flash photolysis data should fit to a 
mono-exponential that describes the lifetime of the triplet. In addition, as described in 
Chapter 1, performing a global analysis and fitting all wavelengths at once, a difference 
spectrum can be extract which reflects the triplet absorption spectrum.  
First, the TAMRA triplet was measured by using the free dye and iodide. Iodide is 
a triplet enhancer due to the heavy atom effect.[19, 20] The presence of oxygen (O2) in the 
solution, however, will decrease kTS because oxygen is a triplet in the ground state and 
quenches other triplets. O2 can be removed by bubbling the solution with Argon (Ar). 
When comparing the results of TAMRA + I- in O2 versus Ar, the spectrum should be the 
same but the lifetime of the triplet should be shorter in O2. Kinetic traces at a range of 
wavelengths were collected as described in the Methods and some representative traces 
are shown in Figure 2.7.A. As expected, Figure 2.7.B shows the spectrum of TAMRA + 
I- from global analysis, which is the same in both Ar and O2 though the lifetime is an 
order of magnitude higher in Ar than O2. 
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A. B. 
 
Figure 2.7. A. Kinetic traces of TAMRA + 50 mM I- in Ar at 440 nm (blue), 490 nm 
(green), 510 nm (red), and 520 nm (black). B. Spectra from global analysis of TAMRA + 
50 mM I- in Ar (black squares) and O2 (red circles). Notice the spectra are the same. The 
only difference is the lifetime of the triplet is an order of magnitude slower in Ar than O2. 
 
With a spectrum of the triplet, TAMRA-dsDNA + Mn2+ was tested and compared 
to the triplet spectrum. Figure 2.8.A shows four representative kinetic traces of TAMRA-
dsDNA + Mn2+ in Ar while Figure 2.8.B shows the comparison between the TAMRA 
triplet to the spectrum from TAMRA-dsDNA + Mn2+. The similarity of the spectra is 
conclusive proof that Mn2+ induces triplet formation, which was seen in FCS as the sub-
ms fluctuation and also why photobleaching is observed in FCS (explained later). In the 
presence of Mg2+ and Zn2+, no positive signal was detected for TAMRA-dsDNA (data 
not shown), which supports the results from FCS. TAMRA-dsDNA + Mn2+ was also 
measured in the presence of O2. The resulting spectrum was the same as in Ar and the 
lifetime an order of magnitude faster, as observed with TAMRA + I-.  
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A. B. 
 
Figure 2.8. A. Representative kinetic traces of TAMRA-dsDNA + Mn2+ in Ar at 440 nm 
(blue), 490 nm (green), 510 nm (red), and 520 nm (black). B. Comparison of spectra from 
global analysis of TAMRA-dsDNA + Mn2+ (Ar, black squares) and TAMRA + I- (triplet, 
red circles). 
 
3. Fluorescence Lifetimes 
From FCS and transient absorption spectroscopy, the addition of Mn2+ to TAMRA-
dsDNA increases the intersystem crossing rate causing an increased triplet population. 
This can be further supported by measuring fluorescence lifetimes. The formation of the 
triplet competes with fluorescence since both occur from the S1 state (Figure 2.2). 
Therefore, TAMRA-dsDNA + Mn2+ should have a faster fluorescence lifetime than 
TAMRA-dsDNA + Mg2+. Also, since the free dye in the presence of Mn2+ showed no 
difference compared to Mg2+ in both FCS (Figure 2.4) and transient absorption 
spectroscopy measurements (data not shown), the lifetimes of the two samples are 
expected to be the same. As seen in Figure 2.9, the intensity decay of TAMRA does not 
change depending on the cation, and when fit, the lifetime in both cation is 2.24 ns. 
However, TAMRA-dsDNA + Mg2+ has a slightly longer lifetime than 
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TAMRA-dsDNA + Mn2+. Since the only difference between the two samples is triplet 
formation in Mn2+, the fluorescence lifetimes can then be expressed as: 
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where the rate constants are defined in Figure 2.2 and the values are from the intensity 
decay fits. Equating the two lifetimes results in kST = 37.8 µs-1. 
 
Figure 2.9. Normalized fluorescence intensity for TAMRA + Mg2+ (blue) or Mn2+ (cyan) 
as well as TAMRA-dsDNA + Mg2+ (black) or Mn2+ (red). All cation concentrations are 
2.5 mM. 
 
The results can be further corroborated by comparing the intersystem crossing 
rate constants (kST and kTS) from lifetime and transient absorption measurements to those 
from the FCS fits. To extract the rate constants from the FCS decays, k01 needs to be 
determined, which is exIk σ=10 . The absorption cross section (σ) can be determined using 
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the extinction coefficient of TAMRA in water (ε = 91,000 M-1cm-1)[21] and the following 
relationship between σ and ε: 
 
AN
ε
σ
303.2
=  2.6  
where NA is Avogadro’s number so σ = 9.55×10-17 cm2. Iex can be approximated from: 
 ( )2piωPI ex =  2.7  
where P is the power of the laser and ω is the radial axis of the observation volume. The  
radial axis was determined by fitting the free dye TAMRA with Equation 1.23 and is 
0.56 µm. With a 532 nm laser at 50 µW (approximately the power during the FCS 
experiments), Iex = 1.36×1016 cm-2µs-1.  Since τT = 5.0 µs and T = 0.43, then kST = 24 µs-1 
and kTS = 0.11 µs-1. The inverse of kTS is the lifetime of triplet: 9.1 µs. From the lifetime 
measurement, kST = 37.8 µs-1 and the transient absorption data in the presence of O2 
provide a lifetime of 15 ± 3 µs. This value was used since the FCS experiments were 
conducted in air. Therefore, there is good agreement between all experiments, especially 
considering the approximation for Iex can underestimate kisc by 15-40%.[9, 15] 
 
4. Photobleaching 
Faster diffusion times were noted when comparing the FCS decays of TAMRA-dsDNA + 
Mn2+ and TAMRA-dsDNA + Mg2+ (Figure 2.1) as well as TAMRA-dsDNA + Mn2+ at 
higher laser powers (Figure 2.6.B). This is believed to not be an actual increase in 
diffusion time but due to photobleaching of the dye. If photobleaching occurs while the 
dye is in the observation volume, the dye goes from a light state to a dark state 
permanently. That loss of fluorescence will make it appear like the dye moved quickly 
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out of the observation volume having a faster diffusion time. Instead, it is an artifact. As 
mentioned in Chapter 1 (Section 2.C), photobleaching occurs through intermediate 
species, like the triplet, such that enhanced triplet formation can result in faster 
photobleaching.[9] As seen in Figure 2.10, the intensity of TAMRA-dsDNA in the 
presence of Mn2+ decays faster than when Mg2+ is present. TAMRA + Mn2+ has a 
relatively constant intensity throughout the timescale of the experiment, supporting the 
conclusion that DNA is needed to bring the dye into close proximity to the cation and 
thus facilitates the interaction at low mM concentrations.  
 
Figure 2.10. Normalized fluorescence intensity of TAMRA + Mn2+ (blue), 
TAMRA-dsDNA + Mg2+ (black), and TAMRA-dsDNA + Mn2+ (red) over time where 
the decrease in signal is indicative of photobleaching. 
 
5. Cation Effect  
Mn2+ enhances the intersystem crossing rate but what is not immediately clear is why. 
The intersystem crossing rate will increase due to the heavy atom effect.[20] This was 
utilized when iodide was added to the free dye to measure the triplet in the transient 
absorption spectroscopy experiments. However, Zn2+ was added to TAMRA-dsDNA and 
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no sub-ms fluctuations were observed. Zn2+ is heavier than Mn2+ so the weight of the 
cation is not the reason. Another explanation is paramagnetism.[22-25] Manganese can 
have different coordinations depending on the charge. The divalent form, Mn2+, is a 
paramagnetic cation, Mn2+ has unpaired electrons. Zn2+, on the other hand, is 
diamagnetic, all electrons are matched. Paramagnetic cations can interact with the excited 
dye through magnetic perturbations, which is known to increase the intersystem crossing 
rate.[22-25] 
To further explore this possibility, TAMRA-dsDNA in the presence of cobalt 
(Co2+) and nickel (Ni2+) was measured, but at lower concentrations (see Methods). The 
correlation decays for TAMRA-dsDNA with Mn2+, Co2+, and Ni2+ are shown in Figure 
2.11. Both Co2+ and Ni2+ show a sub-ms fluctuation as well as a faster diffusion time like 
Mn2+.  
 
Figure 2.11. TAMRA-dsDNA in the presence of Mn2+ (red), Co2+ (blue), or Ni2+ (cyan), 
the decay is faster with a sub-ms fluctuation not present with Mg2+ (black). The 
concentration of Co2+ and Ni2+ (4-5µM) is much smaller than Mn2+ (2.5 mM), as 
explained in the text. 
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In addition, the lifetime of TAMRA-DNA in the presence of Co2+ and Ni2+ was 
measured (Figure 2.12). However, the lifetime with Co2+ and Ni2+ is much faster than all 
other cations. This, along with the lower concentrations used in FCS, suggests that 
paramagnetism is not the only explanation for quenching of the singlet excited state with 
Co2+ and Ni2+. Understanding the mechanism for Co2+ and Ni2+ is beyond the scope of 
this project. However, a likely explanation could be related to the fact that Mn2+ is a d5 
high spin cation when complexed to water which cannot undergo d-d transtions. Co2+ and 
Ni2+, however, can undergo a charge transfer interaction with the excited dye.[26, 27] Since 
the energy transfer reaction is a greater competitor for fluorescence than the triplet 
formation, this could explain why the lifetime is faster in the presence of Co2+ and Ni2+.[6]  
 
Figure 2.12. Normalized fluorescence intensity of TAMRA-dsDNA in the presence of 
various divalent cations. In the presence of Mn2+ (2.5 mM, red), Co2+ (4 µM, blue), and 
Ni2+ (5 µM, cyan), the lifetime is faster than when Mg2+ (black) and Zn2+ (pink) are 
present (both at 2.5 mM).  
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Summary 
As shown through FCS, flash photolysis, fluorescence lifetime, and photobleaching 
experiments, Mn2+ enhances the intersystem crossing and photobleaching of TAMRA. 
When linked to DNA, the concentration of Mn2+ necessary for this behavior is in the low 
µM – mM range likely because the cation binds to DNA, which brings it into closer 
proximity to the dye. The paramagnetic nature of Mn2+ is believed to be responsible for 
the enhanced triplet formation. This project has important ramifications for single 
molecule biophysical experiments, especially since the approximate concentrations used 
in single molecule and in vitro protein studies are in the µM – mM range. If TAMRA is 
used as a fluorophore in biophysical single molecule experiments, fluctuations in 
fluorescence due to triplet formation are likely. Without understanding the photophysics 
of the dye, the data could be misinterpreted.  
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CHAPTER 3 
PHOTOPHYSICAL BEHAVIOR OF THE ICY3-DNA CONSTRUCT 
 
Introduction 
Physiochemical studies on fluorophores are crucial for accurate data interpretation and 
further fluorescence-based technique development. One popular dye that has been 
extensively studied is the cyanine dye Cy3.[1, 2] Cy3 undergoes photoisomerization 
efficiently from the singlet excited state, competing with fluorescence and resulting in a 
low fluorescence quantum yield (Φf  = 0.07) and fluorescence lifetime of 0.20 ns.[3] These 
are much lower compared to Cy3B (for figure, see Figure 1.3.C), which cannot undergo 
photoisomerization, whose fluorescence quantum yield and lifetime are an order of 
magnitude higher.[3] Attaching Cy3 to DNA increases both the quantum yield and 
fluorescence lifetime, suggesting that interaction with DNA decreases 
photoisomerization.[4] In fact, research shows that Cy3 interacts with the nucleobases and 
can stack with the terminal bases, which makes photoisomerization less efficient.[4-6] 
Despite this physiochemical behavior, Cy3 is highly photostable dye and commonly used 
in single molecule experiments as well as Förster resonance energy transfer (FRET) 
studies.[6, 7] In combination with an acceptor molecule, like Cy5, FRET can be used as a 
spectroscopic ruler, as explained in Chapter 1, Section 2.H.[8] 
To quantify FRET and determine distances, the fluorescence lifetime of the donor 
and the Förster radius, which depends on the index of refraction of the solvent, the 
overlap integral of the donor and acceptor, and the orientation factor of the dyes (also 
known as ), are needed as illustrated in Chapter 1, Section 2.H and equations 1.27 and 
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1.28.[8, 9] However, accurate determination of distances is challenging because often the 
orientation of the dyes is unknown.[6, 10-12] To circumvent this problem, researchers often 
use long, flexible linkers to attach fluorophores to biomolecules. The assumption is that 
the population of the dye is isotropic so that κ2 = 2/3.[11, 12] However, since Cy3 interacts 
with DNA, even with the long linkers, the isotropic assumption is not valid, leading to 
uncertainties in FRET distances due to the orientation factor.  
To reduce the uncertainty with the orientation factor, past research in our lab has 
studied a new modification of cyanine dyes to nucleic acids.[13] The internal modification 
attaches Cy3 to the DNA through both nitrogen atoms, putting the dye in a more rigid 
conformation along the backbone of DNA (Figure 3.1.A). Using this modification and 
placing the dyes three helical turns apart, roughly collinear, the κ2 was found to be 3.2, 
close to the collinear theoretical value equal to 4.0.[13] While this configuration restricts 
dye motion, the average fluorescence lifetime was found to be much shorter than that of 
Cy3B ( ≈fτ 1 ns compared to 2.40 ns for Cy3B).[3, 13] The lifetime difference suggests 
that isomerization might still occur in the rigid conformation. To better understand the 
photophysics of Cy3 in this rigid attachment to DNA, a combination of computational 
simulations and experiments, including transient spectroscopy, fluorescence lifetime, and 
fluorescence correlation spectroscopy (FCS), was performed.  
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Figure 3.1. A. Structure of iCy3-DNA. B. Structure of nucleobases (A = adenine, T = 
thymine, C = cytosine, G = guanine) and abasic site analog. 
 
Methods 
1. Samples 
DNA, HPLC-purified, was ordered from Integrated DNA Technologies (Coralville, IA). 
The same iCy3-containing strand was used in all experiments while the complementary 
strand was changed so that the base opposite the dye was varied: 
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• iCy3 strand: 5’- GAT GAT GTC ATC GAC /iCy3/GCG CGA TAT T 
• Complementary strand: 5’- AAT ATC GCG CXG TCG ATG ACA TCA TC 
where X = A, T, C, G, or 1’,2’-dideoxyribose, an abasic site analog; see Figure 3.1.B for 
structures. A denaturing polyacrylamide gel electrophoresis (denaturing PAGE) 
experiment was performed to show that the dye is linked to DNA through both nitrogens 
(Appendix A). The DNA was made in 100 mM Tris (pH 7.4) and 100 mM NaCl and 
annealed by heating to 65 °C and slowly cooled. The complementary strand was added in 
excess (1.33× more) than the iCy3 strand. Native PAGE was used to ensure that every 
dye strand was annealed. The fluorescent dyes Cy3B and Cy3 (both NHS ester from GE 
Healthcare, Piscataway, NJ) were used as standards from solutions made in the same 
buffer used with DNA.  
 
2. Fluorescence Intensity 
A. Steady State Fluorescence 
Absorbances were collected with a Shimadzu PharmaSpec UV-1700 UV-Vis 
spectrophotometer after correcting the background with a buffer solution. For 
determining the quantum yield, the absorbance of the sample was kept below 0.1 at 
500 nm, the excitation wavelength. Fluorescence emission spectra were collected with a 
PTI QuantaMaster 400 spectrofluorometer and provided software. The spectra were 
corrected for wavelength-dependent detector sensitivity. For quantum yield 
determination, the samples were excited at 500 nm while for the iCy3-DNA samples, the 
excitation wavelength was 515 nm.  
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To determine the quantum yield, carboxytetramethylrhodamine (TMR, Molecular 
Probes, Eugene, OR) in methanol was used as a reference since the quantum yield is well 
known.[14] The absorbance and emission spectra were measured five times independently 
and averaged for use in the calculation. The excitation wavelength was 500 nm. See 
Chapter 1, Section 2.B. and equation 1.3 for more information.  
B. Time-Resolved Fluorescence 
Fluorescence lifetimes were collected using the time-correlated single photon counting 
method at room temperature. The instrumental set up was described in Chapter 2 (Section 
Methods 2.C) with the following changes: a fiber supercontinuum laser (Fianium SC450, 
at 40.2%) excitation pulse at 20 MHz was sent through an acousto-optical tunable filter 
(Fianium AOTF) to obtain 514 nm light. A polarizer cube was placed before the sample 
holder to ensure vertical polarization, and a 550 nm interference filter was placed before 
the emission polarizer to reduce stray excitation light. The instrument response function 
(IRF) was approximately 50 ps at 514 nm and was used to deconvolute the decays. In-
house written software (ASUFit) was used to fit the decays individually while global 
fitting analysis was performed using Origin 8.0. The fits of the lifetime were evaluated 
based on the randomness of the residuals. 
 
3. Transient Absorption Spectroscopy 
The instrument set up was explained in Chapter 2 (Section Methods 2.B) with the 
following changes. Samples were excited at 532 nm and monitored at 570 nm (for the 
isomer) or 620 nm (for the triplet). Using the instrument software (Proteus 3.2.2), an 
emission correction was performed.  The absorbance of all samples at 532 nm was 
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matched for direct comparison of the transient amplitudes. For the argon-saturated 
samples, Ar was bubbled through the sample for 20 min; when iodide was added to study 
the triplet, NaI (Bioworld) was added for a final concentration of 50 mM. 
 
4. Fluorescence Correlation Spectroscopy 
The FCS decays were collected on a microscope-based home-built setup, different from 
the setup described in Chapter 2. This setup used the 514 nm line from an argon/krypton 
laser (Melles Griot) that was collimated, directed into the back of the microscope (Nikon 
Eclipse TE 2000-U), and reflected by a dichroic mirror into a 60× oil immersion 
objective (PlanApo VC, NA 1.4, Nikon). The laser power, measured at the objective, was 
20 µW. Emission was collected with the same objective and focused on a 50 µM pinhole. 
A 50/50 beamsplitter sent the signal into two avalanche photodiode detectors (SPCM-
AQR-14 and SPCM-AQR-12, Perken Elmer Optoelectronics, Canada) and which was 
then cross-correlated using a hardware correlator (ALV7002/USB-25, ALV GmbH, 
Germany). Twenty cross-correlation traces for 30 s were collected, averaged, and used in 
analysis. 
 
5. Computer Simulations 
Molecular dynamics and free energy simulations were performed by Arjan van der Vaart 
(University of South Florida) and his student Ning Ma. A description of the simulations 
can be found in the literature.[3] 
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Results and Discussion 
The internal modified Cy3 is linked directly to the DNA backbone through both nitrogens 
and short linkers (see Figure 3.1.A, referred to as iCy3-DNA throughout).  While the 
photophysics of the free dye Cy3 is well characterized, we were interested in 
investigating how the photophysics is affected when the dye is linked to DNA in a rigid 
conformation.  
1. Computer Simulations 
The computer simulations and analysis was performed by Arjan van der Vaart and his 
student Ning Ma; a complete description can be found in the literature.[3] In summary, 
iCy3-DNA – T (the dye is in the ground state trans conformation and “T” represents the 
base opposite the dye) was simulated five separate times. In one trial, the dye stayed non-
intercalated (N) while in four of the trials, the dye intercalated into the DNA, forming 
two different, but stable, intercalated states. In both states, the dye stacks with the 
orphaned T and the C-G basepairs adjacent to the dye: either 5’- to the dye (I2) or 3’- to 
the dye (I1). In both intercalated conformations, stacking with the DNA bases stabilizes 
the structure. The parameters r and a were used to distinguish the different states: r is the 
distance from the center of mass of the orphaned T to the center of mass of the 5’-indole 
ring of the Cy3 and a is the angle defined by the bases 5’- and 3’- to the orphaned T. For 
a pictorial representation, see the literature.[3] Free energy calculations show that there are 
multiple free energy minima (see Figure 3.2) such that all intercalated and 
nonintercalated states can be populated at equilibrium. Transitioning between the states 
was found to require little energy (3.1 kcal/mol to 4.3 kcal/mol), allowing transitions at 
room temperature.  
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Figure 3.2. Free energy surface (kcal/mol) of iCy3-DNA – T as a function of r and a. N 
represents the non-intercalated state while I1 and I2 represent the two intercalated states. 
Reprinted with permission.[3] Copyright 2014 American Chemical Society. 
 
DNA with the dye in the cis conformation was simulated and found to be stable. 
In addition, forcing the rotation from trans to cis by applying a force was found to 
proceed without distorting the DNA. In fact, during this simulation, the dye was found to 
stack with the bases halfway through the isomerization process similar to the stacking 
interactions between the dye and bases in the intercalated structures (Figure 3.3). The 
simulations suggest that the dye, despite the rigid conformation, can still interact with the 
DNA and isomerize. In addition, while only one DNA sample was simulated due to the 
expense of the computer time, since the orphan base does participate in interactions with 
the dye, the identity of that orphan base could play a role in the photophysics of the dye.  
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Figure 3.3. Results from the biasing ground state isomerization simulation from trans 
(left) to the cis (right) conformation. Reprinted with permission.[3] Copyright 2014 
American Chemical Society. 
 
2. Fluorescence Intensity 
A. Steady State Fluorescence 
Experimentally, five different iCy3-DNA samples were tested, where the only difference 
was the identity of the orphan base opposite the iCy3 dye. This base was originally added 
based on a recommendation from the company to ensure the double helical structure is 
maintained with the addition of the dye; the length of Cy3 is approximately similar to a 
basepair. The orphan base opposite the iCy3 dye is used to identify each sample. For 
example, the sample with a cytosine opposite the dye is referred to as “C” in this thesis. 
Similarly, if an abasic site is opposite the dye, then the sample is referred to as “abasic”. 
As described in the Methods, the absorbance and emission spectra were collected for 
each sample. As shown in Figure 3.4, in both absorbance and emission, the maximum 
peak shifted depending on the identity of the orphan base. This spectroscopic difference 
suggests that there is interaction between the orphan base and the dye that changes 
depending on the base identity. 
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Figure 3.4. Absorbance and emission spectra of iCy3-DNA samples: A (wine), T (cyan), 
C (red), G (pink), abasic (blue). These colors are constant throughout the paper. The 
zoomed in portion shows the shift in the wavelength depending on the orphan base 
identity. 
 
In addition, the quantum yield of each sample was determined and is 
approximately 0.25, deviations depending on the sample. These values are similar to that 
found previously with this dye modification of 0.31 ± 0.02.[4, 13] Based on the values 
(Table 3.1), the iCy3-DNA samples have a higher quantum yield than the free dye Cy3 
(0.067 ± 0.003) but not as high as that measured for Cy3B (0.73 ± 0.03). Cy3B is a 
similar dye to Cy3, however the polymethine chain is rigidified so photoisomerization 
cannot occur. The less efficient photoisomerization is, the higher the quantum yield 
should be. Putting the dye in a more rigid environment is expected to decrease 
photoisomerization. However, based on the lower quantum yields, photoisomerization 
appears to still be occurring efficiently. 
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B. Time-Resolved Fluorescence 
The fluorescence lifetime of the samples was also measured and is shown in Figure 3.5. 
The lifetime of the iCy3-DNA samples is longer than the free dye Cy3 (black) but not as 
long as Cy3B (purple). In addition, depending on the identity of the orphan base, the 
fluorescence lifetime varies slightly. This result further supports the hypothesis that the 
orphan base interacts with the dye and can form stacking interactions so the identity plays 
a role. 
 
Figure 3.5. Normalized fluorescence intensities of iCy3-DNA (A: wine, T: cyan, C: red, 
G: pink, abasic: blue) samples as well as instrument response function (IRF, gray), free 
dye Cy3 (black), and Cy3B (purple).  
 
The fluorescence lifetimes were fit both individually as well as globally (all the 
DNA samples fit together to the same lifetimes). For the individual fits, three lifetimes 
were necessary for a good fit based on the residuals: a short lifetime (sub-1 ns), a medium 
lifetime (approximately 1 ns), and a longer lifetime (around 2 ns). The lifetimes and 
resulting amplitudes from the individual fits are shown in Table 3.1; Figure 3.6 shows the 
relative amplitudes by grouping the short, medium, and long lifetimes together. The 
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lifetime results were also analyzed globally, and three lifetimes were needed for a good 
fit: 0.54 ns, 1.15 ns, and 2.12 ns. The amplitudes from global fitting are also shown in 
Figure 3.6: short lifetime (squares, black = global fit, gray = individual fit), medium 
lifetime (circle, red = global fit, pink = individual fit), and long lifetime (triangle, blue = 
global fit, cyan = individual fit). There is a similar trend in the percentage of each lifetime 
from both fittings in all samples: sample C has the longest lifetime and, as a result, the 
highest percentage of the long lifetime, while sample abasic has the shortest lifetime and 
the highest percentage of the shortest lifetime (see explanation of nomenclature above). 
The presence of the short lifetime is further support for the hypothesis that isomerization 
still occurs in the rigid conformation. The need for three lifetimes in the fits suggests 
heterogeneity in the microenvironment of the dye, and this supports the computation 
result of a three basin containing ground state. Matching a structure to a lifetime cannot 
be determined, though a logical conclusion is that the state that can undergo 
isomerization the easiest will have lifetime similar to the free dye (210 ps), the short 
lifetime. 
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Figure 3.6. The amplitudes, in terms of percentage, for each lifetime for both global 
fitting as well as individual fits with the short lifetimes depicted as squares, medium 
lifetime as circles, and long lifetime as triangles. The global fits are in black squares 
(short lifetime, 0.54 ns), red circles (medium lifetime, 1.15 ns), and blue triangles (long 
lifetime, 2.12 ns). For the individual fits, the short, medium, and long lifetimes have been 
grouped together, even though the values vary slightly; they are shown as gray squares 
(short lifetime), pink circles (medium lifetime), and cyan triangles (long lifetime). 
 
Table 3.1. Quantum yield (Φf) and fluorescence lifetimes (τf) by fitting individually. 
Sample Φf (±0.01) 
τf (ns) 
a b c 
A 0.26 0.23 (16%) 
1.00 
(62%) 
2.13 
(22%) 
T 0.27 0.29 (11%) 
0.90 
(47%) 
1.77 
(41%) 
C 0.29 0.16 (12%) 
0.89 
(41%) 
1.90 
(46%) 
G 0.27 0.26 (10%) 
1.00 
(57%) 
1.79 
(33%) 
Abasic 0.21 0.41 (33%) 
1.12 
(56%) 
1.99 
(11%) 
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3. Isomer Formation 
A. Transient Absorption Spectroscopy 
As explained in Chapter 1, Section 2.F, transient absorption spectroscopy measures the 
appearance of transient species, like the isomer, by comparing the absorption before and 
after excitation. If the concentrations are the same, as in this case, the amplitude at the 
isomer peak is indicative of the size of isomer population. All iCy3-DNA samples and 
Cy3 were measured at 570 nm, as described in the Methods, and are shown in Figure 3.7. 
The amplitude at 570 nm was monitored to observe the cis isomer based on previous 
research.[4, 15] Through direct comparison, all iCy3-DNA samples have a larger amplitude 
than the free dye Cy3, for example at t = 5 µs. This implies that photoisomerization is not 
impeded as initially hypothesized. To verify this signal is due to the isomer and not the 
triplet, two different experiments were done: 1) iodide was added to the free dye Cy3 and 
2) Argon was bubbled through the iCy3-DNA samples to remove oxygen. As seen in 
Figure 3.8, adding iodide does not affect the peak at 570 nm while a peak at 620 nm does 
appear in the presence in iodide (data not shown). Oxygen is a triplet quencher since it 
exists as a triplet in the ground state. So, the presence of oxygen will decrease the triplet 
lifetime but not affect isomer formation.[16-18] If the trace becomes longer lived in the 
presence of Ar, then the signal could not be due to the isomer. As see in Figure 3.9, 
though, there is no difference in the traces with Ar or oxygen for both the free dye Cy3 
(Figure 3.9.A) and iCy3-DNA – A (Figure 3.9.B). This supports the conclusion that 
monitoring the signal at 570 nm is indicative of the Cy3 cis isomer.   
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Figure 3.7. Kinetic trace at 570 nm for oxygen-saturated samples: free dye Cy3 (black), 
A (wine), T (cyan), G (pink), C (red), abasic (blue). 
 
 
Figure 3.8. Kinetic trace at 570 nm of free dye Cy3 with (red) and without (black) iodide 
(50 mM). 
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Figure 3.9. Transient traces at 570 nm with (black) or without (red, sample opened and 
oxygen allowed in) Argon for both the free dye Cy3 (A.) and iCy3-DNA – A (B.).  
 
The iCy3-DNA samples’ trace (Figure 3.7) contains a rise from 0 – 3 µs and then 
decays. For all samples, the trace was first corrected for emission; 570 nm is close to the 
maximum of fluorescence, which contaminates the signal. The less fluorescent the 
sample, the better the correction worked, as in the case of the free dye Cy3. However, for 
the iCy3-DNA samples, the detector is saturated by the fluorescence, and even with the 
emission correction, requires a long recovery time. To demonstrate this, the free dye Cy3 
was tested at 570 nm in both buffer and 85% glycerol (Figure 3.10). Isomerization is 
decreased in higher viscose solutions, which increases the fluorescence quantum yield.[19, 
20]
 As seen in Figure 3.10, in glycerol, the transient trace has not only a smaller amplitude 
but also a rise like that seen with the iCy3-DNA samples. This means that data below 
3 µs cannot be considered real. A further consequence is that the iCy3-DNA samples 
have a greater isomer population than the free dye Cy3. This is surprising since Cy3 is 
known to have a high isomerization quantum yield.[21] What is also apparent is that the 
height of the isomer amplitude is dependent on the identity of the orphan base with C 
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resulting in the highest. This appears to contradict the fluorescence lifetime results which 
shows that C has the longest lifetime. However, as explained later, this occurs due to a 
difference in the branching ratio.   
 
Figure 3.10. Cy3 in buffer (black) or 85% glycerol (red) transient trace at 570 nm. The 
concentration of the free dye was the same in both cases. 
 
B. Fluorescence Correlation Spectroscopy 
Chapter 1, Section 2.G explained the principle behind FCS. In this case, the contribution 
of photophysics to the total correlation decay is due to the cis isomer formation. The 
intersystem crossing quantum yield is minimal for the dye in these samples, as evidenced 
by the fact that the triplet did not appear in the transient absorption spectra.[18, 21]  For the 
setup used, the optical parameters were determined to be ro = 0.23 µm and zo = 1.2 µm, 
the optical radial and axial radii respectively, by fitting the correlation of TAMRA in 
water (D = 414 µm2/s)[22]. Cy3B, which does not isomerize, correlation decay can be fit 
using the equation describing a diffusing species (Equation 1.23). The resulting diffusion 
coefficient for Cy3B was determined to be 405 µm2/s, a typical diffusion coefficient for a 
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free dye in solution (Figure 3.11, purple). Cy3 has an additional contribution to the 
correlation in the µs-time, due to the cis isomer (Figure 3.11, black symbols). Equation 
1.24 can be used to describe the photoisomer as evidenced by the work with cyanines 
done in the lab of P. Schwille.[23] Fitting the correlation decay of Cy3 with Equation 1.24 
yields G0 = 0.47, D = 249 µm2/s, f = 0.31, and τfast = 0.84 µs (Figure 3.11, yellow). Based 
on the fits, the diffusion coefficient for Cy3 is slower than that of Cy3B, which is 
physically implausible. The apparent shift in the diffusion coefficient is actually due to 
saturation. Saturation is a common artifact, typically at high excitation intensities, where 
the Gaussian profile of the observation volume is distorted due to molecules at the edge 
of the volume contributing more significantly to the fluorescence signal and making the 
observation volume appear larger.[24, 25] This can also occur at lower excitation intensities 
when dyes, such as Cy3, photoisomerize while in the observation volume. The cis isomer 
is a dark state which lives longer than the excited state (µs compared to ns). Therefore, 
there is a smaller population of the molecules in the ground state.[26] As a result, the 
fluorescence intensity is no longer proportional to the number of molecules in the 
observation volume making the diffusion coefficient appear to be slower.[15, 25, 26]  
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Figure 3.11. Cy3 (black circles) and Cy3B (purple). The fit of Cy3 to the correlation 
decay described in Equation 1.24 is shown in yellow. The residuals from the fit are in the 
inset, which show even distribution around zero, meaning the fit is good. 
 
The iCy3-DNA samples were also tested and are shown in Figure 3.12. All 
samples display similar FCS decays even though it appears that iCy3-DNA – G has a 
slightly smaller amplitude. All the fits from the iCy3-DNA samples are similar, with a 
diffusion coefficient around 900 µm2/s, f ≈ 0.3 – 0.4, and τfast ≈ 0.84 µs. However, the 
resulting fit is not good, as seen in the residuals shown in the inset of Figure 3.12. The 
fast component does not fit to a monoexponential like the free dye Cy3. This is 
comparable with the transient spectroscopy results where the traces from iCy3-DNA 
show a bi-exponential decay (Figure 3.7). In the case of both the free dye Cy3 and 
iCy3-DNA samples, the fit values are only estimates for different reasons: in the case of 
Cy3 the saturation effects mean the excitation intensity is not constant over the 
observation volume while the iCy3-DNA decays do not fit to the monoexponential term. 
What is apparent is that the iCy3-DNA samples have a greater isomer population than the 
free dye Cy3 (Figure 3.7). This conclusion, though, seems to contradict the fluorescence 
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lifetimes results since the lifetime is longer when the dye is linked to DNA than the free 
dye (Figure 3.5); as discussed next, that is not the case. 
 
Figure 3.12. iCy3-DNA FCS decays: abasic (blue), C (red), G (pink), T (cyan), and A 
(wine). The fit of T is shown in the inset. Comparing the residuals and the fit to the raw 
data, the monoexponential for the fast component does not fit for the iCy3-DNA samples 
like the free dye. 
 
C. Branching Ratio 
The fluorescence lifetime, transient spectroscopy, and FCS results appear to contradict 
one another: how can the sample with the slowest lifetime have the largest isomer 
population? The photoisomerization process occurs through the twisted intermediate state 
(see Figure 3.13). From this state, the dye can decay to either the trans or the cis isomer. 
Which isomer will form is described by the branching ratio: 
 ( )tNtPtP kkk +=α  3.1  
where the rate constants are described in Figure 3.13. Depending on the position of the 
excited singlet state surface, the formation of one isomer over the other can be favored; 
this was used to explain the low isomerization for 1,1’,3,3,3’,3’-
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hexamethylindocarbocyanine perchlorate in ethanol.[27] This has also been observed for 
some cyanine dyes are in complex with DNA; work by Tatikolov and colleagues with 
thiacarbocyanine dyes suggests that the presence of the DNA matrix shifts the excited 
energy state levels such that trans isomer, since these cyanines are in the cis 
conformation in the ground state, is favored and easily forms.[28] The branching ratio to 
form the cis isomer for Cy3 is approximately 2/3.[2, 21] In general, the twisted intermediate 
excited state is directly over the ground state twisted state.[29] Caselli et al. has performed 
calculations and showed that even 1 – 2° can shift α = 0.5 (the equipartition 
approximation) to higher values due to changes in the electronic potentials of the 
potential energy surface.[30] Therefore, based on the literature, a likely explanation for the 
results seen here is that interaction with the DNA matrix increases the branching ratio of 
iCy3, as illustrated by the red line in Figure 3.13. If α is increased, then the cis isomer is 
more likely to form from the twisted intermediate state, thus resulting in a higher 
amplitude in transient spectroscopy and FCS while the fluorescence lifetime is longer 
than the free dye.  
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Figure 3.13. Potential energy surface for Cy3; the shift in the singlet excited surface is 
illustrated in red, which would result in a higher branching ratio, defined in Equation 3.1. 
Except for kf, all processes occur nonradiatively.  
 
An additional explanation that must be considered is the hula-twist isomerization 
process. In a rigid environment, isomerization can occur through the translocation of a 
single bond resulting in a double and single bond isomerization, known as a hula-twist 
isomerization.[31, 32] This is a volume conserving process and will occur when the one-
bond-flip, the conventional isomerization process of cyanines in solution, is restricted.[31-
33]
 While the iCy3 dye is in a confined environment, the hula-twist isomerization is not 
believed to be occurring in this situation: the free dye Cy3 in solution has the same cis 
isomer spectrum as the iCy3-DNA samples. The free dye, however, undergoes 
isomerization through the one-bond-flip. If isomerization occurred through the hula-twist 
for the iCy3-DNA, then spectroscopically, the spectra should be different.[31] This is not 
observed. In addition, if the DNA facilitated isomerization through the hula-twist, the 
fluorescence lifetimes would be faster due to increased isomerization, which is not 
observed. 
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Summary 
Through a combination of computation simulations and a variety of experimental 
techniques, the photophysics of iCy3-DNA samples was investigated. The fluorescence 
lifetime was found to be longer than the free dye Cy3 but not as long as Cy3B, which 
could not photoisomerize. Three lifetimes were necessary to fit the data, with one similar 
to that of Cy3. This suggests that isomerization can still occur in the iCy3 modification. 
This was confirmed with transient spectroscopy as well as FCS. Both showed high 
isomer formation for the iCy3-DNA samples compared to the free dye Cy3. These results 
at first appear contradictory; however, if the DNA matrix increases the branching ratio, it 
is possible to have a longer lifetime and higher isomerization. In addition, these 
experiments, along with steady state absorption and emission spectra, showed that the 
identity of the orphan base (base opposite the iCy3 dye) affected the photoisomerization. 
MD simulations support all of these conclusions: the simulations show that the orphan 
base interacts and stacks with the dye, so changing the identity would result in 
differences. In addition, MD simulations found that the dye, even though rigidly attached 
to the DNA backbone, can form the cis isomer without distorting the DNA structure.  
While initially this dye modification was believed to help rigidify the dye and therefore 
be useful for FRET or single molecule experiments, the dye can still efficiently form the 
isomer, which must be considered when using the modification in fluorescence-based 
biophysical experiments. 
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CHAPTER 4 
ELUCIDATING THE MOLECULAR MECHANISM OF PROTEIN INDUCED 
FLUORESCENCE ENHANCEMENT IN CY3 
 
Introduction 
The application of Cy3, a polymethine dye, in single molecule experiments is well 
known.[1, 2] One such technique that has recently grown in popularity is protein induced 
fluorescence enhancement (PIFE).[3] Sua Myong and colleagues named this phenomenon 
which is the increase in fluorescence observed when a protein comes into close proximity 
with a dye, specifically Cy3, attached to a nucleic acid.[4, 5] Myong’s lab has championed 
this technique because it is applicable at smaller distances than FRET (< 4 nm) and 
requires less sample preparation since no protein labeling is necessary.[3] What remains 
unclear, however, is the molecular mechanism of PIFE. 
Cy3 is known to efficiently photoisomerize in solution resulting in a low 
fluorescence quantum yield.[1, 2, 6, 7] As explained in Chapter 1 (Section 1.C), interactions 
that reduce the isomerization yield result in an increase in fluorescence. Based on this 
information, we and others have hypothesized that the molecular mechanism of PIFE is 
related to a decrease in photoisomerization.[1] In 2007, X.S. Xie and colleagues used 5’-
Cy3-labeled DNA to study T7 polymerase (T7 pol) conformational changes.[8] When T7 
pol was mixed with labeled DNA, the fluorescence intensity fluctuated between one 
intensity similar to that of the DNA-only sample and one 40% brighter. They argued that 
the presence of the additional intensity is due to the dye interacting with the protein. They 
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hypothesized that the protein-dye interaction changes the environment of the dye 
hindering isomerization and thus increasing the fluorescence intensity.  
Later, in 2009, Sua Myong and colleagues noticed similar fluctuations in 
fluorescence from 3’-DY547 (a cyanine dye similar to Cy3) and 3’-Cy3 labeled dsRNA 
in the presence of retinoic acid inducible-gene I (RIG-I). The fluctuations were used to 
show that RIG-I translocates in a highly periodic manner along dsRNA in the presence of 
ATP.[5] They named the fluorescence phenomenon PIFE. Myong went on to study other 
protein-nucleic acid systems with PIFE.[3, 4]  One example is BamHI, a restriction enzyme 
that binds specifically to the sequence 5’-GGATCC in dsDNA. Replacing magnesium 
(Mg2+) with calcium (Ca2+) ensures the protein binds but does not nick the DNA. By 
moving the binding sequence further from the Cy3, the distance dependence of PIFE was 
studied. Using single molecule experiments, the authors found that having the binding 
sequence 1 bp away from the dye resulted in a two-fold fluorescence intensity and 
lifetime increase. Once the binding sequence was moved 10 bp from the dye, the 
fluorescence intensity and lifetime returned to values similar to the DNA-only sample.[4] 
Since then, PIFE has been used to study other protein-nucleic acid systems.[3] In this 
work, we sought to prove that PIFE is the result of a decrease in photoisomer formation 
through the use of time-resolved fluorescence and transient absorption spectroscopy 
experiments. 
Initially, to study PIFE, the BamHI system originally studied by the Myong lab 
was used.[4] However, the restriction enzyme is stored in 50% glycerol and to reach the 
protein concentrations needed for transient absorption measurements, there was too much 
glycerol present. This is a problem since the rate of isomerization decreases in viscous 
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solvents.[9, 10] Therefore, decreases in isomerization could have been due to interaction 
with the protein or the viscosity of the solvent. Rather than concentrating the enzyme and 
exchanging the buffer, a different, well-studied protein-DNA system was employed. The 
protein chosen was Klenow (KF). 
KF is a large fragment of DNA polymerase I with two separate domains: one site 
with 5’3’ polymerase activity and the second site with 3’5’ exonuclease activity 
(Figure 4.1.A). These two active sites are separated by approximately 30 Å.[11-13] The 
combination of both sites and shuttling of DNA between the two is the reason why DNA 
polymerase I has a high fidelity.[12, 13] From enzymatic and crystallography studies, it was 
apparent that exonuclease activity can be removed by mutating one of the Mg2+ binding 
sites.[13, 14]  Since there are two binding pockets for Mg2+ at the exonuclease site, 
logically, there are two different mutants possible:[13, 15, 16] 1) D424A, which affects one 
exonuclease Mg2+ binding site and removes activity without affecting the binding of 
DNA at this site[16] and 2) D355A/E357A, which disrupts the other cation binding site 
causing the loss of both activity and binding of DNA, or a deoxynucleoside 
monophosphate (dNMP).[15] David Millar’s lab has studied the interactions between this 
protein and dansyl-labeled DNA extensively through fluorescence anisotropy studies. 
Their results show that correctly base paired DNA can be bound at either site, with the 
partitioning favoring the polymerase site 88% to 12% (see Figure 4.1.A).[11] When the 
DNA is in the exonuclease site, the dye is pulled such that it becomes buried in the 
protein and encounters a different environment than when it is exposed to the solvent at 
the polymerase site. This results in a dip-and-rise in the fluorescence anisotropy decay 
that was then used to study the partitioning of DNA between the two sites.[14, 16, 17]  
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A.  
 
B.           
 
Figure 4.1. A. Cartoon depicting DNA bound to the polymerase active site (“pol site”) or 
the exonuclease active site (“exo site”). Reproduced with permission from PNAS.[18] B. 
Cartoon of labeled DNA used in this study, where the green star is the 5’-Cy3. 
 
To understand why fluorescence is enhanced in the proximity of the protein, we 
decided to use KF with a short 5’-Cy3 labeled DNA (Figure 4.1.B). Both the D424A-KF 
mutant (generously provided by the Millar lab) and D355A/E357A-KF (commercially 
available) were used. In summary, we observed a dip-and-rise in the fluorescence 
anisotropy when the DNA is bound to the exonuclease site, like that reported by Millar. 
Correlating those results with transient absorption measurements, we concluded that 
PIFE is a result of a loss in photoisomerization.  
 
Methods 
1. Samples 
A. DNA 
The DNA sample (Integrated DNA Technologies) contained a short 5’-modified Cy3 
DNA sequence (6 bases, HPLC purified) annealed to a 15 base complementary strand 
(standard desalted purified). Due to the short length of the primer, only cytosines and 
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guanines were used. Both sequences were checked using online software (OligoAnalyzer 
3.1, www.idtdna.com) to ensure the lowest probability of dimer formation and were as 
follows:  
• Primer/Dye Strand: 5’-/5Cy3/CGC CGC 
• Template: 5’-CCC GGA ATT GCG GCG 
The sequence of the complementary strand was designed such that dNTPs could be added 
sequentially to increase the length of the DNA; however, no dNTPs were added. The 
DNA was annealed in a 10 mM Tris-HCl (pH 7.4) and 10 mM MgCl2 buffer by heating 
to 80°C, waiting five minutes, and then allowing the solution to slowly cool. The 
complementary strand was 1.25× more concentrated than the labeled DNA strand. The 
dsDNA was annealed at a high concentration (40 µM), and the same stock diluted down 
for all experiments. 
B. Protein 
The Klenow (KF) mutant D424A was provided by David Millar (referred to as D424A-
KF throughout). The protein was stored in a Tris buffer with 15% glycerol at 38 µM, 
according to the Millar lab. The protein was aliquoted into separate tubes and stored at 
-20°C and tubes removed as needed to make samples. Control experiments were 
performed with KF exo- purchased from New England Biolabs (D355A/E357A, 
M0212M, referred to as D355A/E357A-KF throughout); according to the specific 
activity reported by the company, the protein had a stock concentration of 77 µM. The 
work done, both time-resolved fluorescence and transient spectroscopy measurements, 
with D355A/E357A-KF was performed by Monika A. Ciuba (MAC). 
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C. Sample Preparation 
All experiments were performed in a buffer supplied by New England Biolabs (NEBuffer 
2, 10 mM Tris-HCl, 50 mM NaCl, 10 mM MgCl2, 1 mM DTT, pH 7.9 at 25°C). The 
DNA-KF complex sample contained approximately 1.3 equivalents of KF to DNA. All 
samples were prepared by mixing buffer, water, DNA, and protein (when necessary) in a 
PCR tube, covering with tin foil, and leaving on the bench for at least 30 min. A small 
amount of protein degrader (Invitrogen, Easy DNA Kit) was added after measurements to 
the DNA-KF complex sample such that there was little DNA concentration change but 
the KF protein was degraded. 
 
2. Experiments 
A. Steady State Fluorescence 
Steady state emission spectra were collected as described in Chapter 3 (Methods 2.A) 
with the following changes: excitation was at 515 nm and emission was collected from 
525-700 nm. Spectra were measured at least twice and then averaged. 
B. Time Correlated Single Photon Counting 
Fluorescence lifetimes and anisotropy were collected using time correlated single photon 
counting (TCSPC) as described in Chapters 2 and 3 with the following additions. The 
excitation wavelength was 532 nm and the emission was collected at 570 nm. A polarizer 
was placed before the monochromator to control the emission polarization, so both the 
fluorescence lifetime and anisotropy could be measured. The data was collected by MAC 
and analyzed separately by both EMSS and MAC. The G factor was determined using the 
tail-matching method with a solution of Cy3B in water (Section Chapter 1, Section 2.E).  
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C. Transient Spectroscopy 
A different spectrophotomer was used for these measurements. Absorption of the cis 
isomer as a function of time was measured using a multichannel pump-probe transient 
absorbance spectrometer (EOS, Ultrafast Systems, Sarasota, FL). The system utilized a 
photonic fiber-based continuum generator to create probe light between 360 – 914 nm. 
Excitation pulses at 530 nm were from an Optical Parametric Amplifier pumped by a 
kilohertz regenerative amplifier system (Tsynami, Spitfire, IROPA, Spectra-Physics). 
The collected data had approximately 1 nm spectral resolution and sub-nanosecond time 
resolution. Samples (2.5 – 3 µM) were contained within a 2.00 mm pathlength cuvette 
and continuously mixed by a magnetic stir bar. The high concentration was necessary for 
a low signal-to-noise ratio. The time-resolved spectra were corrected for background at 
each wavelength and then plotted using Origin 8.0. 
The spectra for the D424A-KF samples were collected at a 50 ns time window 
(450 time points). The transient spectra shown are from averaging the data from 10-40 ns 
after the excitation pulse. The D355A/E357A samples was tested in similar conditions 
except spectra were collected at a 40 ns time window (400 time points); the spectra are 
averaged from 10-30 ns after the excitation pulse. MAC collected and analyzed the data 
using the D355A/E357A mutant. The free dye (1,1’-diethyl-3,3,3’,3’-
tetramethylindocarbocyanine iodide, Biochemika) was used as is and made into solutions 
with water or ethanol to serve as standards. To observe the triplet, KI (Sigma-Aldrich) 
was added at 50 mM concentration to a solution of the free dye. The spectra from the free 
dye solutions were averaged from 0 – 5 ns after excitation. Data was also collected for 
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some select samples on the µs-timescale, was fit using ASUFit, and the spectra extracted 
(Appendix B). 
 
Results and Discussion 
1. Fluorescence Enhancement 
As mentioned in the Introduction, two mutants of Klenow (KF, D424A and 
D355A/E357A) were used to study the enhancement of fluorescence due to the presence 
of the protein. Using the single photon counting technique (Chapter 1, Section 2.D), the 
fluorescence lifetimes of DNA-only, DNA/D424A-KF and DNA/D355A/E357A-KF 
were measured and are shown in Figure 4.2. In addition, after measuring the lifetime of 
DNA/D424A-KF, a small volume of protein degrader was added to the sample to 
measure the lifetime of the Cy3-DNA when D424A-KF had been degraded (degraded 
DNA/D424A-KF, Figure 4.2). Adding the degrader, the lifetime of the sample is 
expected to be similar to the DNA-only sample since the protein is degraded. This is 
observed in Figure 4.2. This is also illustrated from the lifetime fits shown in Table 4.1. 
When the KF mutant is added to the DNA sample, however, a change in the lifetime is 
only observed with the D424A-KF mutant. The unchanged lifetime with the 
D355A/E357A-KF mutant could be because the protein is not binding the DNA. This is 
unlikely for two reasons: 1) the kD is approximately 10 nM[11], much lower than the 
concentrations used in this experiment and 2) the fluorescence anisotropy measurements 
show a change in the rotational correlation time indicating the protein binds to the DNA 
(described later). Therefore, the lifetime results suggest that dye-protein interactions are 
different in the two KF mutants.  
93 
 
Figure 4.2. Normalized intensity decays of DNA-only (black), DNA/D424A-KF (red), 
degraded DNA/D424A-KF (blue), and DNA/D355A/E357A-KF (cyan).   
 
Table 4.1. Lifetimes and related amplitudes, as well as average lifetime (τ ), from fitting 
the intensity decays of DNA, DNA-KF complexes, and degraded DNA/D424A-KF. 
 
τ1 (ns) τ2 (ns) τ3 (ns) τ  
DNA 0.28 (43%) 
0.77 
(44%) 
1.46 
(13%) 0.65 
DNA/D424A-KF 0.25 (41%) 
0.82 
(46%) 
2.03 
(13%) 0.74 
Degraded 
DNA/D424A-KF 
0.23 
(43%) 
0.71 
(45%) 
1.50 
(12%) 0.60 
DNA/D355A/E357A-KF 0.30 (44%) 
0.83 
(46%) 
1.59 
(10%) 0.67 
 
To further probe the enhancement of fluorescence for the DNA/D424A-KF 
sample, emission spectra were collected. As seen in Figure 4.3, the peak fluorescence 
intensity is approximately two times greater for DNA/D424A-KF complex than the 
DNA-only sample: DNA intensity is 1.61×106 counts/s and DNA/D424A-KF complex 
intensity is 3.16×106 counts/s.  
94 
 
Figure 4.3. Steady state emission spectra of DNA-only (black) and DNA/D424A-KF 
complex (red). 
 
Based on work by the Myong lab with BamHI, about a two-fold increase was 
expected when the protein is bound to DNA and close to the Cy3 dye.[4] The emission 
spectra show a two-fold increase in fluorescence when KF is added to the labeled DNA. 
However, the difference in the average lifetime of DNA versus DNA/D424A-KF is only 
1.3 fold while no enhancement is observed with the D355A/E357A-KF mutant. The 
difference between the two KF mutants is DNA can bind at the exonuclease site in the 
D424A-KF mutant. This suggests that when DNA is bound at the exonuclease active site, 
enhancement of fluorescence, or PIFE, occurs. According to work done by the Millar lab 
with matched DNA and wild-type KF, 12% of the population of DNA will be bound at 
the exonuclease site.[11] If only a small fraction of the sample is bound at the exonuclease 
site, this could explain the smaller lifetime enhancement than that reported in other 
systems.[4]   
95 
Using the fact that 12% of the DNA is bound at the exonuclease site[11] with the 
D424A-KF mutant, the fluorescence decay of the DNA/D424A-KF sample can be 
described as: 
 I(t) = 0.88Ipol(t) + 0.12Iexo(t) 4.1  
where I(t) is the measured lifetime of the DNA/D424A-KF complex, Ipol(t) is the lifetime 
when the DNA is bound at the polymerase site, and Iexo(t) is the lifetime when DNA is 
bound at the exonuclease site. Assuming that Ipol(t) is the same lifetime as the DNA-only 
sample, then the lifetime of the dye in the exonuclease site can be determined by 
rearranging Equation 4.1. Using this equation, the lifetime of the dye-DNA in the 
exonuclease site was calculated and is shown in Figure 4.4. The calculated lifetime of 
DNA in the exonuclease site overlaps with the decay of Cy3B, which cannot undergo 
isomerization due to the rigidified polymethine chain. This suggests that when DNA is 
bound at the exonuclease site, not only does the fluorescence lifetime increase but 
photoisomerization is almost completely repressed. This is further supported by fitting 
Iexo, which has a lifetime of 2.0 ns compared to 2.40 ns lifetime of Cy3B.[19] 
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Figure 4.4. The intensity decay of DNA/D424A-KF (red), Cy3B (pink) and the 
calculated decay for Iexo(t) (navy). 
 
2. Interaction with Protein 
To demonstrate that both KF mutants are bound to the DNA, time-resolved fluorescence 
anisotropy was measured. Figure 4.5 shows the anisotropy decay of DNA-only (black), 
DNA/D424A-KF (red), and DNA/D355A/E357A-KF (cyan). The DNA-only sample 
decays faster than both DNA-KF complexes because it has a faster rotational correlation 
time. DNA/D355A/E357A-KF has a slower decay while the decay for DNA/D424-A is 
more complex.  
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Figure 4.5. Time-resolved anisotropy decay of DNA (black) and DNA-KF complex: 
D424A-KF is shown in red while D355A/E357A-KF is shown in blue. The red decay 
shows a dip-and-rise around 4 ns. 
 
As explained in Chapter 1, Section 2.E., fluorescence anisotropy is a measure of 
the rotational correlation time of a fluorophore. For a free dye in solution, the 
fluorescence anisotropy decays quickly because the dye freely rotates in solution 
resulting in fast emission depolarization. When the dye is attached to DNA, the motions 
of the dye are restricted, so the fluorescence anisotropy decays slower. Adding a DNA-
binding protein increases the size of the complex and further slows the overall tumbling 
motions; this causes a slower fluorescence anisotropy decay. The differences in the decay 
of DNA-only and DNA/D355A/E357A-KF are due to the protein binding to DNA. In the 
case of DNA/D424A-KF, the fluorescence anisotropy shows a dip-and-rise. This has 
been observed by Millar and indicates that the dye is in two different environments where 
it has two different fluorescence lifetimes and rotational correlation times.[11-13] When at 
the polymerase site, the dye is exposed to the solvent (Figure 4.1.A). However, when the 
DNA is shuttled and binds at the exonuclease site, the DNA is pulled farther into the 
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protein due to the separation between the two sites and the dye becomes buried in the 
protein.[11-13] When surrounded by the protein, the probe experiences an increase in 
fluorescence lifetime and a decrease in rotational freedom causing a rise in the 
fluorescence anisotropy.  
Fluorescence anisotropy is an additive property, as mentioned in Chapter 1, 
Section 2.E. In this case, the fluorescence anisotropy decay is a combination of the 
population in the exonuclease site and the population in the polymerase site, as described 
by: 
 r(t) = f1(t)r1(t) + f2(t)r2(t) 4.2  
where rn(t) is the anisotropy decay in each environment and fn(t) is the fractional 
contributions to the intensity of the population. The fractional contribution can also be 
written as:[11, 20] 
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where  is the mole fraction such that X2 = 1 – X1, αi is the amplitude of the lifetime τi, 
and 1 and 2 are used to denote the exonuclease and polymerase sites. When exposed to 
the solvent, the dye will have greater freedom of movement and a shorter lifetime; in the 
protein, though, the dye is more restricted and the fluorescence lifetime becomes 
longer.[11, 20] Initially, the population exposed to the solvent contributes a majority of the 
signal since a majority of the population is in the polymerase site but then quickly decays 
due to the short fluorescence lifetime.[11] However, the fluorescence anisotropy rises 
again because at longer times, the second lifetime, due to the buried dye molecules, is 
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still contributing while the faster component is not. As mentioned earlier, Millar’s lab has 
used these equations to quantify the equilibrium partitioning of DNA samples.[11, 20] 
To quantify the population at each site, both extremes (completely exposed to the 
solvent and completely buried in the protein) are needed. By measuring the fluorescence 
anisotropy decay of the DNA-only sample, the lifetime and anisotropy decay for the dye 
exposed to the solvent is obtained. To obtain the decay of the dye buried in the protein, 
Millar introduced 3 – 4 mismatches at the 3’-terminus of the DNA.[16, 17, 20] In this case, 
the primer was too short to introduce mismatches and maintain the double helical 
structure. The purpose of this research, however, is to uncover the mechanism of PIFE, so 
fitting the anisotropy decays is unnecessary. We can conclude that when DNA is bound 
in the exonuclease site, we observe protein induced fluorescence enhancement (PIFE, 
increased fluorescence lifetime and quantum yield). Therefore, if our hypothesis of the 
mechanism of PIFE is correct, a smaller isomer population is expected with 
DNA/D424A-KF while no change is expected when comparing DNA-only and 
DNA/D355A/E357A-KF. This was tested by measuring the isomer formation, as 
described next. 
 
3. Isomer Formation 
To test the working hypothesis, transient absorption spectroscopy was used to directly 
measure the population of the cis isomer in DNA samples with and without KF. Figure 
4.6.A shows transient spectra for DNA/D424A-KF (red) and degraded DNA/D424A-KF, 
meaning that a small amount of protein degrader has been added (blue). To achieve a 
better signal-to-noise ratio, and since the spectra were essentially constant from 10 –
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 40 ns after the excitation pulse (see Figure 4.6.B, listed as 20 – 50 ns since the laser 
pulse happens at 10 ns), the spectra were obtained by averaging the data in this time 
window. As described in Chapter 1, Section 2.F, to make a direct comparison of the 
amplitudes, the concentration of the samples, or Cy3-DNA in this case, must be the same. 
By adding a small amount of protein degrader, the concentration change is minimal so 
the relative amplitudes are indicative of the population of transient species that forms in 
both samples. As seen in Figure 4.6.A, the spectra are negative below 555 nm due to 
ground state bleaching, a loss of the ground state population due to the formation of a 
transient species (see Chapter 1, Section 2.F). Also, the amplitude of the signal for 
DNA/D424A-KF is lower than when the protein has been degraded while the 
DNA/D355A/E357A-KF complex has the same amplitude even after the protein has been 
degraded (data in the process of being published). 
Figure 4.6.B shows a kinetic trace at 571 nm, approximately the peak in the 
spectra. The excitation pulse occurred around 7 ns, after which the trace is negative for a 
few ns and then becomes positive around 15 ns. This negative signal is due to stimulated 
emission (Chapter 1, Section 2.F). This only lasts a couple of ns and then the signal 
becomes positive. The positive signal seen in Figure 4.6.B is the result of a transient 
species that forms. In the case of DNA/D424A-KF, the signal is lower than the DNA 
samples, suggesting a smaller population of the isomer. 
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A. 
 
B. 
 
Figure 4.6. A. Spectra of transient species made by averaging the spectra for each sample 
from 20-50 ns, as described in the text. DNA/D424A-KF is shown in red and degraded 
DNA/D424A-KF is shown in blue. B. Kinetic trace at 571 nm, the approximate 
maximum of the spectra. A DNA-only sample of approximately the same concentration 
is shown in black. 
 
Based on the literature and previous work in our lab, the positive signal observed 
is due to absorbance of the cis isomer.[7, 9, 21, 22] This was further proven using the free dye 
with no sulfonates, like 5’-Cy3, as a standard. Measurements of the free dye in water, 
ethanol, and water with 50 mM iodide were conducted and the normalized transient 
spectra of these samples are shown in Figure 4.7. As seen in the figure, the spectra for 
free dye in water (black) and ethanol (red) display ground-state bleaching below 550 nm 
and one positive peak around 560 – 570 nm; this is similar to the spectra observed for the 
DNA-KF samples (Figure 4.6.A). In the solvents used, the positive signal with the free 
dye solutions cannot be due to the triplet since Cy3 has a low intersystem crossing rate.[2] 
The maximum of the spectrum is red-shifted in ethanol (approximately 570 nm) 
compared to water (approximately 560 nm) due to solvatochromatism. The different 
solvent environment shifts the electronic energies of the cis isomer, moving the peak to 
longer wavelengths compared to the maximum in water.  
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To show the peak is not due to the triplet, the free dye was measured in the 
presence of 50 mM iodide (blue), which increases the intersystem crossing rate due to the 
heavy atom effect.[23] In the presence of iodide, there are two peaks: one with a maximum 
around 560 nm and an additional peak at 620nm. The trace was averaged from 9 – 13 ns, 
i.e., right after the excitation pulse, due to the short lifetime of the triplet in an oxygen 
saturated solution.[24] However, at the shorter times, stimulated emission does contribute 
to the observed signal, and thus the signal is negative from approximately 580 – 600 nm 
since the cis isomer and triplet have little absorbance in that wavelength range. Therefore, 
the triplet of Cy3 absorbs around 620 nm, and the peak around 560 – 570 nm is due to the 
cis isomer, as expected. All of the data collected with the free dye was also fit globally to 
extract the spectra of the transient species; this is described in Appendix B.  
 
Figure 4.7. Spectra of transient species of Cy3 in water (black), in ethanol (red), and in 
water with 50 mM iodide (blue). Spectra are averaged from 20 – 50 ns of data or 9 – 13 
ns data for iodide sample and then normalized at isomer (560 – 570 nm) peak. 
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Summary 
Two mutants of Klenow (KF) were used to prove that the molecular mechanism of 
protein induced fluorescence enhancement (PIFE) is due to decreased photoisomerization 
through dye-protein interactions. The fluorescence lifetime increases when Cy3-DNA is 
bound to D424A-KF and the fluorescence anisotropy decay shows that the dye is in two 
different environments. The exo- mutant D355A/E357A-KF, however, shows no 
fluorescence enhancement. This suggests that the DNA must be bound at the exonuclease 
site for PIFE to occur in this system. Using transient absorption spectroscopy, 
DNA/D424A-KF had a smaller cis isomer population while the population was 
unchanged with D355A/E357A-KF. Therefore, our hypothesis is correct: PIFE occurs 
through a loss of photoisomerization efficiency. Myong has reported that PIFE is 
applicable at short distances.[3] Based on these experiments, this is likely due to the fact 
that the protein must be close enough to impede the geometry change that occurs when 
Cy3 isomerizes. 
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CHAPTER 5 
INVESTIGATING THE CONFORMATIONAL DYNAMICS OF DAMAGED DNA 
THROUGH FRET AND FLUORESCENCE ANISOTROPY 
 
Introduction 
Genetic material is carried in deoxyribose nucleic acid (DNA) through four nitrogenous 
bases: adenine (A), thymine (T), cytosine (C), and guanine (G) (see Figure 3.1.B for 
structures). The integrity of DNA must remain intact for the accurate passing of genes 
from generation to generation.[1] However, any genome is susceptible to constant attack 
by reactive species that chemically modify the DNA bases. This can lead to damages 
such as oxidized bases, abasic sites, gaps, and backbone nicks.[2-4] Abasic sites are 
locations without a nitrogenous base, a gap is a location with one or more nucleotides 
missing, and a nick is a break in the DNA backbone due to the loss of the ester bond or 
the complete loss of the phosphate group. All of these damages can be caused by 
enzymatic activity as well as exogenic damage[2, 4] and must be efficiently and effectively 
repaired.[5]  
One repair pathway in cells that acts upon individual, non-bulky base damages, 
such as abasic sites and oxidized bases, is the base excision repair (BER) mechanism.[2-6] 
However, the factors leading to the recognition of lesions in this pathway remain 
unclear.[5] Crystal structures of repair proteins in complex with damaged DNA show that 
the DNA is highly kinked; this suggests that a conformational change in the DNA plays 
some role in the repair process.[2-5, 7] However, the origin of this conformational change is 
unknown. The repair protein may actively induce the structural change, which is made 
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energetically favorable by the presence of the lesion.[8] On the other hand, the presence of 
the lesion may change the conformational dynamics of the DNA, which may constitute a 
signal to the repair proteins.[3, 7] To better understand how lesions are recognized, the 
dynamics of both DNA alone and DNA with repair proteins needs to be investigated.[9]  
Conformational dynamics can be challenging to study due to the timescale of the 
interactions. However, fluorescence spectroscopy has proven to be a valuable tool for this 
aim.[10, 11] Specifically, Förster resonance energy transfer (FRET) is a well-established 
phenomenon exploited to study biological interactions (see Chapter 1, Section 2.H). 
Monitoring the time-resolved emission decay of the acceptor excited via the donor can 
provide information about the conformational dynamics of the molecules of interest.[11-13] 
FRET is a distance-dependent process over the range of 1 – 10 nm, and is therefore 
applicable to study structural details of biomolecules. Also, interactions and dynamics 
can be investigated on the relevant timescale by this method.[11] However, there are 
challenges in quantifying FRET, as described in Chapter 1, Section 2.H. For instance, 
even if the dyes are in close proximity to one another, FRET can be inhibited entirely if 
the transition dipole moments of the donor and acceptor are misaligned.[14] Nevertheless, 
by carefully designing the experimental setup, FRET is still applicable in studies of 
biomolecular dynamics. For example, time-resolved FRET can be used to obtain 
information about a heterogeneous population, like the folding of RNA molecules, 
through analysis of the lifetime decay.[11, 15] Combining FRET with another technique, 
like fluorescence anisotropy, offers a greater potential for visualizing dynamic changes.  
As explained in Chapter 1, Section 2.E, fluorescence anisotropy can be used to 
detect global rotational motions of a sample by monitoring the depolarization of the 
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fluorescence emission. By studying the rotational behavior of a biomolecule, it is possible 
to infer details about changes in its conformational state. This technique is relatively easy 
and fast, requiring only that the vertical and horizontal polarized emission intensities be 
measured. Combining this technique with time-resolved FRET (called FRET-anisotropy) 
allows for a direct detection of changes in the flexibility of DNA depending on the type 
of lesions present. The advantage of FRET-anisotropy lies in the fact that the population 
does not need to remain static: changes in flexibility can be detected even if the 
molecules are constantly changing conformation.[11] Lesions like nicks, gaps, and abasic 
sites have been well-characterized. Therefore, these lesions were used to validate the 
FRET-anisotropy approach presented here. Subsequently, as a case study, this technique 
was applied to investigate the conformational dynamics of abasic DNA containing a nick 
or a one nucleotide gap as well as the relative importance of base pair versus stacking 
interactions around a nicked site. 
 
Methods 
1. DNA Samples  
A. Sequences 
DNA sequences were ordered from Integrated DNA Technologies (Coralville, IA) and 
purified using HPLC. The fluorophore-containing DNA strands are: 
• Donor: 5'- GAT GAT GTC ATC GAC /iCy3/GCG CGA TAT T -3’ 
• Acceptor: 5'- GCA GGG TAG C/iCy5/ CAG GTG CGA GGC TGA -3’ 
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where /iCy3/ or /iCy5/ represent the backbone modified cyanine dyes (as described in 
Chapter 3). The boxed, underlined, and bolded bases were removed for different 
damaged DNA samples, as explained below. The complementary strand is: 
• Complementary: 5'-TCA GCC TCG CAC CTG ATG CTA CCC TG26C27A28A29T 
ATC GCG CTG TCG ATG ACA TCA TC -3’ 
For the samples that contained an abasic site, 1’,2’-dideoxyribose, an abasic site analog 
(/idSp/) was used. The abasic analog was placed at either the 27th or 28th position, noted 
in the text. Complementary strands were designed so that one base is opposite the iCy3 
dye and two bases are opposite the iCy5 to maintain the double helical structure of DNA. 
The sequence was based on DNA used in previous research in our lab with the internally 
modified dyes.[16] To test the effect of an oxidized base, 8-oxoguanine (8-oxodG) was 
ordered in place of A28 from IBA (Germany, HPLC purified) and is described in 
Appendix C. 
 The sequence of the nicked DNA was varied. In addition to the sequence detailed 
above, AT Nicked, GC Nicked, and Nicked-TA was tested. Nicked-TA has the same 
sequence as the nicked DNA except that C27 was changed to a thymine, and the 
corresponding complement base was changed to an adenine. AT-Nicked has a majority of 
adenine and thymines between the two dyes while GC-Nicked has a majority of guanine 
and cytosine: 
• AT-Complementary: 5’- TCA GCC TCG CAC CTG ATG CTA ATA TTA AAT 
ATC GCG CTG TCG ATG ACA TCA TC 
• GC-Complementary: 5’- TCA GCC TCG CAC CTG ATG CTA CCC TGC 
GCG GCC GGG CTG TCG ATG ACA TCA TC- 3’ 
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where the bolded, underlined bases are the changed bases. The corresponding bases on 
the dye strands were modified to base pair with the new complementary strands. 
B. Damages Investigated 
All DNA single strands are capped on both ends with a hydroxyl group. When the two 
dye strands were annealed to a complementary strand, nicked DNA resulted. For gapped 
samples, the sequence was designed so annealing the three strands together resulted in a 
gap of desired length and sequence. For example, the 1GapA sample was made by 
annealing the donor strand minus one base (minus the underlined base in the donor 
sequence) with the acceptor and complementary strands. The 1GapT sample was made 
similarly to the 1GapA sample except that A28 on the complementary strand was changed 
to thymine. Additional gaps of two or four nucleotides were studied. The 2GapT sample 
was made by annealing the donor minus two bases (underlined and bold in the donor 
sequence) and the complementary strand where A28A29 have been changed to thymines. 
In both the 1GapT and 2GapT samples, the acceptor sequence was not changed. To make 
a 4Gap sample, two bases from both the donor and acceptor where removed (underline, 
bold, and boxed bases in the donor and acceptor sequences). The corresponding bases on 
the complementary strand (G26C27A28A29) were all changed to either thymine (4GapT) or 
adenine (4GapA). A sample combination, the 2GapT, was as follows, where the DNA 
bases are aligned so the strands match up as they would in the sample: 
5’- TCAGCCTCG CACCTG  AT  GCTACCCTGC AATATCGCGC   T   GTCGATGAC ATCATC 
3’- AGTCGGAGC GTGGAC/iCy5/CGATGGGACG --ATAGCGCG/iCy3/ CAGCTACTG TAGTAG 
Overall, the damages investigated include: nicked DNA, gapped DNA (one, two, 
and four nucleotides), abasic DNA, Nicked + Abasic (nicked on one strand and an abasic 
111 
site on the other at either position 27 or 28), Nicked + Mismatch (nicked on one strand 
and a mismatched base on the other: A28 was changed to a guanine for a G:T mismatch), 
and 1Gap + Abasic (one nucleotide gap on one strand and an abasic site on the other 
strand at either the 27th or 28th position). Figure 5.1 illustrates four different samples. 
Appendix D describes experiments conducted with a C:T mismatch, as well as two 
neighboring damages, on nicked DNA. The effect of increasing ionic strength was 
investigated by adding in desired amounts of magnesium chloride. 
 
Figure 5.1. Cartoon representation of four DNA samples studied: A. nicked DNA, B. 
2Gap DNA, C. Nicked + Abasic (this is the Nicked + Abasic – Cy3 sample), and D. 
1Gap + Abasic (this is the 1Gap + Abasic – Cy3 sample). The blue lines represent base 
pairs, the blue squares represent an abasic site, the red squares are the Cy5 dye and the 
green squares are the Cy3 dye. 
 
C. Annealing 
The samples were prepared by annealing a donor strand, an acceptor strand, and a 
complementary strand, as illustrated above. The strands were annealed in a 1:1:1 molar 
ratio in Tris buffer (10 mM, pH = 7.4), and 100 mM NaCl. The concentration of each 
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strand was approximately 1.5 µM. The sample was heated for five minutes at 
approximately 65 °C and then slowly cooled to room temperature to allow for annealing.  
The purity of the samples was tested with gel electrophoresis (PAGE, 15% 
Native). Each sample contained no more than 5% excess donor or acceptor strand. This 
was further checked by monitoring the absorbance of each dye. To verify the 
reproducibility of the results, the samples were prepared new at least twice and the 
experiments repeated.  
D. Ligation Procedure 
Due to synthetic limitations, a 53 base strand with iCy3 and iCy5 in the necessary 
positions could not be ordered. Therefore, the two dye-containing strands were ligated. 
The acceptor strand was purchased with a 5’-phosphate group (Integrated DNA 
Technologies, HPLC purified) and ligated to the iCy3 strand with T4 DNA ligase (New 
England Biolabs, Ipswich, MA). This was done in the presence of a linker using a 
protocol from the company. The linker is the middle 29 bases of the complementary 
strand: 
• Linker: 5’- CTG ATG CTA CCC TGC AAT ATC GCG CTG TC 
Adding the linker to the dye strands brings the ends of the dye strands closer together so 
that ligation is more likely to occur. The use of a short linker also simplified the 
purification via gel electrophoresis of the ligated DNA, due to the size difference between 
the two strands. The ligated dye strand could then be annealed to any complementary 
strand to study how not having a nick affects the conformational dynamics. 
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2. Experimental Techniques 
All samples contained a Förster resonance energy transfer (FRET) donor-acceptor pair: 
Cy3 and Cy5, both internally modified to the DNA. The sequence in the middle of the 
DNA was modified to contain various lesions. For all experiments, the donor was excited 
(either 514 nm or 515 nm was used depending on the technique). Donor emission was 
studied at 560 nm, while the acceptor emission was monitored at 700 nm. 
A. Steady State Absorbance and Fluorescence 
Absorbance and emission spectra were collected using instrumentation described in 
Chapter 3 (Section Methods 2.A.) with the following modifications: for the emission 
spectra, the samples were excited at 515 nm and the emission was monitored from 525 – 
725 nm.  
B. Time Correlated Single Photon Counting 
Time correlated single photon counting (TCSPC) was used to collect both the 
fluorescence lifetimes and the time-resolved fluorescence anisotropy intensity decays and 
has been described in Chapters 2 and 3. The following modifications were made for these 
experiments: all samples were excited at 514 nm, and the emission was collected at both 
560 nm and 700 nm. Each measurement was repeated on freshly prepared samples at 
least twice to ensure reproducibility. The intensity decays were fit to a sum of 
exponentials and using Equation 1.4, the average lifetime was determined. Time-resolved 
anisotropy was calculated from the polarized intensity decays with no deconvolution by 
using the following equation: 
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where the two subscript letters refer to the excitation (vertical, V) and the emission 
polarization (vertical or horizontal, V or H), respectively, and G is the instrumental 
correction factor (Chapter 1, Section 2.E). In these experiments, the G factor was 
determined through the tail matching method at both emission wavelengths. For emission 
at 560 nm, the G factor was determined using both rhodamine 590 chloride (in methanol, 
Exciton, Dayton, OH) and Cy3B NHS ester (in water, GE Healthcare, Piscataway, NJ) to 
ensure the G factor was accurate. For emission at 700 nm, a short single strand of DNA 
with a 5’-Cy3 dye and a 3’-Cy5 dye (Integrated DNA Technologies) was used to 
determine the G factor. The anisotropy determined at 700 nm is the FRET-anisotropy. 
C. FRET Efficiency Calculation 
The FRET efficiency of each sample was determined through two independent methods: 
the first uses the average lifetime, and the second uses the fluorescence emission 
intensity. Both methods required the use of a donor only (Cy3) sample as a reference; the 
emission of Cy3 in the presence and in the absence of the acceptor (Cy5) were used to 
calculate the FRET efficiency of the samples investigated. Both methods are described in 
Chapter 1, Section 2.H, where λex = 515 nm. The emission steady state measurement was 
performed at most twice while the results from the lifetime measurements are from at 
least three independent trials. 
 
Results and Discussion 
DNA samples containing a variety of lesions were studied using Förster resonance energy 
transfer (FRET) and fluorescence anisotropy. The oxidative base 8-oxoguanine was of 
particular interest since oxidative damages are the most prevalent type of lesion.[17-19] 
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However, when annealed with donor and acceptor strands and checked with PAGE, not 
only did the sample band appear (with both Cy3 and Cy5 fluorescence), but an additional 
band with only Cy5 fluorescence was present. The composition of the unknown band 
remains unclear, and studies on the samples with the oxidized base were postponed for 
future investigations. See Appendix C for more information on these samples. The 
dynamics of other damaged DNA samples were studied and the results are presented 
below.  
 
1. FRET Efficiency 
Each damaged DNA contained a FRET donor (Cy3) and acceptor (Cy5), as described in 
the Methods. The more dynamic the sample, the higher the FRET efficiency was 
expected to be.[12, 20] In general, samples with a flexible conformation are expected to 
have a higher FRET efficiency because they are likely to visit conformations where the 
end-to-end distance is smaller than in linear DNA. This decrease in distance should 
increase the FRET efficiency.[12] The FRET efficiency was determined by two 
independent methods. The first is based on comparison of the lifetime of the donor alone 
(called donor-only) to the lifetime of the donor in the presence of the acceptor (i.e. 
nicked, 2GapT, and 4GapT). Figure 5.2 shows the fluorescence decay of four of the 
samples. Fitting the intensity decay, the average lifetime of each was determined and the 
FRET efficiencies calculated (Equation 1.25, Table 5.1).  
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Figure 5.2. Normalized intensity decays of the donor (excitation 514 nm, emission 560 
nm) for selected samples: donor-only (navy), nicked (red), 2GapT (cyan), and 4GapT 
(purple) with the IRF in gray. The normalized intensity is shown in log scale to best 
observe differences between the samples, and only the first 6 ns are shown for clarity. 
 
Table 5.1. FRET efficiencies of damaged DNA samples.  
Sample FRET Efficiency (%) Method 1a Method 2b 
Intact 12 ± 4 17 ± 3 
Nicked 15 ± 3 15 
1GapT 16 ± 1 23 
2GapT 17 ± 3 30 ± 4 
4GapT 22 ± 2 36 
a Method 1 uses the average lifetime (Equation 1.25) 
b Method 2 uses the steady state emission (Equation 1.26). If no standard deviation is 
reported, then the data is from one extensive measurement. 
 
In the second method, the FRET efficiency was determined using steady-state 
emission and absorption of the donor-only sample versus donor-acceptor samples 
(Chapter 1, Equation 1.26). The results are also shown in Table 5.1. Values obtained 
from both methods show a similar trend: nicked and intact DNA have similar FRET 
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efficiencies which are smaller than those of the gapped DNA. Furthermore, as the gap 
becomes larger, the FRET efficiency increases. The FRET efficiency values are, 
however, generally low compared to other studies with dyes rigidly attached to the DNA 
backbone.[16]  
In this case, the internal modification reduces the degrees of freedom of the dye 
and due to the short distance (20 bp), a higher FRET efficiency is expected.[16] However, 
previous research has shown that Cy3 linked to the DNA backbone via two attachment 
points can still form the cis isomer (a dark species) with high efficiency, which can lower 
the measured FRET efficiency value.[21] The similarity of the FRET efficiency values 
might also be related to the fact that while increased dynamics shortens the distance 
between the dyes, it also changes the orientation of the dyes. The linear DNA sequence 
was designed so the dyes are collinear for the highest FRET efficiency. However, the 
relative orientation of the transition dipole moments of the dyes may change due to 
rotation of the molecule, and thus FRET would no longer be favored. For example, if the 
transition dipole moments become perpendicular, by definition, no FRET will occur 
regardless of the distance between the dyes.[11, 12, 16] As a result, the more dynamic 
samples will have conformations where the FRET efficiency is lower than when the 
DNA is linear, which will not be measureable due to the rigid conformation of the 
dyes.[16] 
As seen in Table 5.1, both methods show that gapped DNA has a slightly higher 
FRET efficiency than the nicked and intact DNA samples. However, the values between 
the two methods are different: Method 2 results in higher values than Method 1 (Table 
5.1). Method 1 relies on the difference in the lifetime of the donor in the presence and 
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absence of the acceptor while Method 2 uses the differences in absorption and steady 
state emission with and without the acceptor. Since Method 2 requires both the 
absorbance and emission of the sample, the concentration must be kept low. At higher 
concentrations, reabsorbance of a percentage of emitted photons can occur, making the 
emission appear smaller. However, at low concentrations, the sensitivity in the 
absorbance measurement decreases, increasing the error in the measurement. Therefore, 
the discrepancy between the values from the two FRET efficiency methods is not 
surprising. The conclusion remains that relying solely on the FRET efficiency is not 
enough to characterize the conformational dynamics of damaged DNA, particularly due 
to the low FRET efficiency values. 
 
2. Anisotropy: Proof of Principle Experiments 
To probe differences in flexibility due to the presence of various lesions, fluorescence 
anisotropy was measured. First, anisotropy was calculated by exciting the donor and 
monitoring the depolarization of the donor emission (Equation 5.1 when the emission is 
at 560 nm, called donor anisotropy) or exciting the acceptor and monitoring the 
depolarization of the acceptor emission (Equation 5.1 when the excitation is at 600 nm 
and the emission is at 700 nm, called acceptor anisotropy). These anisotropy decays 
illustrate the rotational motion of either the donor or the acceptor molecule during the 
lifetime of the donor or the acceptor excited state. This indicates the inherent motions of 
the donor or the acceptor molecule. For all the samples, the donor and the acceptor 
anisotropy should not be impacted by the presence of a lesion. This was by design, as 
explained below. Figure 5.3.A shows that the donor anisotropy is the same no matter the 
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identity of the lesion. For clarity, the donor anisotropy from three samples is shown. The 
acceptor anisotropy is shown in Figure 5.3.B, which does show some small variations 
depending on the identity of the damage. 
A. 
 
B. 
 
Figure 5.3. A. Donor anisotropy for selected samples: nicked (red), 2GapT (cyan), and 
4GapT (purple). Other samples are not shown for clarity. B. Acceptor anisotropy for 
intact DNA (black), nicked (red), 1GapT (blue), 2GapT (cyan), and 4GapT (purple).  
 
The donor anisotropy from all samples was the same. This means that an increase 
in global flexibility due to different lesions does not result in differences in the anisotropy 
of the donor. By ensuring the consistency of the microenvironment around the dyes, 
which is accomplished by having the same nucleobases around it and using the same 
buffer, direct comparisons can be made on the effect of lesions. In addition, for all donor 
decays, the initial anisotropy (r0 ~ 0.38) overlaps, which means the dye is in a relatively 
rigid environment, as has been observed previously.[16] The decay shows, though, that 
even in the rigid conformation, Cy3 has some modes of rotational freedom. This 
complicates the anisotropy decay and makes quantification challenging.[21]  
The acceptor anisotropy decays vary slightly depending on the identity of the 
damage. Figure 5.3.B shows that nicked, 1GapT, and 2GapT have the same decays, 
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which vary some from 4GapT and intact DNA. The only difference between the samples 
appears to be the r0 value: nicked and the smaller gapped DNA have r0 ~ 0.40 while 
intact DNA and 4GapT DNA have r0 ~ 0.38. These decays, similar to the donor 
anisotropy, show that the acceptor dye is in a relatively rigid environment. The 
differences observed are puzzling and currently being further studied. 
The quantification of the FRET-anisotropy decays is further complicated because 
anisotropy, by definition, selectively excites the vertically oriented dyes so that all 
samples have approximately the same initial anisotropy value. Changes in flexibility will 
only be reflected in the decay time. Qualitatively, though, differences in dynamics due to 
the identity of various damages can be understood through the FRET-anisotropy decays.  
Using established information from the literature, this technique was validated. 
FRET-anisotropy (anisotropy calculated from intensity decays collected through 
excitation of the donor and emission from the acceptor, Equation 5.1) was tested by 
applying this technique to well-studied damages, such as nicks and gaps. The FRET-
anisotropy of these samples is presented in Figure 5.4 and Figure 5.5. As seen in Figure 
5.4, intact DNA and nicked DNA have the same anisotropy decay while gapped DNA is 
more dynamic. In fact, as the gap size increases, the FRET-anisotropy decay becomes 
faster: 4GapT > 2GapT > 1GapT > nicked ≈ intact DNA. The increase in dynamics for 
gapped DNA, as shown in Figure 5.4, matches the expectation given that the literature 
reports gapped DNA is highly flexible[22, 23] and can form both linear and kinked[24, 25] 
conformations depending on the length of the gap and the identity of the bases around 
it.[26]  
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Figure 5.4. FRET-anisotropy decays for nicked (red) and gapped DNA (1GapT = blue, 
2GapT = cyan, 4GapT = purple) compared to the decay for intact DNA (black). 
 
In both FRET efficiency (Table 5.1) and the FRET-anisotropy decays (Figure 
5.4), nicked DNA behaves as intact DNA. Various experimental methods and 
simulations[24, 26-28] have shown that nicked DNA behaves similarly to intact DNA, 
because even though there is a break in the phosphodiester backbone, stacking and base 
pair interactions around the nick help maintain the normal double helical structure of 
DNA.[26, 28-30] To examine further the dynamics of nicked and intact DNA, the sequence 
around the nick was varied. As described in the Methods, four different sequences for 
nicked DNA were studied: two samples where the sequence was a mix of A:T and G:C, 
one sample with a higher percentage of G:C bases between the dyes (85%), and one 
sample with a higher percentage of A:T bases between the dyes (65%). In Figure 5.5, the 
anisotropy decay is shown for each of these samples: all show a very similar decay. The 
sequence of the nucleobases does not appear to affect the conformational dynamics of the 
nicked DNA.  
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Figure 5.5. FRET-anisotropy decays for different nicked samples: nicked (black), 
nicked-TA (red), GC-Nicked (blue), and AT-Nicked (red). Within the error of the 
measurement, all samples have the same decay. 
 
To further probe the applicability of FRET-anisotropy to these studies, the role of 
the base identity on flexibility was investigated. Figure 5.6 shows the results of 
comparing a gap of one (Figure 5.6.A) or four (Figure 5.6.B) adenine bases to a gap of 
thymine bases. The decay for intact DNA is shown as a reference (black curve). Single 
stranded DNA composed of adenines (polyA) is known to be stiffer than a single strand 
of thymines (polyT).[23, 31] A length of adenines in DNA is known to stack while a length 
of thymines will be flexible[23], as illustrated in the differences in the persistence length 
(how stiff a molecule is[32]): transient electric birefringence experiments report the 
persistence length of polyA is 78 Å while 20 – 30 Å for polyT.[31] Therefore, FRET-
anisotropy decays of gapped DNA with adenines (1GapA/4GapA) versus thymines 
(1GapT/4GapT) were expected to be different due to the base identity affecting the 
flexibility of the DNA. As Figure 5.6 shows, a difference is observed. The difference is 
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smaller with the 1Gap samples, likely due to the fact that a gap of one nucleotide is not as 
flexible as a gap of four nucleotides.[26]  
A. 
 
B.  
 
Figure 5.6. A. FRET-anisotropy decay of 1Gap samples: 1GapA (pink) and 1GapT 
(blue) with intact (black) as a reference. B. FRET-anisotropy decay of 4Gap samples: 
4GapA (green) and 4GapT (purple). Intact DNA (black) is shown as a reference. 
 
Another proof-of-principle experiment was conducted to show the suitability of 
the method to investigate the role of ionic strength on conformational dynamics. DNA 
flexibility is affected by ionic strength because the stabilization of the backbone is a 
charge-dependent effect.[32] Magnesium chloride is typically added for higher ionic 
strength due to the divalent charge of the magnesium.[33-35] Figure 5.7 shows nicked DNA 
together with the 4GapT sample (panel A.) and 1GapT together with 2GapT (panel B.) 
with increasing magnesium chloride concentrations. The FRET-anisotropy decay of 
nicked DNA is the same regardless of magnesium chloride concentration. Like nicked 
DNA, 1GapT does not appear affected by the addition of the salt. However, both 2GapT 
and 4GapT show faster decay times at higher concentrations of magnesium chloride. 
2GapT decays faster with concentrations greater than 150 mM magnesium chloride, 
while the decay for 4GapT becomes faster at concentrations greater than 50 mM 
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magnesium chloride. Gel electrophoresis experiments have shown that a gap of two to 
four nucleotides will behave like a flexible hinge.[26] Since single stranded DNA is known 
to be stabilized in the presence of magnesium[32, 35] and the longer the gap, the more 
single stranded the DNA behaves, the effect of magnesium chloride on 2Gap and 4Gap 
reflects this tendency. The combination of these experiments shows that FRET-
anisotropy can be used to study dynamics of damaged DNA and is a versatile tool to 
study how external factors affect DNA dynamics. 
A.  
 
B.  
 
Figure 5.7. FRET-anisotropy decays of nicked and 4GapT (A.) and 1GapT and 2GapT 
(B.) in solutions of various ionic strengths: 0 mM (black), 10 mM (red), 50 mM (blue), 
150 mM (cyan), and 400 mM (pink) of magnesium chloride. The nicked and 1GapT 10, 
50, and 150 mM decays are omitted for clarity. 
 
3. Nicked DNA and Abasic Sites 
After validating the technique, we were interested in using it to further broaden our 
knowledge of the behavior of damaged DNA. In particular, we were interested in what 
differences would be observed when an abasic site was present. The differences in the 
FRET-anisotropy decays of abasic DNA compared to intact DNA are minimal. Figure 
5.8.A shows the FRET-anisotropy decays of DNA containing one abasic site (pink) and 
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two neighboring abasic sites (navy). Little difference is seen between the DNA with and 
without an abasic site. Having two abasic sites increases the anisotropy decay slightly 
(navy compared to black). This is perhaps not surprising because other experimental 
techniques have shown that an abasic site will only minimally effect the dynamics[36-44] 
while increasing the flexibility of DNA in the immediate area of the abasic site.[36, 39, 45, 46] 
This supports the FRET-anisotropy result: if an abasic site causes local changes but has 
little effect on the global motions, then the anisotropy decay of intact and abasic DNA 
will be similar. The combination of two neighboring abasic sites increases the global 
motions such that the FRET-anisotropy decays faster. What is unexpected, though, is 
how the presence of a nick to abasic DNA causes a much faster decay time 
(Nicked + Abasic, Figure 5.8.B). Clearly, the combination of the two lesions more greatly 
impacts the global motions of the DNA than an individual nick or abasic site. 
A. 
 
B.  
 
Figure 5.8. A. FRET-anisotropy decays comparing intact DNA (black) to abasic DNA 
(pink) and intact DNA with two abasic sites (navy). B. FRET-anisotropy decay of intact 
DNA (black), abasic DNA (pink), and Nicked + Abasic (red) DNA. 
 
The Nicked + Abasic sample was further investigated by moving the abasic site 
relative to the nick. In enzymatic work on clustered lesions, the location of a one 
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nucleotide gap affects the activity of the repair protein differently.[47, 48] No biochemical 
work, though, has been done to examine the effect of a nick plus abasic site. Therefore, to 
see if the location of the nick relative to the abasic site resulted in differences, the abasic 
site was placed either at A28 or C27 while the nick was kept in the same place. To 
distinguish between the two different Nicked + Abasic DNA samples, when A28 is 
changed to an abasic site, this sample is referred to as “Nicked + Abasic – Cy3” whereas 
when C27 is the location of the abasic site, the sample is referred to as “Nicked + Abasic – 
Cy5”. As shown in Figure 5.9, differences in the FRET-anisotropy decay were measured 
depending on the location of the abasic site relative to the nick. What was also different 
in the two Nicked + Abasic samples is the identity of the base opposite the abasic site. In 
Nicked + Abasic – Cy3, thymine, a pyrimidine base, was opposite the abasic site, while 
in Nicked + Abasic – Cy5, guanine, a purine base, was opposite to it. The difference in 
the sequence and the different types of orphaned base (base opposite an abasic site) may 
play a role in determining the conformational dynamics of DNA. Further connections 
between DNA sequence and dynamics and how that might affect enzymatic activity is 
expanded on in Chapter 6. 
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Figure 5.9. FRET-anisotropy decay for Nicked + Abasic when the abasic site is shifted 
relative to the nick. Nicked DNA is shown in black while Nicked + Abasic – Cy3 is in 
red and Nicked + Abasic – Cy5 is shown in purple. 
 
The presence of a nick opposing an abasic site clearly increases the 
conformational dynamics of the DNA (Figure 5.8.B and 5.9). To further probe what 
might be the resulting factor, the FRET-anisotropy decay of a Nicked + Mismatch sample 
was measured. As seen in Figure 5.10, Nicked + Mismatch has a faster decay than nicked 
DNA but slower decay than Nicked + Abasic.  The differences in the decays from these 
two samples can be used to understand the importance of the different interactions around 
a nick.   
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Figure 5.10. Time-resolved FRET anisotropy decays of nicked DNA samples as 
interactions are disrupted: nicked DNA (black), Nicked + Mismatch (blue), and 
Nicked + Abasic (red). 
 
In nicked DNA, base pair and stacking interactions are known to help maintain 
DNA conformation.[49] The individual contributions of these interactions in stabilizing 
nicked DNA, however, are unclear. Some have argued that base pair interactions are 
more important for stabilization[50] while other work suggests that base stacking 
interactions are more crucial.[33] Work from the lab of Frank-Kamenetskii[49, 51] examined 
the role of base identity and base pair interactions at a nicked site. By changing the bases 
around a nick, they found that the free energy of stacking varies from -3 kJ/mol to 
~ 0 kJ/mol. The authors argue that base identity dictates the stabilization around a nick. 
Furthermore, they state that stacking interactions are more crucial in stabilization energy; 
however, these are held constant for all the samples, and no investigation into the 
contribution of the stacking interactions was presented.  
Here, by using FRET-anisotropy decays, we were able to separate the effect of 
interrupting a base pair interaction versus removing stacking interactions. This was done 
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by designing different nicked samples: nicked DNA with an abasic site and nicked DNA 
with a mismatched base pair. The former lacks stacking as well as base pair interactions, 
whereas the latter lacks only the correct base pair interactions. In designing the 
mismatched base pair, many different mismatch combinations could be used. However, 
to compare dynamics when only the hydrogen bonding interactions are disturbed and no 
other structural elements, the G:T mismatch was chosen.[8] In Figure 5.10, the 
Nicked + Abasic sample is shown to have a faster decay. The loss of both stacking and 
base pair interactions greatly affects the dynamics of nicked DNA. However, the relative 
difference between Nicked + Mismatch and Nicked + Abasic shows that the stacking 
interaction is more crucial in the stabilization of nicked DNA. If base pair interactions 
played a more crucial role, then the Nicked + Mismatch sample decay would be expected 
to be faster.  
Another surprising result is how the conformational dynamics of the DNA sample 
appears to be dictated by the relative location of the nick and the abasic site. This was 
further investigated by having a one nucleotide gap at different locations relative to an 
abasic site (Figure 5.11), similar to enzymatic biochemical studies reported in the 
literature.[47, 48] With the Nicked + Abasic samples, a clear difference is observed when 
the two lesions were in different locations relative to one another. However, when the 
nick was replaced with a one nucleotide gap (1Gap + Abasic), no differences were 
observed upon variation of the gap position (Figure 5.11.A). Comparing the results from 
Nicked + Abasic to 1Gap + Abasic, we observe that the 1Gap + Abasic has a similar 
FRET-anisotropy decay as Nicked + Abasic – Cy3, which is slightly faster than Nicked + 
Abasic – Cy5 (Figure 5.11.B).   
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A. 
 
B. 
 
Figure 5.11. A. FRET-anisotropy decay for 1Gap + Abasic samples where 1Gap + 
Abasic – Cy5 is shown in black and 1Gap + Abasic – Cy3 is in red. B. Comparing 1Gap 
+ Abasic FRET-anisotropy decay to Nicked + Abasic samples. Nicked DNA is shown as 
a reference in black, Nicked + Abasic – Cy3 is in red, Nicked + Abasic – Cy5 in blue, 
and 1Gap + Abasic (where the distinction does not matter since the decays were the 
same) is illustrated in purple. 
 
The results shown in Figure 5.11 are promising yet surprising in understanding 
how lesions impact the conformation dynamics of DNA. Here, we show that the 
conformational dynamics do not differ depending on the orientation of a gap and an 
abasic site, while a clear, but small, difference is observed when an abasic site is present 
with a nick. In the literature, enzymatic studies suggest that there is a big difference in the 
activity of the repair protein APE1 when the one nucleotide gap is in a relative different 
location compared to the abasic site.[47] Understanding the role of DNA conformational 
dynamics and the effect on enzymatic activity is the focus of Chapter 6.  
 
Summary 
A new technique was developed to study the conformational dynamics of DNA. The 
combination of FRET and fluorescence anisotropy proved to be an efficient way to 
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investigate the dynamics of damaged DNA, and how it changes in the presence of 
different lesions. This technique was validated by studying the effect of well-known 
lesions such as nicks, abasic sites, or gaps. As reported in the literature, gaps cause 
greater flexibility in the DNA, and this can be tuned by changing factors like base 
identity and ionic strength.[33] As a case study for this new technique, the relative 
importance of base pair interactions versus stacking interactions around a nicked site was 
explored. Using nicked DNA with an abasic site or a mismatched base pair, the 
differences in the anisotropy decays show that stacking interactions are more important in 
stabilization than base pair interactions.  
The results presented here provide a qualitative picture of the global motions of 
damaged DNA. However, quantification of this data remains challenging. Computer 
simulations of the damaged DNA samples would help to provide an atomistic picture of 
what is occurring at and around the lesion, as well as illustrate how the global motion 
changes due to the lesion. FRET-anisotropy is the first method that has been able to 
clearly show the importance of stacking interactions for the stabilization of nicked DNA. 
In addition, this technique was used to monitor conformational dynamics of DNA with a 
nick or one nucleotide gap in addition to an abasic site and has proven to be a useful tool 
in investigating differences in conformational dynamics for different DNA samples. 
Additional studies using FRET-anisotropy to observe interactions between the individual 
amino acids, tryptophan, alanine, and phenylalanine, and 1Gap and nicked DNA are 
explained in Appendix E. 
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CHAPTER 6 
ENZYMATIC ACTIVITY OF APE1 ON DAMAGED DNA 
 
Introduction 
Ionizing radiation, while helpful in treating cancer, can have a detrimental effect on 
surrounding tissues by damaging DNA through the formation of clustered lesions and 
double stranded breaks (DSBs).[1-3] DSBs are considered cytotoxic because they often 
result in chromosomal rearrangement and various mutations that lead to cell death.[2, 4, 5] 
Clustered lesions are not quite as toxic but are considered very mutagenic.[3] Lesions 
form naturally every day due to exogenic agents but are readily repaired through various 
cellular repair processes.[6] Clustered lesions are two or more lesions, such as gaps or 
abasic sites, within 10 – 20 base pairs and are believed to be repaired less efficiently 
because all known pathways can repair only one lesion at a time.[3-5] Repairing lesions 
one-by-one in a cluster results in a higher probability of DSBs formation or replication 
collapse, which halts DNA replication.[2] Understanding the repair of clustered lesions is 
important to realizing the full impact of ionizing radiation. 
Ideally, clustered lesions would be studied in cells to provide a realistic picture of 
the various pathways involved in repair.[5] However, this is challenging because different 
growth temperatures and cell types can give varied results. Additionally, identification of 
the clusters and the proteins involved is almost impossible. Therefore, in vitro work has 
investigated how various individual repair proteins bind and repair clustered lesions using 
synthetic DNA. The hallmark experiment in this field utilizes gel electrophoresis to 
determine if de novo DSBs form when repair enzymes interact with the DNA.[2-5] Based 
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on the results, how the cluster affects enzymatic activity can then be deduced. This 
research has shown that the behavior and repair of clusters depends on not only the 
identity of the lesions but also the distance between them.[2-8] 
Of particular interest within clustered lesions are abasic sites. Abasic sites are 
locations in DNA with no nitrogenous base; they are both a direct product of and an 
intermediate structure during repair and, thus, a common form of DNA damage.[9, 10] 
Abasic sites are particularly important in clustered lesions because the presence of an 
abasic site often dictates the rate of repair of the cluster since abasic sites are repaired 
slower than other types of lesions.[5, 11-13] In addition, abasic sites are more likely to lead 
to DSBs.[4] NMR studies and molecular modeling by Carlos de los Santos’ lab[14, 15] have 
looked at the structural effects of two bistranded abasic sites (on opposing strands) and 
found it is surprisingly complex and not simply an additive effect of having two abasic 
sites. They concluded that the presence of two close bistranded abasic sites leads to 
changes in the DNA structure, which could be correlated with differences in repair 
efficiency.[15]  
Human AP endonuclease (APE1) is the repair protein responsible for initiating 
the repair of abasic sites. Used in many repair pathways, APE1 binds to DNA that 
contains an abasic site and nicks 5’ adjacent to the site. This signals for the next protein 
in the repair pathway, typically a DNA polymerase, to come and fill in the gap with the 
correct nucleotide.[1, 6, 16, 17] efficiently repair a single abasic site in double stranded DNA 
such that the rate limiting step is the diffusion of APE1 to the DNA and product release.[8, 
18, 19]
 However, APE1 efficiency can greatly decrease when the abasic site is part of a 
clustered lesion.[20] Most biochemical studies have focused on bistranded abasic lesions 
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and have shown that the probability of forming a DSB (two nicks within a helical turn of 
DNA) is low when the abasic sites are close together (< 3 bases apart) due to unfavorable 
protein-DNA interaction.[20] Therefore, the better the binding efficiency, the more likely a 
DSB will result. Work done in the lab of Peter O’Neill has shown that the binding 
efficiency of APE1 decreases when a single nucleotide gap or another abasic site is on 
the opposing strand 5’ to the abasic site; however, when the damages are farther than 
5 bases apart, APE1 binding is not affected and DSB formation increases.[20] Other 
studies on abasic-containing clusters suggest that increases in complexity of the cluster 
reduce the likelihood of a DSB forming.[5] These results, combined with studies on how 
damages affect DNA structure and dynamics, suggest that repair efficiency is related to 
DNA conformational dynamics. 
While many enzymatic biochemical studies have investigated the effect of 
clustered lesions, none have yet been able to draw a connection between the decreased 
activity and conformational dynamics. To test this connection, we studied the activity of 
APE1 on various DNA substrates whose conformational dynamics had previously been 
investigated (Chapter 5). The enzymatic assay performed was similar to the work done by 
Peter O’Neill and sought to measure the efficiency of nicking by APE1 on an abasic 
site.[19] In this investigation, though, it became apparent that the activity of APE1 depends 
on more than just the identity and location of the lesions and is in fact quite complicated.  
One complicating factor is related to which type of abasic site is used. Abasic 
sites are quite reactive and exist in an equilibrium between a ring-closed hemiacetal and a 
ring-opened aldehyde (Figure 6.1.A). In the ring-opened state, the abasic site can undergo 
β-elimination, resulting in a strand break. Therefore, often abasic analogs, such as a 
139 
tetrahydrofuran (Figure 6.1.B), are used in place of the natural abasic site.[10, 19] For 
example, in the NMR and modeling work by de los Santos[14, 15], tetrahydrofuran was 
used instead of the natural abasic site. However, in the enzymatic work from O’Neill’s 
lab[7, 11, 12, 20], the natural abasic site was used. The chemical reaction between enzyme 
and substrate has been found to be different.[10, 19, 21, 22] The kinetics of interaction 
between APE1 and the different types of abasic sites suggests that this slight decrease is 
likely due to the lack of the C1’ oxygen.[19] However, the rate limiting step has the same 
kinetics regardless if the natural abasic site or tetrahydrofuran analog is used.[19] In fact, 
John Hinz, when studying the activity of APE1 on DNA wrapped around nucleosomes, 
detected a difference in activity of 5 – 15% when the natural abasic site was replaced by 
the tetrahydrofuran analog, which is likely not measureable with the technique employed 
here.[10] 
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Figure 6.1. A. Natural abasic site showing the equilibrium between the ring-closed 
hemiacetal and the ring-closed aldehyde. The equilibrium favors the ring-closed 
conformation. B. The abasic analog tetrahydrofuran. 
 
Another potential complication is the DNA sequence. The bases around and 
opposite the abasic site, which will be in contact with APE1, could affect the activity 
since they affect the overall structure and flexibility of the DNA.[23] Work done by David 
M. Wilson III using the tetrahydrofuran analog detected no noticeable difference (about 
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10%) when the opposite base was changed.[23] A threefold increase in activity was 
observed if the bases flanking the tetrahydrofuran were a combination of a purine and 
pyrimidine base rather than being both purines or both pyrimidines.[24] Ideally, since 
APE1 should nick above any abasic site, the effect of sequence on the activity should be 
minimal. However, few other studies have investigated this further and no work has 
examined the effect it has on repair of clustered lesions. However, based on the results 
present here, it actually appears to play an important role.  
 
Methods 
1. DNA Sequences 
A. Abasic Analog 
Two different DNA strands with an abasic analog were tested:  
• Abasic-1: 5'- TCA GCC TCG CAC CTG ATG CTA CCC TGC /idSp/ATA TCG 
CGC TGT CGA TGA CAT CAT C 
• Abasic-2: 5'- TCA GCC TCG CAC CTG ATG CTA CCC TG/idSp/A ATA TCG 
CGC TGT CGA TGA CAT CAT C 
where /idSp/ represents the abasic analog 1’,2’-dideoxyribose (Integrated DNA 
Technologies (IDT), Coralville, IA, Figure 6.1.B). The complementary strand(s) varied, 
as described below. All DNA was ordered from IDT; the abasic-containing strands were 
HPLC purified while the complementary strands were purified by standard desalting. Due 
to the solid state synthesis, all DNA strands are capped on both ends with hydroxyl 
groups.   
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To anneal the abasic-containing DNA samples, the complementary strand was 
added in slight excess (5 – 10%), and the double stranded sample verified through native 
polyacrylamide gel electrophoresis (PAGE, 15%). To anneal, the sample was heated to 
approximately 65°C where it remained for five minutes, and then slowly cooled back to 
room temperature. All abasic analog samples were annealed in Buffer 3, or APE1-buffer 
(see below).  
Two different dsDNA samples were tested, where the only difference was the 
length of the complementary strand. The first had a complementary strand 16 bases long 
(referred to as “dsAP”), while the other had a complementary strand 30 bases long 
(referred to as “long”): 
• Complementary (for “ds”): 5'- GCG ATA TTG CAG GGT A 
•  “long” Complementary: 5'- CGA CAG CGC GAT ATT15 GCA GGG TAG CAT 
CAG 
For the clustered lesion-containing DNA, a second damage (either a nick or a single 
nucleotide gap) was added in addition to the abasic site. Either Abasic-1 or Abasic-2 was 
annealed with two shorter strands that lacked one base (where the gap is 5’ to the abasic 
site 1GapAP) or would result in a nick in the backbone (NAP, either 3’ or 5’ to the abasic 
site). For NAP, the two complementary strands used were: 
• 1: 5'- CGA CAG CGC GAT ATT15 
• 2: 5'- GCA GGG TAG CAT CAG 
If 1 and 2 were annealed to Abasic-1, the nick is 5’ to the abasic site while if Abasic-2 
was used, the nick is 3’ to the abasic site. Combined, the complementary strand with a 
nick in the backbone was 30 bases long, the same as the length for the dsAP-long sample. 
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For the 1GapAP sample, complementary strand 1 (above) was used in combination with a 
shortened 2: 
• 2-1Gap: 5'- CAG GGT AGC ATC AG 
Figure 6.2 shows a cartoon depiction of each of these samples. When conducting the 
experiments, there was no way to determine the exact concentration of the dsDNA. 
Therefore, it was assumed that the annealed concentration was the actual concentration. 
There is some error in this approximation; however, it is the same across all samples and 
likely has little effect on the results. 
 
Figure 6.2. Cartoon representation of different DNA samples. 
 
B. Uracil-Containing DNA 
The natural abasic site was also investigated. This was done through uracil and the repair 
enzyme uracil DNA glycosylase (see below). The DNA sample was ordered with a uracil 
base instead of the abasic analog. The same sequence as Abasic-1 was used: 
• U-DNA: 5’- TCA GCC TCG CAC CTG ATG CTA CCC TGC27 UAT ATC GCG 
CTG TCG ATG ACA TCA TC 
The same complementary strands described for the analog were used. The samples tested 
included U-ds-long (U-DNA + “long”, similar to B. in Figure 6.2), U-Nick (U-DNA + 1 
+ 2, similar to C. in Figure 6.2), and U-1Gap (U-DNA + 1 + 2 shortened, similar to E. in 
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Figure 6.2). The DNA was annealed such that the U-DNA strand was at a concentration 
of 1.25 µM while the complementary strands were in higher excess (2.5 µM). As 
described in Section 3, these samples were annealed in a different buffer, referred to as 
U-buffer, but otherwise, the annealing process was the same. In this case, the double 
stranded DNA concentration was assumed to be 1.25 µM since it could not be verified. 
I. Sequence Changes 
To determine if the base opposite the uracil and adjacent to the uracil play a role in the 
activity of the enzyme, the DNA sequence was modified slightly. First, instead of having 
a thymine opposite the uracil, adenine was used instead (DNA sample referred to as A). 
The “long” complement and 1 strands were modified accordingly (T15 was changed to an 
adenine).  
Then, instead of having a cytosine 5’ to the uracil, this base was replaced with 
adenine (C27 denoted in U-DNA sequence above and now is A27 in sequence below, this 
DNA sample is referred to as AA). In this case, adenine was also present across from the 
uracil (U-DNA-AA (below) + modified complementary strands) 
• U-DNA-AA: 5'- TCA GCC TCG CAC CTG ATG CTA CCC TGA27 UAT ATC 
GCG CTG TCG ATG ACA TCA TC 
In both cases, two different DNA samples were tested: one with just an abasic site, and 
one with an abasic site and a single nucleotide gap.  
II. Cy3-Labeled DNA 
To test the efficiency of the staining method, a Cy3-labeled uracil-containing DNA strand 
was ordered. The same sequence as described above (U-DNA) was ordered with a 5’-Cy3 
dye (IDT, HPLC purified). Using the same complementary strands described above, 
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dsAP (referred to as Cy3-U-ds), ds-long (called Cy3-U-dslong), NAP (called Cy3-U-
Nick), and 1GapAP (referred to as Cy3-U-1Gap) samples were made. The same 
procedure was performed to prepare the DNA sample as described for the uracil-
containing DNA. In this case, the concentration of the samples was verified using 
absorbance measurements and the extinction coefficient of Cy3 (136, 000 M-1cm-1, as 
reported by IDT). The concentrations were all approximately 1.25 µM. 
III. Literature Verification 
To ensure that our methodology was working, using the same protocol outlined in the 
sections above, we repeated the experiments using DNA sequences described in the 
literature.[20] We tested DNA with only one abasic site (Abasic Strand + Complementary 
Strand) as well as a sample with an abasic site and a one nucleotide gap 5’ to the abasic 
site (1Gap, Abasic Strand + 1Gap-1 + 1Gap-2). 
• Abasic Strand: 5'- GCC TTT GCT CCC AGC ATA GAU ACA TAT TCC TGA 
CTA AGA G 
• Complementary Strand: 5'- CAG GAA TAT GTA TCT ATG CTG GGA G 
• 1Gap – 1: 5'- AGT CAG GAA TAT GTA 
• 1Gap – 2: 5'- CTA TGC TGG GAG CAA 
The complementary strands were shortened for detection with our staining method 
(described below). With these DNA samples, the uracil is surrounded by adenines and an 
adenine is opposite the uracil.  
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2. Protein 
For the AP endonuclease reactions, APE1 was purchased from New England Biolabs 
(NEB, Ipswick, MA). Two separate orders of APE1 were made: M0282S (1,000 units) 
and M0282L (5,000 units). The concentration is the same at 10,000 U/mL which, 
according to the company, is a stock concentration of 166 nM. Usually, the M0282L 
stock was used. The experiments where M0282S was used are noted. For most reactions, 
the concentration of APE1 was varied while the DNA concentration remained constant. 
To reach the low (sub-nM) concentrations of the protein, dilutions were made from the 
stock concentration using the APE1-buffer (see below). Exact protein concentrations are 
noted in the text. To make the actual abasic site, uracil DNA glycosylase (UDG, NEB, 
M0280S) was used; the protocol for the reaction is described below in Section 4.  
 
3. Buffer Conditions 
For the UDG reactions, a previously reported buffer used[20]: 10 mM Tris-HCl (pH 7.5), 
50 mM NaCl, 1 mM EDTA, and is referred to as U-buffer. EDTA was added to remove 
any impurities in the salt. 
Three different buffer conditions were tried for the APE1 reaction. First, the 
buffer provided by NEB was used. The 1× buffer conditions are: 50 mM potassium 
acetate, 20 mM Tris-acetate, 10 mM magnesium acetate, 1 mM DTT for a pH 7.9 at 25°C 
(referred to as Buffer 1). The last two buffers were from the literature. First, from the 
work of Peter O’Neill[20]: 20 mM HEPES, 100 mM KCl, 10 mM MgCl2, 0.2 mM EDTA 
for a pH of 7.9 (referred to as Buffer 2). The final buffer tested was modified from the 
literature[24] to contain HEPES instead of MOPS; otherwise the buffer was as reported: 
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25 mM HEPES, 100 mM KCl, 1 mM MgCl2 for a pH 7.2 (referred to as Buffer 3 and 
APE1-buffer). Both Buffers 2 and 3 were filtered before use. Unless otherwise stated, 
Buffer 3, or APE1-bufer, was used. 
 
4. Reaction Conditions 
For the reactions with APE1, a number of reaction conditions were tested, including the 
ratio of DNA:protein and the reaction time (from 35 min to 1.5 h). In these cases, the 
DNA concentration was kept constant at 100 nM while the APE1 concentration ranged 
from 1.66 nM to 133 nM.  
In the reactions with clustered lesion-containing DNA and dsDNA with an abasic 
site, the concentration of protein ranged from 0.02 nM to 40 nM (or 6.6 pg to 13, 200 pg) 
while the DNA concentration was constant at 80 nM. The exact protein concentrations 
were 0.02, 0.04, 0.08, 0.1, 0.16, 0.4, 0.8, 1.6, 4, 16, and 40 nM. The reaction was run at 
37°C for 35 min and then 95°C for 10 min. A PCR thermocycler was used to ensure 
accurate temperature control during the experiment. 
For reactions with UDG to make the actual abasic site, 1 U of UDG was added to 
the double stranded DNA samples (200 nM), with a total reaction volume of 50 µL. The 
reaction was also performed in a PCR thermocycler where the solution was kept at 37°C 
for 30 min before returning to room temperature. The sample was used right away in an 
APE1 reaction. The APE1 reactions with the natural abasic site were the same as with the 
abasic analog, except only eight protein concentrations were used that spanned the 
concentration range from 0.02 nM to 40 nM (where the exact concentrations were 0.02, 
0.08, 0.1, 0.16, 0.4, 0.8, 4, and 40 nM). 
147 
5. Gel Electrophoresis 
In all cases, after the APE1 reaction, the samples were separated using 15% denaturing 
PAGE (7 M urea). The samples were mixed in a 1:1 ratio with denaturing loading buffer 
(urea + Orange G or formamide + bromophenol blue + xylene chloride (TBE – urea 
sample buffer from BioRad, Hercules, CA, Catalog Number 161-0768)). The gels to test 
reaction conditions were run at a constant voltage of 110-115 V for approximately 1.5 
hours (BioRad PowerPac Basic Power Supply with the vertical Mini-Protean gels). For 
the APE1 reaction samples, the gels were run at 150 V for 1-1.5 hours. After the UDG 
reaction, a “nicking” gel was run to see if UDG nicked the backbone in addition to 
removing the uracil base. The conditions for the nicking gels were the same as the APE1 
gels.  
The gels were visualized by staining with SybrGold (LifeTechnologies, S-11494) 
for 20 min. Then, the gels were imaged on a Typhoon Trio+ Variable Mode Imager 
(Amersham Biosciences, part of GE Healthcare) (ex532 em 526, PMT detector 650V to 
visualize bands). ImageQuant 5.2 (Molecular Dynamics) was used to determine the 
intensities of the bands.  
The intensity of each band was determined by averaging the intensity across the 
band and then subtracting the background. The corrected intensity was then used to 
determine the fraction, or percentage, nicked, using the following equation: 
 
longshort
short
II
I
+
=NickedFraction  6.1  
where Ishort is the intensity of the nicked abasic strand (short, 26 and 27 bases long) and 
Ilong is the intensity of the intact abasic strand (53 bases). In some cases, the fraction 
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nicked came out to slightly more than 100% due to the background correction. This is 
artificial and should be taken as being 100%. 
 
6. Repeats to Determine Accuracy and Error 
To get a standard deviation on how accurate the quantification method was, one APE1 
concentration (264 pg) was tested five times in parallel for the analog samples as well as 
U-dslong. The reaction and quantification techniques were as outlined above. 
In addition, a test was performed to determine the accuracy of the staining method 
using SybrGold and staining the DNA to quantify the bands. This was accomplished by 
running two 15% denaturing gels and using standard DNA strands: the single stranded 
Abasic-1 and two DNA strands that are 26 and 27 bases long, the length of the abasic 
strand. Both were run at a known concentration (80 nM). In each gel, four standards were 
placed: two samples with 53 base + 26 base and two samples with 53 base + 27 base. 
After the electrophoresis steps described above, the gels were cut in half and each was 
stained individually. After staining for 20 min, the gel was visualized and the intensities 
determined to calculate the fraction nicked. Since the concentrations were set equal, the 
percentage nicked should have been equal to 50%. Deviation from this value was a result 
of inconsistencies in staining, called staining error.  
 
Results and Discussion 
1. Determining Reaction Conditions 
Initially, using DNA containing only one abasic site (the analog), a number of 
experiments were done to determine the best reaction conditions. First, buffer 1 was used 
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with APE1 (protein stock M0282S); based on the protocol from NEB, the reaction was 
run at 37°C for 1.5 hours and then the protein was denatured by heating to 65°C for 
20 min. The DNA concentration was constant at 100 nM while the protein concentration 
ranged between 1.66 nM and 33.2 nM. However, even at these ratios, when visualized, 
there was only a single band present which corresponded to the full un-nicked abasic 
strand, meaning that the DNA was not nicked (data not shown). Buffer 2 and Buffer 3 
initially yielded the same results. The DNA was kept at 100nM concentration while the 
protein concentration ranged from 16 nM to 100 nM. Figure 6.3 shows the gel image 
from both double stranded abasic DNAs using Abasic-1 (lanes A – C) and Abasic-2 
(lanes D – E), when the protein concentration was changed from 4× to 1× (25 nM to 100 
nM). During these experiments, the full-length complementary strand was annealed to the 
abasic strand. However, this made determination of the fraction nicked nearly impossible. 
This was due to the fact that the complementary strand was the same length as the abasic-
containing DNA strand, meaning a band at 53 bases was always present. To circumvent 
this issue, the complementary strand was shortened. 
 
Figure 6.3. Image of gel (15% denaturing, visualized from SybrGold fluorescence) 
where no nicking was observed. (1) is the standards lane. Lanes A – C use Abasic-1 
dsDNA with the protein concentration increasing from 25 nM to 100 nM (AC). Lanes 
D – E are with Abasic-2 dsDNA. The protein concentrations are the same as with Abasic-
1 dsDNA. APE1-buffer (Buffer 3) was used in all samples. No clear nicking is observed 
since there are no bands around 27 base area and the band corresponding to 53 base 
strand is very apparent. 
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With the shorter complementary strands and Buffer 3 (APE1-buffer), different 
stocks of APE1 was tested: (1) M0282L and (2) freshly ordered M0282S. In both cases, 
complete nicking was observed when the reaction proceeded for 1 h. The difficulty in 
observing nicking initially was most likely due to an issue with the protein, which may 
not have been as concentrated as reported by the company, and the presence of the full-
length complementary strand. Next, the protein concentration was further reduced, as 
shown in Figure 6.4. Even when the DNA was 115× more concentrated than the APE1, 
complete nicking still occurred within 1 h. Therefore, M0282L was used as the protein 
stock and Buffer 3 (APE1-buffer) was used in all reactions. 
 
Figure 6.4. Gel image (15% denature, SybrGold stain) where the protein concentration 
was decreased. Lane (1) contains the standards: 53 base strand, the un-nicked band 
location and 27 base strand, the nicked band location. The other lanes are reactions 
between dsAP and APE1, where the protein concentration is decreased as noted in the 
image. 
 
2. Abasic Analog Reactions 
The goal of this project was to measure the activity of APE1 and how the presence of a 
second lesion in addition to the abasic site affects the nicking behavior of APE1. 
Therefore, the reaction time was shortened to 35 min and a range of protein 
concentrations was tested, similar to experiments done by Peter O’Neill[20]. Eleven 80 nM 
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DNA samples were mixed with a range of protein concentrations from 0.02 – 40 nM; a 
representative gel image is shown in Figure 6.5. Then, as described in the Methods, the 
intensities of the bands were analyzed to determine the fraction nicked. The fraction 
nicked determined from the gels in Figure 6.5 is shown in Figure 6.6 (black line, open 
squares). Clustered lesion-containing DNA samples were tested as well as double 
stranded DNA with a single abasic site. 
 
Figure 6.5. Gel image (15% denaturing, SybrGold stain) from reaction of the dsAP DNA 
sample and APE1 where the protein concentration was increased from 0.02 to 40 nM (A 
 J) (See Methods Section 4). Lanes (1) are the standards. The faint band below the 
nicked band in lanes A – J is the complementary strand. 
 
The length of the double stranded region can affect the speed of the nicking 
reaction between the abasic site and APE1.[21] Therefore, two dsAP samples were 
designed. One had a complementary strand 16 bases long while the other was 30 bases 
long, similar to the combined length of the complementary strands in the nicked and 
gapped samples. Using the shorter length complementary strand, the sample is referred to 
as dsAP and when the 30 base complementary strand was used, the sample is called 
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dsAP-long. Both dsAP samples were tested twice. The complementary strand that was 30 
bases long ran at a similar length to the nicked strand. Therefore, for better separation 
between the nicked band and the 30 base complementary band, the gels were run for 
longer using the TBE – urea sample buffer (see Methods). When comparing the fraction 
nicked of dsAP and ds-long, as seen in Figure 6.6, there are no clear differences between 
the two. This suggests that the length of the complementary strand does not affect the 
activity of APE1 in this work. The full complementary strand was tested with the Cy3-
labeled DNA and is discussed in Appendix E. 
 
Figure 6.6. Fraction nicked of dsAP DNA samples: the closed and open symbols 
represent two separate trials. dsAP is shown in black and ds-long is shown in red.  
 
Then, a second lesion was added to the abasic DNA: either a nick or a gap was 
introduced on the DNA strand not containing an abasic site. The fraction nicked for the 
double stranded DNA samples and clustered lesion-containing DNA (an abasic site plus a 
nick (NAP) and an abasic site plus a single nucleotide gap (1GapAP)) are shown in 
Figure 6.7. Two different Nicked + Abasic samples were tested: one where the nick was 
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5’ to the abasic site (called NAP- 5’) and one where the nick was 3’ to the abasic site 
(called NAP-3’) (see Methods and Figure 6.2). While there was some variation in the 
fraction nicked for the samples, the results did not match the expectation. The expectation 
was that the clustered lesion-containing DNA would be shifted to the right of the double 
stranded abasic DNA samples, indicating less nicking by APE1 due to the increased 
dynamics of the clustered lesion DNA (Chapter 5). Also, based on the literature[20, 25], at 
least a half to a full order of magnitude decrease in activity was expected when a single 
nucleotide gap was added 5’ to the abasic site.  
 
Figure 6.7. Fraction nicked for abasic analog samples: black = dsAP, red = dsAP-long, 
blue = NAP-3’, cyan = NAP-5’, pink = 1GapAP. The traces for the dsAP samples are an 
average from two independent trials shown in Figure 6.6. 
 
One potential explanation for the little difference observed in Figure 6.7 is related 
to the detection method. Staining the DNA to determine the intensity of the different 
bands has two types of error associated with it: 1) the disparity in staining intensity 
between long and short DNA strands and 2) the reproducibility between gels. As seen in 
Figures 6.2 – 6.4 in the standards lane, longer DNA appears darker than shorter DNA 
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even though the concentrations of both bands were the same. This is because SybrGold 
intercalates into the DNA; longer DNA has more area for intercalation and so it appears 
darker than shorter strands. The fraction nicked, because the intensity of the short band is 
over the intensity from both the short and long bands, this should not contribute to the 
error in the experiment. To estimate the error in the staining reproducibility, standard gels 
were run as described in the Methods. The fraction nicked from the four gels was 
determined to be 0.329 ± 0.066, or 20.1% error in the fraction nicked. To illustrate how 
this error translates to differences in the fraction nicked, error bars were added to the 
extreme traces. As seen in Figure 6.8, there could potentially be a magnitude of 
difference between the dsAP sample and NAP-3’ sample; however, within the error of 
the staining, it cannot be determined for sure.  
  
Figure 6.8. Fraction nicked including the error due to staining. The two extreme samples 
shown here are dsAP-long and NAP-3’.   
 
To further probe the reproducibility error, one protein concentration was chosen 
and repeated five times in parallel, as described in the Methods. At 264 pg (0.8 nM, 
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100×), five repeats were performed for a total of at least six trials (including the trials run 
to make Figure 6.7). The average and standard deviation in the fraction nicked was 
calculated based on the multiple repeats. Figure 6.9 shows that 1GapAP (cyan) has the 
lowest fraction nicked, which was expected. Then, within the limit of the error, the 
double stranded abasic DNA samples (black and red) followed by the Nick + Abasic 
samples (green and blue) have the highest fraction nicked. This was not an expected 
result, as dsAP is the typical substrate for APE1.[18] Therefore, the double stranded 
samples were predicted to have the highest fraction nicked. In addition, Nicked + Abasic 
DNA is known to be as dynamic as 1GapAP (Figure 5.11). The fact that the protein 
appears to be most active with the Nicked + Abasic DNA contradicts the working 
hypothesis. Further tests were done to try and understand these results. 
 
Figure 6.9. Fraction nicked of samples at 264 pg APE1 (0.8 nM, 100×). The error bars 
(pink) represent the standard deviation from all experiments (> 5) and do not account for 
any staining error. Black = dsAP, red = dsAP-long, green = NAP-3’, blue = NAP-5’, 
cyan = 1GapAP. 
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3. Uracil – Natural Abasic Site 
As mentioned in the Introduction, there is little difference in activity reported when 
replacing the natural abasic site with the analog.[18, 19, 22] However, enzymatic studies with 
abasic sites in clustered lesions utilize the natural abasic site in the literature. Therefore, 
one possibility for the similarity between the samples and the higher fraction nicked for 
Nicked + Abasic DNA samples might be related to the fact that the analog was used. To 
test this hypothesis, the natural abasic site was studied. 
The natural abasic site is very reactive and exists in equilibrium between two 
forms (Figure 6.1.A). The simplest way to form the abasic site is to insert a uracil base in 
the DNA, and then react the DNA with uracil DNA glycosylase (UDG).[26] The result is 
an abasic site at the location of the uracil. This was done using the DNA sequence and 
technique described in the Methods. Three different samples were tested: U-ds-long 
(complementary strand 30 bases long), U-Nick (where the nick is 5’ to the abasic site), 
and U-1Gap (see Methods Section 1.B). Figure 6.10 shows the fraction nicked for each 
sample, where the trace for U-ds-long is an average of two independent trials. Both 
U-Nick and U-ds-long have similar activity while U-1Gap shows higher fraction nicked 
at low APE1 concentrations. This trend is in direct opposition to the results from the 
analog and literature reports (Figure 6.9).[20, 25]  
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Figure 6.10. Fraction nicked for U-DNA samples (determined through SybrGold 
staining). U-ds-long is shown in black, U-NAP in purple, and U-1Gap is in navy. Only 
eight APE1 concentrations were tested (see Methods for specifics).  
 
Additionally, there were two surprising results from this experiment: 1) the 
similarity between U-ds-long and U-Nick and 2) the low fraction nicked for the double 
stranded DNA sample. Only one enzymatic study was discovered where a nick was 
opposing an abasic site. Using a DNA sample where adenine bases both surround and 
oppose the abasic site (different than the sequence used here), a 30% decrease in activity 
for U-Nicked DNA was measured.[27] However, it was not clarified in the paper under 
what conditions it was determined and specifically how this was calculated. It is possible, 
considering the error associated with the method utilized here, that a difference of 30% 
might not be apparent; however, we do not believe this to be the case, as will be 
explained later. The other surprising result is the low APE1 activity for the ds-long 
sample. When comparing results from the uracil (natural site) versus the analog abasic 
sites, an increase in activity is observed when the natural site is used (Figure 6.11). This 
was very surprising considering that no noticeable difference was expected to be 
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observed.[19] This does not explain why the clustered lesion DNA has a higher fraction 
nicked than the double stranded DNA, and further study is needed to understand why 
using the natural abasic site appears to play a role in the results.   
 
Figure 6.11. Comparing the fraction nicked of ds-long samples: uracil containing is 
shown in black while the analog is shown in red. The traces are the average of two 
independent trials. 
 
A. Cy3-Labeled DNA 
Enzymatic studies in the literature are performed with radioactively labeled DNA: the 5’-
end of the DNA with an abasic site was labeled with 32P so that the intensity is directly 
proportional to the population of DNA at that length.[20] In this case, staining increases 
the uncertainty in the measurements by approximately 20% (see Figure 6.8). Rather than 
using radioactivity, the uracil-containing DNA was ordered with a Cy3 dye. Using the 
Cy3 fluorescence, the intensity is a direct measurement of the population of the nicked 
and un-nicked DNA strands. Four different samples were measured: Cy3-U-ds, Cy3-U-
ds-long, Cy3-U-Nick, and Cy3-U-1Gap. The fraction nicked from each sample is shown 
in Figure 6.12.A. Both of the double stranded samples have a similar fraction nicked, 
159 
approximately the same as Cy3-U-1Gap, while Cy3-U-Nick has a higher fraction nicked. 
The trend observed between the 1Gap and Nick samples was predicted by our hypothesis. 
But, consistently, the activity on the double stranded abasic DNA is low. This suggests 
that something additional is affecting APE1 nicking ability. The results of the ds-long 
samples from staining and Cy3 fluorescence were compared and are shown in Figure 
6.12.B. The traces are nearly identical, which was quite surprising considering the error 
associated with staining (as explained above). The low activity with the double stranded 
sample was further probed by examining the role of the DNA sequence. 
A. 
 
B. 
 
Figure 6.12. A. Cy3-labeled uracil-containing DNA. Intensities to calculate fraction 
nicked were determined based on Cy3 fluorescence. Cy3-ds is shown in black, Cy3-ds-
long (average of two runs) is shown in red, U-Nick-Cy3 is shown in blue, and 1Gap-U-
Cy3 is shown in pink. B. Comparing ds-long Cy3 labeled (in light blue) versus SybrGold 
staining (maroon). The traces are averages of at least two independent trials. 
  
B. Changing the DNA Sequence 
To elucidate why the double stranded samples have a low fraction nicked, the DNA 
sequence of our samples were compared to those sequences used in the literature.[20, 25] 
Two things become apparent: adenine is always opposite the uracil (our sequence has 
thymine opposite) and adenines surround the uracil (our sequence has one cytosine and 
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one adenine neighboring the uracil). While this does not negate the possibility that the 
method might still be affecting the results, the DNA sequence around the uracil could 
play a bigger role than anticipated in enzymatic activity.  
To test if the technique is affecting the results, the exact sample sequence used in 
Peter O’Neill’s study[20] was tested. The fraction nicked for the double stranded abasic 
DNA and Abasic + 1Gap samples are shown in Figure 6.13. Comparing the fraction 
inhibited they report for the exact same sample, our results are similar: about 50% 
inhibited.[20] This suggests that the technique is not affecting the results and that it might 
be the DNA sequence affecting the enzymatic activity.  
 
Figure 6.13. Fraction nicked for O’Neill DNA. dsDNA is shown in black and 1Gap + AP 
is shown in pink.  
 
The DNA sequence was modified, as described in the Methods. Figure 6.14.A 
shows the fraction nicked for double stranded abasic DNA when adenine is opposite the 
uracil (green) versus when thymine is opposite the uracil (red). There is a clear difference 
in the fraction nicked. However, keeping adenine opposite the uracil and then changing 
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the neighboring bases from cytosine and adenine to only adenine does not appear to have 
a big effect on the fraction nicked (Figure 6.14.B), though it is clear at the dsAP sample is 
more active than the 1GapAP sample, which is the opposite trend that was observed 
when thymine was opposite the abasic site. This suggests that the identity of the opposing 
base is affecting the APE1 activity.  
A. 
 
B. 
 
Figure 6.14. A. Adenine opposite the uracil (in green) compared to thymine opposite the 
uracil (red) – both samples are ds-long- uracil containing determined by staining. The 
results are averaged from at least two trials. B. Comparing ds-long and 1GapAP when A 
is opposite uracil (open symbols, green = ds-long, purple = 1GapAP) and when A is both 
opposite and adjacent to uracil (closed symbols, blue = ds-long, maroon = 1GapAP). The 
traces are averaged from two independent trials. 
 
The importance of the DNA sequence on APE1 activity has not been studied 
extensively. In fact, only two papers by David M. Wilson III appear to have studied the 
role that DNA sequence plays in APE1 activity.[23, 24] In 1995, Wilson et al measured the 
activity of APE1 when the base opposite the tetrahydrofuran analog was changed from 
adenine, to thymine, to cytosine, to guanine.[23] Normalizing the activity so that it was 
100% with cytosine opposite the analog, the activity opposite thymine was measured as 
109 ± 7%, opposite adenine was 102 ± 3%, and opposite guanine was 92 ± 8%. No other 
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work has been done to test how the opposite base affects the activity of APE1. It is clear 
though, that we observe a greater affect when thymine is replaced with adenine. Then, in 
2008, using the analog again, Wilson’s group studied the sequence affect by changing the 
bases surrounding the analog and having either cytosine or guanine opposite the analog, 
but they were not able to observe any clear trends.[24] However, they did observe higher 
activity when a purine is opposite the abasic site rather than a pyrimidine when then 
abasic site is surrounded by cytosine and adenine, like our result (Figure 6.14.A). 
Surprisingly, though, when the analog was surrounded by guanine and thymine, the 
opposite trend was observed.  
Perhaps little research has looked at sequence affects since APE1 is expected to 
be able to nick 5’ to an abasic site regardless of the DNA sequence. Our results suggest, 
however, that the DNA sequence does impact activity of the enzyme. This could be 
related to the fact that the DNA sequence will affect the abasic site conformation, which 
can affect enzymatic activity.[28] What remains puzzling is how the fraction nicked of 
double stranded abasic DNA when adenine is opposing requires a significant amount of 
protein to see a high amount of nicking. More work is needed on the role sequence plays 
on enzymatic activity of natural abasic sites. This work does illustrate, though, that 
enzymatic activity is complicated and likely dependent on many factors not just the 
conformational dynamics of DNA. 
 
Summary 
To test the hypothesis of how DNA conformational dynamics affects enzymatic activity 
in regards to clustered lesions, the enzymatic activity of APE1, the human AP 
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endonuclease, was measured on abasic containing DNA with and without a second 
lesion. Conditions were optimized and nicking behavior was observed. Two different 
detection methods were used to try and minimize error, though it does not appear to have 
a big impact on the conclusions. In addition, replicating published results suggests that 
our technique was valid. Consistently, though, the double stranded abasic DNA, the ideal 
substrate for APE1, showed the lowest activity. Activity increased some when the base 
opposing the abasic site was changed from thymine to adenine, while no difference was 
observed when then the surrounding bases were changed. This suggests that the DNA 
sequence likely plays a role in the activity of APE1. However, further study is needed to 
further elaborate on the effect DNA sequence and, particularly, its role in the repair of 
clustered lesions. Due to these results, no clear connections could be drawn between the 
enzyme activity and the conformational dynamics of the DNA, which illustrates how 
complicated this area of study can be. 
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In the iCy3-DNA samples, the iCy3 dye is linked to DNA through both nitrogens 
(Figure 3.1.A). If, however, the dye is attached only on one side, not only would the 
DNA length be shorter than anticipated, but the dye would not be constrained, making 
isomerization more probable. If the dye motion is not restricted, then that might explain 
the high cis isomer populations measured (Chapter 3). To show that the dye is linked to 
DNA on both ends, denaturing polyacrylamide gel electrophoresis (PAGE) was used. If 
the dye was attached to DNA through only one nitrogen, then the length of DNA would 
be 15 bases; hence, on the gel, a band would appear at the same place as a 15 base 
standard; otherwise, a single band would be present at the same place as a 25 base 
standard. Performing this experiment, whether or not the dye is attached to DNA through 
both ends can be determined. 
 
Methods 
Denaturing PAGE (20%, 7 M urea, 115 V for 2 hours) gels were used to determine the 
length of the iCy3-DNA strand. Urea disrupts secondary structures so the DNA runs as 
single strands. Two different lengths of DNA with a 5’-Cy3 were used to verify the 
length of the iCy3-DNA. After the run, the gel was imaged using Cy3 fluorescence 
(default Cy3 settings: excitation at 532 nm, emission at 580 nm bandpass 30, Typhoon 
Trio+ Variable Mode Imager, Amersham Biosciences, Piscataway, NJ). The two 5-Cy3 
DNA strands were:  
• 15 base: 5’-/5Cy3/GTC TTC AGT TCA GCC  
• 25 base: 5’-/5Cy3/GAT GAT GTC ATC GAC AGC GCG ATA TT  
The 25 base sample is the same sequence used in the project with a 5’-Cy3, and the 15 
base sample was chosen to have the same terminal base as the 25 base sample. The 
concentration of all samples was the same and both controls were run in the same lane. 
Using scanner software (ImageQuant 5.2, Molecular Dynamics, Sunnyvale, CA), the 
fluorescence intensity down the wells was measured and then plotted for comparison.  
 
Results 
In Figure A1.1, the intensity from the standards is shown on the left while the intensity 
for the DNA samples is shown on the right. The area of the intensity curves was 
determined by integration using Origin 8.0. The area of the intensity of the 15 base strand 
was compared to the intensity area of the 25 base sample. For the control, the ratio of the 
area of the 15 base to the 25 base was 0.482; a ratio of 0.5 was expected since the 
concentration of both standards was the same. For the iCy3-DNA samples, all ratios are 
less than 0.050. An artifact was present under the iCy3-DNA – A sample (bright dot seen 
in picture) and was not included in the analysis. This experiment shows that iCy3 is 
linked to DNA through both nitrogen atoms, as depicted and expected.  
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Figure A1.1. Fluorescent (Cy3) gel image of samples (in the middle) where the iCy3-
DNA samples are depicted based on the identity of the orphan base. To the left is the 
fluorescence intensity down the control lane. To the right is the fluorescence intensity 
down the lanes of the iCy3-DNA samples.
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As described in Chapter 4, transient spectroscopy was used to measure the 
population of the cis isomer. In addition to collecting data on the ns-timescale, spectra 
were collected on the µs-timescale so that the lifetime and spectrum of the transient 
species can be extracted. 
 
Methods 
Transient data was collected on the µs-timescale using a total of 2000 time points (see 
Methods for an in-depth description); to get smooth decays, the data was collected for an 
integration time of at least two hours. The free dye in buffer and 1bp DNA in buffer 
(explained below) were measured on the 7 µs-timescale while the rest of the samples 
were measured on the 20 µs-timescale. 
A number of samples were tested and fit. The samples included the free dye in a 
variety of solvents (water with and without 50 mM iodide, ethanol, buffer (50 mM Tris-
HCl (pH 8.0), 10 mM MgCl2, 100 mM NaCl, taken from Sua Myong’s work[1])) and two 
5’-Cy3 labeled DNA samples. Two different DNA sequences were tested; these 
sequences are the same ones used by Sua Myong in her study of PIFE with BamHI[1]: 
• 1 bp: 5’- /5Cy3/TGG ATC CAT AGT AGC GTA GCG TAG CGT AGC GTA 
GCG TAG C 
• 10 bp: 5’- /5Cy3/CGT ATA TAC GGG ATC CTA GCG TAG CGT AGC GTA 
GCG TAG G 
where /5Cy3/ denotes the 5’-Cy3 dye. Both DNA samples were annealed with the 
complementary strand in excess to ensure all Cy3-labeled strands were double stranded. 
The samples were checked with native polyacrylamide gel electrophoresis (Native 
PAGE) to ensure annealing occurred.  
In the transient absorption spectroscopy experiment, both DNA samples were 
tested in the buffer described above and the 1 bp sample was also tested in 10 mM Tris-
HCl (pH 7.4). The concentration of the free dye was kept similar and approximately 2× 
the concentration of the DNA samples, except for 1 bp DNA in buffer, which was the 
same as the free dye concentration.  
Using Matlab-based ASUFit[2], the spectra from the transient absorption 
measurement were globally fit with an exponential decay described in Chapter 1, Section 
2.F Equation 1.20. First, the background was corrected by subtracting the average of the 
first 90 time points (starting at time equal to zero). Then, the data was fit from 0.05 µs to 
end of the trace (either 7 or 20 µs). Fitting was not started at time zero to ensure no 
stimulated emission was present in the decays, which added another lifetime and 
unnecessarily complicated the analysis. By 50 ns, the stimulated emission was complete. 
Therefore, the signal after 50 ns was solely from the presence of the transient species. 
The time resolution of the instrument is sub-nanosecond, so the FWHM was set to 1 ns. 
The goodness of the fits was evaluated based on the randomness of the residuals overall. 
The spectra with respect to each lifetime were saved and compared. 
 
Results 
For the free dye in water, ethanol, and buffer, the only species present is the cis isomer. 
Therefore, it was expected that the data would fit to a monoexponential decay.[3, 4] 
However, two exponentials were necessary for a good fit. Examining the kinetic traces at 
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various times throughout the measurement, it is clear that there are two components. An 
additional component grows in a long times (≥ 10 µs) with a maximum that is shifted 
compared to the first component. For all samples, the two lifetimes are approximately 
around 1 µs and the long lifetime is between 8 – 20 µs, with the longer lived species’ 
maximum blue-shifted (shifted to shorter wavelengths) relative to the shorter lifetime. As 
shown in Figure A2.1, the two components are present with the free dye in all three 
solvents. The maxima of both spectra are approximately 8 – 10 nm apart, and the relative 
amplitudes are approximately 2.5 – 3 times more in the red-shifted peak. The peak 
maxima in ethanol are red-shifted relative to the other solvents due to solvatochromatism.  
 
Figure A2.1. Spectra from global fitting of free dye in various solvents. In ethanol: black 
– 3.95 µs and red – 23.94 µs, in buffer: blue – 0.80 µs and pink – 7.49 µs, and in water: 
cyan – 0.82 µs and purple – 8.11 µs. 
 
The free dye in iodide forms the cis isomer as well as the triplet state. Therefore, 
two transient species will be present, so an additional component is needed during fitting. 
Figure A2.2 shows the spectra from fitting the free dye + iodide. Like the free dye in 
other solvents, two exponentials are needed to fit the isomer; the extra exponential is for 
the triplet state. The relative locations and amplitudes of the two isomer peaks are similar 
when compared to the free dye in buffer. The lifetime of the triplet is short, likely due to 
the oxygen present in solution, which decreases the triplet lifetime.[5] Since the triplet is 
present at the same times as stimulated emission, the triplet spectrum is negative from 
570 nm – 610 nm. See the Introduction Section 2.F for more information about 
stimulated emission. From Figure A2.2, though, it is clear that the maximum of the triplet 
state is around 620 nm while the two other spectra, related to the cis isomer, have a 
maximum around 560 nm. 
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Figure A2.2. Free dye with 50 mM iodide fit. The black trace is the triplet: 48 ns. The 
isomer peak is shown in red: 0. 90 µs. The additional isomer peak is shown in blue: 
10.63 µs. 
 
With the DNA samples, two peaks around 570 nm are present. As shown in 
Figure A2.3, the shift between the maximum of the spectra and the relative amplitudes of 
the two peaks are different than for the free dye: when attached the DNA, the shift 
between the two maxima is approximately 5 nm and the amplitudes (in buffer) are less 
different, only 1.3× different. However, changing the buffer composition (10 mM Tris, 
pH 7.4), the wavelength difference between the spectra remains similar to the DNA in the 
other buffer but the amplitudes in 10 mM Tris are like the amplitudes of the free dye 
samples. It was surprising that the amplitude of the blue-shifted peak was lower than 
when in the other buffer and that changing the buffer affects the second peak. This could 
be related to the different pHs of the buffers (7.4 versus 8.0). However, this hypothesis 
was not explored further. 
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Figure A2.3. Spectra from global fitting for DNA samples – 10 bp DNA: blue – 1.19 µs, 
pink –8.72 µs; 1 bp DNA in buffer: black – 1.49 µs, red – 9.13 µs with the amplitudes 
divided by two to account for the difference in concentration; 1 bp DNA in 10 mM Tris: 
cyan – 1.85 µs, purple – 19.38 µs.  
 
Further determination into the cause behind the double cis isomer peak is beyond 
the scope of this thesis. The second isomer peak is blue-shifted (higher energy) from the 
expected isomer peak. This could be related to a relaxation of the ground state energy, 
which increases the energy of the transition and shifts the peak. What is causing this shift 
in the energy well and the spectra change is unclear. One potential explanation is the 
dimer. However, this is unlikely because the presence of dimer was not seen in the 
absorbance spectrum of the free dye over a wide range of concentrations.  
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Oxidized bases are one of the more common DNA damages.[1] One example is 8-
oxoguanine (8-oxodG), an oxidized form of the DNA base guanine (see Figure A3.1). 8-
oxodG is considered mutagenic because it can lead to transversions, G:C  T:A, and 
therefore errors in the genome.[2] The effect of 8-oxodG on DNA conformational 
dynamics has been examined slightly and suggests that the presence of this oxidized base 
changes the flexibility of the DNA which signals the repair protein to the site of 
damage.[3] Therefore, we were interested in studying this damage using our FRET-
anisotropy technique (see Chapter 5). 
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Figure A3.1. Chemical structure of guanine (A.) and 8-oxoguanine (8-oxodG) (B). 
 
Methods 
IBA (Germany) sells 8-oxodG incorporated into a DNA strand, so the following 
sequence was ordered: 
• 8-oxodG strand: 5’- TCA GCC TCG CAC CTG ATG CTA CCC TGC OAT ATC 
GCG CTG TCG ATG ACA TCA TC 
where O is the 8-oxodG modification (HPLC purified). Notice that this is the same 
sequence used in the other experiments except instead of having an abasic site or a 
mismatch, 8-oxodG is present (see Chapter 5, Methods Section 1.A). This DNA strand 
was annealed in a 1:1:1 ratio with donor and acceptor strands, as described in the 
Methods section of Chapter 5, to form nicked DNA with an 8-oxodG (referred to as 
N8dG). Annealing these strands together results in a mismatch at the 8-oxodG site since 
the oxidized G will be opposite a T. As described in Chapter 5, native polyacrylamide gel 
electrophoresis experiments (Native PAGE, 100 – 115 V, 75 – 100 min) were run to 
ensure proper annealing had occurred. 
MgCl2 (magnesium, EMD) was added to a few samples by making a 3 M solution 
and diluting to the desired concentration. A number of different complementary strands 
were also annealed to the 8-oxodG strand. These sequences include the following, where 
the donor molecule, Cy3 is in the internal modification and is depicted as /iCy3/: 
• Donor Strand Minus One: 5’- GAT GAT GTC ATC GAC /iCy3/GCG CGA TAT 
• Unlabeled Donor: 5’- GAT GAT GTC ATC GAC AGC GGCG ATA TC 
• Unlabeled Acceptor: 5’-GCA GGG TAG CTA CAG GTG CGA GGC TGA 
• Unlabeled Full: 5’- GAT GAT GTC ATC GAC AGC GCG ATA TCG CAG 
GGT AGC ATC AGG TGC GAG GCT GA 
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When specified, the donor strand minus one and the acceptor strand (Chapter 5, Methods 
Section 1.A) was annealed to the 8-oxodG strand. The 8-oxodG strand was also annealed 
to both the unlabeled donor and unlabeled acceptor. Finally, the unlabeled full was 
annealed to the 8-oxodG strand to form unlabeled double stranded DNA with an 8-oxodG 
site. The text specifies which strands were annealed together. 
 
Results 
The 8-oxodG strand was annealed with the donor and acceptor strands, and the annealing 
process tested by Native PAGE. However, when imaged, an additional red band appeared 
in the gel. The sample was prepared fresh and visualized, as shown in Figure A3.2. The 
red band is present in both the initial annealed sample (N8dG, lane 3) and the repeated 
sample (lane 4), along with a small amount of excess donor strand. When the acceptor 
strand and the 8-oxodG strand was annealed together (called the A-only sample), the 
additional band was present (lane 5). The identity and reason for this additional band was 
explored since it suggested the DNA sample was not double stranded with a nick and an 
8-oxodG base. 
 
Figure A3.2. Image of Native gel from annealing 8-oxodG sample. In lane 1 is the donor 
strand, lane 2 is the 1GapA sample (see Chapter 5), lane 3 is N8dG annealed first, lane 4 
is the repeated annealing of N8dG at a smaller volume, lane 5 is the A-only sample, lane 
6 is the complementary strand (same sequence as 8-oxodG strand but no 8-oxodG base), 
and lane 7 is the acceptor only strand. The yellow color signifies both Cy3 and Cy5 
fluorescence, green marks Cy3 fluorescence, red marks Cy5 fluorescence, and blue marks 
SybrGold fluorescence, a DNA stain. A faint red band is present half way down in lanes 
3 – 5. Any small, bright dots are from the background. 
 
A number of different things were changed during the annealing process to try 
and remove the additional red band. First, magnesium was added at two different 
concentrations, 15 mM and 30 mM, and the sample was re-annealed. However, the 
additional band was still present. The next hypothesis was perhaps that heat was reacting 
with the sample and causing the additional band. Therefore, the 8-oxodG sample was 
annealed at 25°C and 45°C in addition to the usual 65°C. The gel is shown in Figure 
A3.3. For the temperature annealing, the donor strand minus the first base was used. This 
eliminated the mismatch between the 8-oxodG by leaving a gap opposite the 8-oxodG 
base. This was not a problem since the goal of this work was to remove the additional 
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band that appeared on the gel. However, annealing at different temperatures did not 
eliminate the additional red band. 
 
Figure A3.3. Native gel from annealing the sample at different temperatures. Lane 1 is 
the donor strand, lane 2 is 1GapA sample (see Chapter 5), lane 3 is the 8-oxodG sample 
annealed at 25°C, lane 4 is the 8-oxodG sample annealed at 45°C, lane 5 is the 8-oxodG 
sample annealed at 65°C, and lane 6 is the acceptor strand. 
 
Next, the annealing process was completed stepwise. First, the 8-oxodG strand 
and the donor strand were annealed by heating to 65°C and then letting the sample slowly 
cool. Then, the acceptor strand was added and the sample left on the bench to anneal at 
room temperature. However, when comparing the sample to the previous nicked 8-oxodG 
samples, the additional red band is present in the gel, as shown in Figure A3.4. 
 
Figure A3.4. Gel image from stepwise annealing process. Lane 1 is the donor strand, 
lane 2 is the donor-only sample (donor and 8-oxodG-containing strands) lane 3 is the 
nicked-8-oxodG sample from stepwise annealing, lane 4 is the nicked-8-oxodG sample 
from the first preparation (same as in Figure A3.1 lane named N8dG), and lane 5 is 
nicked DNA sample. 
 
Finally, to see if the issue was related to the dye-containing strands since 
annealing the donor strand to the 8-oxodG strand did not result in the additional band 
(Figure A3.4, lane 2), unlabeled DNA strands with the same sequence as dye strands: 
unlabeled acceptor and unlabeled donor, as well as the full sequence (corrected for the 
mismatch) with no dye, were used. The gel was stained with SybrGold and when 
annealed with the full dye strand, does not show the additional band. This is shown in 
Figure A3.5. However, the unlabeled nicked strands show an additional band that is 
present in the same location as the additional unknown red band in the other N8dG 
samples. 
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Figure A3.4. Gel image from annealing 8-oxodG strand with unlabeled dye strands, both 
nicked and full length. No additional band is present when the full strand is used in 
annealing but is with the nicked unlabeled strands. Lane 1 is the donor strand, lane 2 is 
the first preparation of N8dG, lane 3 is the unlabeled full complement strand with the 8-
oxodG strand, lane 4 is the unlabeled dye strands with the 8-oxodG strand (forming 
unlabeled nicked + 8-oxodG), and lane 5 is the complementary strand (same as 8-oxodG 
strand but no 8-oxodG modification). 
 
Why the band does not appear with the unlabeled full complementary strand but 
does appear when annealing the unlabeled nicked dye strands is not clear. Since the 
nicked strands are unlabeled, we cannot distinguish which strand is interacting with the 8-
oxodG strand in lane 4 of Figure A3.4. A likely hypothesis is that the unlabeled acceptor 
strand is interacting with the 8-oxodG strand, even though the dye is not present. Some 
interaction between these two DNA strands results in the appearance of the additional 
band that runs intermediate of the short DNA strand and the annealed DNA sample. 8-
oxodG is reactive, so this might play a role. Gel purifying the desired sample with both 
Cy3 and Cy5 fluorescence might have worked but the process often results in a loss of 
the sample. Therefore, due to these complications and since this sample was not 
necessary, the 8-oxodG modification was not tested. 
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The presence of mismatched bases in DNA can lead to mutations unless they are 
recognized and corrected by repair enzymes.[1] A mismatched base is any non-Watson-
Crick pairing, where Watson-Crick basepairs are: adenine (A) with thymine (T) and 
cytosine (C) with guanine (G) (see Figure 3.1.B for structures of bases). 
Pyrimidine:pyrimidine mismatches have been found to be repaired less efficiently than 
purine:pyrimidine bases.[1, 2] In Chapter 5, to directly compare the loss of stacking and 
basepair interactions, the G:T mismatch was chosen since it will be least disruptive to the 
DNA structure.[2] We were also curious how using a more disruptive mismatch affects the 
conformational dynamics of the DNA and how the presence of two mismatches, or two 
abasic sites, side-by-side and opposite a nick would further change the dynamics. 
 
Methods 
The procedure and experiment was the same as described in Chapter 5 Methods. The 
only difference was the sequence of the complementary strand; the same dye strands 
described in Section 1.A were annealed to four different complementary strands. All of 
these complementary strands were ordered from Integrated DNA Technologies and were 
HPLC purified. The abasic sites are the analog 1’, 2’-dideoxyribose and is denoted by 
/idSp/.   
For the nicked DNA with a C:T mismatch, A28 in the complementary strand 
(Chapter 5, Methods Section 1.A) was changed to a cytosine. To introduce two 
mismatches or two abasic sites, the complementary strand was modified by changing 
both C27 and A28. For two G:T mismatches, C27 was changed to a thymine while A28 was 
changed to a guanine. Another sample with two mismatches was studied, where a G:A 
and C:T mismatch were present: C27 was changed to an adenine and A28 was changed to a 
cytosine. Finally, two abasic sites replaced C27 and A28 for the nicked DNA sample with 
two tandem abasic sites. 
 
Results 
As described in Chapter 5, the conformational dynamics of nicked DNA with a C:T 
mismatch or two adjacent mismatches, or abasic sites, opposite a nick was studied using a 
combination of Förster resonance energy transfer (FRET) and fluorescence anisotropy 
(FRET-anisotropy). First, a C:T mismatch combined with a nick was compared to the 
anisotropy decay of a nick plus a G:T mismatch. As seen in Figure A4.1, a C:T mismatch 
has a slightly faster anisotropy decay than the G:T mismatched sample. A 
pyrimidine:pyrimidine mismatch (such as C:T) has been shown to be less efficiently 
repaired compared to a purine:pyrimidine mismatch (such as G:T).[1, 2] In fact, molecular 
dynamics simulations have shown that bending DNA with a C:T mismatch requires less 
energy than when a G:T mismatch is present.[2] This correlates with the FRET-anisotropy 
result where nicked DNA with a C:T mismatch has a faster anisotropy decay, meaning 
the DNA is more flexible.    
200 
 
Figure A4.1. FRET-anisotropy decay of nicked DNA (black) compared to nicked DNA 
with one mismatch base pair 5’ to the nick: G:T mismatch is shown in blue (also in 
Figure 5.9) and C:T mismatch is shown in pink. 
 
 Then, two mismatches were placed opposite the nick and FRET-anisotropy 
measured, as shown in Figure A4.2. Having two G:T mismatches versus a G:A mismatch 
and a C:T mismatch does not show an appreciable difference in the FRET-anisotropy 
decay (Figure A4.2.A). Comparing the presence of two mismatches versus one, the 
FRET-anisotropy decays are similar, as seen in Figure A4.2. This means that the 
additional mismatched base pair does not have a big effect on the global motions of the 
DNA sample. What is surprising about this result is that a single mismatch of C:T versus 
G:T results in a measurable difference in the FRET-anisotropy decay. However, 
increasing the number of mismatches results in little further difference, no matter which 
bases are mismatched. As suggested from experiments discussed in Chapter 5, this could 
be related to the stacking interactions. Mismatched bases will still have stacking 
interactions with surrounding bases, which likely plays an important role in the dynamics 
of the DNA. 
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Figure A4.2. FRET-anisotropy decays of nicked DNA (black) compared to nicked DNA 
with mismatches: A. 2 mismatches opposite the nick: G:T mismatches shown in red, T:C 
and G:A is shown in cyan. B. 2 mismatches (both G:T) in red, one mismatch plus a nick: 
G:T (blue, also shown in Figure 5.9) and C:T (yellow). 
 
 Finally, two abasic sites were placed opposite the nick and the FRET-anisotropy 
decay is shown in Figure A4.3.A. The anisotropy decay is slightly faster than when a 
single abasic site is opposite the nick. The difference is bigger if the single abasic site is 
3’ to the nick but the difference is smaller if the single abasic site is 5’ to the nick. The 
difference between the decays for a single abasic site and a nick is described more in 
Chapter 5 Results Section 3. The FRET-anisotropy decays for nicked DNA, nicked DNA 
with two mismatches, and nicked DNA with two abasic sites are compared in Figure 
A4.3.B. The trend is the same as observed with only one mismatch and one abasic site 
(shown in Figure 5.9).  
A. 
 
B. 
 
Figure A4.3. A. FRET-anisotropy decays of nicked DNA (black) compared to nicked 
DNA with one or two abasic sites. One abasic 5’ to the nick (Cy3) is shown in red while 
if the abasic site is 3’ to the nick (Cy5) is shown in purple (same as displayed in Figure 
5.8). Nicked DNA with two neighboring abasic sites is shown in cyan.  
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B. FRET-anisotropy decay of nicked DNA with two abasic sites (cyan) compared to two 
mismatches (both of which are G:T mismatches, pink). 
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Repair proteins form complexes with DNA, where the DNA is often bent or in 
kinked conformations. For example, crystal structures of APE1 (the human AP 
endonuclease, see Chapter 6) and DNA show the DNA bent at a 35° angle.[1] 
Biochemical studies have shown that proteins intercalate specific amino acids to help 
stabilize the DNA structure. For example, APE1 intercalates tryptophan residues (Trp), 
which are also believed to be important in the recognition of abasic sites in DNA.[2] 
MutS, a mismatch repair protein in prokaryotes, intercalates a phenylalanine residue 
(Phe).[3] Both Trp and Phe are aromatic amino acids (see Figure A5.1 and Chapter 1, 
Section 1). The aromatic rings can form stacking interactions with the nucleobases, which 
might explain how the intercalated amino acids help stabilize the different DNA 
conformations.  
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Figure A5.1. Chemical structures of A. tryptophan, B. phenylalanine, and C. alanine. 
 
Examining the FRET-anisotropy data and the damaged DNA samples tested in 
Chapter 5, the space from the one nucleotide gap appears to be big enough that an 
aromatic amino acid could intercalate and form stacking interactions with the 
nucleobases. We were curious if we could study the interaction between individual amino 
acids and damaged DNA in a very simplistic manner: mixing solutions of highly 
concentrated amino acid with a solution of the damaged DNA (containing a single 
nucleotide gap) and then measure the flexibility of the sample with the FRET-anisotropy 
technique. 
 
Methods 
L-amino acids were ordered from Sigma-Aldrich and used as is. Trp has a low solubility 
so solutions were made of approximately 55 mM (the highest solubility is between 55 
and 56 mM). Alanine (Ala) and Phe have a higher solubility so stock solutions between  
1 – 5 mM were made to then be diluted into the DNA sample. When the amino acid was 
added to the DNA sample, the DNA concentration changed from approximately 1 – 
1.5 µM depending on the sample. However, the DNA concentration did not need to stay 
constant for these experiments, which only took longer to acquire the data if the 
concentration was lower. FRET-anisotropy measurements were conducted as explained 
in Chapter 5.  
 
Results 
Three different damaged DNA samples were measured in the presence of amino acids: 
nicked, 1GapT, and 1GapA. The only difference between 1GapT and 1GapA, as 
described in Chapter 5, is that the identity of the gapped base: either a thymine (T) or an 
adenine (A). 1GapT was tested with Trp, Ala, and Phe, while the other two DNA samples 
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were only tested in the presence of Trp. Figure A5.2 shows the FRET-anisotropy decays 
for 1GapT with Ala and Trp. Ala served as a control, since it will have no stacking 
interactions with the bases (see Figure A5.1). Therefore, no difference was expected in 
the FRET-anisotropy decay when Ala was added to the DNA, even at high 
concentrations. As seen in Figure A5.2, adding Ala does not result in a change in the 
anisotropy (see pink curve). Initially, the addition Trp does not affect the FRET-
anisotropy decay (blue compared to light blue; the traces are almost indistinguishable). 
However, at 22 mM of Trp, the FRET-anisotropy decay is similar to that of nicked DNA. 
Two separate trials at 22 mM Trp are shown in Figure A5.2 (red and yellow). The 
slightly variation in the decay is due to error in the measurement. This suggests that the 
addition of 22 mM Trp removes the increased dynamic behavior of 1GapT, suggesting 
that Trp can restore the missing stacking interactions present in the 1GapT sample.  
 
Figure A5.2. FRET-anisotropy decay for 1GapT with Trp (0 mM is in blue, 8 mM is in 
light blue, red and yellow = 22 mM, two trials) and Ala (30 mM, pink). Nicked is shown 
in black. 
 
Then, Phe, at similar and slightly higher concentrations, was added to the 1GapT 
sample. However, as seen in Figure A5.3, no change in the FRET-anisotropy was 
observed even at 40 mM Phe. This was surprising since Phe should be able to form 
stacking interactions with the nucleobases. However, Phe is similar in structure to 
thymine which has the lowest stacking energy, so the stacking interactions are likely 
different with Phe then Trp.[4, 5]  
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Figure A5.3. FRET-anisotropy decay for 1GapT with Phe at three different 
concentrations: 0 mM (black), 30 mM (red), 40 mM (blue). 
 
One additional control was run: the nicked DNA with Trp. Nicked DNA shows no 
difference in FRET-anisotropy decay compared to the intact sample. This means that 
there is no increase in the conformational dynamics due to the presence of a break in the 
DNA backbone. Therefore, the addition of Trp should not change the dynamics of the 
DNA. This was seen when the FRET-anisotropy was measured for Nicked with Trp 
(Figure A5.4). Even at 22 mM Trp, in which with the 1GapT sample a difference was 
observed, the FRET-anisotropy decay for the Nicked sample does not change. 
 
Figure A5.4. FRET-anisotropy decay for nicked with Trp: 0 mM (black), 22 mM (red). 
   
 Finally, another 1Gap sample was tested. 1GapA is not as flexible as 1GapT, as 
seen in Figure 5.5.A. The expectation was that Trp would interact with 1GapA such that 
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the decay became similar to that for nicked DNA, like what happened with 1GapT. 
However, the addition of Trp did not result in any differences in the FRET-anisotropy 
decay, as shown in Figure A5.5. Since no differences were observed, this sample was not 
tested with the other amino acids. The lack of a difference in dynamics could be related 
to the fact that 1GapA is less dynamic than 1GapT. Adenine bases form stacking 
interactions with surrounding bases more so than thymine, making 1GapA less flexible.[6] 
This may make it less favorable for Trp and 1GapA to interact. 
 
Figure A5.5. FRET-anisotropy decay for 1GapA plus Trp. Nicked in blue, 1GapT in 
cyan, 1GapA 0 mM (black) and 22 mM Trp (red). 
 
We were able to observe differences in dynamics when 1GapT was mixed with a 
high concentration of Trp. However, the addition of Phe did not result in any measureable 
change and 1GapA with Trp did not either. In this very simplistic investigation, the 
conformational dynamics of 1GapT are decreased due to interaction with Trp, which 
supports the idea that the amino acid can stabilize the DNA structure. Additional work 
into the interaction between damaged DNA and intercalated amino acids is needed. Using 
a model peptide might provide a more realistic mimic of the interaction between the 
repair enzyme and damaged DNA. 
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APPENDIX F  
FROM CHAPTER 6: FULLY DOUBLE STRANDED CY3 ABASIC DNA 
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To distinguish between the un-nicked and nicked bands when using the staining detection 
method, the complementary strand had to be shortened. Otherwise, a band was always present at 
the un-nicked location. However, when using Cy3 fluorescence to quantify the fraction nicked, 
the complete complementary strand. The full complementary strand would not be observed since 
it is not fluorescently tagged. Also, by using the full complementary strand, the length of the 
double stranded region and its effect on the activity of APE1 could be tested. Shorter pieces of 
double stranded DNA are nicked more slowly than longer strands.[1] In the ds-long sample, the 
complementary strand (and thus the double stranded region) is 30 bases. This was assumed to be 
long enough to not effect enzymatic activity, especially since the activity was the same if the 
complement was 16 bases or 30 bases (Figure 6.5). However, the full complement was tested to 
support this claim. 
 
Methods 
The full complementary strand was annealed with the Cy3-labeled uracil-containing DNA 
strand. The sequence of the full complement is: 
• Full Complement: 5'-GAT GAT GTC ATC GAC AGC GCG ATA TT26G CAG GGT 
AGC ATC AGG TGC GAG GCT GA 
In addition, T26 was changed to an adenine base to test the effect of having an adenine opposite 
the uracil instead of a thymine (referred to as Full-A). The annealing process was the same as 
described in Chapter 6, Methods 1.B.II. Both the UDG and APE1 reactions were performed as 
for other samples; see Chapter 6, Methods Section 4.   
 
Results 
If Cy3 fluorescence is used to visualize the fraction nicked, then the full complementary strand 
can be used. UDG and APE1 reactions were run with Cy3-labeled uracil-containing DNA where 
the full complement with a thymine opposite the uracil (Figure A6.1.A) as well as an adenine 
opposite the uracil (Figure A6.1.B). However, as shown in Figure A6.1, these reactions did not 
go to completion, even when APE1 was added to be half the concentration of DNA.  
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A. 
 
B. 
 
Figure A6.1. A. Cy3fullT gel image (15% Denaturing PAGE). B. Cy3full A gel image (15% 
Denaturing PAGE). (1) marks the lanes with the standards. The arrows denote the direction of 
increase in protein concentration from 0.02 nM to 40 nM. See Chapter 6 for more details on 
experimental procedure. 
 
 This incomplete reaction could be related to either the activity of UDG or APE1. UDG 
will chop off the uracil from both single stranded and double stranded DNA. APE1, however, is 
minimally active on single stranded DNA.[2, 3] If the annealing process did not work correctly, 
and some of the labeled DNA remained single stranded, then APE1 would not have the same 
nicking efficiency. However, when the DNA samples were run on a Native gel, there was no 
single stranded Cy3-labeled U present (data not shown). This means that all uracil-containing 
strands were annealed to the full complement. 
One other possibility is that perhaps more UDG is needed to remove all uracil bases and 
form the natural abasic site. So, an additional test was done where the conditions of the reaction 
were varied. Using Cy3-U-full-A, the amount of UDG was varied (from 1U to 10U) and the 
APE1 reaction run at the highest two protein concentrations (16 nM and 40 nM). Cy3-U-ds-long 
was run in parallel to ensure that the reaction was working even if it did not appear that way with 
Cy3-U-full-A. While the reaction with Cy3-U-ds-long proceeded as expected, even with 10 U of 
UDG, complete nicking was not observed with Cy3-U-full-A, as shown in Figure A6.2. Some 
nicking does appear to be occurring at all concentrations of UDG. However, at all of the protein 
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concentrations used, complete nicking is not seen. This is in contrast to what is observed with the 
other double stranded samples that have a shorter complementary strand.  
 
Figure A6.2. Gel image of Cy3-U-full-A APE1 reaction where only two APE1 concentrations 
were used (20× (16 nM) and 2× (40 nM)). Lanes 2 and 3 had 1 U of UDG, lanes 4 and 5 had 2.5 
U, lanes 6 and 7 had 5 U, and lanes 8 and 9 had 10 U of UDG with 2× in lane 8 and 20× in lane 
9. (1) denotes the standards: 5’Cy3 labeled U strand 53 bases long and a 26 base strand with an 
internally modified Cy3 dye. 
 
It is still unclear why complete nicking is not observed when the full complementary 
strand is used. The reason, though, might be related to why the double stranded abasic samples 
have such a low fraction nicked (Figure 6.10 and Figure 6.11.A). Ongoing research is being done 
to try and illuminate this issue.  
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