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This research focused on the controller design for a high precision servo mechanism. 
An XY table powered by two DC servo motors was used as a test bed for the control 
algorithms. Firstly, a new simplified lead/lag compensator design was used. The 
advantage of this design over existing ones was the ability to develop an explicit 
expression of the controller for a given phase margin. This design could be performed 
with only knowledge of the frequency response of the plant. The exact model and the 
model parameters are not required. However a major disadvantage of this type of 
controller is its inability to perform satisfactorily in high precision control 
applications, mainly due to inherent non-linearities of the plant. 
 
To improve performance, ILCs (Iterative Learning Controllers) ware used to 
compensate for the non-linearities. Previous cycle learning (PCL), current cycle 
learning (CCL) and highbred version, previous-current cycle learning (PCCL) 
mechanisms were used to update the learning process. Robustness of these controllers 
against parameter variations, uncertainties and non-linearities was studied, with 
tracking trajectory used as the controlling task. With CCL algorithm, it was possible 
to reduce the tracking error by 98% with 10 iterations. Furthermore, with the PCCL 
algorithm, an increase of convergence speed was observed; it was able to reduce the 
tracking error by 98% with only 7 iterations.  
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1.1 Overview and Past Work  
Precision servo systems have been widely used in the manufacturing industry, such as 
fiber optics, IC welding processes, polishing and grinding of fine surfaces, and 
production of miscellaneous precision machine tools. Thus there is a need to develop 
an effective control strategy to control these plants.  
 
Control system design using the frequency domain approach in general and Bode 
diagram in particular, has been used from the early stage of control engineering 
(James 1947, Toro 1960, Ogata 1990). Among compensators for linear time invariant 
systems, PID and lead/lag compensators are the most widely used compensator 
schemes in the industry.  Although these techniques were widely used to solve control 
system problems, most of the design methods involved trial and error techniques 
(James 1947, Toro 1960, Ogata 1990).  
 
Recently some attempts were made to eliminate the trial and error nature of the design 
process. Wakeland (1976) was a pioneer in proposing the one-step design for a phase 
lead compensator. Mitchell (1977) developed a similar technique to solve phase lag 
compensator design problem. Yeung et al. (1995, 2000) has developed a few chart 
based techniques to design compensators in frequency domain. 
 
On the other hand, Iterative Learning Control (ILC) has evolved from the idea of 
using time-history of previous motion by Uchyama (Uchiyama, 1978). However, the 
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first steps  to rigorous treatments of learning control were made simultaneously and 
independently by Aritomo et al. (1984), Casalino and Bartolini (1984), and Craig 
(1984). After almost two decades since Uchyama’s idea (Uchiyama, 1978), ILC has 
made a progressive advance. Most of the efforts in the literature focused on the P and 
D type of learning update law. Nowadays ILC have become one of the most active 
research areas in control theory and applications. Differing from many existing 
intelligent control methods such as fuzzy logic control or neural control, the 
effectiveness of ILC schemes are guaranteed with convergence analysis.  
 
Most of the ILC algorithms currently available adopt all or some of the following 
axioms: 
1.) Each trial ends in a fixed time of duration (T>0), 
2.) A desired output, ( )dy t is given a priori over that time with duration [0, ]t T∈ .  
3.) Repetition of initial setting is satisfied, that is, the initial state (0)kx of the 
objective system can be set the same at the beginning of the each trial: 
0(0)kx x=  for k=1,2,….. 
4.) Invariance of system dynamics is ensured throughout these repeated trials. 
5.) Each output error, ( ) ( )k k de y t y t∆ = − ,can be utilized in the construction of the 
next input 1( )ku t+ . 
6.) The system dynamics are invertible, that is, for a given desired output 
( )dy t with a piecewise continuous derivative, there is a unique input ( )du t that 
exists for the system and yield the output ( )dy t . 
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However, most of the plants in the real world do not behave as expected in the above 
axioms. Thus there is a need to develop a robust iterative learning controller for 
practical plants.  
1.2 Motivation 
None of the above methods give a solution that satisfy a given design criteria such as 
phase margin, which is a measure of the stability. In this work we have developed a 
non-trial and error technique to develop a lead/lag compensator to give the ‘most 
favorable’ performance in the time domain with respect to the given parameters 
including; rise time, overshoot and settling time. In the design of the lead 
compensator we selected one with maximum phase added system and within that one 
with the maximum bandwidth. 
 
In the lag compensator design, the design goal is not only to maximize the bandwidth, 
but also to find a solution to the additional delay contributed by the lag compensator.  
This additional delay degrades the performance of the plant. Thus, the selection of a 
time constant for the compensator has to be compatible with the time constants of the 
open loop plant. Hence these two problems have to be viewed separately. In this work, 
the above two problems are solved separately using two different techniques to 
achieve ‘most favorable’ results. 
 
In a real industrial problem, what is required in design is a simple and realizable 
solution. In a plant one of the advantage is that it is possible without difficulty to 
obtain the frequency response data. We have developed a methodology that employs 
frequency response data to design a ‘most favorable’ lag/lead compensator for a plant 
in order to achieve a given phase margin. 
 4
A major characteristic of this type of plants are the repetitive nature of its task. In 
order to use this factor and to overcome non-linearities in real plants, Iterative 
Learning Control (ILC) algorithms are a good option to explore. To handle complex 
uncertain systems that are too complicated to control using conventional mathematical 
paradigm, there have been various attempts to apply the concept of learning in the 
design of controllers. If the required task is repetitive in nature, even the simple form 
of ILC is a good alternative. This factor is further enhanced when the detailed 
knowledge about the plant is not easily available. The main idea of the learning 
control is to take advantage of the repetitive nature of the given task. At each 
execution, the ILC takes advantage of the information from previous iteration to 
update the control input of the current iteration.  
 
In order to calculate the current iteration controller output, the Previous Cycle 
Learning (PCL) algorithm utilizes the pervious iteration’s error information. On the 
other hand the Current Cycle Learning (CCL) algorithm compensates for the error by 
utilizing the current iteration error data. This makes CCL algorithm more robust in the 
presence of uncertainty in repetitive iteration domains. 
 
1.3 Organization of the Thesis  
The thesis is organized as follows. 
Chapter 1 discusses the background and past work in this field. It further shows the 
need and necessity for the current work. It also discusses on different approaches, 
which can be used to investigate and solve the control problems related to high 
precision servomechanisms. First, it discusses the possibility of using a simple lead 
compensator as a controller. Then it considers more effective methodologies such as 
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ILC in PCL and CCL mode to solve control problems of this type of plant, which will 
have some uncertainties as well as some non-linearities,. It finally shows the 
organization of the thesis. 
 
In Chapter 2, some approaches are discussed for developing lead compensators.  
Initially the traditional trial and error approach is used. Then the lead compensator 
with maximum phase at the gain crossover frequency will be discussed. 
Implementation problems place a limit on the maximum value on the contributed 
phase, These problems arise when the phase goes over 0 060 70−  thus we have 
utilized maximum bandwidth design whiles keeping maximum contributed phase at 
065 .  
 
A 3rd order system was used as a case study for each compensator namely 
conventional, deterministic maximum phase and deterministic maximum bandwidth 
compensators. Finally, a graphical method is proposed for combining the above two 
deterministic compensators. Data on simulation are also presented to compare 
performance between different types of compensators. Step response data are 
provided for comparison purposes between the compensator designs. Finally each 
compensator design was experimentally evaluated on an X-Y table based on DC 
servomotors. Tracking trajectories were used to evaluate the performance of the 
compensators. 
 
In Chapter 3, the conventional lag compensator design is discussed. An exact design 
procedure is proposed to achieve a ‘most favorable’ performance in the time domain. 
In order to find new parameters for the compensator, two graphs are used. If the plant 
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model is known these graphs can be generated using analytical methods. If it is 
unknown, some numerical techniques can be also used for this propose. Simulation 
results are also given in order to illustrate the performance improvement facts. Step 
response data are provided for comparison of conventional and deterministic most 
favorable lag compensator designs.  
 
In Chapter 4, the Iterative Learning Algorithms will be discussed to solve the high 
precision servomechanism problem. It shows the need for this type of controller, 
followed by a discussion of the experimental setup and the modeling of the plant. The 
use of ILC algorithms, namely PCL (Previous Cycle Learning), CCL (Current Cycle 
Learning) and PCCL (Previous and Current Cycle Learning) will be discussed. The 
results based on the experimental work done on a DC servo powered XY table will be 
presented. 
 
In Chapter 5, some conclusion about the work based on high precision 
servomechanism will be presented, highlighting the advantages and disadvantages of 
using different types of methodologies will be highlighted. Contributions from this 
thesis will be discussed as well as the advantages using the ILC type feed forward 
controller. 
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2 A Deterministic Technique for ‘Most Favorable 
Lead Compensator Design’ 
2.1 Introduction  
The main objectives of the design of a controller are to improve the stability of the 
plant and to improve the performance. The choice of performance specification is a 
very important factor in the controller design. However, desired performance criteria 
often conflict with stability requirements. Thus, the problem of controller synthesis is 
normally a trade-off between better performance and higher stability, hence a design 
engineer may have to select a controller with acceptable performance over one with a 
better performance. Here, a design methodology for designing a high performance 
lead compensators are proposed. 
 
Lead and lag type compensators are one of the most popular compensator networks 
for a single-input-single-output (SISO), linear, time-invariant control system. It is 
current practice today to use trial and error technique for designing this type of 
compensator. Though some techniques were developed to solve lead/lag compensator 
problems (James, 1947), (Marro 1998) (Ogata 1990), here we are proposing the 
design of a realizable deterministic lead compensator which achieves a given phase 
margin with design limitations such as and bandwidth of the system and the time 
constant. 
 
In this chapter, few approaches for developing a lead compensator will be discussed. 
First, the traditional trial and error method and second, an analytical method to realize 
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deterministic maximum phase compensator will be discussed. In this case, the phase 
angle contributed by the compensator will take a maximum value at the gain 
crossover frequency, which is the frequency at which the open loop gain of the plant 
is unity.  
 
Subsequently, another type of compensator will be discussed which we shall 
designate as maximum bandwidth compensators, since, implementation problems 
place a limit on the maximum value which can be reached on the contributed phase, 
These problems arise when the phase goes over 0 060 70−  thus we are maximizing the 
gain crossover frequency but keeping maximum contributed phase at a constant level.  
The advantage of this method is that it can achieve the same phase margin with a 
maximum bandwidth. 
 
Finally, a graphical method is proposed to find the optimum lead compensator 
combining the factors between maximum phase and maximum bandwidth designs. 
This method does not need the exact model of the plant; but requires the open loop 
frequency response data of the plant. It is an useful technique in practice because 
frequency response data can be easily obtained experimentally. Though we know it is 
better to design a lead compensator with maximum phase with respect to stability; we 
are limiting it due to realization about its limitations after reaching a maximum value. 




2.2 Conventional Compensator Design 











 where 1α >  and 0τ >    (2.1) 
The primary objective of designing the lead compensator is to finding values for the 
constants given in the Equation (2.1), namely α andτ . 
 
To use the conventional method, it is necessary to find the estimated phase 
contribution that the compensator should provide at the gain crossover frequency. 
This will be the additional phase needed for the system to reach the given phase 
margin. Due to addition of the compensator there will be gain crossover frequency 
shift, which will cause a further reduction in phase. Therefore, it is necessary to offset 
this effect. Normal practice is to allow 5 15−D D  degrees for this purpose. 
 















=         (2.3) 
0( )CleadG jω α=        (2.4) 
Here maxφ is the maximum phase contributed by the lead compensator and 0ω is the 
new gain crossover frequency corresponding to this phase. 
 
The α  needed to achieve this phase from the compensator can be found using the 
Equation (2.2). After finding the α  of the compensator, using the Equation (2.4) gain 
of the lead compensator at the new gain cross over frequency can be found. By using 
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the criteria that the gain of the plant is equivalent to the reciprocal of the compensator 
gain at the new gain crossover frequency, plant gain at the new gain crossover 
frequency can be found. Then using the bode plot of the plant (Figure 2.1) gain 
crossover frequency ( 0ω ) can be found. Finally applying this in Equation (2.3) τ  can 
be found. 
 
2.2.1 Case study 
 
For comparison as well as illustration purposes, a lead compensator is designed for 
the following plant.  







     (2.5) 
 
 
We can plot the following bode plot (Figure 2.1) using the transfer function shown in 
Equation(2.5) . Gain margin(G.M>0 and the phase margin (P.M.) is also shown in the 
graph. 
 
It is assumed that the desired phase margin of the compensated system is30D  and the 
maximum allowable phase contribution from the lead compensator is 65D ( *maxφ ) 
(α <20). This maximum phase contribution is limited due to realization limitations of 
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Figure 2.1 Bode plot for open loop system 
 
Using the conventional technique, first we have to find the estimated phase 
contribution from the compensator. This can be found by subtracting the required 
phase margin by the phase margin of the uncompensated system and then, adding an 
additional few degrees to compensate the change of phase due to gain crossover 
frequency shift. 
 
In our case study, additional requirement for phase margin from the compensator is, 
0( ) 30 10.04 5 24.96C jφ ω = − + =D D D D      (2.6) 
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Here, we assume the additional phase margin required as 5D due to frequency shift as a 
rule of thumb. For this phase to be a maximum at that gain crossover frequency it 
should be maxφ .By equation (2.2) to 29.96 and solving, we get,  
  2.46α =         (2.7) 
 
Using this value for α , we can find the corresponding 0( )CleadG jω , at the estimated 
gain crossover frequency using Equation (2.4) , 
0( ) 2.46 1.56 3.91CleadG j dBω α= = = =     (2.8) 
 
The estimated new gain crossover frequency ( 0ω ) can be found using the open loop 
bode plot of the uncompensated system (Figure 2.1). It is the frequency, which will 
correspond to the gain of 1/1.56 (-3.91 dB).  From Figure 2.1 we can find this 









    (2.9) 
 








































Bode Diagram                                                   








Figure 2.2 Bode plot of the system with conventional compensator 
 
Figure 2.2 shows the Bode plots of the plant with and without the conventionally 
designed compensator. In the magnitude plot point ‘A‘ refers to the original gain 
crossover frequency of the plant and point ‘B’ refers to the new gin crossover 
frequency due to the lead compensator. It can be seen that the phase margin has 
increased from 010 to 022.8 with the compensator and the gain margin has increased 
from 3.21dB to 6.6dB with the compensator. 
2.3 Deterministic Maximum Phase Compensator Design 
The main property of a maximum phase lead compensator is, that its phase reaches a 
maximum value at the gain crossover frequency. Although the conventional 
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compensator design methodology also used this property, here we are using a 
deterministic analytical solution. 
 
We can come to the conclusion that, to get a maximum contributed phase at a given 
gain crossover frequency, the gain contributed from the lead compensator should be 
equal to the reciprocal of the open loop gain ( PG/1 ) of the plant. Finally, in this 
class of compensators the contributed gain will be α  at the new gain crossover 








=  +  . 
 
Using the above mentioned assumptions, we can find 0ω , which is the new gain cross 
over frequency by solving the following equation mathematically.  
Desired phase margin will be, 
πωφφ +∠+= )()( 0jGPmPM      (2.11) 
 
Equations (A.11) and (A.15) combined with Equation (2.11) we get, 


















− = + ∠ + + 
  (2.12) 
 
We can find a solution for new gain crossover frequency by solving Equation(2.12). 
















=       (2.14) 
 









, when we realize the practical 
single-state lead compensator in electrical or mechanical domain the time constant 
values for denominator, numerator those values should not be diverse much due to 
practical reasons. This is to prevent excessively large component values and to limit 
the amount of undesired shift in the magnitude curve of .Clead PG G .  Due to this design 
limitations is the maximum value of α which should be less than a fixed value, that is 
normally taken as 20 (Equation (2.15)). Due to this requirement, there is a limitation 
on the contributed phase ( maxφ ) as well as the gain of the single-state lead 
compensator. Since new gain cross over frequency is dependent byα  and since there 
is a maximum to α there will be necessarily be a limit on the value which can attend 
by the new gain cross over frequency. Due to the correlation between these values and 
the new gain crossover frequency, there will be a limitation on the maximum gain 
cross over frequency for a given phase margin in this type of compensators. Thus, due 
to the limitations we have to develop a different kind of compensator for higher gain 
cross over frequencies.  We cannot use this technique to design compensators with 
α value larger than 20 (Equation(2.15)) due to practical limitations in compensator 
realization. 
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2.4 New Compensator Design with Maximum Bandwidth  
The response time of a system can be improved by increasing the bandwidth. Using 
maximum bandwidth method we can maximize the new gain crossover frequency ( 0ω ) 
keeping the limitation on the maximum phase mφ as well as α . In this design 
mythology, instead of keeping the maximum phase of the compensator at the gain 
crossover frequency to get the exact phase margin value, we keep the maximum phase 
of the compensator at a constant value ( 0max 65φ = ) and maximize the gain crossover 
frequency( 0ω ).  Since ( )CleadG s can only provide a phase angle of 065  and the 
amount of phase lead needed increases with 0ω , an upper limit on the value that mφ  
can assume implies that 0ω  cannot be too large. 
 
We can find an α  for a given value of maxφ , say 65D , this value is limited due to 
practical compensator realization. 








1 sin 651 sin
20








D    (2.15) 
 









=      (2.16) 
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From Equation(A.4), we can find the phase contribution from the compensator Cφ  at 
the new gain crossover frequency as, 
  1 max 00 2
max 0
( 1)( ) tan
1 ( )C





=  + 
    (2.18) 
      
πωωφφ +∠+= )()()( 00 jGj PCPM     (2.19) 
 
Substituting Equation (2.17) in Equation (2.18) and then replacing 0( )C jφ ω  in 
Equation (2.19) we get, 




1 ( ) ( ) 1



















Equation (2.20) gives the expected phase margin of the compensated system. Using 
the above information we can find the new gain crossover frequency ( 0ω ): then 
applying it in Equation (2.17) we can findτ . That means because α  is already fixed 
for this class of compensators as maxα  the compensator will be as follows. 
   









+     (2.21) 
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2.5 Proposed Graphical Method 
Previous methods need the exact plant model to solve the design problem. But in the 
real world it is really easy to get frequency response data for the open loop plant. This 
information can be easily extracted using a simple experiment. Thus, a graphical 
method of solving the above problem can be considered more effective when it is hard 
to find the exact model of the plant. The proposed graphical method needs only the 
frequency response data of the plant. This method was developed by combining the 
features of the above deterministic maximum phase and maximum bandwidth designs. 
 
If the open loop gain of the plant is )( ωjGP , and the gain of the compensator is 
( )CleadG jω  then the following equation should hold at the new gain crossover 









=      (2.22) 
  
We know that ( ) 1CleadG jω >  for any given frequency, thus for any proper plant 
which will act as a ‘LPF’ for 0ω > ω  where )( ωjGP <1. And we can find 
anα corresponding to new gain crossover frequency ( 0ω ) which can satisfy Equation 
(2.15) with a constraint of maxα  due to realization issues. In this range of frequencies 
where )( ωjGP <1 and maxα α<    we know that we can have the maximum phase 


























    (2.23) 
 
Thus, we have a unique )( 0ωφ jC  for any given 0( )PG jω , and )( ωjGP  < 1 for the 
range maxα α< .   And we know that α will be limited hence, 0( )PG jω will also have 
a minimum value ( 0 min( )PG jω )When we consider 0( )PG jω  values smaller than 
this 0 min( )PG jω value the above Equation (2.23) does not hold. Thus we can not use 
the maximum phase methodology.  
 
For this part of the equation we have to keep α  at maxα and use the maximum 
bandwidth technique.  
  






















 The above Equation (2.24) will be zero when; 
0
max
1( )PG jω α
=       (2.25) 
 
Hence, for the plant gains in the range 0
max
1( )PG jω α
≤ , Equation (2.24) does not 
hold and we cannot use maximum bandwidth technique described in section 2.4. Now 
we have a relationship between the open loop plant gain and designed compensator 
phase angle for the open loop plant gains in the range 0
max
11 ( )PG jω α
> >  .  This was 
done by combining Equation (2.12) using technique described in Section 2.3 and 
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Equation (2.24) using methodology described in Section 2.4 with their respective 











(1 ( ) )( ( ) 1) 1 1tan ( ) ; ( ) ( )( ) 1
1 ( ) 1 1sin ( ) ; ( )
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− −   ∀ < <  +  
=    
− ∀ < <  +   
  
(2.26) 
        
From the Equations (2.26) a and (2.26)b we can plot the following graph (Figure 2.3). 
This shows the relationship between contributed phase from the compensator at the 
gain crossover frequency and original open loop gain of the plant. 















From Equation (2.26a) From Equation (2.26b) 
 
Figure 2.3 Plot of )()( 00 ωωφ jGVs Pc  
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From the bode plot of the plant (Figure 2.1), we can find the open loop gain for a 
given frequency, then the contributed phase can be found either from the above figure 
(Figure 2.3) or using the Equation(2.26). Then we can add this phase to the Bode 
phase plot. With the above information we can plot a modified bode plot for the plant 













Phase of the system
with max compensated phase






Figure 2.4 Modified phase plot 
 
In this figure (Figure 2.4) AB plot is corresponds to the maximum phase design and 
the BC plot is corresponds to the maximum bandwidth design. The required phase 
margin can be achieved by 2 points according to the graph. These 2 points 
corresponds to the maximum phase design and for the maximum bandwidth design. It 
has been observed by selection of a higher gain cross over frequency will give a better 
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design. Thus its obvious to select point E. Maximum phase design will fail after point 
C due to the limitation of mφ . Then, the maximum new gain crossover frequency ( 0ω ), 
which satisfies the given phase margin can be found by modified phase diagram plot 
(Figure 2.4). However if in Figure 2.4  the required phase margin line is higher than 
point ‘B’ single-state lead compensator will fail to give exact phase margin. In this 
case we have to consider cascading technique.   
 
After finding new_0ω  we can complete the design. However, there are 2 scenarios to 
consider  
a) When the gain of the plant is in the following range 
0_
max
11 ( )P newG jω
α
> ≥  
     b) When the gain of the plant is in the following range 
  0_
maxmax
1 1( )P newG jω αα
> >  
 
a) In the case of 0_
max
11 ( )P newG jω
α






α =       (2.27) 
 








τ =       (2.28) 
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and the desired optimum compensator is given by 









      (2.29) 
 
 
b) In the case of 0_
maxmax
1 1( )P newG jω αα
> >  
In this type of compensators, α will be limited due to design limitations and we use 
maximum α  which is maxα . We have to follow the following procedure to design the 
compensator. 
 
First, we can find the new gain crossover frequency ( new_0ω ) corresponding to the 
given phase margin from the modified phase bode plot (Figure 2.4).  From that new 
gain crossover frequency, we can find the corresponding 0_( )P newG jω  using the open 
loop gain plot of the plant. 


















    (2.30) 
 
 
The desired optimum compensator is given by, 









      (2.31) 
Using this methodology, we can design a lead compensator, for a given phase margin, 
if open loop bode plot of the plant is known. 
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2.6 Case Study for the Graphical Method 
For comparison purposes of our lead compensator design technique with the 
conventional technique, an arbitrary 3rd order plant was selected. Assume that the 
transfer function of the plant is ( ) 3 27500082.48 1386 5742H s s s s= + + + , the desired phase 
margin is 30D and the maximum allowable phase contribution from the lead 
compensator is 65D ( *maxφ ).  
 
Then we can plot the following bode plot (Figure 2.5). Here point ’A’ represent the 
gain crossover frequency of the plant and ‘B’ represents the new gain over frequency 



















Bode Diagram                                                 
Gm = 8.46 dB (at 76.2 rad/sec), Pm = 30 deg (at 44.4 rad/sec)


















Figure 2.5 Bode plot of the system with deterministic max. phase compensator 
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Using bode magnitude diagram information (Figure 2.1) we can find available gain 
values for our proposed lead compensator for all frequencies (>31.1 red/sec). This is 
the original gain crossover frequency of the open loop plant Using these values we 
have calculated ))(( max
*
maxmax ααφφ <≤ and for each assumed new gain crossover 
frequencies ( new_0ω ). 
 
From the modified bode phase diagram (Figure 2.4) we can find the two points 
corresponding to the required phase margin value. From these two points, one point 
corresponds to the maximum bandwidth design and the other point corresponds to the 
maximum phase design.  
 
From these two points, the point corresponding to the lower frequency is the point 
associated with the deterministic maximum phase design. Thus, we can find the 
desired new gain crossover frequency ( new_0ω ) for this design which is 44.4 
radians/sec. After finding the new gain crossover frequency, the gain corresponding to 
that frequency can be found using Figure 2.1 as 0.4717 (-6.5267 dB). Then, using the 




α = =       (2.32) 
 










= = =     (2.33) 
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From this value the following lead compensator was proposed which will be 
analogous to the deterministic maximum phase design. From Figure 2.5, it can be 
seen that the phase margin of the modified plant is exactly equal to30D . 







     (2.34) 
 
 
Obviously the point corresponding to the higher frequency is the point associated with 
the maximum bandwidth design. Thus, we can find the desired new gain crossover 
frequency ( new_0ω ) which is 71.83 red/sec from Figure 2.4, and further more at this 
frequency, maxαα = . Then we can find gain of the plant which corresponds to this 
frequency from Figure 2.5, which will be 0.1502 (-16.5dB). Applying it in the 




1 1 0.1502 0.0049





   (2.35) 
 
 
From this value, the following lead compensator was proposed which will be 
analogous to the maximum bandwidth design. 
 







      (2.36) 
 
Figure 2.6 shows the bode plot shift of the plant due to addition of the maximum 
bandwidth compensator. Points ‘A’ and ‘B’ are the gain crossover frequency of the 

































Bode Diagram                                                   








Figure 2.6 Bode plot of the system with deterministic max. bandwidth compensator 
 
2.7 Simulation Results 
The above systems were simulated in the MATLAB©™ environment for comparison 
purposes between systems namely,  a) Plant without any compensator, 
     b) Plant with traditionally designed compensator, 
     c) Plant with maximum bandwidth compensator 
Following results were obtained from the simulations. 
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Figure 2.7 Normalized open loop step response of lead compensators 
 
Figure 2.7 shows the open loop step responses of the plant with above mentioned 
compensators. From this we can say that due to the higher bandwidth of the maximum 
bandwidth compensator it has a faster rise time compared to other systems. 
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Figure 2.8 Close loop step response 
 
From the closed loop step response of the plant with different compensators, we can 
say that due to the higher bandwidth of the maximum bandwidth compensator it has a 




























Figure 2.9 Bode diagram of the plant with compensators 
 
From the above bode diagram information, we can find the actual phase and gain 
margin values for above 3 systems. For the system with ‘most favorable’ compensator 
which refers to the maximum bandwidth compensator we got a gain margin of 8.83dB 
at 122.7 radians/sec. and a Phase margin of 30D  which is exactly the desired phase 
margin, occurring at a frequency of 71 radians/sec. On the other hand with the 
compensator designed using the conventional method, the gain margin was 6.8 dB at 































Figure 2.10 Bode diagram comparison of different compensators 
From Figure 2.10,we can see the comparison between the bode plots of traditionally 
designed compensator and the ‘most favorable compensator’.  From this we can 
confirm that the design limitation of the maximum compensated phase ( 65D ) is 
achieved in our design. 
 
2.8 Experimental Results 
 A series of experimental work was done on a X-Y table powered by two DC 
servomotors, one for each axis. The relationship between the linear motion of the X-Y 
table along each axis and the motor input current can be approximated by the 






      (2.37) 
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Although it is not required to obtain the exact model parameters in this technique, in 
order to analyze the bandwidth and to design the lead compensator for a higher gain 
crossover frequency, phase and gain data are needed.  It is not practical to scan the 
plant using all sets of frequencies due to the non-linearities present in the plant. In 
order to overcome this, a clear set of frequencies were used to characterize the plant. 
First a fundamental frequency was selected by considering the travel distance of the 
Axis. Then a set of frequencies which are multiple of the fundamental frequency was 
used as the input of the plant for a finite time interval. After recording the output from 
the plant, using FFT (Fast Fourier Technique) the complex gain (frequency dependent) 
of the plant was determined for the given set of frequencies. After determining the 
gains for the set of frequencies, The plant was assumed as a 2nd order model. Then the 
calculated data set was applied on this 2nd order plant model (Equation (2.37)) using 
LSE technique finally coefficients ‘a’ and ‘b’ can be estimated. After an extensive set 
of experiments the plant model was approximated as follows for the X and Y axes 

















      (2.39) 
 
Using this transfer function of the plant, we can design a set of compensators with a 
required phase margin of 60D . First if we consider the traditional design, then the 
required phase from the compensator 0( )C jφ ω will be as follows analogous to 
Equation (2.6) ; 
0( ) 60 51.7 5 13.3C jφ ω = − + =D D D D     (2.40) 
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After deciding on the estimated phase contribution from the compensator we can find 
α  from Equation (2.2) taking into account that at the gain crossover frequency the 








      (2.41) 
 
Then, the gain of the plant at the new gain crossover frequency can be found using the 
Equation (2.4) and through that, the new gain cross over frequency can be found using 































Figure 2.11 Bode diagram for X-axis  
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Figure 2.11 shows the bode diagram for each compensated system with the 
uncompensated open loop plant. 
Gain was 0.445 and the new gain cross over frequency is 3.80 radians/sec respectively. 
Then the τ  can be calculated as follows using the Equation(2.3); 
 
  0.445 0.117
3.803
τ = =       (2.42) 
 
 
Finally the conventional compensator can be expressed as 
 







      (2.43) 
 
Similarly deterministic maximum phase compensator can be designed as  
 







      (2.44) 
 
Maximum bandwidth compensator will be; 
 
 







      (2.45) 
 
 
A step response simulation was carried out in order to access its performance in the 
time domain. This study had to be carried out in the simulation since a limitation on 
the ball screw length exists in our experimental setup. Thus, it was not practical to 
perform a step response test experimentally on our test bed. This simulation also 
confirms that the maximum bandwidth compensator has a higher performance 
compared with the other two compensators namely, conventionally designed 
compensator and the maximum phase compensator.   
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However, on the other hand, it is feasible to carry out a trajectory tracking experiment 
on our experimental setup. We used a specialized trajectory in order to keep within 
our hardware limitations of the test bed. (Appendix B). Further more some 
simulations were also done on the system in order to compare with the experimental 
results, and to verify the system. Obviously this tracking simulation also provides 
evidence of the performance enhancement of the new proposed maximum bandwidth 
compensator. 








































Figure 2.13 Simulation results of the tracking error X-axis 
 
























Figure 2.14 Experimental results of tracking error x-axis 
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Figure 2-13 and Figure 2-14 shows comparison tracking error results for deferent 
compensators obtained by simulation and experimentally. It shows the similar trend in 
tracking error. However magnitude scales have deferent values. One of the reasons for 
this phenomenon could be the change in the dynamic friction coefficients in both 
directions. 
 
Experimental results for the tracking error for Y axis is also shows a similar trend. By 
comparing both the simulation and experimental results, it shows that implementation 
of the lead compensator contributed towards the reduction of tracking error. Although 
the order of the resultant tracking error is comparable, it can be seen the error pattern 
is not comparable.  
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3 A Deterministic Technique for ‘Most Favourable 
Lag Compensator Design’ 
3.1 Introduction  
 
 In some compensator design problems it may not be possible to design a lead 
compensator to satisfy a specified performance criterion. This could be due to 
characteristics of the plant such as higher gain or very low phase margin. In such 
conditions it may be desirable to design a lag compensator instead of a lead 
compensator. By adding a lag compensator it will introduce an additional lag, but due 
to the frequency shift of the gain crossover frequency it is possible to achieve a higher 
phase margin at the expense of the reduced bandwidth of the system. 
 
In this chapter we will discuss a few approaches for developing a lag compensator. 
First, the conventional trial and error method will be discussed. Second, an analytical 
method to realize the lag compensator will be discussed. 
 
3.2 Conventional Lag Compensator Design 
We can define a lag compensator as: 
  1( ) 1 0
1Clag






  (3.1) 
 
 
Then the primary objective of designing the lag compensator converges to finding 
values for the constants given in the Equation(3.1), namely β andτ . 
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Using the conventional method, first we estimate a new gain crossover frequency 
( 0ω ), which will have the required phase margin using the phase diagram of the 
uncompensated system. It is understood that the introduction of a lag compensator 
will reduce the system phase margin. Thus, there is a necessity to compensate for this 
reduction of phase. Hence, the required phase margin should be few more degrees 
( 5 12−D D ) higher than the specified phase margin to compensate for the phase 
contribution from the lag compensator.  
 
Then the corner frequency of the lag compensator can be estimated with reference to 
the new gain crossover frequency ( 0ω ) using the criteria that it should be much 
smaller than the new gain crossover frequency ( 0ω ). We can normally use this corner 
frequency to be 10 times smaller than the new gain crossover frequency ( 0ω ) as a rule 
of thumb.  




τ =         (3.2) 
where 0ω is the new gain crossover frequency. 
Further more we know that at the gain crossover frequency, 





1 ( )( )
1 ( )Clag














≈ =      (3.5) 
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3.2.1 Case Study 
 
For the comparison purposes as well as illustration purposes we have selected the 
following plant to design the compensator.  
 
( ) 3 27500082.48 1386 5742G s s s s= + + +       (3.6) 
The desired phase margin of the compensated system is assumed to be 30D . We can 












Bode Diagram                                                 






















Figure 3.1 Bode plot for open loop plant 
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In our case study, the required phase of the plant at the new gain crossover frequency 
can be estimated by the addition of a few degrees to the required phase margin. Here, 
we assume that the additional phase margin required is 10D , due to the phase 
contribution from the lag compensator. Then the required phase from the compensator 
will be, 
  0( ) (30 10 ) 180 140PG jω∠ = + − = −
D D D D     (3.7) 
 
 
From the bode plot shown in Figure 3.1 we can find the estimated new gain crossover 
frequency ( 0ω ). In this case study, 0ω =18.7 rad s
-1. Furthermore, it can be found that 





τ = =0.535        (3.8) 
From Equation(3.5) 
 
48.2)( 0 == ωβ jGP        (3.9) 









Figure 3.2 shows the bode plot of the lag compensator. From that we can see that the 
maximum phase lag is 025 . After designing the lag compensator we can plot the bode 
plot of the open loop system with the compensator (Figure 3.3). Here we will get a 
phase margin of 36D  at 18.7rad/sec, compared to 10D  at 31rad/sec of the 
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uncompensated system. Furthermore we know that it is virtually impossible to design 
a lag compensator with the exact design criteria using this type of technique unless we 
go through the design cycle iteratively.  This is due to the unpredictability of the gain 
































































Gm = 10.523 dB (at 36.041 rad/sec),  Pm = 36.418 deg (at 18.755 rad/sec)
Without Compensator
With conventanol lag compensator








Figure 3.3 Bode plot comparison of the plant 
 
3.3 Deterministic Lag Compensator Design 
A lag compensator could be designed for the given phase margin using the frequency 
response data of the plant. In this methodology, we make use of the phase and gain 
values of the plant for the given frequency range. We can find unique values for 
β andτ for each given new gain crossover frequency ( 0ω ) of the plant which satisfies 
the given phase margin.  
 




1 ( ) 1( ) 1










  (3.10) 




















=   1)( 0 >> ωβ jGP  (3.11) 

















=jc      (3.12) 





















=  (3.13) 
Applying the phase margin relationship, 
πωωφφ +∠+= )()( 00 jGj PcPM  
πωφωφ −∠−= )()( 00 jGj PPMc  
 Substituting into Equation (3.13), we will yield  
























=−∠− ])(tan[ 0 πωφ jGPPM C 
Then using the Equation (3.14) 
    
2 2 2 2 2 2 2
0 0 0 0( ( ) 1) 2 ( ) ( )( ( ) 1 ) 0P P P PG j C C G j G j G j Cω β ω β ω ω− + − − − =  (3.15) 
 
Using this equation β  (>1) can be found for a given frequency range of 0ω if the 
frequency response of the plant is known. Then τ can be found by applying this result 
in Equation(3.11).  
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3.3.1 Case Study 
 
For comparison purposes we used the same plant as above for this deterministic 
design. Using the plant information and above Equations (3.15) and (3.11), we can 
plot following graphs (Figure 3.4, Figure 3.5) for andβ τ respectively. The 
valid frequency range for β  >1 can be found using Equation (3.15). β  should be 
grater then unity for a lag compensator.  
 
 
Figure 3.4  Plot of β Vs frequency ( 0ω ) 















Figure 3.5  Plot of τ Vs frequency ( 0ω ) 
 
 We know by selecting a higher gain crossover frequency yields a higher bandwidth 
and thus a fast response time. Hereτ should take a higher value in order to have a 
higher gain crossover frequency (Figure 3.5) on the other hand by having a higher 
value for τ  will impose a delay in the plant. There are several time constants in the 
system however τ  contributed by the compensator as seen in Figure 3.5 increases 
with increase of crossover frequency. Thus the increase in gain cross over frequency 
will cause a delay in response time. Due to these reasons it is advisable to select a 
time constant (τ ) which is in the same order of the largest time constant of the system. 
In this case we have selected τ  as 0.535 because the largest time constant of the 
system is 0.1569, and to comparable with the conventional design. Then 0ω  will 

















































































Gm = 8.9037 dB (at 36.217 rad/sec),  Pm = 30.0 deg (at 21.115 rad/sec)
Without Compensator
With deterministric lag Compensator










Figure 3.7 Phase and gain margin with deterministic lag compensator 
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The above graphs (Figure 3.7) show that by using the deterministic lag compensator 
design technique we can design a lag compensator, which yields an exact required 
phase margin. In the Figure 3.7 Pont ’A’ represents the original gain crossover piont 
of the plant and ‘B’ shows the new gain cross over frequency shift and it can be seen 
due to this shift the improvement in the phase margin. The following simulations were 
done in order to compare the time domain responses for the above compensators.  
 
From the open loop step response data for the plant with the compensator (Figure 3.8) 
we can assume that by gaining a high bandwidth for the gain crossover frequency for 
the exact design, the rise time as well as the settling time was reduced and thus 
improved the performance.  
















Exact design w ith high BW
 
Figure 3.8 Open loop step response of the plant with deferent compensators 
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However, conventional design example has a higher phase margin and hence it has a 
lover overshoot for the closed system response (Figure 3.9), system with the exact 
design has a fast rise time due to higher bandwidth.  But has a low settling time and 
high overshoot due to lower phase margin. In this example due to low roll-off rate in 


















Exact design w ith high BW
 
Figure 3.9 Close loop step response of the plant  
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4 Design and Realization of Iterative Learning 
Control for High Precision Servomechanism 
4.1 Introduction  
Precision servo has been widely applied in the precision manufacturing industry, such 
as wafer processing, IC welding process, polishing process of airplane parts, the 
production of miscellaneous precision machine tools, etc. The key feature of these 
processes can be characterized by 1) the high precision specification, 2) the repeated 
tasks, and 3) finite time interval for each operation cycle. 
 
Many existing servo control methods are dominated by feedback techniques and 
perfect tracking will be hard to achieve within a rather short operation cycle.  
Moreover, the same tracking performance will be observed no matter how many times 
the servo task repeats.  On the other hand, the repetition of a dynamic process would 
provide the extra information from past control input and tracking error profiles.  If a 
servomechanism is capable of actively using the extra information from the past 
control operations, a better tracking performance could be expected (Bian 1998). 
 
Iterative learning control (ILC) method, which employs memory components to store 
and use the past control signals to update the control action of the present operation 
cycle, provides a new paradigm to solve the high precision servo problems under a 
repeatable control environment. .(Kawamura 1987, Kue 1992, Longman 1998, Moore 
1998, Norrlof 2001, Phan 1996, Ortega 1970, Saab 1995) When a model based servo 
control is designed to pursue a high precision tracking performance, the modeling 
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actually becomes the bottleneck.  Instead of trying to model various imperfect factors 
in a servo system, which is almost impossible due to the existence of non-linearity 
and uncertainties, an ILC servomechanism directly “learns” the necessary control 
action via repetition.  This is considered as one of the typical advantages of intelligent 
control methods: requiring less a prior knowledge about the process model, and 
achieving a progressive improvement through a well-designed learning mechanism. 
 
In this work a XY table driven by two DC servomotors is considered.  In general a 
DC motor is modeled by a second order transfer function and this model can work 
reasonably well if the control task requires a moderate tracking precision.  In practice 
there are many factors which are extremely difficult to include in such a model such 
as: the dead-zone, the viscous and static frictions in mechanical contacts such as the 
ball screw, the light coupling between the two axes, the eccentricity in bearing, the 
elasticity in torque transmission device, torque ripples from the power amplifier, 
neglected dynamics such as sensor dynamics, electrical drive dynamics, and motor 
electrical dynamics, etc.  These imperfect factors, though tiny, will hinder any attempt 
to further improve the servo precision, and become predominant when high precision 
tracking is required.  In such circumstances, ILC provides a unique alternative method 
to capture the inherently repeated operation wise invariant components in the control 
signals, and thereby to revise the control input accordingly.  On the other hand, non-
repeatable components could be easily rejected by incorporating appropriate band 
pass filters. 
 
By virtue of the learnability of ILC, the second order DC motor model, used as the 
nominal part, will be adequate for ILC servo design.  The imperfect modeling factors, 
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which do not affect the system convergence but the perfection of tracking, will be 
“learned” and “rejected” through iterative learning.  In the ILC literature, the main 
attention has been on the convergence analysis in the iteration domain.  Our first 
objective of this work is to design a most favorable ILC servo based on the nominal 
model.  The first step is to model the servo, which is done by means of Least Square 
Estimation in frequency domain.  The second step is to choose appropriate 
performance indices.  Considering the importance of the robustness in 
servomechanism; the first index is the maximization of the frequency range over 
which the ILC algorithm is able to generate convergence.  Owing to the nature of 
digital control, the maximum frequency present in the system is the half of the 
Nyquist frequency.  Another performance index, from the practical point of view, is 
chosen to be the learning convergence speed in the iteration domain.  Based on the 
most favorable criteria, the third step is to search for the most favorable control 
parameters.  Since both criteria are highly nonlinear in the parametric space, it is not 
possible to solve the optimization problem in the closed form.  In such circumstances, 
numerical methods and evolutionary computation methods can be used. 
 
With the design constrains of limitation of the armature current of the motor, limited 
span of X-Y table, speed limits of the motor and sampling time of the system, in order 
to minimize the tracking error we design which is one of the best realizable design in 
this context. The “most favoutrable” term is used to identify parameters most 
favorable for the best realizable controller in this context. 
 
Our second objective of this work is to present, analyze and apply three most 
fundamental and representative ILC algorithms to the high precision control of DC 
 53
servomechanism.  Since the servo nominal model is simply a second order model, it is 
natural to choose a PD type control scheme.  Without any further detailed knowledge 
of the model, it would be hard to design a complex or nonlinear controller.  Again as 
we indicated, it is extremely difficult to model various imperfect factors and it would 
be a much easier job if we can let the servomechanism automatically “learn” to 
compensate or reject the effect of those factors when the task repeats, which is the 
ultimate goal of integrating the servomechanism with ILC in this work.  In order to 
conduct a fair comparison, all three learning algorithms are equally optimized in the 
same parametric space, based on the proposed two most favorable criteria. 
 
A sampled-data learning mechanism updated with the previous cycle tracking error 
(Previous Cycle Learning PCL) is first studied.  This ILC algorithm, like the majority 
of ILC algorithms, works in an open-loop fashion.  The computed most favorable 
design shows that PCL has a very slow convergence speed.  This, together with the 
open-loop nature, indicates that PCL is not suitable for high precision servo control.  
In fact, PCL presents an experimentally divergent behavior, due to its sensitivity to 
the imperfect factors. 
 
To overcome this shortcoming of PCL, a sampled-data learning mechanism updated 
with the current cycle tracking error (Current Cycle Learning or CCL) is considered.  
The closed-loop nature of CCL enhances the robustness of the servomechanism 
against imperfect factors.  Using the same most favorable design, CCL shows a much 
faster convergence speed than that of PCL.  The experimental result verifies that, in 
spite of the imperfect factors, CCL can effectively reduce the tracking error by 98% 
within 10 iterations. 
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The integration of both PCL and CCL (PCCL) provides more degrees of freedom in 
the parametric space and thus it renders the possibility for better tracking 
performance.  The computed most favorable design shows that PCCL can further 
improve the convergence speed by 10%-20%, and the experimental result verifies that 
PCCL can effectively reduce the tracking error by more than 98% within 7 iterations. 
 
Finally, we considered the robust most favorable ILC design problem where the servo 
nominal model itself may undergo certain parametric variations.  Such parametric 
variations are observed in the experiments when the amplitude scales of servo input 
signals vary with respect to different target trajectories.  This implies that there may 
exist an unmodeled factor in the servomechanism input.  The robust most favorable 
design method is employed in PCCL algorithm by taking the servo parametric 
variations into account, and its effectiveness is verified via the experimental results. 
 
The chapter is organized as follows.  Section 4.2 describes the model of the DC 
servomechanism that drives the X-Y table, and the design consideration of the most 
favorable ILC.  Sections 4.3, 4.4 and 4.5 details the most favorable designs of the 
PCL, CCL and PCCL algorithms respectively, and present experimental results for 
comparison.  In section 4.6, the robust most favorable design for PCCL is addressed 




4.2  Modeling and Most Favorable Indices 
4.2.1 Experimental Setup and Modeling 
 
The hardware layout of the X-Y table is shown in Figure 4.4 In each axis, there is a 
brush type SEM ’s MT22G2-10 DC servomotor driving the X-Y table through a ball 
screw.  The motor has the maximum speed of 5000 rpm and the peak stall torque of 
4Nm.  An optical sensor attached to the motor measures the position with 4000 pulses 
per revolution.  A pulse-width-modulation (PWM) power amplifier, which can 
produce up to 7A continuous current, is used in the current mode to drive the DC 
motor.  The controller used for algorithm execution is designed in the 
MATLAB®/Simulink® environment while the compiled program is sent to the TMS 
320 DSP chip (in dSPACE® card) for data acquisition and real time control.  The 





X axis Ball screw
Y axis DC Servo motor




Figure 4.1 Block diagram of the system 
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By ignoring the motor electrical dynamics, the relation between the linear motion of 
the X-Y table along each axis and the motor input current can be approximated as a 
second order nominal model 
( ) 2aG s bs s= +   (4.1) 
 
The two lumped parameters, a and b, in general depend on various system parameters 
such as the motor torque coefficient, the load and motor rotor inertia, viscous 
coefficient, ball screw pitch, and the gear ratio of the belt coupling.  These system 
parameters are either difficult to find or deviates from their rated values.  Thus the 
first step in the control design is to estimate the two parameters, a and b, in the 
frequency domain with the help of Least Square Estimation and FFT techniques.  

















      (4.3) 
 
For simplicity in the remaining part of the chapter we use G to represent either xG  or 
yG . 
4.2.2 Objective Functions for Sampled-Date ILC Servomechanism 
 
Consider a typical control task for the X-Y table: drawing a circle in a specified time 
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the desired trajectory in X−axis
the desired trajectory in Y−axis
 
 
Figure 4.2  The target trajectory 
 
In terms of the nominal model(4.2), (4.3) and the discretization G (z), it is appropriate 
to choose a PD type digital controller of the form 
 
( 1)( ) [1 ]pd
s
T zG z K
T z
−
= +      (4.5) 
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where K ,T  and 0.002sT = sec are proportional gain, derivative gain and sampling 
period respectively.  In order to guarantee a smooth and unsaturated control, and 
taking into consideration the hardware limits especially the upper and lower current 
limits [- 0 .5, 0 .5] (Ampere) of the servomotor, the ranges of PD gains are confined to 
K ∈ [0,50] and T ∈  [0,5] seconds in this work to prevent the saturation in the servo 
motor and the servo amplifier. This values ware based on the calibration experiments 
on the real system.  Experiments show that the minimum close loop tracking error can 
be achieved using nominal PD type controller is about 33 10−×  meters (Figure 4.3).  
Here, our control objective is to further reduce the tracking error to the order of 410−  
or even less through learning.  
 




















Figure 4.3  Tracking error x axis 
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Let the control process repeat over the finite time interval [0, 5](s).  A typical ILC can 
be written as 
1 1( ) ( ) ( ( ), ( ), )i i i iU z U z f E z E z p+ += +     (4.6) 
where the subscript i denotes the iteration number, f (·,·,·) is a smooth function of the 
arguments, p denotes all the controller parameters, ( )iE z  is the Z-transform of the 
tracking error ( )ie k  of either X-axis ( ) ( )r ix k x k−  or Y-axis ( ) ( )r iy k y k− , and k is 
the sampled instances. 
 


















= ∈ = < ∀ ≤ =
 (4.7) 
where P is the admissible parametric space of the controller.  This objective function 
is to maximize the frequency range in which the ILC convergence is guaranteed.  In a 
sense, this is equivalent to maximizing the ILC robustness.  Considering the fact that 
the servomechanism is working with a sampling frequency of 500 Hz, we need only 
consider frequencies 0ω  up to 250 Hz, which is half the Nyquist frequency.  This 
leads to a possibility, that there may exist a non-empty subspace sP P⊂  such 
that 0, 250sp P Hzω∀ ∈ = .  We can further exploit the optimality of ILC in the reduced 
parametric space sP .  The second objective function considered in this work is the 
learning convergence speed 
min ( ) 250 j TsJ z and z e
p P
ωρ ω= ∀ ≤ =
∈
   (4.8) 
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4.3 PCL Design 
PCL works on the basis of the previous cycle information, including both previous 
cycle error and controller input stored in the memory.  All information in the thi  
iteration may be utilized in the control of the ( 1)thi +  iteration.  A simple sampled-data 
ILC with previous cycle learning algorithm is constructed as 
( ) ( ) ( ) ( )1i i c iU z U z G z zE z+ = +      (4.9) 
where cG  is an appropriate compensator or filter.  The extra z operating on ( )iE z  
denotes a left shift of the error signal, or a one-step ahead-shift.  The purpose is to 
compensate the delay incurred by the sampling mechanism.  The diagram of sampled-
data ILC algorithm is shown in Figure 4.4. 
 
y i (t) 
ith iteration
- 
+ e i (t) 





y i +1 (t) 
i+1th iteration
- 






u i +1 
z
ei(k+1)







Figure 4.4  The block-diagram of the sampled-data PCL 
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Consider the Y-axis (all results hold equally for X-axis) 
( ) ( ) ( ) ( )i r iE z Y z G z U z= −      (4.10) 
 
Here G(z) represents the plant. The tracking error at ( 1)thi +  iteration can be 
represented as 
1 1( ) ( )i r iE z Y z Y+ += −  
( ) ( ) ( ) ( ) ( )r i c iY z G z U z G z zE z= − +    
( ) ( ) ( )1 c izG z G z E z= −       (4.11) 
which leads to the convergence condition of PCL 
( ) ( ) ( )1 1czG z G z zρ− = <   z∀   (4.12) 
 
Based on the second order model G(z), we choose the compensator ( )cG z in the form 
of a discretized PD controller, 








= +  
     (4.13) 
 
Where pK  is the proportional gain and pT  is the derivative gain.  Note that most ILC 
algorithms require a relative degree of 0 (Xu 2003), whereas the plant model (4.1) has 
a relative degree of 2.  It is desirable to have a second order derivative signal, namely 
the acceleration information.  However, the servomechanism only provides the 
position sensor. Thus to get second order derivative signal we have to repeat 
numerical difference twice. Due to this reason the measurement noise will be 
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amplified by reciprocal of the sample time’s square ( 2 52.5 10 !sT
−
= × ). Thus as the 
trade-off, a PD type compensator is the most appropriate in such a circumstance. 
 
The parametric space is P =[0,50]×[0,5].  Substituting ( )cG z  into (4.12) yields the 
PCL convergence condition 
( 1)














ρ −= − + <   (4.14) 
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p p
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    (4.15) 
 
Through computation, it is found that there exists a non-empty subset sP P∈  such 
that the first objective function defined in Equation (4.15) can reach its maximum at 























= − + ∀ ≤
∈  
(4.16) 































  (4.17) 
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Remark. ILC design, like other model based controller designs, is in an off-line design 
algorithm.  Therefore, computation time in searching most favorable controller 
parameters will not be a concern in this work.  Once the criteria are given, we can 
always come up with a satisfactory solution by using either numerical computation or 
revolutionary computation methods.  In this work, we use Genetic Algorithm to 
search for the most favorable solution. The initial population of candidate solution 
was selected randomly but taking in to consideration on the limitation factors of 
parameters. Population size is chosen to be 300 and the generation size is chosen to be 
3000.   










Figure 4.5  The convergence speeds of PCL algorithm in frequency domain 
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The convergence speeds of PCL in frequency domain are shown in Figure 4.5. It can 
be seen that, in both X and Y-axis, the most favorable convergence speed PCLJ  is 
close to 1 between any two consecutive iterations.  It implies that the PCL 
convergence will be very slow.  Moreover, the learning convergence condition may 
be easily violated, as any modeling uncertainties may alter the system transfer 
function at certain frequency band. 
 
Experimental results are shown in Figure 4.6, where the horizontal axis is the iteration 










It shows that the tracking error does not converge in the iteration domain, though the 
theoretical calculation based on the nominal model indicates a convergent behavior.  
In this work throughout all experiments a Butterworth filter with 20 Hz center 

















The convergence of the tracking error in X−axis











The convergence of the tracking error in Y−axis
 
Figure 4.6  The maximum tracking errors with sampled-data PCL algorithm 
 
4.4 CCL Design 
The block-diagram of CCL is shown in Figure 4.7.  Compared with the PCL 
configuration in Figure 4.4, the fundamental difference is the incorporation of the 
current cycle feedback loop.  The first advantage we can expect is the enhancement of 
the system robustness property in time domain.  In the following we will show that 
CCL algorithms also speed up in iteration domain. 
The CCL is constructed as follows 
































Figure 4.7  The block-diagram of CCL learning algorithm 
 
where cG  is the CCL controller in Z-domain, and 1 1( ) ( ) ( ) ( )i r iE z Y z G z U z+ += − .  In 
terms of the second order nominal model, a PD controller ( )cG z  
 
( 1)( ) [1 ]cc c
s
T zG z K
T z
−
= +      (4.19) 
is chosen with cK  and cT  the proportional and derivative gains respectively. 
 
The CCL convergence condition can be easily derived as follows 
1 1( ) ( ) ( )i r iE Y z G z U z+ += −  
1( ) ( ) ( ) ( ) ( ) ( )r i c iY z G z U z G z G z E z+= − −  
1[1 ( ) ( )] ( ) ( )c i iG z G z E z E z+=> + =     (4.20) 
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Thus ( )ie k  converges in iteration domain if 
1( ) 1( ) 1





E z G z G z
ρ += = <
+
  z∀  (4.21) 
From the frequency domain viewpoint, the CCL controller will track the desired 
trajectory if 
1 1




 0ω ω∀ ≤    (4.22) 
and if the desired system has a bandwidth less than 0ω  when iteration number 
approaches the infinity. In other words it can say that the tracking trajectory will 
converged to the desired trajectory with the above condition (Equation (4.22)). 
Analogous to PCL analysis and design, it will be adequate if we can design the PD 
gains to make the maximum 0ω =250Hz.  Consequently the first optimization design 
is given as follows. 
1 0 0
1max . 1






cc c j T
s
J s t











The existence of an analytic solution in Equation(4.23) is in general very difficult to 
be verified.  The search for the feasible solutions of Equation(4.23), thus, is again 
conducted numerically.  From the computation, it can be shown that there exists a 
large subset sP P⊂  such that 0ω =250Hz.  Analogous to the design of PCL, we now 
seek the learning control gains optimizing the convergence speed in iteration domain.  
The objective is now to find the suitable ( cK , cT ) so that a faster convergence speed 
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can be achieved while retaining the convergence within the frequency range of 
250Hz.  The objective function can be represented as 
 
min 1. . 250




C C s C
C sj T
S
J s t Hz









+ +  
 (4.24) 
 

















































Figure 4.8  The convergence speeds of CCL algorithm in frequency domain 
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The convergence of CCL in X−axis









The convergence of CCL in Y−axis
 
Figure 4.9 The maximum tracking errors with sampled-data CCL algorithm 
 
 
These values are optimized for the full frequency range and the due to the reason of 
the complexity of the equations these ware solved using numerical techniques. Due to 
this reasons in the final answer will not be a function of frequency.  The thesis has 
updated accordingly. The convergence speeds of CCL in frequency domain are shown 
in Figure 4.8 and the convergence of the tracking errors in X-axis and Y-axis is shown 
in Figure 4.9. 
 
It turns out that the best solution is when the PD gains take the maximum values in 
P .  As far as the precision servomechanism is concerned, a high gain feedback also 
improves the learning performance in iteration domain.  Note that the tracking error at 
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the first iteration is the result of PD control.  The tracking error has been successfully 
reduced by about 98% to the scale of 55 10−× after ten times of iteration.  The question 
is, whether we can we use higher gain feedback alone to obtain the same level of 
tracking error  In fact, in the experiments we found that, by increasing the PD gains to 
fourteen times of the *cK  and 
*
cT , that is, cK =7000 and cT =700, the tracking error can 
be reduced to about 42 10−× .  However, further increase in control gains in order to 
reduce the tracking error is restricted because the servo becomes oscillatory due to the 
limited sample frequency. It is obvious that it is not practical to use such high 
feedback gains due to the reason where servomechanism becomes very easy to 
saturate.  One promising advantage of ILC based servomechanism, as clearly 
demonstrated here, is the ability to generate high precision control only using low 
gain feedback. 
 
4.5 PCCL Design 
 
PCCL algorithm combines both sampled-data PCL and CCL aiming at a better 
tracking performance.  The diagram of PCCL is shown in Figure 4.10. 
 
The learning control law can be written as 
( ) ( ) ( ) ( ) ( ) ( )1 1i i c i c iU z U z G z E z G z zE z+ += + +    (4.26) 
which is the combination of the two ILC laws, defined in Equations (4.9) and (4.18). 
 
The convergence condition of PCCL is derived as follows 
1 1( ) ( ) ( )i r iE Y z G z U z+ += −  
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( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1r i c i c iY z G z U z G z G z E z zG z E z+= − − −  
( ) ( ) ( ) ( ) ( ) ( )11 1c i c iG z G z E z zG z G z E z+=> + = −        






zG z G z
z
G z G z
ρ −=> = <
+
    (4.27) 
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Figure 4.10  The diagram of PCCL algorithm 
 
It is obvious that both PCL and CCL are the subsets of PCCL. When ( ) 0cG z = , the 
PCCL algorithm reduces to PCL, and when ( ) 0cG z = , the PCCL algorithm becomes 
CCL.  By integration, the PCCL provides two degrees of freedom in the controllers, 
one from feed forward (PCL) and one from feedback (CCL).  Hence, a better control 
performance can be expected. 
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As discussed in the preceding sections, PD type controllers (4.13) and (4.19) are 
employed.  The control parametric space is now 2( , , , )c c p pK T K T P∈ .  Although both 
PCL and CCL meet the frequency requirement 0ω =250Hz in the reduced subspace 
2
sP  sP for PCL may not be equal to that of CCL. 
 





1 [1 ] ( )
min 250













cp p c c s j T
s
T e
e K G e
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J Hz






































































Comparing with CCL controller defined in Equation(4.25), we can see that the 
computed convergence speed of PCCL is about 10% - 20% faster than that of CCL. 
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Figure 4.11  The convergence speeds of sampled-data PCCL algorithm in frequency domain 
 








The convergence of the tracking error in X−axis








The convergence of the tracking error in Y−axis
 
Figure 4.12  The maximum tracking errors with sampled-data PCCL algorithm 
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The convergence speed of PCCL in frequency domain is shown in Figure 4.11.  The 
tracking performance in iteration domain is shown in, Figure 4.12 which exhibits a 
reduction of tracking error from 33 10−×  to 55 10−×  after seven iterations.  In other 
words, PCCL can successfully reduce the tracking error by 98%.  Compared with 
CCL, PCCL reaches the same scale of precision with fewer iterations, about 20% less, 
which is consistent with the ratio between computed results of CCLJ  and PCCLJ . 
 
Figure 4.13 shows the control input signals of X-axis at the seventh iteration.  The big 
“jumps” correspond to the dead-zone of the motor, that is, the ILC algorithm tries to 
automatically compensate the unknown dead-zone as much as possible.  It is also 
clear that the existence of high frequency components are inevitable.   



















Figure 4.13  The control profile in X-axis and Y-axis of PCCL algorithm at the seventh iteration 
 
               X axis 
               Y axis 
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Since learning servomechanism may accumulate those high frequency components, in 
practice learning should be terminated after several iterations.  This can be 
implemented by simply adding a rule to check whether the tracking specifications has 
been reached, and perhaps by adding one more rule to cease learning updating 
compulsorily after a certain number of iterations if the tracking error still does not 
meet the requirement. 
 
It is noted that in the practice, when the plant in operation, learning convergence 
speeds of all three ILC algorithms deviate a great deal from the computed ones.  This 
shows that the impact from imperfect factors could be strong in the scenario of high 
precision control, and a nominal model can hardly capture those factors.  
Nevertheless, learning control is able to compensate those imperfect factors to a 
satisfactory level. 
4.6 Most Favorable Robust PCCL Design 
In the experiment, it is found that even the nominal model may vary when the servo 
input signals have different amplitude scales.  This indicates the existence of a non 
linearity input factor in the servomechanism.  Since only a second order model is 
considered in Equation(4.1), the variations are reflected in the two plant parameters a 
and b.  By feeding sinusoid signals with different amplitudes to the servomechanism, 
the frequency domain LSE (Less Square Error method) gave the corresponding a and 
b values as shown in the Table 4.1. 
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Amplitude of servo 
input 
x-axis y-axis 
 a b a b 
0.1 1.066 0.1876 1.1746 0.2687 
0.15 1.6561 0.2625 2.0523 0.3138 
0.2 2.844 0.354 2.1 0.31 
Table 4.1  Experimental Results of Model Variations 
 
Obviously in the previous most favorable design and comparison, only the third case 
is considered.  It is necessary to extend the most favorable design to a robust most 
favorable design by taking the nominal model variations into account.  We have 
shown that PCCL is in general superior to PCL and CCL, thus here we focus on the 
robust most favorable design of PCCL.  Let D denote a parametric space of either X-
axis [1.066,2.844]×[0.1876,0.364] or Y-axis [1.1746,2.1]×[0.2867,0.3138].  The 
robust most favorable design is implemented by revising the two objective functions.  
The first objective function in Equation(4.7), originally a max operation, now should 




. . ( ) 1
( , , , ) ( , )
Sj T
PCCL
P P C C
J s t z and z e
K T K T P a b D





where ρ(z ) is defined in Equation(4.27).  Likewise, if the objective function in  
Equation (4.30) has feasible solutions at 0ω =250Hz in a reduced control parametric 
space 2 2sP P⊂ , we can proceed to the most favorable convergence speed, and the 
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corresponding objective function in Equation(4.8), originally a min operation, now 
should be a min-max operation 
 
2
( 1)1 1 ( )
min max
. . 1 250
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− +  
= < ∀ ≤
∈ ∈  
−
+ +  
           
          (4.31) 
 
Here the servo model G(z) is a function of parameters a and b, so is the quantity ρ(z).  
Clearly, by adding extra min or max operations to the objective functions, the worst 
case in the parametric space D is taken into consideration.  This warrants a robust 
most favorable design. 
 



















































Here PCCLJ  is the worst-case convergence speed. 
 
Let us compare the two cases.  In the first case the target trajectory in Equation(4.4) is 
used, the resulting servo input amplitude is about 0.2, and the parameters a and b 
correspond to the last row of Table 4.1.  In such a case the most favorable PCCL 
design should give the best result.  Nevertheless, experimental results in Figure 4.14 
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show that the robust most favourable PCCL can work equally well and achieve almost 
the same performance. 
 








The convergence of the tracking error in X−axis 
non−robust optimal design
robust optimal design    








The convergence of the tracking error in Y−axis 
non−robust optimal design
robust optimal design    
 
Figure 4.14  Comparison of tracking errors for case 1 
 
 
In the second case, the amplitude of the target trajectory in Equation(4.4) is reduced 
from 0.05 to 0.03 meters.  The amplitude of servo control signal is also scaled down 
from 0.2 to about 0.15, and the servo parameters a and b likely correspond to the 
second last row of Table 4.1.  Again, the experimental results in Figure 4.15 show that 












The convergence of the tracking error in X−axis 
non−robust optimal design
robust optimal design    








The convergence of the tracking error in Y−axis 
non−robust optimal design
robust optimal design    
 




In this work we addressed one important and practical issue: Whether a high precision 
servomechanism can be realized without using an equally high precision model.  
Through both theoretical analysis and intensive experimental investigation, we 
demonstrate the possibility of realizing such a servo control system by means of ILC 
techniques, in particular the PCCL algorithm.  The most favorable design as well as 
the robust most favorable design, on the other hand, warrants the achievement of 
either the best tracking performance or the most robust design.  Finally, it is worth 
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pointing out that the ILC based servomechanism possesses very useful characteristics. 
It uses only a low gain feedback but achieves a high precision tracking performance. 
This is because the learning nature converts the control system from one which is 
initially feedback dominated to one which is feed forward dominated. 
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5 Conclusion and Recommendations 
5.1 Contributions from This Thesis 
This work proposes a simple but an accurate technique to design a unique ‘most 
favorable’ lead compensator for a given phase margin.  It also discusses methods of 
overcoming implementation limitations of lead compensator in some modes. It was 
also possible to design a ‘most favorable’ lead compensator while maximizing the 
gain crossover frequency, which also producing the desired phase margin.  Finally we 
have presented a simple graphics based solution for use for the control system plants 
when only the Bode plot of the process is available. This is a very useful method 
specially for designing industrial control plants in real life. With the application of the 
available computation power this task has become very simple. This algorithm was 
tested successfully on a high precision DC servomechanism to verify its effectiveness.  
 
It is obvious in the real world that most of the plants show non-linearity in their 
behaviors and that most of the controlling algorithms such as simple lead/lag 
compensator are  unable to achieve high accuracy due to this problem. Mainly 
because of the limitations imposed by the experimental test bed leading to high non 
linearity behavior. One reason could be the motor could be not the most appropriate 
model for this test bed. To overcome the limitations of simple lag and lead 
compensator designs for the control of high precision servomechanisms, an iterative 
learning control principle was used. In this section, it was observed that PCL 
(Previous Cycle Learning) is not very stable due to uncertainties of the plant and 
further it was observed that the convergence speed is not satisfactory. In order to 
improve the robustness of the controller, the Current Cycle Learning (CCL) algorithm 
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was used. The closed loop nature the system was able to track the path in the presence 
of the uncertainties in the system. Experimental results verified that the CCL 
algorithm was able to reduce the tracking error to 98% in 10 iterations.  In order to 
improve the convergence speed as well as to keep the final tracking error at the same 
level the combined PCL and CCL algorithm was used. The PCCL used current and 
previous cycle error coefficients, thus making it more robust as well as giving a 
higher convergence speed compared to CCL alone. With our experimental results, it 
was shown that with only 7 iterations the tracking error was able to reduce to 98% 
level. The other advantage of using the iterative learning control is its ability to 
achieve high precision control without the trade off with a higher control loop gain. 
 
5.2 Future Studies 
In our experimental work it was seen that by using ILC algorithms most of the non- 
linearities of the plants could be overcome by repetitive learning. In the actual world 
it would be more beneficial if an algorithm could be found, which could directly learn 
in the presence of non-linearity and uncertainties.  Furthermore, such a system will be 
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Appendix A (Maximum Phase Lead Compensator) 
 










         (A.1) 
Then, phase angle of the compensator at the angular frequency of ( )ω  is as follows. 
)(tan)(tan)( 11 τωατωφ −− −=        (A.2) 
Replacing  
τω =x (>0 0;0 >> τω∵ ),        (A.3) 









= And we know that  2/0 πφ <<     (A.4) 


























ααφ =0      (A.6) 
then, we can find tangent by solving (A.6) for x. 
we will get 
α±
=
1x  but, x>0       (A.7) 
∴ The frequency which will maximize the phase will be at 
α+
=


































       (A.9) 




















xx        (A.10) 





















=         (A.12) 
When we consider the gain contribution to the system at this frequency, we can find 



























A. Target Trajectory: 
 
In this experiment in order to have a smooth control to minimize the system vibration, 
jerks etc. we need to have a smooth control trajectory. As a solution for this we used a 
5th order polynomial for the tracking path and calculated the constants such that 
acceleration and velocity to be zero at starting and ending points. 
 
F(t)= A5 t5 + A4 t4 + A3 t3 + A2 t2 + A1 t + A0 
X(t) = X0Sin(F(t)); 
Y(t) = Y0Cos(F(t)); 
 












































































































































          (B.5) 
For the Final conditions: 







































































































































π    ;    A4 = 4
30
T
π−  ; A3 = 3
20
T
π  ; A2 =A1 =A0=0 
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Where: T – Total cycle time in sec. T is selected as 5 seconds for this experiment. 
Ellipse parameters can be changed by X0 , Y0 constants. For draw a circle .05 was 
selected for both X0 and Y0. 
 
X and Y position (m) Vs time(s) 
 
X’ and Y’ velocity (ms-1) Vs time(s) 
 
X’’ and Y’’ acceleration (ms-2) Vs time(s) 
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X-Y Trajectory 
 
 
 
