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Abstract
We propose a fast and efficient strategy, called the representative approach,
for big data analysis with linear models and generalized linear models. With a
given partition of big dataset, this approach constructs a representative data point
for each data block and fits the target model using the representative dataset. In
terms of time complexity, it is as fast as the subsampling approaches in the liter-
ature. As for efficiency, its accuracy in estimating parameters is better than the
divide-and-conquer method. With comprehensive simulation studies and theoreti-
cal justifications, we recommend two representative approaches. For linear models
or generalized linear models with a flat inverse link function and moderate coeffi-
cients of continuous variables, we recommend mean representatives (MR). For other
cases, we recommend score-matching representatives (SMR). As an illustrative ap-
plication to the Airline on-time performance data, MR and SMR are as good as the
full data estimate when available. Furthermore, the proposed representative strat-
egy is ideal for analyzing massive data dispersed over a network of interconnected
computers.
Key words and phrases: Big data linear regression, Big data logistic regression, Divide
and conquer, Distributed database, Mean representative approach, Subsampling
1 Introduction
In the past decade, big data or massive data has drawn dramatically increasing atten-
tion all over the world. It was in the 2009 ASA Data Expo competition when people
found out that no statistical software was available to analyze the massive Airline on-
time performance data. At that time, the airline data file, about 12GB in size, con-
sists of 123,534,969 records of domestic flights in the United States from October 1987
to April 2008 (Kane et al., 2013). Up to February 2017, the airline on-time perfor-
mance data collected from the Bureau of Transportation Statistics consists of 353 files
and N = 169, 609, 446 valid records in total.
The response in the Airline on-time performance data was treated as a binary variable
Late Arrival with 1 standing for late by 15 minutes or more (Wang et al., 2016). Gen-
eralized linear models (GLMs) have been widely used for modeling binary response, as
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well as Poisson, Gamma, and Inverse Gaussian responses (McCullagh and Nelder, 1989;
Dobson and Barnett, 2018). In order to fit a GLM with p predictors, a typical algo-
rithm searching for the maximum likelihood estimate (MLE) based on the full data of
size N requires O(ζNNp
2) time to run, where ζN is the number of iterations required for
convergence of the full data MLE algorithm (Wang et al., 2018b).
Starting in 2009, substantial efforts have been made on developing both methodologies
and algorithms towards big data analysis (see, for example, Wang et al. (2016), for a
good survey on relevant statistical methods and computing). Divide-and-conquer, also
known as divide-and-recombine, split-and-conquer, or split-and-merge, first partitions a
big dataset into K blocks, fits the target model block by block, and then aggregates the
K fitted models to form a final one (Wang et al., 2016). A divide-and-conquer algorithm
proposed by Lin and Xi (2011) reaches the time complexity of O(ζN/KNp
2), where ζN/K is
the number of iterations required by a GLM MLE algorithm with N/K data points. The
accuracy of the estimated parameters based on the divide-and-conquer algorithm relies
on the block size N/K, which typically depends on the computer memory. Therefore, as
N goes to infinity, K has to increase accordingly. Typically, its accuracy is not as good
as the full data estimate.
Another popular strategy for big data analysis is subsampling. For example, lever-
aging technique has been used to sample a more informative subset of the full data for
linear regression problems (Ma and Sun, 2014). Inspired by D-optimality in optimal de-
sign theory, Wang et al. (2018a) proposed an information-based subsampling technique,
called IBOSS, for big data linear regression problems. Its time complexity is O(Np)
while the ordinary least square (OLS) estimate for linear models takes O(Np2) time
complexity. Motivated by A-optimality, Wang et al. (2018b) developed an efficient two-
step subsampling algorithm for large sample logistic regression, which is a special case
of generalized linear models. The time complexity of the A-optimal subsampler is also
O(Np). Compared with the divide-and-conquer strategy, the subsampling approach re-
quires much less computational cost. Nevertheless, its accuracy relies on the subsample
size and is typically not as good as the divide-and-conquer estimate.
In this paper, we propose a different strategy for big data analysis, named the repre-
sentative approach. When a massive data is provided in blocks, naturally or partitioned
by a data binning procedure, we construct a representative data point for each block of
the data, and then run regression analysis on the representative data points.
The representative approach is inspired by the data binning technique in the computer
science literature. By discretizing continuous variables into categorical variables (see, for
example, Kotsiantis and Kanellopoulos (2006)), a data binning procedure partitions a
continuous feature space into blocks labeled by so-called smoothing values. It focuses
on how to partition data into blocks or bins, while the smoothing values are typically
chosen from class labels, boundary points, center, mean, or median of the data blocks. A
data binning procedure is often used for data pre-processing, whose performance is not
guaranteed, especially for nonlinear regression models.
Different from the data binning technique, the representative approach proposed in
this paper assumes a given data partition and concentrates on constructing the best
smoothing values, which we call representatives, more efficiently for a pre-specified re-
gression model. The goal of the representative approach is to run as fast as subsampling
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approaches, while estimating model parameters as accurate as the divide-and-conquer
method. Unlike the data binning technique serving for data pre-analysis, the represen-
tative approach provides a fast and accurate solution for big data analysis.
Actually, using the proposed representative approach, a GLM is fitted on K repre-
sentatives constructed from the original N data points (K ≪ N). Its time complexity is
also O(Np), same as the subsampling approaches. On the other hand, the K represen-
tatives are not a subset of the N data points, but summarize the information from each
single one of the original N data points. Its accuracy in estimating model parameter
are comparable with or better than the divide-and-conquer method. Based on our com-
prehensive simulation studies, by matching the score function of GLMs, the proposed
score-matching representative (SMR) approach is often comparable with the full data
estimate.
The representative approach provides an ideal solution for the analysis of the so-called
distributed database (see, for example, O¨zsu and Valduriez (2011)), which is dispersed
over a network of interconnected computers and is often the case in practice for massive
data storage. By exchanging only the estimated parameters and the representative data
points among parallel computing computers, the representative approach can work well
even with slow-speed network connection.
The remainder of this paper proceeds as follows. In Section 2 we describe the general
framework of the representative approach and data partitions. After comparing mean,
median and mid-point representatives, we recommend mean representative (MR) for big
data linear regression. In Section 3 we develop SMR along with its theoretical justifi-
cations. We recommend SMR for big data logistic regression. In Section 4, we perform
more comprehensive simulation studies. In Section 5, we use the Airline on-time per-
formance data as an illustrative example for real big data analysis. We show that the
MR and SMR estimates are as accurate as the full data estimate when available. We
conclude in Section 6. The proofs of theorems and corollaries, as well as more tables and
figures, are relegated into the Supplementary Materials.
2 Mean Representative Approach for GLMs
Massive data is heavy, for both storage and management, and thus analysis as well. For
many cases, a massive data set is stored piece by piece in different files, different hard
disks, or even different computers, which are called nodes. If a strategy for big data
analysis requires frequent high-volume communications between nodes, it may not be
feasible due to the speed limit of intranet connection. A reasonable solution is to extract
summary information from each node and then aggregate them. It sounds like the idea
of divide-and-conquer. Actually, the divide-and-conquer strategy typically requires a
random data partition, that is, the data blocks stored in different nodes are independent
and have the same distribution. However, in practice the data points stored in the same
node usually share some common features, such as collected in the same month. If one
has to mix the data together and randomly divide them into blocks, it involves intensive
data exchange between nodes.
The representative approach described in this section avoids high-volume exchange
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between nodes by constructing representatives for each node and exchanging only those
representatives between nodes. It also fulfills privacy requirements on user data since an
analyst can perform regression analysis on the representatives without accessing the raw
data.
2.1 Generalized Linear Model and Score Function
Given the original data set {(xi, yi), i = 1, 2, . . . , N} with covariates xi = (xi1, . . . , xid)T ∈
Rd and response yi ∈ R, we consider a generalized linear model assuming independent re-
sponse random variable Yi’s and the corresponding predictorsXi = (h1(xi), . . . , hp(xi))
T ∈
Rp. For model-based data analysis with fairly general known functions h1(·), . . . , hp(·),
we would rather regard the data set as D = {(Xi, yi), i = 1, . . . , N}. For many applica-
tions, h1(xi) ≡ 1 corresponds to the intercept. For examples, Xi = (1, xi1, . . . , xi7)T for
a main-effects model or Xi = (1, x1, x2, x3, x1x2, x1x3, x2x3, x1x2x3)
T for a model with
interactions.
Following McCullagh and Nelder (1989), there exists a link function g and regression
parameters β = (β1, ..., βp)
T , such that
E(Yi) = µi and ηi = g(µi) = X
T
i β (1)
where Yi has a distribution in the exponential family. For typical applications, the link
function g is one-to-one and differentiable. Note that we do not transform the response
yi, but rather its expected value µi.
According to McCullagh and Nelder (1989, Section 2.5), the maximum likelihood
estimate of β solves the score equation s(β;y,X) = 0, where y = (y1, . . . , yN)
T , X =
(X1, . . . ,XN)
T , and the score function
s(β;y,X) =
N∑
i=1
(yi −G(ηi))ν(ηi)Xi (2)
with G(η) = g−1(η) and ν(η) = G′(η)/h(η), where h(ηi) = Var(Yi). For canonical link
functions, ν(η) ≡ constant. For commonly used GLMs, we list their ν and G in Table 9.
2.2 Natural Partition and Distributed Database
In practice, a massive data set is often provided in parts or blocks. For example, the
Airline on-time performance data up to February 2017 are stored in 353 individual data
files, labeled by months. We call such kind of data partition a natural partition. The
block sizes of a natural partition, defined by the largest pairwise distance within blocks,
sometimes are too large for smoothing values to work well for analysis purpose. In this
case, data binning techniques could be applied on each block of the natural partition to
obtain a sub-partition.
Another example of the natural partition is the distributed database (O¨zsu and Valduriez,
2011), where the data may be stored in different hard disks, multiple computers, even in
the different physical locations but interconnected. The communications between nodes
may be slow and restricted. Therefore, operations on distributed database are expected
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to be parallel. Any split-and-merge operation on the whole dataset may cause intensive
communications between nodes, while sub-partitioning within nodes can be performed
locally. The representative approach proposed in this paper only needs very low commu-
nications between nodes.
In this paper, we assume that a data partition has already been provided. Let I =
{1, 2, . . . , N} be the data index set. A data partition can be denoted by a partition {I1, I2,
. . . , IK} of I. The kth data block Dk = {(Xi, yi), i ∈ Ik} has block size nk = |Ik|.
Inspired by the data binning techniques, we propose the representative approach for
model-based regression analysis on partitioned dataset. The procedure is to construct
a representative data point (X˜k, y˜k) for data block Dk, k = 1, . . . , K, and then fit the
regression model based on the weighted representative data set D˜ = {(nk, X˜k, y˜k), k =
1, . . . , K}. The procedure could be repeated if the construction of representative data
points depends on the fitted model.
Unlike subsampling approaches, a representative data point may not belong to the
original data set. The goal of the representative approach is to make the model parameter
estimate β˜ based on the weighted representative dataset close enough to the full data
estimate βˆ given a data partition.
We suggest a conditional independence principle for constructing representative data
points. That is, given the initial value of parameter estimate, the construction of repre-
sentative data points in one block shall not be affected by another. This principle will
facilitate parallel computing, especially for distributed database.
Although we assume that a data partition, say a natural partition, has been provided
for the representative approach, one may construct a sub-partition on each original data
block in order to improve the efficiency of the representative approach.
Many different partitioning methods have been proposed in the literature (see, for ex-
ample, Fahad et al. (2014) for a good survey). From our point of view, there are at least
two types of partitioning methods. One type is to partition the feature space Rp or its sub-
set, with cut points obtained from the summary information of data. We call it a grid par-
tition. For example, the partitioning procedure described in Kotsiantis and Kanellopoulos
(2006) divides the feature space into rectangular cells at the given cut points on each
predictor, such as quantiles (called equal-depth) or equal-width points, which is usually
feasible with a moderate number of predictors. Its time complexity is O(Np). Another
type of partitioning methods is based on clustering algorithms. We call it a clustered
partition. For example, Pakhira (2014) proposed a linear k-means algorithm with time
complexity O(Np), which is especially useful with large p. These partitioning meth-
ods could be applied to obtain sub-partitions of data blocks or a partition of the whole
dataset.
2.3 Center Representative Approaches
There are lots of representative choices that could possibly work for the representative
approach. A naive choice of the representative is the block center, which is popular in the
data binning literature. More specifically, given the kth data block Dk = {(Xi, yi), i ∈ Ik}
with block size nk, the options for its representative X˜k include (1) mid-point of the
rectangular block, when a grid partition is given; (2) (component-wise) median; (3)
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(vector) mean, that is, X˜k = n
−1
k
∑
i∈Ik
Xi. Then the weighted representative data for
the kth block is defined as (nk, X˜k, y˜k) with y˜k = n
−1
k
∑
i∈Ik
yi, which will be justified in
Theorem 2.2.
A comprehensive simulation study with linear models below shows that the third
option using block means, called the mean representative approach (MR), is more efficient
than the mid-point and median options, as well as the IBOSS subsampling approach
proposed in Wang et al. (2018a).
As for time complexity, the full data ordinary least squares (OLS) estimate takes
O(Np2). The IBOSS (Wang et al., 2018a) costs O(Np). The OLS estimate using the
representative data set with K blocks takes O(Kp2). The computational time on con-
structing mid-point representatives is O(Kp+N) with given cut points for data blocks,
while the median and mean representatives both cost O(Np + N). For typical appli-
cations, K ≪ N and p ≪ N , then the overall time complexity including constructing
representatives and fitting models is O(N) for mid-point or O(Np) for median and mean
representative approaches for linear regression models. Following a similar argument, the
overall time complexities of the center representatives for GLMs are same as for linear
models.
2.3.1 Simulation Study with Linear Models
For illustration purpose, we first run simulation studies based on a linear regression model
yi = β0 + β1xi1 + · · ·+ βdxid + ǫi (3)
where i = 1, . . . , N and ǫi’s are iid ∼ N(0, σ2). Note that linear regression models are
actually special cases of the generalized linear models with normally distributed responses
and identity link (see Table 9).
Analogue to the simulation setup in Wang et al. (2018b), we take d = 7, β0 = 0,
β1 = · · · = βd = 0.5 and σ2 = 1. For simulating xi = (xi1, . . . , xi7)T , we consider 6
unbounded distributions as follows, as well as a bounded one:
mzNormal N7(0,Σ) with Σ having diagonal 1 and off-diagonal 0.5;
nzNormal N7(1.5,Σ), a case with imbalanced responses;
ueNormal N7(0,Σu) with Σu having diagonals {12, . . . , 72} and off-diagonal 0.5;
mixNormal 0.5N7(1,Σ) + 0.5N7(−1,Σ), a case with bimodal xi;
T 3 Multivariate t with 3 degrees of freedom t3(0,Σ)/10, a case with heavy tails;
EXP exp(λ = 2), a case with a heavier tail on the right;
BETA Beta(α = 0.5, β = 0.5), a bounded case with “U” shaped distribution.
The main-effects predictors in (3) are for illustration purpose. The representative ap-
proach can actually work with general predictors including, for example, interactions of
covariates.
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Table 1: Average (std) of RMSEs (10−3) of 100 simulations for linear model
Simulation Full Equal-depth (m = 4) k-means (K = 1000)
setup data Mid Med MR Med MR IBOSS
mzNormal 1.3 (0.3) 239.1 (3.3) 28.7 (0.2) 1.5 (0.4) 3.3 (0.3) 1.5 (0.4) 6.7 (2.0)
nzNormal 1.3 (0.3) 239.1 (3.3) 28.7 (0.2) 1.5 (0.4) 3.3 (0.3) 1.5 (0.4) 6.7 (2.0)
ueNormal 0.4 (0.2) 250.9 (2.9) 43.6 (0.3) 0.5 (0.2) 13.2 (0.8) 0.5 (0.2) 1.9 (0.9)
mixNormal 1.2 (0.4) 202.5 (2.9) 16.4 (0.2) 1.5 (0.5) 2.0 (0.4) 1.5 (0.4) 7.2 (1.9)
T 3 7.3 (2.1) 483.0 (4.3) 107.3 (1.7) 9.8 (2.8) 15.3 (2.9) 9.2 (2.8) 13.0 (3.6)
EXP 1.9 (0.5) 369.5 (4.1) 76.9 (1.1) 2.2 (0.6) 33.6 (0.9) 2.0 (0.5) 6.7 (1.9)
BETA 2.8 (0.8) 27.6 (1.1) 13.0 (1.0) 2.8 (0.8) 33.7 (1.1) 2.9 (0.8) 18.3 (5.5)
Note: std, standard deviation; RMSE, root mean squared errors; Mid, mid-point repre-
sentative; Med, median representative; MR, mean representative.
For illustration purpose, we choose a moderate population size N = 106 in this
simulation study. In the absence of a natural partition, we use two data-driven partitions:
(1) An equal-depth partition with m = 4 splits for each predictor, that is, using the
three sample quartiles (25%, 50%, and 75%) as the cut points for each predictor and
partitioning the whole data into up to 47 = 16384 blocks; (2) a k-means partition with
the number of blocks K = 1000.
Table 1 shows both the average and standard deviation of the root mean squared
errors (RMSEs, (
∑7
i=1(β˜i − βi)2/7)1/2) between the estimated parameter value β˜i’s and
the true value βi’s across different simulation settings and each with 100 independent
simulations.
In terms of RMSE, Table 1 clearly shows that MR outperforms both mid-point (Mid)
and median (Med) representative approaches, as well as the subsampling approach IBOSS
proposed by Wang et al. (2018a) with 20, 000 subsamples, which is larger than the largest
possible number of non-empty blocks or representatives. Compared with the true param-
eter value, MR estimates are comparable even with the estimates based on the full data.
From Table 1, we also see that the RMSE of MR based on the equal-depth partition
obtained from 11488 ∼ 16384 non-empty blocks or representatives on average are com-
parable with the RMSE of MR from the k-means partition with 1000 representatives.
It implies that representative approaches based on clustered partition are more efficient,
which is confirmed by our theoretical justifications in Section 2.4.
2.4 Theoretical Justification of MR for Linear Models and GLMs
The simulation studies in Section 2.3.1 imply that the maximum distance within data
blocks ∆ = max
k
max
i,j∈Ik
‖Xi−Xj‖, may play an important role in extracting data information
more efficiently. The following theorem shows that for linear models, the MR estimate is
unbiased, which is an advantage over mid-point and median representative approaches.
It is also asymptotically efficient as ∆→ 0.
Theorem 2.1. Suppose
∑N
i=1XiX
T
i is positive definite. For linear model yi = X
T
i β+ ǫi,
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i = 1, . . . , N , with ǫi iid ∼ N(0, σ2), the MR estimator
β˜ = (
K∑
k=1
nkX˜kX˜
T
k )
−1
K∑
k=1
nkX˜ky˜k
has mean β and covariance Cov(β˜) = σ2(
∑K
k=1 nkX˜
T
k X˜k)
−1 if ∆2 <
∥∥∥N−1∑Ni=1XiXTi ∥∥∥
2
,
where the induced matrix norm ‖·‖2 is the largest eigenvalue for positive semi-definite
matrices. Furthermore,
∥∥∥Cov(β˜)− Cov(βˆ)∥∥∥
2
= O(∆2), as ∆ goes to zero.
According to Theorem 2.1, when ∆ is small, the difference between the MR estimator
β˜ and the OLS estimate βˆ based on the full data is negligible. A special case is ∆ = 0
when each data block only contains one distinct predictor vector, while the response
variables could be different due to randomness. It occurs when all the covariates are
categorical or discrete with finite distinct values and the data is naturally partitioned by
distinct predictor vectors. In this case, the MR estimate is exactly the same as the full
data estimate.
From the proof of Theorem 2.1, which is relegated to the Supplementary Materials, we
know that the difference between the Fisher information matrices of β˜ and βˆ is actually
bounded by
∑K
k=1 nkδ
2
k up to a constant, where δk = maxi,j∈Ik ‖Xi −Xj‖ is the kth
block size. Fixing the number of blocks K, a natural question is to find a partition that
minimizes the upper bound
∑K
k=1 nkδ
2
k.
Assume that the average density of the kth block is fk, such that, nk ≈ c·δrkfk for some
constant c > 0 and r > 0. Typically r = d while in general r depends on the mapping
from the covariate vector xi to the predictor vector Xi. Then the goal is to minimize∑K
k=1 n
1+2/r
k f
−2/r
k subject to
∑K
k=1 nk = N . Let wk = nk/N . The goal is equivalent to
minimize
K∑
k=1
w
1+2/r
k f
−2/r
k (4)
subject to
∑K
k=1wk = 1. Plugging wK = 1−
∑K−1
k=1 wk into (4) and differentiating it with
respect to wk, we get wk/fk = wK/fK . k = 1, . . . , K − 1. which further implies
wk =
fk
f1 + · · ·+ fK
Therefore, the partition minimizing the upper bound satisfies
δk ≈
(
nk
cfk
)1/r
=
(
N/c
f1 + · · ·+ fK
)1/r
which is same for k = 1, . . . , K. That is, the best partition keeps all the blocks about
the same size. It explains why a k-means partition works usually better than a equal-
depth partition for MR in linear regressions, because it minimizes
∑K
k=1
∑
i∈Ik
‖Xi−X˜i‖2
(Raykov et al., 2016).
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In the case of generalized linear models, we denote βˆ the maximum likelihood esti-
mate (MLE) based on the full data set D = {(Xi, yi), i = 1, . . . , N} and β˜ the MLE
based on the weighted representative data set D˜ = {(nk, X˜k, y˜k), k = 1, . . . , K}. With
given representatives X˜k, k = 1, . . . , K, we denote ∆˜ = maxkmaxi∈Ik ‖Xi − X˜k‖ as the
maximum block size. Since ‖Xi−Xj‖ ≤ ‖Xi − X˜k‖+ ‖Xj − X˜k‖ for any i, j ∈ Ik, then
∆ = maxkmaxi,j∈Ik ‖Xi − Xj‖ ≤ 2∆˜. The theorem below provides asymptotic results
for fairly general representative approaches.
Theorem 2.2. For a generalized linear model, suppose its log-likelihood function l(β) is
strictly concave and twice differentiable on a compact set B ⊂ Rp and its maximum can
be attained in the interior of B. Suppose the representatives satisfies y˜k = n
−1
k
∑
i∈Ik
yi.
Then β˜ → βˆ as ∆˜→ 0. Futhermore,
∥∥∥β˜ − βˆ∥∥∥ = O(∆˜1/2).
Recall that Xi = (h1(xi), . . . , hp(xi))
T in general. Denote the kth representative
X˜k = (X˜k1, . . . , X˜kp)
T .
For mean representatives, X˜k = n
−1
k
∑
i∈Ik
Xi. Then
max
i∈Ik
∥∥∥Xi − X˜k∥∥∥ = max
i∈IK
∥∥∥∥∥n−1k
∑
j∈Ik
(Xi −Xj)
∥∥∥∥∥ ≤ maxi,j∈Ik ‖Xi −Xj‖
Therefore, ∆˜ = maxkmaxi∈Ik
∥∥∥Xi − X˜k∥∥∥ ≤ maxk maxi,j∈Ik ‖Xi −Xj‖ = ∆. Thus ∆ →
0 also implies β˜ → βˆ.
For median representatives, X˜kl = median({hl(xi) | i ∈ Ik}), l = 1, . . . , p. Then
max
i∈Ik
∥∥∥Xi − X˜k∥∥∥ = max
i∈Ik
{
p∑
l=1
[hl(xi)− X˜kl]2
}1/2
≤ max
i∈Ik
{
p∑
l=1
max
j∈Ik
[hl(xi)− hl(xj)]2
}1/2
≤ max
i∈Ik
[
p∑
l=1
max
j∈Ik
‖Xi −Xj‖2
]1/2
= p1/2 · max
i,j∈Ik
‖Xi −Xj‖
Therefore, ∆˜ ≤ p1/2∆. If ∆→ 0, then β˜ → βˆ for median representatives.
For mid-point representatives, the kth block Ik is typically defined by the grid points
−∞ < akl ≤ bkl < ∞ such that, i ∈ Ik if and only if akl ≤ hl(xi) ≤ bkl, l = 1, . . . , p. In
this case, we may redefine ∆ = (
∑p
l=1(bkl − akl)2)1/2 ≥ ∆˜. Then β˜ → βˆ as ∆→ 0.
When all the covariates are categorical or have finite discrete values, one may partition
the data according to distinct Xi’s. In this case, ∆ = 0.
Corollary 2.1. Let ∆ be maxkmaxi,j∈Ik ‖Xi −Xj‖ for mean and median representa-
tives, and (
∑p
l=1(bkl − akl)2)1/2 for mid-point representative. Under the conditions of
Theorem 2.2, β˜ → βˆ as ∆→ 0 and
∥∥∥β˜ − βˆ∥∥∥ = O(∆1/2). If ∆ = 0, then the mid-point,
median, and mean representative approaches are the same and all satisfy β˜ = βˆ.
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3 Score-Matching Representative Approach for GLMs
The MR approach works very well for linear models and has been validated for GLMs
when ∆ is sufficiently small. Nevertheless, for moderate ∆ with general GLMs, MR
approach is not so satisfactory (see Section 3.2).
In this section, we propose a much more efficient representative approach, called
score-matching representative (SMR) approach for GLMs. Its asymptotic efficiency is
even better than the divide-and-conquer approach, with lesser time complexity due to
the representative strategy.
Recall that in Section 2.1 the maximum likelihood estimate βˆ solves the score equation
s(β) = 0. It is usually solved by the Fisher scoring method, which iteratively updates
the score function with the current estimate of β. Inspired by the Fisher scoring method,
given some initial values of the estimated parameters, our score-matching representative
approach builds data representatives by matching the values of the score function block
by block, then apply the Fisher Scoring method on the representative data set and get
estimated parameter values for the next iteration. We may repeat this procedure for a few
times till a certain accuracy level is achieved. According to our comprehensive simulation
studies (see Section 3.2), three iterations are satisfactory for typically applications.
3.1 Score-Matching Representative Approach
Let sk(β) =
∑
i∈Ik
(yi−G(ηi))ν(ηi)Xi denote the value of the score function contributed
by the kth data block Dk = {(Xi, yi), i ∈ Ik}, and s˜k(β) = nk(y˜k−G(η˜k))ν(η˜k)X˜k denote
the value of the score function based on the weighted representative data of the kth block
(nk, X˜k, y˜k).
Suppose the estimated parameter value is β˜
(t)
at the tth iteration. For the (t + 1)th
iteration, our strategy is to find the representative (X˜k, y˜k) carrying the same score as
the kth data block at β˜
(t)
, that is, sk(β˜
(t)
) = s˜k(β˜
(t)
), or∑
i∈Ik
ν(XTi β˜
(t)
)(yi −G(XTi β˜
(t)
))Xi = nk ν(X˜
T
k β˜
(t)
)(y˜k −G(X˜Tk β˜
(t)
))X˜k (5)
Multiplying by β˜
(t)
both sides of (5), we get∑
i∈Ik
ν(ηi)(yi −G(ηi))ηi = nk ν(η˜k)(y˜k −G(η˜k))η˜k (6)
where ηi = X
T
i β˜
(t)
and η˜k = X˜
T
k β˜
(t)
. The weight ν(ηi)ηi of yi in (6) suggests that we
take y˜k as a weighted average of yi’s for the SMR approach, that is,
y˜k =
[∑
i∈Ik
ν(ηi)ηi
]−1∑
i∈Ik
ν(ηi)ηiyi (7)
Remark 3.1. The y˜k defined by (7) is a natural generalization of the mean representative.
Actually, let y¯k = n
−1
k
∑
i∈Ik
yi, X¯k = n
−1
k
∑
i∈Ik
Xi, and η¯k = n
−1
k
∑
i∈Ik
ηi = X¯
T
k β˜
(t)
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denote the mean representative. Since |ηi − η¯k| ≤ ‖Xi − X¯k‖ · ‖β˜(t)‖ = O(∆), then it
can be verified that y˜k = y¯k + O(∆) as ∆ goes to 0, given that η¯k is bounded away from
0. In order to avoid 0 ∈ (mini∈Ik ηi,maxi∈Ik ηi), which may lead to unbounded y˜k since∑
i∈Ik
ν(ηi)ηi is close to 0, we split such a block into two pieces by the signs of ηi’s and
generate two representatives, one for positive ηi’s and the other for negative ηi’s.
Since y˜k in (7) does not rely on η˜k, we can further obtain η˜k by solving (6).
Theorem 3.1. There exists an η˜k ∈ [mini∈Ik ηi, maxi∈Ik ηi] that solves equation (6).
The existence of the score-matching representative is guaranteed by Theorem 3.1.
Since the solution solving (6) may not be unique, we choose the η˜k closest to the mean
representative to keep a small ∆˜.
It should also be noted that the coordinate of the score-matching representative cor-
responding to the intercept term may not be exactly one, which is different from the case
of mean representative.
Plugging the η˜k solving (6) into (5), we get the predictor representative X˜k for SMR:
X˜k = [nkν(η˜k)(y˜k −G(η˜k))]−1
∑
i∈Ik
ν(XTi β˜
(t)
)(yi −G(XTi β˜
(t)
))Xi (8)
Note that X˜k in (8) is sensitive to the accuracy of η˜k, especially when ν(η˜k)(y˜k−G(η˜k))
is close to 0. Since our strategy is to match sk(β˜
(t)
) with s˜k(β˜
(t)
), we require an accurate
solution for (6). When searching for the solutions numerically, we also expect the score-
matching X˜k is not too far away from the mean representative.
The kth weighted representative data point D˜k = (nk, X˜k, y˜k), which carries the same
score value at β˜
(t)
as the kth original data block, will be used for fitting β˜
(t+1)
via the
Fisher scoring method (McCullagh and Nelder, 1989). The size of the representative
dataset used for the (t+1)th iteration is the number of blocks K, which is much smaller
than the original sample size N .
We may repeat this procedure for T times to achieve the desired accuracy level.
For typically applications, we recommend T = 3 (see Figure S.1 in the Supplementary
Materials (Section S.1) for a trend of SMR iterations). The complete procedure of the
T -iteration SMR approach is described by Algorithm 1.
Since in each iteration we deal with K representative data points, which is typically
much smaller than N , the computational cost is significantly reduced. More specifically,
for a GLM, the time cost is O(Np) for calculating all ηi’s, O(N) for calculating all y˜k’s
using (7), O(N) plus ζr iterations for solving (6), and O(Np) for calculating all X˜k’s by
(8). Along with the time cost O(ζKKp
2) for finding the MLE baesd on K representative
points, a 3-iteration SMR requires O(Np + Nζr + ζKKp
2). Since ζr, ζK , K, p ≪ N , the
time complexity of SMR for a GLM is essentially O(Np). Following a similar argument,
the time complexity of MR for a GLM is O(Np) as well.
As for linear models, (6) is actually a quadratic equation, which has analytic solutions.
Therefore, the time complexity of SMR for linear models is O(Np + Kp2), which is
essentially O(Np) when K, p≪ N .
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Algorithm 1: Score-Matching Representative Approach
Data: D = {(Xi, yi), i = 1, . . . , N} with a partition {I1, . . . , IK} of I = {1, . . . , N}
Result: SMR estimate β˜ for a generalized linear model and a pre-specified
number T of iterations
1 Use the mean representatives as the initial weighted data set
D˜ (0) = {(nk, X˜(0)k , y˜(0)k )}Kk=1;
2 Apply the Fisher scoring method on D˜ (0) and obtain the initial estimate β˜
(0)
;
3 for t = 1, . . . , T do
4 for k = 1, . . . , K do
5 Calculate ηi := X
T
i β˜
(t−1)
for i ∈ Ik;
6 Calculate y˜
(t)
k by (7);
7 Solve the one-dimensional equation (6) for η˜
(t)
k ;
8 Calculate X˜
(t)
k by (8);
9 end
10 Apply the Fisher scoring method on the weighted data set
D˜ (t) = {(nk, X˜(t)k , y˜(t)k )}Kk=1 and obtain β˜
(t)
;
11 end
12 β˜ := β˜
(T )
3.2 A Simulation Study with Logistic Regression Model
The MR approach works very well for linear models. It has been validated for GLMs
when ∆ is sufficiently small. Nevertheless, simulation studies in this section show that
SMR is significantly better than MR for moderate ∆ with GLMs.
Logistic regression model is one of the most widely used generalized linear models.
It connects the expectation of Bernoulli or binomial response with a linear predictor
via the logit link g(µ) = logit(µ) := log[µ/(1 − µ)]. Wang et al. (2018b) proposed an
A-optimal subsampling approach for big data logistic regression, which samples a pre-
specified number of data points according to the A-optimality in optimal design theory.
In order to make comparisons between Wang et al. (2018b)’s A-optimal subsampling
approach and the representative approaches proposed in this paper, we follow Wang et al.
(2018b) and run a comprehensive simulation study with the logistic regression model
logit (P (Yi = 1 | xi)) = β0 + β1xi1 + · · ·+ β7xi7 (9)
where the true values of βi’s and simulation setups for xi’s are same as in Section 2.3.1.
The average and standard deviation (std) of RMSEs ((
∑7
i=1(β˜i−βi)2/7)1/2) are listed in
Table 2. For comparison purpose, Wang et al. (2018b)’s A-optimal subsampling approach
(A-opt) is applied with the subsample size 20, 000, which is bigger than the number of
representatives (11, 488 ∼ 16, 384 for equal-depth partition or 1, 000 for k-means parti-
tion) used for our methods.
According to Table 2, the mid-point representative approach does not work well for
logistic regression. Its RMSE is above 0.2 for unbounded cases. The MR approach
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Table 2: Average (std) of RMSEs (10−3) of 100 simulations for logistic regression model
Simulation Full Equal-depth (m = 4) k-means (K = 1000)
setup data Mid Med MR SMR Med MR SMR A-opt
mzNormal 3.7 266.6 8.5 20.4 3.9 15.9 17.9 4.1 92.6
(0.9) (3.0) (1.0) (0.9) (0.9) (0.9) (0.9) (1.1) (26.1)
nzNormal 7.3 205.7 12.3 20.4 9.4 13.0 15.7 8.6 116.9
(2.0) (4.4) (3.1) (1.7) (2.7) (2.0) (1.9) (2.5) (37.7)
ueNormal 2.1 343.3 144.0 170.3 4.3 205.1 208.5 3.9 41.5
(0.8) (2.0) (0.7) (0.6) (1.0) (1.1) (1.0) (1.6) (16.6)
mixNormal 4.9 221.7 11.0 19.9 5.5 17.6 17.4 5.6 111.1
(1.5) (2.5) (1.3) (1.0) (1.7) (1.0) (1.0) (1.6) (36.6)
T 3 16.9 483.9 81.6 30.6 21.2 21.0 19.7 19.3 474.5
(4.4) (4.1) (3.8) (3.9) (5.4) (5.8) (5.4) (5.4) (150.5)
EXP 6.3 374.7 50.3 22.7 13.1 15.7 12.9 8.6 134.8
(2.0) (4.1) (3.0) (2.5) (2.5) (2.5) (2.4) (2.2) (38.8)
BETA 7.4 27.5 15.5 7.8 7.7 35.9 8.0 7.7 180.5
(2.0) (2.9) (2.6) (2.1) (2.0) (2.8) (2.1) (2.1) (49.9)
SMR, score-matching representative; A-opt, A-optimal subsampling
performs very well for the bounded case (BETA). Its RMSE is about or below 0.03
for almost all cases except ueNormal, where a large portion of linear predictors have
extremely large values. Compared with MR, the median representative approach leads a
biased estimator for the intercept β0 (not shown here), although its RMSE for estimating
β1 ∼ β7 seems slightly better than MR for the normal cases. Both the median and mean
representative approaches perform better than the A-optimal subsampling approach for
most simulation settings except the non-equal-variance case ueNormal.
The proposed SMR approach starts with MR estimates as its initial values and repeats
the iterations for 3 times. Table 2 shows that SMR performs uniformly the best, even
comparable with the estimates based on the full data. Based on the equal-depth partition
with m = 4 (up to 16,384 blocks), the RMSE of MR is 0.1703 on average for ueNormal
simulation setup, while SMR pulls the RMSE back to 0.0043. With a better partition,
such as k-means, SMR can achieve a similar accuracy level with only 1000 representatives.
As a conclusion, when the predictors are bounded or the proportion of extremely large
linear predictors is low, MR is a fast and low-cost (computationally cheaper) solution for
big data analysis with generalized linear models. It is better than mid-point, median,
or A-optimal approaches. Nevertheless, MR may not be satisfactory if higher accuracy
level is desired. In that case, MR can be used as a pre-analysis for SMR, while the latter
has a significant improvement across different datasets and different partitions.
3.3 Theoretical Justification of SMR
First of all, for the proposed SMR approach in Section 3.1, the MLE estimator βˆ based
on the full data is a stationary point of the SMR iteration. That is, if the current estimate
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β˜
(t)
of regression parameter is exactly the full data estimate βˆ, then the representative
dataset achieves score 0 at β˜
(t)
. The estimate β˜
(t+1)
obtained from the next SMR iteration
is still βˆ.
Theorem 3.2. Suppose y˜k = n
−1
k
∑
i∈Ik
yi + O(∆˜). Under the same conditions as in
Theorem 2.2, the SMR estimate β˜
(t)
converges to βˆ as ∆˜ goes to zero for each t, and∥∥∥β˜(t) − βˆ∥∥∥ = O(∆˜1/2).
Technically speaking, any representative approach satisfying (5) can be called a score-
matching approach. The proposed SMR approach which satisfies (7) and (8) is based a
special solution for (5). The following theorem provides consistency results for general
score-matching approaches.
Theorem 3.3. Consider a more general iterative representative approach with esti-
mated parameter β˜
(t)
at its tth iteration. Suppose for the (t + 1)th iteration, for each
k = 1, . . . , K, the obtained weighted representative data (nk, X˜
(t+1)
k , y˜
(t+1)
k ) satisfies the
following two conditions:
(a) The representative matches the score function at β˜
(t)
, that is, (5) is true;
(b) The representative response y˜
(t+1)
k = y¯k +O(∆˜), where y¯k = n
−1
k
∑
i∈Ik
yi;
Then the estimated parameter β˜
(t+1)
based on the weighted representative data satisfies
‖β˜(t+1) − βˆ‖ ≤ ρ(∆˜) ‖β˜(t) − βˆ‖+ o(∆˜1/2) (10)
where ρ(∆˜) = O(∆˜) < 1 for small enough ∆˜. Therefore, β˜
(t) → βˆ as t→∞ and ∆˜→ 0.
Remark 3.2. We call ρ(∆˜) in (10) the globe rate of convergence, which depends on the
size of ∆˜. Its specific form can be found in the proof of Theorem 3.3, which is relegated
to the Supplementary Materials. Based on our experience, even for moderate size of
∆˜, ρ(∆˜) can be significantly smaller than 1 and the first few iterations can improve the
accuracy level significantly. Nevertheless, the final discrepancy away from the full data
estimate still depends on ∆˜ or ∆.
For score-matching representatives, condition (a) of Theorem 3.3 holds instantly.
As for condition (b) of Theorem 3.3, if |η¯k| > δ for some δ > 0 as ∆ goes to 0, then
y˜k = y¯k + O(∆) (see the remark right after equation (7)), and thus y˜k = y¯k + O(∆˜)
since ∆ ≤ 2∆˜. After splitting blocks according to the signs of ηi’s, the cases of data
blocks with η¯k close to 0 are rare. For those blocks, we may simply define y˜k = y¯k. Thus
condition (b) can be guaranteed.
The conditions and conclusions of Theorem 3.3 are expressed in terms of ∆˜. When
applying the SMR approach, a slight modification can guarantee ∆˜ ≤ ∆ ≤ 2∆˜. Actually,
our simulation studies show that it is almost always the case for the proposed SMR
approach. Occasionally, X˜k could be out of the convex hull of {Xi, i ∈ Ik} due to
ν(η˜k)(y˜k − G(η˜k)) ≈ 0. For such kind of cases, we may simply replace X˜k with the MR
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representative X¯k. The difference caused for the value of score function is negligible. By
this way, the conclusions of Theorem 3.3 also hold for ∆→ 0 as well.
Overall, Theorem 3.3 justifies why the proposed SMR approach works so well.
Corollary 3.1. When ∆ = 0 or ∆˜ = 0, MR and SMR generate the same set of repre-
sentatives. Therefore, both SMR and MR estimates are equal to the full data estimate
for GLMs.
A special case when Corollary 3.1 applied is when all covariates are categorical and
the dataset is naturally partitioned by distinct covariate values. When most covariates
are categorical except for a few continuous variables, for example, the flight on-time
performance analysis in Section 5, the partition could be chosen such that ∆ ≈ 0 and
thus both MR and SMR estimates work very well.
3.4 Asymptotic Properties of MR and SMR Estimates for Big
Data
In order to study the asymptotic properties of MR and SMR estimates as N goes to ∞,
we assume that the predictors X1, . . . ,XN ∈ Rp are iid ∼ F with a finite expectation,
and the partition {B1, . . . , BK} of the predictor space Rp is fixed. To avoid trivial cases,
we assume pk = F (Bk) > 0 for each k = 1, . . . , K. Then the index block Ik = {i ∈
{1, . . . , N} | Xi ∈ Bk} with size nk. By the strong law of large numbers (see, for
example, Resnick (1999, Corollary 7.5.1)), as N → ∞, nk/N → pk > 0 almost surely.
In order to investigate asymptotic properties, we consider the discrepancy from the true
parameter value β instead of the estimate βˆ based on the full data.
For the MR approach, as N →∞,
X˜k → p−1k
∫
Bk
x F (dx), y˜k → p−1k
∫
Bk
G(βTx) F (dx) (11)
almost surely. If the link function g or G = g−1 is linear, then g(y˜k)−X˜Tkβ → 0 and thus
the MR estimate β˜ → β. Nevertheless, in general g is nonlinear, the accuracy of the MR
estimate mainly depends on the size of blocks ∆, not the sample size N . In other words,
for a general GLM, with fixed partition of the predictor space, the accuracy of the MR
estimate is restricted by (11) thus will not benefit from an increased sample size.
Different from MR, by matching the score function of the full data, the proposed
SMR approach can still improve its accuracy as the sample size increases, even with a
fixed partition of the predictor space.
Actually, for a general GLM, E(Yi) = G(ηi) and Yi − G(ηi) ind∼ (0, σ2i ), where σ2i =
Var(Yi) = h(ηi) > 0. For either a bounded block Bk, maxi∈Ik σ
2
i is also bounded. By
the strong law of large numbers for independent sequence of random variables (see,
for example, Resnick (1999, Corollary 7.4.1)) and the first-order Taylor expansion, as
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N →∞ and thus nk →∞, the left hand side of (6) after divided by nk is
LHS =n−1k
∑
i∈Ik
ν(ηi)ηi(yi −G(ηi))
=n−1k
∑
i∈Ik
ν(ηi)ηi
[
yi −G(XTi β)−G′(XTi β)XTi (β˜
(t) − β) +O(‖β˜(t) − β‖2)
]
a.s.→n−1k
∑
i∈Ik
ν(ηi)ηi
[
−G′(XTi β)XTi (β˜
(t) − β) +O(‖β˜(t) − β‖2)
]
(12)
=− ν(η˜k)η˜kG′(X˜Tkβ)X˜Tk (β˜
(t) − β) +O(∆‖β˜(t) − β‖) +O(‖β˜(t) − β‖2) (13)
From (12) we see that as N increases, the leading discrepancy of LHS caused by response
yi’s vanishes. Even if the maximum block size ∆ is fixed, when β˜
(t)
is close to β, the
LHS of (6) is small, and so is its right hand side. For blocks with η˜k away from 0,
it indicates y˜k − G(η˜k) and thus y˜k − G(X˜Tkβ) is small. That is, when N → ∞, the
SMR representatives {(X˜k, y˜k), k = 1, . . . , K} stay close to the true curve, µ = E(Y ) =
G(XTβ), which leads to a faster convergence rate of the SMR estimate towards β than
MR’s.
From (13) we conclude that a relatively largeG′(X˜Tkβ) may slow down the convergence
of the SMR estimate. For example, under a Poisson regression model with log link,
G(η) = eη. If the initial estimate of the regression parameter is not so accurate, SMR
may have difficulty in converging to the full data estimate. For such kind of cases, we
suggest a finer partition or smaller ∆ to obtain a good initial estimate. For models with
fairly flat G functions, such as models with logit link, G′ is small for most blocks. For
this kind of cases, even if the initial estimate for SMR is not so accurate, we can still
improve the accuracy of the estimate significantly after a few iterations.
4 More Simulation Studies
The previous simulation studies with linear models or logistic regression models show that
we may only need to run a few SMR iterations to reach an accuracy level comparable
with the full data estimate. In this section, we use simulation studies to show that in
terms of accuracy level the 3-iteration SMR is comparable with the divide-and-conquer
approach (Lin and Xi, 2011), which is also known as divide and recombine, split and
conquer, or split and merger in the literature (Wang et al., 2016). When there is no
ambiguity, we call the 3-iteration SMR simply SMR.
4.1 SMR vs MR for Linear Models
Following the same simulation setups for linear models as in Section 2.3.1, we simulate
100 datasets of size N = 1 × 106 for each of the seven distributions of covariates. We
use both MR and SMR to obtain the parameter estimate β˜. In terms of the RMSEs
between β˜ and β (such as in Table 1), the performances of MR and SMR are similar and
both comparable with the full data estimate βˆ (the results are not shown here). Since
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Table 3: Average (std) of RMSEs (10−3) from βˆ of 100 simulations for linear model
Simulation Equal-depth (m = 4) k-means (K = 1000)
setup MR SMR MR SMR
mzNormal 0.702 (0.201) 0.698 (0.201) 0.756 (0.227) 0.728 (0.218)
nzNormal 0.702 (0.201) 0.695 (0.200) 0.756 (0.227) 0.716 (0.212)
ueNormal 0.180 (0.088) 0.178 (0.090) 0.218 (0.100) 0.211 (0.100)
mixNormal 0.891 (0.245) 0.881 (0.243) 0.793 (0.228) 0.761 (0.218)
T 3 6.720 (1.941) 6.641 (1.957) 5.840 (1.791) 5.646 (1.746)
EXP 1.142 (0.329) 1.114 (0.324) 0.695 (0.200) 0.612 (0.184)
BETA 0.639 (0.171) 0.622 (0.168) 0.892 (0.241) 0.770 (0.217)
for practical data “true” model or “true” parameter value may not exist, a more realistic
goal is to match the full data estimate βˆ.
In Table 3, we show the RMSEs between β˜ and βˆ. It confirms the conclusions in
Theorem 3.3 and Section 3.4. That is, for linear models, both MR and SMR perform
very well, while SMR is slightly better. Nevertheless, when the ∆ is small (for example,
in the partition obtained by k-means), ρ(∆) is close to 0 and the improvement from MR
to SMR is significant.
4.2 SMR vs Divide-and-Conquer for Logistic Models
Following the same simulation setup as in Section 3.2, we simulate 100 datasets of size
N = 1 × 106 for each of the seven distributions of covariates in the logistic regression
model (9). We apply both SMR and the divide-and-conquer (DC) algorithm proposed
by Lin and Xi (2011) for estimating the parameter value. In Table 4, we show that
SMR based on a k-means partition with K = 1000 outperforms the divide-and-conquer
method with 1000 blocks across all simulation settings. Actually, the SMR estimates
are comparable with the full data estimates in terms of RMSEs from the true parameter
value. For illustration purpose, we also plot the corresponding boxplots of in Figure 1,
as well as in Figure S.2 and Figure S.3 in the Supplementary Materials. For comparison
purpose, we also list the corresponding MR estimates, which are overall not as good as
DC’s.
It should also be noted that SMR is ideal for massive data stored in multiple hard
disks or computers (known as nodes), since it exchanges only the representative data
points and estimated parameter values between nodes. It can perform well even with
limited network connections.
On the contrary, divide-and-conquer methods typically operate on random partitions.
Therefore, each data block for divide-and-conquer may consist of data points from many
different nodes, and heavy communications between nodes are typically needed.
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Table 4: Average (std) of RMSEs (10−3) of 100 simulations for logistic models
Simulation RMSE from true β RMSE from full data βˆ
setup Full MR SMR DC MR SMR DC
mzNormal 3.7 (0.9) 17.9 (0.9) 4.1 (1.1) 7.9 (0.9) 17.5 (0.3) 1.9 (0.6) 6.9 (0.1)
nzNormal 7.3 (2.0) 15.7 (1.9) 8.6 (2.5) 21.4 (1.7) 13.8 (0.7) 4.4 (1.3) 20.1 (0.4)
ueNormal 2.1 (0.8) 208.5 (1.0) 3.9 (1.6) 13.1 (1.3) 208.6 (1.5) 3.4 (1.5) 13.1 (0.3)
mixNormal 4.9 (1.5) 17.4 (1.0) 5.6 (1.6) 12.1 (1.1) 16.8 (0.3) 2.7 (0.8) 11.2 (0.2)
T 3 16.9 (4.4) 19.7 (5.4) 19.3 (5.4) 20.2 (3.8) 11.4 (2.8) 10.5 (2.9) 12.1 (0.9)
EXP 6.3 (2.0) 12.9 (2.4) 8.6 (2.2) 17.9 (2.4) 11.5 (1.0) 5.9 (0.8) 16.9 (0.3)
BETA 7.4 (2.0) 8.0 (2.1) 7.7 (2.1) 9.4 (2.3) 3.1 (0.8) 2.3 (0.7) 5.9 (0.2)
DC: Divide-and-Conquer, 1000 blocks
MR, SMR: k-means with K = 1000
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Figure 1: Box-plots of 100 simulations of SMR vs full, MR, and DC: RMSE from true β
for logistic model with N = 106 based on k-means with K = 1000 for selected distribu-
tions. See Supplementary Materials for boxplots of more distributions.
4.3 More Discussions on MR and SMR
4.3.1 Performance of MR and SMR across Different Sample Sizes and Di-
mensions
We conclude in Section 3.4 that SMR can benefit more than MR as sample size increases.
In this section, we show that this advantage of SMR is over the divide-and-conquer
method as well, using the first simulation setup mzNormal for illustration purpose.
For MR and SMR, we use a k-means partition with K = 1000. The 1000 cluster cen-
ters, which labels the data blocks, are fixed as N increases. For the divide-and-conquer
method, since its block size is typically restricted by the computer memory and thus will
not change as N increases, we fix the same block size 1000 as in Section 4.2. As N in-
creases, the number of blocks for the divide-and-conquer method increases proportionally.
Figure 2 (see also Table S.3 in the Supplementary Materials) shows that as N in-
creases, the SMR estimate is significantly better than MR and DC’s. More specifically,
Figure 2(a) shows that in terms of RMSE from the true parameter value, SMR is com-
parable with the full data estimate and converges to β much faster than MR and DC.
Figure 2(b) shows that the SMR estimate converges to the full data estimate βˆ as N
increases, while the MR and DC estimates do not display the sign of convergence. The
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Figure 2: RMSE vs log10(N) of MR, SMR, and divide-conquer for logistic model
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Figure 3: RMSE vs d of MR, SMR, and divide-conquer for logistic model
different performances of MR and SMR confirm our conclusion in Section 3.4. As for the
DC estimate, its discrepancy away from the full data estimate is mainly due to the fixed
block size 1000, which does not increase as N increases.
We also test the performance of MR, SMR and DC, as the predictor dimension p
increases in the same simulation setup. Figure 3 shows that, as the covariate dimension
d in the main-effects logistic model increases, the performance of the SMR estimate is
comparable with the full data estimate, and is significantly better than MR and DC’s
estimates.
4.3.2 Performances of MR and SMR with Finer Partition
According to Theorems 2.2 and 3.2, the estimate β˜ obtained by MR or SMR converges
to the full data estimate βˆ as ∆˜→ 0. That is, with a finer partition, β˜ gets closer to βˆ
(not the true parameter β once the dataset is given). Figure 4 (see also Table S.5 and
Table S.6 in the Supplementary Materials) shows that with finer and finer partitions,
both MR and SMR estimates get closer to βˆ, while SMR is more robust to the size of
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Table 5: Average (std) of RMSEs (10−3) of 100 simulations for three GLMs
Binary with cloglog Poisson with log Logistic with interactions
Full MR SMR Full MR SMR Full MR SMR
From true 2.81 43.73 3.88 0.22 29.87 12.17 3.51 7.40 5.12
(0.75) (0.99) (1.04) (0.06) (9.86) (10.41) (1.20) (2.01) (1.52)
From full 0 43.57 2.57 0 29.88 12.17 0 6.45 3.79
- (0.55) (0.67) - (9.86) (10.41) - (0.42) (0.99)
Distribution: mzNormal; k-means partition (K = 1000)
blocks in the partitions than MR. For comparison purpose, we also list the RMSE of the
divide-and-conquer (DC) method for the same number of blocks. With fixed block size
but more and more blocks, DC performs worse and worse (see also Figure 1 in Lin and Xi
(2011)).
4.4 Other GLM Examples
Commonly used GLMs include binary responses with logit, probit, cloglog, loglog, and
cauchit links, Poisson responses with log link, Gamma responses with reciprocal link,
Inverse Gaussian responses with inverse squared link. We provide detailed formulae of
ν(η) and G(η) for those GLMs in Table 9.
In Table 5, we show RMSEs from the true parameter β and from the full data estimate
βˆ based on k-means partitions with K = 1000 for the following three models:
(a) Binary response with complementary log-log (cloglog) link g(µ) = log(− log(1− µ)).
Since G(η) = 1−exp{− exp(η)} is relatively flat, SMR estimate is comparable with
the full data estimate even with a not-so-good MR estimate.
(b) Poisson response with the canonical link g(µ) = log µ. Since G(η) = exp(η) in-
creases exponentially, the convergence of SMR is slowed down with a not-so-good
MR estimate, which confirms our conclusion in Section 3.4. The variances of MR
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and SMR estimates are both high. Thus, a good initial value for Poisson regression
is crucially important.
(c) Logistic model with interactions. Both MR and SMR can be applied on GLMs
with interactions since they deal with the predictors directly. We simulate x =
(x1, x2, x3)
T frommzNormal and assume the non-intercept predictors to be (h1(x),
. . . , h7(x)) = (x1, x2, x3, x1x2, x1x3, x2x3, x1x2x3). Both MR and SMR estimates
work well.
4.5 CPU Time
We use the R programming language (R version 3.4.4) for all simulation studies listed in
this paper. For the IBOSS method (Wang et al., 2018a) and the A-optimal subsampling
method (Wang et al., 2018b), we use the R functions provided by the authors. We
also use R packages “data.table” for calculating by group for center representatives, and
“ClusterR” for obtaining k-means partitions. All computations are carried out on a single
thread of a MAC Pro running macOS 10.13.6 with 3.5 GHz 6-Core Intel Xeon E5 and
32GB 1866 MHz DDR3 memory.
The CPU times in seconds for MR and 1-iteration SMR with a k-means (K = 1000)
partition, A-optimal subsampling with subsample size 20, 000, and divide-and-conquer
with 1000 random blocks are shown in Table 6 for the logistic regression model (9) with
N = 106 and p = 8.
According to the time complexity analysis in Section 2.3 and Section 3.1, the computa-
tional times of both MR and SMR are roughly proportional to the number of parameters
p and sample size N , given that the number of blocks K is much smaller than N . Our
simulation studies displayed in Figure S.4 and Figure S.5 in the Supplementary Materials
confirm our time complexity analysis.
With a given partition, MR is comparable to the A-optimal subsampling method in
terms of computational time. When there is no partition provided, additional computa-
tional time has to be paid for obtaining a data partition, such as k-means or equal-depth
partitions (see Section 2.2). According to our simulation studies, the equal-depth par-
tition can be performed quickly for moderate p but not for large p since the number of
blocks increases exponentially with p; the k-means partition supports the representative
approaches much better than the equal-depth partitions, while an efficient algorithm for
a k-means partition is heavily needed.
5 A Case Study: Airline On-time Performance Data
The Airline on-time performance data for the US domestic flights of arrival time from Oc-
tober 1987 to February 2017 were collected from the Bureau of Transportation Statistics
as a real example for big data analysis. The original dataset consists of 353 cvs files with
the total number of records 173, 106, 219 (see Table S.7 in the Supplementary Materials
for the detailed original fields). After removing records with missing departure or travel
information, the total number of valid records is N = 169, 609, 446 (see Table S.8 in the
Supplementary Materials for examples of removed records).
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Table 6: Average CPU time (sec) of MR, SMR, A-optimal, Divide-and-conquer over 100
simulations for logistic model
Simulation setup Full data MR SMR A-opt DC
mzNormal 5.22 0.72 3.25 0.55 20.49
nzNormal 6.45 0.67 3.19 0.57 21.58
ueNormal 6.50 0.67 3.64 0.57 21.48
mixNormal 5.85 0.68 3.17 0.54 21.05
T 3 3.42 0.68 3.36 0.55 19.55
EXP 4.59 0.71 3.07 0.55 20.04
BETA 3.96 0.67 3.01 0.57 19.69
Distribution: mzNormal; N = 106; p = 8; MR and SMR: under
k-means (K = 1000); A-opt: subsample size 20, 000; DC: 1000
blocks
For illustration purpose, we consider a main-effects logistic regression model for binary
response ArrDel15 (arrival delay for 15 minutes or more, 1=YES) with three categorical
covariates and one continuous covariate: QUARTER (season, 1 ∼ 4) instead of MONTH
for simplification purpose; DayOfWeek (day of week, 1 ∼ 7); DepTimeBlk (departure
time block, 1 ∼ 4) following the convention of the O’Hare international airport; and
DISTANCE (distance of flight, 8 ∼ 4983 miles) (see Table 10 in the Appendix for detailed
descriptions of these variables).
In order to evaluate the performances of MR and SMR even when the full data
estimate is not available, we generate the “oracle” coefficient values (denoted by β, see
Table S.12 in the Supplementary Materials) by fitting the main-effects logistic model on
the data files from March 2012 to February 2017, and then simulate pseudo responses 10
times through the logistic model with the oracle parameter values β.
In order to perform the representative approaches, we need a data partition first. The
Airline on-time performance data has a natural partition consisting of 353 blocks or data
files labeled by (month, year). In order to mimic the distributed database situation, we do
not combine these files or operate across multiple files. In order to reduce the sizes of data
blocks, we further make sub-partitions for each data file. Since all but one covariates are
categorical, we discretize the only continuous covariate DISTANCE into 8 even intervals
according to the sample quantiles in each data file. That is, we create a discretized version
of DISTANCE, called DistanceBlk (distance block), which has 8 categories of roughly
the same sizes. Then each data file is further broken down to 7 × 4 × 8 = 224 blocks
labeled by distinct values of (DayOfWeek, DepTimeBlk, DistanceBlk) (see Tables S.9,
S.10, and S.11 in the Supplementary Materials for some descriptive analysis). Note that
the new covariate DistanceBlk is only for characterizing data blocks, while the original
covariate DISTANCE is still used in regression analysis.
In order to show how the accuracy of parameter estimate is improved with more and
more data, we run a sequence of four experiments with the first 12 months, 60 months,
240 months and 353 months (that is, the whole dataset), respectively. In each experiment,
we obtain the full data estimate (not available for 240 months and 353 months due to
too big data size), as well as our MR and SMR estimates, which are listed in Table 7.
22
Table 7: Average (std) of RMSEs (10−3) from oracle β for airline on-time performance
data
Number of months Full MR SMR
12 months 6.094 (0.946) 6.087 (0.955) 6.082 (0.954)
60 months 2.695 (0.282) 2.686 (0.280) 2.690 (0.282)
240 months - 1.304 (0.304) 1.303 (0.302)
353 months - 0.914 (0.137) 0.910 (0.137)
Table 8: Average (std) of RMSEs (10−3) from oracle β′ with coefficient of DISTANCE
enlarged by 10 times for airline on-time performance data
Number of months Full MR SMR
12 months 6.530 (1.167) 7.460 (1.107) 7.167 (1.156)
60 months 2.656 (0.451) 3.319 (0.540) 3.276 (0.492)
240 months - 2.181 (0.368) 1.791 (0.357)
353 months - 1.946 (0.283) 1.493 (0.251)
The average and standard deviation (std) of RMSEs are obtained from 10 independent
simulations.
From Table 7, we can see that the three estimates based on full data, MR, and SMR
are about the same. The main reason is that there is only one continuous predictor
DISTANCE, whose coefficient is as small as 0.0000587. Even multiplied by the largest
value of DISTANCE, 4983, the contribution of DISTANCE is only 0.03, which is too
small compared with the intercept −2.3168. In other words, this is roughly a case where
all predictors are categorical. According to Corollaries 2.1 and 3.1, both the MR and
SMR estimates match the full data estimate very well.
Table 7 also shows that as the size of data gets bigger, both the MR and SMR
estimates are getting closer to the true parameter value β, which is especially important
when a full data estimate could not be obtained.
In order to show when SMR is better than MR, we enlarge the coefficient of DIS-
TANCE by 10 times to get a new oracle β′ (see also Table S.12 in the Supplementary
Materials). Then the maximum contribution of predictor DISTANCE becomes 0.3, which
is expected to play a more important role in predicting arrival delay. We list the corre-
sponding results in Table 8. We can see that as the data size increases, the improvement
of the SMR estimate over MR’s is more and more significant. Both the MR and SMR
estimates based on the 353-month data are significantly better than the last available
full-data estimate based on the 60-month data.
6 Conclusion
When all predictors of the GLMs are categorical or discrete, the best solution would be
partitioning the data according to distinct predictor values if applicable. In this case,
∆ = 0, both the MR and SMR estimates exactly match the full data estimate.
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For GLMs with flat G(η) (that is, G′(η) is bounded by some moderate number), such
as logit, probit, cloglog, loglog, and cauchit links for binomial models, one may check the
coefficients of the continuous variables fitted by MR. If all linear predictors contributed
by continuous variables are relative small comparing to the intercept or linear predictors
contributed by categorical ones, then the MR estimate might be good enough. Otherwise,
we recommend the SMR solution.
For GLMs with unbounded or large G′(η), such as Poisson model and Gamma model,
we recommend SMR over MR with a finer partition.
Data partition, or more specifically, the maximum block size ∆, is critical for both
MR and SMR. How we can obtain an efficient partition is critical to representative
approaches, but is out of the scope of this paper.
The framework of representative approaches allows the data analysts to work with
the representative data instead of the raw data. In the scenario where different sources
of data are owned by different individuals or companies (also regarded as nodes) with
competing interests, the exchange of raw data between nodes may be either infeasible
or too expensive. Thus divide-and-conquer, or even subsampling methods may not be
applicable. For those cases, the representative approaches provide ideal solutions since
the representative data points typically could not be used to track the raw data.
A Appendix Section
Table 9: Examples ν(η) and G(η) of commonly used GLMs
Distribution of Y link function g ν(η) (up to a constant) G(η)
Normal(µ) identity 1 η
Bernoulli(µ) logit 1 exp(η){1 + exp(η)}−1
Bernoulli(µ) progit φ(η){Φ(η)Φ(−η)}−1 Φ(η)
Bernoulli(µ) cloglog exp(η){1− exp[− exp(η)]}−1 1− exp{− exp(η)}
Bernoulli(µ) loglog exp(η){exp{− exp(η)} − 1}−1 exp{− exp(η)}
Bernoulli(µ) cauchit pi{(1 + η2)(pi2/4− arctan2(η))}−1 arctan(η)/pi + 1/2
Poisson(µ) log 1 exp(η)
Gamma reciprocal 1 1/η
Inverse Gaussian inverse squared 1 1/
√
η
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Table 10: Description of fields in flight on-time performance data
Field Name Description
ArrDel15 binary response variable: arrival delay indicator, 15 min-
utes or more (1=Yes)
QUARTER season,”1”: January 1-March 31, ”2”: April 1-June 30,
”3”: July 1-September 30, ”4”: October 1-December 31
DayOfWeek day of week, ”1”: Monday, ”2”: Tuesday, ”3”: Wednes-
day, ”4”: Thursday, ”5”: Friday, ”6”: Saturday, ”7”:
Sunday
DepTimeBlk CRS departure time block, ”1”: 12:00 AM - 05:59 AM,
”2”: 06:00 AM - 11:59 AM, ”3”: 12:00 PM - 05:59 PM,
”4”: 06:00 PM - 11:59 PM
DISTANCE distance between airports, in miles
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Supplementary Materials
S.1 Tables and Figures
S.1.1 SMR vs MR for linear model
Table S.1: Average absolute of intercepts (10−3) estimation of 100 simulations for linear
model with N = 106
Simulation setup Full data Mid Med MR
mzNormal 0.7 19.5 0.8 0.7
nzNormal 1.5 2509.3 301.1 1.5
ueNormal 0.7 95.8 1.6 0.7
mixNormal 0.7 28.0 0.8 0.7
T 3 0.9 50.1 0.9 0.9
EXP 2.3 662.9 104.2 2.9
BETA 3.0 96.1 44.3 2.9
Table S.2: Average absolute of intercept (10−3) estimate of 100 simulations for logistic
model with N = 106 based on equal-depth with m = 4
Simulation setup Full data Mid Med MR SMR
mzNormal 2.2 13.8 2.2 2.2 2.3
nzNormal 6.6 2461.8 274.4 7.8 7.8
ueNormal 3.1 53.6 2.5 2.2 3.3
mixNormal 3.3 10.8 3.2 3.2 3.3
T 3 1.5 46.9 1.5 1.5 1.6
EXP 6.1 661.7 56.8 37.4 38.0
BETA 7.3 95.8 44.4 7.6 7.6
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Figure S.1: Box-plots of iterative SMR vs MR : RMSE from full data βˆ for linear model,
N = 106 with based on k-means with K = 1000. The x-axis is MR and the iterations of
SMR, from 1 to 20. Grey lines connect iterations in each simulation.
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Figure S.2: Box-plots of 100 simulations of SMR vs full, MR, and DC: RMSE from true
β for logistic model with N = 106 based on k-means with K = 1000.
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Figure S.3: Box-plots of 100 simulations of SMR vs MR, and DC: RMSE from full data
βˆ for logistic model with N = 106 based on k-means with K = 1000.
S.1.3 Some Properties of MR and SMR
Table S.3: Average (std) of RMSEs (10−3) of 100 simulations for logistic models with
different N
N RMSE from true β RMSE from full βˆ
Full data MR SMR DC MR SMR DC
1× 105 11.4 (2.9) 20.6 (3.0) 12.4 (3.4) 13.2 (2.8) 17.8 (1.1) 5.8 (1.7) 6.9 (0.4)
5× 105 5.3 (1.4) 18.3 (1.1) 6.0 (1.6) 8.6 (1.2) 17.6 (0.5) 2.8 (0.8) 6.9 (0.2)
10× 105 3.7 (0.9) 17.9 (0.9) 4.1 (1.1) 7.9 (0.9) 17.5 (0.3) 1.9 (0.6) 6.9 (0.1)
20× 105 2.6 (0.7) 17.6 (0.7) 3.0 (0.9) 7.4 (0.7) 17.5 (0.2) 1.3 (0.4) 6.9 (0.1)
100× 105 1.1 (0.3) 17.5 (0.3) 1.3 (0.4) 7.1 (0.3) 17.5 (0.1) 0.7 (0.2) 6.9 (0.04)
Distribution: mzNormal
MR, SMR: k-means with K = 1000; DC: 1000 observation per block
S4
Table S.4: Average (std) of RMSEs (10−3) over
√
p of 100 simulations for logistic models
with different p
d RMSE from true β RMSE from full βˆ
Full data MR SMR DC MR SMR DC
3 1.57 (0.74) 1.77 (0.79) 1.59 (0.75) 2.38 (0.78) 0.84 (0.08) 0.17 (0.10) 1.80 (0.04)
5 1.50 (0.43) 3.69 (0.45) 1.56 (0.44) 2.53 (0.46) 3.47 (0.11) 0.47 (0.17) 2.13 (0.04)
7 1.39 (0.33) 6.78 (0.33) 1.56 (0.42) 2.99 (0.34) 6.61 (0.12) 0.71 (0.22) 2.62 (0.04)
9 1.38 (0.31) 9.67 (0.30) 1.69 (0.37) 3.50 (0.32) 9.57 (0.12) 0.95 (0.25) 3.21 (0.06)
Distribution: mzNormal
MR, SMR: k-means with K = 1000; DC: 1000 blocks
Table S.5: Average (std) of RMSEs (10−3) of 100 simulations for logistic model under
equal-depth partition with different m
m RMSE from true β RMSE from full βˆ
Full data MR SMR MR SMR
2 3.67 (0.88) 69.74 (0.75) 4.85 (1.30) 69.57 (0.51) 3.08 (0.97)
3 3.67 (0.88) 33.33 (0.82) 4.09 (1.04) 33.05 (0.31) 1.77 (0.50)
4 3.67 (0.88) 20.40 (0.90) 3.88 (0.87) 20.00 (0.25) 1.34 (0.39)
5 3.67 (0.88) 13.89 (0.90) 3.78 (0.95) 13.33 (0.22) 1.05 (0.30)
Distribution: mzNormal
Table S.6: Average (std) of RMSEs (10−3) of 100 simulations for logistic model with
different K
K RMSE from true β RMSE from full βˆ
Full data MR SMR DC MR SMR DC
500 3.67 (0.88) 21.19 (0.91) 4.28 (0.99) 5.07 (0.93) 20.79 (0.33) 2.20 (0.59) 3.45 (0.09)
1000 3.67 (0.88) 17.93 (0.88) 4.14 (1.12) 7.90 (0.93) 17.48 (0.31) 1.89 (0.58) 6.93 (0.13)
2000 3.67 (0.88) 15.19 (0.91) 4.08 (0.95) 14.42 (0.95) 14.66 (0.30) 1.65 (0.49) 13.88 (0.18)
3000 3.67 (0.88) 13.70 (0.87) 4.01 (0.99) 21.27 (0.91) 13.12 (0.29) 1.58 (0.45) 20.88 (0.24)
Distribution: mzNormal
k-means partition for MR and SMR with K blocks; random partition for DC with K blocks
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S.1.4 CPU time of MR and SMR
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Figure S.4: Average CPU time of SMR over 100 simulations against p for logistic model
with N = 106, mzNormal, under k-means (K = 1000)
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Figure S.5: Average CPU time of SMR over 100 simulations against N for logistic model
with p = 7, mzNormal, under k-means (K = 1000)
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S.1.5 A Case Study: Airline On-time Performance Data
Table S.7: Description of fields in original data
Field Name Description
YEAR Year, from 1987 to 2017
QUARTER Quarter (1-4)
MONTH Month
DAY OF MONTH Day of Month
DAY OF WEEK Day of Week
FL DATE Flight Date (yyyymmdd)
ORIGIN AIRPORT ID Origin Airport, Airport ID. An identification
number assigned by US DOT to identify a
unique airport. Use this field for airport anal-
ysis across a range of years because an airport
can change its airport code and airport codes
can be reused.
DEST AIRPORT ID Destination Airport, Airport ID. An identifica-
tion number assigned by US DOT to identify a
unique airport. Use this field for airport anal-
ysis across a range of years because an airport
can change its airport code and airport codes
can be reused.
CRS DEP TIME CRS Departure Time (local time: hhmm)
DEP DELAY Difference in minutes between scheduled and
actual departure time. Early departures show
negative numbers.
DEP DELAY GROUP Departure Delay intervals, every (15 minutes
from < −15 to > 180)
DEP TIME BLK CRS Departure Time Block, Hourly Intervals
CRS ARR TIME CRS Arrival Time (local time: hhmm)
ARR DELAY Difference in minutes between scheduled and ac-
tual arrival time. Early arrivals show negative
numbers.
ARR DELAY GROUP Arrival Delay intervals, every (15-minutes from
< −15 to > 180)
ARR TIME BLK CRS Arrival Time Block, Hourly Intervals
CANCELLED Cancelled Flight Indicator (1=Yes)
CANCELLATION CODE Specifies The Reason For Cancellation
DIVERTED Diverted Flight Indicator (1=Yes)
CRS ELAPSED TIME CRS Elapsed Time of Flight, in Minutes
DISTANCE Distance between airports (miles)
DISTANCE GROUP Distance Intervals, every 250 Miles, for Flight
Segment
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Table S.8: Removed records
n of records Year SEASON DAYOFWEEK DEPTIMEBLK DISTANCE Ontime Delay
26 1987 4 1 0700-0759 0 0 0
706 1987 4 3 1500-1559 0 0 0
1899 1987 4 7 1900-1959 0 0 0
1948 1987 4 7 2200-2259 0 0 0
46311 1989 4 2 0600-0659 0 1 0
46429 1989 4 2 1400-1459 0 0 0
594920 2012 3 4 1 0 1
190 1987 4 1 1700-1759 23 0 0
487 1987 4 2 1800-1859 22 0 0
... ... ... ... ... ... ... ...
Table S.9: Ontime-delay ratio over SEASON
SEASON Ontime ratio Delay ratio Number of total records
1 0.788 0.212 41579713
2 0.804 0.196 42361276
3 0.808 0.192 42914516
4 0.801 0.199 42753941
Table S.10: Ontime-delay over DAYOFWEEK
DAYOFWEEK Ontime ratio Delay ratio Number of total records
1 0.803 0.197 24988255
2 0.814 0.186 24686764
3 0.802 0.198 24810248
4 0.778 0.222 24914325
5 0.772 0.228 24973697
6 0.832 0.168 21550008
7 0.806 0.194 23686149
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Table S.11: Ontime-delay over DEPTIMEBLK
DEPTIMEBLK Ontime ratio Delay ratio Number of total records
0001-0559 0.860 0.140 2476334
0600-0659 0.902 0.098 10358193
0700-0759 0.877 0.123 11921054
0800-0859 0.852 0.148 12060297
0900-0959 0.839 0.161 10924704
1000-1059 0.835 0.165 10270352
1100-1159 0.824 0.176 10768536
1200-1259 0.813 0.187 10832755
1300-1359 0.797 0.203 11141752
1400-1459 0.785 0.215 10036841
1500-1559 0.767 0.233 10432324
1600-1659 0.757 0.243 10344962
1700-1759 0.739 0.261 11628797
1800-1859 0.733 0.267 10426461
1900-1959 0.730 0.270 9374510
2000-2059 0.732 0.268 7724958
2100-2159 0.749 0.251 5207005
2200-2259 0.784 0.216 2592115
2300-2359 0.803 0.197 1087496
Table S.12: Oracle coefficients of predictors
Predictor β β′
Intercept -2.3168 -2.3168
QUARTER2 -0.0074 -0.0074
QUARTER3 0.0024 0.0024
QUARTER4 -0.0952 -0.0952
DAY OF WEEK2 -0.1200 -0.1200
DAY OF WEEK3 -0.1079 -0.1079
DAY OF WEEK4 0.0632 0.0632
DAY OF WEEK5 0.0369 0.0369
DAY OF WEEK6 -0.2321 -0.2321
DAY OF WEEK7 -0.1041 -0.1041
DEP TIME BLK2 0.4678 0.4678
DEP TIME BLK3 1.0978 1.0978
DEP TIME BLK4 1.3058 1.3058
DISTANCE 5.87e-5 5.87e-4
S.2 Proofs
Proof of Theorem 2.1: Recall that Xi ∈ Rp is the ith predictor vector, yi ∈ R is the
ith reponse variable, i = 1, 2, . . . , N ; and y = (y1, . . . , yN)
T is the response vector of the
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whole data, X = (X1, . . . ,XN)
T is the predictor matrix of the whole data.
Given a data partition {I1, . . . , IK} of I = {1, . . . , N}, we denote by Xk, yk, ǫk the
predictor matrix, the response vector and the error vector of the kth block, k = 1, . . . , K,
respectively. Then
∑K
k=1X
T
kXk =
∑N
i=1XiX
T
i , which is positive definite according to
our assumption.
Denote by ‖·‖2 the induced matrix norm defined by ‖A‖2 = max‖x‖=1 ‖Ax‖, which is
actually the square root of the largest eigenvalue of ATA. If A is positive semi-definite,
then ‖A‖2 is simply its largest eigenvalue.∥∥∥∥∥
K∑
k=1
XTkXk −
K∑
k=1
nkX˜kX˜
T
k
∥∥∥∥∥
2
=
∥∥∥∥∥
K∑
k=1
∑
i∈Ik
(Xi − X˜k)(Xi − X˜k)T
∥∥∥∥∥
2
≤
K∑
k=1
∥∥∥∥∥
∑
i∈Ik
(Xi − X˜k)(Xi − X˜k)T
∥∥∥∥∥
2
Denote by δk = maxi,j∈Ik ‖Xi −Xj‖. Then
∑
i∈Ik
(Xi − X˜k)(Xi − X˜k)T = δ2k
∑
i∈Ik
aia
T
i
for some ai’s satisfying ‖ai‖ ≤ 1. By the definition of the matrix norm,∥∥∥∥∥
∑
i∈Ik
aia
T
i
∥∥∥∥∥
2
= max
‖x‖=1
∥∥∥∥∥
∑
i∈Ik
aia
T
i x
∥∥∥∥∥
≤ max
‖x‖=1
∑
i∈Ik
‖ai‖2‖x‖
≤ nk
Therefore we have ∥∥∥∥∥
K∑
k=1
XTkXk −
K∑
k=1
nkX˜
T
k X˜k
∥∥∥∥∥
2
≤
K∑
k=1
nkδ
2
k ≤ ∆2N (S.1)
Denote by λ1 and λ
∗
1 the smallest eigenvalues of
∑K
k=1X
T
kXk and
∑K
k=1 nkX˜
T
k X˜k,
respectively. According to our assumption, λ1 > 0 regardless of the partition. By (S.1),
we have λ∗1 > λ1 − ∆2N > 0 if ∆2 < λ1/N . That is,
∑K
k=1 nkX˜
T
k X˜k is invertible when
∆2 is sufficiently small.
Therefore, we have the weighted least squares (WLS) estimate from mean represen-
tative dataset
β˜ = (
K∑
k=1
nkX˜kX˜
T
k )
−1
K∑
k=1
nkX˜ky˜k
= (
K∑
k=1
n−1k X
T
k1nk1
T
nk
Xk)
−1
K∑
k=1
n−1k X
T
k 1nk1
T
nk
yk
= β + (
K∑
k=1
n−1k X
T
k JnkXk)
−1
K∑
k=1
n−1k X
T
k Jnkǫk
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where 1nk is an nk × 1 vector of all 1’s, and Jnk is an nk × nk matrix of all 1’s. Then the
MR estimator is unbiased since
E(β˜) = β + E((
K∑
k=1
n−1k X
T
k JnkXk)
−1
K∑
k=1
n−1k X
T
k Jnkǫk) = β
and the covariance matrix of the MR estimator is given by
Cov(β˜) =
K∑
k=1
Cov((
K∑
k=1
n−1k X
T
k JnkXk)
−1n−1k X
T
k Jnkǫk)
=σ2
K∑
k=1
(
K∑
k=1
n−1k X
T
k JnkXk)
−1n−2k X
T
k J
2
nk
Xk(
K∑
k=1
n−1k X
T
k JnkXk)
−1
=σ2(
K∑
k=1
1
nk
XTk JnkXk)
−1
=σ2(
K∑
k=1
nkX˜
T
k X˜k)
−1
and the matrix norm of difference between the Fisher information matrices of OLS and
MR is given by
K∑
k=1
XTkXk −
K∑
k=1
nkX˜
T
k X˜k
Consider the induced matrix norm of difference between covariance matrices of OLS
and MR estimators∥∥∥Cov(β˜)− Cov(βˆ)∥∥∥
2
=σ2
∥∥∥∥∥(
K∑
k=1
nkX˜
T
k X˜k)
−1 − (
K∑
k=1
XTkXk)
−1
∥∥∥∥∥
2
=σ2
∥∥∥∥∥(
K∑
k=1
nkX˜
T
k X˜k)
−1(
K∑
k=1
XTkXk −
K∑
k=1
nkX˜
T
k X˜k)(
K∑
k=1
XTkXk)
−1
∥∥∥∥∥
2
≤σ2
∥∥∥∥∥(
K∑
k=1
nkX˜
T
k X˜k)
−1
∥∥∥∥∥
2
·
∥∥∥∥∥
K∑
k=1
XTkXk −
K∑
k=1
nkX˜
T
k X˜k
∥∥∥∥∥
2
·
∥∥∥∥∥(
K∑
k=1
XTkXk)
−1
∥∥∥∥∥
2
≤σ2(λ∗1)−1 ·∆2N · λ−11
≤σ2(λ1 −∆2N)−1 ·∆2N · λ−11
≤2σ2λ−21 N∆2
The last “≤” holds if ∆2 < λ1/(2N). Therefore, as ∆ goes to zero, Cov(β˜) converges to
Cov(βˆ) in terms of largest eigenvalue.

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Lemma S.1 (Kanniappan and Sastry, 1983, Theorem 2.2). Suppose X is a finite di-
mensional space and fn : X → R, n = 0, 1, . . ., are strictly convex. Suppose fn → f0
uniformly and x∗n = argminxfn(x) exists uniquely. Then x
∗
n → x∗0 as n goes to ∞.
Proof of Theorem 2.2:
According to McCullagh and Nelder (1989, Section 2.5), the log-likelihood of a GLM
is given by
l(β;y,X) =
N∑
i=1
[
yiθ(X
T
i β)− b(θ(XTi β))
a(φ)
+ c(yi, φ)
]
where θ(·) = (b′)−1(g−1(·)), a(·), b(·) and c(·, ·) are known functions, and φ is the disper-
sion parameter. The log-likelihood contributed by the kth block is essentially
lk(β) =
∑
i∈Ik
a(φ)−1
[
yiθ(X
T
i β)− b(θ(XTi β))
]
The log-likelihood of the representative from kth block
l˜k(β) =nka(φ)
−1
[
y˜kθ(X˜
T
kβ)− b(θ(X˜Tkβ))
]
=a(φ)−1
(
nky˜k −
∑
i∈Ik
yi
)
θ(η˜k) +
∑
i∈Ik
a(φ)−1
[
yiθ(X˜
T
kβ)− b(θ(X˜Tkβ))
]
=
∑
i∈Ik
a(φ)−1
[
yiθ(X˜
T
kβ)− b(θ(X˜Tkβ))
]
since y˜k = n
−1
k
∑
i∈Ik
yi.
Recall that the derivative ∂l/∂β is simply the score function (2). By plugging in the
first order Taylor expansion of l˜k about X˜k at Xi, and by the Cauchy-Schwarz inequality,
we have∣∣∣l˜k(β)− lk(β)∣∣∣ =∑
i∈Ik
{[
(yi −G(XTi β))ν(XTi β)
]
(X˜k −Xi)Tβ + o(
∥∥∥X˜k −Xi∥∥∥)}
≤
(∑
i∈Ik
(yi −G(XTi β))2ν(XTi β)2 ·
∑
i∈Ik
∥∥∥X˜k −Xi∥∥∥2 · ‖β‖2
)1/2
+
∑
i∈Ik
o(
∥∥∥X˜k −Xi∥∥∥)
≤ nk∆˜‖β‖
(
n−1k
∑
i∈Ik
(yi −G(XTi β))2ν(XTi β)2
)1/2
+
∑
i∈Ik
o(∆˜)
Denote Fk = (n
−1
k
∑
i∈Ik
(yi − G(XTi β))2ν(XTi β)2)1/2. Then for sufficiently small ∆˜ and
all β ∈ B, we have
∣∣∣l˜(β)− l(β)∣∣∣ ≤ K∑
k=1
nk∆˜‖β‖Fk +
N∑
i=1
o(∆˜)
≤ N∆˜‖β‖ ·max
k
Fk +No(∆˜)
≤M∆˜ (S.2)
S12
for some M > 0, which depends on the data but not the representatives or ∆˜. That is,
l˜(β) converges to l(β) uniformly as ∆˜ goes to 0 for β in the compact set B.
The strict concavity of l(β) implies the existence and uniqueness of βˆ ∈ B, such
that βˆ = argmaxβl(β). Let β˜ maximizes l˜(β). For sufficiently small ∆˜, l˜(β) is also
strictly concave, which guarantees the existence and uniqueness of β˜. By Lemma S.1, β˜
converges to βˆ as ∆˜→ 0.
Since l(β) is twice differentiable and ∂l
∂β
(βˆ) = 0, the second-order Taylor expansion
of l(β) at βˆ is
l(β) = l(βˆ) +
1
2
(β − βˆ)TH(βˆ)(β − βˆ) + o(
∥∥∥β − βˆ∥∥∥2)
where H(β) = ∂
2l
∂β∂βT
is the Hessian matrix. Let λ1 be the smallest eigenvalue of H(βˆ).
Since l(β) is strictly concave, then λ1 > 0. For small enough
∥∥∥β − βˆ∥∥∥,
∣∣∣l(β)− l(βˆ)∣∣∣ > λ1
4
∥∥∥β − βˆ∥∥∥2 (S.3)
We claim that ∥∥∥β˜ − βˆ∥∥∥ ≤ (8Mλ−11 )1/2 ∆˜1/2 (S.4)
Actually, if
∥∥∥β˜ − βˆ∥∥∥2 > 8Mλ−11 ∆˜, then we have
l(βˆ)− l(β˜) > 2M∆˜ (S.5)
due to by (S.3) and l(βˆ) ≥ l(β˜). From (S.2) and (S.5), we have
l˜(β˜) ≤ l(β˜) +M∆˜ < l(βˆ)− 2M∆˜ +M∆˜ = l(βˆ)−M∆˜ (S.6)
On the other hand, since β˜ maximizes l˜(β˜), we have
l˜(β˜) ≥ l˜(βˆ) ≥ l(βˆ)−M∆˜
due to (S.2). That leads to a contradiction with (S.6). Thus (S.4) is justified and∥∥∥β˜ − βˆ∥∥∥ = O(∆˜1/2)

Proof of Corollary 2.1:
Since ∆˜ ≤ ∆ for mean and mid-point representatives, and ∆˜ ≤ p1/2∆ for median
representatives, then under the conditions of Theorem 2.2, β˜ → βˆ as ∆ → 0 and∥∥∥β˜ − βˆ∥∥∥ = O(∆1/2).
If ∆ = 0, then in each block all the predictor variables are the same, that is, Xi ≡ X¯k
for i ∈ Ik, k = 1, . . . , K. Therefore, l˜k(β) = lk(β), k = 1, . . . , K and β˜ = βˆ. 
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Proof of Theorem 3.1: Plugging (7) into the left hand side of (6), we get∑
i∈Ik
ν(ηi)(y˜k −G(ηi))ηi = nk ν(η˜k)(y˜k −G(η˜k))η˜k
Let S(η) = ν(η)(y˜k − G(η))η, which is a one-dimensional function of η. Then (6) is
equivalent to
n−1k
∑
i∈Ik
S(ηi) = S(η˜k) (S.7)
Let a = mini∈Ik{ηi} and b = maxi∈Ik{ηi}. Since S(η) is continuous on [a, b], there exist
ηmin, ηmax ∈ [a, b], such that, S(ηmin) = minη∈[a,b] S(η) and S(ηmax) = maxη∈[a,b] S(η).
Then n−1k
∑
i∈Ik
S(ηi) ∈ [S(ηmin), S(ηmax)] and there exists a η˜k between ηmin and ηmax
solving (S.7) and thus (6). 
Proof of Theorem 3.2: Since y˜k = n
−1
k
∑
i∈Ik
yi+O(∆˜), following a similar argument for
Theorem 2.2, we can obtain β˜
(t)
converges to βˆ as ∆˜ goes to 0 and
∥∥∥β˜(t) − βˆ∥∥∥ = O(∆˜1/2).

Proof of Theorem 3.3: Let s(β) = s(β;y,X) as in (2) be the score function based on
the full data satisfying s(βˆ) = 0. Let
s˜(β) =
K∑
k=1
nk(y˜
(t+1)
k −G(βT X˜(t+1)k ))ν(βT X˜(t+1)k )X˜(t+1)k
be the score function based on the representative data points for the (t + 1)th iteration
satisfying s˜(β˜
(t)
) = s(β˜
(t)
) and s˜(β˜
(t+1)
) = 0. Consider their first-order Taylor expansions
at β˜
(t)
:
s(βˆ) = s(β˜
(t)
) +H(β˜
(t)
)(βˆ − β˜(t)) + o(
∥∥∥βˆ − β˜(t)∥∥∥) (S.8)
s˜(β˜
(t+1)
) = s˜(β˜
(t)
) + H˜(β˜
(t)
)(β˜
(t+1) − β˜(t)) + o(
∥∥∥β˜(t+1) − β˜(t)∥∥∥) (S.9)
where
H(β˜
(t)
) =
∂s
∂β
∣∣∣
β=β˜
(t)
=
K∑
k=1
∑
i∈Ik
[(yi −G(ηi))ν ′(ηi)−G′(ηi)ν(ηi)]XiXTi
H˜(β˜
(t)
) =
∂s˜
∂β
∣∣∣
β=β˜
(t)
=
K∑
k=1
nk
[
(y˜
(t+1)
k −G(η˜k))ν ′(η˜k)−G′(η˜k)ν(η˜k)
]
X˜
(t+1)
k
(
X˜
(t+1)
k
)T
with ηi = X
T
i β˜
(t)
and η˜k =
(
X˜
(t+1)
k
)T
β˜
(t)
. Subtracting (S.8) from (S.9), we obtain
β˜
(t+1) − β˜(t) = H˜(β˜(t))−1H(β˜(t))(βˆ − β˜(t)) + o(
∥∥∥β˜(t+1) − β˜(t)∥∥∥) + o(∥∥∥βˆ − β˜(t)∥∥∥)
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Therefore,
β˜
(t+1) − βˆ =(β˜(t+1) − β˜(t))− (βˆ − β˜(t))
=
(
I − H˜(β˜(t))−1H(β˜(t))
)
(β˜
(t) − βˆ) + o(
∥∥∥β˜(t+1) − β˜(t)∥∥∥) + o(∥∥∥βˆ − β˜(t)∥∥∥)
According to Theorem 3.2, as ∆˜ → 0,
∥∥∥β˜(t) − βˆ∥∥∥ = O(∆˜1/2) and ∥∥∥β˜(t+1) − βˆ∥∥∥ =
O(∆˜1/2). Then
∥∥∥β˜(t+1) − β˜(t)∥∥∥ ≤ ∥∥∥β˜(t+1) − βˆ∥∥∥ + ∥∥∥β˜(t) − βˆ∥∥∥ = O(∆˜1/2). Thus
β˜
(t+1) − βˆ =
(
I − H˜(β˜(t))−1H(β˜(t))
)
(β˜
(t) − βˆ) + o(∆˜1/2)
According to condition (b), y˜
(t+1)
k = y¯k + O(∆˜). Since Xi = X˜
(t+1)
k + O(∆˜) for i ∈ Ik,
it can be verified that H(β˜
(t)
) = H˜(β˜
(t)
) + O(∆˜). Therefore, I − H˜(β˜(t))−1H(β˜(t)) =
I − H˜(β˜(t))−1
(
H˜(β˜
(t)
) +O(∆˜)
)
= O(∆˜). Let ρ(∆˜) be the largest eigenvalue of I −
H˜(β˜
(t)
)−1H(β˜
(t)
). Then ρ(∆˜) = O(∆˜), which is strictly less than 1 for sufficiently small
∆˜. Therefore, ∥∥∥β˜(t+1) − βˆ∥∥∥ ≤ ρ(∆˜)∥∥∥β˜(t) − βˆ∥∥∥+ o(∆˜1/2) (S.10)
It guarantees that β˜
(t) → βˆ as t→∞ and ∆˜→ 0. 
Proof of Corollary 3.1: If ∆˜ = 0, by definition we have Xi = X˜k and ηi = η˜k for all
i ∈ Ik. Therefore, y˜k = y¯k and X˜k = X¯k for both MR and SMR.
If ∆ = 0, then Xi = Xj and ηi = ηj for all i, j ∈ Ik and thus y˜k = y¯k according to (7).
Since ηi = η¯k for all i ∈ Ik, then η¯k is a solution for solving (6). Since we always choose a
solution closest to η¯k when the solutions are not unique, the proposed SMR have η˜k = η¯k.
In this case, we have X˜k = X¯k by (8).
In both cases, SMR and MR estimates are the same. By Corollary 2.1, we know both
of them equal to the full data estimate βˆ. 
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