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Abstract
Our objective is to provide a complete table of analytic condinuation formulas for the Gaussian hypergeometric function
2F1(a; b; c; z) which allow its fast and accurate computation for arbitrary values of z and of the parameters a; b; c. To this
end we distinguish 12 basis sets of the two-dimensional space of the solutions of the hypergeometric dierential equation.
Representing 2F1 in each of them yields 12 analytic continuation formulas. Each two of them are series in one of the
arguments z; z=(z−1); (1− z); (1−1=z); 1=z; 1=(1− z), respectively, such that any given argument z, with the exception
of two single points in the complex plane, lies in the convergence domain of at least one of them. We present rapidly
converging series representations of 2F1 for all possible constellations of parameters. For minimizing the eort for the
derivation of these series we have extensively used the symmetry group of the hypergeometric equation, which is shown
to be isomorphic to the cubic group Oh. c© 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
We investigate the properties of the Gaussian hypergeometric function (GHF) which is dened
by the power series
2F1(a; b; c; z) =
1X
n=0
(a; n)(b; n)
(c; n)(1; n)
zn; jzj< 1; (1.1)
where (a; n) := (a+n)= (a) is the Pochhammer symbol. Note the symmetry 2F1(a; b; c; z)= 2F1(b; a;
c; z). The GHF often occurs in the context of practical computational problems in the eld of
theoretical physics, physical chemistry, engineering or statistics. Many functions in mathematical
physics, such as Jacobi polynomials, Gegenbauer functions, Legendre functions or the conuent
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hypergeometric function can be expressed in terms of 2F1(a; b; c; z) (see, e.g., [17, p. 461] or
[1, p. 332]). Many integrals (see, e.g., [9, Eq. 3.194], etc.) and many of the matrix elements of
observables in quantum physics can be reduced to the GHF. The origin of the widespread occurrence
of 2F1 is the fact that it is a solution of the hypergeometric dierential equation which is the standard
form of any dierential equation of the Fuchsian type with at most three regular singular points.
The motivation for the present investigation was the necessity to compute the integrals of the
Coulomb interactions between the particles of a helium atom with respect to a basis set of anisotropic
Gaussian wave functions [10,4]. The matrix elements of the Coulomb attraction of the electrons
to the nucleus can be expressed in terms of 2F1 of a real variable z, and the electron{electron
repulsion involves the Appell hypergeometric function F1 which is represented by an innite series
involving GHFs with increasing parameter arguments [2, Eq. (15)]. The repeated occurrence of the
GHF (for each of our atomic structure calculations we typically have to compute the GHF for
108{1010 dierent sets of argument values) requires an extremely ecient and accurate algorithm for
its computation. The fact that the real variable −1<z< 1 may lie close to the boundary of the
circle of convergence jzj< 1 or even outside makes an analytic continuation of 2F1 necessary. We
remark that 2F1 is equally a crucial ingredient for the computation of functions related to F1 (e.g.,
F2; F3; F4; G1; G2 referring to the usual nomenclature like in Eqs. (9:182:1{11) in [9] as well as in
Eqs. (15{18) in [2] or Eqs. (6{39) in [7]), which occur in the solutions of an even larger class of
problems [14,16].
The standard series (1.1) and its computer implementation are available in [17]. A thorough article
about mathematical libraries and packages, covering in particular the hypergeometric function, has
been presented by Lozier et al. [12, p. 99]. Several of the continuation formulas mentioned above
are given in the literature, e.g., [1, Eqs. (15.3.3{14)] or [9, Eqs. (9.131,132)]. However, mutual
application of these formulas in general yields new ones with dierent numerical properties, and
it is by no means obvious how to construct in a systematic way an optimal representation of the
GHF with respect to its numerical convergence for given arguments. Prosser [15] provides a very
systematic group theoretical description of the relations between the Kummer solutions which play
the central role in our approach to an analytic continuation. However, the cases of integer values for
c, b− a or c− a− b are excluded there. Similarly, not all the relevant constellations of parameters
are covered explicitly in the literature about continuation formulas, e.g., we found no given series
formula with the argument (1− z) valid for the case that (c−a−b)=:m 2 Z and b 62 Z but a 2 Z0−
with a6− m.
In the present paper we do provide formulas also for that case (see Eqs. (B.13) and (B.18)), since
we derive and explicitly present rapidly converging series for arbitrary constellations of parameters
(Eqs. (B.1){(B.33)). Thereby we include all existing limiting cases which have to be distinguished
due to the complicated structure of 2F1 in the space of parameters a; b; c, no matter how pathological
they may be. In order to systematize all possible conditions and cases and to minimize the eort, we
exploit extensively the symmetry group of the hypergeometric dierential equation. The idea is to
express the GHF in terms of one of the 12 basis sets spanning the two-dimensional space of solutions
of the hypergeometric dierential equation. Each two of the basis sets contain series in the same
argument z0 where z0 2 fz; z=(z−1); (1− z); (1− (1=z)); 1=z; 1=(1− z)g. Any z 2 C lies in at least one
convergence circle jz0j< 1 unless z= 12(1 i
p
3), a particular case treated by Buhring [5]. Thus, we
obtain for given z at least two convergent continuation formulas within general dierent numerical
properties. We derive, therefore, not only one analytic continuation formula which converges for a
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given complex value of z but all the dierent possible convergent formulas, which guarantees the
possibility to select the optimal one depending on the constellation of parameters. Among those
expressions (B.1){(B.33) for H (a; b; c; z) := 2F1(a; b; c; z)= (c), we have numerically implemented
the part relevant to our atomic structure calculations: those cases deal with a real variable z with
−1<z< 1, and with integer and half-integer values for the parameters a; b; c (see Eq. (31) in [4]
as well as [3]). By the mentioned selection we achieved an extremely fast and accurate computation
of the GHF.
Of course, it is possible to evaluate the GHF for arbitrary entries without the knowledge of
explicit formulas for special limiting cases like, for example, the one mentioned above. Using nite
dierence techniques, Forrey [8] has developed a stable and ecient algorithm for approaching an
arbitrary case and therefore in particular also any limiting case. However, it is desirable to directly
implement analytical expressions which are exact in the corresponding limiting cases since their
evaluation converges much faster. Although the mentioned limiting cases are only encountered on
subsets of measure zero in the space of parameters (a; b; c) they represent generic situations in certain
applications for which the parameters run over integer or half-integer values, as it is in fact the case
in our mentioned calculations.
The group properties of the hypergeometric dierential equation and their visualization by means
of a three-dimensional representation of this group isomorphic to the cubic group Oh are presented
in Section 2. In Section 3 we demonstrate how these group properties can be used to derive all the
analytic continuation formulas by mapping one small set of equations to all the other cases. This
minimal set of equations is discussed in detail in Section 4, including all its limiting cases. Section
5 presents the classication of all the continuation formulas of 2F1, the complete list of which is
given in Appendix B.
2. General aspects and denitions
Function (1.1) is a solution of the hypergeometric dierential equation which can be obtained
from the well-known Riemann equation (see [11, p. 26])
d2u
dz2
+

1− − 0
z − za +
1−  − 0
z − zb +
1− − 0
z − zc

du
dz
+

(za − zb)(za − zc)0
z − za +
(zb − zc)(zb − za)0
z − zb +
(zc − za)(zc − zb)0
z − zc

 u
(z − za)(z − zb)(z − zc) = 0; (2.1)
where
+ 0 +  + 0 + + 0 = 1 (2.2)
by putting the regular singularities (za; zb; zc) to (0;1; 1) and the roots (; 0); (; 0); (; 0) of the
corresponding indicial equations to (0; 1− c); (a; b); (0; c− a− b), respectively. However, also every
solution of the general equation (2.1) itself can be expressed in terms of the particular solution
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(1.1) of the special case. One of the solutions which we associate to the singularity za is
P
8<
:
za zb zc
   z
0 0 0
9=
;=w (1− w) P
8<
:
0 1 1
0 a 0 w
1− c b c − a− b
9=
; ;
argw< ; arg(1− w)< ; (2.3)
where P is the Riemann P symbol and we have used the notation
a := +  + ; b := + 0 + ; c := 1 + − 0; w := zc − zb
zc − za
z − za
z − zb : (2.4)
The P symbol on the r.h.s. of Eq. (2.3) is identical to 2F1(a; b; c;w) and is therefore a power series
regular in the vicinity of z = za. Solution (2.3) is well established in the literature and diers from
Eq. (16:15) in [6] only by the constant prefactor ((zc− zb)=(zc− za))((za− zb)=(za− zc)). By means
of the above normalization the prefactor of the series on the r.h.s. of Eq. (2.3) is w(1−w) which
does not depend on the singularities za; zb; zc apart from its implicit dependence via w. This ensures
that for (; ) 6= (0; 0) the r.h.s. of Eq. (2.3) tends to the nite function z(1− z) 2F1(a; b; c; z) for
(za; zb; zc)! (0;1; 1) (note: in that limit w ! z).
Since Eq. (2.1) is invariant under the 3! = 6 permutations of its singularities as well as under
the 23 = 8 independent interchanges of primed and nonprimed parameters, the corresponding 48
permutations applied on the P symbol on the l.h.s. of Eq. (2.3) provide directly the 48 possible
solutions of Eq. (2.1) which at least possess dierent appearances. The six permutations of the
singularities give rise to dierent arguments, namely (1−w), 1=w, w=(w−1), (1− (1=w)), 1=(1−w)
in addition to w. Two solutions which belong to dierent arguments possess dierent branch cuts
on parts of the real w-axis. Therefore, we will rst investigate the properties of the solutions only
on the maximal common domain C n R where all of them can unambigously be continued to, and
for real w we will nally perform suitable limiting procedures.1
From each of the 48 solutions we obtain a solution of the hypergeometric equation in terms of 2F1
by putting (za; zb; zc) to (0;1; 1) and subsequently putting = =0. However, due to the symmetry
of the function 2F1 itself under exchange of a and b only 24 of these solutions possess essentially
distinct appearances, the well-known Kummer solutions (see e.g. Ref. [13, p. 67, Eqs. (1){(24)]).
The transformations between the 48 solutions of (2.1) form a nite group G48. The action of this
group on the Kummer solutions in terms of 2F1 and the parameters a; b; c has been treated in [15].
In the present context, however, it is much more transparent to investigate the properties of G48 on
the level of the general Riemann equation since G48 can then be considered as a subgroup of the
permutation group of the six parameters ; 0; ; 0; ; 0, accompanied by a corresponding permutation
of za; zb; zc. We therefore employ the following strategy: general statements are derived in terms of
P and used to extract the corresponding properties in terms of 2F1.
1 The function 2F1(a; b; c;w(z)) itself possesses a branch cut from zb to zc which lies usually along the real w axis from
1 to 1 (by convention, the values of 2F1 on this branch cut are dened to be the limits of the values in the lower w
half-plane). In the present paper we will represent 2F1 in terms of expressions with more complicated branch cuts. These
expressions will be chosen such that their branch cuts compensate each other everywhere apart from the real w-axis from
1 to 1. That authentic branch cut of 2F1 will also be reproduced correctly in our representations, and we will dene
each representation of 2F1 such that its values on that branch cut agree with the convention to be the limits with respect
to the lower w half-plane.
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Since it is the aim of the present section to clarify how to derive the mentioned basis functions,
we will in the following establish a group-theoretical base for our approach.
Proposition 2.1. The group G48 is isomorphic to the cubic group Oh.
Proof. The action of any X 2 G48 on P is completely determined by the action on the column
vector n = (zT; r0T; rT)T, where
z :=
0
@ zazb
zc
1
A ; r0 :=
0
@ r
0
a
r0b
r0c
1
A :=
0
@ 
0 + 
0 + 
0 + 
1
A ; r :=
0
@ rarb
rc
1
A :=
0
@ 
0 − 
0 − 
0 − 
1
A ; (2.5)
which provides a nine-dimensional representation  n decomposing into three three-dimensional repre-
sentations  z,  r
0
and  r. It is sucient to present matrices for the generators of G48. As we choose
the generators two operations which exchange the rst component of each vector in Eq. (2.5) with
its second or third component, respectively, and one operation exchanging primed and unprimed
parameters in one xed component (say the second one) of each vector. It is further sucient to
consider explicitly the representation  r because the matrix elements of  r
0
and  z can trivially be
deduced by  zij(X ) =  
r0
ij (X ) = j rij(X )j for all X 2 G48. The generators 2 are
 r(A) :=
0
@ 0 0 10 1 0
1 0 0
1
A ;  r(B) :=
0
@ 0 1 01 0 0
0 0 1
1
A ;  r(J ) :=
0
@ 1 0 00 −1 0
0 0 1
1
A : (2.6)
(Note that A2 = B2 = J 2 = E where E is the unit matrix.). The matrices  r are pairwise dierent,
and they can be interpreted as spatial transformations:  r(A) and  r(B) describe d reections with
respect to the (ra = rc) plane and the (ra = rb) plane, respectively, and  r(J ) is a h reection with
respect to the (rb = 0) plane. These transformations are generators of the symmetry group of an
octahedron whose corners lie on the coordinate axes of r (see Fig. 1).
Supplement 2.2.  r is irreducible with  r = T1u while the other two representations decompose
according to  z =  r
0
= A1g + Eg; to be veried directly by projection onto the characters of the
irreducible representations of Oh. We remark that the occurrence of A1g in  r
0
reects the fact
that Eq. (2:2) is fullled.
For further applications we introduce the following notation: If f(n) is any function of n, not
necessarily a function of z or a solution of Eq. (2.1), then for every given X 2  (G48) we write
f(n)X :=f( n(X )n): (2.7)
For any given X; Y 2 G48, we have the important property
(fX )Y = f(XY ): (2.8)
Note the order of operations: Applying A to a function g(ra; rb; rc) yields g(ra; rb; rc)A=g(rc; rb; ra).
A subsequent application of B acts on the variables rb; ra in the two last entries of g(rc; rb; ra) because
2 For a transparent correspondence with the literature, we will choose the names of our group transformations analogous
to the ones of Ref. [15].
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Fig. 1. Visualization of the group G48 by means of the three-dimensional representation  r of spatial transformations in
the space of (ra; rb; rc)T = r. The generators A; B and J are identied with the corresponding Oh generators. The labelling
of further symmetry elements in the gure with transformations out of G48 is explained in the text, as well as the meaning
of the singularities za; zb; zc assigned to opposite corners of the inner octahedron. Note that the hidden right corner of the
octahedron corresponds to the singularity za.
by denition the unchanged names of the parameters are relevant and not their position among
the entries of the transformed function g. Therefore, (g(ra; rb; rc)A)B = g(rc; rb; ra)B = g(rc; ra; rb) =
g(rc; rb; ra)(AB), which corresponds in fact to the matrix product AB and not BA.
The transformation of the singularities z and of r0 is given by the permutation of the three axes,
as a consequence of which we have labelled each of the two opposite corners with the name of a
common singularity. The solution (2.3) which we will in the following denote by PE is regular at
z= za (apart from the power wE), a sign for which is that the singularity za lies on the abscissa axis
(cf. Fig. 1). More general, for every X 2 G48 the solution PX is regular at the singularity which
is transported to the abscissa axis by the transformation  r(X ). PE is only one of the two basis
functions regular at z=za which are needed to span the two-dimensional vector space of solutions of
(2.1). The other one can be obtained by interchanging the parameters  and 0, yielding PD, where
 r(D) :=
0
@−1 0 00 −1 0
0 0 1
1
A (2.9)
is a C2 rotation around the rc-axis. 3 We combine the fundamental system of solutions regular
at z = za (apart from wE or w
0
E ) to the basis set PE := (PE; PD)
T. The two reections A and B
interchange the singularity za with zc and zb, respectively, and we obtain two basis systems PA and
PB of solutions regular at z = zb and z = zc (apart from powers of wA and wB, respectively). Thus,
3 Although it would appear natural to choose the inversion I = E as transformation creating the second basis function
because the group Oh decomposes according to Oh=OCi, we use D instead of I since Proposition 3.6. would not hold
with ’I instead of ’D.
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we obtain three fundamental basis sets of solutions of (2.1) which can be continued analytically
to the common domain w−1(C n R) = w−1(C+ [ C−) (here C+ and C− are the upper and lower
complex half-planes, respectively): The systems PE , PA and PB for the singularities za; zc; zb consist
of six dierent functions of the parameters, the singularities and z. All of them can be generated by
the one solution PE by means of
PYZ = (wEw

AFE)YZ ; Y 2 fE;Dg; Z 2 fE; A; Bg; (2.10)
where FE := 2F1(aE; bE; cE;wE). Here Z transports PE to one of the singularities, and Y=D generates
its counterpart to form a basis.
The fact that there exist 48 dierent appearances of solutions of (2.1) instead of six has its
origin in the possibility to write each of the six basis functions in eight dierent ways. The eight
representations of PE can directly be constructed by applying the subgroup Ginv of G48. Ginv consists
of transformations which leave the one-dimensional subspace spanned by PE invariant if PE is
restricted to either w−1(C+) or w−1(C−). The subspace spanned by PE is invariant under all the
transformations which do not aect the rst column in the P symbol on the l.h.s. of Eq. (2.3). They
form a subgroup of order 2!  22 = 8, and in Fig. 1 it is the C4v group around the ra-axis generated
by J and the d reection T1 with respect to the (rb= rc) plane. For future use we denote T2 = JT1J
and T3 = T1T2 = T2T1.
We remark that also T 21 = T
2
2 = T
2
3 = E and that the set fE; T1; T2; T3g forms a commutative
C2v subgroup GEu of Ginv consisting of the Euler transformations which are usually introduced as
substitution transformations of the integral representation of 2F1 (see [15, Eq. (8)]). The set of all
possible 48 representations of solutions of (2.1) is therefore exhausted by
PXYZ = (wEw

AFE)XYZ ; X 2 Ginv; Y 2 fE;Dg; Z 2 fE; A; Bg (2.11)
where X generates | additionally to Eq. (2.10) | the eight variants of basis functions at a given
singularity.
The group Ginv does not necessarily leave function (2.3) itself invariant but involves complex
phase factors which are in general dierent from unity.
Lemma 2.3. For a given X 2 Ginv we have
PE = XE  PX ; XE =
(
1; X 2 fE; T3; J; JT3g=:Gid ;
eis(wE); X 2 fT1; T2; JT1; JT2g= Gid  T1
(2.12)
with
s(w) :=
(
+1; 0< argw< , z 2 w−1(C+);
−1; −< argw< 0, z 2 w−1(C−);
(2.13)
where Gid is the commutative subgroup of Ginv leaving each basis function identical; and GidT1 is
its right coset with respect to T1. (argw) stands for the principal value of the argument of w; by
denition of −< argw6.
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Table 1
Overview over the occurring arguments wXYZ in dependence on the transformations X; Y; Z in Eq.
(2.11). We also provide the values z(0) and wE(0) of z and wE for which the argument wXYZ
vanishes
Z E A B
X Gid GidT1 Gid GidT1 Gid GidT1
wXYZ wE
wE
wE − 1 1− wE 1−
1
wE
1
wE
1
1− wE
z(0) za zc zb
wE(0) 0 1 1
Proof. For X = T1, we start from FE=FT1 = (1− wE)−a (because FT1 = 2F1(a; c− b; c;wE=(wE − 1)),
see [1, Eqs. (15.3.3{5)]). Then
T1E
def=
PE
PT1
def=
wE(1− wE)
(wE(1− wE))T1
 FE
FT1
=
wE
(−wE) = e
is(wE):
The proof for X 6= T1 is analogous.
The arguments wYZ occurring in the power series representations of the six functions in (2.10) are
equal to wE; wA and wB because wD = wE . However, these are not the only ones which occur in the
larger set of solutions in Eq. (2.11). All the transformations in the coset GidT1 distort the convergence
domain around a given singularity by interchanging the roles of the two other singularities. Altogether
we have six dierent possible arguments, given in Table 1.
The occurrence of six dierent arguments appears natural since the transformations E; A and B
leading to wE; wA and wB do not alone form a complete subgroup of G48. Repeated application
of E; A and B, however, generates a subgroup of G48, the Kummer group which we denote by
GKu := fE; A; B; AB; BA; ABA= BABg, which is in Fig. 1 the C3v group around the (ra = rb = rc) axis
describing the permutation group of the singularities. In fact, since T1=ABA, AT1=BA and BT1=AB,
the six arguments wX in Table 1 are generated by X running over the six elements of the Kummer
group.
This fact can also be considered from another point of view: The 8-element commutative subgroup
Gw of G48 generated by J; D and T3 leaves the argument wX invariant because J; D and T3 generate
all the transformations which do not interchange the singularities. G48 consists of Gw and the ve
cosets of Gw with respect to the ve elements of GKu n fEg. Two solutions PX and PY possess the
same argument if and only if X and Y lie in the same coset (or Gw).
The above enumeration does not mean that there are also 48 basis sets PZ to be distinguished.
Denition 2.4. For Z; Z 0 2 G48, the two basis sets PZ , PZ0 are called distinct if there exists an
 2 C n f0g such that (PZ0  PZ ^PDZ0  PDZ)_ (PZ0  PDZ ^PDZ0  PZ), where ‘’ denotes a
termwise coincidence of the corresponding power series expansions in terms of 2F1. They are called
essentially distinct if the basis sets PZ , (PZ0)W are distinct for all W 2 Ginv.
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Table 2
The four essentially distinct basis sets (without parentheses) and the other eight
ones which can be constructed from the former
X n Z E A B
E PE PA (PT1A)T1
T1 (PE)T1 PT1A (PA)T1
T2 (PE)T2 (PT1A)T3 (PT3A)T1
T3 (PE)T3 PT3A (PT1A)T2
Proposition 2.5. Among the 48 basis sets PXYZ (X; Y; Z like in (2:11));
(a) only 12 are distinct; and
(b) only 4 (PE; PA; PT1A or PT3A) are essentially distinct. The 12 basis sets PXZ are given in
Table 2, and each of them can be constructed by applying E; T1; T2; T3 to one basis set among
PE; PA; PT1A or PT3A.
Proof. (a) The transformation Y =D does not introduce a new basis set because for every X 2 GEu
there exists X 0 2 GEu with XD = DX 0. Hence we have PXD = PDX 0 = (PD; PE)X 0 , which diers from
PX 0=(PE; PD)X 0 only by an interchange of the basis functions. X =J can be omitted from Ginv since
J only interchanges the factors (a; n) and (b; n) in FE . (b) (PT1A)T3  PT1DA
T1D=DT2 PDT2A
(a)PT2A. The
other equivalences are veried analogously.
3. Basis transformations and analytic continuation
The purpose of this section is to present a concept how to compute PE for a given wE and given
parameters. The function PE is preliminarily dened only by the series FE in the domain jwEj< 1.
For jwEj>1 the goal is to represent PE in a basis PXZ for which the series FXZ and FXDZ converge,
in other words, we use transformations X; Z for which the argument wXZ obeys jwXZ j< 1, and the
mentioned representation will be an analytic continuation of PE to the domain jwXZ j< 1. Usually,
there exist several possibilities for the desired X; Z , and the quality of the convergence of the basis
PXZ depends on the parameters. In this context, it is a very convenient fact that none of the occurring
series depends explicitly on the parameters r0 because FE depends only on a= (1− ra − rb − rc)=2,
b= (1− ra + rb − rc)=2, c = 1− ra and wE = wE(z; z).
More precisely, each of the solutions PX is well-dened for jwX j< 1 and cX = (1 − ra)X 62 Z0−.
Since we will also study the dependence of the solutions on the parameters let us consider in the
following the transforms of the regularized solution:
QE =
1
 (1− ra)PE (3.1)
which is an entire analytic function of r0; r for jwEj< 1 since we know [6, Section 2:1:6] that the
ratio 2F1(a; b; c; z0)= (c) is an entire analytic function of a; b; c for xed jz0j< 1. Every statement
in the preceding section holds also with PX replaced by QX , in particular for basis systems QX .
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Proposition 3.1. If QE and QD are linear independent (i.e. if ra 62 Z; see Proposition 4:1); then for
every X 2 G48 there exist two (2 2) matrices M(X ) with
QX =
(
M+(X )QE; z 2 w−1(C+);
M−(X )QE; z 2 w−1(C−):
(3.2)
Proof. The completeness of the basis QE within the two-dimensional space of solutions of (2.1) on
either w−1(C+) or w−1(C−) is guaranteed by the assumed linear independence.
Remark 3.2. The mapping X 7!M(X ) is no representation of G48 because the basis QE is by no
means complete in the space of functions of the parameters z; r0; r. Therefore the matrices M(X )
must in general be expected to depend themselves on z; r0; r.
Lemma 3.3. For the product of two transformations X; Y 2 G48 we have
M(XY ) =M(X )YM(Y ): (3.3)
Proof.
M(XY )QE
def= QXY = (QX )Y = (M(X )QE)Y
=M(X )YQY =M(X )YM(Y )QE: (3.4)
Corollary 3.4. M(X )−1 =M(X−1)X
Corollary 3.5 (From Lemma 2.3).
M(J ) =M(T3) =M(E) =

1 0
0 1

;
M(T1) =M(T2) = diag(
T1
T1 ; 
T1
DT1):
The 12 connection formulas gained from Eq. (3.2) by inversion of M(X ) where X runs over
the 12 transformations of Proposition 2.5 are the desired analytic continuation formulas. Therefore,
we present the inverse matrices of all M(X ) and the resulting continuation formulas. For the sake
of brevity we omit the subscript ‘’.
M(E)−1 =

1 0
0 1

) QE =QE; (a)
M(T1)−1 =M(T1)T1 ) QE =M(T1)T1QT1 ; (b)
M(T2)−1 =M(T2)T2 ) QE =M(T1)T1QT2 ; (c)
M(T3)−1 =

1 0
0 1

) QE =QT3 ; (d)
M(A)−1 =M(A)A ) QE = (M(A)QE)A; (e)
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M(T1A)−1 = (M(A)T1M(T1))T1A ) QE = (M(A)T1M(T1)QE)T1A; (f )
M(T2A)−1 = (M(A)T2M(T2))T2A ) QE = (M(A)T1M(T1)QE)T1AT3 ; (g)
M(T3A)−1 = (M(A)T3)T3A ) QE = (M(A)T3QE)T3A; (h)
M(B)−1 =M(T1)T1 (M(A)T1M(T1))B ) QE =M(T1)T1 (M(A)T1M(T1)QE)T1AT1 ; (i)
M(T1B)−1 =M(T1)T1M(A)T1B ) QE =M(T1)T1 (M(A)QE)AT1 ; (j)
M(T2B)−1 =M(T1)T1 (M(A)T3)T2B ) QE =M(T1)T1 (M(A)T3QE)T3AT1 ; (k)
M(T3B)−1 =M(T1)T1 (M(A)T2M(T1))T3B ) QE =M(T1)T1 (M(A)T1M(T1)QE)T1AT2 : (l)
(3.5)
In Eqs. (3:5g), (3:5i){(3:5l) we have expressed the basis systems QT2A;QB;QT1B;QT2B;QT3B by one of
the four essentially distinct basis systems according to Table 2. We point out that this strategy saves
much eort because applying the overall transformations of Table 2 to a result is a very convenient
second step in comparison to the investigation of the properties of all theM(X )−1 separately. In fact,
because of Corollary 3.5 the only nontrivial matrix to determine is M(A), and the only compositions
whose properties have to be investigated are M(A)QE , M(A)T1M(T1)QE and M(A)T3QE .
Proposition 3.6. If QE and QD are linear independent (i.e.; if ra 62 Z; see Proposition 4:1); the
matrices M(A) are equal for C and given by
M(A) =
0
BB@
’E
E
’D
D
’T3
T3
’T3D
T3D
1
CCA= 1E
 
’E −’D
’T3 −’T3D
!
; (3.6)
with
’E =
1
 (0 + 0 + ) (0 +  + )
and E =
sin ra
 : (3.7)
Proof. It is sucient to determine (M(A))11 because the other three matrix elements can easily be
derived from (M(A))11 by unique relations. In fact, by means of M(D) =

0 1
1 0

, M(T3) =

1 0
0 1

and AT3A= D, Lemma 3.3 yields for interchanged rows or columns,
M(A)

0 1
1 0

=M(A)D;

0 1
1 0

M(A) =M(A)T3 : (3.8)
(M(A))11 is obtained by dividing the denition QA =M(A)QE by wEw

A, yielding for ra 62 Z
FA
 (1− (ra)A) = (M(A))11
FE
 (1− ra) + (M(A))12w
ra
E
FD
 (1− (ra)D) (3.9)
) FA(wA = 1)
 (1− (ra)A) = (M(A))11
1
 (1− ra) for wE = 0 if Re(ra)> 0: (3.10)
Being independent of z, (M(A))11 can be evaluated for a suitable value of z which we choose such
that wE = 0 and thus wA = 1. Exploiting w
ra
E = 0 for Re(ra)> 0 and FE(wE = 0) = 1, (M(A))11 is
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determined by FA(wA = 1) =  (0 − ) (1 + − 0)=( (0 + 0 + ) (0 +  + )) (see Eq. () for
FE(wE=1), [11, p. 36]). Inserting 1=( (1−(ra)A))=1=( (1+−0)) and using  (s) (1−s)==sin s,
Eq. (3.10) yields (M(A))11 = ’E=E .
The expressions (M(A))ij can be continued analytically as a function of ra to all ra 62 Z (in
particular Re(ra)60) because QA consists, like QE , of two entire functions of the parameters. The
second equality in (3.6) follows because T3 = E and D =−E .
At this stage it is possible to write down explicitly all the 12 possible analytic continuation
formulas for QE by inserting expression (3.6) into Eqs. (3:5a){(3:5l) provided that ra 62 Z. Being an
entire function of ra, QE must possess 12 such continuation formulas in the case ra 2 Z, too. For
deriving them a profound investigation of the basis system QE is required.
4. Properties of the basis QE
4.1. General properties
Proposition 4.1. For ra 2 Z (referred to as the degenerate case), we have
’EQE − ’DQD = 0 (4.1)
and the two fundamental solutions QE and QD are linear dependent (as functions of z); in particular
if one or more of the numbers a= (1− ra − rb − rc)=2; b= (1− ra + rb − rc)=2, aD = (1+ ra + rb −
rc)=2; bD = (1 + ra − rb − rc)=2 lie in Z0−; causing ’E or ’D or both to vanish (referred to as the
exceptional cases).
Proof. Eq. (4.1) expresses the content of Eq. (15:1:2) of [1] in the framework of our group the-
oretical notation. In the nonexceptional case or an exceptional case for which at most one of the
coecients ’E=(1= (aD) (bD)) and ’D=(1= (a) (b)) vanishes, Eq. (4.1) shows directly the linear
dependence. If, on the other hand, an exceptional case exists for which both ’E and ’D vanish, then
at least one of the coecients of a suitable multiple of Eq. (4.1) is nite. For example, if only
aD 2 Z0− and a 2 Z0− then  (aD)’E and  (aD)’D = (a; ra)= (b) are both nite.
Supplement 4.2. The series for QE terminates to a polynomial in wE if and only if the case is
exceptional with ’D = 0. Its degree is kE = minf−d jd 2 fa; bg \ Z0−g>0, and in the degenerate
case its lowest occurring power is ra.
Proof. ’D=0 if and only if a 2 Z0− or b 2 Z0− or both, causing the numerator (a; n)(b; n) of the nth
series term of FE to vanish for n>kE . In the degenerate case the denominator in 1=( (1− ra+ n))
diverges for n<ra.
Corollary 4.3. QE  0 if and only if the case is degenerate with ra >kE and exceptional with
’D = 0 but ’E 6= 0. In particular; there exists no constellation of parameters which encounters
simultaneously QE  0 and QD  0.
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Proof. Under the above conditions Eq. (4.1) is valid, yielding QE = (’D=’E)QD  0. Vice versa, if
’D 6= 0 then QE is a nonterminating series. If the case is nondegenerate (Eq. (4.1) is not valid), QE
is also a nonterminating series or a nite polynomial. In the degenerate case, QE is a polynomial
whose number of terms is zero (if and) only if ra >kE(>0), causing ’E 6= 0. QD cannot vanish
simultaneously because this would require (ra)D >kD>0, in contradiction to (ra)D =−ra.
4.1.1. The degenerate case
For the sake of completeness, also for ra 2 Z we have to provide explicit representations for the
quantities relevant for the continuation formulas for QE in (3:5e){(3:5l), i.e., the rst components of
the compositions M(A)XM(X )QE for X 2 fE; T1; T3g. This requires a limiting procedure which is
performed by substituting 0 by 0+  and 0 by 0− . The substitution of 0 serves for performing
the limit in question, the substitution of a second parameter, in our case 0, is necessary in order
not to violate condition (2.2).
Proposition 4.4. In the degenerate case ra = m 2 Z for each given X 2 fE; T1; T3g there exists; if
a 62 Z and b 62 Z; a dierent representation for (M(A)XM(X )QE)1 given by
lim
!0
(M(A)XM(X )QE)1

X
= XDGX ; (4.2)
GX = (w
0
E w

A)X
8<
: l
X (jmj)
 (a+ m) (b+ m)
w− mX
jmj−1X
n=0
f(a+ m; n)(b+ m; n)gX
(1− jmj; n) (1 + n) w
n
X
− (−1)
mk X
 (a+ m) (b+ m)
w−mX
1X
n=0
f(a+ m; n)(b+ m; n)gX
 (1 + jmj+ n) (1 + n)w
n
X (
X
D + (b+ m+ n)
+  (a+ m+ n)−  (1 + jmj+ n)−  (1 + n))X
9=
; ; (4.3)
lE = 1; kE = 1; ED = lnwE; (4.3a)
lT1 = (−1) m; kT1 = (−1)m; T1D = ln(−wE) +  cot b; (4.3b)
lT3 = 1; kT3 = 1; T3D = lnwE +  cot b+  cot a: (4.3c)
Here m :=max(0; m); m :=min(0; m), and (lnw) stands for the principal value of the complex
logarithm of w.  (x) := (x)0= (x) is the logarithmic derivative of the Gamma function (the digamma
function). In the case m=0 the term in GE containing the empty sum to (jmj−1) has to be interpreted
as zero.
Proof. See Appendix A.
Remark 4.5. The above expression (4.3) is very appealing because it summarizes the three cases
X 2 fE; T1; T3g in a convenient manner. However, it possesses the drawback that some expressions
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become singular for a; b 2 Z. It is true that for several integer values of a; b, expression (4.3)
might also be valid because ED exists for all a; b 2 Z and T1D exists for all a 2 Z but also the
quantities  (b + m + n) and  (a + m + n) may become singular for a; b 2 Z, depending on the
magnitudes of a and b relative to m; m;m; 0; n or some combinations of the latter. In all of these
cases, we expect a limiting expression to exist because otherwise the function QE to be represented
by means of M(A)XM(X ) could not be an entire function of the parameters. It turns out that it is
even possible to provide one single general expression in which every factor is an entire function
of its parameters, which saves distinguishing various cases.
Theorem 4.6. For all z; r0; r 2 C the quantity GE is given by
GE = w
0
E w

A
8<
:w− mE  (jmj)
jmj−1X
n=0
X
(1− jmj; n) (1 + n)w
n
E − (−1)mw−mE

1X
n=0
wnD
 (1 + jmj+ n) (1 + n)f
X (n)+X (X − (1+ jmj+ n)− (1+n))g
9=
; ;
(4.4)
where the X ; X and X are given by
E =
(a+ m; n)(b+ m; n)
 (a+ m) (b+ m)
; E = lnwE; E =
(a+ m; n)(b+ m; n)
 (a+ m) (b+ m)
; (4.5)
T1 =
(−1) m(a+ m; n)(b+ m; n)
 (a+ m) (1− b− m) ; 
T1 = ln(−wE); T1 = (a+ m; n)(b+ m;−m+ n) (a+ m) (1− b− m) ;
(4.6)
T3 =
(a+ m; n)(b+ m; n)
 (1− a− m) (1− b− m) ; 
T3 = lnwE; T3 =
(a+ m;−m+ n)(b+ m;−m+ n)
 (1− a− m) (1− b− m)
(4.7)
and the X can be decomposed according to X = X1 + 
X
2 with
E1 =
(a+ m; n)(b+ m; n)(b+ m; jmj+ n)
 (a+ m)
	(b+ m+ n); E2 = (
E
1 )J = 
E
1 (a$ b); (4.8)
T11 =
(−1)m+n(a+ m; n)
 (a+ m)
	(1− b− m− n);
T12 =
(a+ m; n)(a+ m; jmj+ n)(b+ m;−m+ n)
 (1− b− m) 	(a+ m+ n); (4.9)
T31 =
(−1)m+n(a+ m;−m+ n)
 (1− a− m) 	(1− b− m− n); 
T3
2 = (
T3
1 )J = 
T3
1 (a$ b); (4.10)
where 	(x) := ( (x)= (x)) = ( 0(x)= (x)2) is the regularized Digamma function, 	(x) = (−1)x+1
 (1− x) for x 2 Z0−.
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Table 3
Sucient conditions for zeros of quantities (4.5){(4.10)
Condition X = E X = T1 X = T3
X X X1 
X
2 
X X X1 
X
2 
X X X1 
X
2
a>− m 0 0 0
−m>a>− m n>− m− a 0 0 0 0 0 0 0 0 0 0 0
n6− m− a 0 0 0 0 0 0 0 0
− m>a n>− m− a 0 0 0 0 0 0 0 0 0 0
n6− m− a 0 0 0 0 0 0
b>− m 0 0 0 0 0 0
−m>b>− m n>− m− b 0 0 0 0 0 0 0 0 0 0
n6− m− b 0 0 0 0 0 0 0
− m>b n>− m− b 0 0 0 0 0 0 0 0
n6− m− b 0 0 0
Proof. Eq. (4.4) is directly veried to agree with Eq. (4.3) by means of some algebra using the
relations  (s) (1 − s) = =sin s as well as  (1 − s) =  cot s +  (s) and the denition of the
Pochhammer symbol.
It is very elucidating to make a list of the obvious sucient conditions under which expressions
(4.5){(4.10) vanish, presented in Table 3.
5. Results in terms of the hypergeometric function
In the present section we provide a complete list of continuation formulas for the Gaussian hyper-
geometric function in the normalized notation H (a; b; c; z) := 2F1(a; b; c; z)= (c). These continuation
formulas can be obtained from the ones for QE by dividing each equation for QE by wEw

A. The ratio
QE=wEw

A automatically depends only on the parameters a; b; c dened in Eq. (2.4). This procedure
is equivalent to setting  =  = 0 everywhere they occur at the end of all manipulations of the
expression for QE itself. Finally, setting the singularities za; zb; zc to 0;1; 1, respectively, results in
setting wE= z, wT1 = z=(z−1), wA=1− z, wT1A=1− (1=z), wB=1=z, wT1B=1=(1− z), following Table
1. Although these manipulations on the results of Eqs. (3:5a){(3:5l) are straightforward, we present
the corresponding results completely in Appendix B, an overview of which is given in Table 4.
5.1. Analytic continuation of 2F1(a; b; c; z) within the vicinity of z = 0
The transformations not changing the singularity in whose vicinity the series part of the solutions
are regular are just the well-known Euler transformations, corresponding to Eqs. (3:5a){(3:5d). The
transformation matrices M(X ) for X 2 GEu are all diagonal which means that in the present case
each continuation formula for QE does not mix QX and QDX but expresses QE only as a multiple of
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QX . Only in the degenerate case a situation may arise in which QX , in turn, can be expressed as a
multiple of QDX .
5.1.1. Series with the argument z
Following Supplement 4.2, the standard series in Eqs. (1.1) and (B.1) reduces to a polynomial of
degree kE = minf−d jd 2 fa; bg \ Z0−g>0 if and only if a 2 Z0− or b 2 Z0−. In the nondegenerate
Table 4
Overview over the analytic continuation formulas of H (a; b; c; z) (see Eqs. (B.1){(B.33)). If certain contributions to a
formula vanish such that its formally innite series terminates to a polynomial possessing a similar appearance as the full
formula, we noted the number of the full formula, indicated with the letter ‘p’ (for the formulas derived from (3:5b){(3:5d)
we have not completely reported all the trivial cases for which H may reduce to a polynomial in z or z=(z − 1)). The
meaning of the set M and the notation using the subscripts ‘J ’ or ‘1’ and ‘2’ are explained in the text. The entry ‘0’
stands for H  0
Series Basis Degenerate case Nondegenerate
arg. (Eq.) case
z = 0 Degenerate case ra = 1− c = m 2 Z ra 62 Z
a; b =2 M a 2 M; a > − m _ b 2 M; b > − m Else
z
QE
(3:5a)
QT3
(3:5d)
m > 0
m6 0
m > 0
m6 0
(B:1;B2)
(B:3;B4)
0
(B:1)
0
(B:3)
p(B:1)
(B:3)
(B:1)
(B:3)
z
z − 1
QT1
(3:5b)
QT3
(3:5c)
m > 0
m6 0
m > 0
m6 0
(B:5;B6)
(B:7;B8)
0
(B:5)
0
(B:7)
(B:5)
(B:7)
(B:5)
(B:7)
z = 1 Degenerate case (ra)A = c − a− b = m 2 Z (ra)A =2 Z
a 2 Z a =2 Z
a > −m −m>a > − m − m>a
1− z
QA
(3:5e)
QT3A
(3:5h)
b 2 Z
b =2 Z
b 2 Z
b =2 Z
b > −m
−m>b > − m
− m>b
b > −m
−m>b > − m
− m>b
(B:11)
(B:12)
(B:13)J
(B:11)
p(B:16)
p(B:16)
(B:17)
(B:16)
(B:12)
(B:12)
0
(B:12)
p(B:16)
(B:19)
0
(B:16)
(B:13)
0
0
(B:13)
(B:17)J
0
0
(B:18)
(B:11)
(B:12)
(B:13)J
(B:10)
(B:16)
(B:16)
(B:18)J
(B:15)
(B:9)
(B:14)
1− 1
z
QT1A
(3:5f )
QT2A
(3:5g)
b 2 Z
b =2 Z
b 2 Z
b =2 Z
b > −m
−m>b > − m
− m>b
b > −m
−m>b > − m
− m>b
(B:22)
(B:22)
(B:23)
(B:22)
(B:22)J
(B:25)J
(B:24)J
(B:22)J
(B:25)
(B:25)
0
(B:25)
(B:22)J
(B:25)J
0
(B:22)J
(B:24)
0
0
(B:24)
(B:23)J
0
0
(B:23)J
(B:22)
(B:22)
(B:23)
(B:21)
(B:22)J
(B:25)J
(B:24)J
(B:21)J
(B:20)
(B:20)J
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Table 4 Continued.
z =1 Degenerate case (ra)B = b− a = m 2 Z (ra)B =2 Z
a 2 Z a =2 Z
1
z
QB
(3:5i)
QT3B
(3:5l)
c − a 2 Z
c − 1 =2 Z
c − a 2 Z
c − a =2 Z
c − a > m
m>c − a > m
m>c − a
c − a > m
m>c − a > m
m>c − a
(B:22)1
(B:22)1
(B:23)1
(B:22)1
(B:22)2
(B:25)2
(B:24)2
(B:22)2
(B:25)1
(B:25)1
0
(B:25)1
(B:22)2
(B:25)2
0
(B:22)2
(B:24)1
0
0
(B:24)1
(B:23)2
0
0
(B:23)2
(B:22)1
(B:22)1
(B:23)1
(B:27)
(B:22)2
(B:25)2
(B:24)2
(B:29)
(B:20)
#
(B:26)
(B:20)2
#
(B:28)
1
1− z
QT1B
(3:5j)
QT2B
(3:5k)
c − a 2 Z
c − 1 =2 Z
c − a 2 Z
c − a =2 Z
c − a > m
m>c − a > m
m>c − a
c − a > m
m>c − a > m
m>c − a
(B:11)1
(B:12)1
((B:13)J )1
(B:11)1
p(B:16)1
p(B:16)1
(B:17)1
(B:16)1
(B:12)1
(B:12)1
0
(B:12)1
p(B:16)1
(B:19)1
0
(B:16)1
(B:13)1
0
0
(B:13)1
((B:17)J )1
0
0
(B:18)1
(B:11)1
(B:12)1
((B:13)J )1
(B:31)
(B:16)1
(B:16)1
((B:18)J )1
(B:33)
(B:9)1
#
(B:30)
(B:14)1
#
(B:32)
case ra = 1 − c 62 Z we have not repeated this fact in detail in Table 4. In the degenerate case
ra = 1 − c = m 2 Z, however, the mentioned polynomial may even vanish if m>kE>0 due to
Corollary 4.3. This motivates us to introduce the set M (m) := fx 2 Z j x6−mg because if a; b 62 M
then Eq. (B.2) can be used to express HE in terms of HD. Additionally, a 2 M; a> − m _ b 2
M; b>− m is the necessary and sucient criterion for H to vanish.
This criterion is general and yields H  0 automatically in the same place in the row for QT3 as
in the one for QE , whatever the properties of QT3 may be (see Eq. (3:5d)). Taking into account the
special values of aT3 = c− a and bT3 = c− b in (B.3) the HT3 series may terminate to a polynomial
although the HE series does not in general because the series expansion of the prefactor (1− z)c−a−b
in general does not terminate to a polynomial. 4 Hence, for a numerical implementation it depends on
the constellation of parameters whether HE or its HT3 counterpart is more suitable to achieve fastest
convergence. We remark that it turns out that for every constellation of parameters the continuation
formula decuced from the case QT3X represents a counterpart to the one from QX which is valid in
the same parameter domain but possesses dierent numerical advantages. Finally, we mention that
in the degenerate case also for HT3 there exists an expression in terms of HT3D (see Eq. (B.4)).
5.1.2. Series with the argument z=(z − 1)
The Euler transformations T1; T2 (see Eqs. (3:5b) and (3:5c)) are treated analogously to T3, with
the dierence that for T1 or T2 only b changes to c{b or a to c{a, respectively. The general criterion
4 The prefactor (1−z)c−a−b in Eq. (B.3) is responsible for the branch cut of the GHF on the real z-axis for 1<z<1.
Further, in agreement with the convention concerning the power of complex numbers, the values of the GHF directly on
the branch cut are dened as limits of its values on the lower half-plane.
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for H  0 can also be used here, hence only the remaining cases have to be investigated, yielding
formulas (B.5){(B.8). 5
5.2. Analytic continuation of 2F1(a; b; c; z) to the vicinity of z = 1
5.2.1. Series with the argument (1− z)
(a) The appearance of the continuation formula expressing QE in terms of QA (see Eq. (3:5e))
depends on the constellation of parameters. An overview of the cases and the corresponding
formulas for H (a; b; c; z) is given by the row for QA in Table 4. In the nondegenerate case
(ra)=rc=c−a−b 62 Z, expression (3.6) for the matrix M(A) can directly be used for deriving
Eq. (B.9). 6 The 16 subcases of the degenerate case rc = c − a − b = m 2 Z are represented
in Table 4 in a rectangle. Its lower triangle is connected with the upper one by interchanging
(a $ b) because the fundamental formula (B.9) is symmetric in a and b. The parameters a
and b have to be interchanged in each formula whose number is indicated with the subscript
‘J ’ (This subscript is dropped for formulas (B.11) and (B.12) which are themselves symmetric
in a and b.) In the degenerate case but a; b 62 Z we use Eq. (4.3) for deriving Eq. (B.10).
Note that Eq. (B.10) contains the three Eqs. (15:3:10{12) in [1] as special cases. For a 2 Z or
b 2 Z Eq. (4.4) yields the general expression (B.11) where EA; EA are given by Eqs. (4.5),(4.8)
because aA = a, bA = b and because we use m for (ra)A here in the same role as m for (ra)E
in Eqs. (4.5){(4.10). The dierent situations that parts of Eq. (B.11) containing EA; 
E
A or 
E
A
vanish are described completely by Table 3, yielding the simplied Eqs. (B.12) and (B.13)
where kA :=min((jmj − 1); f(−m− a); (−m− b)g \ Z0+).
(b) The continuation formula expressing QE in terms of QT3A (see Eq. (3:5h)) takes the forms
presented in Table 4 and Eqs. (B.14){(B.19). The occurence of T3 in QT3A means that Eq.
(B.14) for the nondegenerate case can be derived from Eq. (B.9) by replacing both GHFs
on the r.h.s. of Eq. (B.9) by their T3 transforms according to (B.3). The expressions in the
degenerate case can be deduced in the same manner as in (a) but in the end everywhere the
transformation T3A instead of A has to be applied to (4.3) and (4.4). Additionally, we now
have to use T3T3A = (1)
T3
T3A + (2)
T3
T3A with
T3T3A =
(1− a;−m+ n)(1− b;−m+ n)
 (a) (b)
; (5.1)
(1)
T3
T3A = (−1)m+n
(1− a;−m+ n)
 (a)
	(b+ m− n); (2)T3T3A = (1)T3T3A(a$ b) (5.2)
5 Since the GHFs on the r.h.s. of formulas (B.5){(B.8) possess themselves analytic continuations to the whole complex
plane, Eqs. (B.5){(B.8) are not only valid for jz=(z − 1)j< 1. However, they are invalid on the branch cut from 1 to
1 along the real axis (and only there) since by convention H (a; b; c; z) adopts there the values equal to the limits from
the lower half-plane. But consequently, since the transformation z ! z=(z− 1) interchanges the role of the upper and the
lower half-plane, any GHF with the argument z=(z − 1) must adopt there the values equal to the limits from the upper
half-plane.
6 We remark that the prefactor (1− z)c−a−b in Eq. (B.9) is responsible for the branch cut of H (a; b; c; z) which aects
the convergence circle j1− zj< 1 of Eq. (B.9) from z = 1 to 2 along the real axis.
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as well as kT3A = min((jmj − 1); fa + m − 1; b + m − 1g \ Z0+) in Eqs. (B.16){(B.18). Here
m stands again for rc = c − a − b because the integer quantity characterizing the degenerate
case is (ra)T3A=(ra)A= rc. The situations when parts of Eq. (B.16) containing 
E
T3A; 
E
T3A or 
E
T3A
vanish are again governed by Table 3, but instead of inserting in Table 4 the conditions on
a and b entering in Table 3 they have now to be demanded to their corresponding transforms
aT3A=1−a−m and bT3A=1−b−m, where m means rc instead of m= ra in the nontransformed
conditions of Table 3. Using m = m + m, this means that we have the conditions 1 − a> m,
m>1 − a>m, m>1 − a instead of a> − m, −m>a> − m, − m>a (and analogously for
b). But the former three subsets for a are identical to the latter three ones in reverse order!
Indeed, 1 − a> m , − m>a, etc. This fact allows us to use in the row for QT3A in Table 4
the same three conditions on a; b as in the row for QA. Again the symmetry of the fundamental
continuation formula, here (B.14), can be exploited to deduce the formulas in the lower triangle
by interchanging (a$ b).
We remark that for sake of brevity we have specialized formula (B.16) only for the most important
cases where one of the quantities T3T3A; 
T3
T3A; (1)
T3
T3A; (2)
T3
T3A vanishes following Table 3. In Table 4
we have indicated the formally innite series (B.16) with the letter ‘p’ if it reduces to a polynomial
in (1− z).
5.2.2. Series with the argument 1− (1=z)
(a) Expressing QE in terms of QT1A (see Eq. (3:5f)) is performed analogously to the case concerning
QT3A. Here we have to use aT1A = a, bT1A = 1 − b − m and kT1A = min((jmj − 1); f−m − a; b +
m− 1g \ Z0+) as well as T1T1A = (1)T1T1A + (2)T1T1A with
T1T1A =
(a+ m; n)(1− b;−m+ n)
 (a+ m) (b)
; (5.3)
(1)
T1
T1A = (−1)m+n
(a+ m; n)
 (a+ m)
	(b+ m− n); (5.4)
(2)
T1
T1A =
(a+ m; n)(a+ m; jmj+ n)(1− b;−m+ n)
 (b)
	(a+ m+ n): (5.5)
Note that in Table 4 the row for QT1A is not symmetric in a and b because the underlying
fundamental formula (B.20) 7 is not.
(b) For the continuation formulas with respect to QT2A (see Eq. (3:5g)) we benet from the concept
of distinct but not essentially distinct basis sets and apply the overall transformation T3 to results
(B.20){(B.25) for the continuation formulas with respect to QT1A. This procedure is equivalent
to inserting the arguments of the r.h.s. of Eq. (B.3) into each of results (B.20){(B.25). Even
simpler, in the present case T3 amounts to interchanging (a $ b) because T1AT3 = T1DA =
DT2A = DJT1JA = (DJ )(T1A)J . The transformation DJ does not lead to a distinct basis set
due to Proposition 2.5, and the transformation J is the mentioned interchange. Therefore, the
7 The prefactors (1=z)a and ((1=z) − 1)c−a−b occurring in Eq. (B.20) dier from the directly derived expressions z−a
and (1 − z)c−a−bz−(c−a−b) only on the real z-axis. We have given them in such a form that their limiting behaviour on
their branch cuts on the real axis agrees with the desired limiting behaviour of the GHF.
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rectangle for QT2A in Table 4 can be obtained from the one for QT1A by interchanging rows and
columns and additionally transforming each equation with J .
5.3. Analytic continuation of 2F1(a; b; c; z) to the vicinity of z =1
According to Table 2, all the transformation formulas to the vicinity of z=1 are not essentially
distinct from those to the vicinity of z = 1 and can therefore easily be deduced by applying the
overall transformations T1 or T2 to those formulas. For the purpose of a numerical implementation
it would therefore not be necessary to explicitly use the transformed formulas: By suitably renam-
ing all parameters and variables, formulas (B.9){(B.25) and (B20)J{(B25)J can be used without
rewriting them. However, for illustration we provide here explicitly the fundamental formulas for
the nondegenerate case and for the degenerate case the results corresponding to Eq. (4.3).
5.3.1. Series with the argument 1=z
(a) The continuation formulas expressing QE in the basis QB (see Eq. (3:5i)) are obtained by
applying the transformation T1 to the results for the basis QT1A: The arguments on the r.h.s. of
Eq. (B.5) have to be inserted into Eqs. (B.20){(B.25). This means that we have to replace b
by bT1 = c− b and z by zT1 = z=(z− 1) everywhere they occur in the formulas as well as in the
conditions for the case of the basis QT1A (a and c remain unchanged). Secondly, we have to
multiply each result with (1−z)−a because not the space spanned by HE itself but by z(1−z)HE
is invariant under T1, and because (M(T1)T1)11(z
(1−z))T1=z(1−z)=(1−z)−a. Performing this
procedure, the resulting equations are valid and represent all the desired continuation formulas
with respect to QB.
Therefore, for denoting an entry in the row for QB in Table 4 we use the number (X) of
the related equation in the row for QT1A together with the subscript ‘1’. This subscript indicates
that a transformation is necessary: if f is the expression on the r.h.s. of Eq. (X) then the entry
(X)1 in the row for QB stands for (1 − z)−afT1 . In the nondegenerate case, characterized by
the condition rb 62 Z where rb = (ra)B = b− a, Eq. (B.20) can be used to derive the expression
(B:20)1 which we give explicitly in (B.26).8 Introducing in the degenerate case rb =m 2 Z, it
is convenient to set b= a+m in all the formulas.9 The conditions for a remain unchanged in
comparison to the ones in the case of the basis QT1A, and the conditions b>−m, −m>b>− m,
− m>b are replaced by c − a> m, m>c − a>m, m  c − a, respectively.
(b) Expressing QE in the basis QT3B (see Eq. (3:5l)) is analogous to the case of the basis QB. The
only dierence is that the parameters a and b play an interchanged role (and thus m ! −m)
because the overall transformation T2 instead of T1 has to be applied to QT1A. This is equivalent
to the more convenient application of the transformation T3=T1T2 to results (B.26) and (B.27).
In the nondegenerate case we obtain Eq. (B.28) from Eq. (B.20). The conditions classifying
8 The prefactors in Eq. (B.26) have been chosen to be (−z)−a and (−z)−b instead of (−1=z)a and (−1=z)b for achieving
the values of Eq. (B.26) on the branch cut 1<z<1 to be the limits from the lower half-plane. On the other hand, the
r.h.s. of Eq. (B.26) can itself be continued analytically beyond the domain j1=zj< 1 but it will not yield the values of the
GHF for real z with 0<z< 1 (and only not there), but this domain is of minor relevance for series with the argument
1=z.
9 In Eq. (B.27) we used (−ln(−z)) instead of ln(−1=z) for the same reasons as in footnote 8. Similar arguments
account also for the choice of branch cuts in all the remaining equations in this section.
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the 16 constellations in the degenerate case for QT3B have to be rewritten. A given condition
for QT1A is transformed to a condition for QT3B by replacing a ! c − a; b ! b; m ! −m.
The three conditions a> − m; −m>a> − m; − m>a labelling the columns for the case of
QT1A are transformed into c− a> m; m>c− a>m; m>c− a, i.e., the same three conditions
labelling the rows for the case of QB. Analogous, the conditions for the rows for QT1A are
transformed to the three conditions a>− m; −m>a> − m; − m>a for the columns, which
allows to place the equations for QB in an equal scheme as for QT1A if we interchange the role
of rows and columns.
5.3.2. Series with the argument 1=(1− z)
(a) Eq. (B.30) for the nondegenerate case involving the basis QT1B (see Eq. (3:5j)) is obtained by
applying the transformation T1 to result (B.20) for the basis QA (see Table 2). Analogous to
the case of the basis QB, the conditions for b in the degenerate case have to be rewritten as
conditions demanded to c − a but rows and columns do not have to be interchanged.
(b) The expressions for the case of the basis QT2B (see Eq. (3:5k)) are derived from the case of
QT3A by application of T1 and yield Eqs. (B.32) and (B.33).
6. Summary and conclusions
We have fully achieved our goal to establish an analytic continuation of the Gaussian hypergeomet-
ric function 2F1(a; b; c; z) to the whole complex z-plane excluding only the two points z= 12(1i
p
3).
We have completely covered the large amount of dierent cases in the space of parameters a; b; c,
including the various nontrivial cases that a; b; c or relevant combinations of the latter adopt integer
values. Considering the regularized function 2F1(a; b; c; z)= (c) we were even able to investigate the
whole parameter space without restrictions. In order to systematize this treatment we made exten-
sive use of the properties of the hypergeometric dierential equation and its Kummer-type solutions
which are power series in the arguments z, z=(z − 1), (1− z), 1− (1=z), 1=z, 1=(1− z). An analytic
continuation formula is created by expressing 2F1(a; b; c; z) as a linear combination on the basis of
two other suitable Kummer solutions whose series representations converge at the given point z. The
above-mentioned special cases in the space of parameters are approached by limiting procedures.
For keeping the eort low, the group theoretical structure of the problem was used to develop a
framework in which all the dierent analytic continuation formulas for 2F1(a; b; c; z) can be mapped
from one minimal set of expressions. Several well-known formulas have been reproduced within this
framework whereas large parts are new and have served to improve signicantly the convergence
properties of 2F1(a; b; c; z) in our application which investigates the Coulomb interaction for atoms
in strong magnetic elds.
For each given set of arguments a; b; c; z in general several of our formulas are convergent and
can thus be used for computing 2F1(a; b; c; z). It may depend on the arguments that which formula
is numerically stable. Care has to be taken when large values of jaj or jbj occur in alternating series
thereby producing a large roundo error. For not too large parameters jaj or jbj instabilities are
only to be expected on a very small subset in parameter space: if, e.g., c − a− b is no integer but
extremely close to an integer, then the relevant formula (B.9) contains two terms almost cancelling
each other before the remaining dierence and its roundo error are multiplied with a large number.
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In such a case the nite dierence method in [8] yields more stable results. On the other hand, if
the c − a − b is far enough away from an integer (see [8, Table 5] which tells that the number
of lost digits is roughly given by the inverse distance of c − a − b to the next integer), then our
formulas are stable; if c−a−b is exactly an integer, then again our formulas are stable, and they are
extremely ecient then because they can exactly be expressed in terms of the Digamma function
or they even reduce to simple polynomials.
For applications, considerable progress is achieved by our results also with respect to the ac-
curacy, particularly in the vicinity of the singularities z = 1 and 1. For example, for computing
2F1(−8; 9; 2; 0:9999) the standard series (B.1), although terminating in this case to a polynomial of
degree 8, is unsuitable because 8 of 16 machine digits are lost due to cancelling eects of large con-
tributions of alternating sign. On the other hand, the results of MATHEMATICA routines cannot in gen-
eral be used as reference values since, e.g., Hypergeometric2F1Regularized(-8,9;-2;0.9999)
diers from the correct result by about 7%. In both cases, our equations for the vicinity of z = 1
(see Eqs. (B.13), (B.24) and (B:17)J , (B:23)J ) conrm each other yielding identical results up to
14 digits.
Finally, we remark that our results entirely reproduce consistently the values of 2F1 on its
branch cut along the real z-axis for 1<z<1 which is denitely not in general the case for
the MATHEMATICA version.
Acknowledgements
It is a pleasure for us to thank Prof. S. Boge and Prof. W. Buhring for fruitful discussions. The
Studienstiftung des Deutschen Volkes as well as the Deutsche Forschungsgemeinschaft (W.B.) is
gratefully acknowledged for nancial support.
Appendix A. Proofs
Proof of Proposition 4.4. The principal idea is to apply l’Ho^spital’s rule to
(M(A)XM(X )QE)1 =
1
X
(’XXX QE − ’DXXDXQD) (A.1)
which is a justied step since the expression in brackets and X = E both tend to zero for  ! 0.
For further application we decompose
QE =WE’DkE ) QD =WD’EkD; (A.2)
where
WE :=wEw

A; kE :=
1X
n=0
 (a+ n) (b+ n)
 (1− m+ n) (1 + n)w
n
E; (A.3)
and by denition (1−m) = c. For m> 0 it is convenient to shift all the coecients away from kD:
~QX = lim!0
1
X
f’DX’EXDXWD(XE XE kE − kD)g (A.4)
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with
XE :=
’X’D
’DX’E
and XE :=
XX WE
XDXWD
: (A.5)
Denoting in the following @f=@=:f0 we can exploit that X = E and thus lim!0 0X = (−1)m.
Dening −XD := (((XE )0=XE ) + ((XE )0=XE )), we obtain
~QX = (−1)m’DX’EXDXWD lim!0f−
X
D 
X
E 
X
E kE + (
X
E 
X
E (kE)
0 − (kD)0)g: (A.6)
A straightforward application of the denitions yields
EE = 1; (A.7)
T1E =
sin b
sin (b+ m+ )
!0! (−1)m; (A.8)
T3E =
sin b
sin (b+ m+ )
sin a
sin (a+ m+ )
!0! 1 (A.9)
and
EE =
WE
WD
= w−m−E
!0! w−mE ; (A.10)
T1E =e
is(wT1 )e−i(
0+)s(wDT1 )
WE
WD
= (e−i s(wE))−m−w−m−E = (−wE)−m− !0! (−wE)−m; (A.11)
T3E =
WE
WD
= w−m−E
!0! w−mE ; (A.12)
where the second identity Eq. (A.11) follows because s(wT1) = s(wDT1) = −s(wE), and the third
identity in Eq. (A.11) results because the identity (−s(wE) + argwE) = arg(−wE) holds for all
wE 2 (C n f0g). From Eqs. (A.7){(A.12) we directly verify Eqs. (4:3a){(4:3c) for the XD . Next, in
Eq. (A.6) we can substitute the expression (XE 
X
E kE) by kD because we know that both quantities
become equal in the limit ! 0 (note that here the fundamental solution WD’EkD = QD reoccurs):
~QX = (−1)m
’DX
’D
XDXWD’E’D f−XD kD + lim!0(
X
E 
X
E (kE)
0 − (kD)0)g: (A.13)
For the series expressions we have for m>0,
(kE)0=
 1X
n=0
 (a+ n) (b+ n)
 (1− m+ n− ) (1 + n)w
n
E
!0
=
1X
n=0
 (a+ n) (b+ n)
 (1− m+ n− ) (1 + n)w
n
E (1− m+ n− ); (A.14)
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!0! (−1)m (m)
m−1X
n=0
 (a+ n) (b+ n)
(1− m; n) (1 + n)w
n
E
+wmE
1X
n=0
 (a+ m+ n) (b+ m+ n)
 (1 + n) (1 + m+ n)
wnE (1 + n); (A.15)
(kD)0 =
 1X
n=0
 (a+ m+ n+ ) (b+ m+ n+ )
 (1 + m+ n+ ) (1 + n)
wnD
!0
(A.16)
!0!
1X
n=0
 (a+ m+ n) (b+ m+ n)
 (1 + m+ n) (1 + n)
wnE( (a+ m+ n) +  (b+ m+ n)−  (1 + m+ n)); (A.17)
where in Eq. (A.15) we have used the fact that lim!0 ( (x + )= (x + )) = (−1)x+1 (1 − x) for
all x 2 Z0−. The fact that XE XE !0! w−mE for all X 2 fE; T1; T3g (see Eqs. (A.7){(A.12)) causes the
further simplication that the second series in (A.15) can be combined with (A.17), and the series
for −XD kD can be absorbed in the same series as well, conrming that
(−1)mWD’E’DX

−XD kD + lim!0(
X
E 
X
E (kE)
0 − (kD)0)

= GE: (A.18)
The case m< 0 is treated analogously.
Appendix B. Formulas
In the following we list all the resulting analytic continuation formulas for H (a; b; c; z) treated in
the present paper. They are series in the arguments z0 2 fz; z=(z−1); (1−z); (1−(1=z)); 1=z; 1=(1−z)g.
The range of validity of a formula is always the domain jz0(z)j< 1 (including arg z0 = ) unless
explicitly stated dierently:
H (a; b; c; z) =
1X
n=0
(a; n)(b; n)
 (c + n) (1 + n)
zn; (B.1)
H (a; b; c; z) =
 (a+ m) (b+ m)
 (a) (b)
zmH (a+ m; b+ m; 1 + m; z); z 2 C; (B.2)
H (a; b; c; z) = (1− z)c−a−bH (c − a; c − b; c; z); z 2 C; (B.3)
H (a; b; c; z) =
 (a+ m) (b+ m)
 (a) (b)
zm(1− z)1−a−b−mH (1− b; 1− a; 1 + m; z); z 2 C; (B.4)
H (a; b; c; z) = (1− z)−aH

a; c − b; c; z
z − 1

; z 2 C n fR \ (1;1)g; (B.5)
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H (a; b; c; z) =
 (a+ m) (b+ m)
 (a) (b)
zm(1− z)−b−mH

b+ m; 1− a; 1 + m; z
z − 1

;
z 2 C n fR \ (1;1)g; (B.6)
H (a; b; c; z) = (1− z)−bH

c − a; b; c; z
z − 1

; z 2 C n fR \ (1;1)g; (B.7)
H (a; b; c; z) =
 (a+ m) (b+ m)
 (a) (b)
zm(1− z)−a−mH

1− b; a+ m; 1 + m ; z
z − 1

;
z 2 C n fR \ (1;1)g; (B.8)
H (a; b; c; z) =

sin (c − a− b)

1
 (c − a) (c − b)H (a; b; a+ b− c + 1; 1− z)
− 1
 (a) (b)
(1− z)c−a−bH (c − a; c − b;
c − a− b+ 1; 1− z)
)
; z 2 C; (B.9)
H (a; b; c; z) =
 (jmj)
 (a+ m) (b+ m)
(1− z)m
jmj−1X
n=0
(a+ m; n)(b+ m; n)
(1− jmj; n) (1 + n)(1− z)
n
− (−1)
m
 (a+ m) (b+ m)
(1− z) m
1X
n=0
(a+ m; n)(b+ m; n)
 (1 + jmj+ n) (1 + n)(1− z)
n
(ln(1− z) +  (a+ m+ n) +  (b+ m+ n)−  (1 + jmj+ n)−  (1 + n));
(B.10)
H (a; b; c; z) =
 (jmj)
 (a+ m) (b+ m)
(1− z)m
jmj−1X
n=0
(a+ m; n)(b+ m; n)
(1− jmj; n) (1 + n)(1− z)
n − (−1)m(1− z) m

1X
n=0
(1− z)n
 (1 + jmj+ n) (1 + n)
fEA(n) + EA(ln(1− z)−  (1 + jmj+ n)−  (1 + n))g; (B.11)
H (a; b; c; z) =
 (jmj)
 (a+ m) (b+ m)
(1− z)m
kAX
n=0
(a+ m; n)(b+ m; n)
(1− jmj; n) (1 + n)(1− z)
n; z 2 C; (B.12)
H (a; b; c; z) =
(−1)a (1− a− m)
 (b+ m)
(z − 1) m
− m−aX
n=0
(a+ m; n)(b+ m; n)
 (1 + jmj+ n) (1 + n)(1− z)
n; z 2 C;
(B.13)
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H (a; b; c; z) =
z1−c
sin (c − a− b)

1
 (c − a) (c − b)H (b−c + 1; a−c + 1; a+ b− c + 1; 1− z)
− 1
 (a) (b)
(1− z)c−a−bH (1− b; 1− a; c − a− b+ 1; 1− z)

;
z 2 C; (B.14)
H (a; b; c; z) = z1−a−b−m
8<
:  (jmj) (a+ m) (b+ m)(1− z)m
jmj−1X
n=0
(1− a− m; n)(1−b− m; n)
(1−jmj; n) (1+n) (1− z)
n
− (−1)
m
 (a+ m) (b+ m)
(1− z) m
1X
n=0
(1− a− m; n)(1− b− m; n)
 (1 + jmj+ n) (1 + n) (1− z)
n
(ln(1− z)−  cot b−  cot a
+  (1−a− m+n)+ (1− b− m+ n)−  (1 + jmj+ n)− (1 + n))
9=
; ;
(B.15)
H (a; b; c; z) = z1−a−b−m
8<
:  (jmj) (a+ m) (b+ m)(1− z)m
jmj−1X
n=0
(1− a− m; n)(1− b− m; n)
(1− jmj; n) (1 + n) (1− z)
n
−(−1)m(1− z) m
1X
n=0
(1− z)n
 (1 + jmj+ n) (1 + n)
 fT3T3A + T3T3A(ln(1− z)−  (1 + jmj+ n)−  (1 + n))g
9=
; ; (B.16)
H (a; b; c; z) =
(−1)m+b
 (a)
z1−a−b−m(1− z) m

a+m−1X
n=0
(1− a;−m+ n) (1− b− m+ n)
 (1 + jmj+ n) (1 + n) (1− z)
n; z 2 C; (B.17)
H (a; b; c; z) =
(−1)m+a
 (b)
z1−a−b−m(1− z) m
1X
n=0
(1− b;−m+ n) (1− a− m+ n)
 (1 + jmj+ n) (1 + n) (1− z)
n;
(B.18)
H (a; b; c; z) =
 (jmj)
 (a+ m) (b+ m)
z1−a−b−m
(1− z)m
kT3AX
n=0
(1− a− m; n)(1− b− m; n)
(1− jmj; n) (1 + n) (1− z)
n; z 2 C; (B.19)
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H (a; b; c; z) =

sin (c − a− b)

1
z
a

(
1
 (c − a) (c − b)H

a; a− c + 1; a+ b− c + 1; 1− 1
z

− 1
 (a) (b)

1
z
− 1
c−a−b
H

1− b; c − b; c − a− b+ 1; 1− 1
z
)
;
z 2 C; (B.20)
H (a; b; c; z) =

1
z
a 8<
:  (jmj) (a+ m) (b+ m)

1
z
− 1
m jmj−1X
n=0
(a+ m; n)(1− b− m; n)
(1− jmj; n) (1 + n)

1− 1
z
n
− (−1)
m
 (a+ m) (b+ m)

1
z
− 1
m

1X
n=0
(a+ m; n)(1− b− m; n)
 (1 + jmj+ n) (1 + n)

1− 1
z
n


ln

1
z
− 1

−  cot b+  (a+ m+ n) +  (1− b− m+ n)
−  (1 + jmj+ n)−  (1 + n)
9=
; ; (B.21)
H (a; b; c; z) =

1
z
a   (jmj)
 (a+ m)(b+ m)

1
z
− 1
m

jmj−1X
n=0
(a+ m; n)(1− b− m; n)
(1− jmj; n) (1 + n)

1− 1
z
n
−

1− 1
z
m 1X
n=0
(1− (1=z))n
 (1 + jmj+ n) (1 + n)


T1T1A + 
T1
T1A

ln

1
z
− 1

−  (1 + jmj+ n)−  (1 + n)

; (B.22)
H (a; b; c; z) =
(−1)b
 (a+ m)

1
z
a 
1− 1
z
m 1X
n=0
(a+ m; n) (1− b− m+ n)
 (1 + jmj+ n) (1 + n)

1− 1
z
n
; (B.23)
H (a; b; c; z) =
(−1)a+m (1− a− m)
 (b)

1
z
a 
1− 1
z
m

− m−aX
n=0
(a+ m; n)(1− b;−m+ n)
 (1 + jmj+ n) (1 + n)

1− 1
z
n
; z 2 C; (B.24)
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H (a; b; c; z) =
 (jmj)
 (a+ m)(b+ m)

1
z
a 1
z
− 1
m

kT1AX
n=0
(a+ m; n)(1− b− m; n)
(1− jmj; n) (1 + n)

1− 1
z
n
; z 2 C; (B.25)
H (a; b; c; z) =

sin (b− a)

1
 (c − a) (b)(−z)
−aH

a; a− c + 1; a− b+ 1; 1
z

− (a$ b)

;
z 2 C n fR \ (0; 1)g; (B.26)
H (a; b; c; z) = (−z)−a

 (jmj)
 (a+ m) (c − a− m)

−1
z
m

jmj−1X
n=0
(a+ m; n)(1− c + a+ m; n)
(1− jmj; n) (1 + n)

1
z
n
− (−1)
m
 (a+ m) (c − a− m)

−1
z
m1X
n=0
(a+ m; n)(1− c + a+ m; n)
 (1 + jmj+ n) (1 + n)

1
z
n
(−ln(−z)−  cot (c − a) +  (a+ m+ n)
+  (1− c + a+ m+ n)−  (1 + jmj+ n)−  (1 + n))
)
; (B.27)
H (a; b; c; z) =

sin (a− b)(1− z)
c−a−b

1
 (a) (c − b)(−z)
a−cH

c − a; 1− a; b− a+ 1; 1
z

− (a$ b)
)
; z 2 C n fR \ (0; 1)g; (B.28)
H (a; b; c; z) = (1− z)c−2a−m(−z)a−c


 (jmj)
 (c − a− m) (a+ m)(−z)
m
jmj−1X
n=0
(c − a− m; n)(1− a− m; n)
(1− jmj; n) (1 + n)

1
z
n
− (−1)
m
 (c − a− m) (a+ m) (−z)
m
1X
n=0
(c − a− m; n)(1− a− m; n)
 (1 + jmj+ n) (1 + n)

1
z
n
(−ln(−z)−  cot a+  (c − a− m+ n) +  (1− a− m+ n)
−  (1 + jmj+ n)−  (1 + n))
)
; (B.29)
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H (a; b; c; z) =

sin (b− a)

1
 (c − a) (b)(1− z)
−aH

a; c − b; a− b+ 1; 1
1− z

− (a$ b)

;
z 2 C; (B.30)
H (a; b; c; z) = (1− z)−a
8<
:  (jmj) (a+ m) (c − a− m)

1
1− z
m

jmj−1X
n=0
(a+ m; n)(c − a− m; n)
(1− jmj; n) (1 + n)

1
1− z
n
− (−1)
m
 (a+ m) (c − a− m)

1
1− z
m

1X
n=0
(a+ m; n)(c − a− m; n)
 (1 + jmj+ n) (1 + n)

1
1− z
n
(−ln(1− z) +  (a+ m+ n)
+  (c − a− m+ n)−  (1 + jmj+ n)−  (1 + n))
)
; (B.31)
H (a; b; c; z) =

sin (b− a)

z
z − 1
1−c


1
 (c − a) (b)(1− z)
−aH

1− b; a− c + 1; a− b+ 1; 1
1− z

− (a$ b)

;
z 2 C; (B.32)
H (a; b; c; z) = (1− z)−a

z
z − 1
1−c

8<
:  (jmj) (a+ m) (c − a− m)

1
1− z
m

jmj−1X
n=0
(1− a− m; n)(1− c + a+ m; n)
(1− jmj; n) (1 + n)

1
1− z
n
− (−1)
m
 (a+ m) (c − a− m)

1
1− z
m
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
1X
n=0
(1− a− m; n)(1− c + a+ m; n)
 (1 + jmj+ n) (1 + n)

1
1− z
n
 (−ln(1− z)−  cot (c − a)−  cot a+  (1− a− m+ n)
+  (1− c + a+ m+ n)−  (1 + jmj+ n)−  (1 + n))
)
: (B.33)
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