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1. INTRODUCTION 
An important problem in the theory of integral equations of the type 
(1.1) 
where K(x, y) is real, symmetric and in L, on the square 2& , - a < x, y < a, 
is the determination of the eigenvalues. Only for relatively few kernels is 
it possible to find an explicit representation of the eigenvalues. In other cases 
it is desirable to obtain approximations of these eigenvalues. 
It is clear that the eigenvalues of (1.1) can be considered as functions of a. 
In this way one obtains what could be called “eigenvalue curves.” In 1966 
G. M. Wing [l] b o served that the “shape” of these curves is, in some cases, 
describable in terms of quite general properties of the kernel. There Wing 
showed that under appropriate conditions on K, certain functions of x1 are 
convex. He also obtained results for the sums of eigenvalues. These con- 
vexity theorems provide further information on eigenvalue bounds. For 
example, suppose it has been shown that &(a) is a convex function on some 
interval. Then, for any two points a, and aa in the interval and any 01 in (0, l), 
J,(q + (1 - a) 4 < Jl(4 + (1 - 4&4. (1.2) 
If the right side of (1.2) is known or can be estimated from above, then upper 
bounds on x,(a) are available for all a = (YU~ + (1 - a) u2 in (a, , az). In this 
paper we shall extend the results in [I]. 
It has been found convenient to consider the basic interval as fixed and 
introduce the parameter a into the kernel K. Then the eigenvalues, &(a), 
* The results in this paper are taken from the author’s doctoral dissertation at the 
University of Colorado. The research was done while the author was affiliated with 
the University of New Mexico and was supported by an N.S.F. Predoctoral Traineeship 
awarded by the University of Colorado. 
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i = 1, 2,..., are functions of this parameter. Theorem 1.1 shows how hi(a) 
is related to &(a); the proof can be found in [I]. 
THEOREM 1.1. Let X,(a), i = 1,2 ,..., 6e the eigenwalues of 
Jq=M) = ja m%Y)4(Y) dY (l-3) 
-a 
and call X,(a) the corresponding eakenvalues of 
w 4(x) = 1’ Qx, UY) 4(Y) dY* 
J -1 
Then 
hi(U) = xQ2, 
a 
i = 1, 2)... (1.5) 
For convenience we adopt the following: 
NOTATION. The square - a < X, y < a will be denoted by ,& . 
Let &(a), i = 1, 2 ,..., be the positive eigenvalues of K(ax, ay) on Z1 . 
Then we define 
A,(a) = i &(a). 
i=l 
In order to obtain more general results we replace the parameter a by 
an arbitrary positive function g(s). Most of the time we place conditions on 
the kernel, Q(s) x, g(s) Y), and obtain results about the sums, A,(g(s)). 
However, in some cases, it is desirable to place conditions on the kernel 
h(s) Gd4 ~9 g(s) Y) h w ere 4 > s is some positive function. In this way we obtain 
theorems about h(s) A,(g(s)). It will be clear that our propositions can always 
be stated in terms of h(s) K(g(s) X, g(s) y) and h(s) A,(g(s)); usually we take 
h(s) = 1 and leave the obvious generalizations tothe interested reader. The 
work is organized as follows: 
In Section 2 we consider real Hilbert-Schmidt kernels, K(x, y). It is 
shown that under certain conditions h,(g(s)) is a convex function of s. The 
concept of an approximately convex function is defined and applied. 
Representable kernels, that is, kernels which can be represented as integrals 
of other kernels, are considered in Section 3. Convexity theorems for the 
sums of eigenvalues are stated and proved. If the kernel is representable as a 
Laplace or &-transform we show that certain “eigenvalue curves” are always 
convex. 
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Finally in Section 4 some related questions and the possibility ofextending 
our method to other types of problems are discussed. 
The following theorem due to Ky Fan [2] and J. Hersch [3] will be used 
extensively in our work. 
THEOREM 1.2. Let K(x, y) be real, symmetric and in L,( Z& and suppose its 
first j eigenvalues are positive. Let S, , 1 < n <j, be any set of orthonormal 
functions *I ,..., z/n on - a ,< x, y < a. Then 
a a 
A, -t .** + A, = M;x 
ss K(x, Y) N&4 #I(Y) + ... + h(x) bz(~)l dx dr. n -a -a 
The maximum is assumed when the I& are the corresponding eigenfunctions of K. 
2. REAL HILBERT-SCHMIDT KERNELS 
In this section we prove several theorems which guarantee the convexity 
of certain eigenvalue curves. Theorem 2.1 is the principal result; it is a gene- 
ralization of a result due to G. M. Wing [I]. 
THEOREM 2. I. Let K(x, y) be symmetric and in L,(&). Assume K(x, y) 
is non-negative but not identically zero on Zs and let g(s) map (0, sJ into (0, S). 
SuPPose W4 4 g(s) Y) is a convex function of s fog almost all (x, y) in Zl . 
Then A,(g(s)), the largest eigenvalue of K(g(s) x, g(s) y), is a convex function on 
(09 %I)~ 
PROOF. Let s1 and se be any two points in (0, so) and let 01 be any number 
in (0, 1). Since K(g(s) x, g(s) y) is a convex function of s, 
K(g(wl + (1 - 4 4 x, g(ocs, + (1 - 4 4 Y) 
G cJ%W x, &J Y) + (1 - 4 KM4 ~‘9 g&J Y). (2.1) 
Let s = CX.Q + (1 - CY) sa . Since K(g(s) x, g(s) y) is nonnegative, h,(g(s)) is 
positive and $r(x, g(s)), the corresponding normalized eigenfunction, can be 
chosen nonnegative. Hence 
11 ss K(g(s) x, g(s) Y) +1(x> g(s)) MY, g(s)) dx dr -1 -1 
11 
<a il KW,) x> &J Y> +1(x, g(s)) MY, g(s)) dx dy -1 -1 
+ (1 - 4 j1 j1 KM4 x> g(4 Y) W, g(4) MY, g(s)) dx dr. (2.2) 
-1 -1 
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The classical Rayleigh-Ritz principle yields 
aw G QM&l)) + (1 - 4 U&2))* (2.3) 
Thus h,(g(s)) is a convex function of s, proving the theorem. 
Since h,(g( )) d fi d d s is e ne an convex on (0, sa), it is continuous there. Under 
the hypotheses of the preceding theorem the following corollary holds: 
COROLLARY. X,(g(s))/g(s) is a convex function of s. 
PROOF. Obvious from Theorem 1.1. 
EXAMPLE. A kernel which illustrates Theorem 2.1 is furnished by the 
El function, defined by 
E,(I x - y 1) = i J,” e-tlr-vl f . (2.4) 
This kernel arises in transport theory from the study of time independent, 
one-velocity, isotropic transport in a uniform slab. The eigenvalues of El 
are unknown but various authors have obtained quite good bounds for the 
largest eigenvalue (see [4] and [5]). Ifg(s) = s, then E,(s 1 x - y I) is a convex 
function of s for each (x, JJ) # (x, x). Thus by Theorem 2.1, h,(s) is a convex 
function of s on (0, co). Moreover, since E,(s ( x - y 1) is a strictly decreasing 
function of s for each (x, y) f (x, x), h,(g(s)) is strictly decreasing. 
Under the hypotheses of Theorem 2.1, h,(g(s)) is a convex, hence continu- 
ous, function on (0, s,,). However, in general, we cannot say anything about 
the right- or left-hand limits at 0 and s,, respectively; they may not exist. Are 
there conditions under which these limits exist? The affirmative answer is 
the content of 
THEOREM 2.2. Let K(x, y) and g(s) satisfy the hypotheses of Theorem 2.1. 
In addition, assume K(x, y) is continuous on Zs and that s0 and S are bothjinite. 
Suppose KMS) x9 g(s) y> is a monotone function of s for each jxed (x, y) in Zl . 
Then 
and 
both exist and are nonnegative. Moreover, 
udo +))I s=o 
%(&w E ~ddsh o<s<s, (2.7) 
U&II - 0) Y s = sg 
is a convex function on [0, s,]. 
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PROOF. The proof is straightforward and is omitted. 
We emphasize that g(s) may not be defined at the end-points or have right- 
and left-hand limits at 0 and s,, respectively. It turns out that in many 
examples g(s) is continuous on [0, s,,) or [0, co). However, there are important 
examples in which the kernel K(g(s) x, g(s) y) is not defined at s = 0. The 
last example, the E1 function, is a case in point. 
Wing has shown in [l] that under certain conditions 
4&(4) = 5 um 
i=l 
is a convex function of s. His theorem requires that 
must be nonnegative definite. We suspect that his theorem can be considerably 
generalized. In fact, if the kernel K is representable as a particular type of 
transform we are able to demonstrate the convexity of (I,(g(s)). (See Section 3, 
especially Theorems 3.1 and 3.3.) Although we have not been able to prove 
the convexity of cl,(g(s)) in the case of real Hilbert-Schmidt kernels, we can 
show that for a large class of kernels, certain “eigenvalue curves” are almost 
convex. 
In 1952 D. H. Hyers and S. M. Ulam [6] introduced the concept of an 
approximately convex function. 
DEFINITION. A function f(s) defined on (a, b) will be called e-convex 
(approximately convex) if 
WI + (1 - 4 4 d @(Sl) + (1 - M%) + E (2.8) 
for all sr and ss in (a, b) and for 0 < OL < 1. Here E is a fixed positive number. 
Hyers and Ulam [6] have shown that iff(s) is an E-convex function defined 
on an open interval (a, b), then there exists a convex function #(s) defined on 
(a, b) such that 
If(s) - $4) I G $- - 
Thus the most general (continuous) E-convex function is obtained by adding 
to an arbitrary convex function a (continuous) function whose values lie 
between 0 and E. Using this concept we prove the following two theorems. 
THEOREM 2.3. Let K(x, y) be symmetric and in L,(Z,). Assume K(x, y) is 
nonnegative but not identically zero on LYs and let g(s) map (0, ss) into (0, S). 
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Suppose W4 x3 g(s) A is an E-convex function of s on (0, s,,) for each fixed 
(xv Y). Then Md s 1) is a 2<-convex function of s on (0, so). 
PROOF. Let sr and ss be any two points in (0, s,,) and let 01 be any number 
in (0, 1). Since K(g(s) x, g(s) y) is an c-convex function of s, 
ws) X, g(s) Y) G 4gt4 4 dsd Y) + (1 - 4 wts,) X, m Y) + 6, (2.9) 
where s = tir + (1 - CC) sa . Since the kernel is nonnegative, &(x, g(s)) can 
be chosen nonnegative. Hence, from (2.9) 
11 




ok x, cd4 y) +1(x, g(s)) MY, g(s)) dx dr 
-1 -1 
+ t 1 - 4 s',,', %As,) x9 &J y) A@, g(s)) ddr, g(s)) dx dr 
+ E c’,l’,+1(x> g(s)) MY, g(s)) dx dy* (2.10) 
Using Schwarz’s inequality on the last term and the classical Rayleigh-Ritz 
principle on the others, we find 
U&)) G 4ktslN + (1 - 4 G+zN + 2% (2.11) 
which is the desired result. 
THEOREM 2.4. Let K(x, y) be real, symmetric and in L,(&) and let g(s) 
map (0, so) into (0, S). Suppose K(g(s) x, g(s) y) is convex on (0, so) for almost 
all (x, y) in ZI . Let sI and s2 be any two points in (0, s,,), 01 be any number in 
(0, I), s = as1 + (1 - IX) sa and define 
&a x9 .&Y(s) Y 9 5 , 4 = orK(g(%) x9 &l)Y) + (1 - 4 GA%) %&dY) 
- m(s) x3 k?(s) Y)- (2.12) 
Assume there exists a positive number E such that 
1 1 
SI ~2w x7 g(s) Y , s1 , s2) dx dy < 3 -1 -1 
(2.13) 
for all s, s1 and s, in (0, sO) and all OL in (0, 1). Suppose the first j eigenvalues of 
K(g(s) x, g(s) y) are positive. Then, for 1 < n < j, A,(g(s)) is an approximately 
convex function of s on (0, s,,) with E = (u)l/2 <. 
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PROOF. Let s, and ss be any two points in (0, so), 01 be any number in 
(0, 1) and s = N.V~ + (1 - a) s2 . By the convexity of K(g(s) X, g(s) y) we have 
for almost all - 1 < x,y < 1, 
K@(s) x9 ‘c(s) Y> = OK xv &l) Y> + (1 - 4 KW2) x> g(s2) Y) 
- a+) x> &>YP Sl 3 %?h (2.14) 
where 
Let 
@n(x, Y, g(s)) = f 4&Y As>) MY9 ‘Y(s)), (2.15) 
i=l 
where &(x, g(s)) is the ith normalized eigenfunction corresponding to h,(g(s)). 
Then 
11 
J.i KM4 x> g(s) Y> @& Y, g(s)) dx dr -1 -1 
11 
=CX IS W&d xs &d Y) @4x, Y, g(s)) dx dr -1 -1 




ss @ds) x> g(s) Y, s1>4 @n(x, Y, g(s)) dx dr. 
(2.16) 
-1 -1 
By Schwa&s inequality, 
11 
Is I Iz(,(s, XT g(s) Y -1 -1 , sl,sJ @4x, Y, g(s)) dx 4 I2 
11 < 1‘1 ~2(gw *9 g(s) YT s 1,4 dx 4 -1 -1 j'_, j', @n2(x, Y, g(s)) dx dr 
d 2 1 i (j' #i2(x, g(s)) dxjz + 2 i (j' 4ib g(s)) A(x, g(s)) d~)~/ 
i-1 -1 i,f=l -1 
i#j 
= al. (2.17) 
By using Theorem 1.2 and (2.17), (2.16) becomes 
4m 9 I,) + (1 - 4 4m2N + w2 c- 
This proves Theorem 2.4. 
(2.18) 
EXAMPLE. Consider the kernel 
K(I x -y I) = e-+-l. (2.19) 
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We take s0 = 1 and g(s) = s. It is easily verified that K(s 1 .x - y I) is .I 
convex function of s on (0, 1) for each fixed (x, y) in Z1 . According to 
Theorem 2.1, X,(S) is a convex function on (0, 1) (even on [O, CO)). 
Define 
H(u) = 
(~jlog(+j+e-‘(l -qj, oiu<2(220) 
0, u = 0. 
H(u) is a nonnegative, strictly increasing, continuous function and 
H(u) < H(2) + 0.20513. Let s1 and sa be any two points in (0, l), OL any 
number in (0, 1) and s = ors, + (1 - a) ss . As in Theorem 2.4 we define 
@IX-Yl , s1 , s2) s ore-+-YI + (1 - a) e-%lz-VI - e--SkYI. (2.21) 
Now 
mx--Yl ,~,,~,)~~(~l~--Yl,O,1) 
= 01 + (1 _ a) e-IZ-Yl - e-(l-a)l~-Yl. (2.22) 
Maximizing (2.22) over all OL in (0, l), we find 
z(s I x -Y I ,O, 1) d H(I x -Y I). 
Using Simpson’s one-third rule we numerically evaluated 
11 ss HYx -Y I)dxdy; -1 -1 
the value of this integral correct to five significant digits is 0.018698. The 
computations were performed on an IBM 360 computer. The eigenvalues 
of e-lz-vl are known [7] and they are positive. Hence, for any n 3 1, cl,(s) 
is an approximately convex function on (0, 1) with 
f 0.13674@~)~‘~. (2.23) 
3. REPRESENTABLE KERNELS 
In this section we consider representable kernels, that is, kernels which 
can be written in the form 
Wx, Y) = jD 40 F(x, Y, t) dt, (3.1) 
c 
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where K(t) and F(x, y, t) are functions of some specified type. Results on the 
eigenvalues of such kernels have been published by several authors, including 
Mullikin [4], Roark and Wing [8], and Wing [5] and [l]. 
The first heorem is a true convexity result for sums of eigenvalues. 
THEOREM 3.1. Let K(x, y) b e real, symmetric and in L,(&). Suppose g(s) 
is de$ned on (0, q,) with values in (0, S) and assume that K(g(s) x, g(s) y) is 
representable for almost all (x, y) in 2s and all s in (0, so) by 
K(&) x, g(s) Y) = jD 46 g(s)) F(x, y> t) dt> (3.2) 
C 
where F(x, y, t) is real and as a function of (x, y) is symmetric and nonnegative 
definite for almost all t in (C, D). Assume k(t, g(s)) is a convex function of s on 
(0, so) for almost all t in (C, D). Suppose thejrst j eigenvalues of K(g(s) x, g(s) y) 
are positive. Furthermore, assume 
j” I k(t,g(s))F(x,y, t> I dt 
C 
(3.3) 
is in L,(Z;) for almost all s in (0, so). Then, for 1 < n <j, 
4Ms)) = i um (3.4) 
i=l 
is a convex function of s on (0, so). 
PROOF. Let s, and s, be in (0, s,,), 01 any number in (0, 1) and 
S=ols,+(l -a)$. Since k(t, g(s)) is a convex function of s, 
W, g(4) = %t, &l)) + (1 - 4 W, &d - W, s>, (3.5) 
where h(t, s) > 0. Using an obvious notation (see Theorem 2.4) we have 
c’ I’ 1 s” k(t, g(4) F(x, y, 4 dt1 @n(x, yg(s)) dx dr
-1 -1 c 
= 0~ j’ j’ [jD k(t, g(4)% Y, 4 dt ] @,dx, y, g(s)) dx dr 
-1 -1 c 
+ (l - 4 s',s', 1s: 
W, g(sz)>F(x, y> 4 dt f @n(x, Y, g(s)) dx dr 
- j1 j1 1 j" h(t, s>F(x, y, t) dt/ @n(x, y, g(s)) dx dr. (3.6) 
-1 -1 c 
The kernel defined by 
I D W, 4 F(x, Y, 4 dt C 
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is nonnegative definite, whence 
Combining (3.6) and (3.7) and applying Theorem 1.2, we find that 
4&(4) G c4MlN + (1 - 4 4&A%N~ 
proving the theorem. 
Under the hypotheses of Theorem 3.1 several corollaries hold: 
COROLLARY 1. 
is a convex function of s. 
COROLLARY 2. Let all the hypotheses of Theorem 3.1 hold. If k(t) is non- 
negative almost everywhere, then A,(g(s)) is a convex function of s for all n. 
PROOF. Since k(t) is nonnegative, all eigenvalues of K are positive. The 
conclusion now follows by Theorem 3.1, establishing the corollary. 
COROLLARY 3. Let K(x, y) be real, symmetric and in L,(.&). Suppose 
K(x, y) is representable for almost all (x, y) in 2s by 
K(x, Y) = jm k(t)F(xt, rt) dt, --m (3.8) 
where F(xt, yt) is real, symmetric and nonnegative definite as a function of (x, y) 
for almost all t. Supposeg(s) is de$ned on (0, so) with values in (0, S) and assume 
(3.9) 
is a convex function of s on (0, so) for almost all t. Suppose theJirst j esgenvalues 
of K(g(s) x, g(s) y) are positive. Furthermore, assume 
I a I k(t) FM4 xt, cd4 rt) I dt (3.10) -m 
is in L,(ZJ for almost aZZ s in (0, so). Then, for 1 < n < j, A&(s)) is a convex 
function of s on (0, so). 
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PROOF. Note that 
and apply Theorem 3.1. 
EXAMPLE. Consider the kernel 
K(x, y) = e-@YI. 
According to Theorem 2.1, h,(s) is a convex function of s. It is known [9] that 
2@= 1 e-b1 = - 
Tr I 
- cos(t 1 u I) dt. 
0 tz+l 
We take 
and F(xt, yt) = cos(t(x - y)). 
If we set g(s) = sli2, 
lk(L)=2’2. 
ids) g(s) iT t2+s 
It is readily verified that 
-LqLj=LL 
g2w L?(s) ?r t2+s 
(3.11) 
(3.12) 
is a convex function of s. It thus follows from an obvious corollary of Theo- 
rem 3.1 that ~I,(s~l~)/(s)~l~ is a convex function of s. Note that the corollary 
is applied to the kernel h(s) K(g(s) X, g(s) y) with h(s) = [g(s)]-l. 
In Section 2 we stated several theorems on approximately convex functions. 
As a corollary to Theorem 2.4, we have 
THEOREM 3.2. Let K(x, y) be real, symmetric and in L2(Es) and assume K 
is representable by
K(x, Y) = jD k(t) F(x, Y, 4 dt, (3.13) 
C 
where 0 < D - C < co. Suppose F(g(s) x, g(s) y, t) is a convex function of s 
on (0, s,,) for almost all (x, y, t) in Cs x [C, D], where g(s) is defined on (0, s,,) 
with values in (0, S). Assume k(t) is nonnegative and in L,[C, D]. Define 
W, Y, t, g, s, , ~2 ,011 
= I xv &l) Y9 4 + (1 - 4Q(s2) x3 ds2) Y7 4 
- F(g@, + (1 - 4 $2) *, gh + (1 - 4 ~2) Y, t) 
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and assume that for some fixed positive number E^ 
for almost all (x, y, t) in Z;. x [C, D], all points s1 and s2 in (0, so) and all 
numbers OL in (0, 1). Then, for all n, A,(g( s )) . zs an approximately convex function 
of s with 
PROOF. Using the notation in Theorem 2.4, we have 
J&(s) xsg(s)y, ~1 , ~2) = I 
," h(t) 4x, Y, t,g, ~1 , sz > 4 dt, 
so that 
~2(g(s) x>&)Y, $1 3 ~2) = 
t s 
)W) 4x, Y, t,g, ~1, ~2, 4 dt12 
< j)"(t) dt. j;h% Y, t,g, ~1, s2,4 dt (3.14) 
by Schwarz’s inequality. By the assumption on h(x, y, t, g, s1 , s2 , or), (3.14) 
becomes 
whence 
R2k(s) x3 g(s) Y, s1 , s2) < (D - C) Z2 j” h2(t) dt, 
C 
1 1 
is R2kN x9 g(s) Y -1 -1 
, s1 , s2) dx dy < 4(D - C) c2 j” K”(t) dt. 
C 
Therefore, we take for E 
E = 2(D - C)1’2 (j; h2(t) dt)“’ E^. 
The desired conclusion now follows by a straightforward application of 
Theorem 2.4. 
So far the convexity of A,(g(s)) is gu aranteed only for transforms which are 
representable by (3.2). In some cases it may be impossible to show that a given 
kernel has a representation which satisfies the hypotheses of Theorem 3.1. 
Of course Theorems 2.4 and 3.2 apply to such transforms but A,(g(s)) may 
not be convex. If the kernel of the transform is itself representable as a certain 
type of transform, we can sometimes show that A,(g(s)) is convex. 
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THEOREM 3.3. Let K(x, y) be real, symmetric, in L,(.ZS) and representable 
by (3.1) where h(t) is nonnegative and F(x, y, t) is in L,(Z,) for almost all t in 
[C, D]. Let g(s) map (0, s,,) into (0, S). Assume 
Qds) *, g(s) y, t) = jBf (x, g(s)) G(x, Y, t, 4 dz, 
A 
(3.15) 
whm f (z, g(s)> .ES nonnegative and G(x, y, t, z) is real and as a function of 
(x, y) is symmetric, nonnegative definite and in L,(ZI) for almost all (t, z) in 
[C, D] x [A, B]. Assume 
.D B 
J! c Af (z, g(s)) W) I G(x, Y, 2,~) I dz dt (3.16) 
is in L,(G). If f (2, g(s)) is a convex function of s for almost all z in [A, B], 
then A,(g(s)) is a convex function of s. 
PROOF. From (3.15) and (3.16) we have 
&g(s) x, g(s) r> = j: 44 ) j:f (z, g(s)) G(x, Y, 6 4 dz/ dt 
= jIf(x> g(s)) ) ,I W ‘3x, Y, t, 4 dt/ dz 
= i :/h g(s)) Lb, Y, 4 dz, 
where 
L(a, y, z) E= CD h(t) G(x, y, t, z) dt 
.c 
is real, symmetric and nonnegative definite as a function of (x, y) for almost 
all z in [C, D]. The interchange of the order of integration is legitimate in 
view of the fact that (3.16) is in L,( Zr). The proof now proceeds exactly as in 
Theorem 3.1. 
The reader may reasonably ask if any kernels, especially the more “com- 
mon” ones, are representable in the form given by (3.15) where f (z, g(s)) is a 
convex function of s for almost all z. An affirmative answer can be given for 
Laplace and K,-transforms [9]; in the case of cosine, Hankel and other 
transforms the question is still open. We consider the &-transform case first. 
COROLLARY 1. Let K(I x - y I) be in L,(Z,) and representable by
K(lx-~l)=j~h(t)K,(lx-yI)dt, (3.17) 
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where K,(u) is the modijied Bessel function of the third kind and k(t) is non- 
negative. Assume 
DC0 
Sf [z” + g2]-l’2 k(t) / cos(zt(x - y)) j dz dt c o (3.18) 
is in L,( 27;) for g positive. Let g(s) map (0, sO) into (0, S). If 
f(z,g(s)) = [z" + g2N1-1’2 (3.19) 
is a convex futition of s for almost allpositive x, then A,(g(s)) is a convex function 
on to, 4. 
PROOF. It is known [9] that 
K,,(gu) = 1: [z” + g2]-l’” cos(zu) dz, u > 0. 
The conclusion now follows immediately from Theorem 3.3. 
Can we find a positive function, g(s), such that (3.19) is a convex function 
of s for almost all positive z ? A direct calculation shows that if g(s) is a positive 
solution of the boundary value problem 
gg” + (g’)” = 0 
g(O) = bl 3 &cl) = b2 9 (3.20) 
where b, and b, are nonnegative but not both zero, then (3.19) is a convex 
function of s. It is easy to demonstrate the existence of a positive solution of 
(3.20). 
In the Laplace transform case it is necessary to multiply the function 
f (z, g(s)) by a certain function h(s) (= k(s)]-‘) which is defined on (0, s,,) in 
order to obtain the desired convexity. This procedure was discussed in 
Section 1. 
COROLLARY 2. Let K( / x - y I) be in L2( 2Ys) and YepYesentab~e by 
K(I x -y I) = if: k(t) e-tl+yl dt, 
where k(t) is nonnegative. Assume 
IS ,” :[z2+$]“k(t)/cos(ntix--yj)Idadt (3.22) 
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is in L,(Z;) for positive g. Let g(s) map (0, sO) into (0, S). If 
g$f(rF g(s)) = k” + g2w1 (3.23) 
is a convex function of s for almost all z in (0, co), then A&(s))/g(s) is a convex 
function of s on (0, sJ. 
PROOF. It is known [9] that 
-e-glul 1 = - 2 m 
g s 7r 0 
[z” + gy cos(z 1 u I) dx, Reg > 0. 
The conclusion now follows immediately from an obvious corollary to 
Theorem 3.3. 
As above if g(s) is a positive solution of the boundary value problem (3.20), 
then (3.23) is a convex function of s on (0, so). The reason for working with 
(3.23) instead off (z, g(s)) is that there does not exist a continuous function 
g(s) such that f (z, g(s)) is a convex function of s. 
In Theorem 3.3 we stipulated that 
IS f: :fh g(s)) W I Wt I x -Y I) I dz dt (3.24) 
must be in L,(ZJ. If D = + co it may be difficult or impossible to show 
this. The next theorem gets around this difficulty for some kernels. 
THEOREM 3.4. Let the hypotheses of Theorem 3.3 hold except that 
il ; :f(z, g(s)) W I ‘W I * -Y I) I dz dt 
is (possibly) not in L,( El). Assume either 
(i) h(t) is in L,([C, 03)) and F(t 1 x - y I) is in L,([C, co) x ZS) or 
(ii) k(t) and F(t I x - y [) are nonnegative measurable functions. 
Assume that 
!“I 1 If (x, g(s)) k(t) I G(xt I x - Y I> dz dt (3.25) 
is in L2(ZI) for all m greater than C. Then &(g(s)) is a convex function on 
(09 so>* 
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PROOF. Let m be any integer greater than C and define 
K(“)(g(s) j x - y I) = fn k(t)F(g(s) t  x - y I) dt. (3.26) 
c 
Let hi”‘(g(s)) be the ith eigenvalue of (3.26). By Theorem 3.3, 
&yg(s)) = i hfqg(s)) 
i=l 
is a convex function of s on (0, sJ. 
We claim K(m) converges in the La-norm to K as m--t co. To see this, 
we calculate 
where 
= SUP j’ j1 1 jm WQ+) t I x - Y I> dt( 4W 4(y) dx 4, 
idll=l -1 -1 m. 
(3.27) 
I$ IB = jj~BQL(4 dx(l". 
Make the change of variables x’ = g(s) x, y’ = g(s) y. Then (3.27) becomes 
11 Kfm) - K I/ 
where 6 is an L, function for which the supremum is attained. By Schwarz’s 
inequality 
where M is a constant which may depend upon s. 
409/25/l-= 
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k(t) F(t 1 x’ - y’ 1) dt]’ dx’ dy’ 
< jm P(t) dt js, jr, j;Fp(t 1 x’ - y’ 1) dt dx’ dy’ 
m 
where c(m) approaches zero as m -+ 03. 
2. Assume k(t) and F(t 1 x - y I) are nonnegative and measurable. Then 
I m k(t) F(t / x - y I) dt C (3.29) 
and 
s 
mk(t)F(t 1 x--y I)dt 
m 
(3.30) 
are nonnegative measurable functions of (x, y) in L,( ZS). Also 
rjr,jy, [j=$w I x -Y I) dt]” dx dYi%,,, 
is a monotone nonincreasing sequence of nonnegative numbers and thus 
has a limit, call it 7, which is nonnegative. We claim this limit is zero. To 
see this consider the expression 
+ 2 j" j" [ jm W)F(t Ix - y I) dt] [jm W)F(t Ix - Y I) dt] dx dr 4 --s c m 
+ j",j", [jm WV I x -Y lW]2dx4 
_j~,j~,LI,"")"'1"-yl)pj.d~dv 
+ j", j", [ jm WFP I x - Y I> dt]l dw dr, (3.31) m 
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We take the limit as m -+ co of the two integrals on the right. By Lebesgue’s 
Theorem, the first integral converges to 
s m 
LS-, [I W)F(t I x C 
-y I)dt]2dsdy. 
Therefore, (3.31) pl im ies that 7 < 0. Hence 7 is zero as claimed. 
Thus, in either case (i) or (ii), /j Kern) - K /I -+ 0 as m --+ co. 
Since K and K(m) are both nonnegative definite, /lLm)(g(s)) converges to 
4&(s)) a m - 00 El 11, whence Jg( s 1) is convex. This proves Theorem 3.4. 
A corollary of the Courant-Weyl Minimax Principle [ll] states that if a 
nonnegative definite kernel is added to a nonnegative definite kernel, the 
eigenvalues of the new kernel cannot be smaller than the corresponding 
eigenvalues of the original kernel. Hence, in the notation of Theorem 3.4, 
(3.32) 
and the convergence is monotone. If in the last theorem we replace the word 
“nonnegative” with the word “positive” we can say even more. The Courant- 
Weyl Minimax Principle is still applicable, wherefore (3.32) holds and the 
convergence is monotone. However, a corollary [12] of the Fischer Maximum- 
Minimum Principle [13] states that if a positive definite kernel is added to a 
positive definite kernel, the eigenvalues are actually increased. Thus 
that is, the convergence is strictly monotonic. 
EXAMPLE. There is a nice application of the last theorem which we now 
discuss. In Section 2 we introduced the El function. Recall that 
WI x -y I) = + j," e-tl*-YI $. 





----lcos(zt(x--y))Idzdt< j;+dt. j;--&dz 9 +g2 t 
=zlogm, 
2g 
whence (3.25) is inL,(Q. The other hypotheses of Theorem 3.4 are satisfied. 
Hence, for the El kernel, +/2~,(s1/2) is convex on (0, co). ~r/~~&(s~/~) is 
also strictly decreasing. 
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4. CONCLUSION 
As discussed in the introduction, there is a real need to determine upper 
bounds for the eigenvalues of Fredholm integral equations, and much 
information on these bounds is possible if the “shape” of certain functions 
related to the eigenvalues is known. It has been shown that the convexity of 
these functions can sometimes be deduced by an examination of the kernel. 
It is hoped and believed that the ideas presented in this paper will be useful 
and can be applied to even more complex problems. 
It is perhaps unfortunate that when the methods developed in this paper 
are used to prove the convexity of certain “eigenvalue curves,” the curves 
are almost always strictly convex. It would be interesting and valuable if one 
could determine conditions under which the “eigenvalue curves” are linear. 
Another problem is to determine conditions under which one can assert 
the existence of a function, g(s), such that K(g(s) X, g(s) y) is a convex function 
of s. Also one would like to be able to compare two such g’s. The author has 
investigated these questions for kernels of the displacement type, 
K = K(l x -y I). 
Recently the author applied the kernel function approach to Sturm- 
Liouville systems. Although it is too early to predict final results, the proce- 
dure appears to compare favorably with a method introduced by G. Polya 
and M. Schiffer in [IO]. 
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