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Abstract
Let M be a projective variety, defined over the field of real numbers, with the property that the base
change M ×R C is isomorphic to CPN for some N . A real algebraic vector bundle E over M will be called
absolutely split if the vector bundle E ⊗R C over M ×R C splits into a direct sum of line bundles. We
classify the isomorphism classes of absolutely split vector bundles over M .
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1. Introduction
Let M be a projective variety defined over R. Let M ×R C be the projective variety obtained
from it by changing the base field to C. The variety M is called a real form of CPN if M ×R C is
isomorphic to CPN . Clearly, RPN is a real form of CPN . If N is even then there are no other real
forms of CPN . However, CP2m−1 has a real form different from RP2m−1 which can be described
as follows. Fix projective coordinates (x1, y1, . . . , xi, yi, . . . , xm, ym) of CP2m−1. Now consider
the anti-holomorphic involution σ0 of CP2m−1 defined by
(x1, y1, . . . , xi, yi, . . . , xm, ym) −→ (−y1, x1, . . . ,−yi, xi, . . . ,−ym,xm).
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from this one and RP2m−1, there are no other no other real forms of CP2m−1 (Lemma 2.1).
Fix a real form M of CPN . Let E be a real algebraic vector bundle over M . Let E ⊗R C be
the vector bundle over M ×R C obtained from E by changing the base field to C. The vector
bundle E will be called absolutely split if E ⊗R C over M ×R C splits into a direct sum of line
bundles.
A vector bundle E over RPN is absolutely split if E decomposes into a direct sum of line
bundles (Remark 2.4).
Assume that N is an odd integer. Let M be a real form of CPN which is not isomorphic to
RPN . There is an indecomposable real algebraic vector bundle VR of rank two over M which
is absolutely split. This vector bundle VR is the direct image of the tautological line bundle
OCPN (1) by the natural map CPN = M×RC −→ M given by the inclusion of R in C. Therefore,
VR ⊗R C is isomorphic to OCPN (1)⊕2, hence VR is absolutely split. The vector bundle VR is
indecomposable since OCPN (1) does not descend to M . Let ξ :=
∧2
VR be the degree two real
algebraic line bundle over M .
With the above notation, we prove the following theorem (see Theorem 4.1):
Theorem 1.1. Let E be an absolutely split real algebraic vector bundle over M . Then E is
isomorphic to a vector bundle of the form(
m′⊕
i=1
ξ⊗ai
)
⊕
(
n′⊕
j=1
VR ⊗ ξ⊗bj
)
. (1)
Any vector bundle of the form as in Eq. (1) is absolutely split, and furthermore, if(
m′⊕
i=1
ξ⊗ai
)
⊕
(
n′⊕
j=1
VR ⊗ ξ⊗bj
)
∼=
(
m′′⊕
i=1
ξ⊗a′i
)
⊕
(
n′′⊕
j=1
VR ⊗ ξ⊗b
′
j
)
,
then m′ = m′′ and n′ = n′′ with {a1, . . . , am′ } (respectively, {b1, . . . , bn′ }) being a permutation of
{a′1, . . . , a′m′ } (respectively, {b′1, . . . , b′n′ }).
When N = dimM = 1, the above theorem was proved in [2] by a different method.
We also give a criterion for a vector bundle on a real form of projective space to be absolutely
split which is modeled on the criterion of Horrocks.
2. Real forms of projective space and absolutely split vector bundles
2.1. Real forms of a projective space
Let R and C denote the fields of real numbers and complex numbers respectively. Let M be
a projective variety defined over R whose base change M ×R C to the field of complex numbers
is isomorphic to the projective space CPN . We recall that such a variety M is called a real form
of CPN . The Galois group Gal(C/R) = Z/2Z acts on M ×R C through an anti-holomorphic
involution
σ :M ×R C −→ M ×R C, (2)
and the pair (M ×R C, σ ) determines the variety M uniquely.
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σ0 :CP
2m−1 −→ CP2m−1 (3)
be the anti-holomorphic involution defined by
(x1, y1, . . . , xi, yi, . . . , xm, ym) −→ (−y1, x1, . . . ,−yi, xi, . . . ,−ym,xm).
This pair (CP2m−1, σ0) clearly defines a real form of CP2m−1, which we will denote by M0. It
is easy to see that σ0 does not have any fixed points. Hence the variety M0 defined over R does
not have any real points. Therefore, M0 is not isomorphic to RP2m−1.
Lemma 2.1. Let M be a real projective variety of dimension n such that M ×R C is isomorphic
to the projective space CPn. Assume that the real form M is not isomorphic to RPn. Then n =
dimC M is odd. If n = 2m − 1, then M is isomorphic to M0 defined above using Eq. (3).
Proof. A Severi–Brauer variety of dimension n over the field of reals is a real projective variety
V such that V ×R C is isomorphic CPn [7, page 160]. There is a one-to-one correspondence
between the Severi–Brauer varieties over R of dimension n and R-algebras which are isomorphic
to the matrix algebra M(n + 1,C) after base change to C [7, page 160]. Note that the dimension
(as a R-vector space) of such a R-algebra is (n+1)2. Under the above correspondence, the trivial
Severi–Brauer variety (i.e., RPn) corresponds to the matrix algebra M(n + 1,R) over R.
We note that the only division rings over R with R as center are the quaternions and R itself.
Therefore, any R-algebra, whose complexification is a matrix algebra, is either a matrix algebra
over R or a matrix algebra over the division ring of quaternions [7, page 157, Proposition 7]. The
dimension of a matrix algebra over the division ring of quaternions is of the form (2N)2 with
N ∈ N. Thus, there is exactly one real form of CP2N , and at most two real forms of CP2N−1.
Consequently, a real form M of a projective space is either a real projective space or it is the
odd-dimensional variety M0 given by the pair (CP2m−1, σ0), where 2m − 1 = N = dimM . This
completes the proof of the lemma. 
2.2. Absolutely split vector bundles
Let M be a real form of projective space. Let E be a real algebraic vector bundle over M .
Definition 2.2. The vector bundle E over M will be called absolutely split if the vector bundle
E ⊗R C over M ×R C = CPdimM , obtained from E by changing the base field to C, decomposes
into a direct sum of line bundles.
A theorem due to Grothendieck says that if dimM = 1, then any vector bundle over M is
absolutely split [3, page 126, Théorème 2.1].
2.3. Isomorphisms and base change
Let M be a real form of a projective space. Let W be a real algebraic vector bundles over M .
Let
WC := W ⊗R C
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involution σ in Eq. (2) lifts to an isomorphism of vector bundles
σW :WC −→ W ′, (4)
where W ′ is the complex algebraic vector bundle over M ×R C obtained from WC by the in-
volution of the field C defined by z −→ z. We note that W ′ is identified with the vector bundle
σ ∗WC, where WC is smooth complex vector bundle over M ×R C whose fiber over any point z
is the fiber (WC)z equipped with the conjugate complex structure. The vector bundle σ ∗WC has
a natural holomorphic, hence algebraic, structure.
Let W 1 and W 2 be two real algebraic vector bundles over M . Let
Wi
C
:= Wi ⊗R C,
i = 1,2, be the base change of Wi to C. Let
σWi :W
i
C
−→ σ ∗Wi
C
,
i = 1,2, be the isomorphisms defined as in Eq. (4).
Lemma 2.3. Assume that the vector bundles W 1
C
and W 2
C
over M ×R C are isomorphic. Then
W 1 is isomorphic to W 2.
Proof. Let
A := H 0(M ×R C, (W 1C)∗ ⊗ W 2C)
be the space of all global homomorphisms from W 1
C
to W 2
C
. The space of all isomorphisms from
W 1
C
to W 2
C
form a Zariski dense subset U of the above defined affine space A. Since W 1
C
and W 2
C
are given to be isomorphic, we know that U is nonempty. Hence U is Zariski dense in A.
We have a conjugate linear involution τ of the vector space A defined by
τ(T ) = (σW 2
C
)−1 ◦ σ ∗T ◦ σW 1
C
,
where σW 1
C
and σW 2
C
are defined above, and
σ ∗T :σ ∗W 1
C
−→ σ ∗W 2
C
is the homomorphism given by T :W 1
C
−→ W 2
C
.
Since τ is a conjugate linear involution, the fixed point set of τ is Zariski dense in A, and
hence the fixed point set intersects the Zariski dense subset U of A, In other words, there is an
isomorphism of vector bundles
T0 :W
1
C
−→ W 2
C
with τ(T0) = T0. This T0 gives an isomorphism of the real algebraic vector bundle W 1 with
W 2. 
Remark 2.4. The Picard group of CPn is generated by the tautological line bundle OCPn(1) [4],
and OCPn(1) is the base change to C of the real algebraic line bundle ORPn(1) on RPn. Hence
from Lemma 2.3 it follows that a real algebraic vector bundle E over RPn is absolutely split if
and only if E decomposes into a direct sum of line bundles.
From Lemma 2.3 it follows that the Picard group Pic(M) is a subgroup of Pic(M ×R C).
Since Pic(M ×R C) = Pic(CP2m−1) = Z, we conclude that Pic(M) is also isomorphic to Z.
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Let M be a real form of CP2m−1 which is not isomorphic to RP2m−1. We will denote by L the
ample generator of Pic(M ×R C). Therefore, any isomorphism of M ×R C with CP2m−1 takes
L to OCP2m−1(1).
Lemma 3.1. Let ξ denote that ample generator of Pic(M) = Z. Then the complex algebraic line
bundle ξ ⊗R C over M ×R C = CP2m−1, obtained from ξ by base change to C, is isomorphic to
the line bundle OCP2m−1(2) over CP2m−1.
Proof. Since M = RP2m−1, there is no line bundle ζ over M with ζ ⊗RC =OCP2m−1(1). Indeed,
otherwise the linear system on M given by such a line bundle ζ would give an isomorphism of
M with RP2m−1. The proof of the lemma will be completed by producing a line bundle over M
which is a descent of OCP2m−1(2).
The morphism Spec(C) −→ Spec(R) induces a morphism
φ :M ×R C −→ M. (5)
Let
VR := φ∗L (6)
be the direct image over M , where φ is defined in Eq. (5), and L, as before, is the ample generator
of Pic(M ×R C). Therefore, VR is a real algebraic vector bundle of rank two over M .
Since two algebraic line bundles over M ×R C are isomorphic if their degrees coincide, the
Galois twist of L is isomorphic to L. Consequently, we have
φ∗VR ∼= L ⊕ L. (7)
Hence φ∗
∧2
VR ∼= L⊗2. In other words,∧2 VR is a real algebraic line bundle over M of degree
two. This completes the proof of the lemma. 
Proposition 3.2. The vector bundle VR in Eq. (6) is indecomposable.
Proof. Assume that VR = L1 ⊕ L2, where Li are real algebraic line bundles over M . From
Eq. (7) we have
L ⊕ L ∼= φ∗L1 ⊕ φ∗L1.
Hence, using [1, page 315, Theorem 3] we conclude that φ∗L1 ∼= L. However, we noted in the
proof of Lemma 3.1 that OCP2m−1(1) does not descend to M . Therefore, the vector bundle VR is
indecomposable. This completes the proof of the proposition. 
4. Classification of absolutely split vector bundles
The following theorem gives a classification of absolutely split real algebraic vector bundles
over a real form of a projective space.
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absolutely split real algebraic vector bundle over M . Then E is isomorphic to a vector bundle of
the form(
m′⊕
i=1
ξ⊗ai
)
⊕
(
n′⊕
j=1
VR ⊗ ξ⊗bj
)
, (8)
where ξ and VR are defined in Lemma 3.1 and Eq. (6) respectively.
Any vector bundle of the form as in Eq. (8) is absolutely split, and furthermore, if(
m′⊕
i=1
ξ⊗ai
)
⊕
(
n′⊕
j=1
VR ⊗ ξ⊗bj
)
∼=
(
m′′⊕
i=1
ξ⊗a′i
)
⊕
(
n′′⊕
j=1
VR ⊗ ξ⊗b
′
j
)
,
then m′ = m′′ and n′ = n′′ with {a1, . . . , am′ } (respectively, {b1, . . . , bn′ }) being a permutation of
{a′1, . . . , a′m′ } (respectively, {b′1, . . . , b′n′ }).
Proof. Consider the morphism φ in Eq. (5). Since φ∗E is a direct sum of line bundles, we know
that φ∗(E ⊕ E) = φ∗E ⊕ φ∗E is of the form(
μ⊕
i=1
OCP2m−1(2αi)⊕2
)
⊕
(
ν⊕
j=1
OCP2m−1(2βj + 1)⊕2
)
,
where αi,βj ∈ Z. Hence, in view of Lemma 3.1 and the fact that φ∗VR ∼=OCP2m−1(1)⊕2, from
Lemma 2.3 it follows that the vector bundle E⊕E over M is of the form as in Eq. (8). Therefore,
using [1, page 315, Theorem 3] we conclude that E is of the form as in Eq. (8). We note that
although [1, Theorem 3] is stated with the assumption that the base field is algebraically closed
fields, the proof goes through without any change for arbitrary fields; we reproduce the proof
below in Theorem 5.1 for convenience of the reader. This proves the first part of the theorem.
It is obvious that any vector bundle of the form as in Eq. (8) is absolutely split. From [1,
page 315, Theorem 3] (see Theorem 5.1 below) the second part of the theorem follows. This
completes the proof. 
We noted earlier that a real algebraic vector bundle over RPn is absolutely split if and only if it
decomposes into a direct sum of line bundles; see Remark 2.4. Combining this with Theorem 4.1
we obtain a classification of real algebraic vector bundles over any real form of a projective
space.
We have the following corollary of Theorem 4.1:
Corollary 4.2. Let M be a real form of CP2m−1 which is not isomorphic to RP2m−1. Let F be an
indecomposable real algebraic vector bundle over M with rank(F ) = 2 and∧2 F ∼= ξ , where ξ
is the ample generator of Pic(M). Then F is isomorphic to VR.
Remark 4.3. The R-algebra of all global endomorphisms of the above vector bundle VR is iso-
morphic to the quaternion algebra.
Remark 4.4. We have the Euler sequence on RPn
0 −→ORPn −→ORPn(1)n+1 −→ TRPn −→ 0,
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to RP2m−1, then we see that there is an analogous Euler sequence on M which is of the following
form:
0 −→OM −→ V ⊕mR −→ TM −→ 0.
Moreover, H0(M,V ⊕m
R
) can be identified with the matrix algebra M(m,H). This identification
gives the correspondence mentioned in the proof of Lemma 2.1.
5. Atiyah–Krull–Schmidt theorem
Let k be any field. Let X be a projective variety defined over k. A vector bundle E over X is
called decomposable if there are vector bundles E1 and E2 over X of positive ranks such that
E ∼= E1 ⊕ E2.
A vector bundle over X is called indecomposable if it is not decomposable. Therefore, a vector
bundle E is indecomposable if and only if whenever
E ∼= E1 ⊕ E2
then either E = E1 or E = E2.
From the above definition of indecomposable vector bundles it follows immediately that any
vector bundle over X is isomorphic to a direct sum of indecomposable vector bundles.
The following theorem is due to Atiyah (see [1, page 315, Theorem 3]):
Theorem 5.1. Let F be a vector bundle over a projective variety X defined over a field k. Let
F ∼=
m⊕
i=1
Ei
and
F ∼=
n⊕
i=1
E′i
be two decompositions of F into direct sum of indecomposable vector bundles; so all Ei and E′i
are indecomposable vector bundles. Then m = n, and furthermore, there is a permutation τ of
{1, . . . ,m} such that the vector bundle E′i is isomorphic to Eτ(i).
Proof. Fix an isomorphism
ρ :F −→
m⊕
i=1
Ei. (9)
For any j ∈ [1,m], set
fj := ρ−1 ◦ ιj ◦ qj ◦ ρ ∈ H 0
(
X,End(F )
)
, (10)
where qj :
⊕m
i=1 Ei −→ Ej is the natural projection and
ιj :Ej −→
m⊕
Ei
i=1
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ρ′ :F −→
n⊕
i=1
E′i
and for any j ∈ [1, n] set
f ′j := (ρ′)−1 ◦ ι′j ◦ q ′j ◦ ρ′ ∈ H 0
(
X,End(F )
)
, (11)
where q ′j :
⊕n
i=1 E′i −→ E′j is the natural projection and ι′j the natural inclusion of E′j in⊕n
i=1 E′i . So we have
f 2j − fj = 0 = (f ′j )2 − f ′j (12)
for all j .
Consider the k-algebra R := H 0(X,End(F )). For any j ∈ [1,m] (respectively, j ∈ [1, n]) let
Ij (respectively, I ′j ) denote the right ideal of R generated by fj (respectively, f ′j ) defined in
Eq. (10) (respectively, Eq. (11)). Therefore, Ij and I ′j are right modules over R. We will prove
that all {Ij }mj=1 and {I ′j }nj=1 are indecomposable right R-modules.
For that take the rightR-module Ij . Assume that Ij is decomposable. Take any decomposition
Ij = J1 ⊕ J2 (13)
of the right R-module, where J1 = 0 = J2. Therefore, J1 and J2 are right ideals of the algebra
R. Recall that Ij is generated by fj . Consider
fj = a1 + a2 ∈ J1 ⊕ J2 ⊂R (14)
in terms of Eq. (13), where ai ∈ Ji , i = 1,2.
From Eq. (14) we have
a1a2 = fja2 − a22 . (15)
On the other hand, as a2 ∈ Ij , we have a2 = fja for some a ∈R. Hence from Eqs. (15) and (12)
we have
a1a2 = fja2 − a22 = f 2j a − a22 = fja − a22 = a2 − a22 ∈ J2.
But a1a2 ∈ J1, as a1 is an element of the right ideal J1. Therefore, we have
a1a2 ∈ J1 ∩ J2 = 0. (16)
Similarly, we have
a2a1 ∈ J1 ∩ J2 = 0. (17)
Since (a1 + a2)2 = a1 + a2 (see Eqs. (12) and (14)), using Eqs. (16) and (17) we conclude that
0 = a1a2 = a2a1 = a21 − a1 = a22 − a2 (18)
(note that a21 − a1 = a22 − a2 ∈ J1 ∩ J2 = 0). The restriction to the subbundle Ej ⊂ F of the
endomorphism fj of F constructed in Eq. (10) clearly coincides with the identity map of Ej .
Therefore, from Eqs. (18) and (14) we have
Ej = image(a1) ⊕ image(a2).
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sition implies that both image(a1) and image(a2) are subbundles of Ej , and also a1 = 0 = a2.
Therefore, we conclude that the right R-module Ij is indecomposable.
Similarly, the right R-module I ′j is indecomposable, where j ∈ [1, n].
Since ρ in Eq. (9) is a decomposition of F , from the construction of fj (done in Eq. (10)) it
follows immediately that
m∑
j=1
fj = IdF .
It further follows that
R=
m⊕
j=1
Ij . (19)
Similarly, we have
∑n
j=1 f ′j = IdF and
R=
n⊕
j=1
I ′j . (20)
Since X is a projective variety, the dimension of the k-vector space R is finite. Therefore,
R as a right R-module is both Noetherian and Artinian. As {Ij }mj=1 and {I ′j }nj=1 are irreducible
right R-modules, using the Krull–Schmidt theorem for decompositions Eqs. (19) and (20) we
conclude that
(1) n = m, and
(2) there is an automorphism G of the right R-module R and a permutation τ of {1, . . . ,m}
such that for each j ∈ [1,m] the right R-submodule G(Ij ) ⊂ R coincides with the right
R-submodule I ′τ(j) ⊂R.
See [5, page 115] for the Krull–Schmidt theorem.
An automorphism G as above coincides with the left multiplication of R with the element
G(IdF ) ∈R. Therefore, G is given by the automorphism G(IdF ) ∈ H 0(X,End(F )) of the vector
bundle F . Now the above condition (2) on the pair (G, τ) says that for each j ∈ [1,m] the
automorphism G(IdF ) of the vector bundle F takes the subbundle Ej isomorphically to E′τ(j);
here Ej and E′τ(j) are realized as subbundles of F using ρ and ρ′ respectively. This completes
the proof of the theorem. 
6. Criterion for a vector bundle to be absolutely split
In Remark 2.4 we saw that an absolutely split vector bundle over RPm splits into a direct sum
of line bundles. On the other hand, a criterion due to Horrocks says that a vector bundle E over
CP
m splits into a direct sum of line bundles if and only if Hi(CPm,E(n)) = 0 for all n ∈ Z and
all i ∈ [1,m−1]; see [6, page 39, Theorem 2.3.1]. Since cohomology base changes, we conclude
that a real algebraic vector bundle W over RPm splits into a direct sum of line bundles if and
only if Hi(RPm,W(n)) = 0 for all n ∈ Z and all i ∈ [1,m − 1].
The next proposition gives a criterion for a vector bundle on a nontrivial form of the projective
spaces to be absolutely split.
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Lemma 3.1, the ample generator of Pic(M) = Z will be denoted by ξ . Let E be a real algebraic
vector bundle on M . The vector bundle E is absolutely split if and only if the following two
conditions hold:
(1) Hi(M,E ⊗ ξ⊗a) = 0 for all a ∈ Z and i ∈ [1,2m − 2], and
(2) Hi(M,E ⊗VR ⊗ ξ⊗a) = 0 for all a ∈ Z and i ∈ [1,2m− 2], where VR is the vector bundle
in Proposition 3.2.
Proof. Since cohomology base changes, i.e., Hi(M ×R C,F ⊗R C) = Hi(M,F)⊗R C for any
vector bundle F over M , if E is absolutely split then the two conditions in the proposition hold.
To prove the converse, assume that the two conditions in the proposition hold. Then it follows
easily that the vector bundle E ⊗R C over M ×R C = CP2m−1 has the following property
Hi
(
CP
2m−1, (E ⊗R C)(a)
)= 0
for all a ∈ Z and i ∈ [1,2m − 2] (recall that VR ⊗R C = OCP2m−1(1)⊕2). Therefore, from the
criterion of Horrocks [6, page 39, Theorem 2.3.1], it follows that E ⊗R C splits into a direct sum
of line bundles. This completes the proof of the proposition. 
We will give examples to show that the condition (1) or the condition (2) in Proposition 6.1
individually cannot ensure that E is absolutely split. For that we need the following simple
lemma.
Lemma 6.2. Let TCP2m−1 be the tangent bundle of CP2m−1. Then
Hi
(
CP
2m−1, TCP2m−1(2a + 1)
)= 0
for all a ∈ Z and i ∈ [1,2m − 2].
Proof. Consider the long exact sequence of cohomologies associated to the exact sequence of
sheaves
0 −→OCP2m−1(2a + 1) −→ (C2m)∗ ⊗C OCP2m−1(2a + 2)
−→ TCP2m−1(2a + 1) −→ 0
obtained by tensoring the Euler sequence on CP2m−1 with the line bundle OCP2m−1(2a + 1). For
any line bundle ζ over CP2m−1 we have
Hi(CP2m−1, ζ ) = 0
for all i ∈ [1,2m − 2]. Hence to prove the lemma it suffices to show that homomorphism
f :H 2m−1
(
CP
2m−1,OCP2m−1(2a + 1)
)
−→ (C2m)∗ ⊗ H 2m−1(CP2m−1,OCP2m−1(2a + 2)) (21)
in the long exact sequence of cohomologies is injective.
Now, using Serre duality,
H 2m−1
(
CP
2m−1,OCP2m−1(j)
)∗ = H 0(CP2m−1,OCP2m−1(−j − 2m))
= Sym−j−2m(C2m). (22)
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Using the identification in Eq. (22), the dual of the homomorphism f in Eq. (21) is the sym-
metrization homomorphism
C
2m ⊗ Sym−2a−2−2m(C2m) −→ Sym−2a−1−2m(C2m).
Note that since −2a − 1 − 2m = 0, the above symmetrization homomorphism is surjective.
Therefore, the homomorphism f in Eq. (21) is injective. This completes the proof of the
lemma. 
Example 6.3. Let M be a real form of CP2m−1 which is not isomorphic to RP2m−1. We will first
give an example of a vector bundle E over M which satisfies the condition (2) in Proposition 6.1
but E is not absolutely split. Take E = TM , the tangent bundle of M . We note that
(E ⊗ VR) ⊗R C ∼= TCP2m−1 ⊗OCP2m−1(1)⊕2.
The base field change property of cohomologies says that
Hi(M,TM ⊗ VR ⊗ ξ⊗a) ⊗R C ∼= Hi
(
CP
2m−1, TCP2m−1(2a + 1)
)⊕2
.
Hence from Lemma 6.2 it follows immediately that TM satisfies the condition (2) in Proposi-
tion 6.1. Clearly, TM is not absolutely split for all m > 1.
Example 6.4. Let M be a real form of CP2m−1, m > 1, which is not isomorphic to RP2m−1.
We will now give an example of a vector bundle E over M which satisfies the condition (1) in
Proposition 6.1 without being absolutely split. Take E = TM ⊗ VR. We have already shown in
Example 6.3 that
Hi(M,TM ⊗ VR ⊗ ξ⊗a) = 0
for all a ∈ Z and i ∈ [1,2m − 2]. Hence TM ⊗ VR satisfies the condition (1) in Proposition 6.1.
Since (TM ⊗ VR) ⊗R C = TCP2m−1(1)⊕2, and the vector bundle TCP2m−1 is indecomposable, ap-
plying [1, page 315, Theorem 3] to TCP2m−1(1)⊕2 it follows that TM ⊗VR is not absolutely split.
Remark 6.5. Let M be a real form of CP2m−1, m > 2, which is not isomorphic to RP2m−1.
A linear three space in M is a closed threefold in M whose degree with respect to ξ is two. If
Z ⊂ M is a linear three space, then clearly Z ×R C is a linear three space in M ×R C = CP2m−1.
In particular, Z is a real form of CP3 which is not isomorphic to RP3. A vector bundle over
CP
n
, n > 2, splits if its restriction to some plane splits [6, page 42, Theorem 2.3.2]. Therefore, a
vector bundle E over M is absolutely split if the restriction of E to some linear three space in M
is absolutely split.
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