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Abstract
Let X1, X2 be two Banach spaces and T : X1 → X2 be a bounded linear operator with a
bounded generalized inverse T+. We study the perturbation problem of generalized inverse
T+ and provide two new stability characterizations of generalized inverse. We also give a
continuity characterization of Moore–Penrose inverse in Hilbert spaces. Our results are new
even in the case of matrices.
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1. Introduction and preliminaries
Let X1, X2 be two Banach spaces and B(X1, X2) the Banach space of all bounded
linear operators from X1 into X2. For any T ∈ B(X1, X2), we use N(T ) and R(T )
to denote the null space and range of T respectively.
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Recall that an operator S ∈ B(X2, X1) is said to be an inner inverse of T if
T ST = T and an outer inverse if ST S = S. If S is both an inner inverse and outer
inverse of T , then S is called a generalized inverse of T .
For any T ∈ B(X1, X2) with a bounded generalized inverse T +, we have
(1) T T + and T +T are bounded projectors with the properties R(T T +) = R(T ),
R(T +T ) = R(T +), N(T +T ) = N(T ) and N(T T +) = N(T +);
(2) the following topological direct sum decompositions:
X1 = N(T )⊕ R(T +), X2 = N(T +)⊕ R(T ).
Conversely, if X1 and X2 have the following topological direct sum decompositions:
X1 = N(T )⊕M and X2 = R(T )⊕N,
then T has a generalized inverse T + ∈ B(X2, X1) with N(T +) = N , R(T +) = M .
If X1 and X2 are Hilbert spaces, then for any T ∈ B(X1, X2) with closed range,
it is well known that T has a unique Moore–Penrose inverse T † ∈ B(X2, X1) such
that
T T †T = T , T †T T † = T †,
(
T T †
)∗ = T T †, (T †T )∗ = T †T ,
where T ∗ denotes the adjoint operator of T . For any T with the Moore–Penrose
inverse T †, we have that
T †T = PR(T †) and T T † = PR(T ),
where PM is the orthogonal projector on M .
It is well known that the perturbation analysis of the generalized inverses is impor-
tant and has wide applications. However, even the Moore–Penrose inverses of matri-
ces may not be stable. A necessary and sufficient condition for the Moore–Penrose
inverse T †0 of a matrix T0 being stable is that the rank of T is constant for T near
T0 [12]. The perturbation of generalized inverses in Hilbert spaces or Banach spaces
has been studied in [2–6,8–14]. For instance, in [13], Nashed and Chen showed that
the generalized inverse T + is stable in the class of the perturbations satisfying the
following hypothesis:
[I + (T − T0)T +0 ]−1T maps N(T0) into R(T0).
Also in [13], Nashed and Chen showed the following theorem.
Theorem 1.1 [13]. Let T0 ∈ B(X1, X2) with a bounded generalized inverse T +0 and
T ∈ B(X1, X2) with
∥∥T +0 ∥∥ ‖T − T0‖ < 1. Then
B = T +0
[
IX2 + (T − T0)T +0
]−1 = [IX1 + T +0 (T − T0)]−1 T +0
is a generalized inverse of T if and only if
dimN(T ) = dimN(T0) and codimR(T ) = codimR(T0),
where IX denotes the identity operator on Banach space X.
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Note that the operators in Theorem 1.1 should be semi-Fredholm operators. Re-
cently, in [10], Theorem 1.1 was improved as follows:
Theorem 1.2 [10]. Let T0 ∈ B(X1, X2) with a bounded generalized inverse T +0 and
T ∈ B(X1, X2) with
∥∥T +0 ∥∥ ‖T − T0‖ < 1. Then the following statements are equi-
valent:
(1) B = T +0
[
IX2 + (T − T0)T +0
]−1 = [IX1 + T +0 (T − T0)]−1 T +0 is a generalized
inverse of T ;
(2) R(T ) ∩N (T +0 ) = {0};
(3)
(
IX1 − T +0 T0
)
N(T ) = N(T0).
In this paper, we provide two new stability characterizations of generalized in-
verse in Banach spaces which are analogous to the subimmersion in global anal-
ysis and are new even in the case of matrices. We also give a necessary and
sufficient condition that Moore–Penrose inverse is continuous in Hilbert spaces.
Further discussions about applications of our theorems will appear in our consequent
papers.
For convenience, let us introduce several definitions which are originated from
the corresponding concepts in global analysis [1].
Definition 1.1. Let T0, T ∈ B(X1, X2).
T0 is called an immersion if T0 is injective with closed split range in X2, i.e.,
N(T0) = {0} and there is a closed subspace M of X2 with X2 = R(T0)⊕M .
T0 is called a submersion if T0 is surjective with split kernel in X1, i.e., R(T0) =
X2 and there is a closed subspace N of X1 with X1 = N(T0)⊕N .
T0 is said to have a regular factorization T0 = J0S0 if there is a Banach space P ,
a submersion S0 : X1 → P and an immersion J0 : P → X2 such that T0 = J0S0,
where J0S0 denotes the composition of J0 and S0.
T0 is called a subimmersion if there exists a fixed Banach space P , such that
(1) T0 has the regular factorization T0 = J0S0, where J0 and S0 are as above;
(2) for any T near T0, T has the regular factorization T = JS, where S : X1 → P
is a submersion and J : P → X2 is an immersion with J → J0 and S → S0 as
T → T0.
2. Main results
The following proposition is an improvement and extension of the full rank
factorization theorem in the matrices to the operators between two Banach
spaces.
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Proposition 2.1. Let T ∈ B(X1, X2). Then the following statements are equivalent:
(1) T has a bounded generalized inverse;
(2) T has a bounded inner inverse;
(3) T has a regular factorization.
Proof. (1)⇒ (2) Obviously.
(2)⇒ (3) If T has an inner inverse T + ∈ B(X2, X1), then we know thatR(T +T )
is closed and R(T T +) = R(T ), N(T +T ) = N(T ), T = T T +T = T |R(T +T )T +T ,
and
X1 = N(T )⊕ R(T +T ), (2.1)
X2 = R(T )⊕N(T T +), (2.2)
where T |R(T +T ) denotes the restriction of T on R(T +T ). From Eqs. (2.1) and (2.2),
we get that T +T : X1 → R(T +T ) is a submersion and T |R(T +T ) : R(T +T )→ X2
is an immersion. Thus T has a regular factorization T = T |R(T +T )T +T .
(3)⇒ (1) If T has a regular factorization T = JS, where S : X1 → P is a sub-
mersion, J : P → X2 an immersion and P is a Banach space, then from the defi-
nitions of submersion and immersion, we know that N(T ) = N(S), R(T ) = R(J ),
X1 = N(S)⊕Xs and X2 = R(J )⊕Xj . Therefore
X1 = N(S)⊕Xs = N(T )⊕Xs
and
X2 = R(J )⊕Xj = R(T )⊕Xj .
Thus T has a generalized inverse T + in B(X2, X1) with N(T +) = Xj and R(T +) =
Xs . 
From Proposition 2.1 and the properties of generalized inverse, we can get the fol-
lowing proposition, which is a generalization of the well known result that (JS)+ =
S+J+ if J is of full column rank and S is of full row rank.
Proposition 2.2. If T has the regular factorization T = JS, then T has a gen-
eralized inverse T + = S+J+ with SS+ = J+J = IP , where J+ (resp. S+) is a
submersion (resp. an immersion) and is a generalized inverse of J (resp. S).
Theorem 2.1. Let T0, T ∈ B(X1, X2). Then the following statements are equiva-
lent:
(1) T0 is a subimmersion;
(2) T0 has a bounded generalized inverse T +0 and
B = T +0
[
IX2 + (T − T0)T +0
]−1 = [IX1 + T +0 (T − T0)]−1 T +0
is a generalized inverse of T for any T near T0.
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Proof. (2)⇒ (1) Suppose that T0 has a bounded generalized inverse T +0 and
B = T +0
[
IX2 + (T − T0)T +0
]−1 = [IX1 + T +0 (T − T0)]−1 T +0
is a generalized inverse of T for any T near T0. Clearly,N(B) = N
(
T +0
)
andR(B) =
R
(
T +0
)
. Hence
T = T BT = T |R(BT )BT = T |R(B)BT = T |R(T +0 )BT,
X1 = N(T )⊕ R(B) = N(T )⊕ R
(
T +0
)
and
X2 = R(T )⊕N(B) = R(T )⊕N
(
T +0
)
.
Put P = R (T +0 ), S = BT : X1 → P , J = T |P : P → X2, S0 = T +0 T0 : X1 → P
and J0 = T0|P : P → X2. It is easy to see that S, S0 are submersions and J , J0
immersions. Hence T and T0 have regular factorizations T = JS and T0 = J0S0
respectively. Furthermore, since B → T +0 as T → T0, we get that J → J0 and S →
S0 as T → T0. This establishes (1).
(1)⇒ (2) If T0 is a subimmersion, then there is a fixed Banach space P , such
that for any T near T0, T and T0 have regular factorizations T = JS and T0 = J0S0
respectively, where J , S, J0 and S0 are as in Definition 1.1. By Proposition 2.2, T
and T0 have generalized inverses T + = S+J+ and T +0 = S+0 J+0 respectively. It is
easy to see that R(T ) = R(J ), N (T +0 ) = N (J+0 ), SS+ = S0S+0 = IP and J+J =
J+0 J0 = IP . By the definition of subimmersion, we know that J → J0 as T → T0.
Hence, without loss of generality, we can suppose that the inequalities
‖T − T0‖
∥∥T +0 ∥∥ < 1 and ‖J − J0‖ ∥∥J+0 ∥∥ < 1
hold for anyT nearT0. Therefore IP + J+0 (J − J0) = J+0 J is invertible. To prove that
B = T +0
[
IX2 + (T − T0)T +0
]−1 = [IX1 + T +0 (T − T0)]−1 T +0
is a generalized inverse of T , by Theorem 1.2, it suffices to show
R(T ) ∩N (T +0 ) = {0}
for any T near T0. If y ∈ R(T ) ∩N
(
T +0
) = R(J ) ∩N (J+0 ) , then there exists an
x ∈ P with y = Jx and J+0 Jx = 0. From the invertibility of J+0 J , we have x = 0.
So y = Jx = 0. 
Remark 2.1. Theorem 2.1 gives a new stability characterization of generalized
inverse which is analogous to the subimmersion in global analysis [1].
Theorem 2.2. Let T0 ∈ B(X1, X2) with a bounded generalized inverse T +0 and T ∈
B(X1, X2) with
∥∥T +0 ∥∥ ‖T − T0‖ < 1. Then the following statements are equivalent:
(1) B = T +0
[
IX2 + (T − T0)T +0
]−1 = [IX1 + T +0 (T − T0)]−1 T +0 is a generalized
inverse of T ;
(2) R(T ) is closed and T |R(T +0 ) : R
(
T +0
) → R(T ) is an isomorphism.
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Proof. (1)⇒ (2) Assume that (1) holds. Clearly, N(B) = N (T +0 ) and R(B) =
R
(
T +0
)
. Since T has a generalized inverse B, we get that R(T ) is closed and
X1 = R(B)⊕N(T ) = R
(
T +0
)⊕N(T ),
X2 = N(B)⊕ R(T ) = N
(
T +0
)⊕ R(T ).
Obviously, T |R(T +0 ) : R
(
T +0
) → R(T ) is both injective and surjective. SinceR (T +0 )
and R(T ) are closed, by the Inverse Mapping Theorem, the inverse of T |R(T +0 ) exists
and it is a continuous linear operator. This establishes (2).
(2)⇒ (1) Suppose that T |R(T +0 ) : R
(
T +0
) → R(T ) is an isomorphism. Let(
T |R(T +0 )
)−1
denote its inverse, we have
T
(
T |R(T +0 )
)−1 = T |R(T +0 )
(
T |R(T +0 )
)−1 = IR(T ) (2.3)
and (
T |R(T +0 )
)−1
T |R(T +0 ) = IR(T +0 ).
Now we shall show that B is a generalized inverse of T . First, by Lemma 2.2 in [13],
B is an outer inverse of T with N(B) = N (T +0 ) and R(B) = R (T +0 ). Hence
BT |R(T +0 ) = BT |R(B) = IR(B) = IR(T +0 ).
Second, we claim that B is an inner inverse of T . In fact, for any x ∈ X1,(
T |R(T +0 )
)−1
T x ∈ R (T +0 ), so
BT
(
T |R(T +0 )
)−1
T x =
(
T |R(T +0 )
)−1
T x.
By Eq. (2.3), we obtain BT x =
(
T |R(T +0 )
)−1
T x. Hence
T BT x = T
(
T |R(T +0 )
)−1
T x = T x,
i.e., T = T BT . 
Corollary 2.1. Let T0, T +0 and T be as in Theorem 2.1. If X1 and X2 are finite
dimensional, then the following statements are equivalent:
(1) Rank T=Rank T0 for any T near T0;
(2) there is a fixed finite dimensional space P such that T = JT ST for any T near
T0, where JT : P → X2 is left invertible and ST : X1 → P is right invertible
with the property that JT → JT0 and ST → ST0 as T → T0;
(3) T |R(T ∗0 ) : R(T ∗0 )→ R(T ) is an isomorphism where T ∗0 denotes the transpose of
T0.
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The following theorem gives a sufficient and necessary condition for the conti-
nuity of the Moore–Penrose inverses in Hilbert spaces. Under the assumption that
R(Tn) is closed, a similar result was proved in [3,14]. In some examples, one is
faced with the rather unpleasant task of verifying the closeness of R(Tn). In the next
theorem, we show that the statement (2) implies the closeness of R(Tn). Hence our
theorem is useful and more convenient to apply.
Theorem 2.3. Let H1 and H2 be Hilbert spaces and T0 ∈ B(H1, H2) with a Moore–
Penrose inverse T †0 . Let Tn ∈ B(H1, H2) with Tn → T0. Then the following state-
ments are equivalent:
(1) For n large enough, Tn has the Moore–Penrose inverse T †n with T †n → T †0 ;
(2) R(Tn) ∩N
(
T
†
0
)
= {0} for n large enough.
Proof. (1)⇒ (2) Put
Pn = IH1 − T †n Tn and P0 = IH1 − T †0 T0,
since Tn → T0 and T †n → T †0 , for n large enough, we have∥∥∥T †0
∥∥∥ ‖Tn − T0‖ < 1
and
‖Pn − P0‖ < 1.
From [7], P0(R(Pn)) = R(P0), i.e.,
(
IH1 − T †0 T0
)
N(Tn) = N(T0). By Theorem
1.2, we get
R(Tn) ∩N
(
T
†
0
)
= {0}
for n large enough. This establishes (2).
(2)⇒ (1) Assume that (2) holds. By Theorem 1.2, we know that
Bn = T †0
[
IH2 + (Tn − T0)T †0
]−1 = [IH1 + T †0 (Tn − T0)
]−1
T
†
0
is a generalized inverse of Tn for n large enough. Obviously, Bn → T †0 in B(H1, H2)
and for n large enough,R(Tn) is closed. Hence for n large enough, Tn has the Moore–
Penrose inverse T †n in B(H2, H1). Setting
Pn = IH1 − T †n Tn and P0 = IH1 − T †0 T0,
then Pn and P0 are the orthogonal projectors on N(Tn) and N(T0) respectively. Next
we assert that
T †n Tn → T †0 T0.
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In fact, for any x ∈ H1,
‖(IH1 − Pn)P0x‖=dist(P0x,N(Tn))
‖P0x − (IH1 − BnTn)P0x‖
=‖P0P0x − (IH1 − BnTn)P0x‖
‖P0 − (IH1 − BnTn)‖‖P0x‖
‖(IH1 − BnTn)− P0‖‖x‖,
and so
‖(IH1 − Pn)P0‖  ‖(IH1 − BnTn)− P0‖.
Similarly,
‖(IH1 − P0)Pnx‖=‖Pnx − P0Pnx‖
=‖(IH1 − BnTn)Pnx − P0Pnx‖
‖(IH1 − BnTn)− P0‖‖Pnx‖
‖(IH1 − BnTn)− P0‖‖x‖,
and so
‖(IH1 − P0)Pn‖  ‖(IH1 − BnTn)− P0‖.
Therefore∥∥∥T †n Tn − T †0 T0
∥∥∥=‖Pn − P0‖
=‖Pn − PnP0 + PnP0 − P0‖
‖Pn − PnP0‖ + ‖PnP0 − P0‖
=‖(Pn − PnP0)∗‖ + ‖PnP0 − P0‖
=‖(IH1 − P0)Pn‖ + ‖(IH1 − Pn)P0‖
‖(IH1 − BnTn)− P0‖ + ‖(IH1 − BnTn)− P0‖
=2‖(IH1 − BnTn)− P0‖
=2
∥∥∥BnTn − T †0 T0
∥∥∥ ,
which establishes the assertion. Similarly, we can get TnT †n → T0T †0 in B(X2, X1).
From
T †n − T †0 =T †n T0T †0 + T †n
(
IH2 − T0T †0
)
−
(
IH1 − T †n Tn
)
T
†
0 − T †n TnT †0
=T †n (T0 − Tn)T †0 + T †n
(
IH2 − T0T †0
)
−
(
IH1 − T †n Tn
)
T
†
0
=T †n (T0 − Tn)T †0 + T †n
(
TnT
†
n − T0T †0
)
+
(
T †n Tn − T †0 T0
)
T
†
0 ,
we can easily get that
{
T
†
n
}
is uniformly bounded and so T †n →T †0 inB(H2, H1). 
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To illustrate some applications of the above theorems, we give two examples.
Example 2.1. Let H be a separable Hilbert space and {ei}+∞i=−∞ be a orthonormal
basis of H . Let S ∈ B(H) be defined as follows:
Sei =
{
0, i  −1,
ei+1, i  0.
For any n ∈ N , define an operator Un on H by
Unei =


ei, i /= 0, 1,
Kn
(
e0 + 1ne1
)
, i = 0,
Kn
(
e1 − 1ne0
)
, i = 1,
whereKn = n√
1+n2 . Define T0 = S and Tn = UnS for each n ∈ N . Obviously, Tn →
T0 and Tn is a non-semi-Fredholm operator with the range
R(Tn) = span
{
e1 − 1
n
e0, e2, e3 . . .
}
.
It is easy to see that T0 has the Moore–Penrose inverse T †0 defined by
T
†
0 ei =
{
0, i  0,
ei−1, i  1,
with the null space N
(
T
†
0
)
= {e0, e−1, e−2 . . .}. Hence
R(Tn) ∩N
(
T
†
0
)
= {0}
for any n ∈ N . From Theorem 2.3, we get that for n large enough, the Moore–Pen-
rose inverse T †n exists and T †n → T †0 .
Example 2.2. Let H be a separable Hilbert space and {ei}+∞i=0 be a orthonormal
basis of H . Define T0, Tn : H → H by
T0ei =
{
0, if i is even,
ei−1, if i is odd
and
Tnei =


0, if i  2 and i is even,
1
n
e1, i = 0,
ei−1, if i is odd
respectively. It is easy to observe that Tn → T0 and T0 has the Moore–Penrose
inverse T †0 defined by
T
†
0 ei =
{
0, if i is odd,
ei+1, if i is even.
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For any h =∑∞i=0 hiei ∈ H , by the definition of Tn, we have
Tnh = h0
n
e1 +
∞∑
i=0
h2i+1e2i .
For any n ∈ N , we can see that e1 ∈ R(Tn) and e1 ∈ R
(
Tn|
R
(
T
†
0
)
)
. It follows that
Tn|
R
(
T
†
0
) : R
(
T
†
0
)
→ R(Tn) is not an isomorphism. From Theorems 1.2, 2.2 and
2.3, we know that T †n → T †0 .
Further discussions about applications of our theorems will be in our consequent
papers.
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