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Abstract
Two-Layer wall models have been recurrently studied since they represent
a good physical model for Large Eddy Simulations with underresolved wall
regions. Specifically, those based on the Reynolds Averaged Navier-Stokes
equations are of special interest, since they can be applied to a wide range of
conditions including non-equilibrium flows. Nonetheless, these models are af-
fected by two recurrent problems, the ”log-layer mismatch” and the resolved
Reynolds stresses inflow, which until now, have been dealt with separated
techniques. In this work, a time-filtering methodology is applied to tackle
both issues at once with a single and low-computational-cost step, easily
applicable to complex three-dimensional geometries. The time-filtering tech-
nique has already been applied to other types of wall models to mitigate the
”log-layer mismatch.” Now, it is applied for the first time in the Two-Layer
wall model context, showing its ability not only in avoiding the mismatch
issue but also in blocking the resolved Reynolds stress inflow, dramatically
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improving the wall model performance and generality compared to other ex-
isting implementations. A methodology to determine the necessary temporal
filter length is proposed and validated in equilibrium and non-equilibrium
conditions. Additionally, the filter size influence on large-scale unsteady flow
motions is assessed. Good results are obtained in steady and unsteady flow
regimes by suppressing the LES highest frequencies while taking into account
large-scale temporal effects.
Keywords: Large Eddy Simulation, Wall Modeling, Two-Layer Model,
Time-Filtering, Boundary Layer
1. Introduction
The modelization of high Reynolds number wall-bounded flows is of great
interest since they are present in a wide range of fundamental industrial
areas ranging from the wind energy industry to the aerospace or automo-
tive sectors among others. Unfortunately, accurate numerical simulations
of wall-bounded flows at high Reynolds number are extremely demanding
from a computational cost viewpoint, making the industry to mainly rely on
low fidelity computational fluid dynamics (CFD) techniques or experimental
methodologies for aerodynamic design.
The physical explanation for such a great difficulty is found in the near-
wall flow structure. Boundary layers enclose a vast range of different motion
scales. Since the behavior of the small inner layer structures has substantial
implications on the development of the outer layer and by extension on the
far field region, a sufficiently fine mesh is required in the near-wall area to
capture them. This physical phenomenon is extremely challenging since the
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structures located in the inner layer become smaller as the Reynolds number
increases entailing massive requirements in terms of spatial and temporal
resolution.
The development of new mathematical models and improvements in algo-
rithmic efficiency may result in substantial cost reductions in numerical pre-
dictions, making accurate simulations affordable. The classical approaches
used to deal with high Reynolds number flows (both, wall-bounded and free
flows) have historically been the Reynolds averaged Navier-Stokes (RANS)
and the large eddy simulation (LES) methodologies. Unfortunately, although
RANS is a conventional methodology for aerodynamic optimization and de-
sign given its relatively low computational cost, it suffers from a lack of
generality leading in many cases to poor quality results. On the other hand,
LES has still a prohibitive computational cost[1] due to the large amount of
spatial and temporal resolution required which hampers the spread of its use
throughout the industry.
In this context, wall modeling for LES in which the present work is fo-
cused aims at taking advantage of the LES accuracy while minimizing the
computational costs derived from the complex near-wall flow physics.
Some works intended to quantify the gains of using wall-modeled LES
(WMLES) instead of wall-resolved LES (WRLES) concerning mesh require-
ments, can be found in the literature. Chapman [2] published a first approx-
imation in 1979 concluding that, for a WRLES (i.e., inner layer resolution)
the total number of grid points, N , is proportional to Re
9/5
Lx
. By contrast, for




. These estimates were based on a turbulent boundary layer
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over a flat plate case, being Lx the plate length in the streamwise direction.
Choi and Moin[3] updated the Chapman estimates by using more recent
studies on the skin friction coefficient and boundary layer thickness. They




, while the WMLES only required a number proportional to ReLx . On
the other hand, in the studies conducted by Chapman, only a slight mention
to the Reynolds number scaling of the time-step was made with no further
development, whereas in the works carried out by Choi and Moin, the time-
step restriction was not taken into account. Nonetheless, this issue is also
of capital importance, and probably even more challenging than the number
of grid points since parallelization of temporal evolution, although it is a
current research topic[4], is of great difficulty.
In this regard, a set of expressions approximating the Reynolds number
scaling of the upper bound of the computational time-step size, ∆t, is pro-
posed hereafter. It is straightforward to show that the computational cell
volume, vcell, is inversely proportional to the number of grid points, NV , in
a given volume, V , when the same assumptions of Chapman and Choi and
Moin apply. This volume V may be either a portion of the outer region of a
boundary layer or a sample of the inner viscous layer. This can be expressed
as vcell ∼ 1/NV , and using the scalings proposed by Choi and Moin in terms
of grid points, we find that:
vWMcell ∼ Re−1Lx , (1)
vWRcell ∼ Re−13/7Lx . (2)
The CFL requirements set two different upper bounds for the time-step,
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one for the convective, ∆tc, and another for the diffusive term, ∆td, being
used the most restrictive at each computational step. It should be pointed out
that the CFL time-step is small compared to the smallest physical time-scales
supported by a given mesh, which ensures that the accuracy is limited by
the spatial resolution rather than the temporal one . This applies for flows
in which eddies deform at a rate significantly smaller than the maximum
velocity in the computational domain which holds for a large number of












where Cconv and Cdiff are two constants which depend on the time inte-
gration scheme, ν is the kinematic viscosity, the i subindex stands for the
spatial coordinates, ∆xi is the grid spacing and ui is the velocity compo-
nent. For unstructured meshes the grid spacing is approximated according
to the classical Deardorff definition[6], ∆xi = v
1/3
cell, while ui is replaced by the
velocity magnitude. Combining equations (1)-(2) and (3)-(4), we find four
expressions for ∆t:
∆tWMc ∼ Re−1/3Lx , ∆tWMd ∼ Re
−2/3
Lx , (5)
∆tWRc ∼ Re−13/21Lx , ∆tWRd ∼ Re
−26/21
Lx , (6)
where ∆tWMc and ∆t
WM
d are the upper bound of the time-step for the con-




same values but for WRLES. The scaling laws vary strongly depending on
which restriction prevails, the convective or the diffusive one. Nevertheless,
for a given ReLx, the more restrictive diffusive bound gets dominant over the
convective one as the mesh is refined [7]. Hence, in WMLES, the time-step
upper bound scales closer to Re
−1/3




Nonetheless, the feasibility of a particular computation depends on the
combined costs related to the number of grid points and the time-step size.
We define the non-dimensional variable Tcc which stands for the total com-
putational cost of a given computation. We are not interested in quantifying
its value but to determine its scaling with the Reynolds number. Considering
an ideal code, the computational cost would be proportional to the number
of grid points (Tcc ∼ N), while if a direct solver is considered for the Poisson
equation, the computational cost per time-step would be also inversely pro-
portional to the time-step size (Tcc ∼ 1/∆t). Combining both scaling laws
and replacing the N and ∆t values for the WMLES and WRLES Reynolds

























where TWMcc and T
WR
cc are the total computational cost in a WMLES and in a
WRLES computation, respectively. While the total computational cost scal-
ing of a WMLES suffers a slight change when considering the time-integration




in a WRLES the Tcc scaling increases dramatically from approximately Re
1.85
Lx
to Re3.09Lx . These new expressions highlight even more the extreme difficulty of
performing WRLES computations of industrial relevant Reynolds numbers.
After reviewing the difficulties that arise when dealing with WRLES, it
is clear that WMLES is a very promising strategy to make wall flow compu-
tations at high Reynolds number affordable. Several approaches have been
developed since the nineties, but all of them are based on modeling the inner
layer in one way or the other instead of fully resolving it from a temporal
and spatial point of view. These strategies can be mainly split into two
major subgroups, hybrid RANS-LES models, and wall shear stress methods.
The main conceptual difference between both methodologies is that in hy-
brid RANS-LES, the wall model (WM) is embedded in the turbulence model
itself. The model returns a RANS-type turbulent viscosity in the near-wall
regions while it switches to an LES-type subgrid viscosity in the outer layer
and the far field regions. On the other hand, in wall shear stress methods, an
LES model is solved down to the wall while a shear stress is provided by an
external model to the LES domain as a boundary condition. The main dif-
ferences and the range of applicability of these methodologies were discussed
in more detail by Piomelli[1] in 2008, while a complete review of the hybrid
RANS-LES techniques and their continuous improvements was published by
Spalart et al.[8] in 2009.
1.1. Two-layer models
This paper is focused in the wall shear stress strategy and in particular,
the zonal or two-layer model (TLM) approach proposed by Balaras et al. [9,
10] in the mid-’90s. This methodology is based on the resolution of the RANS
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equations or a simplified variant in a fine auxiliary mesh that is embedded
in the LES domain between the solid boundary and the first off-wall node
(see Figure 1). The boundary conditions are taken from the LES nodes while
the time integration is carried out with implicit or semi-implicit schemes to















WM to LES interface
Wall model embedded mesh
Solid face
LES to WM interface
Figure 1: The two-layer strategy scheme.
With increasing complexity of the near-wall governing equations, fewer as-
sumptions are made compared to other methodologies such as wall functions
in which an a priori known velocity profile is assumed [11]. Once the near-wall
velocity profile is established, an accurate wall shear stress, τw, can be evalu-
ated and fed back into the LES domain. In the initial works[9, 10], the two-
dimensional turbulent boundary layer equations (TBLE) were solved. These
equations are derived from the RANS ones by assuming the non-variation
of the pressure in the wall-normal direction (i.e., ∂P/∂n = 0) whereas only
the variation of the velocity in the wall-normal direction is considered for
the diffusive term. To close the formulation, a simple mixing-length eddy
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viscosity model with a damping function was used to evaluate the turbulent
viscosity, νt. In the initial work, Balaras et al.[9, 10] achieved promising
results in the numerical tests performed. However, only equilibrium flows
were tested (channel and duct flow) and they suggested to carry out further
tests with strong adverse pressure gradients and separated regions. From the
initial concept, different authors have suggested variants and improvements,
and the idea is still being developed.
Later, Cabot et al. [12, 13] carried out computations on a backward-
facing step. They found that the total amount of Reynolds stresses (re-
solved+modeled) in the wall layer was overestimated when using the TBLE-
based (non-equilibrium) model causing an overprediction of the skin friction
coefficient Cf .
Resolved turbulent motions and their associated fluctuating velocity field
have inherent diffusive effects on the mean flow [14]. In the Navier-Stokes
physical model, these effects are not explicitly introduced but they are an
indirect consequence of the time-resolved fluctuations. Following Pope’s
nomenclature, this source of diffusivity will be named as apparent diffusivity.
On the other hand, when turbulent scales are not fully resolved, their dif-
fusive effects can be introduced through a model. This source of diffusivity
is named as modeled diffusivity, and unlike the apparent one, it is explic-
itly introduced through an extra viscosity added to the diffusive term. The
RANS approach is intended to exclusively resolve the mean flow, while the
effects of the whole fluctuating component (Reynolds stresses) are modeled
through the turbulent viscosity, νT . Therefore, if additional time-resolved
fluctuations are introduced in a RANS domain through the boundary by the
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advective term, their apparent diffusive effects will be added to the RANS
modeled ones, which already account for the whole fluctuating field. This
causes the overprediction pointed out by Cabot et al. From here onwards,
this effect will be named as resolved Reynolds stresses inflow (RRS inflow).
To counteract this effect, the authors proposed a modified mixing-length
turbulence model in which the Von Kármán constant, κ, was adjusted dynam-
ically to reduce the modeled Reynolds stresses contribution. This correction
allowed to obtain better results in the skin friction prediction. They also
tested the so-called ”stress balance model” which neglects the pressure gra-
dient and advective terms of the TBLE equations. They found that while the
mean velocity profiles were relatively well resolved compared with the WR-
LES, the model failed in predicting the Cf in the separated region or in the
presence of strong pressure gradients. The results showed that neglecting the
advective and pressure gradient terms was an unreasonable assumption when
it comes to non-equilibrium flows. All these results were confirmed in subse-
quent works. Namely, Wang [15] performed computations of a trailing-edge
flow reaching similar conclusions with both models, the equilibrium (only dif-
fusive and temporal terms) and the full TBLE one. Especially good results
were obtained for the skin friction coefficient when using the dynamic correc-
tion proposed by Cabot[12] compared to the ones obtained with a constant
κ in which the Cf was overestimated. Later, Tessicini [16, 17] performed
computations of flows with more complex geometries, such as a fully three-
dimensional (3D) circular hill. The equilibrium model was tested together
with a variant of the TBLE model which only neglected the advective term,
making clear again the need for the non-equilibrium terms in separated flow
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regions. Finally, the same conclusion was reached by Kawai et al. [18] when
computing the flow around an airfoil near stall condition.
The equilibrium assumption is also implicit with the use of a mixing-
length eddy viscosity model. Diurno et al. [19] also computed a backward-
facing step case but using the Spalart Allmaras (SA) model[20] in the wall
layer to override the equilibrium assumption. Even though the overprediction
of Reynolds stresses pointed out by Cabot[12] concerns any RANS model,
they found that the WM performed slightly better in the separated regions
regarding the Cf prediction when using SA instead of the simple mixing-
length with constant κ. However, no evident improvements were obtained
in other quantities such as the mean velocity profiles. For more details, the
reader is referred to the extensive review of wall-layer modeling published by
Piomelli and Balaras [21] in 2002.
From 2010 onwards, new efforts have been carried out to improve the
TLM strategy. Some of the previous works pointed out the impossibility
of having accurate LES velocity data at the first few off-wall nodes, mainly
due to the use of inadequate LES models and large numerical errors in the
near-wall region when using coarse meshes [13]. These errors were supposed
to cause the so-called ”log-layer mismatch” (LLM) error, an unphysical rise
of the fluid velocity in the boundary layer logarithmic region. Kawai and
Larsson [22, 23] stretched the wall layer mesh beyond the first off-wall node,
reducing numerical and subgrid modeling errors caused by the wall proximity
and suppressing the LLM issue. This methodology allowed to obtain excel-
lent results in the LES domain for points beyond the WM/LES interface.
However, the extended wall layer domain entails significant computational
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costs due to a large number of required grid points while causing serious ge-
ometrical difficulties when generating the TLM mesh in complex geometries.
Although in a different context than TLM, recent works proposed alterna-
tive methodologies to deal with the LLM issue. Yang et al. [24] applied
a time-averaging filter (TAF) to a simple logarithmic-law-like equilibrium
wall model. Good results were reported in the mean velocity profile of a
high Reynolds Channel Flow, even taking LES data from the first off-wall
node. The authors argued that when using data from the ∆y1 nodes, the
wall shear stress, and the LES velocity fluctuations are artificially in phase.
This instantaneous synchronization is unphysical and causes unreal damping
of the Reynolds shear stresses (−〈u′v′〉) near the wall. This effect is compen-
sated by a rise of the velocity gradient (〈∂u/∂y〉) to fulfill the momentum
balance in the first off-wall nodes of a channel flow with a constant pressure
gradient (−〈u′v′〉 + 〈(ν + νsgs) ∂u/∂y〉) = (1/ρ)∂p/∂x = ct). According to
the authors, the reason why the application of a TAF eliminates the LLM,
is that the temporal coupling between the first off-wall LES velocity and
the wall shear stress is broken, eliminating the unphysical damping of the
Reynolds shear stresses. This also explains the ability of Kawai’s methodol-
ogy in preventing the LLM since taking the LES data away from the wall,
also eliminates the artificial synchronization.
Kawai and Larsson also reviewed the skin friction overprediction issue
derived from the RRS inflow. They proposed a new approach to evaluate
the κ coefficient [22, 18, 25] in the TLM turbulence model. They showed
that κ could not remain constant in the wall-normal direction given that
the ratio between resolved/modeled Reynolds stressed varies dramatically in
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that direction. They argued that the wall-parallel resolution was fine enough
to resolve turbulent scales from a given wall separation since the size of the
near-wall turbulent structures is proportional to the wall distance. As the
wall-parallel grid spacing gets smaller with respect to the wall-normal dis-
tance, the contribution of resolved stresses to the total ones rises, and the
modeled part must be lowered to avoid overpredictions. Both contributions,
the stretched mesh and the variable κ were successful in predicting mean
velocity profiles and turbulence statistics in various tests, such as a tur-
bulent boundary layer and a compressible shock/boundary-layer interaction
among others. Nevertheless, the dynamic procedure proposed by Kawai and
Larsson[22, 18, 25] was dependent on a model coefficient that indicated the
height at which the generation of resolved stresses began. To circumvent
this, a parameter-free model was proposed by Park and Moin [26]. In this
approach, the apparent diffusive effects of the incoming resolved Reynolds
stresses were explicitly modeled and quantified through a viscous-like quan-
tity, νPa, and subsequently subtracted to the RANS turbulent eddy viscosity,
keeping appropriate diffusivity levels within the wall layer. However, this
approach required a spatial average of the variables along a homogeneous
direction to obtain the resolved Reynolds stress tensor component, which
severely restricted the generality of the model regarding the allowed geome-
tries [26, 27]. In the latest implementations of TLM[18, 25, 26], the full
unsteady RANS compressible equations have been used instead of the TBLE
ones which were typically used so far, in order to generalize the method and
to take into account all the non-equilibrium phenomena.
Another factor to take into account was the generalization of the method
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for any geometry. Patil et al. [28] solved the TBLE equations in a generalized
coordinate system that allowed the model to adapt to complex geometries.
On the other hand, Bodart and Larsson [29] developed a numerical strategy
to implement the methodologies proposed by Kawai and Larsson[22, 18, 25]
for unstructured meshes. The strategy was followed by Park and Moin [26]
who tested their model on a NACA 4412 airfoil at the angle of attack of
12◦, in which the laminar to turbulent transition was taken into account
by switching off the RANS νt in the laminar region by using a turbulent
kinetic energy sensor [30]. Reasonably good results were obtained regarding
mean velocity profiles and pressure coefficient Cp. A complete review of wall
modeling and in particular of two-layer models was published by Larsson et
al.[27] in 2015.
The present work aims at going further into the generalization of the
TLM approach to allow its application in a range of flows as wide as pos-
sible, especially to those with practical industrial applications such as high
Reynolds number aerodynamics in complex geometries. To do so, an im-
proved and efficient two-layer wall model based on the full incompressible
unsteady Reynolds-averaged Navier-Stokes (URANS) equations is proposed
for unstructured meshes. The model features a time-averaging filter (TAF) in
the WM/LES interface. As previously commented, this approach was firstly
introduced by Yang et al. for a simple equilibrium wall function, obtaining
promising results in suppressing the LLM issue. In the present paper, the
TAF technique is applied for the first time to a TLM. In this context, the
mission of the TAF is not only suppressing the LLM, but also to block the
RRS inflow. It is the first time that a TAF is used for this purpose. More-
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over, a methodology to determine the optimal temporal filter length for a
RANS-based TLM is proposed.
Firstly, in Section 2, the LES and WM mathematical and numerical
strategies are detailed. Then, in Section 3, the ability of the TAF in filtering
the incoming RRS from the LES solution is evaluated through a numerical
test based on WRLES Pipe Flow at Reτ ≈ 500. Afterward, in Section 4,
the model is validated in equilibrium and non-equilibrium conditions with
a canonical turbulent Pipe Flow at Reτ ≈ 3000 (Section 4.1) and a stalled
DU91-W2-250 airfoil at Re = 3 × 106 (Section 4.2), respectively. The ef-
fects of the filter length on the numerical predictions are analyzed, including
its influence on transient phenomena such as the airfoil boundary layer de-
tachment/reattachment process. Numerical results are compared with direct
numerical simulation (DNS) and experimental data depending on the case.
Finally, conclusions are given in Section 5.
2. Mathematical and numerical model
In this section, the governing equations and their numerical resolution
methods are presented for the LES and the wall model domains.
2.1. The LES mathematical formulation and numerical resolution
In the LES approach, the filtered Navier-Stokes (N-S) equations are nu-
merically solved in order to obtain a direct solution for the scales larger than
the filter size. The smaller subgrid scales are not solved, thus their impor-
tant physical effects are taken into account through the subgrid stress tensor.
The LES equations are obtained by spatially filtering the incompressible N-S
equations:
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∇ · u = 0, (9)
∂u
∂t
+ (u · ∇) u +∇p− ν∇2u =∇ ·
(
u uT − uuT
)
≈ −∇ · τ(u), (10)
where (·) is a spatial commutative filtering operator, u the velocity field, p
the kinematic pressure and τ(u) the subgrid stress tensor which is modeled
according to the Boussinesq hypothesis for incompressible flows:
τ (u) = −2νsgsS(u), (11)





, and νsgs is
the subgrid viscosity. Notice that τ (u) is considered traceless without the
loss of generality, because the trace can be included as part of the filtered
pressure, p.
To close the formulation, a suitable expression for νsgs must be provided.
Most of the published works related to TLM [10, 13, 23, 26], used the dy-
namic Smagorinsky model of Moin et al. [31] with the modification of Lilly
[32]. Therefore, in the present work, the same model will be used to allow
comparison with other TLM formulations in the literature.
Regarding the numerical resolution of the filtered N-S equations, it is car-
ried out through the finite volume method. The equations are discretized on
a collocated unstructured grid arrangement by using second-order symmetry-
preserving schemes [33, 34, 35]. These schemes are conservative, i.e., they
preserve the symmetry properties of the continuous differential operators
and ensure both, stability and conservation of the kinetic energy balance
even at high Reynolds numbers and using coarse grids [36]. On the other
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hand, the temporal discretization of the momentum equation has been done
through a second-order one-step explicit scheme for the convective and dif-
fusive terms[7], while for the pressure, an implicit first-order scheme has
been used. Finally, a fractional-step method is applied to solve the pressure-
velocity coupling.
2.2. The wall model mathematical and numerical formulation




+ (U · ∇) U =∇ · [2(ν + νTwm)S(U)]−∇P , (12)
Here, the capital letters mean time-averaged variables and νTwm is the RANS
turbulent viscosity for the WM. The resolution is performed in a fine em-
bedded mesh that stretches from the solid wall to a given height. For the
validation tests, the extrusion length will be set to match the first off-wall
row of nodes height (∆y1), although it can be a user-defined parameter (see
Figure 1). The URANS equations have been chosen in order to have the
lowest possible degree of approximation by taking into account all the non-
equilibrium terms.
To complete the model, a RANS model must be selected to evaluate
νTwm. A mixing-length-based algebraic model together with the Van Driest
wall-damping function is used like in most of TLM implementations found










where κ = 0.41 is the von Kármán constant, y is the wall distance, |S| is
the magnitude of the rate-of-strain tensor and A+ = 26, is a constant of the
wall-damping function. The superindex + denotes a magnitude in wall units.
Even though the law of the wall is implicit in this approach and therefore
not valid for non-equilibrium flows, successful results have been reported in
several works [18, 26] when using it.
In the introduction, the LLM and the RRS inflow problems were dis-
cussed, including their resolution methodologies proposed so far. As previ-
ously commented, in the present work, a TAF is applied in the WM/LES
interface to tackle both issues at once, with a single and low-computational-
cost methodology.
The average filtering of the LES variables is carried out through a numer-
ical exponential running average method[26, 37], which is defined as follows
for a given variable φ:
φ
n
= (1− ε)φn−1 + εφn ; ε = ∆t/T
1 + ∆t/T
, (14)
where (·) is the time filtering operator, ∆t is the time-step at iteration n, and
T is the filter characteristic time-scale or filter length. The filtering operation
in equation 14 is the numerical solution to the ordinary differential equation






Therefore, φ may be considered as the local time-average of φ with an expo-
nential decaying memory, being the decaying speed dependent on the value
of T .
The optimal value of T is widely discussed in subsequent sections. Specif-
ically, in Section 3, the minimum necessary filter length allowing to avoid the
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RRS inflow is determined through a numerical experiment. Then, in the val-
idation Section 4, the influence of T on the numerical results of both, mean
and unsteady magnitudes is evaluated.
Regarding the numerical resolution of the model Equations (12), the fi-
nite volume method is applied. Second-order symmetry-preserving numerical
schemes have been used to carry out the spatial discretization of the convec-
tive term, while a second-order central difference scheme has been applied for
the diffusive one. The velocity-pressure coupling has been solved through a
projection method while the temporal integration is carried out by means of
the Euler first-order implicit scheme. The present implicit projection method
includes a pressure-correction step to allow second-order accuracy in the pres-
sure field resolution[38]. The implicit approach is used to avoid numerical
stability issues given that the time-step used for the WM computation, is the
CFL of the LES domain but applied to a much finer mesh.
On the other hand, Dirichlet boundary conditions are prescribed at the
top boundary (see Figure 2) for velocities and pressure taking their values
from the time-filtered LES variables, whereas, at the solid faces, no-slip and
Neumann conditions are applied for velocities and pressure, respectively. Fi-
nally, in the case of existing side boundaries in the WM mesh, appropriate
boundary conditions must be set depending on the characteristics of each
particular case. The side boundaries are generated by extruding the edges of
an open surface, and when they are coincident with an LES mesh boundary,
the same boundary condition is applied to both surfaces.
In general, it is difficult to control the LES node positions when dealing
with unstructured meshes, and a mismatch between the LES and WM nodes
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at the interface surface could easily occur. To minimize numerical inaccura-
cies, a second-order approximation is used to interpolate the LES values to
the WM nodes on the wall model top boundary following the methodology
proposed by Park and Moin [39]. These interpolations can cause a small
mass imbalance which is corrected at each LES iteration to ensure a zero net
mass flow through the external boundaries of the WM mesh.
Finally, once the near-wall velocity profile is obtained, an accurate wall
shear stress is derived from the expression τi ≈ µuiy1/δy1 , and then, it is
supplied to the LES computation to evaluate the diffusive term at the solid
face. As shown in Figure 2, uiy1 is the i
th velocity component at the first
off-wall node with respect to a wall-parallel coordinate system ij and δy1 is


























Figure 2: Wall model grid scheme.
2.3. Implementation details
The numerical algorithms used in this work have been implemented in
a parallel in-house C++/MPI code called TermoFluids[40]. The parameters
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that have to be set to execute the WM are an identifier of the solid surface
together with the number of extrusion layers, the WM mesh height, the re-
finement factor, and the characteristic averaging time-scale T . The vertex
topology of the selected solid surface is analyzed, partitioned and uniformly
distributed among all the processors to have a proper workload balance. Af-
terward, the WM mesh is automatically generated by extruding each vertex
along a vector obtained by averaging the normal vectors corresponding to
all neighboring solid faces. The obtained WM mesh has, therefore, an inde-
pendent partition with respect to the LES mesh. Hence, a communication
pattern between the WM and the solid boundary as well as between the fluid
LES nodes and the top WM boundary, is automatically defined and stored
since LES to WM communications and vice versa are required at each itera-
tion. Although it is true that having different partitions for the WM and the
LES domains requires additional communications for the flow variables and
the computed wall shear stress, these additional costs are largely offset by
the optimized workload distribution. The alternative would have been that
only the processors owning a solid wall portion would be part of the implicit
computation of the wall model, which would have generated a massive work-
load imbalance especially for those cases with small solid surfaces compared
to the global computational domain size.
3. Time-averaging filter performance test
In this section, the ability of the TAF in blocking the RRS inflow into
the wall layer domain is assessed through a numerical experiment.
The strategy consists in applying the TLM to an independent Pipe Flow
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WRLES computation. The WM is fed with time-resolved data taken from
the LES domain at the WM/LES interface. This data is used as boundary
condition to solve the WM equations but the LES domain is not fed back
with the TLM output. Then, the input time-resolved signal is successively
filtered with increasing averaging periods, T , to determine the filter length
influence on the RRS levels within the WM domain, and the consequences
of this on the wall layer physical predictions.
Specifically, the numerical setup is based on a wall-resolved pipe flow at
Reτ = uτR/ν ≈ 500, where R is the pipe radius. Furthermore, the TLM is
embedded between the wall and a height of y+ ≈ 150, well into the pipe loga-
rithmic law region, which is a plausible operation position of the WM at high
Reynolds number. On the other hand, the tested filter lengths are determined
by analyzing the power spectrum of the streamwise velocity component at
the WM/LES interface. This technique reveals the characteristic time-scales
of the flow structures present in that region. These turbulent structures
generate the RRS, which are transported into the wall layer through the
WM/LES interface causing the wall shear stress overprediction. Since the
underlaying behavior of the energy spectrum of a turbulent flow is univer-
sal, this methodology will provide a fairly general criterion to establish the
necessary filter length for a given flow.
To quantify the presence of RRS in the wall model domain and their
apparent diffusive effects, the technique originally proposed by Park and
Moin[26] to deal with the diffusivity excess in the TLM context is now used for
this other purpose. As commented in the introduction section, Park and Moin
modeled the apparent diffusivity inherent to the RRS through a viscosity-
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like magnitude, νPa, which was subtract to the RANS νT to keep appropriate
diffusivity levels within the wall layer. Given the physical meaning of νPa, its
non-dimensional form, νPa/ν, is a suitable quantity to measure the apparent
diffusive effects of RRS in the WM domain.
According to Park and Moin, the viscous-like quantity, νPa, can be ob-





where Sd(U), is the deviatoric part of the rate-of-strain tensor, and R(U),
is the resolved part of the Reynolds stress tensor. Although the evaluation
of R(U) requires the spatial average in an homogeneous direction[26, 27],
Equation 15 is applicable for the present test.
On the other hand, the ability of the model in reproducing the flow
physics, is evaluated through the mean streamwise velocity profile and the
wall shear stress computed by the WM. DNS data of Chin et al.[41] is used
as a reference for the mean velocity profiles, while the computed Reτ , is used
as a measure of the wall shear stress and compared to the reference value of
Reτ ≈ 500.
3.1. Test setup
The WRLES computations are performed in a domain of length 8R. This
is well above the minimum length of 2πR required to accurately resolve the
one-point first and second-order statistics[41] at Reτ ≈ 500. The computa-
tional mesh has been generated by extruding a plane mesh along the stream-
wise direction. The two-dimensional (2D) mesh is a structured mesh with
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square-shaped control volumes (CV) in the region between r = 0.5R and
r = R while between the pipe center and r = 0.5R an all-triangles unstruc-
tured pattern is applied. This mesh arrangement in the pipe core is intended
to avoid the wedge-shaped cells at the pipe axis which cause a significant
unphysical time-step reduction. The total number of grid points of the LES
mesh is 6× 106 distributed as follows: in the outer region (r ∈ [0.5R, 1.0R]),
Nz = 256, Nθ = 192 and Nr = 60, being z the streamwise, θ the azimuthal
and r the radial directions while in the inner region (r ∈ [0, 0.5R]), the un-
structured mesh is also extruded in 256 planes. The grid spacings in wall
units are ∆z+ ≈ 15, ∆rθ+ ≈ 16.5 at r = R and ∆r+ ≈ 1.2 at the wall, being
∆y+1 ≈ 0.6. Concerning the WM setup, the WM/LES interface is placed at
y+ ≈ 150, matching the top boundary nodes with their LES counterparts to
avoid interpolation inaccuracies. The WM mesh is extruded in 20 layers and
refined towards the wall, being the first off-wall node well into the viscous
sublayer at a distance of y+1 = 0.54 and making a total amount of 9.8× 105
inner nodes. Respecting the subgrid strategy for the LES domain, the dy-
namic Smagorinsky model has been used. Periodic boundary conditions are
prescribed in the streamwise direction while no-slip and Neumann conditions
are applied to the wall for velocity and pressure, respectively. The flow is
enforced by keeping a constant mass flow consistent with the Reynolds num-
ber of Re = 2RU/ν which is based on the bulk velocity U . In this case
Re = 1.7 × 104 which corresponds to a Reτ ≈ 500 according to the Blasius
correlation.
To gain insight on the flow structures present in the WM/LES interface
and their characteristic time-scales, the power spectrum of the streamwise
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velocity component is computed in the WM/LES linking region (see Fig-
ure 3). This will provide valuable data about the temporal behavior of the





































Figure 3: Power spectra of the streamwise velocity component at y+ ≈ 150 of a Pipe flow
at Reτ ≈ 500.
The characteristic flow frequencies revealed by the power spectrum will
be used to determine the TAF filter lengths to be tested. Four frequencies
have been selected in the plot. Firstly, two in the energy-containing range in
which the largest flow structures are located, f1 = 0.125 and f2 = 0.4. The
first one corresponds to the lowest frequency that can be captured by the
present domain length. Then, other characteristic frequencies are considered
by choosing the limit between the energy-containing and the inertial sub-
range, f3 = 1.0, and the limit between the latter and the dissipation range,
f4 = 5.0. Therefore, the first test will be performed without filtering the LES
input data. Then, successive filter lengths of T1 = 0.2, T2 = 1.0, T3 = 2.5 and
T4 = 8.0, corresponding to the frequencies commented above (Tn = 1/fn),
will be applied in the WM/LES interface. Both, the averaging periods and
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the frequencies are defined in terms of the non-dimensional time units (TU)
and its inverse, respectively. In Table 1, the different filter configurations are
summarized.
Table 1: Summary of the different filter configurations used for the TAF performance
test. The tested filter lengths and their position in the energy spectrum are shown.
TAF Config.(n) Filter length Tn fn = 1/Tn Energy spectrum range
0 no filter no filter N/A
1 0.2 5.0 inertial/dissipation range limit
2 1.0 1.0 inertial/energy-containing range limit
3 2.5 0.4 within the energy-containing range
4 8.0 0.125 flow-through period, largest flow scales
Regarding the temporal integration and statistics averaging periods, the
WRLES computation has been advanced during 100 flow-through cycles until
reaching the statistically stationary regime. Once the steady state has been
achieved, the WM has been coupled to the LES solution, and an additional
transient period of 100TU has been run. Finally, the wall layer averaged
variables have been collected along 100TU which is more than 10 times the
largest flow structure appearing in the velocity spectrum.
3.2. Time-averaging filter performance test results
In Table 2, results concerning the Reτ computed by the WM are given
for each TAF configuration in Table 1. Each case is identified with a symbol
to easily locate the test results in Figures 4 and 5.
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Table 2: TAF performance test results performed with a channel flow at Reτ ≈ 500. The
WM computed Reτ and its relative error with respect to the target value (Reτ ≈ 500) is
shown. Symbols are to identify the numerical results in Figures 4 and 5.
Test (n) Symbol Filter length Tn Computed Reτ rel. err. [%]
0 ◦ no filter 528.70 5.74
1 4 0.2 515.66 3.13
2 O 1.0 506.81 1.36
3  2.5 502.06 0.41
4  8.0 502.18 0.43
On the other hand, in Figure 4, the mean velocity profiles for all TAF
configurations are shown and compared with the DNS data of Chin et al.[41].
The tests confirm the findings of Cabot and Moin [13] about the incom-
ing RRS. The excess of diffusivity due to the combination of a RANS model
with the turbulent resolved inflow causes an overprediction of the wall shear
stress, as the computed Reτ value indicates in case 0 in which no measure
was taken to avoid that. As the filter length is increased, the shear stress
converges progressively to the reference Reτ value. According to the values
displayed in Table 2, satisfactory results are obtained when the cut-off fil-
ter length is set approximately at frequencies lower than inertial subrange
ones. For higher frequencies (at the beginning of the dissipation range) the
averaging period is not enough to sufficiently block the RRS inflow, although
a significant improvement is observed compared to the non-filtered solution.
Similar conclusions can be reached by inspecting the wall layer mean velocity
profiles in Figure 4. Good convergence with the DNS solution is obtained

















Figure 4: Mean streamwise velocity profiles of the wall layer region of a pipe flow at
Reτ ≈ 500. Comparison between DNS data ( ) and the WM mean velocity field
for five different TAF configurations (dots). ◦ no TAF, 4 T1 = 0.2TU , O T2 = 1.0TU , 
T3 = 2.5TU and  T4 = 8.0TU . (See Table 2). The law of the wall ( ).
suppressed.
To analyze in deeper detail the effects of RRS inflow on the wall layer
physics prediction, the νPa/ν quantity is displayed in Figure 5 (left). The
application of the TAF significantly reduces the apparent diffusive effects
of the RRS in the wall domain, even with the smallest filter length. This is
consistent with the fact that the smallest filtering period, T1 = 0.2, suppresses
the LES dissipation range frequencies. Nonetheless, for the smallest filter
cut-off length, the total diffusivity levels are still too high. This unphysical
extra diffusivity is indirectly caused by the remaining RRS through the WM
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RANS model. This can be observed in Figure 5 on the right, in which the
non-dimensional turbulent viscosity, νTwm/ν, is shown. According to the
mixing-length-based RANS model (see Equation 13), the excessive levels of
νTwm are due to an overpredicted value of the rate-of-strain tensor magnitude,
|S|. This is a consequence of the incoming time-resolved velocity field of the
inertial subrange, given that the RANS model expects only mean-flow-based
quantities. On the other hand, the Van Driest wall-damping function could
not cause the unphysical νTwm values, since erroneous values of y
+ derived
from a wall shear stress overprediction, would shrink the function damping
region towards the wall.
In summary, the highest frequencies are the main responsible for the ap-
parent dissipative effects of the RRS. However, in the RANS context, filtering
the smallest flow-scales and their dissipative component is not enough. The
inertial subrange motions have an unphysical contribution to the rate-of-
strain magnitude which leads to an incorrect evaluation of νT . For a RANS
model, |S| should be exclusively derived from the mean velocity field, or from
very-large-scale unsteady motions at most[42]. Regarding the latter, accord-
ing to the results, the lowest frequencies of the energy-containing range do not
significantly affect the RANS model. For the largest filter lengths, T3 = 2.5
and T4 = 8.0, the results remain unchanged. As a conclusion, the minimum






































Figure 5: Left: Normalized viscosity obtained with the Park and Moin methodology as a
measure of the the RRS levels (νPa/ν = −(R(U)S(U)/2νS(U)S(U) Right: Normalized
turbulent viscosity (νTwm/ν). Both magnitudes are plotted vs. the wall distance in wall
units and within the wall layer. See Table 2 for symbols definition.
4. Model validation
In this section, the proposed methodology is validated with two differ-
ent cases, an equilibrium turbulent Pipe Flow at Reτ ≈ 3000, and a non-
equilibrium flow around a DU 91-W2-250 airfoil, at high Reynolds num-
ber and stall condition. Specifically, the flow conditions for the airfoil are,
Re = u∞c/ν = 3 × 106, based on the airfoil chord (c) and the free stream
velocity (u∞), and an angle of attack (AoA) of 15.2
◦. The effects of the time
averaging period on the numerical results will be analyzed by testing differ-
ent T values, following the same methodology used in the previous section.
The consequences of the filter length on unsteady flow conditions will be also
studied through the analysis of boundary layer detachment/reattachment
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frequencies in the stalled airfoil test.
The WMLES results will be compared with DNS data from Ahn et
al.[43] for the Pipe Flow test, while experimental data from Timmer and
van Rooij[44] will be used in the airfoil test for validation.
4.1. Pipe flow at Reτ ≈ 3000
4.1.1. Test description
The DNS data of Ahn et al.[43] used for reference, corresponds to a Pipe
Flow test at Reτ = 3008, and was obtained in a computational domain of
length 30R with periodic conditions in the streamwise direction.
In our LES and WMLES computations, a 10R-long pipe has been used
due to the large number of WM configurations to be tested. Despite that
this domain length is insufficient to capture the very large structures that
are engendered in Pipe and Channel flows at high Reynolds numbers[43],
Lozano-Durán and Jiménez[45] showed that one-point statistics, which are
the results analyzed below, remain unaffected with reasonably small domains.
The authors[45] performed tests with a Channel flow at Reτ = uτδ/ν = 4200
and a domain size of Lx×Ly ×Lz = 2πδ× 2δ× πδ, being x the streamwise,
y the wall-normal, and z the spanwise directions, while δ is the channel half
height. The channel length was about one third shorter than the present
pipe flow simulation. Moreover, according to Ahn et al.[43], the effects of
very large scales are more severe in Channel than in Pipe flows. This allows
us to conclude that the length of 10R is large enough to evaluate the mean
velocity profiles and the velocity fluctuations accurately.
The same procedure as in Section 3 has been followed to generate the
computational grid. The total number of points of the LES mesh is 8.9×105
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distributed as follows: a structured pattern for r ∈ [0.5R, 1.0R] with Nz =
128, Nθ = 96 and Nr = 25, while an all-triangle unstructured mesh is used in
the pipe core. The grid spacings in wall units are ∆z+ ≈ 236, ∆rθ+ ≈ 198 at
r = R and ∆r+ ≈ 60, being the first off-wall LES nodes placed at ∆y+1 ≈ 30,
at the beginning of the logarithmic region.
The tested TAF configurations are summarized in Table 3. The filter
lengths, T , have been chosen through the energy spectrum of the stream-
wise velocity component obtained at the WM/LES interface (y+ ≈ 210),
according to the methodology proposed in Section 3.
Table 3: Summary of the different TAF configurations tested with the Reτ ≈ 3000 Pipe
Flow.
TAF Config.(n) Filter length Tn fn = 1/Tn Energy spectrum range
0 no filter no filter N/A
1 0.125 8.0 dissipation range
2 0.55 1.8 inertial/dissipation range limit
3 2.0 0.5 inertial/energy-containing range limit
4 4.0 0.25 within the energy-containing range
5 10.0 0.1 flow-through period, largest flow scales
This numerical experiment, aside from evaluating the effects of the filter
length T on the overall LES results, it is also intended to assess the ability of
the TAF methodology in dealing with the LLM and the RRS inflow problems
separately. To do so, the technique proposed by Kawai and Larsson [23] of
extending the WM mesh to suppress the LLM will be used to uncouple the
effects of the TAF on each specific problem. Therefore, the TAF configu-
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rations detailed in Table 3, will be applied at two different WM extrusion
heights, specifically, at h+wm ≈ 30 and at h+wm ≈ 210, which corresponds to
the first and fourth off-wall node rows, respectively.
Thus, the WM grid resolution in the wall-normal direction is 10 layers
when using an extrusion height of h+wm ≈ 30, and 20 in case of h+wm ≈ 210.
The nodes are conveniently concentrated towards the wall according to a
hyperbolic tangent law, being the position of the first off-wall nodes y+ ≈ 0.1
in both cases, i.e., well into the viscous sublayer. The wall model cell count
is 1.2× 105 and 2.4× 105, respectively.
The boundary conditions and the flow enforcement methodology are the
same as in Section 3. In this case, the Reynolds number based on the bulk
velocity is Re = 1.33 × 105, which corresponds to Reτ ≈ 3026 according
to the Blasius correlation. Finally, a period of 100 flow-through cycles is
computed to allow the flow to reach a statistically steady turbulent state,
while the averaged variables are collected over 150 additional flow-through
loops.
4.1.2. Test results
For convenience, from here onwards in this section, the notation followed
by Ahn et al.[43] regarding the coordinate axis and velocity components will
be used. The cylindrical coordinates are converted to Cartesian ones, being
the new streamwise component x = z, the wall-normal direction y = 1−r and
the spanwise direction z = rθ. Regarding the velocity components, u = uz,
v = −ur and w = uθ.
In Table 4, the computed Reτ is shown for the six different TAF config-
urations specified in Table 3 at the two different extrusion heights. On the
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other hand, in order to assess the overall improvement caused by the WM in
the LES solution, a LES-only computation, which uses the same LES mesh
as the WMLES but without WM, is also displayed. In brackets, the relative
error of the computed Reynolds number with respect to the reference value
of Reτ ≈ 3026 is given.
Table 4: Computed Reτ values of the pipe flow at Re = 1.33× 105 which corresponds to
Reτ ≈ 3026. The values are obtained for six different TAF filter lengths summarized in
Table 3. Each TAF configuration is tested with a WM/LES interface height of h+wm ≈ 30
and h+wm ≈ 210. The LES-only solution is also displayed. The relative error in % with
respect the reference value, Reτ ≈ 3026, is in brackets.
TAF Config.(n) Filter length Tn No WM WM h
+
wm ≈ 30 WM h+wm ≈ 210
0 No Filter 1923.6(36.4) 3409.2 (12.66) 3316.1 (9.58)
1 0.125 N/A 3305.6 (9.23) 3256.9 (7.63)
2 0.55 N/A 3201.1 (5.78) 3161.9 (4.49)
3 2.0 N/A 3141.3 (3.81) 3116.7 (3.0)
4 4.0 N/A 3138.0 (3.70) 3105.5 (2.62)
5 10.0 N/A 3135.6 (3.62) 3100.4 (2.45)
34
Figure 6: Relative error of the computed Reτ in % with respect the reference value
of Reτ ≈ 3026 vs. the time-averaging period T . The values are obtained for the WM
configurations in Table 4. h+wm ≈ 30 () and h+wm ≈ 210 (O). On the top-right corner,
the dissipation and the inertial subrange regions are zoomed.
In the same way as in the TAF performance test, the error in the wall
shear stress prediction is minimized when frequencies in the inertial subrange
or higher are filtered. For larger filtering lengths, the error keeps almost
independent of T . On the other hand, the effects of the TAF on the LLM
can be indirectly evaluated by analyzing the results obtained at the two
different extrusion heights. When no TAF is applied, in the h+wm ≈ 210 test,
the RRS inflow problem is isolated since the LLM error is avoided according
to Kawai and Larsson’s methodology [23]. By contrast, in the h+wm ≈ 30 test,
both problems coexist. In the latter case, the error in the wall shear stress
evaluation is approximately 3% higher than for the larger extrusion height.
When applying the TAF, a significant drop of the Reτ error is observed for
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both tests. Nonetheless, the error difference narrows to only 1% for larger
filter lengths, suggesting that in the h+wm ≈ 30 case, the TAF is not only
acting on the RRS inflow, but also on the LLM problem. It is worth to
notice that the Kawai and Larsson’s technique is slightly more efficient in
tackling the LLM problem than Yang’s one. However, the error difference
is around only 1%, which according to our opinion, it does not justify the
huge computational costs and geometrical difficulties associated to the use
of Kawai and Larsson’s approach.
In Figures 7, 8 and 9, plots of the mean streamwise velocity profile of the
LES domain are displayed in wall units and logarithmic scale. The infor-
mation is distributed as follows: in Figure 7, the gains of using an extended
WM mesh are assessed by plotting WMLES results obtained for both extru-
sion heights, h+wm ≈ 30 and h+wm ≈ 210. To isolate the effects of the WM
mesh height, the value of T has been set at T3 = 2.0, in the inertial/energy-
containing range limit, at which the effects of the RRS inflow are sufficiently
minimized. Additionally, LES-only data is also displayed to evaluate the
overall improvement obtained by using the WM in the optimal configura-
tion.
On the other hand, Figures 8 and 9 are intended to analyze the influence
of T on the mean velocity profile. The analysis is carried out separately for
each extrusion heights, h+wm ≈ 30 in Figure 8, and h+wm ≈ 210 in Figure 9.
The selected filter lengths correspond to the TAF configurations shown in
Table 3 (from 0 to 3). For the sake of clarity, the largest averaging periods
(configurations 4 and 5) are not displayed since they present minor differences
with respect to configuration 3. In all plots, the DNS solution of Ahn et al.[43]
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Figure 7: Mean streamwise velocity profiles in wall units . The wall distance is in
logarithmic scale. The results have been obtained with the following configurations: LES-
only (◦), WMLES at h+wm ≈ 30 () and WMLES at h+wm ≈ 210 (O). Both WMLES
solutions are obtained with T3 = 2.0. The vertical lines represent the two LES/WM
interface heights. DNS Ahn et al.[43] ( ).
According to data in Figure 7, with frequencies in the dissipation and
inertial range suppressed, the WM is able to reproduce the characteristic
logarithmic region for both extrusion heights. Although the higher extrusion
height of h+wm ≈ 210 seems to perform slightly better than the lower configu-
ration at h+wm ≈ 30, only minor differences are observed. On the other hand,
in Figures 8 and 9, progressive improvements are obtained with rising values
of T for both extrusion heights. Nonetheless, the gains are more significant in
the h+wm ≈ 30 configuration. In this particular case, the non-filtered solution
is simultaneously affected by the LLM and the RRS inflow problems, increas-
ing the overall prediction error which is globally mitigated by the TAF. By
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contrast, the velocity profile obtained with h+wm ≈ 210, is only affected by
the RRS inflow. In fact, the non-filtered solution obtained with Kawai and
Larsson’s method is reasonably good except for the first off-wall node, so
that the impact of the TAF on the LES results was more limited than in the
h+wm ≈ 30 configuration.
As previously commented, the mean flow profile as well as the wall shear
stress, remain constant for values of T larger than 2.0. This suggests that
having a correct mean momentum balance is the primary requirement to
obtain correct first-order statistics while having a realistic time-resolved wall
shear stress is of relative importance. These results are in line with those
obtained by Yang et al. [24], and they are consistent with the findings of
Piomelli and Balaras [21], who showed that for poorly resolved wall regions,
only the average effects of the near-wall structures must be represented by

















Figure 8: Mean streamwise velocity profiles in wall units. The wall distance is in log-
arithmic scale. The results have been obtained in the following conditions: WMLES at
h+wm ≈ 30 without TAF (◦) and with TAF with filtering periods of T1 = 0.125 (4),
T2 = 0.55 (O) and T3 = 2.0 (). See Table 3 for details. The vertical line represents the

















Figure 9: Mean streamwise velocity profiles in wall units. The wall distance is in log-
arithmic scale. The results have been obtained in the following conditions: WMLES at
h+wm ≈ 210 without TAF (◦) and with TAF with filtering periods of T1 = 0.125 (4),
T2 = 0.55 (O) and T3 = 2.0 (). See Table 3 for details. The vertical line represents the
LES/WM interface position. DNS Ahn et al.[43] ( ).





rms) as well as the Reynolds shear stress, 〈u′v′〉, is shown for
the two extrusion heights, h+wm ≈ 30 (left) and h+wm ≈ 210 (right), with the
same increasing values of T used for the mean streamwise velocity. Again, for
a sufficiently large averaging period (T & 2.0), the WMLES results converge
to a very similar solution regardless of the WM height. The converged solu-
tions are in fair agreement with the DNS reference except in the near-wall
region, especially for the streamwise and the spanwise velocity fluctuations.
This is due to the necessity of having a minimum amount of resolved scales
to capture second-order statistics properly. Since the size of the eddies in
the near-wall region is proportional to the wall distance and, therefore, very
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small compared with those in the pipe center, the mesh is unable to capture
a minimum amount of near-wall structures when using coarse meshes with a
constant grid spacing. According to the results, it appears that the WM is
not able to correct this. On the other hand, the velocity fluctuation results
obtained with time averaging periods of 4.0 and 10.0 were very similar to
those computed with T3 = 2.0. This suggests that the fluctuation levels are
more related to a well-predicted mean flow and a sufficiently fine mesh than






































































































rms) and azimuthal (w
′+
rms)
velocity fluctuations as well as the Reynolds shear stress (〈u′v′〉+) in wall units. The
results have been obtained in the following conditions: LES-only () and WMLES at
h+wm ≈ 30 (left) and h+wm ≈ 210 (right). In case of WMLES, the wall model configurations
are: no TAF (◦), and TAF with filtering periods of T1 = 0.125 (4), T2 = 0.55 (O) and
T3 = 2.0 (). See Table 3 for details. DNS Ahn et al.[43] ( ).
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4.2. Flow around a DU 91-W2-250 airfoil at Reynolds number Re = 3× 106
and AoA = 15.2◦
4.2.1. Test description
The flow around a DU 91-W2-250 airfoil at high Reynolds number (Re =
3 × 106) and in full stall (AoA = 15.2◦), is studied to evaluate the WM
performance in non-equilibrium conditions as well as to analyze the effects of
the TAF averaging period on unsteady phenomena. In this particular case,
the effects of T on the boundary layer detachment/reattachment frequency
will be analyzed.
The DU 91-W2-250 profile is a wind turbine dedicated airfoil which is
designed to have a premature laminar to turbulent transition to avoid per-
formance degradation caused by dirtiness accumulation. It has been reported
[26] that in the laminar portion of the boundary layer, the WM turbulence
model must be switched off to obtain laminar profiles and, therefore, a more
appropriate wall shear stress. However, a methodology to detect the laminar
region has to be implemented, and this is out of the scope of the present
work. For that reason, a profile with almost no laminar boundary layer sec-
tion has been selected. On the other hand, wind tunnel data from Timmer
and van Rooj[44] is available for comparison. It includes the integral lift and
drag coefficients as well as the pressure coefficient distribution.
The computational domain of the simulation is a square region of 40c×
40c× 0.3c, where x, y and z axis are the chord-wise, chord-normal and span-
wise directions, respectively (see Figure 11). The leading edge of the airfoil
is placed at the square center.
























Figure 11: Left: Computational domain of the DU 91-W2-250 simulation at Re = 3×106
and AoA = 15.2◦. Right: DU 91-W2-250 geometry and position of probes P1 and P2.
ences in which numerical results and experimental data were compared ob-
taining good agreement between them [46]. To set an appropriate spanwise
distance, Lz, the conclusions of the LESFOIL project [47] have been followed.
In that project, LES simulations of an Aerospatiale A-airfoil at similar flow
conditions (i.e., AoA = 13.3◦ with flow separation and Re = 2.1× 106) were
carried out. The authors concluded that a spanwise distance of approxi-
mately 1.5 times the flow separation distance in the wall-normal direction
at the trailing-edge, was acceptable. According to preliminary computations
which were subsequently confirmed, in the present case, the separation dis-
tance is approximately 0.2c. Thus, a Lz of 0.3c has been set and further
validated through two-point correlation in the spanwise direction. To do so,
two numerical probes have been placed at maximum turbulent kinetic en-
ergy positions on the airfoil surface [48] and within the recirculation region,
specifically at P1 (0.61, 0.17) and P2 (0.89, 0.20) (see Figure 11 right). The
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two-point correlations have been computed according to Equation 16 for the
fluctuations of the three velocity components and pressure:
<φφ(x, δz) =
〈φ′(x, t)φ′(x + δz, t)〉
〈φ′(x, t)2〉 , (16)
where φ′ is the fluctuation of any of the primitive variables, x = (x, y, z), and


























Figure 12: Two-point correlation of the three velocity components and pressure fluctua-
tions along the spanwise direction. P1 left, and P2 right (see Figure 11 for probe positions).
<uu ( ), <vv ( ), <ww ( ) and <pp ( ).
The two-point correlation functions of the velocity components tend rapidly
to zero at both probe positions when approaching the midspan, which indi-
cates a sufficient spanwise length. On the other hand, <pp needs longer
distances compared to the velocity functions to obtain uncorrelated values.
Nonetheless, its value is reasonably low at z = 0.15c.
The mesh has been generated by extruding a 2D grid in 160 layers along
the spanwise direction (z). The plane (x, y) mesh, is an all-triangle unstruc-
tured grid except for the wall adjacent elements which are square-shaped to
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control the first off-wall node distances properly. The 2D mesh has a reso-
lution of 1.2 × 105 grid points; thus, the 3D mesh size is around 19.2 × 106
CVs. Since no experimental or WRLES data on boundary layer thickness was
available, a preliminary LES computation was performed to estimate δ, being
the smallest value approximately δmin ≈ 0.01c located at the airfoil leading
edge. The quick transition to turbulence of this airfoil makes the boundary
layer to thicken rapidly, reaching relatively high values of δ very close to the
leading edge. The first off-wall LES nodes were placed at a wall distance
of y1 = 0.0025c, which is well inside the boundary layer but trying not to
harm excessively the time-step size, ∆t. The LES grid resolution parameters
used by Park and Moin to perform WMLES of a NACA4412 airfoil[26] with
mild flow separation have been followed. In their computation, the authors
used space-averaged grid spacings of ∆x
+ ≈ 160 and ∆z+ ≈ 62. On the
other hand, the WM mesh has been generated by extruding 30 layers from
the solid surface up to the first off-wall nodes at y1 = 0.0025c. The layers
are conveniently concentrated towards the wall to get an appropriate first
off-wall node distance (i.e., ∆y+1 <1).
In Figure13, the grid spacings in the wall-normal and the two wall-parallel
directions are displayed for both, the WM and the LES mesh. It has to be
taken into account that the wall-parallel grid spacings are common for both
grids. The local shear stress provided by the WM has been used to normalize
the grid distances as much accurately as possible. The LES mesh has a poor
resolution since the minimum value of ∆y+1 is approximately 18. This is far
away from the viscous sublayer, being impossible to capture the real flow
dynamics, especially in the leading edge region where ∆y+1 reaches a value of
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almost 120. On the other hand, the WM mesh has a good resolution, with a
∆y+1 below 0.4 throughout the solid surface. Regarding the grid spacing in
the other directions, the stream and the spanwise resolutions range between
40 . ∆x+ . 200 and 15 . ∆z+ . 80, which is below the limits used by



















Figure 13: Left axis: Distributions of ∆y+1 ( ), ∆x
+ ( ) and ∆z+ ( )
of the LES mesh along the upper surface of a DU 91-W2-250 airfoil at Re = 3× 106 and
AoA = 15.2◦. Right axis: WM mesh ∆y+1 ( ).
Regarding the boundary conditions, a uniform velocity profile of mag-
nitude u∞ is set with the appropriate angle of attack at the inflow (u =
u∞cos(AoA), v = u∞sin(AoA) and w = 0.0) while at the outflow boundary,
a pressure-based condition is imposed. No-slip conditions on the airfoil sur-
face are prescribed and finally, in the spanwise direction, periodic boundary
conditions are used.
The same procedure as in previous sections has been followed to deter-
mine the temporal filtering periods to carry out the present study. The
power spectrum of the streamwise velocity component has been obtained in
the near-wall area within the boundary layer detached region. Its graph is
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displayed in Figure 14 on the right, together with the selected TAF cut-off
frequencies. In Table 5, the different TAF configurations are summarized.
Time is measured in non-dimensional time units defined as c/u∞ = 1TU .
Unlike previous tests, the flow shows a significant large-scale unsteady be-
havior due to the boundary layer detachment/reattachment process, whose
characteristic time-scale will be denoted as Tdr. Thus, the largest filtering
period is selected to assess the effects of suppressing the contribution of the
biggest flow motions to the wall shear stress in non-equilibrium unsteady
conditions.
Table 5: Summary of the different TAF configurations tested with the flow around a DU
91-W2-250 airfoil at Re = 3× 106 and AoA = 15.2◦.
Config.(n) Filter length Tn fn = 1/Tn Energy spectrum range
0 no filter no filter N/A
1 0.1 10.0 inertial/dissipation range limit
2 4.0 0.25 inertial/energy-containing range limit (T2 ≈ 0.27Tdr)
3 10.0 0.1 large fraction of the largest time-scale (T3 ≈ 0.7Tdr)
The time-averaged statistics have been collected along 80TU with a tran-
sient period of 30TU . These intervals were obtained by analyzing the in-
stantaneous lift coefficient shown in Figure 14 on the left, corresponding to
the simulation performed with a filtering period of T2 = 4.0. According
to the Cl(t) chart, the initial transient perturbations vanish at t ≈ 30TU .
On the other hand, since the instantaneous Cl is closely related to the de-
tachment/reattachment process of the boundary layer, the power spectrum
of its signal has been used to determine the characteristic time-scale of the
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largest and most energetic motions, Tdr, whose value is 14.49TU . Therefore,

















































Figure 14: Left: Instantaneus lift vs. time in dimensionless TU . The horizontal continuous
line represents the experimental average value[44] of Cl = 1.128. Right: Energy spectrum
of the streamwise velocity component obtained at a near-wall position in the recirculation
region.
Based on the preliminary LES computation used for the approximation of
δ, an estimation of the grid resolution needed at the wall for a WRLES was
done. This allowed making a projection of the diffusive CFL upper bound
for the time-step as well as of the total number of grid points, Ncv, resulting
in dt ≈ 4 × 10−6 and Ncv ≈ 100 million, respectively. This is one order
of magnitude more regarding the grid size and two orders of magnitude for




In Figure 15, LES-only and WMLES results of the time-averaged pressure
coefficient, Cp = 2(p− p∞)/ρu2∞, are shown together with experimental data
of Timmer and van Rooij [44]. WMLES computations have been carried out
according to the TAF configurations summarized in Table 5. For the sake of
clarity, configuration 1 results are not shown since they are very similar to
those of configuration 3.
On the other hand, in Figure 16, numerical results of skin friction distri-
bution in the streamwise direction, Cfx = 2τwx/ρu
2
∞, obtained in the same











Figure 15: Pressure coefficient distribution along the upper and lower surface of a DU
91-W2-250 airfoil at Re = 3 × 106 and at AoA = 15.2◦. LES-only results ( ),
non-filtered WMLES ( ), WMLES with T2 = 4.0 ( ), and WMLES with


















Figure 16: Skin friction coefficient distribution in the streamwise direction, Cfx, along the
upper surface of a DU 91-W2-250 airfoil at Re = 3× 106 and at AoA = 15.2◦. LES-only
results ( ), non-filtered WMLES ( ), WMLES with T2 = 4.0 ( ), and
WMLES with T3 = 10.0 ( ).
Good agreement between experimental and numerical results are obtained
for the Cp when the WM filtering period is set at T2 = 4.0. This filter length
corresponds to the energy-containing/inertial range limit while representing
a relatively small fraction of the largest flow time-scale, Tdr, specifically,
T2 ≈ 0.27Tdr. As in the Pipe Flow tests, poor results are obtained if higher
frequencies are not filtered. However, unlike in equilibrium conditions, de-
ficient predictions are also obtained when the lowest frequencies associated
with the largest and most energetic flow scales are suppressed. Specifically,
for T3 = 10.0, which is approximately 0.7 times Tdr, the numerical Cp be-
comes underpredicted with respect to the experimental reference.
Regarding the skin friction coefficient, no experimental data is available
for comparison. Nonetheless, the Cfx curve obtained with a filter length of
T2 = 4.0 shows a consistent behavior with respect to the experimental Cp.
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In this case, the skin friction becomes negative at the same position where
the experimental Cp curve shows the beginning of the pressure plateau (i.e.,
around x/c ≈ 0.43). These two particularities in the Cfx and Cp curves are
associated with the boundary layer detachment point, which suggests that
the Cfx is well predicted at least from a qualitative point of view.
The consequences of using an inadequate filtering period seem to be con-
centrated in the flow detachment point region. Significant discrepancies
in the Cfx predictions are observed in this region when different averag-
ing periods are used, while almost identical results are obtained towards
the airfoil edges. This is because the instantaneous position of the detach-
ment point varies significantly in time due to the boundary layer detach-
ment/reattachment process. This causes a strongly unsteady behavior of the
instantaneous skin friction in that region, with a characteristic fluctuating
period of Tdr. By contrast, at the airfoil ends, the skin friction seems to have
a more constant value, at least in the leading edge area, making the results
in these regions more insensitive to T . These observations suggest that the
unsteady component of the skin friction derived from very-large-scale mo-
tions play an essential role on the flow global behavior. A sufficiently small
averaging period allowing to capture these effects must be used.
On the other hand, in Table 6, the integral values of the drag and the lift
coefficients (Cd = 2D/ρu∞A, Cl = 2L/ρu∞A, where D and L are the total
aerodynamic forces in the stream-normal and the streamwise directions and
A is the airfoil surface) are presented and compared with the experimental
data. For the drag coefficient, the viscous and the pressure components are
shown together with its total value. The numerical results are obtained in
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the same conditions as the Cp and Cfx plots presented above. The conclu-
sions derived from the pressure and skin friction coefficients are confirmed
with the integral magnitudes. A slight discrepancy between the numerical
Cd at T2 = 4.0 and the experimental reference is observed. According to
the two-point correlations in Figure 12, there is no need for a wider compu-
tational domain. Thus, the remaining discrepancy could be caused by the
geometrical differences between the experimental and the numerical domains
which feature completely different external boundaries.
Table 6: Lift and drag coefficient values of a DU 91-W2-250 airfoil at Re = 3×106 and at
AoA = 15.2◦ obtained with and without WM together with experimental data [44]. The
WMLES results have been obtained with the TAF configurations summarized in Table 5.
The relative differences between the numerical and the experimental data are shown in %.
Model Filter-length T Cl rel. diff. [%] Cd (press.) Cd (visc.) Cd (total) rel. diff. [%]
Experimental N/A 1.128 − − − 0.1144 −
LES-only N/A 0.932 17.37 0.2063 1.79× 10−4 0.2064 80.41
WMLES No Filter 1.030 8.68 0.1503 2.30× 10−4 0.1505 31.55
WMLES 0.1 1.080 4.25 0.1353 2.46× 10−4 0.1355 18.44
WMLES 4.0 1.123 0.44 0.1298 2.52× 10−4 0.1300 13.63
WMLES 10.0 1.061 6.02 0.1408 2.44× 10−4 0.1410 23.25
Finally, in Table 7, the boundary layer detachment/reattachment char-
acteristic periods, Tdr, are shown. The objective is to analyze the influence
of the wall shear stress temporal resolution on the unsteady dynamics of
large-scale motions. According to obtained results, the characteristic periods
are affected by the filter length T . Nonetheless, it is unclear whether the
dispersion of Tdr results is a consequence of a poorly resolved mean flow, or
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the averaging period directly conditions its value. Although there is a cor-
relation between T and Tdr (the larger the filter length, the larger the flow
characteristic time-scale), by comparing LES-only and WMLES results, it
can be concluded that having a well-predicted mean flow strongly influences
the Tdr value.
Table 7: Detachment/reattachment characteristic time-scales (Tdr) of a flow around a DU
91-W2-250 airfoil at Re = 3 × 106 and AoA = 15.2◦. Results are obtained for LES-only
and WMLES computations. In case of WMLES the TAF configurations in Table 5 have
been used.
Model Filter-length T Char. time-scale Tdr
LES-only N/A 8.33





A general and efficient WM for incompressible LES and suitable for un-
structured meshes is presented and validated through different tests includ-
ing strongly unsteady non-equilibrium flows. The present methodology is
included in the two-layer model family of wall shear stress models[10], and to
the authors’ best knowledge, it uses for the first time the full incompressible
URANS equations as a mathematical and physical model. This mathemati-
cal approach has been selected given the importance of the non-equilibrium
terms (i.e., advective and pressure gradient) when dealing with complex flow
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phenomena such as boundary layer detachment, adverse pressure gradients
or flow recirculations.
Wall shear stress models in general and RANS-based WMs in particular,
are affected by the ”log-layer mismatch” and the resolved Reynolds stresses
inflow problems which undermine the quality of the WM numerical predic-
tions.
In the present work, a time-averaging filter for the LES variables is applied
in the WM/LES interface to tackle both issues at once with a single-step
and low-computational-cost technique suitable for any geometry. While the
TAF strategy has already been applied to address the LLM problem[24],
it is used for the first time to block the RRS inflow in the TLM context.
According to the obtained results, this approach is extremely efficient in
avoiding the RRS inflow consequences, and combined with its effects on the
LLM, it dramatically reduces the complexity of the WM formulation and
implementation while strongly increasing its efficiency and geometrical range
of applicability compared to existing TLM strategies[26].
The proposed methodology has been validated with two equilibrium Pipe
Flow tests at Reτ ≈ 500 and Reτ ≈ 3000, and a non-equilibrium flow around
a DU 91-W2-250 airfoil at Re = 3× 106 in full stall. As recurrently observed
in all these tests, the signal of the LES variables must be filtered with a
sufficiently large temporal filter length before being used as boundary condi-
tion for the WM RANS-based domain. Specifically, frequencies higher than
the energy-containing/inertial range limit must be suppressed. While the
apparent diffusive effects inherent to the resolved smallest scales are almost
completely avoided with smaller filter lengths, it is found that the RANS
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model provides excessive diffusivity when inertial subrange frequencies are
introduced through the boundary. The URANS approach exclusively resolves
the mean flow evolution or the very-large structure unsteady component at
most. Thus, for any RANS formulation, the turbulent viscosity should be de-
rived from the mean flow, which is supposedly the only available data. When
time-resolved turbulent motions are introduced through the boundary, they
cause the RANS model to work out of its range of applicability, causing a
prediction failure.
On the other hand, unlike in equilibrium conditions, for non-equilibrium
unsteady flows, it also exists an upper bound for the TAF filter length. It is
found that the largest flow structures contribution to the instantaneous skin
friction plays an important role in regions with a strong unsteady behavior.
Therefore, a sufficiently small filter length allowing to capture large-scale
temporal effects must be used. In the particular case of the flow around a DU
91-W2-250 airfoil, a TAF averaging period corresponding approximately to a
quarter of the largest flow time-scale allowed to obtain accurate predictions.
Additionally, it is found that the filtering period affects the large-scale
characteristic frequencies. However, it remains unclear whether the value of
T directly influences the largest time-scales, or this is an indirect consequence
of having a poorly resolved mean flow.
Finally, another important conclusion of the present work is that the
increase of the time-step upper bound in explicit computations has a huge
potential in cutting down the computational costs for high Reynolds number
flows. Probably, even more than the reduction of LES near-wall spatial
resolution requirements since it is very difficult to parallelize the advancement
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in time. In order to support this idea, a new set of expressions for the
total computational cost Reynolds number scaling which takes into account
the time integration efforts is proposed. Further research on methodologies
intended to mitigate the time-step effects are part of our research plans.
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