and the United States. This study uses a GARCH model to obtain an estimated value of exchange rate volatility, using monthly data covering from 2006 to 2018. The ARDL method helps to measure the effect of exchange rate volatility on exports to destination countries in both the short and the long-term. Aggregate exports are compared employing a linear (ARDL) and a non-linear autoregressive distributed lag model (NARDL). The findings suggest that exchange rate volatility has a significant effect on exports of commodities under code 26 (ores), 38 (chemicals), 40 (rubber), and 47 (pulp paper) to India, Japan, South Korea, and the United States, either in the short or long-run. The exchange rate volatility of exports to China only affects plastics goods (code 39), although many goods experience negative effects due to exchange rate depreciation. In India, exchange rate volatility affects the largest number of export commodities. The Index of Industrial Production (IIP) has a strong long-term effect on exports to Asian countries. Impacts due to exchange rates offer both negative effects and positive effects (expected) in exports at commodity and trade partner case-to-case levels. Both aggregate ARDL and NARDL models suggest that Indonesian exports are negatively affected by exchange rate fluctuations.
Introduction
After the collapse of the Bretton Woods system, the impact of floating exchange rates on international trade has become an attractive object of research as the shift from fixed exchange rates exposed currencies to volatility, likely affecting trade flows. Although the exchange rate fluctuates typically beyond its fundamental condition, macroeconomic forces, market sentiment, global shocks, speculation, among others, could cause currency exchange rates to move beyond their underlying conditions. More recently, the interest has gained force as currency misalignments are seen as a source of global imbalances (Auboin and Ruta, 2013) . Exchange rate volatility could potentially lead to market uncertainty, volatility in profits of traders, increase in risk, inflation uncertainty, unfavorable balance of trade, and impacts on production and transaction cost (Juhro and Phan, 2018) .
Economic theory proposes that exchange rate volatility is negatively associated with trade flows as changes in currency rates are linked to uncertainty (Clark, 1973) , leading to changes in price expectations, and to potential changes in demand for goods (Clark et al., 2004) as traders aim to reduce risk exposure (Obstfeld and Rogoff, 1998) .
At the empirical level, a large body of research offers evidence on the discouragement of exports due to exchange rate fluctuations, supporting trade theory (Bahmani-Oskooee and Gelan, 2018; Chit et al., 2010; Hayakawa and Kimura, 2009 ). Nevertheless, some findings suggest positive or mixed effects of exchange rate volatility on exports (Chi and Cheng, 2016) , while others find no evidence of impacts of volatility in exports (Nishimura and Hirayama, 2013) . The literature suggests mixed effects of exchange rate volatility on exports at the short or long-run (Asteriou et al., 2016) , depending on the industry (Bahmani-Oskooee and , the income of the import partner (Chi and Cheng, 2016) , the level of financial development (Aghion et al., 2009) , the risk behavior of the importer (De vita & Abbott, 2004) , periods of special shocks (Fitrianti, 2017) , among other factors. Besides, the different assumptions, methodological approaches, and data employed in models are likely to provide different outputs. Moreover, low availability of hedging tools (forward contracts) which are more evident in developing countries (Hall et al., 2010) , the large fluctuations in commodity prices in the last decade (Hegerty, 2016) , depreciation of currencies in the developing world, and changes in global demand open an empirical gap.
The main objective of this study is to question the effects of real exchange rate volatility on exports from Indonesia to its top five largest export partners: Japan, South Korea, China, India, and the United States. While other studies on Indonesia include a large number of partner countries at an aggregated level (Asteriou et al., 2016; Clark et al., 2004; Hayakawa and Kimura, 2009 ), this paper focuses on the top eleven export goods from Indonesia and the top five destination countries, as combined they account for more than 30% of total exports, likely relevant for the balance of trade of Indonesia. Besides, exports of the top goods slowed down during the financial crisis and after the year 2012, tentatively because of sharp changes in prices and a slow-down in demand from top partners (see low CAGR in Table 1 ). The top eleven products included are mainly natural resource-related goods. Indonesia displays the characteristics of a "commodity economy" in which changes in commodity prices are linked to volatility in exchange rates (Hegerty, 2016) .
The paper employs a GARCH model to estimate the real exchange rate (RER) volatility, using monthly data covering from 2006 to 2018. To examine the effects of RER volatility on the top eleven export products to main destination countries in both the short and the long-term, an Autoregressive Distributed Lag Model (ARDL) is employed. Besides the novelty of estimating the effects at specific product-partner level, the study examines both the symmetric and asymmetric effects at an aggregate level to test whether asymmetric effects exist, and the direction they take. Recent literature suggests that trade flows could respond asymmetrically to the volatility of the exchange rate (Bahmani-Oskooee and Sharma and Pal, 2018) . Asymmetric effects are carried out employing the Nonlinear Autoregressive Distributed Lag (NARDL) approach proposed by Shin et al. (2014) .
It should be noted that the recent period of sharp movement has occurred in the exchange rate of Indonesia versus main partners (see Figure 1 , Figure 2 , Figure 3 ), also noted in (Juhro and Phan, 2018) . Besides, Indonesia has rapidly expanded in trade with rapid income growth developing countries (India and China) where hedging tools may be less frequent while lowering dependency with Japan, South Korea, and the United States (developed ones). Exports of the top eleven goods to the top five destinations countries account for a large share of total exports (see Table 1 ), with a potentially broad impact on the balance of trade amid periods of high volatility of exchange rate, periods of low prices, and weak global demand. While countries less dependent on natural resources may recover more rapidly from global shocks, Indonesia may be more affected by exchange rate volatility versus neighboring countries (Fitrianti, 2017 ) (see Figure. 4 and Figure 5 ).
The reasons for choosing Indonesia and eleven commodities are thus not random. Indonesia experienced a substantial liberalization of markets in the last two decades and deep regional integration (Padilla et al., 2019) . Since the year 2005, Indonesia has implemented free trade agreements with more than 25 countries. Besides, exports expanded from nearly US $ 100 billion in 2006 to more than US$ 200 billion in 2011, although on the year after, exports continually declined until reaching US$ 145 billion in 2014, unable to recover to pre-commodity crisis level (2012) . The pattern of trade of Indonesia records more than 50% of total exports on raw materials and intermediate goods (mainly resource-based), more volatile in prices, and more sensitive to changes in prices and global demand. Trade as a percentage of GDP in Indonesia decreased from 55% in 2006 to nearly 40% in 2017, both as the role of local consumption increased but also due to lower exports. Besides, Indonesia's Real Effective Exchange Rate has been under pressure since 2012. From 2006 to 2018, the Indonesian Rupiah depreciated in real terms against the Renminbi (CNY, 34%), the Indian rupee (INR, 26%), and the USD (5%), while it appreciated slightly versus the South Korean Won (KRW, 5%) and the Japanese Yen (JPY, 10%). While theoretically it may be expected that exports increase with a weaker Indonesian Rupiah (Pino et al., 2016) , exports have not recovered, likely as the currency is tight due to demand and prices of commodities (Hegerty, 2016) , besides negative global macroeconomic factors (Juhro and Phan, 2018) .
While country partners like the United States and Japan have broad access to heading tools and often display lower impacts due to volatile exchange rates, emerging country partners like India (Sharma and Pal, 2018) , China (Nishimura and Hirayama, 2013) , and to some degree South Korea (Baek, 2014) have less access and appear more exposure to volatility. Only recently (Nov 2018) the Indonesian government has promoted more actively the use of hedging tools to protect exporters, amid large fluctuations of the Indonesia Rupiah. Similarly the reason why the focus of this study is in exports alone arises as some evidence provides negative impacts on volatility of exchange rate on exports from developing countries, but with low impacts of exports from advanced countries (Baek, 2014; Nishimura and Hirayama, 2013; Sharma and Pal, 2018) . Limited access to exporters from developing economies to hedging instruments may play a role, as it is theoretically proposed (Clark, 1973) .
Shedding light on the impact of exchange rate volatility on product exports could lead to providing possible reasons for the sharp drop in exports in Indonesia starting in the year 2012. Besides comparing how volatility on the exchange rate influences the exports of top goods to developing countries (China, India, and South Korea to some extent) and those developed ones (Japan and USA), as well as explain how sensitive are the top exports of Indonesia to unstable exchange rate situations, it is timely as the trade balance is under pressure. It is worth noting that to our knowledge, there are few studies analyzing linkages between volatility exchange rate and exports in Indonesia at the commodity level, within a period of high volatility in exchange rates and low commodity prices, and trade versus developing countries. The findings of Bahmani-Oskooee et al. (2015) on Indonesia -US trade suggest that the effects of volatility in exchange rates differ at the commodity level, opening a gap for further research. Besides, this paper applies the nonlinear autoregressive distributed lag (NARDL) of Shin et al. (2014) to compare volatility effects under symmetric and asymmetric assumptions. Our unique contribution to the literature is first in the specific empirical case of exports from Indonesia to eleven sectors and five different trade partners, not previously studied. Besides, employing a disaggregated industry -country-specific data may draw more meaningful results . The sectors are mainly natural resource-based, and the partners are both developing and developed countries. Second, the paper offers both symmetric and an asymmetric approach to highlight the existence of diverse effects arising from volatility in the exchange rate. As noted in previous studies, likely, the effects of exchange rate volatility are not symmetric (Bahmani-Oskooee and Aftab, 2017) . Third, the period of study is of interest considering the change in global trade (slowdown), shocks in prices, and implementation of trade agreements, likely influencing the impact on exports.
Literature review
Several theoretical models attempt to explain the impacts of exchange rate volatility in trade flows. Proposing a model under perfect market competition, a single final traded good, for a single export market, and where payments are carried out in foreign currency, Clark (1973) predicted that in the absence of hedging instruments, exchange rate volatility is likely to have a negative impact on exports as firms need to anticipate output based on expectations on changes in currencies. The lack of alternative inputs (not considered in the model) to substitute higher cost inputs, and the absence of alternative markets, lead the firm to decide on output levels in anticipation of exchange volatility. As unfavorable movements in the exchange rates could lower profits, firms would tend to avoid exposure to risk. The simplifying assumptions of Clark (1973) were further relaxed, in scenarios where hedging is possible (Viaene and De Vries, 1992) , where trade is carried out across different nations experiencing different exchange levels (Cushman, 1986) , where goods traded allows for substitution of lower-cost inputs (Clark, 1973) , where the existence of alternative markets allow export relocation (Broll and Eckwert, 1999) , among other variations on assumptions. While those relaxations may support lower exposure to risk, the assumptions still entail additional cost and for instance, lower profits, meaning that the possibility of adverse effects on trade arising from exchange rate volatility may still prevail. As noted in Obstfeld and Rogoff (1998) , hedging instruments lower uncertainty but increase the cost of trade, lowering expected profits. Besides, depending on the risk aversion behavior of firms, output and exports may change at different levels as firms lower exposure to risk (Clark et al., 2004) .
Theoretically, large volatility in exchange rates leads to uncertainty portrayed as a risk and for instance, to adverse effects in exports depending on the behavior of traders. Under scenarios of high volatility, risk-averse traders may lower trade as they could incur unexpected costs linked with variations in exchange rates (Do ganlar, 2002) . Differences in risk behavior and availability of instruments suggest that the effects of exchange rate volatility could be positive or negative, meaning that no conclusive evidence is supported by a superior model (McKenzie, 1999) .
Drawing from empirical studies, the impact of exchange rate volatility on exports offers evidence of negative, positive, unidentified, or mixed effects, deriving into a field open to empirical findings. Umaru, Sa'idu, and Musa (2013) using three methods to examine the impact of volatility exchange rate on Nigerian exports such as OLS, Granger-Causality, and GARCH, find evidence of negative impact on exports due to volatility in the exchange rate. Serenis and Tsounis (2013) , looking at the specific case of Cyprus and Croatia, conclude that the volatility of the exchange rate harms export flows (both directions). Studies involving emerging Asian countries seem to conclude similar adverse effects on exports as a result of a volatile performance of the exchange rate in cases such as Korea -US trade (Baek, 2014) , East Asian emerging countries to advanced nations (Chit et al., 2010) , ASEAN -US trade (except for Indonesia, Ramli & Podivinsky, 2011) , East Asian countries (Pino et al., 2016) , Pakistan exports (Aftab et al., 2012) , and China-Japan exports (Nishimura and Hirayama, 2013) .
Among developing countries in the world, empirical studies covering Latin America (Arize et al., 2008) and Africa (Bahmani-Oskooee and Gelan, 2018) often find negative impacts from exchange rate uncertainty on exports, although the impact is more predominant on the short term than in the long run in the latest case.
While the amount of empirical evidence supporting the adverse effects of volatile currencies on trade is abundant, some studies also support positive effects or mixed effects across different commodity groups. The impact of exchange rate volatility on trade is positive in the case of Germany and the US (McKenzie, 1999) , or cases such as that of Chi and Cheng (2016) for exports from Australia to main Asian partners. Mordecki and Miranda (2018) find a negative effect from volatility to trade for Uruguay but do not find evidence on Chile and New Zealand from the 1990 to 2013 period. Mixed results are more often found in studies employing disaggregated data. In the bilateral trade between Brazil and the US , several industries were not affected by exchange rate volatility in the long run, while some among the affected ones respond positively to the uncertainty (Bahmani-Oskooee et al., 2013) . Sharma and Pal (2018) , using pooled mean group estimators and non-linear ARDL, conclude that in the long run, exports from India to the US, Germany, and China are harmed by nominal exchange rate volatility, although in the short run the effects are mixed. In the same line, Bahmani-Oskooee and Aftab (2017) find significant effects on exchange rate volatility for thirteen groups of products from Malaysia to the United States, pointing out a stronger presence of short-run effects over long-run, but also a lower willingness to trade when exchange rate volatility is higher.
Drawing from theory, differences on impacts could arise due to availability of hedging instruments (Hall et al., 2010) , by risk behavior of traders (McKenzie, 1999) , by the structure of producer-importer (Bahmani-Oskooee et al., 2013) , the level of international openness (Auboin and Ruta, 2013) , among other theoretical assumptions. Hall et al. (2010) conclude that emerging countries (EMEs) with open capital markets experience fewer fluctuations on trade flows due to volatility in the exchange rate, while less open developing countries promptly face larger negative pressures on trade. As noted in Cori c and Pugh (2010), while the volatility of the exchange rate imposes adverse effects in exports, the access to hedging tools helps to lower uncertainty and to lower the adverse effects on trade. Bahmani-Oskooee et al. (2015) find that smaller players in the US-Indonesia trade face stronger adverse effects due to exchange rate volatility versus larger companies which are more likely to employ hedging tools compared to smaller firms. Other cases, like that of China, show that impacts of exchange rates on exports are rather small as exports experience a pass-through into import prices (Li et al., 2015) .
Studies on exchange rate volatility and trade in Indonesia also offer mixed results. Asteriou et al. (2016) find a significant short-run effect on exports and imports in Indonesia due to volatility, but no significant effects on trade in the long-run. Besides, the deviations from long-run equilibrium are estimated to be corrected within 3-4 months. Although Asteriou et al. (2016) find a demand for total exports of Indonesia to be income inelastic, other studies at a more disaggregated level suggest a positive effect of incomes on trade, suggesting using disaggregated data. Additional studies in Indonesia suggest a negative impact from volatility on the exchange rate to exports (Chit et al., 2010; Do ganlar, 2002; Fitrianti, 2017) , although, at bilateral country-to-country case effects in the short and long run differ, in line with Tsen (2014) .
At the commodity level, Bahmani-Oskooee et al. (2015) find that 66% of the goods traded between the US and Indonesia are significantly affected by exchange rate fluctuations in the short-run, while a third expanded the effects until the long run. Nevertheless, Indonesian importers are more often and more significantly affected than American ones. However, only a few Indonesian exported goods are included in the study (none among those included in this paper). In the study of Fitrianti (2017) , total exports from Indonesia to Japan suffer amid exchange rate volatility in both the long and the short term, while exports to the US are positively influenced by exchange rate volatility in the short-run. The study of Ramli and Podivinsky (2011) also finds a positive effect of exchange rate volatility on exports from Indonesia to the United States, contrary to the effects experienced by the ASEAN neighbors. By contrast, Pino et al. (2016) find no conclusive evidence of the effects from exchange rate volatility to exports in Indonesia, while ASEAN neighbors experience adverse effects, similar to the results of Chit et al. (2010) where the results of Indonesia differ from the other sample countries.
In export demand functions, income and industrial activity are expected to be positively associated with trade flows. Empirically, studies such as those of Nishimura and Hirayama (2013) , explain that the effect of income growth in China positively influences the exports from Japan to China, perhaps lowering effects due to volatility. Similar effects are also proposed in the S. Korea -United States (Baek, 2014) , as well as in Chi and Cheng (2016) for Australia-Asia trade suggesting that income growth in Asian countries is an essential driver of exports for Australia in the long-term. Asteriou et al. (2016) supports that Indonesian exports are supported by income growth of partners, potentially absorbing adverse effects from exchange rate volatility.
The global financial crisis of 2008 affected the Indonesian economy and caused the Rupiah exchange rate to depreciate and to experience high volatility. Asteriou et al. (2016) estimate that the shock during the 2008-2009 period took nearly four months for Indonesia to return to long-run equilibrium, although shorter than other emerging countries like Mexico. Fitrianti (2017) also identifies a negative impact from external shocks to Indonesian exports, likely magnifying the negative effects on exports (besides exchange rate volatility).
A final note relates to the asymmetric effect of exchange rate volatility on trade. Applying an asymmetric approach on exchange rate volatility, Sharma and Pal (2018) illustrate that the effects of exchange rate volatility on Indian trade could influence volumes in either a positive and negative way. Some studies have employed asymmetric effects finding evidence of asymmetric movements in the effects of trade volumes due to exchange rate fluctuations (Bahmani-Oskooee and . Supported by a theoretical model on hysteretic behavior proposed by Baldwin and Krugman (1989) , methodologies allowing for asymmetric effects are also employed to analyze the effects of currency appreciation or depreciation, leading to changes in trade flows (Arize et al., 2017) .
Mirroring on the mixed findings of theoretical models and building on the mixed empirical results on exchange rate volatility, this study proposes an empirical exercise to analyze the effects of volatility of exchange rates on trade in Indonesia, focusing on top products and top country destinations where the size of exports could affect the overall export performance of Indonesia. A linear and non-linear ARDL model compare results at the aggregate level.
Exchange rate volatility
The literature on exchange rate volatility often employed three main approaches: the standard deviation approach (Chowdhury, 1993; Hayakawa and Kimura, 2009; Hooper and Kohlhagen, 1978; Nishimura and Hirayama, 2013) , the moving average of the standard deviation (Arize et al., 2000; Hall et al., 2010) , and the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) (Asteriou et al., 2016; Bahmani-Oskooee et al., 2015; Sharma and Pal, 2018) . The first two approaches may face estimation bias and fail to observe information generated in the error terms, potentially failing to capture the effect of large variance experienced in previous (lagged) periods (Serenis and Tsounis, 2013) , needed to estimate future volatility. By contrast, GARCH-type models have gained in popularity as they do much better in capturing the volatility by incorporating time-varying conditional variance (Sharma and Pal, 2018) , capturing the effects of volatility clustering in time series. Studies such as that of Nishimura and Hirayama (2013) employed both standard deviation and an exponential GARCH approach capturing similar results, although they do not derive unique implications in using either approach. Other papers such as that of Hall et al. (2010) find that the GARCH method captures a smaller standard error of volatility versus that of moving standard deviation. A possible explanation is that moving the standard deviation approach may not completely capture the stochastic error term of the volatility exchange rate. After testing for fitness criteria, this paper employs a GARCH approach to observe exchange rate volatility as it is more accurate and efficient to capture risk and the combine conditional variances.
Another common debate in the literature of exchange rate volatility is whether to employ real exchange rate data or a nominal exchange one. A substantial number of papers employ real exchange measurements as it could capture the volatility arising from the nominal exchange rate and relative prices Baek, 2014; Chi and Cheng, 2016) . Some studies successfully employed nominal exchange rates driving important considerations (Sharma and Pal, 2018) . However, the effects of nominal and relative price changes are not easy to isolate when data on prices are not widely available. Besides, real exchange rates capture the relative prices of goods, which may play an active role in the decision of trade volumes as it reflects the relative competitiveness of products. This paper employs real exchange rates to estimate volatility as well as to measure the impact of the bilateral exchange rate between trade partners. Although, the study also compares the nominal exchange rate when employing the asymmetric approach, finding no differences in a sign for the case of Indonesia -S Korea and Indonesia -India.
Since volatility is not directly perceived, it is estimated from the log of real exchange rate employing the GARCH approach (Engle and Bollerslev, 1986) . Following Gujarati and Porter (2009) the RER at time t depends on a constant value, a one-term lag (RER in the previous period, RER tÀ1 Þ, and the error term in time t (u t Þ.
where h 2 t indicates the conditional variance of u at time t, influenced by the squared error term in the previous period (ARCH term), and a conditional variance in the previous period (GARCH term). The GARCH (p,q) model helps to estimate the value of exchange rate volatility in Eq. (2). Eq. (1) is further employed to obtain the conditional variance of the volatility exchange rate for Eq. (2).
Although it is not necessary to perform a unit root test since the ARDL bounds test allows explanatory variables to be I(0) or I(1), it is required that the explanatory variables do not have a higher order of integration as that of I(2). Table 2 shows the result of the unit root test of the bilateral exchange rate for the five destination countries using the Augmented Dickey-Fuller (ADF) test and the Phillips-Peron test. The result indicates that real exchange rates on the five bilateral cases are stationary in the first difference suggesting to use the real exchange rate in the first difference condition. All variables of exchange rate are transformed into logarithmic forms (LnRER).
The next step is to determine the ARCH effect for each of the five countries. Table 3 shows the results of the ARCH effect test for China, India, Japan, South Korea, and the U.S. Each first-differenced variable of exchange rate allows using up to fourth lags. The Akaike's Information Criterion (AIC) and the Schwartz's Information Criterion (SIC) help to select the optimum models, based on the minimum value criteria. The results suggest that all the countries have an ARCH effect in their residuals. Subsequently, the ARCH-LM test describes that these models contain one of the classical assumption problems, i.e. heteroscedasticity, indicating the presence of volatility clustering in the data.
The presence of heteroscedasticity implies the autoregressive structure in the data, suggesting that the GARCH model can be used for modeling exchange rate volatility. The result for the fitted models of GARCH is presented in Table 3 , applying the AIC and SIC to choose optimum lag lengths. If the coefficients on the GARCH model in the ARCH-LM test are significant, and the p-value of chi-2 is less than alpha, then the combination of GARCH/ARCH is ideal. For example, the best GARCH model for the bilateral exchange rate for China is ARCH(1). The probability X 2 of the ARCH-LM test is higher than alpha, meaning that it is possible to reject the null hypothesis (no homoscedasticity) suggesting to accept the alternative hypothesis. Table 3 shows that all the variables are found stationary in level or first difference. The conditional bilateral real exchange rate volatility is depicted graphically in Figure 1, Figure 2 , and Figure 3 . After testing for stationarity, the ARDL method is employed to analyze the impact of exchange rate volatility on exports.
Models and methods
This study covers the period from 2006:01 to 2018:09, including exports of the eleven top products from Indonesia to the five largest export partners: China, India, Japan, S Korea, and the United States. The data consist of eleven Indonesia's primary export goods at the two-digit level of HS aggregation (Table 4) , all of them within natural-resource sectors.
Following Bahmani-Oskooee and , an export demand function is proposed as a function of income of trading partners, real bilateral exchange rates, and bilateral exchange rate volatility as:
Where EX IND I;t represents commodities exported from Indonesia to each of the five different partner countries. As commonly proposed in the literature (Sharma and Pal, 2018) , to proxy the income of the destination country, the Index of Industrial Production is proposed (IIP * t ). Meanwhile, RER t is the bilateral real exchange rate between the Rupiah Indonesia (IDR) and the five different currencies of the partner countries; Renminbi (CNY), Indian rupee (INR), Japanese Yen (JPY), South Korean Won (KRW), and the United States Dollar (USD). The bilateral real exchange rate is chosen to capture the impact of the exchange rate on Indonesia's export to the five partner countries. Following Bahmani-Oskooee and , the export demand function estimates the percentage change in exports when the rupiah depreciates or appreciates against other currencies. While some studies use relative prices to capture the ratio of prices goods or services against partners (Asteriou et al., 2016; Choudhry, 2005; Hall et al., 2010; Sharma and Pal, 2018) , data of prices in Indonesia at commodity level is limited. VOL t indicates the real exchange rate volatility, estimated via a GARCH approach. The IIP and the exchange rates data are available at the International Financial Statistics, while export flows are available in a monthly basis in the Trade Map dataset. We use the natural logarithm form (Ln) for all of variables.
In Eq. (3), the estimated value of β 1 is expected to be positive, as the coefficient of the Industrial Production Index suggests that a higher income level on the export destination country may encourage larger exports. On the other hand, β 2 could take a positive sign for the bilateral real exchange rate if the Indonesian Rupiah depreciates, leading to higher exports. Contrary, β 2 could be negative if the Rupiah depreciates, leading to a decrease in exports. Meanwhile, a negative estimated value of β 3 is expected to indicate that a higher fluctuation of the real exchange rate would decrease the volume of exports.
Autoregressive distributed lag (ARDL) model
Following Bahmani-Oskooee and Hegerty (2009), this study applies the ARDL approach to model export flows from Indonesia to the five main trade partners. A distributed model captures effects from the current Note: (a) standard error in parentheses; (b) p-value X2 of ARCH-LM for heteroscedasticity test has null hypothesis: "no ARCH effect"; (c) df 1 for p-value of X 2 ; (d) ***significance at 1%. period (time t), but also it carries effects from the lagged independent variables (X variables). The lags introduce a dynamic effect incorporated in Eq. (3) to distinguish the short-run effect of exchange rate volatility on export from the long-run effect, as in Bahmani-Oskooee and Aftab (2017). Following Pesaran et al. (2001) , the ARDL bound test is employed to specify Eq. (3) as an error correction model (ECM) in Eq. (4):
On Eq. (4) the first-differences represent the coefficient estimation in the short-term, while the long-run effects are represented by the δ 2 À δ 4 (lagged level) normalized on δ 1 in Eq. (4). A priori, we expect that β 2 and β 3 are positively associated with exports in period t. The ideal lag interval for the short term is taken based on the Akaike Information Criterion (AIC).
Technically, there is no need to perform unit root test since the ARDL bounds test allows explanatory variables to be I(0) or I(1). Nevertheless, because it is crucial not only to ensure that these variables do not have a higher order of integration than I(2) but also that the regressand is I(1), there is a need for unit root test.
Following Pesaran et al. (2001) , to validate the effect of long-run relation in the equation, we use the bound test and apply the F test to verify the presence of cointegration. A statistical value above the upper value I(1) of the bound test indicates that the null hypothesis "there is no cointegration" is rejected, leading to accepting the alternative hypothesis "there is cointegration" condition. To check for cointegration, the F test is applied to validate the joint significance of lagged variables. As noted in Pesaran et al. (2001) , two asymptotic critical values are proposed, with a lower bound assuming that variables are below I(0) levels, and an upper bound assuming that values are I(1). An F statistic above the upper bound critical value I(1) means that there is cointegration effect. A probability of ECM tÀ1 below the alpha 5% means there is cointegration effect. Once testing for cointegration, the ARDL model could be implemented to estimate the short run and the long-run effects among the variables that present significant cointegration.
As an additional diagnostic check, the Lagrange Multiplier (LM) test of residual serial correlation is applied, indicating a null hypothesis of "no serial correlation." The LM follows a χ 2 distribution with one degree of freedom (first-order). Furthermore, Ramsey's RESET test for misspecification model is proposed with the null hypothesis of "no misspecification." The RESET is distributed as χ 2 with one degree of freedom.
The Jarque-Bera (J-B) test for normality is also applied to test the distribution of residual with the null hypothesis of "residual has a normal distribution." Finally, the CU and CUQ test is applied for stabilization of the model using CUSUM and CUSUMQ. The result of S means "Stable," and U means "Unstable."
Empirical result
For a compact and more efficient way of reporting results, the shortrun Table 5 estimates for volatility and the long-run Table 6 estimates for all commodities, and all countries are displayed in single tables. Only significant results are displayed. Complete estimates are available upon request. Cointegration results are presented in each sub-section when the bilateral trade is analyzed. Table 5 shows the impact of real exchange rate volatility of exports from Indonesia to China in the short run. The results indicate that only two commodities out of eleven have a short-run impact on exports from Indonesia to China due to RER volatility, organic chemicals (negative), and plastics (positive). A negative sign of RER volatility suggests that exports are affected by high exchange rate volatility. In the case of organic chemicals, the effects are estimated within three months ahead. The negative effect may help to explain the decline of exports of organic chemicals as China account for 27.5% of the total Indonesian exports of organic chemicals. During periods of high RER volatility (e.g., crises 2008-2009), exports under code 29 decreased by 80 percent versus the previous period. Once the exchange rates stabilized, exports returned to previous levels.
Analysis of China
On the other hand, plastics and articles under code 39 have the opposite sign, leading to an increase of exports during periods of high volatility, contrary to what is expected, and suggesting that RER volatility offered room for additional profits. In the short run, traders within plastics are risk-takers as they continue to trade even though exchange rate volatility is high. The effect of RER volatility in plastics lasts in the long run. Plastics are the only commodity that displays significant positive RER volatility effects on exports to China (code 39, Table 6 ).
Regarding the other explanatory variables in the export demand function, in the long run, the impact of the Index of Industrial Production (IIP) has a significant positive effect on Indonesia's exports to China within six groups of products (fish, vegetable oils, ores, organic chemicals, inorganic chemicals, and paper). The combined value of exports of those five groups increased from US$ 1.06 billion in 2005 to more than US$ 6.25 billion in 2018. The positive effect of IIP to exports is as expected as it illustrates that improvements in the economic activity of China tend to increase exports from Indonesia to China. Growth in the economic activity of China appears as the primary driver of exports.
Meanwhile, in the long-run, the bilateral exchange rate has a significant negative impact on Indonesia's exports to China for seven out of the eleven product groups. A depreciation of the Rupiah against the Renminbi tends to weaken the exports from Indonesia, contrary to what is expected by theory. A possible explanation is that RER incorporates changes in relative prices, leading to a negative effect. Table 7 displays the diagnostic test for the model for China. The result of cointegration uses F-test and ECM t-1 . The null hypothesis "there is no cointegration" is rejected as the critical value is above upper critical I(0) value. The result shows that most of the products have long-run cointegration (10 goods out of 11). Furthermore, the value of ECM t-1 also indicates the presence of cointegration among the other variables included in the model. The ECM t-1 explains the speed of adjustment in the long-run equilibrium. As an example, a value of ECM t-1 on fish (code 3) equal to 0.489 implies that any deviation from the long-run equilibrium is corrected within two months (1/0.489). The LM-test helps to validate the serial correlation of residuals, suggesting that no sign of serial correlation present between residuals. The RESET test applied for mis-specification suggests that two goods present misspecifications (40 and 44). The J-B test shows that the results have a normal distribution in the residuals, while the CU-test suggests that all models are stable.
Analysis of India
Exports to India are next examined. There are four products with significant short-run RER volatility effects on exports (codes 26, 38, 40, and 47). RER volatility has a significant positive impact on exports of code 26 (ores), contrary to what is expected, although a risk-taker behavior of importers may support this effect. Meanwhile, RER volatility has a significant negative impact on exports of chemicals, rubber, and paper (codes 38, 40, and 47), signaling lower exports amid high RER volatility as traders may be risk-averse. The results are in line with a priori expectations, as theory suggests that trade flows may be affected by significant volatility. On the other hand, in the long run, volatility in RER has a significant negative impact on goods 15 (vegetable fats, mainly Crude Palm Oil), 26 (Ores), 40 (Rubber), and 47 (Pulp), all naturalresource based. The only product with a significant positive impact due to RER volatility, in the long run, is chemicals (38). The effect of RER volatility is carried from the short to the long run on products 26 (ores), 38 (miscellaneous Chemicals), 40 (rubber), and 47 (pulp of wood).
In the long term, similar to the case of China, the impact of the Industrial Production Index (IIP) is positive for five goods, meaning that high industrial activity in India is positively associated with exports of goods under codes 29, 40, 44, 47, and 48. Interestingly rubber and paper affected negatively by RER volatility experience compensations through economic activity.
The bilateral exchange rate between the Rupiah and the Indian Rupee displays mixed impacts on exports. During the period of analysis, the Indonesian Rupiah depreciated 25% in real terms against the Indian Rupee. Goods under codes 3 (fish), 28 (inorganic chemicals), 38 (organic chemicals), and 48 (paper) have a positive impact, meaning that a depreciation of the Rupiah against the Indian Rupee tends to increase exports (as expected) as real prices fell. An interesting point is that none of these goods is significantly affected by volatility. Nevertheless, rubber (40) and pulp (47) have the opposite effects, meaning a negative impact due to the exchange rate, both negatively affected by the volatility of RER, displaying different behavior towards risk.
The diagnostic test for India is displayed in Table 8 . The error correction term for pulp -0.792, implies that any deviation from the longrun equilibrium is compensated in 1.2 months (1/0.792). Most deviations are adjusted within a relatively short time, except for vegetable fats CPO (15), which take nearly four months to adjust. Considering that the largest export of Indonesia to India is CPO, a long period of adjustment may place pressure on the stability of exports. It is worth noting that India displays the largest exposure to volatility effects among all five partners. The remaining diagnostic tests suggest that most goods do not contain serial correlation, the models are stable and have no signs of misspecification.
Analysis of Japan
The results for Japan show that in the short term, the effect of exchange rate volatility only affects goods 26 (ores) and 47 (paper). Japan was the largest destination for Indonesian's ores. In the short term, exports of goods under codes 26 and 47 are highly responsive to exchange rate fluctuations in India and Japan. Meanwhile, in the long-term, exchange rate volatility only has an impact on exports of ores (code 26), indicating a strong relationship between short-term and long-term effects. RER volatility has large significant effects on exports of ores to Japan and India, on both short and long-term.
Furthermore, the effect of the index of industrial production in the long-run as a proxy for economic activity in Japan is significant only for exports of rubber (code 40) and paper (code 47). Overall, exports to Japan report a 35% growth during the period of study, a low level compared to other partners, likely as the Japanese economy slowed down. On the other hand, exports of ores (26) to Japan are not affected by the IIP, but they are influenced by the bilateral exchange rate between the Rupiah and the Yen. The RER coefficient shows a significant positive sign, which means that a depreciation of the Rupiah by 1 percent leads to an increase in exports of ores in 7.32 percent. Exports to Japan have low effects from RER volatility as Japanese importers may employ hedging to cover from risk, in line with other studies capturing Japan (Nishimura and Hirayama, 2013) .
The error correction term for Japan indicates longer periods of adjustment versus the average time of partners. Deviations from the longrun equilibrium of commodity 26 (ores) are back in place in 2.7 months (1/0.371). Adjustments for exports due to the RER volatility of chemicals, rubber, wood, and paper take five to ten months to return to equilibrium (see Table 9 ).
Analysis of Korea
The impact of short-term exchange volatility on Indonesia's exports to South Korea only affects commodities coded 38, 40, 47. Chemicals (38) and Rubber (40) have a lagged positive effect of one period (t-1), while paper experienced the effects after three terms (t-3).
In the long-run, RER volatility has a significant negative impact on exports of goods 26, 40, and 47. The effect of RER volatility for rubber (40) and paper (47) changed from positive in the short-run to negative in the long-run. The change in the direction of the effects may be associated with the ability of traders to adjust volumes or to shift to alternative sources in the long run, while it shows the inability to do so in the short run. In the case of rubber, with a 1 percent increase in RER volatility, it is expected to lead to a decline of 0.5 percent of exports in the long run. Furthermore, in the long run, exports of rubber to South Korea are negatively influenced by the bilateral exchange rate, meaning that a depreciation of the Rupia/Won exchange rate leads to a decrease in the export of rubber. On the contrary, oils (15), wood (44), and paper (48) are positively influenced by RER benefiting from a depreciated Rupiah, in line with theory. On the other hand, eight out of the eleven product groups have significant positive effects due to IIP in South Korea. As an example, an increase in the IIP index in 1 percent increases the demand for rubber goods at 1.2 percent. Table 10 displays the diagnostic case for the Korea model. All products have a significant coefficient in the error correction term, suggesting that deviations from long-run equilibrium levels are adequately corrected. Plastics, rubber, and wood present relatively more prolonged periods of adjustment (four to five months) versus the other goods.
United States
The results of exchange rate volatility on Indonesian exports to the United States in the short-term show that volatility only affects chemicals (38). The sign of the coefficient is positive indicating that a 1 percent increase in volatility will lead to an increase in exports of chemicals to the US by 0.27 percent. A possible reason why few goods are affected by short-term RER volatility arises as US importers may have access to risk hedging instruments as they enjoy a broader and deeper capital market (Bahmani-Oskooee et al., 2015) .
The results of the impact of RER volatility, in the long run, indicate that goods under codes 40, 44, and 48 experience a long-run significant effect. Exports of wood and charcoal have a negative effect due to RER volatility. However, the same products experienced a larger positive effect due to IIP and the real bilateral exchange rate. In the long run, a 1 percent increase in US IIP leads to an increase of 3.5 percent in exports of plywood and charcoal to the US (Table 11 ). Plywood and charcoal are highly elastic to industrial activity as they are related to construction (plywood) and energy. For group 44 (wood), a 1 percent depreciation of the Rupiah will lead to an increase by 0.9 percent, in line with the exchange rate theory as it lowers the prices abroad, driving buyers to increase orders.
Out of 11 groups of products, only wood (44) is positively associated with IIP in the United States (similar to Japan). Contrary to China, India, and South Korea, cases where larger economic activity of Asian countries (proxied by IIP) is the primary driver of exports. Slow IIP of American, South Korean, and Japanese economies is reflected in lower export growth of Indonesia to those economies. From 2006 to 2018, exports to China of the 11 goods increased by more than 300%, exports to India 215%, versus growth of 35% to Japan, 121% to America, and 88% to Korea.
Discussion
The pressure in the trade balance in Indonesia seems to be affected by a decline in exports of the eleven goods in this study. In , 2012 , exports of the top 11 goods to top five partners fell versus the previous year. In eight out of eleven sectors, exports to Japan ended at lower levels than those of the year 2006. Korea shows similar results, although with slightly better performance. By contrast, exports to China and India recorded growth versus 2006, while the US offered mixed results. More importantly, all goods experienced a period of large fluctuation in exports, with at least four years of negative growth. Products within rubber, wood, pulp, and paper recorded more than half of the years (6-8 years) of negative export growth to top partners (Figures 4 and 5) . From 2016 to 2017, exports of top products recovered, although, in 2018, there was an overall slowdown. Table 6 . Long-run coefficient estimates of ARDL export model to China, India, Japan, South Korea, and the US. Note: * significance level at 10%, ** significance level at 5%, and *** significance level at 1%.
The volatility of the exchange rate in both the short and long-term has stronger effects on products 26 (ores), 38 (chemicals), 40 (rubber), 47 (pulp), and organic chemicals (29) in the four Asian countries. In the short-run, exports to India are the most sensitive to volatility, reporting significant effects (mostly negative) in four out of eleven goods. Mining products fell notably, e.g., ores -30% (2012) and -73% (2014). In an analysis of impacts of exchange rate volatility on exports to Japan and the USA, Fitrianti (2017) finds that the introduction of an export regulation of 65 minerals in Indonesia was detrimental for exports to Japan both in short and the long run.
Exports of vegetable oils experienced large negative RER effects in the long run, particularly for India (largest destination of CPO) and China, causing a substantial drop in exports. Inorganic chemicals, plastics, rubber, and paper also experience adverse effects in the long-run associated with real exchange rates (depreciation). The negative effect is opposite to the expected outcome, as a depreciation of the rupiah is expected to lead to more exports, not to less. On the other hand, the exchange rate (RER) affected consistently and positively the exports of Indonesia of fish (to India and Japan), paper (India and Korea), and wood-charcoal (India and Korea). The positive effect is in line with the exchange rate theory.
The long-run effects of volatility of RER in exports are greater to India and South Korea than to the other countries. For China and Japan, only one group of products experienced long-run effects due to volatility Notes: * significance level at 10%, ** significance level at 5%, and *** significance level at 1%. Notes * significance level at 5%, ** significance level at 1%, and ** significance level at 10%. Notes: * significance level at 10%, ** significance level at 5%, and *** significance level at 1%.
(plastics), while the USA reported three groups (rubber, wood, and paper). Three products did not report any impact on exports due to RER volatility: fish, inorganic chemicals, and organic chemicals. Those goods are more differentiated and are less exposed to price volatility, possibly in line with the findings of Fitrianti (2017) , where manufactured goods to the US were less exposed to volatility. Plastics (China), chemicals (India), and wood (US) only reported one country case with significant effects due to volatility. Ores reported the largest effects due to volatility with three countries: India, Japan, and Korea, perhaps explaining the high fluctuations in exports during the entire period of study. Additional pressures due to the rise/fall in prices of commodities under ores (Hegerty, 2016) , slow demand in Asian markets, and restrictive trade policy from Indonesia (Fitrianti, 2017) may have contributed to the poor performance of ores.
Aggregate data analysis and robustness test: symmetric and asymmetric effects on exports
The effects at the commodity level are compared versus the effects at the aggregate level employing both symmetric and asymmetric approaches. The comparison helps to observe if effects follow a similar direction at the aggregate level and test whether the aggregate effects are asymmetric, following Bahmani-Oskooee and Aftab (2017) . Besides, the exercise helps as a robustness test, highlighting the behavior of traders towards risk. The concept of asymmetric impacts considers that under the presence of volatility of exchange rate, traders could react positively or negatively to fluctuations, not necessarily following the same direction of effects and not always being a proportionate reaction to changes in the volatility of RER.
To model the asymmetric effects on Indonesian exports, the volatility of the exchange rate ðΔLnVol t Þ in Eq. (4) Shin et al. (2014) . Increasing volatility (positive) is measured based on a partial sum of positive change denoted by LnVOL pos , while the decreasing volatility (negative) is based on the partial sum of negative change denoted by LnVOL neg .
Volatility in Eq. (4) is replaced by the positive and negative partial sums (Eq. 5) and expressed on a non-linear ARDL approach as below:
Following Sharma and Pal, 2018 the presence of long-run cointegration in Eq. (6) is tested H 0 : δ 1 ¼ δ 2 ¼ δ 3 ¼ δ 4 ¼ δ 5 ¼ 0 and compare to the upper and lower bound values provided in Shin et al. (2014) . The Wald test helps to test for the presence of long-run asymmetric effects against: δ 4 ¼ δ 5 ¼ 0. Table 12 illustrates the long-run estimates for export demand function for real exchange rate volatility employing a symmetric Notes: * significance level at 10%, ** significance level at 5%, and *** significance level at 1%. Notes * significance level at 10%, ** significance level at 5%, and *** significance level at 1%.
approach, and Table 13 illustrates the long-run estimates using asymmetric approach.
Symmetric effect of exchange rate volatility
The long-run estimates for aggregate top exports suggest that volatility in exchange rates harms exports from Indonesia to India, Japan, South Korea, and the US, while it supports exports to China. The negative long-run RER volatility effects suggest the need for policymakers to look closely at volatility as it can hurt exports, considering instruments (e.g., hedging) to manage uncertainty. At the product level, several goods exported to India, Japan, and South Korea also report negative effects. RER volatility has a consistent negative effect in exports of ores, rubber, and pulp to at least two countries (the largest destination markets). Exports of ores to India, Japan, and Korea fell considerably during the period of study, likely affected by volatility.
Furthermore, aggregate exports are positively associated with industrial production for China, India, and Korea, while Japan and the US are not significant. An improvement in the IIP may be the largest driver of exports from Indonesia, signaling that prospects of weak economic activity in foreign markets can suggest low demand for Indonesia exports. The results are in line with those at the commodity level in which Japan and the US have only a few goods significantly affected by IIP. On the other hand, exports are negatively related to the real bilateral exchange rates to China, South Korea, and the US, suggesting that a weak Rupiah has not supported exports, although theoretically, the contrary is expected. Only exports to Japan are positively associated with a depreciation of the Rupiah. At the product level, most goods reporting significant effects exported to China, and the US displayed negative effects (same sign as in the aggregate level). Japan, South Korea, and India offered mixed results. At the product level, the exchange rate has a positive effect on exports in fish, wood, and paper, suggesting that a weakening of the Rupiah can help to increase exports within those groups. Nevertheless, there is a negative impact in exports of plastics and mixed results in all other goods, suggesting that the effect of RER volatility is product specific.
In previous studies, the depreciation of the Rupiah displays a negative impact on exports (Pino et al., 2016) . A possible reason why a depreciated Rupiah does not lead to higher exports is related to changes in prices and slow global demand, potentially linked to the exchange rate of Indonesia (Pino et al., 2016) . The period of analysis covers a period where commodities as crude palm oil (CPO) and ores experience sharp fluctuations, and global demand slowed down (Hegerty, 2016) .
Asymmetric effect of exchange rate volatility
Employing the demand function (Eq. 6), this section tests whether there are signs of asymmetric effects of RER volatility on exports from Indonesia. To illustrate, the cases of India and South Korea are presented as they show the largest number of goods with significant effects of symmetric volatility in the long run (Table 6 ). The NARLD results are presented in Table 13 .
As for exports to India, the asymmetric effects of both positive and negative volatility harm Indonesia's exports to India. The symmetric results indicate that exports to India have a significant negative effect in both the long and the short run, in line with asymmetric results. Nevertheless, the asymmetric effects are higher under the presence of negative volatility, while the positive volatility has a slightly lower impact on exports. This condition is similar to those at the product level where four goods (code 15, 26, 40, 47) report negative impact on RER volatility on Indonesia's exports to India in the long term (Table 6 ). The asymmetric effects imply that under the presence of either positive or negative RER volatility, exports to India will decline as traders are risk-averse, adjusting the demand for goods amid uncertainty in the currency level.
For South Korea, RER volatility in the symmetric model has a negative significant effect on the long run and a positive effect in the short run. Nevertheless, when the asymmetric analysis is employed, the effects in both the short and the long run become significantly negative for both positive and negative RER volatility. The coefficient for positive volatility is larger than the negative one. At the product level, there are four goods (codes 26, 40, 47, 48 ) that experience a negative impact due to RER volatility in the long term, somehow in line with asymmetric results. The results highlight that exchange rate volatility has an asymmetric impact on exports from Indonesia to South Korea, with cross-border trade being more vulnerable to positive volatility.
As for the United States, asymmetric effects due to volatility are negatively significant for both positive and negative RER volatility. The striking point is that asymmetric effects in exports from Indonesia to India, South Korea and the US exist, signaling adverse effects in all. The implication is that stability in the Indonesia Rupiah is crucial for exports as volatility below or beyond long term level tends to depress exports.
Finally, we test whether using nominal instead of real exchange rate can affect the signs on the coefficients when employing asymmetric analysis. However, both real and nominal exchange rate volatility offers the same signs in the short run and long-run effects (results available upon request). Notes: p-value in parentheses. * significance level at 10%, ** significance level at 5%, and *** significance level at 1%. Note. standard error in parentheses, * significance level at 10%, ** significance level at 5%, and *** significance level at 1%.
Conclusion
This study analyzes the impact of exchange rate volatility on Indonesia's main export products to the five largest trade partner countries, namely China, India, Japan, South Korea and the United States, covering the period of 2006-2018. This study uses the GARCH model to estimate the value of exchange rate volatility. Meanwhile, the ARDL approach is employed to measure the effect of exchange rate volatility on exports to main destination countries, both in short and the long-term. Besides, the study estimates the effects of exchange rate volatility at the aggregate level, comparing linear ARDL and nonlinear autoregressive distributed lag NARDL models.
At the aggregate level, exports are positively associated with industrial production for China, India, and Korea, while Japan and the US are not significant. Exports are negatively related to the Real Bilateral Exchange rate in exports to China, South Korea, and the US, suggesting that a weak Rupiah has not supported exports, contrary to what is expected by theory. Only exports to Japan are positively associated with a depreciation of the Rupiah. The long-run estimates for overall top exports suggest that volatility in exchange rates harms exports to India, Japan, South Korea, and the US, but supports exports to China.
At the commodity level, the results of the exchange rate volatility are mixed. Exchange rate volatility has a significant effect on exports of commodities under codes 26 (ores), 38 (chemicals), 40 (rubber), and 47 (pulp paper) to India, Japan, South Korea, and the United States, either in the short or long-run. In the meantime, the exchange rate volatility in China only affected plastics goods (code 39). In India, exchange rate volatility affects the largest export commodity groups under codes 26 (ores), 38 (chemicals), 40 (rubber), and 47 (pulp of wood) in both the short and long-term and vegetable oils (15) on the short run. Meanwhile, exports of ores to Japan face negative short and long-term exchange rate volatility. Exchange rate volatility has an influence on commodity exports of codes 40 (rubber) and 47 (pulp of wood) both in the short and long term to South Korea, although in the opposite direction. Exports to the United States face volatility effects on chemical goods (code 38), rubber (40), wood-charcoal (44), and paper (48). Nevertheless, none of the largest export groups to the countries included face effects due to volatility for China.
In the model, the Index of Industrial Production (IIP) has a strong long-term effect in exports in several products for China, India, Japan, and South Korea, while not for the United States (US), suggesting a drive-in export due to Asian demand for goods. Exports of oils (HS 15) experienced large adverse effects in the long-run due to RER, particularly for India (largest destination of CPO) and China, causing a significant drop in exports. Inorganic chemicals, plastics, rubber, and paper also experience negative effects in the long-run due to real exchange rates, the opposite to the expected one. The exchange rate effects are consistent (positive) in exports of Indonesia of fish (to India and Japan), paper (India and South Korea), and woodcharcoal (India and South Korea).
It is worth noting that top exports are all natural-resource based and for instance, may be exposed to global prices. The negative balance of trade faced by Indonesia is often associated with the drop-in exports in the eleven goods included in this paper, some possibly affected by volatility and real exchange rate. Trade with the top fastest export markets, India and China, is more sensitive to volatility and exchange rates (India) and negatively related to the real exchange rate (China).
Finally, the NARDL approach indicates that exchange rate volatility has a negative asymmetric effect on exports from Indonesia to India, South Korea, and the United States. The results suggest that monetary policy supporting a stable Rupiah is essential in order to maintain exports of top Indonesian goods to top partners, while uncertainty tends the depress demand for exports.
