Abstract. In this paper, we establish Liouville correspondences for the integrable two-component Camassa-Holm hierarchy, the two-component Novikov (Geng-Xue) hierarchy, and the two-component dual dispersive water wave hierarchy by means of the related Liouville transformations. This extends previous results on the scalar Camassa-Holm and KdV hierarchies, and the Novikov and Sawada-Kotera hierarchies to the multi-component case.
Introduction
This paper is concerned with Liouville correspondences for integrable hierarchies of multicomponent systems possessing nonlinear dispersion, extending the previous work on scalar hierarchies [29, 30, 36, 48] . Specifically, we shall establish the Liouville correspondences among several multi-component integrable hierarchies, generated respectively by the twocomponent Camassa-Holm system, the two-component Novikov system, also known as the Geng-Xue system, as well as the two-component dual dispersive water wave system.
A basic idea for investigating the integrability of a new system is to establish its relationship with a known integrable system through some kind of transformation, including Bäcklund transformations, Miura transformations, gauge transformations, Darboux transformations, hodograph transformations, Liouville transformations, etc. Application of an appropriate transformation enables one to derive solutions and analyze the integrability properties for the system under consideration through adaptation of known solutions and integrable structures. Among these vital features of integrability, the spatial isospectral problem in the Lax-pair formulation [35] plays a dominant role in the construction of solitons using inverse scattering transform, as well as the long-time behavior of solutions by virtue of the Riemann-Hilbert approach. Usually, the transition from one isospectral problem to another through a change of variables can be identified as a form of Liouville transformation; see also [49] and [51] for this terminology. It is then expected that such a Liouville correspondence can be used to establish an inherent correspondence between the associated integrability properties, including symmetries, conserved quantities, soliton solutions, Hamiltonian structures, etc.
In recent years, the intense interest in integrable systems of Camassa-Holm type has resulted from their novel properties, including nonlinear dispersion, (usually) supporting non-smooth soliton structures, such as peakons, cuspons, compactons, etc., and their ability to model wave-breaking phenomena. Previous investigations have established a variety of Liouville correspondences between integrable hierarchies of Camassa-Holm type and certain classical integrable hierarchies. The most well-studied example is the Camassa-Holm (CH) equation m t + 2u x m + um x = 0, m = u − u xx , (1.1)
that has a quadratic nonlinearity [2, 3, 8, 17] . In [36] and [48] , the Liouville correspondence between the entire CH hierarchy induced by (1.1) and the usual Korteweg-de Vries (KdV) hierarchy was established. Moreover, this provides a correspondence between the Hamiltonian functionals of the two hierarchies [36] . Furthermore, [37] , the Liouville transformation also relates their smooth traveling wave solutions. The modified Camassa-Holm (mCH) equation [55] 
is a prototypical integrable model with cubic nonlinearity, which presents several novel properties, as described, for instance, in [5, 21, 29, 41, 42, 46] . The Liouville correspondence between the integrable mCH and modified Korteweg-de Vries (mKdV) hierarchies, including the explicit relationships between their equations and Hamiltonian functionals, was established in [29] . In contrast to the CH-KdV situation, the analysis in [29] is based on the interrelationship between the respective recursion operators and the conservative structure of the mCH hierarchy. Furthermore, with the respective Liouville correspondences between the CH-KdV hierarchies and the mCH-mKdV hierarchies in hand, a novel transformation mapping the mCH equation (1.2) to the CH equation (1.1) was constructed [29] . It is worth noting that all of the equations in the CH, mCH, KdV, and mKdV hierarchies are of bi-Hamiltonian form. Moreover, the two Hamiltonian operators for the CH and mCH integrable hierarchies can be constructed from those of the KdV and mKdV hierarchies, respectively, using the method of tri-Hamiltonian duality, established in [15, 16, 55] . This approach is based on the observation that most standard integrable equations which possess a bi-Hamiltonian structure, actually admit a compatible trio of Hamiltonian structures through an adapted scaling argument. Recombinations of the members of the compatible Hamiltonian triple will generate different types of bi-Hamiltonian integrable systems, which admit a dual relationship. The tri-Hamiltonian duality relationships aid us to establish corresponding Liouville correspondences in the CH-KdV and mCH-mKdV cases as shown in [29] and [36] .
For the integrable hierarchies possessing generalized bi-Hamiltonian structures, i.e., compatible pairs of Dirac structures [11] , or which do not admit tri-Hamiltonian duality, establishing the relevant Liouville correspondences is more challenging. Nevertheless, such Liouville correspondences are to be expected whenever Liouville transformations between the associated isospectral problems are provided. In this case, the Novikov and DegasperisProcesi (DP) [9, 10] integrable hierarchies are two representative examples. The Novikov integrable equation with cubic nonlinearity [26, 50] 
is associated with a third-order isospectral problem. In [26] , Hone and Wang employed a Liouville transformation to convert its isospectral problem into that of the Sawada-Kotera (SK) equation [7, 57] 
Even though the Novikov hierarchy is bi-Hamiltonian [26] , its Hamiltonian operators do not support the tri-Hamiltonian duality construction, especially one that relates to the Hamiltonian operators of the SK equation. Moreover, the SK equation (1.4) exhibits the generalized bi-Hamiltonian formulation with the corresponding hierarchy generated by the recursion operator, which is the composition of symplectic and implectic operators that fail to satisfy the conditions of non-degeneracy or invertibility [18] . Therefore, producing a Liouville correspondence for the Novikov integrable hierarchy requires a more delicate analysis. In [30] , using the Liouville transformation and several operator decomposition identities, we were able to establish a Liouville correspondence between the Novikov and SK integrable hierarchies. In a similar manner, using a certain Liouville transformation proposed in [9] and [25] , a similar correspondence between the DP and Kaup-Kupershmidt [33] hierarchies was also established in [30] . Let us now turn our attention to multi-component integrable systems of Camassa-Holm type. One important example is the well-studied two-component CH (2CH) system [4] 5) which arises as an integrable shallow water model [6] . The system (1.5) is of significant interest, since it exhibits nonlinear interactions between the free surface and the horizontal velocity components, and can model the phenomenon of wave breaking; see, for example, [12, 13, 14, 19, 20, 23, 24, 47, 56, 58, 59] . The 2CH system (1.5) is completely integrable and arises from the compatibility condition of the Lax-pair formulation [6] 
(1.6)
A particular Liouville transformation proposed in [4] will convert (1.6) into
which is the Lax-pair formulation of the following integrable system
ρ yyy + 2ρ y Q(τ, y) + 2(ρ Q(τ, y)) y = 0.
(1.8)
In [4] , taking into account the structure of spectrum in its Lax-pair formulation (1.7), the system (1.8) is recognized to be the first negative flow of the AKNS hierarchy [1] . Moreover, the 2CH system (1.5) is bi-Hamiltonian -and so the compatible Hamiltonian operators recursively generate the entire 2CH integrable hierarchy, with (1.5) forming the second flow in the positive direction. Moreover, the bi-Hamiltonian structure can be derived from that of the Ito system [27] using the method of tri-Hamiltonian duality [55] . On the other hand, even though the 2CH and Ito integrable systems are in tri-Hamiltonian dual relationship, unlike the CH-KdV and mCH-mKdV cases, the Liouville correspondence between these two hierarchies is unexpected, because the transformation between the corresponding isospectral problems is not evident. Nevertheless, one expects to be able to establish a Liouville correspondence between the 2CH hierarchy and a second integrable hierarchy involving integrable system (1.8) as a particular member in the negative direction.
To achieve this goal, we need to overcome several new difficulties. First of all, the integrable structures, including the recursion operator and Hamiltonian operators, for the hierarchy that includes system (1.8) as a negative flow is unclear. Chen et al [4] also did not clarify the required integrability information. On the other hand, as in the scalar case, the verification of the Liouville correspondence relies on an analysis of the underlying operators, which in the multi-component case, are of matrix form and hence a more careful calculation of the nonlinear interplay among the various components is required. In the present paper, we elucidate the entire integrable hierarchy, which we call associated with the system (1.8), which forms the first negative flow in what we will refer to as the associated two-component Camassa-Holm (A2CH) hierarchy. We further demonstrate its bi-Hamiltonian structure and establish a Liouville correspondence between the 2CH and A2CH hierarchies. Furthermore, we find that the second positive flow of the A2CH integrable hierarchy is the following integrable system
which belongs to the integrable family studied in [28] and can be recognized as an integrable system of Kaup-Boussinesq type describing the motion of shallow water waves [32] . The Novikov equation (1.3) has the following two-component integrable generalization 9) which was introduced by Geng and Xue [22] , and so is referred to be the Geng-Xue (GX) system; see [43] and references therein. As a prototypical multi-component integrable system with cubic nonlinearity, the GX system (1.9) admits special peakon solutions and has recently attracted much attention [38, 39, 40, 43, 44] . In [38] , it was shown that there exists a certain Liouville transformation converting the Lax-pair of the GX system (1.9) into the Lax-pair of the following integrable system 10) where q = v m 2/3 n −1/3 and p = u m −1/3 n 2/3 . The system (1.10) is bi-Hamiltonian, whose structure is derived in [38] . We shall elucidate the entire associated Geng-Xue (AGX) integrable hierarchy in which (1.10) is the first negative flow. We also establish a Liouville correspondence between the integrable GX hierarchy generated by (1.9) and the AGX hierarchy.
Finally, we consider the dual dispersive water wave (dDWW) integrable system 11) which was recently derived, [31] , from the dispersive water wave integrable system introduced by Kuperschimdt [34] , using tri-Hamiltonian duality. The dDWW system (1.11) possesses a bi-Hamiltonian formulation and admits a variety of non-smooth soliton solutions [31] . We find a transformation to establish a Liouville correspondence between the dDWW integrable hierarchy generated by (1.11) with an associated dDWW integrable hierarchy. We provide the bi-Hamiltonian characterization for such associated dDWW integrable hierarchy and explore the explicit relationship between their flows and Hamiltonian functionals. This section is concluded by outlining the rest of the paper. In Section 2, we first present a Liouville transformation relating the isospectral problems of the 2CH and A2CH integrable hierarchies. Next, we exploit the Liouville transformation to establish the one-to-one correspondence between the flows of the 2CH and A2CH hierarchies. Furthermore, we establish the relationship between the Hamiltonian functionals appearing in the 2CH and A2CH hierarchies. In Sections 3 and 4, we similarly investigate the Liouville correspondences for the GX and dDWW integrable hierarchies, respectively. 
which follows as the compatibility condition of the Lax-pair formulation
with the spectral parameter λ. It was proved in [4] that the reciprocal transformation
converts the isospectral problem (2.2) into
The linear equations (2.4) have the form of a Lax pair, and the resulting compatibility condition Φ yyτ = Φ τ yy gives rise to the following integrable system
Therefore, the anticipated Liouville correspondence between the 2CH system (2.1) and integrable system (2.6) is provided by the reciprocal transformation (2.3) and the change of dependent variables (2.5). On the other hand, due to the spectral structure in (2.4), the system (2.6) can be viewed as the first negative flow of some specific integrable hierarchy that obeys the isospectral problem (2.4), that will be referred to as the associated 2CH (A2CH) hierarchy in this paper.
2.2.
The Liouville correspondence between the 2CH and A2CH hierarchies. Motivated by these results, we are led to generalize the Liouville correspondence between the systems (2.1) and (2.6), to their respective entire integrable hierarchies. More precisely, we propose the following Liouville transformation
First, the 2CH system (2.1) can be expressed in the bi-Hamiltonian form [55] 
with compatible Hamiltonian operators
The associated Hamiltonian functionals are
According to Magri's theorem [45] , the Hamiltonian pair induces the hierarchy
10) of commutative bi-Hamiltonian systems, based on the corresponding Hamiltonian functionals H n = H n (m, ρ). The members in the hierarchy (2.10) are obtained by successively applying the recursion operator R = K J −1 to a seed symmetry [52, 54] . The positive flows of (2.10) begin with the seed system
and the 2CH system (2.8) is the second member. Observe that the Hamiltonian operator K admits a Casimir functional
which leads to an associated Casimir system
which serves as the first negative flow for the hierarchy (2.10) and has the explicit form
Applying the inverse recursion operator R −1 = J K −1 successively to (2.12) produces the members in the negative direction of (2.10), having the form
Furthermore, we will demonstrate, in Lemma 2.3 below, that the A2CH integrable hierarchy involving system (2.6) is actually generated by the following recursion operator
Successively applying R to the usual seed symmetry K 1 = (−Q y , −P y ) T produces the positive flows of the A2CH integrable hierarchy:
On the other hand, in the negative direction, since the trivial symmetry K 0 = (0, 0)
T satisfies R K 0 = K 1 , the negative flow at stage n ∈ Z + takes the form
In particular, the first negative flow, n = 1, in (2.16) takes the explicit form
More precisely, the system (2.6) arising from the compatibility condition of the Lax-pair formulation (2.4) is a reduction of the first negative flow (2.17). Furthermore, the second positive flow, for n = 2, of the A2CH hierarchy in (2.15) is
which can be obtained by the y component of the Lax-pair formulation (2.4) together with
In [28] , Ivanov and Lyons introduced the following general Lax-pair formulation
where κ is an arbitary constant, leading to the integrable system
If κ = 0, then the resulting system is exactly (2.18) up to a change of variables u = P , v = −Q and τ = 2t. Moreover, a change of dependent variable
converts (2.18) into
which has the form of a Kaup-Boussinesq system considered in [32] . Hereafter, we denote, for a positive integer n, the n-th equation in the positive and negative directions of the 2CH hierarchy (2.10) by (2CH) n and (2CH) −n , respectively, while the n-th positive and negative flows of the A2CH hierarchy are denoted by (A2CH) n and (A2CH) −n , respectively. With these notations, we are in a position to state the main result on the Liouville correspondence between the 2CH and A2CH hierarchies as follows.
Theorem 2.1. Under the Liouville transformation (2.7), for each integer n, the (2CH) n+1 equation is mapped into the (A2CH) −n equation.
The proof of this theorem relies on the following two preliminary lemmas. Lemma 2.2. Let (m(t, x), ρ(t, x)) and (Q(τ, y), P (τ, y)) be related by the transformation (2.7). Then the following operator identities hold:
Proof. First of all, in view of the transformation (2.7), one has
y . We thus arrive at
proving the first identity in (2.19). Next, from (2.20), one has
y , and then the second identity in (2.19) follows. Finally, a direct computation shows that
verifying the third identity in (2.19).
Lemma 2.3. Let K and J be the two compatible Hamiltonian operators given in (2.9) for the 2CH integrable hierarchy. Then, for each positive integer n,
through the transformations (2.7), where the operator R is defined by (2.14) and
Moreover, R is not only a hereditary operator itself, but also the recursion operator for the A2CH hierarchy with positive flows given by (2.15) and negative flows by (2.16).
Before proving Lemma 2.3, we give a brief remark on the notion of hereditary operators in the two-component setting. Let A denotes the space of differential functions, depending only on the indicated dependent variables and their spatial derivatives, while A n denotes the corresponding space of n-component differential functions. An operator, say R as in (2.14) for instance, is called a hereditary operator if and only if it satisfies the condition
The following proposition, proved in [17, 54] , describes how a hereditary operator serves as the recursion operator of an integrable hierarchy.
Proposition 2.4. Assume that the hereditary operator R and the system
24)
satisfy the condition
25)
where R τ is the time derivative of R and D G1 is the Fréchet derivative of G 1 , so that R is the recursion operator for (2.24). Then, R is also the recursion operator for each flow in the assocaited hierarchy
Proof of Lemma 2.3. We prove (2.21) by induction. For the case n = 1, in view of the forms of K and J , we obtain
which together with the second and third equations in (2.19) leads to (2.21) for n = 1. Next, assume that (2.21) holds for n = k with some k ∈ Z + . Then for n = k + 1, one has
which establishes the induction step and thus verifies (2.21) holds for any integer n ≥ 1. According to Proposition 2.4, to prove that the operator R serves as a recursion operator for the entire A2CH hierarchy, we first verify that R is a recursion operator for the seed system
In order to prove (2.25), on the one hand, the relevant Fréchet derivative is
On the other hand, with respect to (2.26), we have
Furthermore, the commutator in (2.25) satisfies
which verifies (2.25) and demonstrates that R is a recursion operator for (2.26). Finally, a direct and tedious calculation shows that R satisfies the hereditary property (2.23). This, together with the fact that R is a recursion operator for the seed system (2.26) suffices to prove that it is a recursion operator for each flow in the A2CH integrable hierarchy, which completes the proof of this lemma.
Proof of Theorem 2.1. First, we compute the t-derivatives of the functions Q(τ, y) and P (τ, y) appearing in the Liouville transformation (2.7). More precisely,
On the other hand, note that Q given in the transformation (2.7) can be rewritten in the following compact form
which implies
by using the operator identity (2.19). Thus, combining with (2.27) and (2.28), we obtain
Similarly,
and hence
where A is defined in (2.22). Next, consider the (2CH) −n system (2.13) for n ≥ 1. The second identity in (2.19) and the transformation formulae (2.7) imply that the first negative flow (2.12) of the 2CH hierarchy satisfies
and hence the n-th negative flow (2.13) can be written as
Plugging (2.30) into (2.29) and using the formula (2.21), we arrive at
Therefore, for each n ≥ 1, if m(t, x), ρ(t, x) is the solution of the (2CH) −n system (2.13), then the corresponding Q(τ, y), P (τ, y) solves the (A2CH) n+1 system (2.15). Moreover, for 0 ≤ n ∈ Z, substituting the (2CH) n+1 system in the positive direction
into (2.29) yields
Then, we let the operator R n to act on the both sides of the above system, and use the formula (2.21) again, to deduce that
where the operation K −1 m x , ρ x T = 1, 0 T is used. We conclude that, for each n ≥ 0, if m(t, x), ρ(t, x) is the solution of the (2CH) n+1 system (2.31), then the corresponding Q(τ, y), P (τ, y) solves the (A2CH) −n system (2.16). Finally, if m(t, x), ρ(t, x) solves the (2CH) 0 system, then the corresponding Q(τ, y), P (τ, y) satisfies
which implies that Q(τ, y), P (τ, y) is the solution of the (A2CH) 1 system.
2.3.
The correspondence between the Hamiltonian functionals of the 2CH and A2CH hierarchies. In this subsection, we investigate the correspondence between the Hamiltonian functionals appearing in the 2CH and A2CH hierarchies. We first consider the effect of the Liouville transformation on the Hamiltonian operators. To do this, we need some relevant results found in [53, 54] . In [53] , a general transformation formula for scalar Hamiltonian operators under a change of variables was provided, which can be directly generalized to the multi-component case.
Consider an n-component system of equations
where
n is an n-component differential function depending on m and their x-derivatives up to a given order. Assume that system (2.32) and another n-component system involving the dependent variable Q: 33) where K(Q) = K 1 (Q) , . . . , K n (Q) T ∈ A n , are related by the following coordinate transformation 
where T is the n × n matrix operator with entries
36)
and T * is its (formal) L 2 adjoint. Here, D x denotes the total derivative with respect to x, while D I,mj and D Fi,mj are the Fréchet derivatives of I and F i with respect to m j .
We adapt the proof of Theorem 2.5 in the scalar case given in [53] , using the following lemma [54] . where T * is the formal adjoint of the operator T given in (2.36).
Proof of Theorem 2.5.
is a Hamiltonian system in the m(t, x) variable, then the corresponding evolution equation in the Q(τ, y) variable will also be Hamiltonian 39) with the Hamiltonian operator D given in (2.35). To prove this, we first write the transformation (2.34) in implicit form
Next, taking the t-derivative of each equation in the system (2.40) yields
where D Bi,m k and D Bi,Q k are the Fréchet derivatives of B i with respect to m k and Q k , respectively. For convenience, the above expression can be written in vectorial form:
From the transformation (2.40), B m = −Λ(m) −1 T. This immediately gives rise to
Finally, assembing (2.38) and (2.39), together with formula (2.37) verifies (2.35), completing the proof of the theorem.
A direct application of the above theorem is to derive a compatible pair of Hamiltonian operators for the A2CH integrable hierarchy, which is generated by the recursion operator R in (2.14), from the given Hamiltonian operators K and J (2.9) of the 2CH integrable hierarchy. Indeed, due to transformation (2.7), the function Λ(·) given in (2.34) takes the form Λ(m, ρ) = ρ. Additionally, the operator defined in (2.36) is given by
with adjoint
We conclude that the resulting pair of Hamiltonian operators for the A2CH hierarchy are
where L = ∂ 3 y +2Q∂ y +2∂ y Q, and hence the A2CH hierarchy can be written in bi-Hamiltonian form. In the positive direction,
with, for example,
Remark 2.7. It follows from (2.14) and (2.42) that
This formula provides an alternative decomposition of the recursion operator R, differing from the one given in Lemma 2.3. Now, with the two pairs of Hamiltonian operators {K, L} and {K, L} in hand, Magri's theorem enables us to recursively construct an infinite hierarchy of Hamiltonian functionals. In the 2CH setting, these are determined by the recursive formula
whereas for the A2CH hierarchy they satisfy
In order to establish the correspondence between the respective hierarchies of Hamiltonian functionals H n andH n , we require a formula which clarifies the correspondence between their variational derivatives.
Lemma 2.8. Let {H n } and {H n } be the hierarchies of Hamiltonian functionals determined by the recurrence formulas (2.44) and (2.45), respectively. Then their corresponding variational derivatives satisfy
Proof. We first prove (2.46) for n ≥ 1 by induction. Since in the 2CH setting, H −1 = H C (m, ρ), the Casimir functional given in (2.11), then δH −1 = δH C = ρ −1 , −mρ −2 T . Using (2.19) and (2.44), we have
verifying that (2.46) holds for n = 1. Assume now (2.46) holds for n = k with some integer k ≥ 1; in other words,
Then, for n = k + 1,
where we have made use of the relation (2.21) with n = 1. This proves (2.46) for each integer n ≥ 1.
Next, for the case of n = −1, note first that (2.46) is equivalent to
SinceH −1 is a Casimir functional of the Hamiltonian operator K, in order to prove (2.47), it suffices to verify that the function h = −J −1 A −1 K δH 0 satisfies K h = 0. Indeed, using (2.21) with n = 1 once again, one has
where we take advantage of the property that δH 0 is a constant vector. Next, assuming that (2.46) holds for n = −k ≤ −1, we infer that
which, by induction, establishes (2.46) for each n ≤ −1 and thus proves the lemma in general.
Finally, given that m(t, x), ρ(t, x) and Q(τ, y), P (τ, y) are related by the transformation (2.7), we define the functional
A direct application of Lemma 2.6 leads to
with the operator T * defined in (2.41). On the other hand, by Lemma 2.8, we have
which, together with (2.44) and relation (2.21), yields
Furthermore, a direct calculation shows that the operator T * admits the following decomposition
which implies H n (m, ρ) = G n (Q, P ) =H −n (Q, P ). The following theorem is thus proved. Theorem 2.9. Under the Liouville transformation (2.7), for each nonzero integer n, the Hamiltonian functionals H n (m, ρ) of the 2CH hierarchy given by (2.44) are related to the Hamiltonian functionalsH n (Q, P ) of the A2CH hierarchy given by (2.45), according to
For instance, in the case of n = −1, using (2.7), one can check that
In the case of n = −2, (2.43) and (2.46) imply
Both of the preceding two results are in accordance with Theorem 2.9.
3. The Liouville correspondence for the Geng-Xue hierarchy 3.1. The Liouville transformation for the isospectral problem of the Geng-Xue system. The Lax-pair formulation for the GX system 
It was shown in [38] that the reciprocal transformation defined by
converts the isospectral problem (3.2) into
respectively, where
m n x (3.5) and A = q y p − qp y − 2pqP, q = vm It turns out that there exists a Liouville correspondence between the GX system (3.1) and system (3.6), in the sense that their respective isospectral problems (3.2) and (3.4) are related through the transformations (3.3), (3.5) . In addition, in view of the spectral structure of the time evolution component of (3.4), the reduced system (3.6) can be viewed as a negative flow of an integrable hierarchy, namely the associated Geng-Xue (AGX) integrable hierarchy.
3.2.
The Liouville correspondence between the GX and AGX integrable hierarchies. Consider the following transformation
where and throughout this section ∆ = mn. The GX system (3.1) can be written in a bi-Hamiltonian form [39] 
where the compatible Hamiltonian operators are
are the initial Hamiltonian functionals. Based on the bi-Hamiltonian structure of the GX system, one may construct the full GX integrable hierarchy by applying the resulting hereditary recursion operator R = K J −1 to the particular seed system
Hence, the l-th member in the positive direction takes the form 9) and the GX system (3.1) is exactly the second positive flow. In analogy with the 2CH hierarchy, the fact that the trivial symmetry G 0 = 0, 0 T satisfies RG 0 = G 1 , implies that, in the opposite direction, the negative flow is generated by the Casimir system. Note that the Hamiltonian operator K admits the following Casimir functional T .
(3.10) Therefore, the l-th negative flow of the GX hierarchy is
Turning to the AGX integrable hierarchy, based on Theorem 2.5, one can readily construct two Hamiltonian operators for the transformed system (3.6) by applying the Liouville transformation (3.7) from the given Hamitonian pair K and J introduced in (3.8) for the GX system. Indeed, resulting Hamiltonian operators admitted by (3.6) were given in [38] as follows: 12) where the matrix operator Γ, and operators Θ, E are defined by
Therefore, the AGX integrable hierarchy can be obtained by applying the resulting hereditary recursion operator R = K J −1 to the seed system
More precisely, the l-th member in the positive direction takes the form
While, the l-th negative flow can be written as
The scheme of the Liouville correspondence between the GX and AGX integrable hierarchies is described in the following Theorem 3.1. Adopting a similar notation to that in Theorem 2.1, the l-th positive and negative flows of the GX and AGX hierarchies are denoted by (GX) l and (GX) −l , and by (AGX) l and (AGX) −l , respectively. Theorem 3.1. Under the Liouville transformation (3.7), for each integer l ≥ 1, (i). If m(t, x), n(t, x) is a solution of the (GX) l system (3.9), then the corresponding Q(τ, y), P (τ, y) satisfies the (AGX) −l system (3.15);
(ii). If m(t, x), n(t, x) is a solution of the (GX) −l system (3.11), then the corresponding Q(τ, y), P (τ, y) satisfies the (AGX) l+1 system (3.14).
Two preliminary lemmas are required. Lemma 3.2. Let m(t, x), n(t, x) and Q(τ, y), P (τ, y) be related through the transformation (3.7). Then the following operator identities hold:
where Ω and E are given in (3.8) and (3.13), respectively.
Proof. (i).
In view of the transformation (3.7), one has 17) which implies that
Substituting this into ∆ From (3.17) , one has
Then a straightforward computation shows that
Using the formula for Q in (3.7), we deduce the second identity in (3.16).
(iii). In view of (3.17) again, one has
Hence, the third identity in (3.16) follows from the formula for P in (3.7). Then the operator identity
holds for each positive integer l, where
20)
E and Θ are defined in (3.13), while K and J are the compatible Hamiltonian operators for the GX system given in (3.8).
Proof. The proof relies on an induction argument. First, we prove (3.19) in the case of l = 1. For arbitrary constants α and β, the direct calculation by use of the transformation (3.7) yields the following operator identities
Note that (3.19) with l = 1 is equivalent to
In virtue of the first operator identity in (3.16), we deduce that
0 .
On the other hand, a direct calculation shows that
Then using the first equation in (3.21), we have R 11 = 0. Next,
Now we claim that
In fact, based on the expression of Q given in (3.7), a direct calculation leads to m n
whereas, from the second equation in (3.21),
proving the claim. After a further calculation, we have
and
where we have employed the formulae (3.21) and the relation m n
Consequently, combining the preceding results together verifies that (3.19) holds for l = 1. Then, the induction procedure shows that (3.19) holds in general. Lemma 3.3 is thus proved. 
It follows from the definition of operators Γ by (3.13) and U by (3.20) that
Thus, in virtue of (3.12) and (3.23), we have
On the other hand, the identity
Substituting the result into (3.24), we arrive at R = K J −1 = U V, proving the claim.
The formula (3.22) can be viewed as a new operator factorization for the recursion operator R, which is not the same as the decomposition of R = K J −1 using the pair of Hamiltonian operators. We will see from the following proof for Theorem 3.1 that such a novel factorization plays a key role to identify the systems transformed from the negative (positive) flows of the GX hierarchy to be the corresponding positive (negative) flows of the AGX hierarchy.
Proof of Theorem 3.1. A straightforward computation of taking the t-derivative of the function Q(τ, y) and P (τ, y) according to the Liouville transformation (3.7) yields 25) where U, E, B are the matrix operators defined in Lemma 3.3.
Suppose that m(t, x), n(t, x) is the solution of the (GX) −l system (3.11) for some integer l ≥ 1. Then, using formula (3.19) and (3.25), we find from (3.11) that
with c being the corresponding constant of integration. Choosing c = 3(−1) l /2, the fact that R = UV, immediately reveals that the corresponding Q(τ, y), P (τ, y) satisfies the (AGX) l+1 system (3.14).
Moreover, assume that for each l ≥ 1, m(t, x), n(t, x) solves the (GX) l system (3.9). Then, subject to the transformation (3.7), the corresponding Q(τ, y), P (τ, y) satisfies
where we have made use of Lemma 3.3 and the factorization R = U V again. This implies Q(τ, y), P (τ, y) is a solution for the (AGX) −l system, which completes the proof of the theorem.
3.3.
The correspondence between the Hamiltonian functionals of the GX and AGX hierarchies. We now study the correspondence between the Hamiltonian functionals involved in the GX and AGX hierarchies. Based on the pair of Hamiltonian operators K and J in (3.8) for the GX hierarchy and the pair of Hamiltonian operators K and J in (3.12) for the AGX hierarchy, their respective infinite hierarchy of Hamiltonian functionals {H l } = {H l (m, n)} and {H l } = {H l (Q, P )} are determined by the following recursive formulae
26) and
KδH 27) where δH l = (δH l /δm, δH l /δn) T and δH l = δH l /δQ, δH l /δP T . Establishing the correspondence between the two hierarchies of Hamiltonian functionals relies on the following two preliminary lemmas.
Lemma 3.5. Let {H l } and {H l } be the hierarchies of Hamiltonian functionals determined by (3.26) and (3.27), respectively. Then, for each l ∈ Z, their corresponding variational derivatives are related according to the following identity 28) where the matrix operators B, Ξ are defined in (3.18), (3.23) repectively, and J is the first Hamiltonian operator of the GX hierarchy given by (3.8).
Proof. First of all, we prove a recursive identity 29) for the hierarchy of Hamiltonian functionals {H l }. In fact, formula (3.19) with l = 1 leads to
Hence, the left-hand side of equation (3.29) becomes
Then, referring back to the definition of operator Ξ (3.23) immediately verifies that (3.29) holds for all l ∈ Z. Next, we perform an induction argument to prove (3.28) . For the case l = −2 of (3.28), due to (3.29) with l = 1, we need to prove
In fact, it follows from (3.10) and (3.26) that
Using (3.7) and (3.16), we have
Thus
On the other hand, sinceH 0 = P dy, in view of the form of operator Ξ, we deduce that
which, together with (3.31) and (3.32), proves the identity (3.30) and implies that (3.28) holds for l = −2.
Suppose by induction that (3.28) holds for l = k with k ≤ −2. Then, we deduce from (3.29) that, for l = k − 1,
which implies that (3.28) holds for each l ≤ −2.
In the opposite direction, we first prove that
It suffices to show that K Ξ −1 B −1 KδH −1 = 0. In fact, by (3.24),
where,
Further induction on l shows that if (3.28) holds for l = k with some k ≥ −1, then for l = k + 1, using (3.29) again, we infer that
which completes the induction step, and proves (3.28) in general.
The next lemma reveals the effect of the Liouville transformation (3.7) on the variational derivatives, which follows from Theorem 2.5. Lemma 3.6. Let m(t, x), n(t, x) and Q(τ, y), P (τ, y) be related by the Liouville trans-
Finally, we claim that
which is equivalent to
.
In fact,
we have, on the one hand, by Lemma 3.6
On the other hand, in view of Lemma 3.5,
Combining the preceding two equations gives rise to
l+1H −(l+1) (Q, P ), which establishes the correspondence between the sequences of the Hamiltonian quantities admitted by the GX and AGX hierarchies. Thus, we have proved the following theorem. Theorem 3.7. For any nonzero integer l, each Hamiltonian conserved density H l (m, n) of the GX hierarchy relates the Hamiltonian conserved densityH l (Q, P ), under the Liouville transformation (3.7), according to the following identity
The Liouville correspondence for the dual DWW hierarchy
The following dispersive water wave (DWW) system
is an integrable physical system describing the propagation of shallow water waves [32, 34, 60] . The bi-Hamiltonian formulation of system (4.1) supports the tri-Hamiltonian dual structure and its dual counterpart is recognized as the dual dispersive water wave (dDWW) system, proposed in [31] , of the form
2)
The bi-Hamiltonian structure for the dDWW system (4.2)
is governed by the following pair of Hamiltonian operators [31] 
together with the associated Hamiltonian functionals
The members in the positive direction of the dDWW integrable hierarchy 4) are obtained by applying successively the recursion operator R = K J −1 to the seed system
Observe that the Hamiltonian operator K in (4.3) admits the following Casimir functional
with variational derivative
The functional H C leads to the associated Casimir system
which is given explicitly by 5) and serves as the first negative flow in the dDWW integrable hierarchy. Starting from the Casimir system (4.5), one (formally) can construct an infinite hierarchy of higher-order commuting bi-Hamiltonian systems and corresoponding Hamiltonian functionals {H −n } = {H −n (ρ, γ)} in the negative direction:
with H −1 (ρ, γ) = H C (ρ, γ) and δH −n (ρ, γ) = δH −n /δρ, δH −n /δγ T . Now, we define ω(ρ, γ) = 4ρ − γ 2 and introduce the following coordinate transformation:
In analogy with the 2CH and GX hierarchies, in this section we aim to investigate how the transformation (4.7) affect the underlying correspondence between the flows of the dDWW hierarchy and what we will call the associated dDWW (AdDWW) integrable hierarchy. We first investigate the integrable structure of the AdDWW hierarchy. As a direct application of Theorem 2.5, one can readily construct its pair of Hamiltonian operators, from the known pair of Hamiltonian operators K and J given by (4.3) of the dDWW system, through the transformation (4.7). Therefore, in view of (4.10), the formulas for the Hamiltonian operators (4.8) follow directly from formula (2.35). Now, with the Hamiltonian pair K and J given by (4.8) in hand, the positive flows in the AdDWW hierarchy are generated by applying the recursion operator 12) to the seed symmetry M 1 = (Q y , P y ) T successively: Then, subject to the transformation (4.7), we have the operator identity
Employing this Lemma and an induction procedure, we are able to obtain the following result on the correspondence between the dDWW and AdDWW hierarchies. Hereafter, we denote the n-th system in the positive and negative directions of the dDWW hierarchy by (dDWW) n and (dDWW) −n , respectively, while the n-th positive and negative flows in the AdDWW hierarchy by (AdDWW) n and (AdDWW) −n , respectively. Theorem 4.3. Under the transformation (4.7), for each integer n ∈ Z, (dDWW) n system is related to the (AdDWW) −(n−1) system.
The proof of this theorem is based mainly on the operator decomposition identity (4.15) and is omitted for brevity.
We now in a position to establish the correspondence between the Hamiltonian functionals of the dDWW and AdDWW hierarchies. In particular, for the dDWW hierarchy, the biHamiltonian structure (4.4), (4.6) produce the bi-infinite sequence of functionals {H n } by
On the other hand, the recursive formula 17) with the Hamiltonian pair (4.8) of the AdDWW hierarchy, gives rise to an infinite sequence of Hamiltonian functionals {H n } admitted by the AdDWW flows (4.13) and (4.14).
The formula for the correspondence between the variational derivatives δH n (ρ, γ) and δH n (Q, P ) can be proved by a straightforward induction.
Lemma 4.4. Let {H n } and {H n } be the hierarchies of Hamiltonian functionals determined by the recursive formulae (4.16) and (4.17), respectively. Then, for each n ∈ Z, their respective variational derivatives satisfy the following identiy δH n (ρ, γ) = K −1 CJ δH −(n+1) (Q, P ).
In addition, a formula for the change of the variational derivative under the transformation (4.7) is given in the following lemma, which is also a direct consequence of Lemma 2.6. Lemma 4.5. Let ρ(t, x), γ(t, x) and Q(τ, y), P (τ, y) be related by the Liouville transformation (4.7). If H(ρ, γ) =H(Q, P ), then δH(ρ, γ) = T * δH(Q, P ), (4.18) where T * is the formal adjoint of operators T given in (4.11).
Finally, referring back to the form of the Hamiltonian operators J , using the identitȳ
and (4.15) with n = 1, one has
19) It follows that δH n (ρ, γ) = K −1 C J δH −(n+1) (Q, P ) = J −1 C J δH −n (Q, P ) = T * δH −n (Q, P ).
Hence, based on the hypothesis of Lemma 4.5, we define the functional G n (Q, P ) ≡ H n (ρ, γ).
Then, together with (4.18) and (4.19), we have T * δG n (Q, P ) = δH n (ρ, γ) = T * δH −n (Q, P ), which yields δG n (Q, P ) = δH −n (Q, P ).
Then
H n (ρ, γ) =H −n (Q, P ).
Consequently, we have now proved the following main theorem on the Hamiltonian functionals of two hierarchies.
Theorem 4.6. Each Hamiltonian functional H n (ρ, γ) of the dDWW hierarchy yields a Hamiltonian functionals of the AdDWW hierarchy, under the transformation (4.7), according to the following identityH −n (Q, P ) = H n (ρ, γ), n ∈ Z.
