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У доповіді розглядається розв ’язування лінійних задач комбі­
наторної оптимізації на розміщеннях без додаткових обмежень 
в умовах стохастичної невизначеності.
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Актуальним напрямом досліджень у галузі оптимізації є ви­
вчення властивостей оптимізаційних задач, у яких поєднуються 
обмеження комбінаторного характеру та різні види невизна­
ченості (див., наприклад, [1-4]). У [4] розглянуто властивості 
безумовної задачі стохастичної комбінаторної оптимізації на 
розміщеннях, зокрема, обґрунтовано схему редукційного методу 
розв’язування таких задач. Дана робота присвячена уточненню 
окремих результатів.
Розглядаються оптимізаційні задачі, у яких мінімум (макси­
мум) визначається на основі порівняння числових характерис­
тик випадкових величин [5]. Нехай характеристичний вектор 
випадкової величини (випадкові величини позначатимемо вели­
кими літерами) визначається як Н (А) = (И1(А),...,ИВ (А )), де
Ні (А) V/ є  Аз -  деякі числові характеристики випадкової вели­
чини. Вважаємо, що характеристичний вектор задовольняє 
умову
Ні (аА + ЬВ) = ал‘Ні (А) + ЬЛ/ИІ (В ) V/ є  . (1)
Розглянемо лінійну безумовну задачу стохастичної оптимі­
зації на розміщеннях: знайти пару ( ь  (X *) , Х *^  таку, що
1 (х *)= х™пг Х сіхі , х = аг§™пІ£сіхі, (2)ХЄЕАП у=1 хєЕ\ (г ) у =1
де X  = (Х 1 ,...,Х к ), І (Х ) = £ с , Х , ,  с,. є  К1 Vі  є  Ак, Е к„ ( Г )  -
м
загальна множина розміщень [6] з елементів мультимножини
Г  = {01 ,...,Сп} , які є незалежними випадковими величинами,
мінімум розуміється згідно з [5]. Вважатимемо, що елементи 
мультимножини задовольняють умову
Н  (С  ) <  ... <1Н  (С ,)  . (3)
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Сформуємо мультимножини 0)г ={дг1 , . . .^ п } , де = Нг (С}.)
V] є  З п, і разом із задачею (2) розглядатимемо детерміновані 
задачі
к к
^ ( х ) = тт V с^х . ,  х  = агд тт V с^х . ,  (4)/ „к, п \ ^  3 3’ °  пкг 3 3’ '  'хєЕП\Яг ) у=1 хєЕП\Яг ) у=1
де х = (х , х 2,...,хк) . Нехай також для всіх г є
Н г (А) = (Н (А),...,Нг (А)), Н 0 ( О ) = 0  . Нехай г є  -  таке, що 
елементи мультимножини Г задовольняють умову
Н г_1 (О, ) = Н _ 1 ( 0 ] ) VI,]  є  У,, О,.,О,. є Г .  (5)
Теорема 1 [4]. Нехай характеристичний вектор випадкової 
величини задовольняє умову ( 1), причому виконуються співвід­
ношення (5). Тоді існує мінімаль X ' є Е кгі (Г) в задачі (2) така, 
що виконуються умови
Н (Х 'з ) = х 'з ^  є  ^ к, (6)
де ( Л  ( х ') , х ^ -  розв’язок задачі (4).
Нехай для елементів мультимножини Г виконується умова
(5), коефіцієнти цільової функції задачі (4) задовольняють умову
сК >... > сК > 0... = сК > сК... > сК . (7)І1 Г г£-1 гк К /
З умови (7) і достатньої умови мінімалі [6] випливає, що одна 
з мінімалей хз у задачі (4) задовольняє умови
х3 = ^  є  Л  , х  ^ = ^^ л_к+1 V( є  ^  ,
а тоді відповідно до теореми 1 для однієї з мінімалей X ' у 
задачі (2) виконуються умови
Нг (Х 3) = V] є  ’їу , Нг (Х 3 ) = ^^п_к+і ^  є  А  • (8)
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Другу з умов можна записати таким чином Иг (Х ' ) = %
У  є + . Враховуючи, що внаслідок виконання умов (5) і 
X  'є  ЕП (Г ) виконуються рівності Н г_1 (Х /) =... = Н г_1 (Хк ), то 
також
Н  (Х ; )  = Н  (О, ) у/  Є Н , (Х '_ Д =  Н  (О ,) у / є  П + 5. (9)
Розглянемо мультимножину Гг = {Нг (О1) ,...,Н г (Оп)} з осно­
вою «5і (Гг ) = ( Н 1 ,...,Н т ), елементи якої упорядковані за неспа-
данням, і первинною специфікацією [Гг] = (п1,...,пт ) . Нехай 
також
р
П = 1  Пр+1 = Пр + Пр = 1 + Е  Пр Для Р Є -1т . (10)
З =1
Оскільки елементи мультимножини Г задовольняють умову 
(3), то
Н - (О,р ) = .••= Н ' (О,р-р _■ )=  Н Р■ Р Є іт-
Для всіх р  є  ^ т сформуємо мультимножини
ГрР = 0  О ,р . .р - | ( 11)
Очевидно, що |гр | = пр . Нехай також о  -  найменший індекс,
для якого виконується умова г)^ +1 > У, Т -  найбільший індекс, 
для якого виконується умова цт < п _ к  + 5. Позначимо кр = пр
для р є -4_1 ^  к* = у _ п а + 1 кр = пр для р є - С 1  ^ кт =
= пт+\ _ П + к  _ 5  . Отже, для всіх р  є  виконуються рівності
Н г (Х ' ) =  Н р У  є  А р  +кр _1, для всіх р  є  ^  -  Н г (Х и ) =  Н р 
У] є  ^п_к+5 .
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Нехай X ] = X ' V  є З к, тоді
( ї ї , ,  ^ ... -1 ) є  Е ‘„; ( г р ) ^  є  У„. ( 12)
( ^ к - , , , ,1- , ,  ^ к - ,„„ !-1) є  е :: (г  ) ^  є  у ; .  (В )
Якщо аФт,  то точка, яка задовольняє (12), (13), належить 
Е , ( Г )  . Якщо а  = т, то ( X ,  ,...,X к-V+V 1-1) є елементом множи-
т-<ани розміщень з елементів мультимножини Г г .г
Позначимо для всіх р  є  -т;т+1
ир =<
, р, якщо р  < а ,
к - ,  + , р, якщ ор  > т, (14)
5, якщо р  = т > а,
ир+1 - 1, якщо р  < а  або р  >т,
у, якщо р  = а  < т
ит+1 - 1, якщо р  = а  = т,
, ,  якщо р  = т.
(15)
Тоді VР є  ^  (X ир’■■■’X Vр ) є  Епр (Г Г) > де Ір = *р -  ир + 1
причому (X и!,■■■,X Vш ) = (X 1 ' . . . ^ к  ) є  Е,  (Г ) •
Теорема 2. Нехай характеристичний вектор випадкової вели­
чини задовольняє умову ( 1), причому виконуються співвідно­
шення (5) і (7). Нехай також мультимножини Гр визначаються 
згідно з ( 10), ( 11), а  -  найменший індекс, для якого виконується 
умова , а+1 > у, т -  найбільший індекс, для якого виконується 
умова , т < , - к  + 5, індекси ир і ур визначаються згідно з (14), 
(15), Ір = ур -  ир +1. Тоді існує мінімаль X* у задачі (2), яка
тзадовольняє умови X і = X  ^ V] є  Ррр, де для всіх р  є  и  З т
справедливе співвідношення
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( х ; , . . , і ; ) = _ ^ т п  V сьХ і .
(ХГир ,...,х,р )єЕ,р {П ) і =ир
(16)
Доведення. Нехай точка X ' -  мінімаль у задачі (2), яка 
задовольняє (8). Тоді Vр є  3 а и  З т (Х ир,... ,Хр ) є  ЕПр ( Г а ), де
XX. = ХЗ V/ є  ЗУ . Нехай також (X* ,...,Х* ) є мінімаллю функ-} 'і ур \ ир ур)
р
ції V  с Л - на множині Е ‘;р (Гр ) ( р  є  У ;),
н < іН
(  Ур ^
V  с Л ;
а V к V
Оскільки ^  (X  ) = I V  сі X і + V !  сі X і (якщо а  Фт, то
р=1 ]=Шр р=т ]=Мр
відповідні коефіцієнти цільової функції дорівнюють нулю), то 
для X * = (х * ,...,X ^ ), де X * = X * V/ є З'У Vр є  ,/а и  ./£, маємо
/ , чч а (  *р Л к (  *р
н X Л' ) ) = Е Н  V с ^ і  + х н  V с , х :
р=т \ ]=ир
а (  ^ к ^
= Е н  V ' З і  + Е н  V с Лс: X : + р=т І У=и.У
<і
р
л
<  V н  V  с , ! ;  + х н  V  с , х ;  = н ( і (х ) ) .
р=т \ ] =ир
З іншого боку, Н ( Ь (X :)) <і Н ( ь (X *)), оскільки X * є Е кп (Г)
і X : -  мінімаль у задачі (2). Отже, Н ( ь (X *)) = Н ( Ь ( X ')),
тобто X* також є мінімаллю в задачі (2). Теорему доведено.
У доповіді обґрунтовано властивості розв’язку лінійної без­
умовної задачі стохастичної комбінаторної оптимізації на розмі­
щеннях у випадку, коли екстремум визначається на основі 
порівняння числових характеристик випадкових величин.
V
] =ир
]=и ] =ир р
р
а
р=1 І І=ир
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У доповіді наведено огляд останніх результатів щодо розв ’я- 
зування задач комбінаторної оптимізації на розміщеннях, у  
тому числі з імовірнісною невизначеністю. Розглянуто власти­
вості задач, методи їх р о зв ’язування, питання побудови моде­
лей прикладних задач.
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