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ABSTRACT
The Hubble constant H0 and matter density Ωm of the Universe are measured using the latest γ-
ray attenuation results from Fermi-LAT and Cherenkov telescopes. This methodology is based upon
the fact that the extragalactic background light supplies opacity for very high energy photons via
photon-photon interaction. The amount of γ-ray attenuation along the line of sight depends on the
expansion rate and matter content of the Universe. This novel strategy results in a value of H0 =
67.4+6.0
−6.2 km s
−1 Mpc−1 and Ωm = 0.14
+0.06
−0.07. These estimates are independent and complementary
to those based on the distance ladder, cosmic microwave background (CMB), clustering with weak
lensing, and strong lensing data. We also produce a joint likelihood analysis of our results from γ
rays and these from more mature methodologies, excluding the CMB, yielding a combined value of
H0 = 66.6± 1.6 km s
−1 Mpc−1 and Ωm = 0.29± 0.02.
Keywords: cosmology: observations — diffuse radiation — cosmic background radiation — BL Lac-
ertae objects: general
1. INTRODUCTION
Very high energy photons (VHE, E ≥ 30 GeV)
travel impeded through the Universe due to the ex-
tragalactic background light (EBL). The EBL is a dif-
fuse radiation field that fills the Universe from ultravi-
olet through infrared wavelengths, and is mainly pro-
duced by star formation processes over cosmic history
(e.g., Hauser & Dwek 2001). A γ-ray and an EBL pho-
ton may annihilate and produce an electron−positron
pair (Nikishov 1962; Gould & Schre´der 1966). This in-
teraction process generates an attenuation in the spec-
tra of γ-ray sources above a critical energy. This ef-
fect may be characterized by an optical depth and has
been observed with the current generation of γ-ray tele-
scopes (e.g., Ackermann et al. 2012; Abramowski et al.
2013; Domı´nguez et al. 2013; Biteau & Williams 2015;
Domı´nguez & Ajello 2015). The proper density of the
absorbing EBL photons along the line of sight depends on
the expansion history and is therefore cosmology depen-
dent. This fact allowed Domı´nguez & Prada (2013) to
measure the local expansion rate of the universe, i.e., the
Hubble constant H0. Their H0 measurement is based
upon a comparison between an observational estimate
of the cosmic γ-ray horizon (CGRH1, Domı´nguez et al.
2013) and those derived from an empirical EBL model
(Domı´nguez et al. 2011).
Recently, the Fermi-LAT collaboration has published
an unprecedented measurement of the optical depths
as a function of energy in the redshift range that goes
from the local Universe to a redshift of approximately 3
(Abdollahi et al. 2018). Furthermore, Desai et al. (2019)
have provided complementary optical depth measure-
ments at higher energies than Abdollahi et al. (2018),
focused in the lower redshift Universe. These latter re-
sults are based on blazar observations with Imaging At-
mospheric Cherenkov telescopes (IACTs). In the present
analysis, we take advantage of these recent products by
comparing them with optical depth estimates based on
the EBL models developed by Finke et al. (2010) and
Domı´nguez et al. (2011). Our methodology allows us to
use γ-ray absorption to constrain H0 and Ωm simulta-
1 The CGRH is defined as the energy at which the EBL ab-
sorption optical depth is equal to unity as a function of redshift
(Fazio & Stecker 1970).
2neously for the first time. We include an estimate of
the systematic uncertainties, including those by the EBL
models.
As discussed by Suyu et al. (2012), multiple paths to
independent determinations of the Hubble constant are
needed in order to assess and control systematic un-
certainties (see also, Chen & Ratra 2011; Abbott et al.
2017; Soares-Santos et al. 2019; Freedman et al. 2019).
Accurate estimates of H0 provide critical independent
constraints on dark energy, spatial curvature, neutrino
physics, and general relativity (Freedman & Madore
2010; Suyu et al. 2012; Weinberg et al. 2013). More-
over, independent determinations of the Hubble con-
stant will play a crucial role in resolving the problem
of a discrepancy between the Hubble constant inferred
from the cosmic microwave background radiation (CMB)
and those from type Ia supernovae with distance cali-
bration from Cepheids (Riess et al. 2018). This tension
may likely result from currently unknown systematic ef-
fects, but it can also signify an intrinsic inconsistency
within the standard ΛCDM (e.g. Di Valentino et al.
2016; Wojtak & Prada 2017).
Here, we derive a complementary estimate of H0 and
Ωm using EBL attenuation data. This paper is organized
as follows. Section 2 gives theoretical and observational
backgrounds, whereas Section 3 shows general consid-
erations and describes our likelihood methodology. In
Section 4, we present the cosmological results. Finally,
a discussion and summary of our results is presented in
Section 5.
2. THEORETICAL AND OBSERVATIONAL
BACKGROUND
The potential of measuring the Hubble constant from
γ-ray attenuation was already pointed out two decades
ago by Salamon et al. (1994) and Mannheim et al.
(1996), when the γ-ray experiments at that time could
only study a few sources on the entire sky. Later,
Blanch & Martinez (2005a,b,c) studied, in a series of
papers, the potential of using the CGRH to constrain
cosmology. These investigations were motivated by the
starting operation of IACTs such as MAGIC, VERITAS,
and H.E.S.S. (Lorenz 2004; Weekes et al. 2002; Hinton
2004, respectively). Blanch & Mart´ınez used simulated
VHE spectra of blazars, at different redshifts, to esti-
mate how some relevant cosmological parameters could
be constrained. Their analysis was based on the fact
that the CGRH depends on the propagation of the VHE
photons across large distances, which is dependent on
cosmology. Barrau et al. (2008) derive a lower limit of
the Hubble constant, H0 > 74 km s
−1 Mpc−1 at a 68%
confidence level, from the observation of γ-ray photons
coming from a flare of the blazar Mrk 501, which was
detected by HEGRA (Aharonian et al. 1999).
As described in §3.2, the cosmological dependence
of the optical depth arises both from the cosmic
volume containing the EBL (volume-redshift) and
the distance propagated by the gamma-ray in the
absorbing medium (distance-redshift). The knowl-
edge of the EBL has improved dramatically in the
last decade (e.g., Dwek & Krennrich 2013). Re-
cently, direct measurements in optical wavelengths of
the EBL in the local universe (Matsuoka et al. 2011;
Mattila et al. 2017a,b) have confirmed previous in-
dications (e.g., Aharonian et al. 2006) of an EBL
spectral intensity close to the estimations from inte-
grated galaxy counts (e.g., Madau & Pozzetti 2000;
Keenan et al. 2010). Furthermore, EBL models based
on large multiwavelength galaxy data such as the
ones by Domı´nguez et al. (2011), Helgason & Kashlinsky
(2012), Khaire & Srianand (2015), Stecker et al. (2016),
Driver et al. (2016), Franceschini & Rodighiero (2017),
Andrews et al. (2018) and a better theoretical under-
standing of galaxy evolution (e.g., Somerville et al.
2012; Gilmore et al. 2012) have allowed both the eval-
uation of the EBL at wavelengths where the detec-
tion is not possible yet and the convergence of dif-
ferent methodologies. Galaxy survey data can be
used to construct the proper density of the absorb-
ing EBL as a function of redshift. Together with
the progress in the detection of γ-ray sources, this re-
sulted in the first H0 measurement using γ-ray atten-
uation, H0 = 71.8
+4.6
−5.6(stat)
+7.2
−13.8(syst) km s
−1 Mpc−1,
by Domı´nguez & Prada (2013). This measurement was
followed by Biteau & Williams (2015), who used differ-
ent γ-ray observations but reached compatible results,
H0 = 88± 13(stat)± 13(syst) km s
−1 Mpc−1.
3. METHODOLOGY
3.1. General considerations
We base our estimation of the Hubble constant on
the hypothesis that the evolving EBL is sufficiently well
described by the latest EBL models. In order to es-
timate the systematic uncertainties introduced by the
EBL model selection, we use two models. First, the
physically motivated model by Finke et al. (2010, here-
after F10, see §3.3.1) and second the observational model
by Domı´nguez et al. (2011, hereafter D11, see §3.3.2).
According to Abdollahi et al. (2018), the F10 model is
in excellent agreement with the LAT blazar γ-ray data,
characterized by a significance of rejection of the model
of only 0.4σ. The D11 model is still compatible with
the data, but was found to have a rejection significance
of 2.9σ (which we do not consider significant), mainly
due to discrepancies at high redshifts. These reported
tensions between EBL models and γ-ray observations at
high redshift may have some impact on our measure-
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ment of Ωm, but we expect negligible effect on the esti-
mate of the Hubble constant (see §4.1 for more details).
These two models should provide a spread of the EBL
model systematic uncertainties that are consistent with
the γ-ray data. Therefore, the combination of these two
models can provide an estimate of the systematic un-
certainty introduced in the cosmological constraints by
our uncertainty in the EBL knowledge. When combin-
ing constraints based on the two EBL models, we assume
that both models are equally probable.
Optical depths as a function of energy and redshift are
independently derived following both the F10 and D11
methodology. A 2D grid of values of the Hubble constant
and matter density are fit to the optical depth data us-
ing the Monte Carlo Markov Chain method for sampling
the posterior probability distribution. We assume a flat
ΛCDM cosmology (which implies, ΩΛ = 1 − Ωm), well
justified by all observations including the CMB. We set
the uniform prior that 40 ≤ H0 ≤ 95 km s
−1 Mpc−1 and
0.05 ≤ Ωm ≤ 0.6 in agreement with other independent
observational constrains. Then, a global fit is performed
to the optical depths as a function of energy in fourteen
redshift bins, twelve from Abdollahi et al. (2018), and
two from Desai et al. (2019), leaving H0 and Ωm free.
The data contain upper and lower limits that are con-
sidered in our fits by using the probability distributions
from which each data point was derived.
Both the γ-ray measurements and the EBL models
may be subject to hidden systematic uncertainties. We
account for these effects by fitting a systematic error in
δτ/τ as an additional nuisance parameter. We assume
that the systematic error is independent of the statisti-
cal uncertainties in the measurements of γ-ray attenu-
ation. In order to exhaust all possible trends, we also
assume that the systematic error is a power-law func-
tion of γ-ray energy and a scale factor a = 1/(1 + z),
where power-law indices are additional free parameters
fitted to the data. The latter scaling accounts for pos-
sible larger systematic uncertainties at the highest red-
shift data, as expected from the aforementioned minimal,
but persistent, discrepancies between the EBL estimates
calculated for the standard cosmological model and the
measured optical depths (see Fig. 1 in Abdollahi et al.
2018). All cosmological constraints presented in our work
are marginalized over the nuisance parameters describing
the systematic errors. For both EBL models, the inferred
systematic errors are subdominant (with the mean ap-
proximately of 0.03 whereas the statistical errors in the
data are approximately 0.3). The models yield fully sat-
isfactory fits with the reduced χ2 of 0.67 and 0.81 for F10
and D11, respectively.
3.2. Optical depth dependence on cosmology
Pair production interactions between γ-ray and EBL
photon produce an γ-ray optical depth τ that is analyt-
ically given by
τ(E, z) =
∫ z
0
( dl
dz′
)
dz′
∫ 2
0
dµ
µ
2
∫ ∞
εth
dε′ σγγ(β
′)n(ε′, z′),
(1)
where E is observed energy and z the redshift of the
γ-ray source.
The energy threshold of the pair production interaction
is given by the lower limit of the energy integral εth,
εth ≡
2m2ec
4
E′µ
, (2)
where E′ is the energy of the γ photon and ε′ the energy
of the EBL photon (both in the rest-frame at redshift z′),
and µ = (1 − cos θ), with θ the angle of the interaction.
The constantme is the electron mass and c is the vacuum
speed of light.
In Equation 1, the factor n(ε′, z′) is the proper num-
ber density per unit energy of EBL photons, σγγ is the
photon−photon pair production cross section, and β′ is
β
′
=
εth
ε′(1 + z′)2
. (3)
Equation 1 shows a factor dl/dz′ = c|dt/dz′|, which de-
fines how the infinitesimal space element varies with red-
shift. For the standard Friedmann-Lemaˆıtre-Robertson-
Walker metric
∣∣∣ dt
dz′
∣∣∣ = 1
H0(1 + z′)E(z′)
(4)
with
E(z′) ≡
√
Ωm(1 + z′)3 +ΩΛ , (5)
and H0, Ωm and ΩΛ are the parameters of the flat
ΛCDM cosmology (Peebles 1993).
From Equation 1, we see that τ is dependent on cos-
mological parameters by two factors. First, the depen-
dence given by the EBL density evolution n(ε, z). Sec-
ond, the dependence with the extragalactic γ-ray propa-
gation through the Universe given by the factor dl/dz.
3.3. Extragalactic background light photon evolution
Here, we calculate n(ε, z) as a function of H0 and Ωm
using two different independent methodologies. Initially,
both EBL models were built adopting a standard ΛCDM
cosmology where H ′0 = 70 km s
−1 Mpc−1 and Ω′m = 0.3,
for a flat Universe. This choice is compatible with the
latest constraints from the Planck observations of the
CMB, Ωm = 0.315± 0.007 (Aghanim et al. 2018a).
43.3.1. Finke et al. (2010) model
The EBL is modeled by F10 in the following manner.
They first computed the stellar luminosity density,
ǫjstars(ǫ; z) = mec
2fesc(ǫ)
∫
dmξ(m)
×
∫
dz1
∣∣∣∣ dt⋆dz1
∣∣∣∣ψ(z1)N˙⋆(ǫ;m, t⋆(z, z1)) , (6)
where ǫ is the photon energy in mec
2 units, m is
the stellar mass in M⊙ units, fesc(ǫ) is the fraction
of photons that escape dust absorption taken from
Driver et al. (2008) and Razzaque et al. (2009), ξ(m)
is the initial mass function, ψ(z1) is the star forma-
tion rate, and N˙⋆(ǫ;m, t⋆(z, z1)) is the number of pho-
tons produced by stars as a function of age and stel-
lar mass (see F10 and Eggleton et al. 1989, for de-
tails). Once ǫjstars(ǫ; z) was calculated, the luminos-
ity density of the dust component jdust(ǫ; z) was calcu-
lated self-consistently, assuming the photons absorbed
by dust were reemitted in three dust components. F10
found that ξ from Baldry & Glazebrook (2003) and ψ(z)
using the Cole et al. (2001) parameterization, fit by
Hopkins & Beacom (2006), provided a good representa-
tion of the luminosity density data available at the time.
Once the luminosity density from stars and dust are com-
puted, the EBL photon density is calculated,
n(ǫ; z) =
1
mec2ǫ
∫ zmax
z
dz1 [j
stars(ǫ′; z1) + j
dust(ǫ′; z1)]
∣∣∣∣ dt⋆dz1
∣∣∣∣
(7)
where ǫ′ = (1 + z1)ǫ. From this, the absorption optical
depth is computed (Equation 1).
This model depends on the cosmological parameters
(H0 and Ωm) through |dt/dz| as described in §3.2 and
through ψ(z). Hopkins & Beacom (2006) fit a function
ψHB06(z) to a variety of star formation rate data as-
suming a flat universe with H0 = 70 km s
−1 Mpc−1
and Ωm = 0.3. Therefore, we must also modify the
star formation rate for different cosmological values
(e.g., Ascasibar et al. 2002),
ψ(z) = ψHB06(z)
H0E(z)
H ′0E
′(z)
(8)
where primed quantities are computed with fiducial cos-
mological parameters H ′0 = 70 km s
−1 Mpc−1 and
Ω′m = 0.3.
3.3.2. Domı´nguez et al. (2011) model
The EBL was empirically derived by D11 from two
main ingredients. First, the estimation of galaxy SED-
type fractions based upon a multiwavelength catalog of
around 6,000 galaxies drawn from the All-wavelength
Extended Groth strip International Survey (AEGIS,
Davis et al. 2007).
Second, the K-band galaxy luminosity functions (LFs)
from Cirasuolo et al. (2010) were used to give the number
of galaxies per unit volume and magnitude in the near-IR
from the local Universe of to z ∼ 4. The galaxy LFs are
described by Schechter functions (Schechter 1976), whose
parameters depend on cosmology. Schechter functions
are parameterized by three quantities: φ0(z),M∗(z), and
α (these are the normalization, a characteristic absolute
magnitude, and the faint-end slope). It is then possible
to compute the Schechter LFs for a new set of ΛCDM
cosmological parameters (h, Ωm, and ΩΛ) providing the
values of φ
′
0(z) andM
′
∗(z) obtained adopting the fiducial
parameters (h′, Ω
′
m, and Ω
′
Λ). We note that h is the
dimensionless parameter h = H0/100, and provide the
equations for converting the Schechter LF from a fiducial
set of cosmological parameters to another choice (written
in absolute magnitudes), i.e.,
φ(M,h,Ωm,Ωλ, z) = 0.4 ln(10)φ0 × 10
0.4(M∗−M)(α+1)
× exp[−100.4(M∗−M)] [Mpc−3 Mag−1] (9)
φ0 = φ
′
0
( h
h′
)3 E(z)
E′(z)
[F ′(z)
F (z)
]2
(10)
M∗ =M
′
∗ + 5 log10
[H0
H ′0
F ′(z)
F (z)
]
(11)
where
F (z) =
∫ z
0
dz′
E(z′)
, (12)
where E(z′) is given by Equation 5.
Therefore, from Equation 9 and following the method-
ology described by D11, it is possible to calculate the
luminosity densities, and thus the EBL photon density
evolution n(ε, z) for different cosmologies.
3.4. Optical depth data
The optical depth data are taken from Abdollahi et al.
(2018) and Desai et al. (2019, see these references for de-
tails, in particular, Figure 2 of the latter one). For com-
pleteness, we will give here a brief overview.
In Abdollahi et al. (2018), optical depths are estimated
by measuring the γ-ray attenuation from a sample of 739
blazars plus one γ-ray burst, all detected by Fermi-LAT.
These optical depths are given in twelve redshifts bins
reaching z ∼ 3.10. These redshift bins are chosen in such
a way that the signal’s strength is the same in each one of
them. The optical depths are given in six logarithmically
equally spaced energy bins from approximately 10 GeV
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Figure 1. Examples of the optical depth dependence on H0 for three redshifts (z = 0.14, 1.01, and 2.41). These plots
are produced by fixing Ωm = 0.32 and varying H0, shown as a gray band, from 40 km s
−1 Mpc−1 (upper bound) to
95 km s−1 Mpc−1 (lower bound) assuming the EBL model by D11. We see that the dependence of the optical depth
with H0 happens at energies larger than 100 GeV.
55 60 65 70 75
H0 [km s
−1 Mpc−1]
P
ro
ba
bi
lit
y
D
en
si
ty
D
is
tr
ib
ut
io
n
H0 = 65.8± 3.1 km s
−1 Mpc−1
Ωm = 0.32 (fixed)
This Work, F10
This Work, D11
This Work, EBL combined
Figure 2. Posterior probability distribution as a function
of H0 (fixed Ωm = 0.32) for the F10 (purple) and D11
(orange) EBL models, and the combined results (green,
see the text for details). The median of the combined
results is also plotted with 1σ containment (green vertical
lines).
up to 1000 GeV. The Abdollahi et al. (2018) results are
especially relevant for constraining Ωm because the larger
dependence of the optical depth with Ωm occurs at the
larger redshifts.
Desai et al. (2019) use a sample of 38 blazars detected
by IACTs leading to a measurement of optical depths in
two redshift bins up to z ∼ 0.6. These optical depths
are measured in four equally spaced logarithmic energy
bins from 0.1 TeV up to approximately 20 TeV. These
results from Desai et al. (2019) are especially important
for measuring H0 because the largest dependence of the
optical depth with H0 occurs at the higher energies and
lower redshifts.
4. RESULTS
In this section, we present the results of applying our
maximum likelihood methodology to γ-ray attenuation
results. We also combine them with other strategies for
deriving cosmological parameters from the literature.
4.1. Gamma-ray attenuation
As a first exercise, we fix Ωm = 0.32 to match the
Planck cosmology (Aghanim et al. 2018b), and proceed
with fitting only H0. This strategy will show how our
better data improve the measurement of H0 relative to
the previous work by Domı´nguez & Prada (2013). For
illustration purposes, we see in Figure 1 how the effect
works. The H0 dependence occurs at energies larger
than about 100 GeV and increases with energy. Since
the optical depth increases with redshift and becomes
more difficult to measure, the strongest constraints on
H0 come from the lower redshifts. Figure 2 shows our
independent and combined probability density distribu-
tion using the F10 and D11 EBL models. We obtain
H0 = 65.8
+3.1
−3.0 km s
−1 Mpc−1, an estimate that includes
statistical plus the systematic uncertainty from the EBL
models. These uncertainties are at the 5% level. Fixing
H0 = 68 km s
−1 Mpc−1 and searching for the most likely
matter density value leads to Ωm = 0.17
+0.07
−0.08.
Now, we extend our parameter space exploring simul-
taneously the grid of H0 and Ωm. We show in Figure 3
the effect of varying Ωm. We can see that in general the
optical depths are not strongly dependent on Ωm. In
particular, the optical depth barely depends on Ωm for
the lowest redshift, but the dependence becomes stronger
for the larger redshifts. Figure 4 shows the resulting
likelihood contours. The most likely values from the γ-
ray methodology are H0 = 67.4
+6.0
−6.2 km s
−1 Mpc−1 and
Ωm = 0.14
+0.06
−0.07. The Hubble constant is measured with
a relative error of 9%, whereas the matter density pa-
rameter is measured with a relative error of 50%. We
note that these fit parameters are posterior probability
means.
In Figure 5, we compare H0 estimated from different
methodologies in the literature.
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Figure 3. Examples of the optical depth dependence on Ωm for three redshifts (z = 0.14, 1.01, and 2.41). These plots
are produced by fixing H0 to the most likely value and varying Ωm, shown as a gray band, from 0.05 (upper bound)
to 0.6 (lower bound) assuming the EBL model by F10. We see the little dependence of the optical depth with Ωm and
that the variation is larger for the higher redshifts.
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Figure 4. Posterior probability (1σ and 2σ) contours for
H0 and Ωm assuming the EBL model by F10 (purple)
and D11 (orange), and also combining the results from
both models (green). We consider both models to be
equally likely.
4.2. Combination of results from different probes
Here we combine our cosmological constraints from the
attenuation of γ-rays with results from the primary cos-
mological probes. In particular, we consider a compi-
lation of the baryon acoustic oscillation (BAO) obser-
vations and Type Ia supernovae. Our BAO sample in-
cludes the angular diameter distances and Hubble pa-
rameters from the SDSS-III/BOSS (Alam et al. 2015)
measured at redshifts z = 0.38, 0.5, and 0.61 using prere-
construction (independent of cosmological model) meth-
ods (Alam et al. 2017), distance measurements from the
6dF survey at z = 0.106 (Beutler et al. 2011) and from
the Main Galaxy Sample of the SDSS (SDSS-MGS) at
z = 0.15 (Ross et al. 2015). For the SN data, we use
distance moduli from a joint likelihood analysis of SDSS-
II and SNLS type Ia supernovae samples (Betoule et al.
2014).
The BAO signal depends primarily on Ωm, H0 and
Methodology H0 [km s
−1 Mpc−1] Ωm
Gamma-ray Attenuation 65.8+3.1
−3.0 0.32 (fixed)
Gamma-ray Attenuation 68 (fixed) 0.17+0.07
−0.08
Gamma-ray Attenuation 67.4+6.0
−6.2 0.14
+0.06
−0.07
Joint Likelihood Analysis 66.6± 1.6 0.29 ± 0.02
Table 1. The favored values ofH0 and Ωm from γ-ray atten-
uation (fixing Ωm, H0, and also leaving free both parameters)
and from our joint analysis of BAO+BBN+SN+γ results.
Uncertainties are given at 1σ.
the baryon density parameter Ωbh
2. Therefore, BAO
observations at a single redshift result in strong de-
generacies between these three parameters. Follow-
ing Addison et al. (2013), Aubourg et al. (2015), and
Lin & Ishak (2017), we break this degeneracy by as-
suming a prior on Ωbh
2 from the Big Bang nucleosyn-
thesis theory constrained by the local measurements of
the primordial light element abundances. In particu-
lar, we adopt 100Ωbh
2 = 2.208 ± 0.052 from the recent
precise measurement of the primordial deuterium abun-
dance in the most metal-poor damped Lyman-α system
(Cooke et al. 2016). We also use the COBE/FIRAS mea-
surement of the temperature of the cosmic microwave
background radiation, i.e. TCMB = (2.7255± 0.0006) K
(Fixsen 2009). This makes the parameter set complete
for calculating the sound horizon scale. For this part
of the computation we use the camb code (Lewis et al.
2000).
Figure 6 shows marginalized constraints on Ωm and H0
from the BAO data with the BBN prior. We emphasize
that these results are independent of any cosmological
constrain from the CMB. In Figure 6 is also shown anal-
ogous constraints from the supernova data. The lower
bound in Ωm results from adopting the same BBN prior
which naturally requires Ωb ≤ Ωm.
Our constraints on Ωm and H0 are fully consistent
with both BAO and SN observations. Figure 6 also
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Galaxy clustering+Weak lensing+BAO (Abbott et al. 2018)
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CMB (Hinshaw et al. 2013)
Galaxy Clustering (Chuang et al. 2013)
Carnegie Hubble Program (Freedman et al. 2012)
Figure 5. Comparison of H0 from different method-
ologies. The measurement from the Carnegie Hub-
ble Program (Freedman et al. 2012) is shown as
a gray rectangle for easier comparison with other
results. Other results are from Bonamente et al.
(2006), Paraficz & Hjorth (2010), Riess et al. (2011),
Cha´vez et al. (2012), Anderson et al. (2012), Suyu et al.
(2012), Hinshaw et al. (2013), Chuang et al. (2013),
Domı´nguez & Prada (2013), Ade et al. (2016),
Bonvin et al. (2017), Abbott et al. (2018), Riess et al.
(2018) and Aghanim et al. (2018b).
demonstrates the potential of gaining precision in the
Hubble constant determination by combining our γ-ray
measurement with the BAO+BBN constraints. From a
joint likelihood analysis of the data sets we find H0 =
66.4+1.8
−1.9 km s
−1 Mpc−1 and Ωm = 0.29 ± 0.04. Adding
50 60 70 80 90
H0 [km s
−1 Mpc−1]
0.1
0.2
0.3
0.4
0.5
Ω
m
This Work (Joint Analysis)
This Work (γ rays)
CMB (Planck)
SN+BBN
BAO+BBN
DES
Figure 6. Measurements of the Hubble constant and
matter density (1σ and 2σ) using γ-ray attenua-
tion (green), supernovae plus Big Bang nucleosynthe-
sis (SN+BBN, blue), baryonic acoustic oscillations plus
Big Bang nucleosynthesis (BAO+BBN, purple), cluster-
ing and weak lensing data (DES, brown), the cosmic
microwave background (Planck, red) and a joint likeli-
hood of BAO+BBN+SN+γ (black). The maximum like-
lihood value is at H0 = 66.6 ± 1.6 km s
−1 Mpc−1 and
Ωm = 0.29± 0.02 (black star).
SN data has a marginal effect on the final constraints
and results in H0 = 66.6 ± 1.6 km s
−1 Mpc−1 and
Ωm = 0.29 ± 0.02. Figure 6 shows the correspond-
ing marginalized constraints. For the sake of compar-
ison with other existing measurements, we also plot
constraints from the Planck observations of the CMB
(Aghanim et al. 2018b), including the temperature, po-
larization, and lensing data, and also from a cosmological
inference that combines clustering and weak lensing data
from the first year of observations by the Dark Energy
Survey (Abbott et al. 2018).
5. DISCUSSION AND CONCLUSIONS
Our methodology based on comparing γ-ray attenu-
ation data with estimates from EBL models leads to a
measurement of H0 = 65.8
+3.1
−3.0 km s
−1 Mpc−1 (this is a
relative error of 5%), when Ωm = 0.32 is fixed. When
Ωm is also left free, we find H0 = 67.4
+6.0
−6.2 km s
−1 Mpc−1
and Ωm = 0.14
+0.06
−0.07, including a detailed analysis of sys-
tematic uncertainties (considering also those introduced
by two state-of-the-art EBL models).
We stress that our analysis is a significant step for-
ward relative to previous cosmological measurements
using γ-ray attenuation (Domı´nguez & Prada 2013;
Biteau & Williams 2015). First, the previous works are
based on more limited energy data. In particular, the
former work uses only the information provided by the
CGRH, that is, a measurement of the optical depth at a
single energy, whereas we take advantage of optical depth
8data as a function of energy. Second, they use blazar
data only at low redshift z ≤ 0.6; however, in the present
analysis we cover approximately the range 0.02 ≤ z ≤ 3.
These improvements in the data allow us to simultane-
ously explore the values of H0 and Ωm. Third, this anal-
ysis also presents for the first time an analysis of some
systematic biases from using this methodology, including
an estimate of the uncertainty introduced by two EBL
models. Fourth, we have combined the γ-ray attenuation
results in a joint likelihood analysis with other indepen-
dent, complementary, and more mature techniques.
Our measurements support a value of H0 that is closer
to that one found by the BAO methodology rather than
the higher value from the Cepheids. Interestingly, the
H0−Ωm contours from γ-ray attenuation are roughly or-
thogonal to results from other techniques, which makes
our results nicely complementary to those from other
probes. In order to improve the H0 measurement we
need to measure optical depths up to the largest possible
energies. This is difficult with LAT because of the limited
photon statistics. However, it may be possible with the
future Cherenkov Telescope Array (CTA, Hinton et al.
2019).
These results illustrate the increasing potential of us-
ing γ-ray observations to constrain cosmology. In partic-
ular, our analysis paves the way for future cosmological
measurements using γ-ray data from blazars and γ-ray
bursts detected with Fermi-LAT, the current generation
of IACTs, and also the upcoming CTA.
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