We consider a wavelength-routed optical network operated as a lightpath-based virtual topology. We present an exact linear programming formulation for the complete virtual topology design, including choice of constituent lightpaths, routes for these lightpaths, and intensity of packet ows through these lightpaths. By making a shift in the objective function to minimal hop distance and by relaxing the wavelength-continuity constraints (i.e., assuming wavelength converters at all nodes), we demonstrate that the entire optical network design problem can be linearized and hence solved optimally. The linear formulation can be used to design a balanced network, such that the utilizations of both transceivers and wavelengths are high, i.e., neither of these expensive resources are underutilized. We also use the linear formulation to provide a recon guration methodology in order to adapt the virtual topology to changing tra c conditions.
Introduction
We present algorithms for the design of optimal virtual topologies embedded on wide-area wavelengthrouted optical networks. The physical network architecture employs wavelength-routing switches (WRS) at the routing nodes, which enable the establishment of circuit-switched, all-optical, wavelength-division multiplexed (WDM) channels, called lightpaths. Lightpaths may span multiple ber links without undergoing electronic conversion at intermediate points in the network. The virtual topology consists of a set of such lightpaths, and may be used to carry packet-switched tra c through the network. Tra c packets from any source node to any destination node may traverse multiple lightpaths, undergoing electronic packet switching only at the origin and the termination points of the constituent lightpaths. This architecture allows the virtual topology to be optimized to changing tra c patterns.
This paper presents the design of a lightpath-based, virtual-topology optical network 3] as a linear optimization problem, and uses the problem formulation to derive an exact optimal network design. The formulation presented here is a modi ed version of the one in 6], which though complete, contained nonlinear equations, and was di cult to solve exactly. We simplify the objective function to minimize the average packet hop distance 1 (which is inversely proportional to the network throughput under balanced network ows and which is a linear objective function). By relaxing the wavelength-continuity constraints (i.e., assuming wavelength converters at all nodes), we demonstrate that the entire optical network design problem can be linearized and hence solved optimally.
Our linear program (LP) formulation provides a complete speci cation to the virtual topology design, routing of the constituent lightpaths, and intensity of packet ows though the lightpaths.
Section 2 presents the mathematical problem formulation as an LP. This section also discusses our assumptions that can drastically reduce the size of the problem and the running time of the solution. Section 3 presents two simple heuristics with fast running times whose performance compare favourably with the performance of the optimized (LP) solution. Heuristics become important when the problem size becomes larger than what an LP solver can handle, or when the optimization needs to be achieved in real time. Section 4 examines tradeo s on resource budgeting strategies for transmission/reception as well as switching equipment, to achieve \optimal" network throughput along with high utilization of transceivers and wavelengths. Section 5 proposes an algorithm for virtual topology recon guration. The algorithm computes a new virtual topology from an existing virtual topology, such that the new virtual topology is optimal with respect to the changing tra c patterns; among all such optimal virtual topologies, the algorithm selects the topology which is \closest" in structure to the previous one. Section 6 provides numerical simulation results obtained from solving the above formulation for the NSFNET topology. From our LP output, two sample embeddings of a virtual topology over the NSFNET for 2 and 5 wavelengths are shown in Figs. 1 and 2, respectively; they indicate that, even though full wavelength conversion capabilities are assumed at all nodes, in reality, only a few wavelength convertors are needed in the net-work anyway. Section 7 concludes the paper.
Problem Speci cation 2.1 Linear Formulation
We formulate the problem as an optimization problem, using principles from multicommodity ow for physical routing of lightpaths and tra c ow on the virtual topology, and using the following notation 6]:
s and d used as subscript or superscript denote source and destination of a packet, respectively. i and j denote originating and terminating nodes, respectively, in a lightpath. m and n denote endpoints of a physical link that might occur in a lightpath.
Given:
Number of nodes in the network = N. Maximum number of wavelengths per ber = W. Physical topology P mn denotes the number of bers interconnecting node m and node n. P mn = 0 for nodes which are not physically adjacent to each other. P mn = P nm indicates that there are equal number of bers joining two nodes in di erent directions. Note that there may be more than one ber link connecting adjacent nodes in the network. Shortest path delay matrix D where D sd denotes the delay (sum of propagation delays only) over the shortest path between nodes s and d. Lightpath length bound ; 1 < 1, bounds the delay over a lightpath (and hence the length of the lightpath) between two nodes i and j, with respect to the shortest path delay D ij between them, i.e., the maximum permissible propagation delay over the lightpath between two nodes i and j is D ij . Number of transmitters at node i = T i (T i 1). Number of receivers at node i = R i (R i 1). In general, T i = R i , but this is not a strict requirement. Tra c matrix sd which denotes the average rate of tra c ow (in packets/second) from node s to node d, with ss = 0 for s, d = 1,2, ...,N. Capacity of each channel = C (normally expressed in bits/second, but converted to units of packets/second by knowing the mean packet length). Maximum loading per channel = ; 0 < < 1. restricts the queueing delay on a lightpath from getting unbounded by avoiding excessive link congestion. We do not incorporate queueing delays explicitly in the problem formulation, under the assumption that they are negligible for suitably chosen values of . Also, previous results 6] indicate that queueing delays are negligibly small compared to propagation delays for a large network setting as in the NSFNET, except under extremely heavy loading.
Variables:
Virtual topology: The variable V ij denotes the number of lightpaths from node i to node j in the virtual topology. Lightpaths are not necessarily bidirectional, i.e., V ij = 0 ) / V ji = 0. Moreover, there may be multiple lightpaths between the same sourcedestination pair, i.e., V ij > 1, for the case when tra c between nodes i and j is greater than a single lightpath's capacity (C). As an example, Fig. 1 
Constraints:
On virtual topology connection matrix V ij :
int V ij (4) The above equations ensure that the number of lightpaths emerging from a node is constrained by the number of transmitters at that node, while the number of lightpaths terminating at a node are constrained by the number of receivers at that node. V ij variables can only hold integer values. If V ij has a value greater than one, it means that there is more than one lightpath between the particular sourcedestination pair. These lightpaths may follow the same route or di erent routes through the network. On physical route variables p ij mn :
int p ij mn (9) Equations (5)- (7) are multicommodity-ow equations governing the routing of lightpaths from source to destination. Equations (8) Equations (10)-(12) are multicommodity-ow equations governing the ow of tra c through the virtual topology. Routing of tra c from a given source to a given destination may be \bifurcated". Equations (13) ensure that tra c can only ow through an existing lightpath, while Equations (14) specify the capacity constraint in the formulation. Optional constraints: 1. Physical topology as a subset of virtual topology:
2. Bounded lightpath length (for K alternate paths):
Equations (15)- (16) are optional, and may be incorporated to ensure bounded packet delays, and to reduce the solution space of the problem. Equations (15) embed the physical topology as a subset of the virtual topology, i.e., every link in the physical topology is also a lightpath in the virtual topology, in addition to which there are lightpaths which span multiple ber links, e.g., Fig. 1 demonstrates a virtual topology embedding for a two-wavelength solution. This approach for choosing lightpaths can satisfy packets with the tightest delay constraints 7]. The lightpaths corresponding to the physical topology may also be used to route network control messages e ciently. For these equations to be valid, T n o n and R n i n , where o n and i n denote the physical number of bers emerging from and terminating at node n, respectively. Equations (16) restrict the enumerated p ij mn variables to be only among those present in K alternate shortest paths from i to j, where K 1. These equations prevent a lightpath with an unnecessarily long route instead of a much shorter route, from occurring. We choose K = 2 in our experiments reported in Section 6, and found this choice to work well.
Simplifying Assumptions
This section outlines some simplifying assumptions to make the problem more tractable (see 2] for details).
Wavelength-continuity constraints for a lightpath are intentionally ignored in the current formulation, which only ensures that the total number of lightpaths routed through a ber is less than or equal to W. Adding wavelength-continuity constraints to the above set of equations signi cantly increases the complexity of the problem 2 2, 6] . Queueing delays are also intentionally ignored, partly to simplify (linearize) the objective function, and also because it has been observed that the propagation delay dominates the overall network delay in nationwide optical networks like the NSFNET 6] .
The number of variables and equations in the formulation are reduced. The number of variables and equations in the original problem formulation grows as O(N 4 ). To make the problem more tractable, we reduce the number of constraints by pruning the search space. Pruning is based on tracking a limited number of alternate shortest paths, denoted by K, between source-destination pairs, such that the selected routes are within a constant factor ( 1) of the shortestpath distance between the given source-destination pair, i.e., all values of sd ij are not enumerated. Likewise, lightpaths may only be routed through one of a few permissible routes, i.e., all possible values of p ij mn are not enumerated. The amount of pruning (hence, the value of K) required is a function of the size of the problem that can be solved in \reasonable time" by the chosen LP solver. In our experiments, we used the package lpsolve, running on an unloaded DECAlpha, and found K=2 for the NSFNET to provide good running times. The current formulation allows bifurcated routing of packet tra c. To specify non-bifurcated routing of tra c, we can suitably modify the ow equations (Equations (10)- (14)). (See 2] for details.) We only used bifurcated routing in our experiments, since non-bifurcated routing signi cantly increased the running time of the optimization. This section presents two heuristic approaches that can approximately solve large problem instances of the virtual-topology design problem, in attempting to minimize the average packet hop distance. Heuristics become important when the problem formulation becomes large due to increase in the physical size of the network, and becomes di cult to solve by traditional LP methods due to computational constraints. Results of these heuristics compare favorably with the optimal result obtained by solving the exact problem formulation, for small to medium-sized networks that can be solved exactly by the LP method. (See 2] for further details on these heuristics.)
To ensure that the results from the heuristics are comparable with those from the optimization formulation, we do not impose wavelength-continuity constraints on the lightpath routing, although the heuristics can easily accommodate this feature without any sacrice in their running time.
Maximizing Single-Hop Tra c. This simple heuristic attempts to establish lightpaths between source-destination pairs with the highest sd values, subject to constraints on the number of transceivers at the two end nodes, and the availability of a wavelength in some path connecting the two end nodes.
Maximizing Multihop Tra c. In a packetswitched network, tra c carried by a link may include forwarded tra c as well as tra c originating from that node. Intuitively, any lightpath establishment heuristic which accounts for the forwarded trafc that the lightpath will carry should provide better performance than a heuristic which only tries to maximize the single-hop tra c. The performance of this heuristic is found to be slightly better than that of the previous heuristic (see Section 6) . Let H sd denote the number of electronic hops needed to send a packet from source s to destination d. The heuristic attempts to establish lightpaths in decreasing order of sd (H sd ?1), subject to constraints on the number of transceivers at the two end nodes, and the availability of a wavelength in some path connecting the two end nodes 3 . After each lightpath is established, H sd values are recalculated, as tra c ows might have changed due to the new lightpath, in order to minimize the average packet hop distance. This algorithm allows only a single lightpath to be established between any source-destination pair. It is intuitive that, in a network with a very large number of transceivers per node, but with very few wavelengths per ber and few bers between node pairs, a large number of transceivers may be unused because some lightpaths may not be establishable due to wavelength constraints. Similarly, a network with few transceivers but a large number of available wavelengths may have a large number of wavelengths underutilized because the network is transceiver-constrained.
A simple analysis leads to some insights into this problem. Given a physical topology and a routing algorithm for lightpaths, we can determine the average length of a lightpath (in terms of the number of ber links traversed by a lightpath, averaged over all sourcedestination pairs in the network); let the average length of a lightpath be denoted by H P . If there are M ber links in the network, each supporting W wavelengths, then the maximum number of lightpaths that can be supported is MW/H P , assuming uniform utilization of wavelengths on all ber links 4 . Therefore, the number of transceivers per node should be approximately:
T i = R i MW=NH P (17) in order to get a balanced network. Our optimizationbased and heuristic-based network simulations on the NSFNET reinforce this conjecture (see Section 6).
Network Cost Model
Resource budgeting has a direct impact on the cost of setting up the network. In this paper, we only consider equipment costs 5 . Our model of the WRS is based on the prototype used in the RACE project (see Fig. 3 where C t = cost of a transceiver, C m = cost of a multiplexer or demultiplexer, C x = cost of a 2 2 optical crosspoint switching element, and m m is the size of the WRS at Node m. (The cost of a wavelength convertor is ignored above due to lack of a clear consensus on the architecture (and, hence, cost) of optical switches based on wavelength convertors; also, very few wavelength convertors are needed anyway, as our illustrative example in Section 6 will show.)
Using the above equation, and assuming that C t = $5; 000; C m = $100, and C x = $1; 000, Table 1 Table 1 are independent of the utilizations of wavelengths and transceivers in the network, and in several improperly-designed cases, a signi cant amount of the resources may be underutilized. Thus, it is easy to observe from Table 1 that, given a cost constraint, it is possible to iteratively try di erent combinations of wavelengths and transceivers, in order to optimize the network performance for a given network cost.
Virtual Topology Recon guration
A major advantage of an optical network is that it may be able to recon gure its virtual topology to adapt to changing tra c patterns. Some recon guration studies on optical networks have been reported before (e.g., see 5]); however, these studies assumed that the new virtual topology was known apriori, and were concerned with the cost and sequence of branch-exchange operations to transform the original virtual topology to the new virtual topology. We propose a methodology to obtain the new virtual topology, based on optimizing a given objective function, as well as minimizing the changes required to obtain the new virtual topology from the current virtual topology.
The linear problem formulation in Section 2 can help us derive new virtual topologies from existing virtual topologies. In the ideal situation, given a small change in the tra c matrix, we would prefer for the new virtual topology to be largely similar to the previous virtual topology, in terms of the constituent lightpaths and the routes for these lightpaths, i.e., we would prefer to minimize the changes in the number of WRS con gurations needed to adapt from the existing virtual topology to the new virtual topology. More formally, it would be preferable if a large number of the V ij and the P ij mn variables retain the same values in the two solutions, without compromising the quality of the solution (in terms of minimizing the average packet hop distance).
Let us consider the snapshot of two tra c matrices, 1 sd and 2 sd , taken at two not-too-distant time instants. Our recon guration algorithm nds the virtual topology corresponding to 2 sd which matches \closest" with the virtual topology corresponding to 1 sd (based on our above de nition of \closeness").
Recon guration Algorithm
Generate linear formulations F(1) and F(2) corresponding to tra c matrices 1 sd and 2 sd , respectively, based on the formulation in Section 2.
Derive solutions S(1) and S(2), corresponding to F(1) and F(2), respectively. Denote the variables' values in S(1) as V ij (1); P ij mn (1); sd ij (1) , and those in S(2) as V ij (2); P ij mn (2); sd ij (2), respectively. Let the value of the objective function for S(1) and S(2) be OPT 1 and OPT 2 , respectively. WDM will probably be orders of magnitude higher than those shown in Table 1 , when costs for the electronics, other supporting optics (such as pre-ampli ers and signal equalizers), installation, and maintenance are also taken into account, e.g., This ensures that all the virtual topologies generated by F 0 (2) would be optimal with regard to the objective function.
The new objective function for F 0 (2) is: Minimize :
Note that the mod operation, j x j, is a nonlinear function. If we assume that V ij can only take on binary values, then Equation (20) become linear, i.e., (2) . Hence, F 0 (2) may be solved directly using an LP solver.
Numerical Examples
This section presents numerical examples of the network design problem, using the NSFNET T1 backbone (Figs. 1 and 2) as our physical topology. The tra c matrix is randomly generated, such that a certain fraction F of the tra c is uniformly distributed over the range 0; C a ] and the remaining tra c is uniformly distributed over 0; C a ], where C is the lightpath channel capacity, a is an arbitrary integer which may be one or greater, and denotes the average ratio of tra c intensities between node-pairs with high tra c values and node-pairs with low tra c values.
Figs. 4, 5, and 6 plot system characteristics averaged over 25 di erent virtual topologies, each corresponding to an independent tra c matrix, obtained with the parameters C = 1250; a = 20; = 10; F = 0:7; = 0:8; and = 2. T i and R i (equal for all nodes) were allowed values between 4 and 8. W was allowed to take values between 1 (no WDM) and 7. Fig. 4 plots the average packet hop distance for optimal virtual topologies given di erent number of transceivers per node, and di erent number of supported wavelengths in the system. The case corresponding to one wavelength in the system corresponds to today's point-to-point network (no WDM). As expected, the average hop distance decreases with a balanced increase in the number of transceivers and wavelengths in the network. Increasing tranceivers without adding extra wavelengths marginally improves the quality of the solution. For more than six transceivers, and more than four wavelengths, the performance improvement is marginal for the NSFNET network. Fig. 5 plots the transceiver utilization for di erent values of the number of wavelengths in the system, and number of transceivers at a node. Fig. 6 plots the wavelength utilization for the same set of experiments. As one would expect, Fig. 5 quantitatively demonstrates that the transceiver utilization decreases as the number of wavelengths is reduced and/or the number of transceivers is increased. Similarly, Fig. 6 demonstrates that the wavelength utilization decreases when the number of wavelengths is increased and/or the number of transceivers is reduced. These results con rm our original hypothesis that it is necessary to obtain the correct balance between transceivers and wavelengths in the system in order to properly utilize both of these expensive resources.
Figs. 1 and 2 show virtual topology solutions for the NSFNET, given a speci c tra c matrix, for T i = R i = 5, and for W = 2 and 5. Since there N = 14 nodes, each with ve transceivers, a maximum of 14 5 = 70 lightpaths may be established in the network. In the two-wavelength solution, only 59 lightpaths could be established, out of which 42 lightpaths constituted the physical topology embedding over the virtual topology. In the ve-wavelength solution, all of the 70 lightpaths could be established, so that the transceiver utilization is 100% as opposed to a transceiver utilization of less than 85% for the two-wavelength case. It is also evident that the wavelength utilization in the two-wavelength case is much higher than that in the ve-wavelength case (96% vs. 57%). Therefore, increasing the number of wavelengths in the system might increase the transceiver utilization, but tends to decrease the wavelength utilization in the system.
The wavelength assignment of lightpaths in the two solutions was done arbitrarily, and was not based on any optimal algorithm. In the current wavelength assignment, only two wavelength convertors are needed at the NY node, in order to establish all of the lighpaths. This vindicates our original assumption that sparse wavelength conversion may be su cient to ensure good virtual topologies. Table 2 tabulates the average hop distance for the two heuristic approaches as compared to the optimal solutions reported in Fig. 4 . The same sample of 25 tra c matrices were used to evaluate the performance of the heuristics. As expected, the average hop distance decreases with an increase in the number of transceivers in the system, with the heuristics performing a little poorly relative to the LP's optimal solution which can be treated as a lower bound. Also, the heuristic which maximizes the multihop tra c is found to perform slightly better than the heuristic which maximizes single-hop tra c for smaller number of transceivers
We demonstrate the recon guration capabilities of the problem formulation in Section 5.1. We generate two sequences of 25 tra c matrices each, with the same set of statistical parameters as used before. In the rst sequence, exactly 20% of the entries in successive trafc matrices in the sequence are forced to di er. In the second sequence, 80% of the entries di er. The tra c sequence is created by generating an initial tra c matrix, and then swapping a fraction (either 20% or 80% depending on the chosen sequence) of non-diagonal entries in the tra c matrix. The algorithm in Section 5.1 was applied to this tra c sequence, in order to generate virtual topologies in a network with 8 transceivers per node, and 8 wavelengths per ber. Fig. 7 plots the fraction of lightpath additions and deletions as observed over the sequence of 25 tra c matrices, for 20% and 80% changes in the tra c matrix. The fraction of common lightpaths between two successive tra c matrices remains fairly uniform throughout the entire sequence. As expected, the number of deleted lightpaths and added lightpaths increases when the di erence between consecutive tra c matrices gets larger.
Conclusion
This paper presented a linear programming formulation to derive an exact, minimal-hop-distance solution to the virtual topology design problem in a wavelengthrouted optical network, in the absence of wavelengthcontinuity constraints. The problem formulation is general, and can be used to derive a complete virtual topology solution, including choice of the constituent lightpaths, routes for these lightpaths, and intensity of packet ows through these lightpaths. We noted that adding wavelength-continuity constraints and queueing delays makes the problem non-linear. We proposed two simple heuristics and demonstrated that they perform well with respect to the optimal solution.
We studied resource budgeting tradeo s in the allocation of transceivers per node, and wavelengths per ber. We proposed an exact recon guration procedure which, for a changed tra c matrix, searches through all possible optimal virtual topologies, in order to obtain a solution which shares the maximum number of lightpaths with the previous virtual topology. The solution to the recon guration algorithm generates a virtual topology which minimizes the amount of recon guration that needs to be performed, in order to adapt the virtual topology to the new tra c matrix. 
