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Abstract
This research develops concepts surrounding centralizer-like subgroups associated with the n-Engel word
in relation to direct product groups. Specifically, characteristics of the set of right n-Engel elements inside
of direct products are explored. A proof is given demonstrating that the set of right n-Engel elements
inside of the direct product of two groups is equivalent to the direct product of the set of right n-Engel
elements inside of one of the groups with the set of right n-Engel elements inside of the other group.
Additionally, a proof detailing a proposition from another paper written by Luise-Charlotte Kappe and
Patrick Ratchford in relation to direct products follows [1]. Further questions are explored and future
questions are proposed.
1 Introduction
To comprehend the mathematical concepts pertaining to centralizer-like subgroups associated with the
n-Engel word in following sections, we must introduce specific definitions and properties regarding groups.
We begin with the definition of a commutator. It is understood that the reader has a basic knowledge of
abstract algebra, specifically group theory.
Definition 1. Let G,H be a groups and consider the direct product group G×H. Let (x, y), (g, h) ∈ G×H.
A commutator is defined by
[(x, y), (g, h)] = (x, y)−1(g, h)−1(x, y)(g, h).
Note: When [(x, y), (g, h)] = (x, y)−1(g, h)−1(x, y)(g, h) = (1, 1), (x, y) and (g, h) are said to commute.
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The definition of a commutator can be used to understand the definition of an n-Engel word, but first, a
word must be defined.
Definition 2. Let G × H be a group, a word [2] is a combination of elements in G × H with the group
operation.
Definition 3. Let G ×H be a group, let (x, y), (g, h) ∈ G × H, and let n ∈ N. An n-Engel word [2] is
defined as
εn((x, y), (g, h)) = [(x, y), n(g, h)] = [[(x, y), n−1(g, h)], (g, h)].
Thus an n-Engel word can be written as a nested commutator. Expanding the commutator of an n-Engel
word follows the definition of a commutator.
In the following sections we work with a proposition that comes from a paper by Kappe and Ratchford.
Before we introduce the proposition, definitions for conjugation, normal closure, and multiple sets need to
be stated.
Definition 4. Let (g, h) and (x, y) be elements of some group G×H. Then (g, h) conjugated by (x, y) is
denoted as (g, h)(x,y) and this can be expanded in the following way
(g, h)(x,y) = (x, y)−1(g, h)(x, y).
Definition 5. The normal closure of (g, h) in a group, G×H, denoted (g, h)G×H , is the smallest normal
subgroup that contains the set. Then (g, h)G×H is defined as
(g, h)G×H ={(g, h)(x,y) | (x, y) ∈ G×H}
={(x, y)−1(g, h)(x, y) | (x, y) ∈ G×H}.
Definition 6. The right centralizer-like subgroups associated with the 1-Engel word inside of a
group G×H, with an element (g, h), denoted E∗1 (G×H, (g, h)), is defined as
E∗1 (G×H, (g, h)) = {(a, b) ∈ G×H | [(x, y)(a, b), (g, h)] = [(x, y), (g, h)] ∀ (x, y) ∈ G×H}.
Notice the left centralizer-like subgroup associated with the 1-Engel word inside of a group
G×H, with an element (g, h), denoted ∗E1(G×H, (g, h)) is defined as
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∗E1(G×H, (g, h)) = {(a, b) ∈ G×H | [(a, b)(x, y), (g, h)] = [(x, y), (g, h)] ∀ (x, y) ∈ G×H}.
The star in the notation corresponds to the left or right side depending on which side the element (a, b) is
absorbed on. Thus each element in G×H will have both left and right centralizer-like subgroups associated
with the 1-Engel word of that group.
Many set definitions are used in the subsequent sections and thus will be introduced now. The two set
definitions in Definition 7 can be defined more generally without a specific element (g, h). If this were the
case, the two set definitions would include a “for all (g, h) ∈ G×H” statement.
Definition 7. The set of right 1-Engel elements of a group G×H, with an element (g, h), denoted
R1(G×H, (g, h)) is defined as
R1(G×H, (g, h)) = {(a, b) ∈ G×H | [(a, b), (g, h)] = (1, 1)}.
In addition, the set of right n-Engel elements of G×H, with an element (g, h) is defined by
Rn(G×H, (g, h)) = {(a, b) ∈ G×H | [(a, b), n(g, h)] = (1, 1)}.
Definition 8. The intersection of the set of right 1-Engel elements of a group G ×H, with the
element (g, h) conjugated by (x, y), denoted
⋂
(x,y)∈G×H
R1(G×H, (g, h)
(x,y)), is defined as
⋂
(x,y)∈G×H
R1(G×H, (g, h)
(x,y)) ={(a, b) ∈ G×H | [(a, b), (g, h)(x,y)] = (1, 1)}
={(a, b) ∈ (g, h) | [(a, b), (x, y)−1(g, h)(x, y)] = (1, 1)}.
Definition 9. The centralizer of an element (g, h), in the group G × H, denoted CG×H((g, h)), is
defined as
CG×H((g, h)) = {(a, b) ∈ G×H | [(a, b), (g, h)] = (1, 1)}.
Definition 10. The centralizer of the normal closure of (g, h) in the group G × H, denoted
CG×H((g, h)
G×H), is defined as
CG×H((g, h)
G×H) = {(a, b) ∈ G×H | [(a, b), (g, h)G×H ] = (1, 1)}
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where (g, h)G×H is the normal closure of (g, h) in G×H.
With all the sets defined above, the propositions that will be explored can now be defined. The first coming
from a paper by Kappe and Ratchford and the second was created by McClellan and Tlachac.
Proposition 1. [1] Let G be a group, g ∈ G and gG the normal closure of g in G. Then,
1. ∗E1(G, g) = R1(G, g) = CG(g)
2. E∗1 (G, g) =
⋂
x∈G
R1(G, g
x) = CG(g
G)
3. E∗1 (G, g) ⊳ G and E
∗
1 (G, g) ⊆
∗E1(G, g)
4. E∗1 (G, g) = R1(G, g).
Proposition 2. [2] For groups G and H, g ∈ G and h ∈ H, we know the following are true:
1. R2(G×H) = R2(G)×R2(H)
2. R2(G×H, (g, h)) = R2(G, g)×R2(H,h).
The next section discusses the proof of a concept regarding words that was supposed to aid in the proof of
another conjecture but went unused. Nevertheless, it is still an interesting discovery. The other definitions,
sets, and concepts are further explored in the section pertaining to centralizer-like subgroups associated with
the n-Engel word inside of direct product groups.
2 General Results
We considered the direct product of words within a group due to a proof in the following section. The
induction case in the proof of the set of right n-Engel elements of a direct product group, G×H , equalling
the direct product of the set of right n-Engel elements of a group G and the set of right n-Engel elements of
a group H was challenging. This following proposition was proved in order to finish the induction case, but
it was not used. The direct product of two words inside a group is still an interesting property to consider.
Proposition 3. For a group G with x1, . . . , xi, xi+1, . . . , xn ∈ G we have
w(x1, . . . , xi, xi+1, . . . , xn) = w(x1, . . . , xi)× w(xi+1, . . . , xn)
where w(x1, . . . , xn) denotes an n-variable word.
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Proof. Let G be a group, let x1, ..., xn ∈ G. Let w(x1, ..., xi, xi+1, ..., xn) be an n-variable word in G and
consider Sn to be defined by w(x1, . . . , xi, xi+1, . . . , xn) = w(x1, . . . , xi)× w(xi+1 , . . . , xn) where 1 ≤ i ≤ n.
1. Base Case: Let n = 1. Then the left hand side of Sn is w(x1) and the right hand side of Sn is equal to
w(x1). Notice that w(x1) = w(x1) = x1. Thus the base case holds.
2. Inductive Case; Assume Sk is true for some integer 1 ≤ i ≤ k,
i.e. w(x1, . . . , xi, xi+1, . . . , xk) = w(x1, . . . , xi)× w(xi+1, . . . , xk).
Notice that w(x1, . . . , xi, xi+1, . . . , xk) = x1 . . . xixi+1 . . . xk. In addition, w(x1, . . . , xi) = x1 . . . xi and
w(xi+1, . . . , xk) = xi+1x˙k. Thus it follows that
x1 . . . xixi+1 . . . xk = w(x1, . . . , xi, xi+1, . . . , xk)
= w(x1, . . . , xi)× w(xi+1 , . . . , xk)
Consider Sk+1
Sk+1 = w(x1, . . . , xi, xi+1, . . . , xk, xk+1)
= x1 . . . xixi+1 . . . xkxk+1
= (x1 . . . xixi+1 . . . xk)xk+1
= w(x1, . . . , xi, xi+1, . . . , xk)w(xk+1) By the inductive hypothesis
= w(x1, . . . , xi)× w(xi+1, . . . , xk)w(xk+1) By the inductive hypothesis
= w(x1, . . . , xi)× w(xi+1, . . . , xk, xk+1).
Thus w(x1, . . . , xi, xi+1, . . . , xk, xk+1) = w(x1, . . . , xi) × w(xi+1, . . . , xk, xk+1). Therefore, Sk+1 is true and
by the mathematical induction principle , Sn is true for all n ≥ 1.
In the following section, a more specified topic is explored; centralizer-like subgroups associated with the
n-Engel word inside of direct product groups.
3 Centralizer-like Subgroups Associated with n-Engel Words In-
side of Direct Products
We now examine centralizer-like subgroups associated with the n-Engel word inside of direct product groups
instead of those of general groups. We considered the sets of right n-Engel elements of direct product groups
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and of direct product groups with an element of the direct product group. The following proposition was
inspired by Proposition 3.2 from the paper by McClellan and Tlachac seen in the introduction as Proposition
2 [2].
Proposition 4. Let G,H be groups and consider G × H. Let (g, h) ∈ G × H. Then we know that the
following are true
1. Rn(G×H) = Rn(G)×Rn(H)
2. Rn(G×H, (g, h)) = Rn(G, g)×Rn(H,h).
Proof. Let G,H be groups and consider G×H . Let (g, h) ∈ G×H .
1. Consider Rn(G × H) to be the set of right n-Engel elements of the direct product group defined by
Rn(G×H) = {(a, b) ∈ G×H | [(a, b), n(u, v)] = (1, 1), ∀u ∈ G, ∀ v ∈ H}. In addition, consider Rn(G)
to be the set of right n-Engel elements of G defined by Rn(G) = {a ∈ G | [a, nu] = 1, ∀u ∈ G}. Also
consider Rn(H) to be the set of right n-Engel elements of H defined by
Rn(H) = {b ∈ H | [b, nv] = 1, ∀ v ∈ H}. Let Sn be defined by Rn(G × H) = Rn(G) × Rn(H). We
proceed by induction.
1. Base Case: Let n = 1 then the left hand side of S1 is equal to R1(G×H). Let (a, b) ∈ R1(G×H).
Then [(a, b), (u, v)] = (1, 1) for all u ∈ G and for all v ∈ H . Consider the following
[(a, b), (u, v)] = (1, 1)
(a, b)−1(u, v)−1(a, b)(u, v) = (1, 1)
(a−1, b−1)(u−1, v−1)(a, b)(u, v) = (1, 1)
(a−1u−1au, b−1v−1bv) = (1, 1).
Thus we know that a−1u−1au = 1 and b−1v−1bv = 1. Notice that a−1u−1au = 1 is equivalent to
[a, u] = 1. Likewise, b−1v−1bv = 1 is equivalent to [b, v] = 1. Therefore since [a, u] = 1 and [b, v] = 1,
we can conclude that (a, b) ∈ R1(G)×R1(H). Thus R1(G×H) ⊆ R1(G) ×R1(H).
Showing that R1(G) × R1(H) ⊆ R1(G ×H) is the same process as seen above, just in reverse order.
Thus right containment holds as well as left containment and we have R1(G ×H) = R1(G) ×R1(H).
Therefore the base case holds.
2. Induction Case: Assume Sk is true for some integer k ≥ 1, i.e. Rk(G ×H) = Rk(G) × Rk(H).
The k-Engel words are made up of elements from their respective groups, because of this the nested
commutators can be written as words. Then let [a, ku] = w(a, . . . , u) and let [b, kv] = w(b, . . . , v)
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where w(a, . . . , u) represents the word generated by the nested commutator [a, ku] and w(b, . . . , v)
represents the word generated by the nested commutator [b, kv]. Because we can write the nested
commutators as words we can also write
[(a, b), k(u, v)] = [a, ku]× [b, kv]
= (w(a, ..., u), w(b, ..., v)).
Consider Sk+1. Let (a, b) ∈ Rk+1(G×H) such that [(a, b), k+1(u, v)] = (1, 1) for all u ∈ G and for all
v ∈ H . Then
[(a, b), k+1(u, v)] = (1, 1)
[[(a, b), k(u, v)], (u, v)] = (1, 1)
[(w(a, . . . , u), w(b, . . . , v)), (u, v)] = (1, 1) By the inductive hypothesis
(w(a, . . . , u), w(b, . . . , v))−1(u, v)−1(w(a, . . . , u), w(b, . . . , v)(u, v) = (1, 1)
(w(a, . . . , u)−1, w(b, . . . , v)−1)(u−1, v−1)(w(a, . . . , u), w(b, . . . , v))(u, v) = (1, 1)
(w(a, . . . , u)−1u−1w(a, . . . , u)u,w(b, . . . , v)−1v−1w(b, . . . , v)v) = (1, 1).
Thus we have w(a, . . . , u)−1u−1w(a, . . . , u)u = 1 and w(b, . . . , v)−1v−1w(b, . . . , v)v = 1. Consider
w(a, . . . , u)−1u−1w(a, . . . , u)u = 1
w(a, ..., u)−1u−1w(a, ..., u)u = 1
[w(a, ..., u), u] = 1
[[a, ku], u] = 1 By the inductive hypothesis
[a, k+1u] = 1.
Now consider w(b, . . . , v)−1v−1w(b, . . . , v)v = 1
w(b, ..., v)−1v−1w(b, ..., v)v = 1
[w(b, ..., v), v] = 1
[[b, kv], v] = 1 By the inductive hypothesis
[b, k+1v] = 1.
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Thus (a, b) ∈ Rk+1(G) × Rk+1(H). This means that Rk+1(G ×H) ⊆ Rk+1(G) × Rk+1(H). Proving
that Rk+1(G)×Rk+1(H) ⊆ Rk+1(G×H) is the same as above, just in reverse order. Thus, it follows
that Rk+1(G×H) = Rk+1(G)×Rk+1(H). Since Sk+1 is true and by mathematical induction principle
Sn is true for all n ≥ 1. Therefore Rn(G×H) = Rn(G) ×Rn(H).
2. The proof of Rn(G × H, (g, h)) = Rn(G, g) × Rn(H,h) is the same as the proof of property 1; the
difference lies in the sets. Instead of proving that Rn(G×H) = Rn(G)×Rn(H) for all elements in the
respective groups, proving Rn(G×H, (g, h)) = Rn(G, g)×Rn(H,h) is for one specific element in each
group. Replacing u with g, v with h, and removing the for all elements statements in the conditions
for the sets results in the proof of property 2.
Further characterizations of centralizer-like subgroups associated with the n-Engel word inside of direct
product groups are considered. We stated Proposition 1 [1] above and explored whether this proposition
would hold for direct products. The results were interesting, we found the first two properties did in fact
hold true for direct products. However, the second two properties were unable to be proven generally and
thus are not included in Proposition 5.
Proposition 5. Let G and H be groups where (u, v) ∈ G×H and (u, v)G×H is the normal closure of (u, v)
in G×H. Then,
1. ∗E1(G×H, (u, v)) = R1(G×H, (u, v)) = CG×H((u, v))
2. E∗1 (G×H, (u, v)) =
⋂
(x,y) ∈ G×H
R1(G×H, (u, v)
(x,y)) = CG×H((u, v)
G×H)
Proof. Let G and H be groups. Let the following definitions hold,
1. To start, we consider the first equality. We begin by proving ∗E1(G ×H, (u, v)) ⊆ R1(G ×H, (u, v)).
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Let (a, b) ∈ ∗E1(G×H, (u, v)). Then
[(a, b)(x, y), (u, v)] =[(x, y), (u, v)]
((a, b)(x, y))−1(u, v)−1(a, b)(x, y)(u, v) =(x, y)−1(u, v)−1(x, y)(u, v)
(x−1, y−1)(a−1, b−1)(u−1, v−1)(a, b)(x, y)(u, v) =(x−1, y−1)(u−1, v−1)(x, y)(u, v)
(x−1a−1u−1axu, y−1b−1v−1byv) =(x−1u−1xu, y−1v−1yv)
(x−1a−1u−1ax, y−1b−1v−1by) =(x−1u−1x, y−1v−1y)
(a−1u−1ax, b−1v−1by) =(u−1x, v−1y)
(a−1u−1a, b−1v−1b) =(u−1, v−1)
(a−1u−1au, b−1v−1bv) =(1, 1)
(a−1, b−1)(u−1, v−1)(a, b)(u, v) =(1, 1)
(a, b)−1(u, v)−1(a, b)(u, v) =(1, 1)
[(a, b), (u, v)] =(1, 1)
Therefore (a, b) ∈ R1(G×H, (u, v)). Thus
∗E1(G×H, (u, v)) ⊆ R1(G×H, (u, v)). To prove
R1(G×H, (u, v)) ⊆
∗E1(G×H, (u, v)), the exact same steps are applied, just in reverse order. Therefore
∗E1(G×H, (u, v)) = R1(G×H, (u, v)). Next, notice R1(G×H, (u, v)) and CG×H((u, v)) are equivalent
because they have the same set definition. Thus R1(G×H, (u, v)) = CG×H((u, v)). Finally, through the
transitive property, since ∗E1(G×H, (u, v)) = R1(G×H, (u, v)) and R1(G×H, (u, v)) = CG×H((u, v)),
then ∗E1(G×H, (u, v)) = CG×H((u, v)).
2. Consider the first equality. We start by showing E∗1 (G×H, (u, v)) ⊆
⋂
(x,y)∈G×H
R1(G×H, (u, v)
G×H).
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Let (a, b) ∈ E∗1 (G×H, (u, v)). Consider,
[(x, y)(a, b), (u, v)] =[(x, y), (u, v)]
((x, y)(a, b))−1(u, v)−1(x, y)(a, b)(u, v) =(x, y)−1(u, v)−1(x, y)(u, v)
(a−1, b−1)(x−1, y−1)((u−1, v−1)(x, y)(a, b)(u, v) =(x−1, y−1)(u−1, v−1)(x, y)(u, v)
(a−1x−1u−1xau, b−1y−1v−1ybv) =(x−1u−1xu, y−1v−1yv)
(a−1x−1u−1xa, b−1y−1v−1yb) =(x−1u−1x, y−1v−1y)
(a−1x−1u−1xax−1, b−1y−1v−1yby−1) =(x−1u−1, y−1v−1)
(a−1x−1u−1xax−1u, b−1y−1v−1yby−1v) =(x−1, y−1)
(a−1x−1u−1xax−1ux, b−1y−1v−1yby−1vy) =(1, 1)
(a−1, b−1)(x−1, y−1)(u−1, v−1)(x, y)(a, b)(x−1, y−1)(u, v)(x, y) =(1, 1)
(a, b)−1((x, y)−1(u, v)(x, y))−1(a, b)(x, y)−1(u, v)(x, y) =(1, 1)
[(a, b), (x, y)−1(u, v)(x, y)] =(1, 1)
Thus (a, b) ∈
⋂
(x,y)∈G×H
R1(G × H, (u, v)
G×H). Therefore E∗1 (G × H, (u, v)) ⊆
⋂
(x,y)∈G×H
R1(G ×
H, (u, v)G×H).
Next, we want to prove that
⋂
(x,y)∈G×H
R1(G×H, (u, v)
G×H) ⊆ E∗1 (G×H, (u, v)). The proof demon-
strates the same steps as above, just in reverse order. Therefore, E∗1 (G×H, (u, v)) =
⋂
(x,y)∈G×H
R1(G×
H, (u, v)G×H).
We consider the last equality,
⋂
(x,y)∈G×H
R1(G × H, (u, v)
G×H) = CG×H((u, v)
G×H). Let (a, b) ∈
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⋂
(x,y)∈G×H
R1(G×H, (u, v)
G×H). Then for all (x, y) ∈ G×H ,
[(a, b), (x, y)−1(u, v)(x, y)] =(1, 1)
(a−1, b−1)(x−1, y−1)(u−1, v−1)(x, y)(a, b)(x−1, y−1)(u, v)(x, y) =(1, 1)
(a−1x−1u−1xax−1ux, b−1y−1v−1yby−1vy) =(1, 1)
(a−1(ux)−1a(ux), b−1(vy)−1b(vy)) =(1, 1)
(a, b)−1((u, v)(x,y))−1(a, b)(u, v)(x,y) =(1, 1)
[(a, b), (u, v)G×H ] =(1, 1)
Therefore, (a, b) is a conjugate of (u, v)G×H . Thus, (a, b) ∈ CG×H((u, v)
G×H) and
⋂
(x,y)∈G×H
R1(G ×
H, (u, v)G×H) ⊆ CG×H((u, v)
G×H).
Next, we want to prove that CG×H((u, v)
G×H) ⊆
⋂
(x,y)∈G×H
R1(G×H, (u, v)
G×H). The proof demon-
strates the same steps as above, just in reverse order. Therefore, CG×H((u, v)
G×H) =
⋂
(x,y)∈G×H
R1(G×
H, (u, v)G×H).
Finally, through the transitive property, since E∗1 (G×H, (u, v)) =
⋂
(x,y)∈G×H
R1(G×H, (u, v)
G×H) and
⋂
(x,y)∈G×H
R1(G×H, (u, v)
G×H) = CG×H((u, v)
G×H), then E∗1 (G×H, (u, v)) = CG×H((u, v)
G×H).
The last two properties of Proposition 1 were unable to be extended generally to direct product groups; the
properties will be introduced and discussed in the following section.
4 Continuing Research
The second half of our research project was spent trying to find counterexamples for the following two
properties or trying to prove them generally. The many attempts at proving these conjectures are detailed
in this section along with an example of a specific direct product group for which our conjectures held.
Conjecture 6. Let G×H be a group, let (u, v) ∈ G×H, and (u, v)G×H the normal closure of (u, v) ∈ G×H.
Then
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1. E∗1 (G×H, (u, v)) ⊳ G and E
∗
1 (G×H, (u, v)) ⊆
∗E1(G×H, (u, v))
2. E∗1 (G×H, (u, v)) = R1(G×H, (u, v)).
4.1 Attempted Proofs
4.1.1 Proving R1(G×H, (u, v)) = E
∗
1 (G×H, (u, v))
Before showing the multiple attempts at provingR1(G×H, (u, v)) = E
∗
1 (G×H, (u, v)), we must first introduce
and prove a lemma. This lemma will be used in the attempts at showingR1(G×H, (u, v)) ⊆ E
∗
1 (G×H, (u, v)).
Lemma 7. Let (a, b) ∈ R1(G×H, (u, v)). Then [(a, b), (u, v)] = (1, 1) = [(u, v), (a, b)].
Proof. Let G×H be a group and let (u, v) ∈ G×H .
Consider R1(G×H, (u, v)) = {(a, b) ∈ G×H | [(a, b), (u, v)] = (1, 1)}. Let (a, b) ∈ R1(G×H, (u, v)). Then by
definition [(a, b), (u, v)] = (1, 1). By expanding [(a, b), (u, v)] we see that (a, b)−1(u, v)−1(a, b)(u, v) = (1, 1).
We proceed by cases.
Case 1: Suppose that (a, b) and (u, v) are the same element, i.e. (a, b) = (u, v). Then
[(a, b), (u, v)] = (a, b)−1(u, v)−1(a, b)(u, v)
= (a, b)−1(1, 1)(u, v) since (a, b) = (u, v), we have (u, v)−1 = (a, b)−1
= (a, b)−1(u, v)
= (1, 1) since (a, b) = (u, v), we have (a, b)−1 = (u, v)−1
= (u, v)−1(a, b) since (a, b) = (u, v), we have (u, v)−1 = (a, b)−1
= (u, v)−1(1, 1)(a, b)
= (u, v)−1(a, b)−1(u, v)(a, b) since (a, b) = (u, v), we have (a, b)−1 = (u, v)−1
= [(u, v), (a, b)].
Thus when (a, b) = (u, v), we have [(a, b), (u, v)] = (1, 1) = [(u, v), (a, b)].
Case 2: Suppose that (a, b) and (u, v) are inverses of each other. Then we know that
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(a, b)(u, v) = (1, 1) = (u, v)(a, b) and (a, b)−1(u, v)−1 = (1, 1) = (u, v)−1(a, b)−1. Then
[(a, b), (u, v)] = (a, b)−1(u, v)−1(a, b)(u, v)
= (1, 1)(a, b)(u, v)
= (1, 1)(1, 1)
= (1, 1)
= (1, 1)(1, 1)
= (1, 1)(u, v)(a, b)
= (u, v)−1(a, b)−1(u, v)(a, b)
= [(u, v), (a, b)].
Thus when (a, b) and (u, v) are inverses of each other, we have [(a, b), (u, v)] = (1, 1) = [(u, v), (a, b)].
Case 3: Suppose that (a, b) 6= (u, v) and that (a, b) and (u, v) are not inverses of each other. Then we know
that there exists (c, d), (e, f) ∈ G ×H such that (a, b)(u, v) = (c, d) and (a, b)−1(u, v)−1 = (e, f). Consider
the following
[(a, b), (u, v)] = (a, b)−1(u, v)−1(a, b)(u, v)
= (e, f)(a, b)(u, v)
= (e, f)(c, d)
= (1, 1) since (a, b) ∈ R1(G×H, (u, v)).
Since (e, f)(c, d) = (1, 1), we know that (c, d) and (e, f) are inverses of each other. Then consider the
13
following
[(a, b), (u, v)] = (a, b)−1(u, v)−1(a, b)(u, v)
= (e, f)(a, b)(u, v)
= (e, f)(c, d)
= (1, 1)
= (e, f)(c, d)
= (c, d)−1(e, f)−1
= ((a, b)(u, v))−1((a, b)−1(u, v)−1)−1
= (u, v)−1(a, b)−1(u, v)(a, b)
= [(u, v), (a, b)].
Thus when (a, b) 6= (u, v) and when (a, b) and (u, v) are not inverses of each other, we have
[(a, b), (u, v)] = (1, 1) = [(u, v), (a, b)].
Therefore when (a, b) ∈ R1(G×H, (u, v)), we have [(a, b), (u, v)] = (1, 1) = [(u, v), (a, b)].
Now that we have proven Lemma 7, we are able to discuss the attempts at showing
R1(G×H, (u, v)) ⊆ E
∗
1 (G×H, (u, v)). Let G×H be a group and let (u, v) ∈ G×H . Let
(a, b) ∈ R1(G×H, (u, v)). Then we know that [(a, b), (u, v)] = (1, 1). To show that (a, b) ∈ E
∗
1 (G×H, (u, v)),
we must show that [(x, y)(a, b), (u, v)] = [(x, y), (u, v)] for all (x, y) ∈ G×H . Note that
(x, y) ∈ R1(G×H, (u, v)) or (x, y) 6∈ R1(G×H, (u, v)). We proceed by cases.
Case 1: Suppose that (x, y) ∈ R1(G×H, (u, v)). Then [(x, y), (u, v)] = (1, 1). We know that
R1(G ×H, (u, v)) ≤ G ×H . Then R1(G ×H, (u, v)) is closed under the binary operation of G ×H and is
closed under inverses. This means that for every (x, y) ∈ G ×H where (x, y) ∈ R1(G ×H, (u, v)), we have
(x, y)(a, b) ∈ R1(G×H, (u, v)). Then since (x, y)(a, b) ∈ R1(G×H, (u, v)), it follows that
[(x, y)(a, b), (u, v)] = (1, 1). Since [(x, y)(a, b), (u, v)] = (1, 1) and [(x, y), (u, v)] = (1, 1), we can conclude that
[(x, y)(a, b), (u, v)] = [(x, y), (u, v)]. Therefore, (a, b) ∈ E∗1 (G×H, (u, v)) when (x, y) ∈ R1(G×H, (u, v)).
Case 2: Suppose that (x, y) 6∈ R1(G×H, (u, v)). We understand that this case would contain a direct proof
of the claim if it were to be true, but the results of this case are interesting and not what we expected.
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Consider the following string of equalities
[(x, y)(a, b), (u, v)] = ((x, y)(a, b))−1(u, v)−1(x, y)(a, b)(u, v)
= (a, b)−1(x, y)−1(u, v)−1(x, y)(a, b)(u, v)
= (a, b)−1(x, y)−1(u, v)−1(x, y)(u, v)(u, v)−1(a, b)(u, v)
= (a, b)−1[(x, y), (u, v)](u, v)−1(a, b)(u, v).
Notice how the commutator that we want is embedded in [(a, b), (u, v)]. This is an odd result because we
have everything we need, just not in the right order.
We attempted this proof again and came up with another odd result. Consider the following
[(x, y)(a, b), (u, v)] = ((x, y)(a, b))−1(u, v)−1(x, y)(a, b)(u, v)
= (a, b)−1(x, y)−1(u, v)−1(x, y)(a, b)(u, v)
= (a, b)−1(x, y)−1(u, v)−1(x, y)(u, v)(u, v)−1(a, b)(u, v)
= (a, b)−1(x, y)−1(u, v)−1(x, y)(u, v)(a, b)((a, b)−1(u, v)−1(a, b)(u, v))
= (a, b)−1(x, y)−1(u, v)−1(x, y)(u, v)(a, b)[(a, b), (u, v)]
= (a, b)−1(x, y)−1(u, v)−1(x, y)(u, v)(a, b)(1, 1)
= (a, b)−1((x, y)−1(u, v)−1(x, y)(u, v))(a, b)
= (a, b)−1[(x, y), (u, v)](a, b).
Notice how the commutator we want is conjugated by (a, b).
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Since (a, b) ∈ R1(G×H, (u, v)), then [(a, b), (u, v)] = (1, 1). Consider the following strings of equalities
[(a, b), (u, v)] = (1, 1)
(a, b)−1(u, v)−1(a, b)(u, v) = (1, 1)
(a, b)(a, b)−1(u, v)−1(a, b)(u, v) = (a, b)(1, 1)
(u, v)−1(a, b)(u, v) = (a, b)
(1, 1)(u, v)−1(a, b)(u, v) = (a, b)
(x, y)(x, y)−1(u, v)−1(a, b)(u, v) = (a, b)
(x, y)(1, 1)(x, y)−1(u, v)−1(a, b)(u, v) = (a, b)
(x, y)(a, b)(a, b)−1(x, y)−1(u, v)−1(a, b)(u, v) = (a, b)
(x, y)−1(x, y)(a, b)(a, b)−1(x, y)−1(u, v)−1(a, b)(u, v) = (x, y)−1(a, b)
(a, b)(a, b)−1(x, y)−1(u, v)−1(a, b)(u, v) = (x, y)−1(a, b)
(a, b)−1(a, b)(a, b)−1(x, y)−1(u, v)−1(a, b)(u, v) = (a, b)−1(x, y)−1(a, b)
(a, b)−1(x, y)−1(u, v)−1(a, b)(u, v) = (a, b)−1(x, y)−1(a, b)
(a, b)−1(x, y)−1(u, v)−1(a, b)(u, v)(u, v)−1 = (a, b)−1(x, y)−1(a, b)(u, v)−1
(a, b)−1(x, y)−1(u, v)−1(a, b) = (a, b)−1(x, y)−1(a, b)(u, v)−1
(a, b)−1(x, y)−1(u, v)−1(a, b)(a, b)−1 = (a, b)−1(x, y)−1(a, b)(u, v)−1(a, b)−1
(a, b)−1(x, y)−1(u, v)−1 = (a, b)−1(x, y)−1(a, b)(u, v)−1(a, b)−1
(a, b)−1(x, y)−1(u, v)−1(x, y) = (a, b)−1(x, y)−1(a, b)(u, v)−1(a, b)−1(x, y)
(a, b)−1(x, y)−1(u, v)−1(x, y)(a, b) = (a, b)−1(x, y)−1(a, b)(u, v)−1(a, b)−1(x, y)(a, b)
(a, b)−1(x, y)−1(u, v)−1(x, y)(a, b)(u, v) = (a, b)−1(x, y)−1(a, b)(u, v)−1(a, b)−1(x, y)(a, b)(u, v)
((x, y)(a, b))−1(u, v)−1((x, y)(a, b))(u, v) = ((a, b)−1(x, y)(a, b))−1(u, v)−1((a, b)−1(x, y)(a, b))(u, v)
[(x, y)(a, b), (u, v)] = [(a, b)−1(x, y)(a, b), (u, v)]
6= [(x, y), (u, v)].
Therefore, there are three different outcomes from trying to show R1(G × H, (u, v)) ⊆ E
∗
1 (G × H, (u, v))
when (x, y) 6∈ R1(G×H, (u, v)).
Because we were unable to prove R1(G×H, (u, v)) ⊆ E
∗
1 (G×H, (u, v)) generally, we attempted to prove the
other containment, i.e. E∗1 (G×H, (u, v)) ⊆ R1(G×H, (u, v)).
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Let G×H be a group with (u, v) ∈ G×H . Consider (a, b) ∈ E∗1 (G×H, (u, v)). Then,
[(x, y)(a, b), (u, v)] = [(x, y), (u, v)]
((x, y)(a, b))−1(u, v)−1((x, y)(a, b))(u, v) = (x, y)−1(u, v)−1(x, y)(u, v)
(a−1, b−1)(x−1, y−1)(u−1, v−1)(x, y)(a, b)(u, v) = (x−1, y−1)(u−1, v−1)(x, y)(u, v)
(a−1x−1u−1xau, b−1y−1v−1ybv) = (x−1u−1xu, y−1v−1yv)
(a−1x−1u−1xauu−1, b−1y−1v−1ybvv−1) = (x−1u−1xuu−1, y−1v−1yvv−1)
(a−1x−1u−1xa, b−1y−1v−1yb) = (x−1u−1x, y−1v−1y)
(a−1x−1u−1xaa−1, b−1y−1v−1ybb−1) = (x−1u−1xa−1, y−1v−1yb−1)
(a−1x−1u−1x, b−1y−1v−1y) = (x−1u−1xa−1, y−1v−1yb−1)
(a−1x−1u−1xx−1, b−1y−1v−1yy−1) = (x−1u−1xa−1x−1, y−1v−1yb−1y−1)
(a−1x−1u−1, b−1y−1v−1) = (x−1u−1xa−1x−1, y−1v−1yb−1y−1)
(a−1x−1u−1u, b−1y−1v−1v) = (x−1u−1xa−1x−1u, y−1v−1yb−1y−1v)
(a−1x−1, b−1y−1) = (x−1u−1xa−1x−1u, y−1v−1yb−1y−1v)
(a−1x−1x, b−1y−1y) = (x−1u−1xa−1x−1ux, y−1v−1yb−1y−1vy)
(a−1, b−1) = (x−1u−1xa−1x−1ux, y−1v−1yb−1y−1vy)
(a−1, b−1) = (x−1u−1xa−1x−1ux, y−1v−1yb−1y−1vy)
(1, 1) = (x−1u−1xa−1x−1uxa, y−1v−1yb−1y−1vyb)
6= [(a, b), (u, v)].
The above work was multiplying on the right by the inverse elements. The following work is multiplying on
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the left by the inverse elements.
[(x, y)(a, b), (u, v)] = [(x, y), (u, v)]
(aa−1x−1u−1xau, bb−1y−1v−1ybv) = (ax−1u−1xu, by−1v−1yv)
(x−1u−1xau, y−1v−1ybv) = (ax−1u−1xu, by−1v−1yv)
(xx−1u−1xau, yy−1v−1ybv) = (xax−1u−1xu, yby−1v−1yv)
(u−1xau, v−1ybv) = (xax−1u−1xu, yby−1v−1yv)
(uu−1xau, vv−1ybv) = (uxax−1u−1xu, vyby−1v−1yv)
(xau, ybv) = (uxax−1u−1xu, vyby−1v−1yv)
(x−1xau, y−1ybv) = (x−1uxax−1u−1xu, y−1vyby−1v−1yv)
(au, bv) = (x−1uxax−1u−1xu, y−1vyby−1v−1yv)
(a−1au, b−1bv) = (a−1x−1uxax−1u−1xu, b−1y−1vyby−1v−1yv)
(u, v) = (a−1x−1uxax−1u−1xu, b−1y−1vyby−1v−1yv)
(u−1u, v−1v) = (u−1a−1x−1uxax−1u−1xu, v−1y−1vyby−1v−1yv)
(1, 1) = (u−1a−1x−1uxax−1u−1xu, v−1y−1vyby−1v−1yv)
6= [(a, b), (u, v)].
Thus we were also unable to prove E∗1 (G×H, (u, v)) ⊆ R1(G×H, (u, v)) generally and therefore we cannot
say the equality holds.
4.1.2 Proving E∗1 (G×H, (u, v)) ⊳ G×H
It was verified that E∗1 (G × H, (u, v)) is indeed a subgroup of G × H . Thus to prove E
∗
1 (G × H, (u, v))
is normal in G × H , it suffices to show that (g, h)E∗1 (G × H, (u, v)) (g, h)
−1 ⊆ E∗1 (G × H, (u, v)) for all
(g, h) ∈ G×H . Let (a, b) ∈ E∗1 (G×H, (u, v)). Consider the following
[(x, y)(g, h)−1(a, b)(g, h), (u, v)] = ((x, y)(g, h)−1(a, b)(g, h))−1(u, v)−1((x, y)(g, h)−1(a, b)(g, h))(u, v)
= (g, h)−1(a, b)−1((g, h)−1)−1(x, y)−1(u, v)−1(x, y)(g, h)−1(a, b)(g, h)(u, v)
= (g, h)−1(a, b)−1(g, h)(x, y)−1(u, v)−1(x, y)(g, h)−1(a, b)(g, h)(u, v)
= ((g, h)−1(a, b)−1(g, h))((x, y)−1(u, v)−1(x, y))((g, h)−1(a, b)(g, h))(u, v)
= ((a, b)−1)(g,h)((x, y)−1(u, v)−1(x, y))(a, b)(g,h)(u, v).
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Notice in the last line how the commutator that we want is separated by (a, b)(g,h) and how ((a, b)−1)(g,h) is
on the left of the commutator. In addition, notice how we can rewrite the last line in the following way
[(x, y)(g, h)−1(a, b)(g, h), (u, v)] = ((a, b)−1)(g,h)((x, y)−1(u, v)−1(x, y))(a, b)(g,h)(u, v)
= ((a, b)−1)(g,h)((u, v)−1)(x,y)(a, b)(g,h)(u, v).
Observe that by definition ((u, v)−1)(x,y) ∈ CG×H((u, v)
G×H). Thus it suffices to show that ((u, v)−1)(x,y)
and ((a, b)−1)(g,h) commute or to show that ((u, v)−1)(x,y) and (a, b)(g,h) commute. This is because if these
elements commute, ((a, b)−1)(g,h) and (a, b)(g,h) would cancel, resulting in [(x, y), (u, v)] as desired.
We begin by attempting to show ((u, v)−1)(x,y) and (a, b)(g,h) commute. Consider the following equalities
((u, v)−1)(x,y)(a, b)(g,h) = (x, y)−1(u, v)−1(x, y)(g, h)−1(a, b)(g, h)
= ((x, y)−1(u, v)−1(x, y)(u, v))(u, v)−1(g, h)−1(a, b)(g, h)
= [(x, y), (u, v)](u, v)−1(g, h)−1(a, b)(g, h)
= [(x, y)(a, b), (u, v)](u, v)−1(g, h)−1(a, b)(g, h)
= (a, b)−1(x, y)−1(u, v)−1(x, y)(a, b)(u, v)(u, v)−1(g, h)−1(a, b)(g, h)
= (a, b)−1(x, y)−1(u, v)−1(x, y)(a, b)(g, h)−1(a, b)(g, h)
= (a, b)−1((u, v)−1)(x,y)(a, b)(g, h)−1(a, b)(g, h)
= (((u, v)−1)(x,y))(a,b)(g, h)−1(a, b)(g, h)
= ((u, v)−1)(x,y)(a,b)(a, b)(g,h)
6= (a, b)(g,h)((u, v)−1)(x,y).
Since we were unable to prove commutativity directly, we decided to work backwards in showing that
((u, v)−1)(x,y) and ((a, b)−1)(g,h) commute. We assumed that the elements did indeed commute and at-
tempted to manipulate the statement back to something we already knew was true. Consider the following
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string of equalities
((a, b)−1)(g,h)((u, v)−1)(x,y) = ((u, v)−1)(x,y)((a, b)−1)(g,h)
(g, h)−1(a, b)−1(g, h)(x, y)−1(u, v)−1(x, y) = (x, y)−1(u, v)−1(x, y)(g, h)−1(a, b)−1(g, h)
(g, h)−1(a, b)−1(g, h)(a, b)(a, b)−1(x, y)−1(u, v)−1(x, y) = (x, y)−1(u, v)−1(x, y)(g, h)−1(a, b)−1(g, h)(a, b)(a, b)−1
[(g, h), (a, b)](a, b)−1(x, y)−1(u, v)−1(x, y) = (x, y)−1(u, v)−1(x, y)[(g, h), (a, b)](a, b)−1
[(g, h), (a, b)](a, b)−1(x, y)−1(u, v)−1(x, y)(a, b)(a, b)−1 = (x, y)−1(u, v)−1(x, y)(u, v)(u, v)−1[(g, h), (a, b)](a, b)−1
[(g, h), (a, b)](a, b)−1(x, y)−1(u, v)−1(x, y)(a, b)(u, v)(u, v)−1(a, b)−1 = [(x, y), (u, v)](u, v)−1[(g, h), (a, b)](a, b)−1
[(g, h), (a, b)][(x, y)(a, b), (u, v)](u, v)−1(a, b)−1 = [(x, y), (u, v)](u, v)−1[(g, h), (a, b)](a, b)−1
[(g, h), (a, b)][(x, y)(a, b), (u, v)](u, v)−1(a, b)−1(a, b) = [(x, y), (u, v)](u, v)−1[(g, h), (a, b)](a, b)−1(a, b)
[(g, h), (a, b)][(x, y)(a, b), (u, v)](u, v)−1 = [(x, y), (u, v)](u, v)−1[(g, h), (a, b)].
Since we were unable to manipulate the original statement into a statement we know to be true, we did not
prove commutativity.
Therefore we were unable to prove E∗1 (G×H, (u, v)) ⊳ G×H generally.
4.2 Example Group K4 × S3
We chose two different nonabelian groups, the Klein four-group and symmetric group of order six, and then
formed a new direct product group of K4 × S3. To make the computations easier, we devised the following
labeling system for elements in K4 × S3.
1 = (e, e) 9 = (a, (1 2)) 17 = (b, (1 2 3))
2 = (e, (1 2) 10 = (a, (1 3)) 18 = (b, (1 3 2))
3 = (e, (2 3)) 11 = (a, (123)) 19 = (c, e)
4 = (e, (1 3)) 12 = (a, (1 3 2)) 20 = (c, (1 2))
5 = (e, (1 2 3 )) 13 = (b, e) 21 = (c, (2 3))
6 = (e, (1 3 2)) 14 = (b, (1 2)) 22 = (c, (1 3))
7 = (a, e) 15 = (b, (2 3)) 23 = (c, (1 2 3))
8 = (a, (1 2)) 16 = (b, (1 3)) 24 = (c, (1 3 2)).
To begin we wanted to show our propositions held using this example. We proved R1(K4 × S3, (c, (132)) =
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E∗1 (K4×S3, (c, (132)) and E
∗
1 (K4×S3, (c, (132))) ⊳K4×S3. Because these conjectures held for our example
group, we thought that maybe the conjectures held generally. As seen in the previous section, we were
unable to prove this. Next, we looked into the properties of K4 × S3 to see if any of the group’s properties
explained why the conjectures held and why we were unable to prove our propositions generally. Specifically,
we focused on metabelian groups and solvable groups, as shown below.
4.2.1 Properties of K4 × S3
To begin this section we define a metabelian group.
Definition 11. A group, G, is said to be metabelian if the following conditions hold,
• The quotient group G
/
Z(G) is abelian where Z(G) is the center.
• G′ ⊆ Z(G) where G′ is the commutator subgroup of G.
• The quotient group G /H is abelian where H ⊳ G.
• The commutator subgroup of G, G′, is abelian.
• The commutators commute.
Using the above definition, it suffices to show K4 × S3 /H is abelian where H is any normal subgroup of
K4 × S3. Let G = K4 × S3. Then G /H = {gH | g ∈ G} is abelian if
(aH)(bH) = (bH)(aH) for all a, b ∈ G. Let H = {1, 7, 13, 19}. Consider G /H
G /H ={1H, 2H, 3H, 4H, 5H, 6H, 7H, ..., 22H, 23H, 24H}
={1 · {1, 7, 13, 19}, 2 · {1, 7, 13, 19}, ..., 23 · {1, 7, 13, 19}, 24 · {1, 7, 13, 19}}
={{1, 7, 13, 19}, {2, 8, 14, 20}, {3, 9, 15, 21}, {4, 10, 16, 22}, {5, 11, 17, 23}, {6, 12, 18, 24}}
={H, 2H, 3H, 4H, 5H, 6H}
We want to show [aH, bH ] = H for all a, b ∈ G /H . Consider the commutator [2H, 6H ],
[2H, 6H ] =(2H)−1(6H)−1(2H)(6H)
=(2 · 5 · 2 · 6)H
=(3 · 2 · 6)H
=5H
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Notice 5H is not equivalent to H , therefore G /H is nonabelian and K4 × S3 is not metabelian.
As we were unable to use the metabelian property of a group to prove our conjectures generally, we decided
to look at different group properties such as solvability. A solvable group is defined as the following, note
that the two definitions are equivalent when dealing with finite groups
Definition 12. A group G is called solvable [3] if there is a chain of subgroups
e = Hn ⊂ · · · ⊂ H3 ⊂ H2 ⊂ H1 = G
such that Hk+1 is normal in Hk and Hk
/
Hk+1 is a cyclic group.
Definition 13. A group G is called solvable [3] if there is a chain of subgroups
e = Hn ⊂ · · · ⊂ H3 ⊂ H2 ⊂ H1 = G
such that Hk+1 is normal in Hk and Hk
/
Hk+1 is abelian.
We begin by showingK4×S3, the example group that our conjectures hold for, is solvable. To do this, we first
needed to find all the subgroups of K4×S3. We looked at the subgroups generated by one element of K4×S3
and we already knew that R1(K4×S3, (c, (1 3 2))) is a subgroup of K4×S3 from previous work. In addition,
we knew that R1(K4 × S3, (c, (1 3 2)) = E
∗
1 (K4 × S3, (c, (1 3 2))) and that E
∗
1 (K4 × S3, (c, (1 3 2))) ⊳K4 × S3.
For the sake of brevity, we will discuss only one chain of normal subgroups, but we found three chains.
The trivial subgroup,
〈
(e, e)
〉
= {(e, e)}, is normal in the subgroup generated by (a, e), i.e.
〈
(a, e)
〉
=
{(e, e), (a, e)}. The subgroup generated by (a, e) is normal in the subgroup generated by (a, (1 3 2)), i.e.
〈
(a, (1 3 2))
〉
= {(e, e), (e, (1 2 3)), (e, (1 3 2)), (a, e), (a, (1 2 3)), (a, (1 3 2))}. Then the subgroup generated by
(a, (1 3 2)) is normal in R1(K4 × S3, (c, (1 3 2))) where R1(K4 × S3, (c, (1 3 2))) =
{(e, e), (e, (1 2 3)), (e, (1 3 2)), (a, e), (a, (1 2 3)), (a, (1 3 2)), (b, e), (b, (1 2 3)), (b, (1 3 2)), (c, e), (c, (1 2 3)), (c, (1 3 2))}.
Now that we have a chain of normal subgroups, we must check for abelian quotient groups.
Consider R1(K4 × S3, (c, (1 3 2)))
/〈
(a, (1 3 2))
〉
R1(K4 × S3, (c, (1 3 2)))
/〈
(a, (1 3 2))
〉
= {a
〈
(a, (1 3 2))
〉
| a ∈ R1(K4 × S3, (c, (1 3 2)))}
= {
〈
(a, (1 3 2))
〉
, (e, (1 2 3))
〈
(a, (1 3 2))
〉
, . . . , (c, (1 3 2))
〈
(a, (1 3 2))
〉
}
= {
〈
(a, (1 3 2))
〉
, (b, (1 2 3))
〈
(a, (1 3 2))
〉
}.
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It suffices to check that
〈
(a, (1 3 2))
〉
and (b, (1 2 3))
〈
(a, (1 3 2))
〉
commute. Then consider the following
[
〈
(a, (1 3 2))
〉
, (b, (1 2 3))
〈
(a, (1 3 2))
〉
] = ((e, e)−1(b, (1 2 3))−1(e, e)(b, (1 2 3)))
〈
(a, (1 3 2))
〉
= ((b, (1 2 3))−1(b, (1 2 3)))
〈
(a, (1 3 2))
〉
=
〈
(a, (1 3 2))
〉
.
Therefore
〈
(a, (1 3 2))
〉
and (b, (1 2 3))
〈
(a, (1 3 2))
〉
commute and R1(K4 × S3, (c, (1 3 2)))
/〈
(a, (1 3 2))
〉
is
abelian. Similar work was done to show the other quotient groups are abelian.
Thus we have
〈
(e, e)
〉
⊳
〈
(a, e)
〉
⊳
〈
(a, (1 3 2))
〉
⊳ R1(K4 × S3, (c, (1 3 2))) ⊳ K4 × S3. In addition, we also have
abelian quotient groups. Therefore we can conclude that K4 × S3 is solvable. We were unable to use this
property to aid us in proving our conjectures generally.
5 Conclusion
We explored the centralizer-like subgroups associated with 1-Engel words as well as the arbitrary sets of
right n-Engel elements of a group G ×H with an element (u, v). Then we associated characteristics of the
direct product of words within a group and direct products of centralizer-like subgroups associated with the
n-Engel word. The latter was developed through use of a proposition created by McClellan and Tlachac [2].
Another proposition was examined, Proposition 1 [1], in which we determined that certain properties would
hold for direct products. Then attempts to prove generally certain conjectures extended from Proposition 1
were discussed. As this was unsuccessful, we explored new topics, such as metabelian and solvable groups,
through an example.
Future topics to explore include creating an isomorphism theorem pertaining to direct products and/or semi-
direct products, providing more characteristics for centralizer-like subgroups associated with the n-Engel
word, and finalizing whether the properties in Conjecture 6 hold generally. Determining what properties
hold for centralizer-like subgroups associated with the n-Engel word inside of direct product groups and
inside of semi-direct product groups would be interesting to research due to the different characteristics
between direct product groups and semi-direct product groups.
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