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Re´sume´
Toute mesure est le produit de nombreuses influences. Ceci est parti-
culie`rement vrai pour les scores obtenus en sciences sociales. Dans cette the`se,
l’attention sera porte´e sur cinq influences principales :
1. les influences internes stables
2. les influences momentanne´es situationnelles
3. les influences lie´es aux me´thodes de mesure
4. l’erreur de mesure
5. la spe´cificite´ individuelle
Plusieurs mode`les de´composant les scores observe´s en certaines de ces in-
fluences ont de´ja` e´te´ de´veloppe´. Dans cette the`se, j’ai pre´sente´ deux mode`les
existants : le mode`le e´tat-trait latent (LST) et le mode`le de trait-corre´le´
me´thode corre´le´e −1 (CTCM−1). De plus, j’ai pre´sente´ une fac¸on d’estimer
et de mode`liser l’he´te´roge´ne´ite´ de la population a` l’aide des mode`les a` po-
pulation mixte. Chacune de ces trois techniques utilise des variables latentes
pour de´composer les scores observe´s. Elles ont des avantages spe´cifiques ainsi
que des conditions d’application a` respecter. Les mode`les LST et CTCM−1
permettent tous deux d’estimer les composants de la variance et donc de
quantifier les sources d’influences (Steyer, Ferring, & Schmitt, 1992; Eid,
2000). L’avantage principal du mode`le LST est qu’il peut e´valuer si un score
mesure surtout un trait ou un e´tat. Une importante condition d’application
du mode`le LST classique est la supposition que le trait ne change pas dura-
blement entre les occasions de mesures 1.
La the´orie des mode`les e´tat-trait latents
La the´orie des mode`les e´tat-trait latents (latent state-trait - LST - model
theory) permet d’e´tudier l’e´tat temporaire duˆ a` l’occasion de mesure graˆce
1Une extension du mode`le LST pour des traits changeants durablement ont e´te´
de´veloppe´ par Cole & Martin (2005).
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a` la nature longitudinale des donne´es. Elle est une extension de la the´orie
classique de test (Steyer, Schmitt, & Eid, 1999). Cette the´orie tient compte
du de´bat (Allport, 1937; Mischel, 1968) concernant l’influence des traits de
personnalite´ stables versus l’influence des situations sur le comportement.
En effet, elle suppose que le vrai score d’un individu de´pend a` la fois de ses
dispositions internes, les traits (Ti), et des situations, ou occasions de me-
sure (Ol), dans lesquelles il se trouve. Ces situations ne sont pas conside´re´es
comme connues mais de´pendent de la perception qu’en ont les individus.
Chaque variable observe´e est donc de´compose´e en une variable latente de
trait (composant stable Ti), une variable latente d’occasion (Ol) et une va-
riable d’erreur :
Yil = αil + λTilTi + λOilOl + Eil
ou` αil, λTil , and λOil sont des constantes re´elles. L’index l refe`re a` la lie`me
occasion de mesure, et i a` la ie`me measure dans l’occasion l. Pour pouvoir
appliquer ce mode`le a` des donne´es empiriques, il est ne´cessaire d’avoir au
minimum deux indicateurs pour chaque occasion, par exemple deux moitie´
de questionnaire. Les variables latentes spe´cifiques a` la personne Ti mesurent
des diffe´rences interindividuelles stables entre les occasions de mesure. Donc,
pour un individu donne´, ces variables caracte´risent ce qui reste semblable
quelque soit la situation, le trait. Mais, pour un meˆme trait, un indice i est
ne´cessaire pour ve´rifier la diffe´rence entre items dans la recherche longitu-
dinale. En effet, un questionnaire n’est pratiquement jamais homoge`ne sur
tous les items et cette diffe´rence impose souvent d’avoir i traits pour tenir
compte de la variabilite´ des variables spe´cifiques a` la personne T (Eid, 1996;
Marsh & Grayson, 1994; Steyer et al., 1992). Bien suˆr, les traits devraient
eˆtre hautement corre´le´s. Ce n’est que dans les e´tudes longitudinales que les
composants spe´cifiques aux items peuvent eˆtre se´pare´s de l’erreur de mesure.
Les variables latentes spe´cifiques aux occasions Ol mesurent les de´viations
dues aux occasions des e´tats momentane´s des composants stables spe´cifiques
aux personnes. Donc, pour un individu donne´, ces variables caracte´risent la
variabilite´ due aux occasions. Elles sont communes a` tous les diffe´rents sous-
traits d’une occasion de mesure l. Les variables spe´cifiques aux occasions Ol
sont non-corre´le´es avec les variables spe´cifiques aux personnes et les variables
d’erreur par de´finition de la the´orie e´tat-trait latent. Finalement, les variables
d’erreur ne sont pas corre´le´es avec les variables spe´cifiques aux personnes et
toutes les corre´lations entre les variables d’erreur sont suppose´es eˆtre ze´ro. La
figure 1 montre un exemple d’un mode`le e´tat-trait latent pour deux mesures
(i = 2) dans trois occasions de mesure (l = 4).
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Fig. 1: Exemple d’un mode`le e´tat-trait latent pour deux mesures (i = 2)
dans quatre occasions de mesure (l = 4)
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Il existe trois coefficients pour de´terminer la proportion de variance ob-
serve´e due aux trois sources de variabilite´, trait, occasion et erreur (Steyer
et al., 1999). Pour calculer ces coefficients, la variance d’une variable observe´e
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doit d’abord eˆtre de´compose´e dans les variances des variables latentes :
V ar(Yil) = λ
2
Til
V ar(Ti) + λ
2
Oil
V ar(Ol) + V ar(Eil).
Le coefficient de consistance calcule la proportion de variance observe´e
due aux diffe´rences interindividuelles stables.
Con(Yil) =
λ2TilV ar(Ti)
V ar(Yil)
.
Le coefficient de spe´cificite´ de l’occasion calcule la proportion de variance
observe´e due aux diffe´rences interindividuelles spe´cifiques aux occasions.
OSpe(Yil) =
λ2OilV ar(Ol)
V ar(Yil)
.
Le coefficient de fide´lite´ est la somme de ces deux coefficients et repre´sente
la proportion de variance d’une variable observe´e qui n’est pas due a` l’erreur
de mesure. Un moins ce coefficient est donc e´gal a` l’erreur de mesure.
Rel(Yil) = Con(Yil) +OSpe(Yil).
Les mode`les multitrait-multime´thode
La me´thode Multitrait-Multime´thode (MTMM) a e´te´ de´veloppe´e par
Campbell & Fiske (1959). Dans cet article, les auteurs ont pre´sente´ quatre
facettes ne´cessaires a` l’estimation de la validite´ :
1. La validite´ convergente : La validite´ d’un trait est refle´te´e par le consen-
sus des mesures. Si plusieurs me´thodes de mesure me`nent aux meˆmes
re´sultats et aux meˆmes implications, les mesures montrent de la validite´
convergente.
2. La validite´ discriminante : L’introduction d’un nouveau trait dans un
domaine de la psychologie doit eˆtre justifie´ par la nouveaute´ et le ca-
racte`re unique de ce trait. Ces deux crite`res sont refle´te´s par la validite´
discriminante. La validite´ discriminante ne doit pas exce´der une cer-
taine valeur pour qu’on puisse distinguer les traits.
3. La ” Trait-Method-Unit ” : La valeur obtenue par une mesure est tou-
jours un produit du trait et de la me´thode. Si on n’utilise pas plu-
sieurs me´thodes, on ne peut pas distinguer si c’est le trait qui pro-
duit les re´sultats ou si c’est plutoˆt la me´thode de mesure. Les effets
Halo, Self-Fulfilling-Prophecy, Rosenthal, Hawthorne ou de de´sirabilite´
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sociale sont des exemples d’influence sur les observations due a` une
me´thode.
4. La de´composition des effets : Pour distinguer entre les effets lie´s aux
traits et ceux lie´s aux me´thodes, il faut mesurer plusieurs traits par plu-
sieurs me´thodes. Les traits servent a` la mesure des effets d’une me´thode
et les me´thodes servent a` la mesure des effets des diffe´rents traits. Dans
les mode`les MTMM pour les donne´es me´triques et ordinales on peut
calculer des coefficients mesurant les effets d’un trait (consistency co-
efficient) et les effets d’une me´thode (method specificity coefficient).
Depuis quelques anne´es, l’analyse MTMM est de plus en plus applique´e (Eid,
Lischetzke, & Nussbeck, 2006). Plusieurs faits montrent l’importance de cette
me´thode. Il y a plus de 4000 citations des travaux de Campbell et Fiske
(1959). Pour les donne´es me´triques, il y a une vingtaine de mode`les diffe´rents
(Eid, 2000, 2006; Marsh, 1989). Re´cemment, ces mode`les ont aussi e´te´ adapte´s
aux donne´es ordinales pour ame´liorer le de´veloppement des e´chelles et les
analyses d’items (Eid, Lischetzke, & Trierweiler, 2001; Nussbeck, Eid, & Li-
schetzke, 2006)).
L’un des mode`les MTMM s’appelle le mode`le du trait-corre´le´ me´thode
corre´le´e −1 (CTCM−1). L’avantage principal du mode`le CTCM−1 est qu’il
peut estimer la validite´ convergente et discriminante au niveau du trait. Par
contre, ce mode`le est plus approprie´ si une me´thode peut eˆtre choisie comme
standard (Eid et al., 2006) pour des raisons the´oriques. Les autres me´thodes
sont alors conside´re´es comme des de´viations de ce standard. Si cette condi-
tion ne fait pas de sens au niveau the´orique, par exemple si les e´valuateurs
sont e´changeables (i.e., deux employe´s qui e´valuent leur supe´rieur), le mode`le
CTCM−1 ne devrait pas eˆtre utilise´. La figure 2 pre´sente un exemple de
mode`le CTCM−1 avec deux traits et trois me´thodes.
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Fig. 2: Exemple d’un mode`le CTCM−1 pour deux indicateurs (i = 2), deux
traits (j = 2) et trois me´thodes (k = 3). Les corre´lations entre les facteurs
de trait et de me´thode sont admis que quand les facteurs portent la meˆme
lettre a ou b.
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Mode`les a` population mixte
Finalement, la mode`lisation a` population mixte oˆte la supposition d’ho-
moge´ne´ite´ de la population, en mode`lisant une ou plusieurs variable(s) ob-
serve´e(s) ou latente(s) comme une mixture de distributions (McLachlan &
Peel, 2000). Toutefois, les classes latentes mode`lise´es par une distribution
a` population mixte peuvent eˆtre interpre´te´es de deux fac¸ons. Une mixture
peut vouloir dire qu’il y a C souspopulations avec les distributions spe´cifie´es
par le mode`le mixture. Ou, elle peut vouloir dire que la distribution globale
n’est pas normale et peut eˆtre de´compose´e en plusieurs ”sous-distributions”.
Dans ce second cas, la population est toujours suppose´e homoge`ne (Bauer &
Curran, 2003a). Il est donc ne´cessaire d’interpre´ter prudemment les classes
trouve´es par un mode`le a` population mixte. Il devrait y avoir des raisons
the´oriques fortes pour supposer que la population n’est pas homoge`ne dans
une application empirique.
Nouveaux mode`les
Dans cette the`se, je de´veloppe deux combinaisons des trois techniques
pre´sente´es ci-dessus. La premie`re inte`gre les mode`les LST et les mode`les a`
population mixte.
Mode`les LST a` population mixte
L’analyse LST a` population mixte combine l’ide´e des diffe´rences indivi-
duelles et structurelles dans la variabilite´ des scores observe´s. Elle autorise
les diffe´rences interindividuelles dans la variabilite´ observe´e attendue (graˆce
a` la composante LST du mode`le) dans chaque souspopulation (graˆce a` la
composante population mixte du mode`le). Le degre´ de diffe´rences interindi-
viduelles observe´es dans la variabilite´ intraindividuelle peut diffe´rer entre les
classes. Les classes peuvent aussi eˆtre structurellement diffe´rentes au niveau
des influences des covarie´es. L’influence de ces covarie´es peut eˆtre mode`lise´e
au niveau des variables de trait ou au niveau des variables spe´cifiques aux
occasions. Etant donne´ que les covarie´es lie´es aux variables spe´cifiques aux
occasions repre´sentent les influences sur la variabilite´ intraindividuelle, elles
peuvent eˆtre nomme´es covarie´es de changement. Finalement, la variable de
groupe des mode`les a` population mixte n’a pas besoin d’eˆtre connue et me-
sure´e au pre´alable (contrairement au cas de l’analyse multigroupe). Ceci
est particulie`rement utile si la variable de groupe est suppose´e au niveau
the´orique mais est difficilement mesurable.
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Pour illustrer l’utilite´ de ce mode`le, il a e´te´ applique´ a` des donne´es
re´elles sur le bien-eˆtre et les ennuis et agre´ments journaliers. Les re´sultats
montrent que l’analyse LST a` population mixte peut se´parer les sous-groupes
latents au niveau de leur variabilite´ due aux influences spe´cifiques aux oc-
casion comme les influences d’e´ve´nements journaliers. De plus, les re´sultats
montrent aussi que les covarie´es de changement peuvent eˆtre ajoute´es au
mode`le LST a` population mixte, fournissant ainsi d’importantes informations
sur les causes de la variabilite´ intraindividuelle. Les crite`res d’information, le
test du ratio de vraisemblance ajuste´ (adjusted likelihood ratio test) de Lo,
Mendell et Rubin (2001) et le test bootstrap du ratio de vraisemblance in-
diquent tous de fac¸on concordante que le mode`le a` deux classes est supe´rieur
au mode`le a` une classe. La mode`lisation a` population mixte a e´te´ parti-
culie`rement utile dans le cas de ces donne´es car la variable de groupe e´tait
difficile a` mesurer. En effet, la the´orie psychologique des me´tatraits (Bau-
meister & Tice, 1988) ne fournit pas de mesure explicite facile de ce concept.
La the´orie des me´tatrait suppose que certaines personnes sont “traite´es”,
c’est-a`-dire, dans le cas de ces donne´es, posse`dent le trait de bien-eˆtre, alors
que d’autres ne sont pas “traite´es” et sont donc plus susceptibles aux in-
fluences spe´cifiques aux occasions. De´velopper une mesure de non-possession
d’un trait est clairement difficile. La mode`lisation LST a` population mixte
fournit un moyen de contourner cette difficulte´ et de tester l’hypothe`se des
me´tatraits. Les re´sultats confirment cette hypothe`se puisqu’environ 75% de
l’e´chantillon montre une large variance des variables spe´cifiques aux occa-
sions. En conclusion, l’application empirique a montre´ que la mode`lisation
LST a` population mixte est un outil puissant pour la recherche sur l’hu-
meur. Il y a certainement de nombreux autres domaines d’application pour
ce mode`le, en particulier dans la recherche sur les e´motions et sur la re-
cherche en psychologie clinique et de la personnalite´. Finalement, le mode`le
avec covarie´es permet de de´tecter diffe´rents processus et peut aider a` mieux
comprendre les diffe´rences interindividuelles dans la re´action aux influences
situationnelles – une question qui est inte´ressante dans de nombreux do-
maines de recherche.
Le mode`le LST a` population mixte applique´ a` ces donne´es a ensuite e´te´
examine´ a` l’aide d’e´tudes Monte Carlo. Elles montrent que les tests du mode`le
et les estimations des parame`tres sont fiables pour cette analyse spe´cifique.
Elles montrent aussi que les parame`tres sont bien estime´s s’il y a quatre
ou plus occasions de mesure et 500 (ou meˆme 250) observations, comme
l’indiquent la moyenne deMSE proche de ze´ro et la couverture de l’intervalle
de confiance proche de 95%. De plus, les estimations de la taille des classes
semblent correctes meˆme dans le cas de petites tailles d’e´chantillon et de
petits nombres d’occasions de mesure. Les e´tudes Monte Carlo indiquent
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que le test du ratio de vraisemblance ajuste´ (aLRT) (Lo et al., 2001) est
capable de de´tecter plusieurs classes dans cette application lorsque ces classes
existent, meˆme pour de petites tailles d’e´chantillon. Cela montre que ce test
a une faible erreur de type II et est donc tre`s puissant. Enfin, l’erreur de type
I de ce test est aussi approprie´e dans les conditions de cette application. Il
est important de noter que les re´sultats de cette e´tude de simulation peuvent
seulement eˆtre interpre´te´s dans le cadre de l’application conside´re´e.
LST multitrait-multime´thode
La deuxie`me combinaison de´veloppe´e dans cette the`se inte`gre les mode`les
LST et CTCM−1 pour cre´er un mode`le LST multitrait-multime´thode. Le
mode`le LST multitrait-multime´thode de´compose les scores observe´s en in-
fluences lie´es au trait, a` l’occasion de mesure, a` la me´thode de mesure et a`
l’erreur de mesure. Les influences lie´es aux me´thodes peuvent eˆtre estime´es
a` deux niveaux :
– au niveau du trait, permettant une estimation de la ge´ne´ralisabilite´
des biais de me´thodes inde´pendament du trait, et
– au niveau des occasions, permettant une estimation de la ge´ne´ralisabilite´
des biais de me´thodes inde´pendament du temps.
Pour mieux quantifier les influences des me´thodes, quatre nouveaux compo-
santes de variances sont de´veloppe´es :
1. Le coefficient de me´thode spe´cifique au trait TMSpe(Yijkl) : ce coeffi-
cient repre´sente la part de la variable observe´e qui est uniquement due
a` la de´viation de la me´thode par rapport au trait.
2. Le coefficient de convergence du trait TConv : ce coefficient repre´sente
la part de la disposition stable (mesure´e par le coefficient de consistence
du trait) qui est due au trait et non a` la de´viation de la me´thode
par rapport au trait. Ce coefficient devrait eˆtre grand si la validite´
convergente au niveau du trait est e´leve´e car cela voudrait dire que la
de´viation lie´e a` la me´thode est faible et donc que les deux me´thodes
(la standard et l’autre) mesure le meˆme construct.
3. Le coefficient de me´thode spe´cifique aux occasions OMSpe(Yijkl) : ce
coefficient repre´sente la part de la variable observe´e qui est uniquement
due a` la de´viation de la me´thode par rapport aux variables spe´cifiques
aux occasions.
4. Le coefficient de convergence de l’occasion OConv : ce coefficient repre´sente
la part de l’influence totale de l’occasion de mesure (mesure´e par le co-
efficient de consistence de l’occasion) qui est due a` l’occasion et non a` la
de´viation de la me´thode par rapport a` l’occasion. Ce coefficient devrait
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eˆtre grand si la validite´ convergente au niveau de l’occasion est e´leve´
car cela voudrait dire que la de´viation lie´e a` la me´thode est faible et
donc que les situations influencent les variables observe´es de la meˆme
fac¸on pour les deux me´thodes (la standard et l’autre).
Pour illustrer l’utilite´ de ce mode`le, il a e´te´ applique´ a` des donne´es re´elles
sur l’anxie´te´ et la de´pression des enfants telles que mesure´es par des auto
e´valuations et des e´valuations des instituteurs. Les re´sultats du mode`le LST
multitrait-multime´thode montrent que les fide´lite´s des variables observe´es
sont e´leve´es. Ils montrent aussi que l’anxie´te´ et la de´pression mesurent sur-
tout des dispositions internes stables plutoˆt que des influences situation-
nelles. Ces deux informations peuvent aussi eˆtre obtenues avec un mode`le
LST classique pour chaque unite´ trait-me´thode. Par contre, les informa-
tions de´crites ci-dessous ne peuvent eˆtre obtenues qu’a` l’aide du mode`le LST
multitrait-multime´thode. Les traits ge´ne´raux de de´pression et d’anxie´te´ ont
des moyennes et des variances basses, ainsi que l’on pouvait s’y attendre dans
une population non-pathologique. Un mode`le LST classique aurait donne´ les
moyennes et les variances des traits mesure´s par une me´thode spe´cifique.
L’influence de la me´thode est tre`s e´leve´e au niveau du trait et au niveau de
l’occasion de mesure, comme l’indique les coefficients de convergence du trait,
respectivement de l’occasion. Ces re´sultats montrent que la validite´ conver-
gente est faible au niveau du trait et de l’occasion de mesure. Etant donne´
que cette influence est estime´e pour chaque variable observe´e, il est possible
de voir comme elle e´volue au cours du temps. Dans l’application empirique,
l’estimation des biais lie´es aux me´thodes au niveau des occasions montre
que les biais lie´s aux me´thodes sont encore plus e´leve´s lors des premie`res et
troisie`mes occasions de mesure, c’est-a`-dire quand les instituteurs e´valuent
les enfants pour la premie`re fois. On peut en conclure que les situations n’in-
fluencent pas les enfants et leurs instituteurs de la meˆme fac¸on. Finalement,
la validite´ discriminante peut eˆtre estime´e au niveau du trait et des occasions
par la corre´lations entre les variables de trait (resp. d’occasion) appartenant
a` des constructs diffe´rents. Dans l’application, on constate que les enfants
(resp. les instituteurs) e´valuent la de´pression et l’anxie´te´ de fac¸on similaire.
De plus, ils sont influence´s par les situations de fac¸on similaire qu’ils e´valuent
la de´pression ou l’anxie´te´.
Les mode`les complexes de´veloppe´s et pre´sente´s dans cette the`se four-
nissent des moyens de tester des hypothe`ses spe´cifiques. Dans la conclu-
sion, des crite`res sont propose´s pour guider les chercheurs dans leur choix
du mode`le le plus approprie´ pour leur donne´es mais aussi pour les aider a`
re´colter des donne´es pouvant eˆtre analyse´es a` l’aide de ces mode`le. Le but
de cette conclusion est d’encourager les chercheurs applique´s en sciences so-
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ciales a` utiliser les mode`les de´veloppe´s dans cette the`se lorsqu’ils sont appro-
prie´s pour tester leur questions de recherche. Cela ne sera possible que si ces
chercheurs ne comprennent pas seulement le but de ces mode`les mais aussi
s’ils comprennent comment les appliquer et les avantages spe´cifiques qu’ils
peuvent en tirer.
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Summary
Any measure is the product of many different influences. This is espe-
cially true for social sciences scores. In this thesis, I focus on five different
influences :
1. stable internal influences
2. momentary situational influences
3. method of measurement influences
4. measurement error
5. individual specificity
Several models have already been developed that decompose the observed
scores into some of these influences. In this thesis, I have presented two exis-
ting models : The latent state-trait (LST) models and the correlated trait
correlated method −1 (CTCM−1). Moreover, I have also presented a way of
estimating and modeling population heterogeneity with mixture modeling.
Each of these three techniques uses latent variables to decompose the obser-
ved scores. They also have specific advantages and conditions of application.
The LST and CTCM−1 models both allows for variance components and
thus for a quantification of the sources of influences (Steyer et al., 1992;
Eid, 2000). The principal advantage of the LST model is that it can eva-
luate if a score measures mostly a trait or a state. An important condition
of application of the classical LST model is the assumption that the trait
does not change lastingly between occasions of measurement 2. The prin-
cipal advantage of the CTCM−1 model is that it can estimate convergent
and discriminant validity on the trait level. However, this model is more
appropriate if one method can be chosen as a standard (Eid et al., 2006)
for theoretical reasons. The other methods are then considered as deviation
from this standard. If this is theoretically inappropriate, for example if raters
are exchangeable (i.e., two employees rating their supervisor), the CTCM−1
model should not be used. Finally, mixture modeling relaxes the assumption
2Extension of LST models for lastingly changing traits have been developed by Cole &
Martin (2005).
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of population homogeneity, by modeling one or several observed or latent
variable as a mixture of distribution (McLachlan & Peel, 2000). However,
the latent class modeled by a mixture distribution can be interpreted in two
ways. A mixture could mean that there are C subpopulations with the distri-
bution specified in the mixture. Or, it could mean that the total distribution
is not normal and can be decomposed into several “sub-distributions”. In
this second case, the population is still assumed to be homogeneous (Bauer
& Curran, 2003a). Thus, the interpretation of the finding of several classes
in a mixture model must be carefully considered. There should be strong
theoretical reasons for a mixture model in an empirical application.
In this thesis, I develop two combinations of the three techniques pre-
sented above. The first one integrates mixture modeling and LST models in
a mixture LST model. Mixture latent state analysis combines the idea of
individual and structural differences in variability of observed scores. It al-
lows interindividual differences in the expected observed variability (because
of the LST component of the model) within subpopulation (because of the
mixture component of the model). The degree of observed interindividual dif-
ferences in intraindividual variability can differ between classes. The classes
can also be structurally different with respect to the influences of covariates.
The influence of these covariates can be modeled on the trait or on the
occasion-specific variables. Since covariates related to occasion-specific va-
riables represent influences on intraindividual variability, they can be called
covariates of change. Finally, the grouping variable of mixture models does
not have to be known and measured beforehand (contrarily to multigroup
analysis). This is particularly useful if the grouping variable is hypothesi-
zed theoretically but is not easily measured. To illustrate the usefulness of
this model, I applied it to real data on well-being and daily hassles and
uplifts. The results showed that mixture LST analysis can separate latent
subgroups with respect to their variability due to occasion-specific influences
such as influences of daily events. Moreover, the results also showed that
covariates of change can be added to the mixture LST model, thereby provi-
ding important information on the reasons of intraindividual variability. The
information criteria and the adjusted likelihood ratio test of Lo et al. (2001)
and the bootstrap likelihood ratio test have concordantly shown that the
two-class model is superior to a one-class model. Mixture modeling was par-
ticularly useful in the case of this data because the grouping variable could
not be measured. Indeed, the psychological theory of metatrait (Baumeister
& Tice, 1988) cannot easily yield an explicit measure. The metatrait theory
supposes that some people are “traited”, that is, in the case of this data,
possess the trait of well-being, while others are not traited and are therefore
more susceptible to occasion-specific influences. Developing a measure of not
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being traited is clearly difficult. Mixture LST modeling provided a way of
circumventing this difficulty and test the metatrait hypothesis. The results
verify this hypothesis since about 75% of the sample showed high variance
of occasion-specific variables. In conclusion, the empirical application sho-
wed that the mixture LST model is a powerful model for mood research.
There might be many other areas of applications for this model, particularly
in research on emotion, and in clinical and personality psychology. Parti-
cularly, the model with covariates allows detecting different processes and
might help to understand interindividual differences in the reaction to situa-
tional influences more deeply - a question that is interesting for many areas
of research.
The mixture LST model applied to this data set is scrutinized with
Monte Carlo studies. They show that the model tests and the parameter
estimates can be trusted in this specific analysis. They also show that the
parameters are well estimated with four or more occasions of measurement
and 500 (or even 250) observations. This could be seen by the low mean
MSE and the coverage close to 95%. Moreover, the class size estimates seem
to be accurate even in the case of small sample sizes and a low number
of occasions of measurement. The Monte Carlo studies indicate that the
adjusted Likelihood Ratio Test (Lo et al., 2001) is able to detect several
classes in this application when they do exist, even for small sample sizes.
This indicates that this test has low type II error and is thus very powerful.
Moreover, the type I error rate of this test is also appropriate in the conditions
of this application. It is important to note that the results of the simulation
study can only be interpreted with respect to the application considered.
The second combination developed in this thesis integrates LST and
CTCM−1 models to create a multitrait-multimethod LST model. The mul-
timethod LST model decomposes trait, occasion-specific, method specific and
measurement error influences on the observed scores. Method influences can
be estimated on both the trait, allowing an estimation of the generalizability
of method bias across trait, and the occasion level allowing an estimation of
the generalizability of method bias across time. To better quantify method
influences, I develop four new variance components coefficients :
1. Trait-specific method coefficient TMSpe(Yijkl) : this coefficient repre-
sents the part of the observed variable that is uniquely due to the
method deviation from the trait.
2. Trait convergency TConv : this coefficient represents the part of the
stable disposition (measured by the trait consistency coefficient) that
is due to the trait and not to the trait-specific method deviation. This
coefficient should be high if convergent validity on the trait level is
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high since this would mean that the method deviation is low and thus
that both methods (the standard and the other one) measure the same
construct.
3. Occasion-specific method coefficient OMSpe(Yijkl) : this coefficient re-
presents the part of the observed variable that is uniquely due to the
method deviation from the occasion-specific variable.
4. Occasion convergency OConv : this coefficient represents the part of
the total occasion of measurement influence (measured by the occa-
sion consistency coefficient) that is due to the occasion and not to the
occasion-specific method deviation. This coefficient should be high if
convergent validity on the occasion level is high since this would mean
that the method deviation is low and thus that the situations influence
the observed variables in the same way for both methods (standard and
the other one).
To illustrate the usefulness of this model, I apply it to real data on anxiety and
depression in children as measured by self- and teacher report. The results
of the multimethod latent state-trait model show that the reliabilities of the
observed variables are high. They also show that both anxiety and depression
measure mostly stable internal dispositions and not situational influences.
Both informations could be obtained with a classical latent state-trait model
for each trait-method unit. However, the next informations are obtained only
with the multimethod LST model. The general trait of depression and anxiety
have low means and variances as could be expected in a non-pathological
population. A classical LST model would have given means and variances
of the trait as measured by a specific method. The influence of method is
very high on the trait and on the occasion level, as indicated by the trait-
, respectively occasion-convergency coefficients. These results indicate that
convergent validity is low on the trait and occasion level. Since this influence
is estimated for each observed variable, it is possible to see how it evolves
across time. In the application, the estimation of method bias across time
show that the first and third occasions of measurement, when the teachers
evaluate their pupils for the first time, have even more method bias. Thus, the
situations do not influence children and teachers in the same way. Finally, the
discriminant validity can be estimated on both the trait and the occasion level
by the correlations between the traits (resp. occasions) variables belonging to
different constructs. In the application, it is shown that the children (resp. the
teachers) evaluate depression and anxiety in a similar way and are influenced
by the situations also in a similar way when they rate depression or anxiety.
The complex models developed and presented in this thesis provide ways
to test specific hypotheses. In the conclusion, I propose some guidelines about
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how to choose a model of interest but also about how to collect data that can
be analyzed with these models. The goal of this conclusion is to encourage
applied social sciences researchers to use the models developed in this thesis
when they are appropriate to test their research questions. This can only be
done if these researchers not only understand the purpose of the models but
also if they understand how to apply them.
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Chapitre 1
Introduction
Human traits are very hard to measure reliably because psychological
constructs are influenced by many factors. For example, rainy weather can
have an important adverse influence on mood. The factors influencing psy-
chological constructs are very diverse and they are also probably different
from individual to individual. This means that the ideal of comparing situa-
tions “all things being equal” is not really possible when studying psychology.
However, precise measurement is necessary to discover meaningful relations
between constructs. Indeed, imprecise measurement can cause two problems.
The first is that real relations between construct may not be discovered, that
is these relations may be estimated as not significant, even though in reality
they are significant. The second problem is that estimates of effect size may
be either under- or overestimated. Both problems lead to wrong results and
therefore to erroneous conclusions regarding the research questions of the
studies. To avoid this, we as social sciences researchers need to find ways to
obtain more reliable measurements by applying specific methodologies and
techniques. Two major sources that have an influence on psychological mea-
sures have been considered : measurement error and influences of the occasion
of measurement. Both types of influences can be separated in longitudinal
models.
Over the last few years a variety of models for analyzing change have
been developed (Biesanz, West, & Kwok, 2003). These models consider change
either as lasting or as temporary. Change can be long lasting when individuals
evolve in an enduring manner over time. For example, mathematical know-
ledge measured on children several times over a year will probably show a
lasting improvement. Temporary situational influences, on the contrary, sup-
pose that the changes will not endure. A typical example is the variability of
mood : the mood state of the individual can go up and down rather rapidly.
In a recent review, Khoo, West, Wu, and Kwok (2006) distinguish between
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three general classes of longitudinal models that are appropriate for analy-
zing different kinds of change : (1) Autoregressive models and (2) growth
curve models are typically applied in developmental psychology. These mo-
dels are used to analyze developmental processes (autoregressive models) or
to model development as a function of time (growth curve models). Although
both types of models differ in their basic assumptions, they are typically ap-
plied to analyze changes that are characterized by high inertia, that are
often long-lasting, and sometimes irreversible (Nesselroade, 1991). Whereas
the autoregressive model was the standard model for analyzing change for
a long time (Jo¨reskog, 1979), in recent years methodological research has
focused on growth curve models (e.g., Duncan, Duncan, Strycker, Li, & Al-
pert, 1999; McArdle & Nesselroade, 2003). (3) Latent state-trait models, on
the other hand, are typical approaches for modeling variability which can
be understood as fluctuations of a shorter duration that are reversible (e.g.,
variability of mood, Nesselroade, 1991). Many applications of latent state-
trait (LST) models have shown that this class of longitudinal models offers
researchers a very powerful methodological tool for separating stable from
occasion-specific influences (e.g., Cole & Martin, 2005; Deinzer et al., 1995;
Dumenci & Windle, 1996, 1998; Eid & Hoffmann, 1998; Eid & Diener, 1999;
Eid & Langeheine, 1999; Eid, Notz, Steyer, & Schwenkmezger, 1994; Kenny
& Zautra, 1995, 2001; Schermelleh-Engel, Keith, Moosbrugger, & Hodapp,
2004; Steyer et al., 1992, 1999; Tisak & Tisak, 2000; Vautier & Jmel, 2003).
Although the three types of models are suitable to analyze different
types of change, they can also be combined. For example, LST models can
be combined with autoregressive models in order to consider carry-over ef-
fects between occasions of measurement appropriately (Cole & Martin, 2005).
This is particularly useful when there are carry-over effects and/or change
processes. Autoregressive models can also be combined with growth curve
models to get a general model comprising different types of change (Curran
& Bollen, 2001; Bollen & Curran, 2004). These models that have been de-
veloped for continuous observed variables have counterparts in the world of
categorical data analysis. Latent Markov and latent transition analysis are
standard models for analyzing change in developmental processes (Collins
& Flaherty, 2002; Eid, in press; Langeheine, 1994; Lanza, Collins, Schafer,
& Flaherty, 2005). Additionally, latent Markov models and latent state-trait
models for categorical variables can also be applied to measure the fluctua-
tions of psychological states (Bo¨ckenholt, 2005; Eid, 2002; Eid & Langeheine,
1999).
Models of LST have become the standard models for analyzing inter-
individual differences in intraindividual changes that are due to short-term
situational influences. They have been widely and successfully applied. Ho-
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wever, there are still two limitations of these models. First, analyzing LST
models with programs for structural equation modeling assumes that the va-
riables of the model have the same distribution for all individuals considered.
As a consequence, these models assume that the population is homogeneous
with respect to the variability process. As it will be shown later, this as-
sumption could be questioned for several reasons. Therefore, the extension
of LST models to mixture LST models that allow for population heteroge-
neity is a worthwhile task and the first aim of this thesis (see chap. 3, p. 35).
An application to empirical data on well-being will show the interpretational
advantages of the mixture LST model. Furthermore, since mixture mode-
ling is a relatively new methodological approach, the behavior of mixture
LST models will be scrutinized in more details through Monte Carlo stu-
dies. These studies will show whether the parameters can be appropriately
estimated and whether the fit criteria are reliably calculated in the mixture
LST models presented. Moreover, the Monte-Carlo studies will be extended
to several sample sizes and several occasions of measurement to investigate
the influence of these factors on the parameter estimates and the behavior
of the fit coefficients. The results of the Monte Carlo studies can then be
used to provide guidelines for determining the minimum sample size neces-
sary for obtaining appropriate results depending on the number of occasions
of measurement.
Furthermore, LST models are typically applied to states and traits mea-
sured by the same method. However, it is generally recommended to measure
states and traits by different methods in order to analyze the validity of the
measures (Campbell & Fiske, 1959; Eid & Diener, 2006). Although currently
existing multiconstruct LST models (Schermelleh-Engel et al., 2004) can be
applied to analyze convergent validity, this is seldom done. Moreover, the
multiconstruct LST models do not allow to test specific hypotheses about
method-specific influences. However, this could certainly be of interest for
example when the goal is to compare a self-report and a clinician report
on anxiety measured during the four first interviews. It is a plausible hy-
pothesis that the clinician will better evaluate the patient’s anxiety when
he has seen the patient several times. The integration of LST models and
multitrait-multimethod (MTMM) models is a further necessary step in the
development of more general multidimensional psychometric models and the
second aim of this work (chap. 5, p. 73). An application to empirical data on
depression and anxiety in children as measured by self- and teacher reports
(four occasions of measurement) will provide the opportunity to interpret in
detail all the parameters of this complex model. Moreover, the data will also
be analyzed with a multiconstruct model to compare the results obtained.
To show why LST models are restricted and how these restrictions can be
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circumvented, the basic ideas of LST modeling will be presented. Then it
will be shown how traditional LST models can be extended to mixture LST
models and MTMM LST models.
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Chapitre 2
Basic ideas of latent state-trait
models
2.1 Latent state-trait models
Latent state-trait theory is a general framework for modeling change,
in particular, for separating stable, occasion-specific, and error-specific in-
fluences (Steyer et al., 1992, 1999). In models of latent-state-trait theory,
an observed variable is decomposed into a latent trait variable (stable com-
ponent), a latent occasion-specific variable characterizing the momentary de-
viation of a variable state from a stable trait that is due to situational and/or
interactional influences (variable component), and an error variable (see for
an overview Steyer et al., 1999). The starting point of an LST model is an
observed variable Yil, which represents the ith measure (or indicator) on oc-
casion l. In LST theory, this observed variable is decomposed in the following
way :
Yil = αil + λTilTi + λOilOl + Eil, (2.1.0.1)
where Ti is the latent trait variable for the ith indicator, Ol is the latent
occasion-specific residual variable and αil, λTil , and λOil are real constants.
Figure 2.1 shows an example of a latent-state-trait model for two measures
(i = 2), one trait (j = 1) and four occasions of measurements (l = 4). All
indicators measure the same construct, for example depression but with dif-
ferent items or types of measures. The model allows for indicator-specific
trait factors (Ti) since indicators might not be perfectly homogeneous. This
is particularly true in longitudinal studies. The correlation between both
trait variables measuring the same construct indicates the homogeneity of
both indicators on the trait level. The latent occasion-specific variables Ol
represent the systematic occasion-specific deviations (or residuals) of the mo-
25
mentary states from each stable person-specific trait. They are common to
all indicators on the same occasion of measurement l. Their expectations are
zero since they are defined as residuals and represent random fluctuations
around the trait. Their variance represents interindividual variability due to
occasion-specific influences and to the interaction between the person and the
situation. For example, one individual may be very sensitive to lack of sleep.
In that case, his score will vary largely between occasions if he does not sleep
well. But another individual, less sensitive to lack of sleep, will stay more
stable. The latent residual variables Eil represents measurement error. Their
expectation are zero and their variances represent the unreliability of the
measure. The situations present on the occasions do not have to be known.
In LST theory a situation can be defined as all inner and outer conditions un-
der which a response to an indicator is assessed (Steyer et al., 1999). In other
words, situational influences can be either external, for example the weather,
or internal, for example if the person slept well that night. The situations
may differ for each subject even though they are assessed at the same time.
For example, quality of sleep the night before will differ between subjects,
even when they are assessed at the same time. It is important to note that
situational influences are supposed to be momentary and can change between
the occasions of measurement considered.
The definition of the LST model allow a clear interpretation of the
correlations of the latent variables (Steyer et al., 1992, 1999; Eid et al.,
1994; Eid & Diener, 1999) :
– The correlations between indicator-specific trait variables Ti indicate
the homogeneity of indicators.
– The correlations between all indicator-specific trait variables Ti and
occasion-specific variables Ol are inadmissible, because residuals are
always uncorrelated with the predictors of the same regression (for a
proof, see Steyer, 1989b).
– The occasion-specific variables Ol are assumed to be uncorrelated
across occasions since they represent random fluctuations around the
general trait (Cor(Ol, Ol′) = 0).
– The correlations between all latent variables and error variables are
inadmissible, because residuals are always uncorrelated with the pre-
dictors of a regression (Steyer, 1989b).
– The error variables are assumed to be uncorrelated.
– The observed variables are assumed to be influenced only by their
specific latent variables. For example, an observed variable measu-
red during the second wave is assumed not to be influenced by the
latent occasion-specific variable defined for the first occasion. This as-
sumption is called the assumption of regressive independence (Steyer,
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1989b).
To ensure measurement invariance over time, the intercepts αil and the loa-
ding parameters λTil of each indicator must be set equal across occasions of
measurement. Finally, for identification reasons, one loading parameter λTil
for the trait variables must be fixed to a positive value (usually 1). Moreover,
when there are only two indicators per occasion of measurement such as the
model presented in figure 2.1, all loading parameters λOil for the occasion-
specific variables must also be fixed to 1.
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Fig. 2.1: LST model with occasions and indicator-specific traits (i = 2 indi-
cators, j = 1 trait, l = 4 occasions).
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In LST theory, several coefficients have been defined to indicate the
amount of observed variance that is determined by the different latent va-
riables. They are based on the following decomposition of variance :
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V ar(Yil) = λ
2
Til
V ar(Ti) + λ
2
Oil
V ar(Ol) + V ar(Eil). (2.1.0.2)
The consistency coefficient represents the proportion of observed va-
riance due to stable interindividual differences :
Con(Yil) =
λ2TilV ar(Ti)
V ar(Yil)
. (2.1.0.3)
It represents the degree of observed interindividual differences that is not
due to occasion-specific influences or to measurement error. A test supposed
to measure a stable psychological construct should have high consistency
coefficients.
The occasion-specificity coefficient represents the proportion of observed
variance due to occasion-specific interindividual differences :
OSpe(Yil) =
λ2OilV ar(Ol)
V ar(Yil)
. (2.1.0.4)
A test measuring temporary mood should be sensible to momentary
states and, thus, have high occasion specificity coefficients.
The reliability coefficient is the sum of these two coefficients and repre-
sents the proportion of variance of an observed variable that is not due to
measurement error :
Rel(Yil) = Con(Yil) +OSpe(Yil). (2.1.0.5)
2.2 Indicator-specific latent state-trait
models
Eid, Schneider, and Schwenkmezger (1999) proposed an alternative va-
riant of the model depicted in Figure 2.1. In this model, there is an indicator-
specific factor for the second indicator, representing that part of the second
indicator that is not shared with the first one. The observed variables are
decomposed into :
Yil = αil + λTilT + λTiilISTiIi + λOilOl + Eil, (2.2.0.6)
where λTiil is the loading of indicator i on the indicator specific factor ISTi.
Ii is an indicator variable and is equal to zero when i is the first indicator
and one otherwise.
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This model has several advantages. It allows a more general decomposi-
tion of variance (see below), it avoids multicollinearity problems due to highly
correlated trait variables, and it represents the idea of a common trait.
The coefficients indicating the amount of observed variance that is de-
termined by the different latent variables can be reformulated according to
the new parameterization. The definition of these coefficients is based on the
decomposition of variance :
V ar(Yil) = λ
2
Til
V ar(T )+λ2TiilV ar(ISTi)+λ
2
Oil
V ar(Ol)+V ar(Eil). (2.2.0.7)
According to the new parameterization, the consistency coefficient be-
comes :
Con(Yil) =
λ2TilV ar(T ) + λ
2
Tiil
V ar(ISTi)
V ar(Yil)
. (2.2.0.8)
It represents the degree of observed interindividual differences that are
neither influenced by the occasion of measurement nor by measurement error.
This coefficient can now be decomposed into a common consistency coefficient
representing trait variance shared with the trait of the standard indicator :
ComCon(Yil) =
λ2ilV ar(T )
V ar(Yil)
, (2.2.0.9)
and an indicator-specific consistency coefficient representing the variance spe-
cific to an indicator :
SpeCon(Yil) =
λ2iilV ar(ISTi)
V ar(Yil)
. (2.2.0.10)
If indicators measure exactly the same construct, this coefficient is 0.
The occasion-specificity coefficient indicates the proportion of observed va-
riance due to occasion-specific interindividual differences :
OSpe(Yil) =
λ2OilV ar(Ol)
V ar(Yil)
. (2.2.0.11)
The reliability coefficient is the sum of these coefficients and represents
the proportion of variance of an observed variable that is not due to measu-
rement error :
Rel(Yil) = ComCon(Yil) + SpeCon(Yil) +OSpe(Yil). (2.2.0.12)
In order to get an identified LST model, several parameters have to be
fixed.
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1. As in other structural equation models, at least one loading parameter
has to be fixed to a positive value (usually 1) for each factor. If there
are only two indicators of a factor and the factor is not correlated with
other factors (e.g., occasion-specific variables in Figure 2.1), the two
loadings have to be fixed.
2. The mean value of all residuals factors (indicator-specific trait factors
ISTj and occasion-specific factors Ok) must be fixed to 0.
3. The common latent trait variable T is the only latent variable whose
mean value can be estimated. The mean value of the common trait
variable T is identified only if one intercept αik is fixed (usually to 0).
If, for example, the loading of the first indicator on the first occasion
of measurement on the common trait factor has been fixed to 1 and
its intercept fixed to 0, the mean value of the common trait factor
equals the mean value of the first indicator on the first occasion of
measurement.
LST models are very useful because they are longitudinal and can there-
fore assess change. On the contrary, cross-sectional data, that is data measu-
red on one occasion only cannot be used to assess change or evolution. Two
examples can best illustrate the problems caused by studying a construct
at only one specific time point (i.e., occasion of measurement). The first
example concerns clinical psychology. One classic design of studies of depres-
sion is to measure depression, provide a treatment and measure depression
again. The mean difference between the two measures is supposed to be due
to the treatment (see for example Kampf-Sherf et al., 2004; Stewart, Stack,
Farrell, Pauls, & Jenike, 2005). This repeated measurement design may lead
to biased results because depression is often influenced by the weather (Faust
& Ladewig, 1972; Molin, Mellerup, Bolwig, & Scheike, 1996). Therefore, if
the first measure is taken on a rainy day and the second is taken on a sunny
day, the difference between scores will be caused by both the treatment, the
weather and any possible interaction between treatment and weather, but
the proportion of each cause will remain unknown. If the impact of wea-
ther, and any other situational influences, had been factored out, the mean
difference of scores could then have been more correctly interpreted as a
treatment effect (even if it could still be due to spontaneous remission, for
example). The second example concerns affective psychology. Studies on tem-
porary mood suppose that, by definition, temporary mood is variable from
occasion to occasion. This does not mean that temporary mood does not
have a stable component. However, it does mean that this stable part is sup-
posed to be small. More generally, scores of any construct that is supposed
to be fluctuating due to situational influences should not be measured only
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once (Eid et al., 1994; Eid & Diener, 1999). If a cross-sectional design is
applied to mood states, the risk is that the mean value of the trait will be
very dependent on the occasion of measurement. Moreover, other problems
may arise. For example, on days when the subject’s temporary mood is very
positive, his/her friends will easily evaluate his/her mood correctly while on
days when his/her mood is rather neutral, his/her friends may have more
difficulties in judging his/her mood. However, LST models still have some
limitations.
2.3 Limitations of LST models
LST models take into account stable internal dispositions, defined as
trait variables, external influences, defined as occasion-specific variables, and
measurement error, defined as residuals from the trait and occasion variables.
Traditional applications of LST models with structural equation model as-
sume that the sample is homogeneous, that is they do not take possible po-
pulation heterogeneity into account. However, several theories suppose that
the population may be categorized into groups. For example, Baumeister and
Tice (1988) developed a metatrait theory that hypothesizes that some people
are traited, that is possess the trait under consideration while others are not
traited. If this hypothesis is correct, the situations should not have much ef-
fect on the traited people and therefore the occasion-specific variables should
have low variance for this group. On the contrary, the situations should have
a high influence on the “not traited” people and the occasion-specific va-
riables should have high variance for this second group. The assumption of
homogeneity can be relaxed by using mixture modeling and LST models
can be extended to mixture LST models to account for population hetero-
geneity. The next chapter will present how this extension can be done and
then illustrate the new mixture LST model with an application.
A second limitation of LST models is that they do not necessarily ac-
count for methods effects (but see Steyer et al., 1999; Schmitt, Schwarz,
Steyer, & Schmitt, 1993; Schmitt & Steyer, 1993 for an interpretation of
indicator-specific traits as method factors). In their seminal work, Campbell
and Fiske (1959) explained that several methods of measurement must be
used to analyze validity appropriately and that these methods must converge
in the measurement of the same trait. This is particularly important because
a new construct must show discriminant validity, that is it must be different
from other, already established, constructs. Otherwise, it is not useful be-
cause it would be just a new name for an old concept. Campbell and Fiske
also explained that for any measure, the score obtained depends not only on
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the underlying construct but also on systematic method influences.
Two examples can best illustrate the problems caused by studying a
construct with only one method. The first example concerns social psycho-
logy. Self-report is a very economical way of measuring a construct. Unfor-
tunately, studies on racism or any other socially not acceptable opinions are
difficult to study only by self-report as subjects may answer in a socially desi-
rable way. Indeed, racism is often measured by indirect questions so that the
subjects will not realize the theme or intention of the questionnaire. Ideally,
the answer to these questions should be equally desirable (Perez, Mugny,
Llavata, & Fierres, 1993; Fazio & Olson, 2003; Son-Hing, Chung-Yan, Grun-
feld, Robichaud, & Zanna, 2005). However, it is not certain that this goal is
achieved. It is therefore necessary to obtain other, more objective, measures
to ascertain that the questionnaire does measure only racism and not social
desirability. Objective measures of racism include startle eyeblink responses
(Amodio, Harmon-Jones, & Devine, 2003), facial muscle activity (Vanman,
Paul, Ito, & Miller, 1997) and the Implicit Association Test (Phelps, Cannis-
traci, Cunningham, & Adolphs, 2003). All these tests measure physical and
less controlable reactions when the subject is asked to evaluate Caucasian
or non Caucasian people. To verify if the self-report questionnaire captures
specifically racism, one could measure racism by self-report, racism by an
objective measure and social desirability. If the self-report questionnaire on
racism does capture mostly racism, it will be highly correlated with measures
of racism by an objective measure, indicating high convergent validity. On the
contrary, it will be almost uncorrelated with the social desirability measure,
indicating high discriminant validity. Moreover, the convergent and discrimi-
nant validity can be estimated on the trait and on the occasion level. High
convergent validity on the occasion level would indicate that the situations
have the same influence on the self-report and on the objective measure. High
discriminant validity on the occasion level would indicate that the situations
have a different influence on racism and social desirability.
The second example concerns industrial/organizational psychology stu-
dies used to evaluate relations between covariates and employees’ perfor-
mance. Most of these evaluations of performance are only done by the su-
pervisor. However, his or her opinion on the employee’s performance are
certainly far from being objective. It is important to verify if the opinion of
the supervisor is close to the opinion of other collaborators of the employee
to see if both share a common view. This method is often called 360-degree
evaluation (Rynes, Gerhart, & Parks, 2005). Again, this is not possible if
only one method is used. Indeed, using only one method means having per-
fect confidence in the method to yield objective, stable and reliable results.
Such a degree of confidence is seldom reached, especially to study complex
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psychological constructs. Multitrait-multimethod models will be presented in
more detail in Chapter 5 and it will then be shown how LST models can be
extended to multitrait-multimethod LST models.
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Chapitre 3
Mixture latent state-trait
models
3.1 Mixture models
As already stated, conventional applications of LST models do not ex-
plicitely take possible population heterogeneity into account. This can be
achieved by using mixture modeling. To test the various hypotheses concer-
ning structural differences between subpopulations, LST models can be ex-
tended to mixture LST models. Because LST models are special structural
equations models, mixture LST models can be defined as special variants of
mixture structural equation models. The goal of mixture models in general
is to detect subpopulations differing in some parameters of a model (Nagin,
1999; Yung, 1997). This chapter will first present the general mixture mode-
ling framework as well as the specific goodness-of-fit indices used for these
models. It will then be shown how the LST model can be extended to a
mixture LST model using this general mixture modeling framework.
About 15 years ago, Langeheine and van de Pol began extending longi-
tudinal models for categorical variables to mixture models that are able to
detect latent subgroups (classes) differing in their change process (e.g., Lan-
geheine, 1988; Langeheine & van de Pol, 1990; Langeheine, 1994). This kind
of modeling enables researchers to test and, if necessary, eliminate the as-
sumption of population homogeneity in longitudinal models, an assumption
that might be too restrictive for psychological research because it seems very
unlikely that the entire population is structurally homogeneous with respect
to the process of change. Eid and Langeheine (2003, in press) have extended
latent state-trait models for categorical variables to mixture models and sho-
wed that they could be successfully applied to separate stable from variable
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individuals. The applications of mixture longitudinal models for categorical
variables demonstrate that models which assume population heterogeneity
with respect to the change process offer many new possibilities to analyze
specific hypotheses about variability and change.
The general framework of mixture structural equation modeling makes it
now possible to extend longitudinal models for continuous observed variables
to mixture longitudinal models (Arminger, Stein, &Wittenberg, 1999; Dolan,
Jansen, & van der Maas, 2004; Dolan & van der Maas, 1998; Jedidi, Jagpal,
& DeSarbo, 1997a; Lubke & Muthe´n, 2005; Muthe´n, 2001, 2004; Muthe´n &
Shedden, 1999; Nagin, 1999; Schmittmann, Dolan, van der Maas, & Neale,
in press; Verbeke & Lesaffre, 1996). For instance, Nagin (1999), Verbeke
and Lesaffre (1996) and Muthe´n (2001) have defined growth mixture models
that allow a separation of latent subgroups differing in the parameters of a
growth model. These models have recently been successfully applied in such
different areas of psychology such as, for instance, in research on aggression
(Brame, Nagin, & Tremblay, 2001), depression (Stoolmiller, Kim, & Capaldi,
2005), alcohol use (Colder, Campbell, Ruel, Richardson, & Flay, 2002), smo-
king (Colder et al., 2001), delinquency (Wiesner & Windle, 2004), religiosity
(McCullough, Enders, Brion, & Jain, 2005). These applications demonstrate
the usefulness and applicability of growth mixture models. Another exten-
sion of longitudinal models for continuous variables to mixture distribution
models are latent Markov models for normally distributed response data
(Schmittmann et al., in press). However, mixture latent state-trait models
for continuous observed variables have not been developed yet although it
seems very promising given the success of the mixture longitudinal models in
general and the fact that mixture latent state-trait models are currently limi-
ted to the analysis of categorical observed variables whereas many researchers
deal with continuous data (Bauer & Curran, 2003a; Tisak, 2003).
The standard notation of the finite multinormal mixture density will
first be presented (e.g., Dolan et al., 2004; McLachlan & Peel, 2000). Then,
it will shown how this notation can be used to define the general mixture
LST model. If there are C latent classes, the C-classes multinormal mixture
density is defined as follows :
f(y;Σ, µ, pi) =
C∑
c=1
picfc(y;Σc, µc), (3.1.0.1)
where y is the vector of the random (observed) variables, the matrix Σ =
[Σ1, . . . ,ΣC ] contains C positive definite covariance matrices of the observed
variables in the different classes, the matrix µ = [µ1, . . . ,µC ] contains the C
vectors of mean values in each class. The vector piT = [pi1, . . . , piC ] contains C
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mixing proportions, that means the class probabilities (sizes) with
∑C
c=1 pic =
1 and 0 < pic < 1.
In mixture structural equation modeling the covariances and means of
the variables in different classes depend on the parameters of the structural
equation model. If θT = [θT1 , . . . , θ
T
C ] (T denotes the vector transpose) repre-
sents the vector of parameter vectors in the C classes the general multivariate
normal mixture structural equation model is defined by :
f(y; Σ(θ), µ(θ),pi) =
C∑
c=1
picfc(y; Σc(θc),µc(θc)). (3.1.0.2)
The mixture LST model is a variant of the general mixture structural
equation model. It is assumed that within each latent subpopulation (class)
an LST model with different parameters holds. For mixture modeling, it is
particularly useful to use the indicator-specific LST model. Indeed, if there
are subgroups in which the indicators are heterogeneous (respectively, homo-
geneous) on the trait level, researchers can easily specify a model assuming
subgroups in which the variance of the item-specific residuals differ from 0
for heterogeneous indicators (respectively, in which their variance equals 0
for homogeneous indicators). Therefore, the mixture LST model will be built
on the basis of the indicator-specific LST model. The general mixture LST
model can be defined by :
Yil = αilc+λTilcTc+λTiilcISTic+λOilcOlc+Eilc, with probability pic, (3.1.0.3)
where c indicates the class.
Within each class the same (identifying) restrictions that have been
discussed with respect to the LST model in the total population have to be
made. Mixture structural equation models can be considered as multigroup
structural equation models where the grouping variable is not observed but
latent (Muthe´n, 2001). Consequently, general restrictions that have to be
made to extend models to mixture models are the same as for multigroup
modeling. Thus, if a multigroup model is globally identified, a mixture model
will be as well (Dolan & van der Maas, 1998). It is important to note that
the categories created by mixture distributions can be an approximation
of a continuous variable (Nagin, 1999) and therefore psychological theories
supposing quantitative stages (and not qualitative) can still be tested.
On the basis of the estimated parameters of the model, the probability
pˆicv of belonging to a specific class c can be estimated for each individual v :
pˆicv =
pˆicfc(yv; Σc(θˆc),µc(θˆc))
f(yv; pˆi,Σ(θˆ), µ(θˆ))
. (3.1.0.4)
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An individual can then can be assigned to the latent class for which
his/her assignment probability is maximal. The mean assignment probabili-
ties of all individuals assigned to one class indicate the assignment reliabili-
ties.
3.1.1 Testing mixture SEM models
Because mixture LST models are special variants of mixture structural
equation models, estimation and testing methods for this general approach
can also be used to estimate and test mixture LST models (Arminger et al.,
1999; Lubke & Muthe´n, 2005; Muthe´n, 2001; Muthe´n & Shedden, 1999). In
order to choose the number of latent classes, models with several latent classes
can be estimated and compared. Information criteria such as the Akaike In-
formation Criterion (AIC), Bayes Information Criterion (BIC), sample-size
adjusted BIC (aBIC), consistent AIC (CAIC), and the Integrated Classifi-
cation Likelihood BIC (ICL-BIC) can be applied to select the number of
appropriate classes by choosing the solution with the lowest value of an in-
formation coefficient (Lubke & Muthe´n, 2005; McLachlan & Peel, 2000). The
ICL-BIC is equal to the BIC plus a function of the posterior probabilities for
each class. The ICL-BIC increases when the posterior probabilities are low.
In the case of mixture models, McLachlan and Peel (2000) showed that the
AIC is too liberal and inconsistent when assessing the number of classes but
that the BIC, consistent AIC and ICL-BIC are more appropriate. Therefore,
we will restrict the goodness of fit information criteria we use to the BIC, the
adjusted BIC, the CAIC and the ICL-BIC. However, the ranking of different
class solutions with respect to their information criteria is only descriptive
and there is no statistical test based on these coefficients. To circumvent this
problem, a likelihood ratio test could be applied. However, the regularity
conditions of the likelihood ratio test are not fulfilled, since, under the null
hypothesis, the mixing proportions are on the boundary of the parameter
space. Lo, Mendell, and Rubin (2001) proposed an adjusted likelihood ratio
test (aLRT) to compare the fit of a model with c and c − 1 classes. The
null hypothesis of this test is that a model with c − 1 classes fits the data.
Therefore, if the p value is smaller than .05, a model with c classes fits the
data better than a model with c− 1 classes (Lubke & Muthe´n, 2005). Ano-
ther solution to obtain a correct estimate of the likelihood ratio test is to
use a bootstrap procedure (boot LRT). The parametric bootstrap likelihood
ratio test (McLachlan & Peel, 2000) uses bootstrap samples to estimate the
distribution of the log-likelihood difference test statistic. According to a si-
mulation study of Nylund, Asparouhov, and Muthe´n (2006) the boot LRT
proved to be a valid test for deciding about the number of classes in mixture
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modeling.
All these indices are useful to compare the number of classes. It is im-
portant, however, to note that information coefficients as well as the aLRT
and the bootstrap LRT are relative indices of fit and thus cannot determine
the absolute best model. There are other approaches for evaluating mixture
models that are described by McLachlan and Peel (2000).
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Chapitre 4
Application of mixture LST
models : Well-being
Mixture latent state-trait (LST) models apply one LST model per class.
These models may differ in their parameter estimations to fit the C subpopu-
lations better. In this chapter, to illustrate the usefulness of the mixture LST
model, an application to empirical data will now be presented. This data will
first be analyzed with a traditional LST model and then by a mixture LST
model. It will be shown that the mixture LST model yields additional infor-
mations on the data. In a third step, the mixture LST model will again be
extended to a mixture LST model that also allows for covariates of change.
The covariates of change are observed or latent variables that may corre-
late with the occasion-specific variables. Furthermore, the results of three
Monte-Carlo simulation studies will be reported that have been conducted to
scrutinize whether the parameters of the model with and without covariates
of change can be appropriately estimated and whether the fit criteria are
reliably calculated in the applications presented. These Monte-Carlo studies
were extended to several sample sizes and several occasions of measurement
to investigate the influence of the sample size and the model complexity on
the parameter estimate biases and the behavior of the fit coefficients. Some
guidelines for determining the minimum sample size necessary for obtaining
appropriate results depending on the number of occasions will be delineated.
4.1 Data description
Design and sample. The study is a reanalysis of a data set 1 collected
in Germany utilized by Eid et al. (1994). Subjects were 292 females and 211
1This data set is available on the zpid website : www.zpid.de
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males between 17 and 78 years of age (mean age : 31.2 years). The scales
(described below) were administered four times with a time lag of three weeks
between each occasion of measurement. Complete data were available for 501
participants.
Measures. The short version of a pleasantness-unpleasantness adjective
checklist (Steyer, Schwenkmezger, Notz, & Eid, 1994) was used on each oc-
casion of measurement. This short checklist consists of 8 adjectives measuring
the happy-sad dimension of momentary mood with a 5-point intensity scale
ranging from 1 (not at all) to 5 (very much). Item are glu¨cklich (happy),
unglu¨cklich (unhappy), wohl (well), unwohl (unwell), gut (good), schlecht
(bad), zufrieden (satisfied), and unzufrieden (dissatisfied). The negative items
were recoded. This scale was divided into two test halves containing four ad-
jectives each and the two forms were used as observed variables (indicators)
in the LST model. Each test half represents the sum of the responses to
four items and runs thus from 4 to 20. Higher values indicate a more posi-
tive mood. The observed variables are denoted PUik with i indicating the
indicator and k the occasion of measurement.
4.2 Results : LST models
The means, variances, covariances, and correlations of the mood test
halves in the sample are given in Table 4.1. The fit of several models that differ
in their restrictions were analyzed using Mplus 4 (Muthe´n & Muthe´n, 1998-
2004) with maximum likelihood robust (MLR) estimator. This estimator is
the standard estimator for the mixture models presented later on. The MLR
estimator estimates the parameters similarly to the ML estimator but uses
a sandwich estimator for the standard errors. Moreover, the chi-square test
statistic is the Yuan-Bentler T ∗2 (for more details, see Yuan and Bentler, 2000).
The advantage of this estimator is that it is robust against violations of the
assumption that the observed variables are normally distributed. As can be
seen from the left side of Figure 4.1, the distributions of the observed variables
are indeed non normal.
The fit coefficients are depicted in Table 4.2. The singletrait-multistate
model (Model M1), supposing homogeneity of indicators, does not fit the
data. The LST model with an indicator-specific trait (Model M2) shows a
good fit. The comparison of the two models by a χ2-difference test shows that
the singletrait-multistate model is too restrictive and shows a worse fit. The
LST model with an indicator-specific factor is a general model with many pa-
rameters. It is the starting point for more restrictive models that are defined
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Tab. 4.1: Means, Variances, Covariances, and Correlations of the two
Pleasantness-Unpleasantness Adjective Checklist Test Halves.
PU11 PU21 PU12 PU22 PU13 PU23 PU14 PU24
Mean 15.02 14.60 15.09 14.85 15.01 14.67 15.50 15.09
PU11 12.23 0.82 0.22 0.22 0.23 0.25 0.26 0.23
PU21 10.51 13.46 0.23 0.29 0.22 0.29 0.22 0.24
PU12 2.80 3.04 13.32 0.89 0.28 0.30 0.34 0.32
PU22 2.94 3.95 12.22 14.14 0.29 0.35 0.33 0.35
PU13 2.97 2.99 3.74 4.02 13.64 0.89 0.33 0.37
PU23 3.18 3.85 4.02 4.78 12.03 13.41 0.36 0.43
PU14 3.11 2.76 4.27 4.27 4.25 4.51 11.89 0.88
PU24 2.83 3.15 4.15 4.63 4.76 5.51 10.64 12.37
Note : PUik = mood for test-half i and occasion of measurement k ; Variances are depicted
on the main diagonal in bold type ; Covariances appear in the lower triangle ; Correlations
are given in the upper triangle in italics.
for theoretical reasons and that can be used to test theoretically meaningful
hypothesis concerning stability and change. The fit of two more restricted
models will be tested. In the first restricted model (Model M3) it is assumed
that the loadings and the variances of the occasion-specific variables do not
differ between occasions of measurement. Moreover, it is assumed that the
error variances of the observed variables do not differ between occasions of
measurement with the exception of the first occasion of measurement. Seve-
ral longitudinal studies have shown that the error variance is higher on the
first occasion of measurement than on remaining occasions of measurement,
an effect that has been named Socratic effect (Goldberg, 1978; Jagodzinski,
Ko¨hnel, & Schmidt, 1987; Rosen & Wyer, 1972; Schubert & Fiske, 1973).
This model fits the data well and the χ2-difference test shows that this
model does not fit the data worse than model M2 (see Table 4.2). Because two
other models with either free error variances or all error variances fixed equal
do not fit the data as well, a Socratic effect structure will always be assumed.
This model is a kind of classical application of LST models, a model that
imposes measurement invariance restrictions over time but does not model
intercept and mean structures. Because intercept and mean structures are
important for the extension of the LST model to mixture models, in the next
step, a model that additionally assumes the mean and intercept structure to
be measurement invariant over time (Model M4) was fitted. This model also
fits the data well and does not fit worse than the model with measurement
invariance with respect to the variance and covariance structure. It is also
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the model with the smallest aBIC, BIC, and CAIC values.
In a final step, the fit of this model was compared to the fit of a mo-
del that assumes that there is an autoregressive process on the level of the
occasion-specific variables (Model M5). In the LST models presented so far, it
is assumed that the occasion-specific variables are uncorrelated. This assump-
tion is sometimes too strong and a model with an autoregressive structure on
the occasion-specific variables may describe the process of change more ap-
propriately (Cole & Martin, 2005). The fit coefficients and the χ2-difference
test (model M4 is nested in model M5), however, show that the autoregressive
parameters are not necessary since the model M4 does not fit the data worse
than the model with autoregressive parameters. Consequently, Model M4 is
the best fitting model and this model will be the basis for extending LST
models to mixture models. The reliabilities of the test halves are relatively
high (between .85 and .91). The occasion specificity coefficients (between 0.55
and 0.62) indicate that the major sources of variance are occasion-specific in-
fluences. However, the consistency coefficients are still quite high (between
0.27 and 0.32) and significantly different from zero. This finding indicates
that both the occasions of measurement and the stable interindividual diffe-
rences are important. The common consistency coefficients (between .27 and
.28) are much larger than the specific consistency coefficients (.04) indicating
relatively high convergent validity of the two indicators.
4.3 Results : Mixture LST models
The results obtained with the LST model assuming population homo-
geneity can now be compared to the results obtained by using mixture LST
models.
To determine the number of classes, the mixture LST model with mea-
surement invariance was fitted with an increasing number of classes using the
computer program Mplus (Muthe´n & Muthe´n, 1998-2004). Mixture structu-
ral equation modeling assumes that the observed variables are distributed
according to a mixture of multinormal distribution. The distribution of the
observed variables are mixtures of normal distributions and have to show
a nonnormal distribution if one wants to obtain nontrivial (i.e. one class)
mixture solutions (e.g., Bauer & Curran, 2003a). Therefore, the distribution
of the observed variables in the total sample was analyzed in order to see if
an application of a mixture model would be reasonable in the current appli-
cation. The histograms and the kernel density distributions of the observed
variables are presented in the left part of Figure 4.1. The distributions are
nonnormal and because of their bimodal shape, they are generally in line
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with the idea that the distributions of the observed variables are mixture of
at least two classes.
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Tab. 4.2: Goodness-of-fit Statistics for the Models with one Latent Class
(Population Homogeneity).
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Fig. 4.1: Histogram and kernel density distribution for each observed va-
riables PUik of the one-class and two-class models.
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Because local extrema are a well-known potential problem in mixture
modeling, each model was estimated with 2000 starting values to minimize
the risk of obtaining sub-optimal parameter estimates (McLachlan & Peel,
2000). The input of the two-class model is in Appendix A (page 177). All
information criteria presented in Table 4.3 show that the LST model specified
above with two classes fits the data better than any of the single-class models
reported in Table 4.2. The aLRT and the boot LRT confirm that a two-class
LST model with measurement invariance fits the data better than a one-
class LST model. A three-class LST model could not be estimated because
there were convergence problems. An analysis of the results revealed that
this seems to be due to degenerate solutions (one class size is estimated as
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0) and negative occasion-specific variance estimates in one class (Heywood
cases). It is, therefore, likely that the true values of the variances in the
third class are close to 0. Therefore, the variances of the occasion-specific
variables in the third class were fixed to 0 (perfectly traited class) and the fit
of this model was then estimated. The fit coefficients of this model (see Table
4.3) indicate that this model does not fit the data better than the two-class
model. Consequently, the two-class LST model with measurement invariance
was accepted as the best fitting model, and will now present the estimated
parameters in detail (see Figure 4.2 and Table 4.4) The first class is composed
of 24%, or about 120 of the 501 subjects, the second class consists of 76%
or about 381 individuals. The mean conditional assignment probability is
p1 = .91 for the first class and p2 = .98 for the second class. These high mean
assignment probabilities show that the two classes are well-separated.
After having assigned subjects to the class for which their assignment
probability was maximum (see right side of Figure 4.1), class-specific distribu-
tions of the observed variables were computed. The separated (class-specific)
distributions are clearly much closer to normality than the distribution of the
variables in the total sample. They do not show an indication that a third
class is necessary. They also go in the direction of the hypotheses that one
class has a low variance and high well-being while the other has higher va-
riances and lower means. They do not follow perfectly a normal distribution.
However, Jedidi, Jagpal and deSarbo (1997b) have shown that finite mixture
structural equation models are reasonably robust against violations of the
normal distribution, that is slight departures from normality do not cause
the finite mixture to model too many classes. The estimated parameters are
depicted in Figure 4.2. The results show that the classes differ - as expected
- in the variances of the latent occasion-specific variables Ol. These variances
are rather low in the first class but rather high in the second class. Hence,
the first class is a rather stable class, whereas members of the second class
are more variable. The first class is also generally happier because the mean
trait value in this class is higher than in the second class. Additionally, it is
more homogeneous with respect to trait differences as the trait variance is
smaller. Moreover, the error variances are smaller in the first class indicating
smaller variation of the error values. Finally, the two test halves are partly
heterogeneous on the trait level because the variances of the indicator-specific
trait variable differ from 0 in both classes.
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Tab. 4.3: Goodness-of-fit Statistics and Class Sizes for the 1- to three-Class
Models.
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Fig. 4.2: Parameters of the two-class LST model. The standard errors are
presented in parentheses. For reasons of simplicity, the standard error of
error variances and trait loadings are indicated only once. The parameters of
Class 1 are presented in normal type and those of Class 2 in bold type. The
intercepts of the model are 0.70 (2.81) for the first class and -1.02 (1.18) for
the second class.
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Note : When there is only one parameter, the parameter has been fixed to the same value
in both classes.
The estimates of the reliability, consistency, and occasion specificity co-
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efficients are reported in Table 4.4. In the second class, the reliabilities range
from 0.83 to 0.90, the reliabilities in the first class are between 0.57 and 0.72.
The reliabilities in the first class are smaller because of the generally smaller
variances of the latent variables in this class. Because the reliabilities depend
on the distribution of the latent trait and occasion-specific factors the error
variances are better indicators of influences due to measurement error. Be-
cause the observed variables have the same metric in the two classes, and
the error variances do not depend on the distribution of the latent variables,
it is more appropriate to compare the error variances for evaluating the in-
fluence of measurement error in the two classes. The error variances (see
Fig. 4.2) show that the influence of measurement error is smaller in the first
class than in the second class, although the reliabilities are lower in the first
class. The consistency and occasion-specificity coefficients indicate higher va-
riability in the second class than in the first class. Finally, the common and
indicator-specific consistency coefficients show that the indicator-specific la-
tent variable determines little of the observed variables variance. This part
of variance is about one-third of the general consistency coefficient in both
classes.
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Tab. 4.4: Estimates of Consistency, Occasion Specificity, Reliability, and
Residual Variances for the Pleasant-Unpleasant Test Halves (PUik) for the
two-Class Model.
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The metatrait hypothesis (Baumeister & Tice, 1988) supposes that some
people are more influenced by the situations because they are not traited.
In the LST parameterization, this means that the variances of the occasion-
specific variables will be higher for this group. The results conform to this
hypothesis since the variability of one subpopulation is about ten times higher
than the variability of the other group. The other results are also in line with
the metatrait hypothesis. The subpopulation that can be interpreted as not
traited not only has higher variance of the occasion-specific variables, it also
has lower trait mean and higher measurement error. Therefore, the traited
subpopulation can be seen as seeing themselves, in general, as happier than
the other one but also as being more able to rate their own well-being, thereby
providing more valid self-report.
4.4 Mixture LST models with covariates of
change
In a next step, it was analyzed whether the variability of mood in each
class can be at least partly explained by influences of other variables. To
analyze this question, measures of daily hassles and uplifts in the model were
included. The short version of the daily hassles and uplifts scale (Kanner,
Coyne, Shaefer, & Lazarus, 1981; Lazarus & Cohen, 1977; Lazarus & Folk-
man, 1989) was administered on each occasion of measurement. This scale
contains 30 hassles and 30 uplifts, and the participants rated whether a hassle
or uplift occurred to them during the last 24 hours (two points scale : yes,
no). Item example for hassles and uplifts are : ”I had to wait for someone
in vain” (hassle) and ”Someone gave me a helpful advice” (uplift). The per-
centage of hassles and the percentage of uplifts experienced by an individual
were taken as scale values for each occasion of measurement.
It is interesting to investigate whether the differences in the two classes
with respect to mood might be due to differential effects of daily events in
the two classes. The model depicted in Figure 4.3 tests this hypothesis. The
input of the two-class model with covariates is in Appendix B (page 180).
For each occasion, there is a daily hassles and a daily uplifts variable (Xdhakc
and Xdupkc). To represent the stability in the experiences of daily hassles and
uplifts and to save parameters, a latent time-invariant factor was defined for
each set of daily events (DHAc and DUPc). These latent variables can be
interpreted as a disposition to experience positive and negative daily events.
They can be correlated with all other trait variables. In order to analyze whe-
ther the variability in mood was due to variability in daily events, a residual
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variable was defined for each occasion of measurement and each type of event
(DHAkc and DUPkc). These variables represent influences beyond the dis-
positional variables due to occasions and due to measurement error. Because
there is only one indicator for each type of event, measurement error cannot
be separated from occasion-specific influences (because the daily hassles and
uplifts scales do not comprise parallel items, a split of this scale into two
halves is not reasonable). The residuals representing both occasion-specific
influences and measurement error are modeled as latent factors (DHAkc and
DUPkc) in order to consider these residuals as predictors in the latent regres-
sion analysis. Since the residual variables DHAkc andDUPkc represents all of
the residual part of the daily hassles and daily uplifts observed variables, the
error variances of the observed variables (Xdhakc andXdupkc) were set to 0. The
regression coefficients of these occasion-specific daily hassles and uplifts resi-
duals indicate occasion-specific influences of daily events on occasion-specific
mood. They were set equal across time but can differ between classes.
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Fig. 4.3: Mixture LST model with covariates. Tc = Trait factor, ISTic =
Indicator-Specific Trait, Okc = Occasion-specific factors, Eikc =Measurement
Error (for reasons of simplicity, only the first measurement error is labeled),
PUikc = Manifest well-being variable, DHAkc = Latent daily hassles, DUPkc
= Latent daily uplifts, DHAc = General latent daily hassles, DUPc = Ge-
neral latent daily uplifts, Xdhakc = manifest daily hassles variables, Xdupkc =
manifest daily hassles variables. The loading structure concerning the mood
variables equal the loading structure in Figure 4.2.
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The adjusted likelihood ratio test of Lo et al. (2001) and the bootstrap
LRT show that the two-class model with daily hassles and uplifts is superior
to a one-class model (p < .01) (see Table 4.3). Additionally, the mean assi-
gnment probabilities are very high (Class 1 : .92, Class 2 : .97) suggesting
that the two classes can clearly be separated. The additional parameters of
this model are presented in Table 4.5. The other parameters are not presen-
ted because they are very similar to the estimated parameters of the model
without covariates. The two classes do not differ much with respect to the
mean values and the variances of the daily uplifts, the differences with res-
pect to daily hassles are stronger. Individuals in the second class experience
more hassles and the variance of the general hassles factor is smaller in this
class. However, the mean differences are not very strong and not significantly
different from 0. The time-invariant daily hassles and uplifts factors are si-
gnificantly correlated with the trait mood factors only in the second class
showing that individuals experiencing more uplifts and less hassles are in ge-
neral more happy. Most interestingly, the regression coefficients differ between
the two classes showing that negative events have a significant influence on
occasion-specific mood only in the second more variable class but not in the
first more stable class. Positive events, however, have significant influences
in both classes. Hence, members of the first class seem to use positive events
to enhance their well-being but seem to be more resilient with respect to the
negative effect of daily hassles. The differences between the two classes with
respect to the regression coefficients might partly be due to the smaller va-
riances of the residuals of the daily hassles in the second class (between 46.97
and 65.08) compared to the first class (between 19.41 and 27.50). Because
the occasion-specific variances of the hassles are smaller in the second class,
the correlations are smaller and this result can partly explain the smaller
regression coefficients. However, the variances differ also significantly from 0
in the second class showing that there are differences that could be related to
momentary mood. Moreover, the smaller mean value in the first class could
also indicate that people of this class are able to avoid daily hassles or to
forget them. Hence, the differences between the classes might not only reflect
differences in the reactivity to negative events or resilience but also more
general differences in mood regulation.
The analyses reported here show that mixture LST models can and do
offer interesting insights into structural differences between subgroups.
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Tab. 4.5: Relations Between Daily Hassles and Uplifts and Latent Person-
and Occasion-Specific Variables for Each Class.
Common hassles/uplifts factor
Class
Mean
(variance)
Correlation
with trait
Standardized regression weights
predicting the occasion-specific
latent variables
T IST2 O1 O2 O3 O4
Daily
hassles
1 08.0 (17.6) .17 .28 -.10 -.09 -.10 -.09
2 15.9 (47.3) -.24* .01 -.30** -.26** -.25** -.29**
Daily
uplifts
1 35.1 (102.8) .27 .03 .21** .19** .18** .22**
2 32.9 (109.2) .39** .04 .33** .33** .34** .37**
Note : * : p < .05, ** : p < .01. T = Trait variable ; IST2 = indicator specific trait variable ;
Ol = occasion-specific variable.
4.5 Simulation study
Mixture structural equation models are relatively new developments and
there are few applications available (but see for example, Dolan et al., 2004;
Jedidi et al., 1997a; Schmittmann et al., in press). Hence, currently there is
not much knowledge about the conditions under which the parameters of spe-
cific mixture structural equation models, for example mixture LST models,
can be appropriately estimated. Moreover, there is only limited information
concerning the adjusted likelihood ratio test of Lo et al. (2001) because this is
a rather new test. For these reasons, three simulation studies were conducted
to find out whether the parameters of the mixture LST models can be ap-
propriately estimated and whether the aLRT can be validly used to compare
the number of classes in the application. These simulation studies also aimed
at determining the minimum sample size and number of occasions necessary
to get valid results that can be used for planning future studies.
Based on the empirical results of the applications, three simulation stu-
dies were conducted to find out whether the parameters and the aLRT of the
mixture LST models without and with covariates were appropriately estima-
ted. The first simulation study focused on the mixture LST model separating
more variable from less variable individuals. The second simulation study was
based on the extended mixture LST model analyzing the influence of daily
hassles and uplifts on momentary mood. The third simulation study was ai-
med specifically at estimating type I error for the aLRT given the conditions
of the application (four occasions of measurement, N = 500). This last si-
mulation study is smaller than the first two because it is not the main goal
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of this research. A much larger simulation study would be necessary to scru-
tinize in detail the behavior of the aLRT. However, this is beyond the scope
of this thesis.
The population model for each simulation study was the mixture LST
model that fitted the data best. With the aim of determining the minimal
sample size required, depending on the number of occasions of measurement,
sample sizes of 125, 250, 500, 1’000, and 2’000 observations were examined.
These sample sizes represent realistic sample sizes in this domain of research.
The occasions of measurement varied from two to six, which also represent
realistic numbers of occasion of measurement in this domain of research.
For each sample size and number of occasions, 500 replications were used.
Whereas the analysis of the properties of the aLRT test concerning the power
of the test is a by-product of the simulation studies reported above, the
analysis of the appropriateness of the aLRT test with respect to the type I
error is more complex and needs an extra simulation study. Therefore, this
question was analyzed only with respect to this specific application (four
occasions, N = 500). This simulation study consists of two steps. In the first
step, data sets according to a one-class population model were generated and
then analyzed by a two-class model. In the second step, data sets according
to a two-class population model were generated and then analyzed with a
three-class model. If the aLRT works correctly, it should in both cases reject
the true model in only 5% of the replications.
For each simulation condition the mean value of the parameter esti-
mates, the mean values of the standard errors, the standard deviation of the
parameter estimates, the relative bias of parameter estimates, the relative
bias of standard errors, and the mean squared error (MSE), were calcula-
ted (Muthe´n & Muthe´n, 2002; Nussbeck et al., 2006). The relative bias of
parameter estimates is calculated by :
peb =
mp − ep
ep
, (4.5.0.1)
where peb represents the parameter estimate bias, mp denotes the mean va-
lue of the parameter estimates over the replications, and ep displays the
theoretically expected parameter value (also referred to as the true value
or population value) which is exactly the parameter value of the empirical
application. The relative bias of standard error estimates is calculated by :
seb =
mSE − SDp
SDp
, (4.5.0.2)
where seb is the standard error bias, mSE displays the mean value of the
standard errors, and SDp represents the standard deviation of the parameter
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estimates over the different replications. The MSE is equal to the square
of the bias plus the variance of the estimates across the replications. While
zero is the minimum, there is no upper boundary of the MSE. A small
MSE indicates that there is only a small or no bias and the estimates do
not vary strongly across the simulations. However, the size of the MSE
depends on scale and thus only the increase or decrease across simlulations
should be analyzed and not the absolute value. In addition, the coverage (95%
cover) will be reported. This is the proportion of replications for which the
theoretically expected parameter (i.e., in my case, the parameter obtained
in my sample) falls into the observed 95% confidence interval computed for
each parameter in each replication.
Concerning the aLRT, the percent of replications rejecting the null hy-
pothesis with an α of 5% will be indicated. The power of a test is the pro-
bability of rejecting the null hypothesis when it is in fact false. When in the
population a model with c classes holds, the aLRT has to reject the model
with c − 1 classes very often. Thus, the percentage of replications rejecting
the false null hypothesis corresponds to the power of the test and should be
rather high.
When conducting simulation studies with mixture models, one has to
deal with the problem of label switching (Dolan, Schmittmann, Lubke, &
Neale, 2005). In our study, label switching occurs when in a replication the
first class of the population model becomes the second class and vice versa.
If label switching occurs the mean values and the standard deviations of the
parameter estimates in the simulations are not correct. In this study, for
example, the population values of the occasion-specific variances are 9.97 in
the first class and 0.78 in the second class. If there are, for example, only
two replications, the parameters are perfectly estimated, and label switching
occurs, then the estimated value of the occasion-specific variances of the first
class will be 9.97 in the first replication and 0.78 in the second replication.
The mean value of 5.38 would erroneously indicate a strong bias. In order to
interpret the results of a simulation study correctly, it is necessary to control
for label switching. In general, it is recommendable, to fix the starting values
in all classes to the population values and turn off the starting value option of
Mplus to make sure that the program does not compute other starting values
(Nylund & Muthen, 2006). Moreover, the distribution of the estimated class
sizes were examined across all replications. If there is no label switching, the
distribution of the size of the first class (size : .76) should be symmetrically
around .76 with no outliers. If there is an outlier value of .24 (size of the
second class) this would indicate label switching. In the case of label switching
the classes have to be switched again to get correct results.
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4.6 General results
The numbers of completed replications are given in Table 4.6 for the
simulation study of the model without and with covariates. The number of
uncompleted replications depends on the number of occasions and the sample
size. It is comparatively large for small sample sizes (N = 125, 250) and few
occasions of measurement (2, 3). These replications were not completed due
to degenerate solutions, that is one of the class size was estimated as zero
(Jedidi, Ramaswamy, DeSarbo, & Wedel, 1996). In simulations with at least
four occasions of measurement and a sample size of at least 500 individuals
the analyses converged in all cases.
Tab. 4.6: Results of the Simulation Study : Rejection Rates of the 1-Class
Solution Based with respect to the aLRT and Number of Completed Repli-
cations (CR).
Sample size
Nb of 125 250 500 1000 2000
occasions aLRT CR aLRT CR aLRT CR aLRT CR aLRT CR
2 0.43 383 0.76 434 0.96 480 1.00 498 1.00 500
3 0.84 446 0.98 492 1.00 500 1.00 500 1.00 500
4 0.92 490 1.00 496 1.00 500 1.00 500 1.00 500
5 0.98 499 1.00 500 1.00 500 1.00 500 1.00 500
6 1.00 499 1.00 500 1.00 500 1.00 500 1.00 500
4 (with CP CP 0.50 500 1.00 500 1.00 500 1.00 500
covariates)
Note : CP : Convergence problems. CR : number of completed replications. aLRT statistics
are computed only for completed replications. Number of replications : 500.
With respect to label switching, no outliers of estimated class size were
found.
4.6.1 Behavior of the adjusted Likelihood Ratio Test
(aLRT)
In the simulation studies concerning the model with and without cova-
riates of change the aLRT tests the null hypothesis that the one class model
and the two class model fit equally well. Because the two-class model is the
true model the percentage of replications that rejected the null hypothesis
(one-class model) by the aLRT indicates the power of the aLRT. The results
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presented in Table 4.6 shows that for the model without covariates the one-
class model was rejected in all simulations when (1) the number of occasions
is at least four and the sample size at least 250 or (2) the number of occasions
is at least three and the sample size at least 500. However, also for smaller
sample sizes and only three occasions of measurement, the power is always
larger than .84. These findings show that the aLRT is a very powerful test
that can detect two classes with respect to the model without covariates with
an appropriate power even with only 125 observations. For the model with
covariates, a sample size of 500 or higher (and four occasions of measurement)
is necessary to have sufficient power.
In order to analyze the behavior of the aLRT with respect to the type I
error a third (small) simulation study was conducted. In this study data were
generated according to the LST model with four occasions of measurement
and a sample size of 500. In the first analysis data were generated according
to a one-class model. In this case the aLRT (comparing the one-class and two-
class model) should reject the one-class model in only 5% of all replications.
In the simulation study, the one-class model was rejected in 3.5% of the
replications. In a second simulation study, data were generated according to
a two-class population model and tested it with the aLRT (comparing the fit
of the two-class and three-class model). In this simulation study, the rejection
rate was 6.9%. In both cases the values are close to 0.05.
4.6.2 Class sizes
Figure 4.4 shows the mean of the estimated class sizes of the smallest
class in percent. In this application this parameter was .24. This figure in-
dicates that the class size estimates are very close to the population value
for four or more occasions of measurement (between .239 and .242). For two
and three occasions of measurement, the class sizes are slightly overestimated
(between .240 and .252).
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Fig. 4.4: Results of the simulation study for the class size (in percent). Po-
pulation value (.24) is marked by a broad horizontal line.
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For the models with covariates of change, class size estimates show also
only a small bias with estimated mean values between .257 and .260 (theo-
retical value : .26).
4.6.3 Parameter estimates within classes
The results for the simulation study that refer to these applications,
that means, a sample size of N = 500 and four occasions of measurement
will be described first. The results of the simulation study are presented in
Table 4.7 for the model without covariates, and in Table C.6 for the model
with covariates. The results for the model without covariates show that the
parameters and their standard deviations are well estimated. The MSE is
higher for the intercepts and the occasion-specific variances. However, this
is almost only due to the higher mean standard error and not to a bias
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in estimation. For the simulation studies for the model with covariates, the
pattern of results is the same. All parameters are well estimated. The MSE
is higher for some parameters (intercepts, correlations between daily uplifts
and daily hassles and the variances of daily hassles and daily uplifts) only
because the mean standard errors of these parameters are higher. That shows
that some, but only very few parameters are not precisely estimated.
The complete results of all other simulation conditions are given in Ap-
pendix C (page 186). We will only refer to the most important results using
graphical presentation forms and referring to theMSE. Figure 4.5 shows that
the mean MSE of the two-class model without covariates decrease steadily
with an increasing sample size and an increasing number of occasions. The
parameters of the models with only two or three occasions of measurement
are not very accurate with less than 500 observations. However, the parame-
ters of the models with four or more occasions of measurement are almost all
accurate even with small sample sizes. Even 250 observations yield already
rather low MSE values with a mean MSE equal to 2.26. Figure 4.6 shows
that the mean coverage of the two-class model without covariates is always
higher than .91, and increases to .95 with the sample size and the number of
occasions. Consequently, 250 observations and 4 occasions of measurement
are sufficient to analyze the data with the base model discussed above.
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Tab. 4.7: Results of the Simulation Study for the Mixture LST Model Wi-
thout Covariates for four occasions and 500 observations.
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Tab. 4.8: Results of the Simulation Study for the Mixture LST Model With
Covariates for four occasions and 500 observations.
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Fig. 4.5: Results of the simulation study for the model without covariates :
mean mean squared error (MSE).
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Fig. 4.6: Results of the simulation study for the model without covariates :
mean coverage.
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The results of the simulation study concerning the two-class model with
daily hassles and uplifts as covariates show a decrease in MSE (see Figure
4.7). This decrease diminishes for sample sizes greater than 1000 observations.
Furthermore, even with small sample sizes, the coverage is always very good
(see Figure 4.8).
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Fig. 4.7: Results of the simulation study for the model with covariates : mean
mean squared error (MSE).
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Fig. 4.8: Results of the simulation study for the model with covariates : mean
coverage.
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4.6.4 Further evidence for two classes
The analyses presented so far show that a model with two classes fits
the data well and it reveals many interesting insights into the measurement
of mood and its covariates. Moreover, the simulation studies showed that
the fit coefficients and the parameter estimates can be trusted. These are
strong hints of the validity of a two-class solution. Nevertheless, the two-class
solution can be questioned. In these analyses, the non-normality of the mood
variables was explained by a mixture of normally distributed variables. An
alternative explanation would be that the distributions of the variables are
really non-normal in the population and that the extraction of two classes is
an artefact caused by the non-normality of the variables and the assumption
of mixture normal model. Bauer and Curran (2003a, 2003b) have shown that
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if one simulates a one-class model with non-normal variables and analyzes
the data with a mixture normal model one can gets a solution with multiple
classes. It is necessary to carefully weight the arguments for and against a
multiclass solution (Bauer & Curran, 2003a). It is therefore important to
discuss some hypotheses that can question the two-class structure and to
present some more results providing some further evidence for the validity of
my results.
The question of whether the non-normality of the mood variables might
be due to bad scaling is important. The non-normality might indicate that
the responses to all single items are very skewed and that the non-normality
reflect the fact that the items are not able to discriminate between individuals
appropriately. These general ceiling effects could cause a non-normality that
is not due to population heterogeneity but to bad scaling. In order to consider
this argument in detail, the means and skewnesses of all items on all occasions
of measurement were calculated. The single item mean values ranged from
2.62 to 4.35 with medians of 3.68, 3.73, 3.70 and 3.84 for the first to fourth
occasion of measurement. The single item skewnesses range from -1.53 to 0.11
with medians of -0.59, -0.66, -0.63 and -0.76 for the first to fourth occasion
of measurement. These results show that the items differ in their difficulties
as it should be for a scale discriminating in different areas of the continuum,
but that there is no general ceiling effect. Adding more items can increase
the measurement quality of a scale and can reduces skewed distributions due
to skewly distributed single items. Because the data used stem from a large
study aimed at developing a reliable and valid mood scale there are much
more items available measuring mood. In effect, it is possible to define two
test halves on the basis of 16 items (twice the number of items of the study
reported above). The two test halves, each consisting of eight items have very
good psychometric properties. The reliabilities, for example, are between .90
and .93 for the first test-half and between .91 and .94 for the second test-
half. Applying my models to this data set again shows that a two-class model
is significantly better than a one-class model (ICL-BIC : 22’480.74, for the
1-class model, 22’226.56, for the two-class model : aLRT : 403.01, p = .00).
Most interestingly, the distributions of these larger scales also show a bimodal
form like the distribution of the shorter scales.
A further piece of evidence comes from mixture models that do not
assume normality. If the two-class model is not an artefact of analyzing non-
normal data with a mixture normal distribution model, one would expect that
the two different classes also show up when using a mixture model that does
not make this assumption. Eid and Langeheine (2003, in press) have analyzed
two single items of this data set with mixture latent state-trait models for
categorical observed and latent variables (mixture log-linear models with
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latent variables). They also found two latent classes differing in the variability
of mood. Because these models do not depend on the normality assumption
this shows that it is likely that the two classes represent substantive and not
artificial structural differences.
However, to validate the two class-structure a bit more, the reactivity
subscale of the Mood Survey of Underwood and Froming (1980) was included
into the model. A logistic regression model in which the latent class variable
is the binary dependent variable and the reactivity scale is the independent
variable was analyzed. The reactivity scale measures intraindividual variabi-
lity in mood by self-report. One item is, for example, ”I may change from
happy to sad and back again several times in a single week”. The expected
result is a positive relationship between the classes and the reactivity scales.
The regression parameter is significant (b = .95, t = 5.35) and the results
are in line with the hypothesis that participants with higher reactivity scores
have a higher chance to be in the variability class than in the more stable
class (eb = 2.59).
4.7 Discussion
The results of the empirical application and the simulation studies show
that mixture latent state-trait analysis can separate latent subgroups with
respect to their variability due to occasion-specific influences such as in-
fluences of daily events. The information criteria and the adjusted likelihood
ratio test of Lo et al. (2001) and the bootstrap likelihood ratio test have
concordantly shown that the two-class model is superior to a one-class mo-
del in this application. Moreover, the high mean assignment probabilities
support the hypothesis of the separability of the two classes. Interestingly,
the one-class solution fits the data well if one considers classical fit indices
like the likelihood ratio test, the RMSEA, and the CFI. These fit indices seem
unable to detect population heterogeneity with respect to the distributions
(variances, means) of the latent variables. These test statistics compare only
the observed covariance matrix with the covariance matrix implied by the
model. In order to test the structural invariance of a model with respect to
subgroups, multigroup or mixture approaches must be applied (Jedidi et al.,
1997b).
The fact that traditional fit statistics for one class are not capable of
detecting population heterogeneity emphasizes the importance of multigroup
and mixture modeling as an additional tool for testing the fit and genera-
lizability of a model. In contrast to multigroup analysis, mixture modeling
has the advantage that the grouping variable does not have to be known and
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measured beforehand. In order to avoid spurious classes (Bauer & Curran,
2003a), however, there should be strong theoretical reasons for a mixture LST
model in an empirical application. Moreover, a multi-class structure should
be validated by taking other variables into account. How such a validation
program can look like is sketched in the last paragraph.
Mixture latent state analysis combines the idea of individual and struc-
tural differences in variability of observed scores. It is important to note that
the extraction of two classes does not imply that there are only two expec-
ted observed variability scores. Mixture LST modeling allows interindividual
differences in the expected observed variability within classes. However, the
degree of observed interindividual differences in intraindividual variability is
restricted by the model and differs between classes. Moreover, the classes can
also be structurally different with respect to the influences of daily hassles
and uplifts as has been shown in the empirical application presented.
The Monte Carlo studies showed that the model tests and the parameter
estimates can be trusted in this specific analysis. The parameters are well
estimated when there are four or more occasions of measurement and 500 (or
even 250) observations as in this case. Moreover, the mean MSE was low
and the coverage appropriate. Hence, 500 subjects seem to be a good sample
size to correctly estimate the model without or with covariates. Moreover,
the class size estimates seem to be accurate even in the case of small sample
sizes and a low number of occasions of measurement. However, these results
refer only to the results of this empirical application. As a general practice,
it is recommendable to always run a simulation study with the same number
of subjects and occasions of measurement as the empirical application to
verify the stability of the class sizes and parameter estimates. The cost of
this analysis is very low since any computer is now powerful enough to run
the simulations.
The aLRT has been criticized on a theoretical level by Jeffries (2003).
However, this study shows that it seems to be a very powerful test to detect
several classes if they do exist. The power of this test is very high, even
for small sample sizes. Moreover, the type I error rate of this test was also
appropriate in the conditions of this application. It would be interesting to
conduct a broader simulation study to analyze the behavior of this promising
test under different conditions.
4.7.1 Limitations
Although the results of these analyses are promising, there are also some
strong limitations. The mixture LST models was applied only to one data set.
In order to evaluate the usefulness of this approach many more applications
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to different data sets are necessary. Moreover, the results of the simulation
study can only be interpreted with respect to the application considered. It is
an open question in which way the results of the simulation study generalizes
to other data situations, for example, to cases with more than two classes
and to cases where the differences between the classes with respect to the
variances of the occasion-specific variables are smaller or larger than in the
current example. It would be interesting to analyze to which degree it is
necessary that the classes do not only differ with respect to the variability
but also to the mean values. It would also be interesting to see to which
degree mixture LST models are able to detect the true structure even when
the distribution of the variables in the total sample do not differ strongly
from non-normality.
Finally, the models with covariates showed that the two classes differ
with respect to the influences of daily hassles and uplifts on mood. This
difference can be interpreted as a difference in resilience. However, this in-
terpretation can be criticized because the two classes differ not only in the
regression parameters but also in the number of daily hassles experienced
and the variances of the daily hassles variable. The regression parameters
might be smaller because the variance of daily hassles is smaller. Moreover,
people in this class might be more able to avoid daily hassles and this might
not be part of the resilience construct. Also the assessment of daily hassles
and uplifts over the last 24 hours might not be optimal because of memory
effects. There are many ways to improve the research with respect to this
research question. The primary goal of this analysis, however, was a didac-
tical one. The goal was to show how covariates of change can be integrated
into the model and that this integration can reveal many interesting results.
Future research has to show whether the promises of this new approach will
be fulfilled.
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Chapitre 5
Multitrait-multimethod latent
state-trait models
Before reviewing the different existing models for analyzing longitudinal
multitrait-multimethod (MTMM) models, the basic ideas of MTMM theory
and analysis will be presented.
5.1 Multitrait-multimethod models
Campbell and Fiske (1959), when presenting their multitrait-multimethod
(MTMM) theory, argued convincingly for the use of several methods of mea-
surement to determine convergent and discriminant validity. They made clear
that traits cannot be measured in a vacuum and that they are always mea-
sured by a specific method. It is therefore necessary to determine how much
the method of measurement impacts the trait score. In this framework, it
is possible to analyze convergent and discriminant validity. Convergent va-
lidity is high if the measurements of the same trait by different methods
are highly correlated. Discriminant validity is high if the measurements of
different traits are only weakly correlated. MTMM theory has been used to
analyze validity in many domains, for example self-efficacy (Bong, 2001),
parenting constructs (Villar, Luengo, Gomez-Fraguela, & Romero, 2006),
English-speaking test (Nakamura, 1997), performance assessment (Baltes,
Bauer, Bajdo, & Parker, 2002), self-concept (Marsh, Martin, & Hau, 2006;
Byrne, 1989), etc. . .(for a general overview, see Eid & Diener, 2006). One
other frequent use of MTMM methods is the comparison of self- and other
evaluations of a construct (Eid, Lischetzke, Nussbeck, & Trierweiler, 2003).
This is especially useful in domains where self-report is known to differ from
other reports (e.g., performance evaluation, see Rynes et al., 2005). Another
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use is the comparison of different instruments of measurement, for example
binary, ordered categorical or continuous measures (Ferligoj & Hlebec, 1999).
There exists several approaches to analyze multitrait-multimethod data.
Therefore, there exist several MTMM models (for a review, see Millsap, 1995;
Dumenci & Windle, 1998; Eid et al., 2003; Eid & Diener, 2006; Wothke &
Browne, 1990), which can be analyzed with different techniques. The most
frequently applied method is confirmatory factor analysis (CFA) (Marsh &
Grayson, 1995; Eid et al., 2003) but covariance component models (Browne,
1984; Kenny, 1979; Kenny & Kashy, 1992; Millsap, 1995) and direct product
models (Browne, 1984; Marsh & Grayson, 1995; Saris & van Meurs, 1991)
have also been used (Dumenci, 2000). CFA models allow for the separation
of trait, method and error components and also allow for tests of goodness
of fit. Moreover, one can link the latent trait and method variables to other
observed or latent variables. They are therefore very versatile. However, they
are often not identified and may yield nonproper parameter estimates (Ba-
gozzi, 1993; Brannick & Spector, 1990; Grayson & Marsh, 1994; Kenny &
Kashy, 1992; Marsh, 1989). Finally, some latent variables of CFA-MTMM
model are difficult to interpret.
In a review of MTMM models analyzed with CFA, Eid (2006) distin-
guishes between different models. He has shown that models differs by how
they deal with methods. First, the methods can be modeled as correlated
or not. Second, the methods can all be modeled as deviation from a com-
mon trait or the methods can be compared between themselves. The choice of
how to model methods depends on the type of methods. If methods are inter-
changeable, for example two employees rating their supervisor, a model with
common trait factors like the correlated trait uncorrelated method model is
reasonable (Eid et al., 2006). If, on the contrary, methods are structurally dif-
ferent, for example, an individual measured by self-report and parent reports,
other MTMM models may be more appropriate. In this case, the meaning
of a common trait factor is less clear and models comparing methods like
the correlated trait correlated method −1 (CTCM−1) model are more rea-
sonable. In this case, a method like the the self-report has to be taken as the
method of reference. I decided to extend the LST models with the correlated
trait correlated method −1 (CTCM−1) model (Eid, 2000; Eid et al., 2003,
2001; Eid & Diener, 2006; Eid et al., 2006) for two reasons. First, this mo-
del is particularly appropriate when the methods are structurally different
and one of the methods can be taken as a method of reference. Since this is
the case in many applications, this model is very attractive. Moreover, the
conditions under which this model is identified are well-known. I will first
review the CTCM−1 model before presenting two other models that deal
with multitrait multimethod multioccasion data. It will then be possible to
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describe in more details why the combination of LST and CTCM−1 models
is so interesting.
5.2 Correlated trait correlated method −1
(CTCM−1) models
Following the principles of classical test theory (Lord & Novick, 1968;
Steyer, 1989b), every observed variable Yijk is decomposed into a true score
variable and an error term. The observed variable represents the ith measure
(or indicator) of the trait j measured by method k and is further decomposed
into :
Yijk = αijk + λTijkTij + λMijkMjk + Eijk, (5.2.0.1)
where Tij is the jth latent trait variable for the ith indicator, Mjk is the
latent method-specific variable for trait j measured by the kth method of
measurement and αijk, λTijk , and λMijk are real constants, with λTijk > 0
and λMijk > 0. Figure 5.1 shows an example of a CTCM−1 model for two
indicators (i = 2), two traits (j = 2) with three methods of measurement
(k = 3) 1. There is a latent trait variable Tij for each indicator i of each trait j
since indicators might not be perfectly homogeneous. The correlation between
the trait variables measuring the same construct j indicates the homogeneity
of both indicators on the trait level. This allows for stable indicator-specific
differences that are often found in psychological studies.
To define the method-specific variables Mjk, one method has to be cho-
sen as a standard. Without loss of generality, the standard method is given
the index k = 1. For example, when the methods are self- and other report,
the chosen method is usually self-report. The others report can then be seen
as deviation from the self-report. The method-specific variables Mjk are re-
sidual factors in a latent regression analysis with respect to the trait score as
measured by the standard method. Hence, they reflect the systematic devia-
tion of a particular method from the standard method. Therefore, there is
no method-specific variable for the standard method and the term λMij1Mj1
clears out. The method variables are considered to be trait-specific, thus ta-
king into account that method influences may not perfectly generalize across
traits. However, they are not indicator-specific. Since the method variables
are residuals, their means are always 0. For identification reasons, either the
variance of the latent variables or one loading per latent variable must be
fixed to a non-zero value (usually 1). Fixing the loading of the observed va-
riable on a trait determines the scale of the latent variable. If the loadings
1For simplicity of notation, i, j, k are used as running indices and end indices
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fixed for the latent trait and the latent method-specific variables belong to
the same indicator, the value of the method-specific variables can then be
interpreted as the difference between the trait factor and the true score of
the non-standard method.
The following correlations of latent variables are not admissible because
of the model definition :
– Correlations between all indicator-specific trait variables belonging to
the same trait and method-specific variables belonging to the same
trait-method unit are inadmissible, because residuals are always un-
correlated with predictors of the same regression analysis (Eid et al.,
2003, 2001; Steyer, 1989b). In figure 5.1, the latent trait and method-
specific variables that cannot correlate have been annotated with a
different letter. For example, T11. cannot correlate with M.12 but can
correlate with M.13
– Correlations between error variables and any latent factor are inad-
missible because the error variables are defined as residuals in a latent
regression analysis with respect to the true score (Eid et al., 2003,
2001; Steyer, 1989b).
The admissible correlations of latent variables can be interpreted in the
following way (Eid et al., 2003) :
– Correlations between indicator-specific trait variables of different traits
indicate discriminant validity.
– Correlations between indicator-specific trait variables of the same
trait indicate homogeneity of indicators.
– Correlations between method factors belonging to the same method
but different traits indicate a common bias of a method. High correla-
tions would show that there might be one single general method effect,
indicating that this method shows a general bias across all traits. This
assumption can be tested by a model with only one general method
effect per method. Very low correlations show that method-influences
are specific to traits, that is, their bias changes according to the trait
under consideration. For some traits, different methods may show a
strong over- or underestimation, whereas for others there might be no
bias.
– Correlations between method factors belonging to the same trait but
different methods indicate that these methods share a common part
of variance that is not shared with the standard method. These cor-
relations should be very high if the methods are supposed to be close,
for example if several friends evaluate in a very similar way a spe-
cific trait of the subject while the subject himself evaluate this trait
differently from his friends.
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– Correlations between indicator-specific trait variables and method-
specific variables belonging to different trait are in general admissible.
In figure 5.1, latent trait and method-specific variables annotated with
the same letter can correlate. There is nevertheless one major reason
to fix them to 0. These correlations are, generally, very low and may,
thus, be left out for reasons of parsimony (Nussbeck et al., 2006).
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Fig. 5.1: CTCM−1 model with indicator-specific traits and indicator-
unspecific method variables (i = 2 indicators, j = 2 traits, k = 3 methods).
Correlations between trait and method factors are admissible only when the
factors bear an identical letter a or b.
a
b
a
b
Y111
Y211
Y121
Y221
Y112
Y212
Y122
Y222
Y113
Y213
Y123
Y223
M
.12
T11.
T21.
T12.
T22.
E111
1
1
1
1
M
.22
M
.13
M
.23
1
1
1
1
As in LST models, in CTCM−1 models, several coefficients have been
defined to indicate the amount of observed variance that is determined by
the different latent variables. They are based on the following decomposition
of variance :
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V ar(Yijk) = λ
2
Tijk
V ar(Tij) + λ
2
Mijk
V ar(Mjk) + V ar(Eijk), (5.2.0.2)
where λ2MijkV ar(Mjk) clears out for the standard method.
The consistency coefficient represents the proportion of observed va-
riance due to stable interindividual differences :
Con(Yijk) =
λ2TijkV ar(Tij)
V ar(Yijk)
. (5.2.0.3)
It represents the degree of observed interindividual differences that are
determined by the standard method and that are neither due to method-
specific influences nor to measurement error. A very valid test, not much
dependent on the method of measurement, should show a high consistency
coefficient (high convergent validity).
The method-specificity coefficient represents the proportion of observed
variance due to method-specific interindividual differences :
MSpe(Yijk) =
λ2MijkV ar(Mjk)
V ar(Yijk)
. (5.2.0.4)
A valid test should have low method specificity.
The reliability coefficient is the sum of these two coefficients and repre-
sents the proportion of variance of an observed variable that is not due to
measurement error :
Rel(Yijk) = Con(Yijk) +MSpe(Yijk). (5.2.0.5)
Although there are many interesting research questions that can be ana-
lyzed with longitudinal MTMM models, there are only very few applications.
Almost all MTMM approaches are typically applied to cross-sectional data
because they assume that there are only two systematic sources of variance :
traits and methods. Hence, they can be applied to analyze the convergent and
discriminant validity of traits or of states. However, they do not allow the ana-
lysis of convergent and discriminant validity in longitudinal studies, where
states or traits have been repeatedly measured. The extension of MTMM
models to longitudinal models is important for many research questions. For
example, longitudinal MTMM models would allow to analyze the convergent
and discriminant validity of developmental processes (Morris, Robinson, &
Eisenberg, 2006). Another example would be the analysis of the convergent
and discriminant validity of trait as well as situation-specific influences in a
state-trait model of behavior.
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5.3 Existing models for analyzing multitrait
multimethod multioccasion data
Burns and Haynes (2006) have shown how one MTMM model, the cor-
related trait-correlated method model (Marsh & Grayson, 1995), a typical
model of confirmatory factor analysis, can be extended to a multioccasion
model to analyze the stability of common states as well as the stability
of method-specific influences. This model allows many interesting insights
into the stability and variability of method-specific biases. Burns and Hay-
nes’ (2006) approach shows paradigmatically how MTMM and longitudinal
models can be defined. However, their multitrait-multimethod-multioccasion
model cannot separate the influences of the trait from the influences of the
occasions. Therefore, it is not possible to analyze the convergent validity on
the level of latent trait variables as well as on the level of occasion-specific
variables.
Another existing multitrait-multimethod-multioccasion model is the mul-
ticonstruct latent state-trait model (Schermelleh-Engel et al., 2004). In this
approach, an LST model is defined for each trait-method unit, for example
depression measured by self-report, depression measured by teacher report,
anxiety measured by self-report, and anxiety measured by teacher report.
In a second step, all models are combined by allowing for correlations bet-
ween the trait variables and for correlations between the occasion-specific
variables belonging to the different trait-method unit but the same occasion
of measurement. This yields a multiple trait LST model. Figure 6.1 shows
an example of this model with depression and anxiety measured by self- and
teacher report on two occasions. Correlations between the trait variables be-
longing to the same construct (e.g., depression) but different method (e.g.,
self-report and teacher report) indicate convergent validity on the trait level.
Correlations between the trait variables of different constructs (e.g., depres-
sion and anxiety) represent discriminant validity. In a similar vein, the cor-
relations between the occasion-specific variables of different methods but the
same construct indicate convergent validity on the occasion-specific level. For
example, the correlation between the occasion-specific variable of depression
measured by self-report on Wave 1 can correlate with the occasion-specific
variable of depression measured by teacher report on Wave 1 but not with this
variable on Wave 2. In the example with depression and anxiety measured by
self- and teacher report, the correlation can be interpreted as the similarity of
occasion-specific influences between self- and teacher report. If the situation
is mostly composed of external influences, like the weather for example, then
the similarity can be high. For example, if sunny weather lowers the scores
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of depression, then occasion-specific variables of self- and teacher report may
correlate highly. If, however, the situation is mostly composed of momentary
but unobservable internal influences, like for example, the quality of sleep,
then the similarity might not be very high because these situation influences
are not shared by the two raters.
However, the multiconstruct model has some limitations. It cannot es-
timate the influence of the methods of measurement very effectively. This
model does not estimate method-specific variables that represent method-
specific influences on the state and trait level. It is therefore not possible
to quantify the influences of different sources of variances, particularly the
influence of methods of measurement. Moreover, the method-specific effects
bias cannot be estimated. Finally, the generalizability of method effects across
time and constructs (e.g., stability of bias) cannot be tested. To overcome the
limitations of both existing multitrait-multimethod-multioccasion models, a
model with trait, occasion-specific and method-specific factors should be de-
veloped. This can be done by combining the LST and CTC(M−1) model.
The reasons for developing this model are summarized below :
1. The state-trait distinction is a very important distinction in personality
and clinical psychology. There are many constructs in clinical psycho-
logy that are considered as a state and a trait (state anxiety vs. trait
anxiety, state anger vs. trait anger, state depression vs. trait depres-
sion, etc . . .). According to a state-trait model such as Spielberger’s
(2004), state-trait anxiety, the current state of an individual would de-
pend on her or his trait and also on situational as well as interactional
influences.
2. In many domains of psychology, different raters are often used as dif-
ferent methods (for an overview, see Burns & Haynes, 2006). Most
of the time, these raters are structurally different. This means that
they have different access to the behavior considered (Eid, 2006). For
example, students, parents and teachers are structurally different ra-
ters when it comes to the assessment of clinically relevant symptoms of
students because they have different access to the observed behavior.
In contrast to structurally different raters are interchangeable raters
who have more or less the same access to the behavior (e.g., different
students rating the behavior of the same teacher). The difference bet-
ween structurally different and interchangeable raters has important
implications for the choice of an MTMM model (Eid et al., 2006).
Because structurally different raters are quite frequent in psychology,
the extension of an MTMM model for structurally different raters to a
longitudinal model is very important.
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3. The combination of the two approaches offers new possibilities for
validating measures that go beyond the model proposed by Burns
and Haynes (2006) or by Schermelleh-Engel (2004). In addition to the
MTMM latent state-model of Burns and Haynes (2006), this model will
allow the analysis of convergent and discriminant validity on the level of
latent trait variable that are free of measurement error and situational
influences. That means that one could analyze whether different traits
are sufficiently distinct over time (discriminant trait validity). Moreo-
ver, it could be scrutinized whether or not the state assessment of
different raters are influenced by the same or different occasion-specific
influences (occasion-specific convergent validity) and whether or not
different states are influenced by the same occasion-specific influences
(occasion-specific discriminant validity). In addition to the multicons-
truct LST model of Schermelleh-Engel (2004), this model will allow a
detailed analysis of method effects.
The multitrait-multimethod LST (MM-LST) model resulting from the
combination of the LST and CTCM−1 models will then be illustrated with
data on depression and anxiety measured four times by children and teacher.
5.4 Definition of multitrait multimethod la-
tent state-trait models
As the LST model, the MM-LST model will be defined as a stochastic
measurement model on the basis of stochastic measurement theory (Steyer,
1989b). Other models defined that way include LST models (Steyer et al.,
1992) and CTC(M-1) models (Eid, 2000; Eid et al., 2003). All trait, method
and situation factors are defined as functions of the true-score variables. The-
refore, the trait, method, and situation factors are well-defined and have a
clear meaning. Moreover, this definition is particularly useful because the mo-
del can be defined on the basis of only five assumptions. All other properties
of the model, for example the uncorrelatedness of trait variables with method
and occasion-specific factors and the uncorrelatedness of the error variables
with all other latent variables, are logical consequences of the definition of the
model. Therefore, this model provides a rationale for the uncorrelatedness of
trait and method factors in MM-LST models.
To formally define a stochastic measurement model, it is necessary to
determine the probability space on which it is defined. The observed variables
that are defined on this probability space are decomposed into a true-score
variable and an error variable. The true score can then be decomposed into
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different latent variables representing the different sources of true variability.
Based on this decomposition, the variance of each component can be deter-
mined. The issues of representation (existence), uniqueness, meaningfulness,
identifiability and testability must then be addressed to obtain a testable
model (Steyer, 1989b). The representation of indicators formalizes the as-
sumptions of the model, that is, the fact that several latent variables are
well-defined by their indicators. In other words, the representation theorem
shows the existence of latent variables, if certain assumptions about the true-
score variables are made. The uniqueness of the factors determine to which
degree the factors and parameters are uniquely defined and which transfor-
mations of the model parameters are admissible. Moreover and related to
the question of uniqueness, the meaningfulness of the factors demonstrates
which statements are invariant (i.e. remain true or false) under the admis-
sible transformations. The question of identifiability must then be addressed
to verify if the model parameters can be uniquely determined and if the
model is estimable. A necessary but not sufficient condition is that the in-
formation available must be greater than the number of parameters tested.
In other words, the number of equations must be greater than the number
of parameters estimated. Finally, the testability of the model will show the
consequences of the model definition with respect to the expected covariance
and mean structure of the observed variables.
5.4.1 Probability space
Formulating a psychometric model as a stochastic measurement model
requires that the variables of the model are defined on a probability space
(Ω,A, P ) (Eid, 1995, 1996; Steyer, 1989b; Steyer & Eid, 1993; Zimmerman,
1975, 1976). A probability space consists of a set Ω of possible outcomes,
a σ-algebra A of subsets of Ω, and a non-negative, countable additive set
function P on A with P (Ω) = 1. The kind of random experiment considered
in MTMM-LST models is defined by the following set Ω of possible outcomes
A (Eid, 1996; Steyer et al., 1992) :
Ω = U × Sit1 × . . .× Sitp × A...1 × . . .× A...p. (5.4.1.1)
The set Ω of possible outcomes is the Cartesian product of three different
types of sets : 1) U is the set of persons from which a subject is drawn, 2)
Sitl, l ∈ L := {1, . . . , p}, is a set of (usually unknown) situations that might
occur on occasion l of measurement, 3) A...l is a set of possible outcomes of
the items administered on occasion l of measurement.
Each set A...l is a Cartesian set product Aijkl = A111l × . . . × Amnol
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where the elements of a set Aijkl are the possible values of a scale or an
item i, i ∈ I := {1, . . . ,m}, or another kind of measurement (e.g., decibels).
This indicator measures a trait j, j ∈ J := {1, . . . , n} with a method k,
k ∈ K := {1, . . . , o} on an occasion l, l ∈ L := {1, . . . , p}.
An example with two occasions of measurement (l = 2), two traits
(n = 2), two methods (o = 2) and two indicators (m = 2) may illustrate
the set of possible outcomes. Even though this example has the smallest
possible size to differentiate the effects of traits, methods and occasion, still
2 indicators × 2 traits × 2 methods × 2 occasions = 16 observed variables
are necessary. In this case, Ω can be written as :
Ω = U × Sit1 × Sit2 × A1 × A2
= U × Sit1 × Sit2 × A1111 × A2111 × A1211 × A2211
×A1121 × A2121 × A1221 × A2221 × A1112 × A2112 × A1212 × A2212
×A1122 × A2122 × A1222 × A2222. (5.4.1.2)
An element ω = (u,sit1, sit2, a1111, a2111, a1211, a2211, a1121, a2121, a1221,
a2221, a1112, a2112, a1212, a2212, a1122, a2122, a1222, a2222) of Ω consists of several
elements. The complete enumeration of the components of ω are in Appendix
D. Below is a cursory presentation of some representative units.
– A person u from the set of persons U ,
– A situation sit1 ∈ Sit1, in which the person u may be on the first
occasion of measurement
– A situation sit2 ∈ Sit2, in which the person u may be on the second
occasion of measurement
– A possible outcome a1111 of the first indicator on the first occasion of
measurement on the first trait with the first method
– A possible outcome a2111 of the second indicator on the first occasion
of measurement on the first trait with the first method
– etc
The situations do not have to be known. In LST theory a situation can
be defined as all inner and outer conditions under which a response to an
indicator is assessed (Steyer et al., 1999). This means that situations may
differ for each subject even though they are assessed at the same time.
5.4.2 Observed random variables
Each random variable Yijkl : Ω→ R, i = {1, . . . ,m}, j = {1, . . . , n}, k =
{1, . . . , o} and l, l = {1, . . . , p} maps the possible outcomes into the set
of real numbers R where this set includes −∞ and ∞. The values of one
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random variable Yijkl are the scores on an item or scale i measuring a trait
j by a method k on an occasion l. The variances of the variables Yijkl are
assumed to be strictly positive and finite. Let E(Yijkl) be the expectation
of each observed variables Yijkl and Σ be the covariance matrix of the m ×
n× o× p observed variables Yijkl. The starting point for defining the latent
variables are the conditional expectations E(Yijkl| pU , pSit) where pU and pSit
are defined below.
5.4.3 Latent true-score and residual variables
The values of the mapping pU : Ω→ U are the observational units u ∈ U
(e.g., individuals), that is,
pU(ω) = u, for each ω ∈ Ω. (5.4.3.1)
The mapping pU is a random variable, even though its values are not
numbers but qualitative elements (in this case, observational units). The
values of the mappings pSitl : Ω → Sitl, l = {1, . . . , p} are the situations
sitl ∈ Sitl, that is,
pSitl(ω) = sitl, for each ω ∈ Ω. (5.4.3.2)
Both the persons and the situations are supposed to be picked at ran-
dom during the experiment. Moreover, pU(ω) and pSitl(ω) are assumed to be
independent. As mentioned above, in multimethod latent state-trait theory,
the indicators and methods are chosen by the experimenter for theoretical
reasons. In contrast, the occasions are supposed to cause random fluctua-
tions around the trait. This means that the situations are random and the
occasion-specific variables are random variables. They could be compared to
random effect in mixed effects models, while indicator and method could be
compared to fixed effects.
To define a testable model, it is necessary to use several indicators
for each measurement unit, that is, each combination of occasion, trait,
and method. Within this conceptual framework, the conditional expecta-
tion E(Yijkl|pU , pSitl) may now be considered. This conditional expectation
is a random variable because persons and situations are sampled randomly,
that is, according to some distribution. This distribution does not need to be
known for the multitrait LST model to be defined.
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Step 1 : Definition of general latent true-score variables
In LST theory, the latent true-scores are defined as the expectation of
the observed variables given the individuals and the situations :
Sijkl := E(Yijkl| pU , pSit). (5.4.3.3)
In a similar way, the residual variables can be defined as the observed va-
riables minus the conditional expectation presented above :
Eijkl := Yijkl − E(Yijkl| pU , pSit). (5.4.3.4)
Step 2 : Definition of latent person and latent situation variables
The observed variables Yijkl can each be decomposed into :
Yijkl = Sijkl + Eijkl
= E(Yijkl| pU) + [E(Yijkl| pU , pSit)− E(Yijkl| pU)] + Eijkl
= Tijkl +Oijkl + Eijkl, (5.4.3.5)
where Sijkl := E(Yijkl| pU , pSit), Tijkl := E(Yijkl| pU) andOijkl := [E(Yijkl| pU , pSit)−
E(Yijkl| pU)].
Whereas the latent state-trait method variable Sijkl characterizes a
person-in-a-situation on an indicator i of a trait j evaluated with method
k on an occasion l, the variable Tijkl characterizes the person itself across si-
tuations. A value of the variable Tijkl is the value of the latent state variable
one would expect for a person u, if one does not consider the situation of this
person on an occasion of measurement. This value is the person-specific inte-
gral over all latent state values of a person measured by the same indicator
and method on the occasion l of measurement. The variable Tijkl is called
latent person variable. The residual Oijkl represents effects of the situations
and/or person-situation-interactions measured by a specific method, that is,
that part of a latent state variable Sijkl that is not determined by the person
alone and is called latent state residual. This residual is independent from
the latent person variable.
The next two steps show how method-specific variables can be defined
in this context.
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5.4.4 Extension of LST theory to multitrait-multimethod
LST theory
Step 3 : Definition of common and method-specific latent trait
variables
Method influences will now be defined in the same way as the CTC(M-
1) model (Eid, 2000; Eid et al., 2003). First, one method is chosen as a
comparison standard. For simplicity’s sake, the first method will be chosen
as comparison standard without loss of generality. It could have been any
other method. Then, for each trait, the latent trait variables of the indica-
tors measured by the standard method are used to condition the expectation
of the trait variable. Hence, the trait-specific method variable is a residual va-
riable common to all observed variables measured by the same method. This
means that a trait-specific method variable is the part of a trait measured by
a method k that cannot be predicted by the latent person-specific variable
measured by the method taken as the comparison standard. In summary,
since this model, based on the CTC(M−1) model, uses the first method as
a standard and considers the trait variables of the other methods (but the
same indicator) as the dependent variable in a regression analysis, a trait
variable of a non-standard method can be decomposed as follows :
Tijkl = E(Tijkl|Tij1l) + TMijkl, (5.4.4.1)
where TMijkl is the latent residual and denotes the method-specific influence
of method k on the trait level. When k = 1, then TMij1l = 0 and E(Tij1l|Tij1l) =
Tij1l. Based on this definition, the trait variable is the latent person-specific
variable measured by the standard method. Furthermore, each trait-specific
method variable represents that part of the person-specific variable that is
not explained by the trait variable as measured by the standard method.
In other words, it is the residual of the conditional expectation of the trait
measured by the standard method on the same trait measured by another
method. This variable also contains the effects of the interaction between a
method and the person.
Step 4 : Definition of common and method-specific latent occasion-
specific variables
In the same way, the latent state residual variables Oijkl can be further
decomposed into one component that represents that part of the latent state
residual that is determined by the latent state residual measured by the
standard method and one part that is method specific. In this case, for each
87
occasion, the latent state residual variable of the indicators measured by
the standard method is taken as a regressor in a latent regression analysis.
Hence, an occasion-specific method variable is the part of an occasion-specific
variable measured by a method k that cannot be predicted by the latent state
residual variable measured by the method taken as the comparison standard.
Since this model, based on the CTC(M-1)k model, uses the first method as
a standard and considers the state residual of the other methods (but the
same indicator) as dependent variable in a regression (not necessarily linear)
analysis, a variable Oijkl can be decomposed as follows :
Oijkl = E(Oijkl|Oij1l) +OMijkl, (5.4.4.2)
where OMijkl is the latent residual and denotes the method-specific influence
of method k on the occasion level. When k = 1, then OMij1l = 0 and
E(Oij1l|Oij1l) = Oij1l. Based on this definition, the occasion-specific variable
is the latent state residual variable measured by the standard method. Fur-
thermore, each occasion-specific method variable represents that part of the
state residual that is not explained by the occasion-specific variable as measu-
red by the standard method. In other words, it is the residual of the regression
of the occasion measured by the standard method on the same occasion mea-
sured by another method. This variable contains the effects of the interaction
between a method and an occasion.
The complete equation for an observed variable is then :
Yijkl = E(Tijkl|Tij1l) + TMijkl + E(Oijkl|Oij1l) +OMijkl + Eijkl, (5.4.4.3)
where Eijkl is the measurement error, that is the part of the observed variable
that is not predicted by the latent variables.
5.4.5 Decomposition of variance
As a consequence of the equation defining the observed variable as a sum
of conditional expectations and method deviations (equation 5.4.4.3), the va-
riances of the observed variables Yijkl are additively decomposed into the va-
riances of the latent trait variables Tij1l, latent trait-specific method variables
TMijkl, latent occasion-specific variables Oij1l, latent occasion-specific me-
thod variables OMijkl, and latent error variables (Eid, 1995; Steyer, 1988).
The decomposition contains no covariance because, for each observed va-
riable, the latent variables are independent :
V ar(Yijkl) = V ar(E(Tijkl|Tij1l)) + V ar(TMijkl)
+V ar(E(Oijkl|Oij1l)) + V ar(OMijkl)
+V ar(Eijkl). (5.4.5.1)
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The proof of this decomposition relies on the latent variables having been
defined on the basis of conditional expectations (Steyer, 1988; Eid, 2000; Eid
et al., 2003). It has already been shown (Steyer, 1988; Tack, 1980) that
V ar(Yijkl) = V ar(Tijkl) + V ar(Oijkl) + V ar(Eijkl). (5.4.5.2)
Because the trait-specific method variables are residuals with respect to
the latent trait variables, they are uncorrelated and the covariances are also
zero. Therefore, the variance of the person-specific variable can be decompo-
sed into two parts : one part that is determined by the standard method and
one part that is specific to the method considered :
V ar(Tijkl) = V ar(Tij1l) + V ar(TMijkl). (5.4.5.3)
Based on this decomposition, several coefficients can be defined as va-
riance components of the observed variable. The equations and interpreta-
tions of nine particularly interesting coefficients are presented below :
Trait coefficients
TCon(Yijkl) =
V ar(E(Tijkl|Tij1l)) + V ar(TMijkl)
V ar(Yijkl)
. (5.4.5.4)
The trait consistency coefficient TCon(Yijkl) is the proportion of variance of
an observed variable explained by the stable internal dispositions represented
by the latent trait variable Tij1l and by the trait-specific method variables
TMijkl. This means that this proportion is due to true interindividual dif-
ferences and not due to the different situations realized on occasion l. This
coefficient can be decomposed into two more specific coefficients :
TMCon(Yijkl) =
V ar(E(Tijkl|Tij1l))
V ar(Yijkl)
, (5.4.5.5)
TMSpe(Yijkl) =
V ar(TMijkl)
V ar(Yijkl)
. (5.4.5.6)
The trait specificity coefficient TSpe(Yijkl) is the proportion of variance of
an observed variable belonging to a non-standard method explained by the
latent trait variable Tij1l. This means that this proportion is due to true inter-
individual differences as measured by the standard method and not due to the
different situations realized on occasion l. The trait-specific method coefficient
TMSpe(Yijkl) is the proportion of variance of an observed variable explained
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by the latent trait-specific method variable TMijkl. This means that this pro-
portion is due to differences in observed interindividual differences caused by
method k of measurement or by the interaction between the person and the
method. But this proportion is not due to the trait measured by the standard
method or to the different situations realized on occasion l.
It is also possible to define a trait convergency coefficient TConv es-
timating the convergent validity on the trait level, that is the proportion
of consistency explained by the trait and not by the trait-specific method
deviation :
TConv =
V ar((E(Tijkl|Tij1l))
V ar((E(Tijkl|Tij1l)) + V ar(TMijkl) . (5.4.5.7)
Occasion-specific coefficients
In the same way, four occasion coefficients can be defined.
OSpe(Yijkl) =
V ar(E(Oijkl|Oij1l)) + V ar(OMijkl)
V ar(Yijkl)
. (5.4.5.8)
The occasion consistency coefficient OCon(Yijkl) is the proportion of variance
of an observed variable explained by momentary influences (situations) re-
presented by the occasion-specific variables Oij1l and by the occasion-specific
method variables OMijkl. This means that this proportion is due to the dif-
ferent situations realized on occasion l and/or the interaction between the
situations and the person and not due to true to true interindividual diffe-
rences. This coefficient can be decomposed into two more specific coefficient :
OMCon(Yijkl) =
V ar(E(Oijkl|Oij1l))
V ar(Yijkl)
, (5.4.5.9)
OMSpe(Yijkl) =
V ar(OMijkl)
V ar(Yijkl)
. (5.4.5.10)
(5.4.5.11)
The occasion-specificity coefficient OSpe(Yijkl) is the proportion of variance of
the observed variables explained by the latent occasion-specific variable Oij1l
and/or the person-situations interaction of the standard method. This means
that this proportion is due to the different situations realized on occasion l as
measured by the standard method. The occasion-specific method coefficient
OMSpe(Yijkl) is the proportion of variance of the observed variables explained
by the latent occasion-specific method variable OMijkl. This means that this
proportion is due to the occasion-specific influences as measured by method
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k that are not shared with the standard method or to the interaction between
the situations and the method.
It is also possible to define a occasion convergency coefficient OConv
estimating the convergent validity on the occasion level, that is the proportion
of consistency explained by the occasion-specific variable and not by the
occasion-specific method deviation :
OConv =
V ar(E(Oijkl|Oij1l))
V ar(E(Oijkl|Oij1l)) + V ar(OMijkl) . (5.4.5.12)
Finally, the unreliability coefficient Unrel(Yijkl) is the proportion of va-
riance of the observed variables not explained by true interindividual diffe-
rences :
Unrel(Yijkl) =
V ar(Eijkl)
V ar(Yijkl)
. (5.4.5.13)
If the trait consistency are higher than the occasion consistency coeffi-
cients, the observed variables measure mostly a stable component. Whereas
if the opposite is true, the observed variables measure mostly the influences
of the situations on the construct studied.
If the trait specificity coefficient is higher than the trait-specific me-
thod coefficient, true interindividual differences on one occasion of measure-
ment depend to a stronger extent on the construct measured with the stan-
dard method rather than on the method (non-standard) used to measure
the construct. By the same reasoning, if the occasion specificity coefficient is
higher than the occasion-specific method coefficient, state variables depend
more on the occasions as measured by the standard method rather than on
the deviation from the occasion due to the method.
Items of a questionnaire for measuring enduring traits should have high
trait consistency coefficients. On the contrary, items of a questionnaire as-
sessing states should have high occasion consistency coefficients. Moreover,
the items of a questionnaire trying to measure an objectivable (i.e., that
can be judged in the same way by all) trait should have low trait and occa-
sion convergency coefficients because this would mean that the questionnaire
has high convergent validity. For example, an easy-to-judge personality trait
measured by self-report (k = 1) and peer report (k = 2) should have low
trait-specific and occasion-specific method coefficients (and thus high trait
and occasion convergency coefficients) because the peer and the subjects
would easily perceive the same personality trait.
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5.4.6 Definition of the multitrait-multimethod LST mo-
del
Although the mathematical framework presented above is sufficient to
define the observed and latent variables, it is not sufficient to estimate the
variances and covariances of the observed variables (Σ) as well as the variance
components of the latent variables. For that, some further assumptions about
the latent variables already defined must be introduced. There are several dif-
ferent sets of possible assumptions and restrictions which can be used to pro-
perly determine a model. The model of (Tij, TMijk, Oijl, OMjkl)-congeneric
variables (Steyer & Eid, 1993; Steyer, 1989a; Jo¨reskog, 1969) will be defined.
In this model, the loadings and the intercepts may differ. The goal of this
section is to show how this model can be defined. It is clear that this trans-
formation should not change the meaning of the latent variable but only its
scale. The goal of this section is to define latent variables and to determine
the necessary conditions for their existence.
Figure 5.2 (page 96) provides a visual description of the model defined
below. To facilitate understanding, Latin letters corresponding to points e
through i of the following definition and theorem are introduced in the figure
to indicate examples of the relations.
Definition 1. The random variables {Y1111, . . . , Ymnop} on a probability space
(Ω,A, P ) are called (Tij, TMijk, Oijl, OMjkl)-congeneric variables if and only
if the following conditions hold :
a (Ω,A, P ) is a probability space such that
Ω = U × Sit1 × . . .× Sitl × A1 × . . .× Al.
b The projections pU : Ω → U and pSitl : Ω → Sl are random variables
on (Ω,A, P ).
c Yijkl, i ∈ I := {1, . . . ,m}, j ∈ J := {1, . . . , n}, k ∈ K := {1, . . . , o}
and l ∈ L := {1, . . . , p} are real-valued random variables on (Ω,A, P )
with finite and positive variances and covariances.
d The variables
Sijkl = E(Yijkl| pU , pSitl),
Tijkl = E(Yijkl| pU),
Oijkl = E(Yijkl| pU , pSitl)− E(Yijkl| pU),
Eijkl = Yijkl − E(Yijkl| pU , pSitl),
TMijkl = Tijkl − E(Tijkl|Tij1l),
OMijkl = Oijkl − E(Oijkl|Oij1l),
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are real-valued random variables on (Ω,A, P ) with finite and positive
variances.
e Definition of common indicator-specific trait variables
For each indicator i and trait j measured by the standard method (k =
1) and for each pair (l, l′) ∈ L × L (l 6= l′), there are real numbers
αTij1ll′ and λTij1ll′ such that
Tij1l = αTij1ll′ + λTij1ll′Tij1l′. (5.4.6.1)
f Assumption that the regression of the indicator-specific variables mea-
sured by method k on the common indicator-specific trait variables is
linear
For each indicator i, trait j, occasion l, and method k ∈ K(k 6= 1),
there are real numbers αTijkl and λTijkl such that
E(Tijkl|Tij1l) = αTij1l + λTij1lTij1l. (5.4.6.2)
g Definition of common trait-specific method variables
For each indicator i and trait j measured by method k and for each pair
(l, l′) ∈ L× L, there is a real number λTMijkll′ such that2
TMijkl = λTMijkll′TMijkl′. (5.4.6.3)
h Assumption that the regression of the indicator specific variables mea-
sured by method k on the common indicator-specific occasion-specific
variables is linear 3
For each indicator i, trait j, occasion l, and method k ∈ K(k 6= 1),
there is a real number λTijkl such that
4
E(Oijkl|Oij1l) = λOij1klOij1l. (5.4.6.4)
i Definition of common occasion-specific method variables
For each trait j, method k, occasion l and pair (i, i′) ∈ (I × I), there is
a real number λOMii′jkl such that
OMijkl = λOMii′jklOMi′jkl. (5.4.6.5)
2There is no intercept αTMijkll′ because the latent trait-specific method variables are
residuals TMijkl and have, by definition, an expected value of 0.
3The definition of common occasion-specific variables is not necessary because they are
uniquely defined by their corresponding observed variable
4There is no intercept αOij1kl because the latent occasion-specific method variables are
residuals and have, by definition, an expected value of 0.
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These conditions assume that the latent trait and trait-specific method
variables with the same index l are linear transformations from each other.
Moreover, they suppose a linear regression of the indicator-specific trait (res-
pectively, occasion) variables measured by the standard method and the same
variables measured by the non-standard methods. All assumptions become
clearer by considering the following equivalent formulation of the conditions
(e, f, g, h, i) as presented in the theorem below.
Theorem 1. (Existence)
The random variables {Y1111, . . . , Ymnop} are (Tij, TMijk, Oijl, OMjkl)-
congeneric variables, if and only if Conditions a through d of Definition 1
hold,
and
for each i ∈ I, j ∈ J , k ∈ K and l ∈ L, there are real-valued random
variables Tij, TMijk, Oijl, OMijkl on (Ω,A, P ) and (αijkl, λTij1l , λTMijkl , λOij1l
and λOMijkl) ∈ R, such that
Tij1l = αij1l + λTij1lTij, (5.4.6.6)
E(Tijkl|Tij1l) = αijkl + λTijklTij, (5.4.6.7)
TMijkl = λTMijklTMijk, (k 6= 1), (5.4.6.8)
E(Oijkl|Oij1l) = λOij1lOijl, (5.4.6.9)
OMijkl = λOMijklOMjkl, (k 6= 1). (5.4.6.10)
De´monstration. Existence of latent variables
5.4.6.7 (1) For all i, j, k, l, defining, for example, Tij := Tij1l′ as well as αTij1l :=
αTij1ll′ , and λTij1l := λTij1ll′ , where l
′ is a positive natural number and
inserting these parameters in Equation 5.4.6.1 in (e) of Definition 1
yields :
Tij1l = αTij1l + λTij1lTij.
In the same way, inserting these parameters in Equation 5.4.6.2 in (f)
of Definition 1 yields :
E(Tijkl|Tij1l) = αijkl + λTijklTij,
with αijkl = αTij1ll′ + λTij1ll′ · αTij1l and λTijkl = λTij1ll′ · λTij1l .
(2) For two different trait variables Tij1l and Tij1l′ , it follows from Equa-
tion 5.4.6.6 that :
Tij =
Tij1l − αTij1l
λTij1l
and
Tij =
Tij1l′ − αTij1l′
λTij1l′
.
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Therefore, Tij1l = αTij1l +
λTij1l
λTij1l′
(Tij1l′ − αTij1l′ ). This equation is equal
to Equation 5.4.6.1 with αTij1ll′ = αTij1l − αTij1l′
(
λTij1l
λTij1l′
)
and λTij1ll′ =
λTij1l
λTij1l′
.
5.4.6.8 (1) For all i, j, k, l, defining, for example, TMijk := TMijkl′ as well as
λTMijkl := λTMijkll′ , where l
′ is a positive natural number and inserting
these parameters in equation 5.4.6.3 in (g) of Definition 1 yields :
TMijkl = λTMijklTMijk.
(2) For two different trait-specific method-specific variables TMijkl and
TMijkl′ , it follows from Equation 5.4.6.8 that TMijk =
TMijkl
λTMijkl
and
TMijk =
TMijkl′
λTMijkl′
. Therefore,
TMijkl =
λTMijkl
λTMijkl′
TMijkl′ .
This equation is equal to Equation 5.4.6.3 with λTMijkll′ :=
λTMijkl
λTMijkl′
.
5.4.6.10 (1) For all i, j, k, l, defining, for example, OMjkl := OMi′jkl as well as
λOMijkl := λOMii′jkl , where i
′ is a positive natural number and inserting
these parameters in equation 5.4.6.5 in (i) of Definition 1 yields :
OMijkl = λOMijklOMjkl.
(2) For two different occasion-specific method-specific variables OMijkl
and OMi′jkl, it follows from Equation 5.4.6.10 that OMjkl =
OMijkl
λOMijkl
and OMjkl =
OMi′jkl
λOMi′jkl
. Therefore,
OMijkl =
λOMijkl
λOMi′jkl
OMi′jkl.
This equation is equal to Equation 5.4.6.5 with λOMii′jkl :=
λOMijkl
λOMi′jkl
.
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Fig. 5.2: Multitrait-multimethod LST model with indicator-specific traits
and occasions (i = 2 indicators, j = 2 traits, k = 2 methods, l = 2 occasions).
Correlations between occasion-specific and occasion-specific method-specific
factors are admissible only when the factors bear an identical letter a, b, c
or d. The letters e, f, g, h, i show the effect of the definition points e, f, g, h,
i on the first trait, trait-specific method and occasion-specific factors. Factor
loadings are not depicted. An error variable is only depicted for Y1111.
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Explanations. In this theorem it is shown that the assumptions of (Tij,
TMijk, Oijl, OMjkl)-congeneric variables imply the existence of (1) a common
(occasion-unspecific) latent trait variable Tij for all variables belonging to
the same repeatedly administered item i (2) a common trait-specific method
variable TMijk for all variables belonging to the same item i and method k
(3) a common (occasion-specific and item-specific) latent state residual Oijl
for all items belonging to item i administered on the same occasion l and 4) a
common occasion-specific method variable OMjkl for all variables belonging
to the same item i and method k administered on the same occasion l. As
a consequence of this theorem, each observed variable is a linear function of
the item-specific common latent trait variable Tij, the trait-specific method
variable Tijk, the item-specific common latent occasion-specific variable Oijl
and the occasion-specific method variable OMjkl.
First, without loss of generality, the first method was chosen as the stan-
dard (Eid, 2000; Eid et al., 2003). Then, the model of (Tij, TMijk, Oijl, OMjkl)-
congeneric variables assumes that :
1. All observed variables with the same index i and j are influenced by
the same occasion-unspecific and item-specific latent trait variables Tij
with the standard method. These variables represent common latent
trait variables which can also be called trait factors.
2. All observed variables with the same index i, j and k (k 6= 1) are in-
fluenced by the same occasion-unspecific, trait-specific and item-specific
latent trait-specific method variables TMijk. These variables represent
common latent trait-specific method variables which can also be called
trait-specific method factors.
3. All variables with the same index i and j observed on the same occasion
l are influenced by the same occasion-specific, trait-specific and item-
specific latent variables Oijl with the standard method. These variables
represent common latent occasion-specific variables which can be called
occasion-specific factors.
4. Finally, all variables with the same index j and k (k 6= 1) observed
on the same occasion l are influenced by the same item-unspecific,
occasion-specific trait-specific latent occasion-specific method variables
OMjkl. These variables represent common latent occasion-specific method-
specific variables which can also be called occasion-specific method fac-
tors.
The MM-LST model can now be defined by the set of its parameters.
Definition 2. LetM := 〈(Ω,A, P ),S,T,TM,O,OM,αijkl, λTij1l, λTMijkl,
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λOij1l, λOMijkl〉 be a MM-LST model with :
T := (T11 · · ·Tij · · ·Tmn)t, (5.4.6.11)
TM := (TM111 · · ·TMijk · · ·TMmno)t, (5.4.6.12)
O := (O111 · · ·Oikl · · ·Omop)t (5.4.6.13)
OM := (OM111 · · ·OMjkl · · ·OMnop)t, (5.4.6.14)
αijkl := (α1111 · · ·αijkl · · ·αmnop)t, (5.4.6.15)
λT := (λT1111 · · ·λTij1l · · ·λTmn1p)t, (5.4.6.16)
λTM := (λTM1111 · · ·λTMijkl · · ·λTMmnop)t, (5.4.6.17)
λO := (λO1111 · · ·λOij1l · · ·λOmn1p)t, (5.4.6.18)
λOM := (λOM1111 · · ·λOMijkl · · ·λOMmnop)t. (5.4.6.19)
The complete linear regression determining the observed variables Yijkl
is then :
Yijkl = αijkl + λTij1lTij + λTMijklTMijk
+λOij1lOijl + λOMijklOMjkl + Eijkl, (5.4.6.20)
if the latent variables TMijk and OMjkl are defined as equal 0 when k = 1.
5.4.7 Variance components
Based on the equation (5.4.6.20), the variances of the observed variables
Yijkl are additively decomposed into the variances of the trait factors Tij,
trait-specific method variables TMijk, latent occasion-specific variables Oijl
and latent occasion-specific method variables OMjkl :
V ar(Yijkl) = λ
2
Tij1l
V ar(Tij) + λ
2
TMijkl
V ar(TMijkl)
+λ2Oij1lV ar(Oijl) + λ
2
OMijkl
V ar(OMjkl)
+V ar(Eijkl). (5.4.7.1)
The nine variance components presented in Equations (5.4.5.4, 5.4.5.5,
5.4.5.6, 5.4.5.7, 5.4.5.8, 5.4.5.9, 5.4.5.10, 5.4.5.12, 5.4.5.13) can now be for-
mulated with the new latent variables defined above. This will lead to nine
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coefficients. The first four concern the stable dispositions :
TCon(Yijkl) =
λ2Tij1lV ar(Tij) + λ
2
TMijkl
V ar(TMijk)
V ar(Yijkl)
, (5.4.7.2)
TSpe(Yijkl) =
λ2Tij1lV ar(Tij)
V ar(Yijkl)
, (5.4.7.3)
TMSpe(Yijkl) =
λ2TMijklV ar(TMijk)
V ar(Yijkl)
, (5.4.7.4)
TConv =
λ2Tij1lV ar(Tij)
λ2Tij1lV ar(Tij) + λ
2
TMijkl
V ar(TMijk)
. (5.4.7.5)
The next four concern the occasion-specific influences :
OCon(Yijkl) =
λ2Oij1lV ar(Oijl) + λ
2
OMijkl
V ar(OMjkl)
V ar(Yijkl)
, (5.4.7.6)
OSpe(Yijkl) =
λ2Oij1lV ar(Oijl)
V ar(Yijkl)
, (5.4.7.7)
OMSpe(Yijkl) =
λ2OMijklV ar(OMjkl)
V ar(Yijkl)
, (5.4.7.8)
OConv =
λ2Oij1lV ar(Oijl)
λ2Oij1lV ar(Oijl) + λ
2
OMijkl
V ar(OMjkl)
. (5.4.7.9)
Finally, the last coefficient concerns measurement error :
Unrel(Yijkl) =
V ar(Eijkl)
V ar(Yijkl)
. (5.4.7.10)
5.4.8 Uniqueness
The latent factors (trait, trait-specific method, occasion-specific and
occasion-specific method) are not uniquely defined in MM-LST models. If
the model is defined with (Tij, TMijk, Oijl, OMjkl)-congeneric variables, all
the parameters are uniquely defined up to a positive linear or a similarity
transformation.
Thus, some additional restrictions have to be imposed in order to fix the
scale of each latent variable (Bollen, 1989, 2002). One possibility is to set one
of the intercept of the observed variables Yijkl as well as one of the loadings
λTij1l for each trait, one of the loadings λTMijkl for each method-specific trait
variable, one of the loadings λOij1l for each occasion-specific variable and one
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of the loadings λOMijkl for each occasion-specific method variable to any real
value different than 0. Another possibility would be to fix the mean of the
latent variables to 0 and their variance to 1 but this solution does not seem
desirable since most researchers will be interested in the mean and variance of
the latent variables. The advantage of the first type of restrictions presented
is that the scale of the latent variable is then easily interpretable. The scale
of the latent variable is a proportion of the scale of the observed variable
whose loading was fixed to a real value. This means that if the loading was
fixed to one, the scales of the latent variable and the observed variable are
exactly the same. The additional restrictions on the latent variables will be
discussed in more details in the identifiability section 5.4.11.
Corollary 1. (Uniqueness)
1. Admissible transformations
If M := 〈(Ω,A, P ),S,T,TM,O,OM,αijkl, λTij1l, λTMijkl, λOij1l,
λOMijkl〉 is a MM-LST model with :
T := (T11 · · ·Tij · · ·Tmn)t, (5.4.8.1)
TM := (TM111 · · ·TMijk · · ·TMmno)t, (5.4.8.2)
O := (O111 · · ·Oikl · · ·Omop)t (5.4.8.3)
OM := (OM111 · · ·OMjkl · · ·OMnop)t, (5.4.8.4)
αijkl := (α1111 · · ·αijkl · · ·αmnop)t, (5.4.8.5)
λT := (λT1111 · · ·λTij1l · · ·λTmn1p)t, (5.4.8.6)
λTM := (λTM1111 · · ·λTMijkl · · ·λTMmnop)t, (5.4.8.7)
λO := (λO1111 · · ·λOij1l · · ·λOmn1p)t, (5.4.8.8)
λOM := (λOM1111 · · ·λOMijkl · · ·λOMmnop)t, (5.4.8.9)
and if for all i ∈ I, j ∈ J , k ∈ K and l ∈ L :
T ′ij = γTij + βTij · Tij, (5.4.8.10)
TM ′ijk = βTMijk · TMijk, (5.4.8.11)
O′ijl = βOijl ·Oijl, (5.4.8.12)
OM ′jkl = βOMijkl ·OMjkl, (5.4.8.13)
α′ijkl = αijkl − γTij ·
λTij1l
βTij
, (5.4.8.14)
λ′Tij1l = λTij1l/βTij , (5.4.8.15)
λ′TMijkl = λTMijkl/βTMijk , (5.4.8.16)
λ′Oij1l = λOij1l/βOijl , (5.4.8.17)
λ′OMijkl = λOMijkl/βOMijkl , (5.4.8.18)
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where γTij , βTij , βTMijk , βOikl , βOMijkl ∈ R and βTij , βTMijk , βOikl,βOMijkl >
0, then M′ := 〈(Ω,A, P ),S,T′,TM′,O′,OM′,α′ijkl, λ′Tij1l, λ′TMijkl,
λ′Oij1l, λ
′
OMijkl
〉 is a MM-LST model, too, with :
T′ := (T ′11 · · ·T ′ij · · ·T ′mn)t (5.4.8.19)
TM′ := (TM111 · · · , TM ′ijk · · ·TM ′mno)t, (5.4.8.20)
O′ := (O′111 · · · , O′ikl · · ·O′mop)t, (5.4.8.21)
OM′ := (OM ′111 · · · , OM ′jkl · · ·OM ′nop)t, (5.4.8.22)
α′ijkl := (α
′
1111 · · ·α′ijkl · · ·α′mnop)t, (5.4.8.23)
λ′T := (λ
′
T1111
· · ·λ′Tij1l · · ·λ′Tmn1p)t, (5.4.8.24)
λ′TM := (λ
′
TM1111
· · ·λ′TMijkl · · ·λ′TMmnop)t, (5.4.8.25)
λ′O := (λ
′
O1111
· · ·λ′Oij1l · · ·λ′Omn1p)t, (5.4.8.26)
λ′OM := (λ
′
OM1111
· · ·λ′OMijkl · · ·λ′OMmnop)t. (5.4.8.27)
2. Uniqueness
If bothM := 〈(Ω,A, P ),S,T,TM,O,OM,αijkl, λTij1l, λTMijkl, λOij1l,
λOMijkl〉 andM′ := 〈(Ω,A, P ),S,T′,TM′,O′,OM′,α′ijkl, λ′Tij1l, λ′TMijkl,
λ′Oij1l, λ
′
OMijkl
〉 are MM-LST models, then there are for each i ∈ I and
j ∈ J a γTij ∈ R and for each i ∈ I, j ∈ J , k ∈ K and l ∈ L, βTij ,
βTMijk , βOikl and βOMijkl ∈ R+ such that equations (5.4.8.10)–(5.4.8.27)
hold.
De´monstration. The proof of the uniqueness corollary is slightly different for
the latent trait variable Tij than for the other latent variables because Tij is
defined up to the addition of a constant and the multiplication by a constant
(see Eq 5.4.6.7), whereas the other latent variables are only defined up to
a multiplication of a constant. I will present one proof for the latent trait
variable (A1 and A2) and one for the occasion-specific variable Oijl (B1 and
B2). The proofs for the other latent variables are not presented since they
follow the same principle and are, therefore, straightforward.
A. Latent trait variables Tij
A1 Admissible transformations
If T ′ij := γTij+βTij ·Tij, α′ijkl := αijkl−γTij ·
λTij1l
βTij
and λ′Tij1l := λTij1l/βTij ,
then Tij = (T
′
ij − γTij)/βTij , αijkl = (α′ijkl + γTij) · λTij1l and λTij1l :=
λ′Tij1l · βTij . Inserted in equation 5.4.6.7, this yields E(Tijkl|Tij1l) =
α′ijkl + λ
′
Tij1l
· T ′ij.
A2 Uniqueness
If bothM := 〈(Ω,A, P ),S,T,TM,O,OM,αijkl, λTij1l , λTMijkl , λOij1l ,
λOMijkl〉 andM′ := 〈(Ω,A, P ),S,T′,TM′,O′,OM′,α′ijkl, λ′Tij1l , λ′TMijkl ,
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λ′Oij1l , λ
′
OMijkl
〉 are MM-LST models, then αijkl + λTij1l · Tij = α′ijkl +
λ′Tij1l · T ′ij. Consequently, for all i ∈ I, j ∈ J , k ∈ K, and l ∈ L :
T ′ij =
[
αijkl − α′ijkl
λ′Tij
]
+
λTij1l
λ′Tij1l
· Tij. (5.4.8.28)
As the ratio of the parameters λTij1l and λ
′
Tij1l
as well as the term in the
brackets have to be the same real value for each i ∈ I, j ∈ J , k ∈ K
and l ∈ L, two real constants can be defined for each i ∈ I, j ∈ J ,
k ∈ K and l ∈ L :
γTij :=
αijkl − α′ijkl
λ′Tij1l
, (5.4.8.29)
βTij :=
λTij1l
λ′Tij1l
. (5.4.8.30)
B. Latent occasion-specific variables Oijl
B1 Admissible transformations
If O′ijl = βOijl · Oijl and λ′Oij1l = λOij1l/βOijl , then Oijl = O′ijl/βOijl ,
and λOij1l := λ
′
Oij1l
· βOijl . Inserted in Equation 5.4.6.9, this yields
E(Oijkl|Oij1l) = λ′Oij1l ·O′ijl.
B2 Uniqueness
If bothM andM′ are MM-LST models, then λOij1l ·Oijl = λ′Oij1l ·O′ijl.
Consequently, for all i ∈ I, j ∈ J , and l ∈ L :
O′ijl =
λOij1l
λ′Oij1l
·Oij1l. (5.4.8.31)
As the ratio of the parameters λOij1l and λ
′
Oij1l
have to be the same real
value for each i ∈ I, j ∈ J , and l ∈ L, a real constant can be defined
for each i ∈ I, j ∈ J , k ∈ K and l ∈ L :
βOijl :=
λOij1l
λ′Oij1l
. (5.4.8.32)
Explanations. With this corollary, the scales of the latent variables are
fixed. The trait factors are defined on an interval scale whereas the trait-
specific method factors, the occasion-specific factors and the occasion-specific
method factors are defined on a ratio scale.
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5.4.9 Meaningfulness
As the latent trait variables, trait-specific method variables, and the
occasion-specific variables and occasion-specific method variables are not uni-
quely defined in the MM-LST models, it must be determined which state-
ments are invariant with respect to the admissible transformations. These
statements will be called meaningful statements. Many statements are inva-
riant. Only a selection of those that are of practical importance are presented
below.
Corollary 2. (meaningfulness)
If bothM := 〈(Ω,A, P ),S,T,TM,O,OM,αijkl,λTij1l, λTMijkl, λOij1l,
λOMijkl〉 and M′ := 〈(Ω,A, P ),S,T′,TM′,O′,OM′,α′ijkl, λ′Tij1l, λ′TMijkl,
λ′Oij1l, λ
′
OMijkl
〉 are MM-LST models, then for ω1, ω2, ω3, ω4 ∈ Ω ; i, i′ ∈
I, j ∈ J, k ∈ K, and l, l′, l′′, l′′′ ∈ L :
Tij(ω1)− Tij(ω2)
Tij(ω3)− Tij(ω4) =
T ′ij(ω1)− T ′ij(ω2)
T ′ij(ω3)− T ′ij(ω4)
, (5.4.9.1)
for [Tij(ω3)− Tij(ω4)] and [T ′ij(ω3)− T ′ij(ω4)] 6= 0,
TMijk(ω1)
TMijk(ω2)
=
TM ′ijk(ω1)
TM ′ijk(ω2)
, (5.4.9.2)
for TMijk(ω2) and TM
′
ijk(ω2) 6= 0,
TMijk(ω1)− TMijk(ω2)
TMijk′(ω1)− TMijk′(ω2) =
TM ′ijk(ω1)− TM ′ijk(ω2)
TM ′ijk′(ω1)− TM ′ijk′(ω2)
, (5.4.9.3)
for [TMijk′(ω1)− TMijk′(ω2)] and [TM ′ijk′(ω1)− TM ′ijk′(ω2)] 6= 0,
Oijl(ω1)
Oijl(ω2)
=
O′ijl(ω1)
O′ijl(ω2)
, (5.4.9.4)
for Oijl(ω2) and O
′
ijl(ω2) 6= 0,
Oijl(ω1)−Oijl′(ω1)
Oijl(ω2)−Oijl′(ω2) =
O′ijl(ω1)−O′ijl′(ω1)
O′ijl(ω2)−O′ijl′(ω2)
, (5.4.9.5)
for [Oijl(ω2)−Oijl′(ω2)], and [O′ijl(ω2)−O′ijl′(ω2)] 6= 0,
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OMjkl(ω1)
OMjkl(ω2)
=
OM ′jkl(ω1)
OM ′jkl(ω2)
, (5.4.9.6)
for OMijkl(ω2) and OM
′
ijkl(ω2) 6= 0,
αijkl − αijkl′
αijkl′′ − αijkl′′′ =
α′ijkl − α′ijkl′
α′ijkl′′ − α′ijkl′′′
, (5.4.9.7)
for αijkl′′ − αijkl′′′ and α′ijkl′′ − α′ijkl′′′ 6= 0,
λTij1l
λTij1l′
=
λ′Tij1l
λ′Tij1l′
, (5.4.9.8)
λTMijkl
λTMijkl′
=
λ′TMijkl
λ′TMijkl′
, (5.4.9.9)
λOMijkl
λOMi′jkl
=
λ′OMijkl
λ′OMi′jkl
, (5.4.9.10)
λTMijkl
λTMi′jkl
− λTMijkl′
λTMi′jkl′
=
λ′TMijkl
λ′TMi′jkl
−
λ′TMijkl′
λ′TMi′jkl′
, (5.4.9.11)
λOMijkl
λOMi′jkl
− λOMijkl′
λOMi′jkl′
=
λ′OMijkl
λ′OMi′jkl
−
λ′OMijkl′
λ′OMi′jkl′
, (5.4.9.12)
λ2Tij1lV ar(Tij) = λ
′2
Tij1l
V ar(T ′ij), (5.4.9.13)
Cor(Tij, Ti′j) = Cor(T
′
ij, T
′
i′j), (5.4.9.14)
λ2TMijklV ar(TMijk) = λ
′2
TMijkl
V ar(TM ′ijk), (5.4.9.15)
Cor(TMijk, TMijk′) = Cor(TM
′
ijk, TM
′
ijk′), (5.4.9.16)
λ2Oij1lV ar(Oijl) = λ
′2
Oij1l
V ar(O′ijl), (5.4.9.17)
Cor(Oijl, Oijl′) = Cor(O
′
ijl, O
′
ijl′), (5.4.9.18)
λ2OMijklV ar(OMjkl) = λ
′2
OMijkl
V ar(OM ′jkl), (5.4.9.19)
Cor(OMjkl, OMjkl′) = Cor(OM
′
jkl, OM
′
jkl′). (5.4.9.20)
De´monstration. The proofs for equations 5.4.9.1, 5.4.9.4, 5.4.9.8, 5.4.9.13 and
5.4.9.14 are presented as examples. The proofs for the other statements follow
the same principle and are, therefore, straightforward.
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5.4.9.1 Replacing T ′ij in equation 5.4.9.1 by γTij + βTij ·Tij verifies the equality
Tij(ω1)− Tij(ω2)
Tij(ω3)− Tij(ω4) =
T ′ij(ω1)−γTij
βTij
− T
′
ij(ω2)−γTij
βTij
T ′ij(ω3)−γTij
βTij
− T
′
ij(ω4)−γTij
βTij
=
T ′ij(ω1)− T ′ij(ω2)
T ′ij(ω3)− T ′ij(ω4)
.
(5.4.9.21)
5.4.9.4 Replacing O′ij1l in equation 5.4.9.4 by βOijl ·Oijl verifies the equality
Oijl(ω1)
Oijl(ω2)
=
Oijl(ω1)
βOijl
Oijl(ω2)
βOijl
=
O′ijl(ω1)
O′ijl(ω2)
. (5.4.9.22)
5.4.9.8 Replacing λTij1l and λTij1l′ in equation 5.4.9.8 by
λ′Tij1l
βTij
and
λ′Tij1l′
βTij
verifies
the equality
λTij1l
λTij1l′
=
λ′Tij1l
βTij
λ′Tij1l′
βTij
=
λ′Tij1l
λ′Tij1l′
. (5.4.9.23)
5.4.9.13 Replacing λ2Tij1l and V ar(Tij) in equation 5.4.9.13 by λ
′2
Tij1l
β2Tij and
V ar
(
T ′ij−γTij
βTij
)
verifies the equality
λ2Tij1lV ar(Tij) = λ
′2
Tij1l
β2TijV ar
(
T ′ij − γTij
βTij
)
= λ
′2
Tij1l
β2TijV ar
(
T ′ij
βTij
− γTij
βTij
)
= λ
′2
Tij1l
β2Tij
1
β2Tij
V ar
(
T ′ij
)
= λ
′2
Tij1l
V ar(T ′ij).
5.4.9.14 Replacing Tij and Ti′j in equation 5.4.9.14 by
T ′ij−γTij
βTij
and
T ′
i′j−γTij
βTij
ve-
rifies the equality
Cor(Tij, Ti′j) = Cor
(
T ′ij − γTij
βTij
,
T ′i′j − γTij
βTij
)
Cor
(
T ′ij
βTij
− γTij
βTij
,
T ′i′j
βTij
− γTij
βTij
)
Cor
(
T ′ij
βTij
,
T ′ij
βTij
)
Cor(T ′ij, T
′
i′j).
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Explanations. The explanations will be illustrated by an example based
on data already presented by Cole and Martin (2005). Children were evalua-
ted on depression and anxiety (j = 2) either by self-report, peer report or
parent report (k = 3). The depression and anxiety questionnaires were then
each separated in two test-halves (i = 2). The traits were measured four
times (l = 4) on a six months interval.
Eq. 5.4.9.1 The difference of the value of two individuals u1 and u2 on the trait
variable Tij is n-times the difference of the values of two other indivi-
duals u3 and u4 on this trait variable. In other words, the ratio of the
difference of the value of two individuals u1 and u2 on the trait variable
Tij on the difference of the value of two other individuals u3 and u4 on
this trait variable is equal to the same ratio for the same individuals
on a transformed trait variable.
For example, the difference in the depression scores of two subjects
would be n-times the difference in the depression scores of two other
subjects.
Eq. 5.4.9.2 The trait-specific method deviation value TMijk(ω1) of a person u1 is
n-times (larger or smaller than) the value TMijk(ω2) of a person u2.
For example, the deviation of the depression score as measured by the
peer rater from the value expected given the self-rating is n-times larger
for one subject than the same deviation for another subject.
Eq. 5.4.9.3 The difference between the trait-specific method deviation value TMijk(ω1)
of a person u1 and the same deviation of a person u2 is n-times (lar-
ger or smaller than) the corresponding difference between the same
individuals for another trait-specific method deviation value TMijk′
For example, the difference of the deviation of the depression score as
measured by the peer rater from the value expected given the self-rating
between two individuals is n-times larger the corresponding difference
between the same individuals evaluated by parent rating and not by
peer rating.
Eq. 5.4.9.4 The occasion-specific deviation value Oijl(ω1) of a person u1 is n-times
(larger or smaller than) the value Oijl(ω2) of a person u2.
For example, the occasion-specific deviation of the depression score
from the trait score on the first occasion of measurement is n-times
larger for one subject than the same deviation score for another subject.
Eq. 5.4.9.5 The difference of two occasion-specific deviation values Oijl and Oijl′
for a person u1 is n-times (larger or smaller than) the corresponding
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difference for another person u2.
For example, the difference between the occasion-specific deviation of
the depression score from the trait score on the first occasion of measu-
rement and the same deviation on the second occasion of measurement
is n-times larger than the same difference for another individual.
Eq. 5.4.9.6 The occasion-specific method deviation value OMijkl(ω1) of a person
u1 is n-times (larger or smaller than) the value OMijkl(ω2) of a person
u2.
For example, the occasion- and rater-specific deviation score of peer
rater on the first occasion of measurement is n-times larger for one
subject than the same deviation score for another subject.
Eq. 5.4.9.7 The difference between the parameters αijkl and αijkl′ is n-times the
difference between two item parameters αijkl′′ and αijkl′′′ .
For example the difference of mean change between the first and the
second occasion is n-times the difference of mean change of the third
and fourth occasions.
Eq. 5.4.9.8 The item parameter λTij1l of the item i on occasion l is n-times the
corresponding parameter of the same item on occasion l′.
For example, the loading of depression on the first occasion is n-times
the same loading on the second occasion.
Eq. 5.4.9.9 The item parameter λTMijkl on occasion l is n-times the parameter
λTMi′jk on another occasion of measurement l
′.
For example, the loading of the peer reported depression on the first
occasion is n-times the same loading on the second occasion.
Eq. 5.4.9.10 The item parameter λOMijkl on occasion l is n-times the parameter
λOMi′jkl on another occasion of measurement l
′.
For example, the loading of the occasion- and rater-specific deviation
score of peer rater on the first test-half is n-times the same loading on
the second test-half.
Eq. 5.4.9.11 The ratio of the item parameters λTMijkl and λTMi′jk′l of two items i
and i′ measured by a method k is equal to the corresponding ratio of
the same items measured by another method k′ plus a constant n.
For example, the ratio of the loading of peer reported depression of
the first and second test-half is equal to the corresponding ratio of the
same items measured by parent report plus a constant n.
Eq. 5.4.9.12 The ratio of the item parameters λOMijkl and λOMi′jk′l of two items i
and i′ measured by a method k is equal to the corresponding ratio of
the same items measured by another method k′ plus a constant n.
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For example, the ratio of the loading of the occasion- and rater-specific
deviation score of peer rater on the first occasion of the first and second
test-half is equal to the corresponding ratio of the same items measured
by parent report plus a constant n.
Equations 5.4.9.13, 5.4.9.15, 5.4.9.17 and 5.4.9.19 indicate that, although
variances of latent variables by themselves are not meaningful, variances of
latent variables multiplied by their squared loadings are. This is particularly
important because these products are used for consistency and specificity
coefficients. Equations 5.4.9.14, 5.4.9.16, 5.4.9.18 and 5.4.9.20 indicate that
the correlations between latent variables are meaningful and can therefore
be interpreted.
5.4.10 Testability
In this section, I will first discuss the covariances between latent va-
riables in order to determine the consequences of these covariances on the
covariance structure of the manifest variables. The covariances between la-
tent variables can be divided into three types. The first type of covariances is
necessarily set equal to zero (or null) because of the definition of the model.
The second type of covariances could be different from zero but is assumed
to be zero for theoretical reasons. After having clarified which covariances in
the model are 0, it becomes possible to discuss the covariance structure of the
model, that is how the variances and covariances of the observed variables
can be expressed in terms of the model parameters. Finally, I will present
the third type of covariances, that is the admissible (freely estimated) co-
variances, with a short description of the meaning of these covariances. A
more thorough interpretation of those covariances will be presented in the
application chapter (chapter 6, page 131). In order to obtain testable conse-
quences of the model for the covariance structure, it is necessary to introduce
a second assumption which defines the model (Steyer, 1989a).
Definition 3. (MM-LST model with conditional regressive independence.)
M := 〈(Ω,A, P ),S,T,TM,O,OM,αijkl, λTij1l, λTMijkl, λOij1l, λOMijkl〉
is called a model of (Tij, TMijk, Oijl, OMjkl)-congeneric variables with condi-
tional regressive independence if and only if Definition one and Theorem one
apply and
E(Yijkl|pU , pSit1 , · · · , pSitp , Y(ijkl)′) = E(Yijkl|pU , pSitl). (5.4.10.1)
where (ijkl) 6= (ijkl)′
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Explanations. Conditional regressive independence supposes that the ex-
pected value of an observed variable Yijkl knowing the subject, all the oc-
casions of measurement and the other observed variables is the same as the
expected value of the same observed variable Yijkl knowing the subject and
the occasion of measurement for this variable. This is the case when the si-
tuations can be seen as independent random fluctuations around the trait
due to situational influences.
This assumption should be supposed to hold except if specific theore-
tical reasons could provide interpretations for non-zero correlations. Indeed,
since latent state variables are supposed to be random fluctuations around a
trait, occasion-specific and occasion-specific method variables should not be
related with occasion-specific and occasion-specific method variables of other
occasions of measurement.
Autoregressive models do not make these assumptions. On the contrary,
they suppose a regression of one occasion-specific variable on the subsequent
one (Cole & Martin, 2005). This is especially the case in a population that
matures, or lastingly changes, very rapidly (e.g., children).
Null covariances based on model definition
The definition of the observed and latent variables (equation 5.4.4.3) has
several consequences that imply restrictions on the covariances of the obser-
ved and latent variables. Indeed, the error variables are defined as residuals
in a regression analysis of the observed variables on the true-score variables
Sijkl. They are therefore by definition uncorrelated with their regressors,
that is the independent variables with respect to which they are residuals
(Steyer, 1988). Moreover, occasion-specific variables Oijkl are defined as resi-
duals from the person-specific variables Tijkl. They are therefore also uncor-
related with the person-specific variables. The person-specific variables are
decomposed into trait variables Tij and trait-specific method variables TMijk.
Finally, the occasion-specific variables are decomposed into occasion-specific
variables Oijl and occasion-specific method variables OMjkl. The restrictions
are described in the following corollary in mathematical terms.
Corollary 3. (Testability : consequences of model definition)
If M := 〈(Ω,A, P ),S,T,TM,O,OM,αijkl, λTij1l, λTMijkl, λOij1l,
λOMijkl〉 is a MM-LST model with conditional regressive independence, then
for i, i′ ∈ I, j, j′ ∈ J, k, k′ ∈ K, and l, l′ ∈ L, where i can be equal to i′, j to
j′, k to k′ and l to l′ but (ijkl) 6= (ijkl)′ :
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Cov(Eijkl, Ti′j′) = 0, (5.4.10.2)
Cov(Eijkl, TMi′j′k′) = 0, (5.4.10.3)
Cov(Eijkl, Oi′j′l′) = 0, (5.4.10.4)
Cov(Eijkl, OMj′k′l′) = 0, (5.4.10.5)
Cov(Tij, TMijk) = 0, (5.4.10.6)
Cov(Tij, Oi′j′l) = 0, (5.4.10.7)
Cov(Tij, OMj′k′l′) = 0, (5.4.10.8)
Cov(TMijk, Oi′j′l) = 0, (5.4.10.9)
Cov(TMijk, OMj′k′l) = 0, (5.4.10.10)
Cov(Oijl, Oijl′) = 0, (5.4.10.11)
Cov(Oijl, OMjkl) = 0, (5.4.10.12)
Cov(Oijl, OMjkl′) = 0, (5.4.10.13)
Cov(E(ijkl), E(ijkl)′) = 0. (5.4.10.14)
De´monstration. Testability : consequence of model definition
A general property of regression models is that the residual variable of a
regression is never correlated with the regressors. Therefore, any expression
of the form Cov(f(Y ), f(X − E(X|Y )) is equal to zero (Steyer, 1988).
5.4.10.2 Because Ti′j′ is a function of Ti′j′k′l′
Ti′j′ =
Ti′j′k′l′ − αi′j′k′l′
λTi′j′1l′
,
it follows that Cov(Eijkl, Ti′j′) = 0 if Cov(Eijkl, Ti′j′k′l′) = 0.
Eijkl and Ti′j′k′l′ are defined as :
Eijkl = Yijkl − E(Yijkl|pU , pSitl)
Ti′j′k′l′ = E(Yi′j′k′l′|pU)
Therefore, since Ti′j′k′l′ is a function of pU and therefore of pU , pSitl and
Eijkl is a residual with respect to pU , pSitl , Cov(Eijkl, Ti′j′k′l′) = 0.
5.4.10.3 Because TMi′j′k′ is a function of TMi′j′k′l′
TMi′j′k′ =
TMi′j′k′l′
λTMi′j′k′l′
,
it follows that Cov(Eijkl, TMi′j′k′) = 0 if Cov(Eijkl, TMi′j′k′l′) = 0.
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Eijkl and TMi′j′k′l′ are defined as :
Eijkl = Yijkl − E(Yijkl|pU , pSitl)
TMi′j′k′l′ = E(Yi′j′k′l′|pU)− E(Ti′j′k′l′|Ti′j′1l′)
Therefore,
Cov(Eijkl, TMi′j′k′l′) = Cov(Eijkl, E(Yi′j′k′l′ |pU))− Cov(Eijkl, E(Ti′j′k′l′|Ti′j′1l′))
Since TMi′j′k′l′ is a function of pU and therefore of pU , pSitl and Eijkl
is a residual with respect to pU , pSitl , Cov(Eijkl, E(Yi′j′k′l′ |pU)) = 0.
Moreover, Cov(Eijkl, E(Ti′j′k′l′|Ti′j′1l′)) = 0 because E(Ti′j′k′l′|Ti′j′1l′) is
a linear function of Ti′j′1l′ and it has already been shown that Eijkl is
uncorrelated with Ti′j′1l′ .
5.4.10.4 Because Oi′j′l′ is a function of Oi′j′k′l′
Oi′j′l′ =
Oi′j′k′l′
λOi′j′k′l′
,
it follows that Cov(Eijkl, Oi′j′l′) = 0 if Cov(Eijkl, Oi′j′k′l′) = 0.
Eijkl and Oi′j′k′l′ are defined as :
Eijkl = Yijkl − E(Yijkl|pU , pSitl)
Oi′j′k′l′ = E(Yi′j′k′l′|pU , pSitl)− E(Yi′j′k′l′ |pU)
Therefore, since Oi′j′k′l′ is a function of pU , pSitl and Eijkl is a residual
with respect to pU , pSitl , Cov(Eijkl, Oi′j′k′l′) = 0.
5.4.10.5 Because OMj′k′l′ is a function of OMi′j′k′l′
OMj′k′l′ =
OMi′j′k′l′
λOMi′j′k′l′
, (5.4.10.15)
it follows that Cov(Eijkl, OMj′k′l′) = 0 if Cov(Eijkl, OMi′j′k′l′) = 0.
Eijkl and OMi′j′k′l′ are defined as :
Eijkl = Yijkl − E(Yijkl|pU , pSitl)
OMi′j′k′l′ = [E(Yi′j′k′l′|pU , pSitl)− E(Yi′j′k′l′|pU)]− E(Oi′j′k′l′|Oi′j′1l′)
Therefore,
Cov(Eijkl, OMi′j′k′l′) = Cov(Eijkl, [E(Yi′j′k′l′|pU , pSitl)− E(Yi′j′k′l′|pU)])
−Cov(Eijkl, E(Oi′j′k′l′|Oi′j′1l′))
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Since OMi′j′k′l′ is a function of pU , pSitl and Eijkl is a residual with
respect to pU , pSitl , Cov(Eijkl, [E(Yi′j′k′l′|pU , pSitl)−E(Yi′j′k′l′|pU)]) = 0.
Moreover, Cov(Eijkl, E(Oi′j′k′l′|Oi′j′1l′)) = 0 because E(Oi′j′k′l′|Oi′j′1l′))
is a linear function of Oi′j′1l′ and it has already been shown that Eijkl
is uncorrelated with Oi′j′1l′ .
5.4.10.6 Because Tij is a function of Tij1l
Tij =
Tijkl − αijkl
λTij1l
,
and TMijk is a function of TMijkl
TMijk =
TMijkl
λTMijkl
,
Cov(Tij, TMijk) = 0 if Cov(Tij1l, TMijkl) = 0.
Because TMijkl = Tijkl − E(Tijkl|Tij1l), it follows that :
Cov(Tij1l, TMijkl) = 0
Since Tij is a function of Tij1l whereas TMijkl is a residual with respect
to Tij1l, Cov(Tij, TMijkl) = 0.
5.4.10.7 Because Tij is a function of Tijkl
Tij =
Tijkl − αijkl
λTij1l
,
and Oi′j′l′ is a function of Oi′j′k′l′
Oi′j′l′ =
Oi′j′k′l′
λOi′j′k′l′
,
Cov(Tij, Oi′j′l′) = 0 if Cov(Tijkl, Oi′j′k′l′) = 0.
Tijkl and Oi′j′k′l′ are defined as :
Tijkl = E(Yijkl|Pu)
Oi′j′k′l′ = E(Yi′j′k′l′|pU , pSitl)− E(Yi′j′k′l′ |pU)
= E(Yi′j′k′l′|pU , pSitl)− E(E(Yi′j′k′l′|pU , pSitl)|pU)
Therefore, since Tijkl is a function of pU whereas Oi′j′k′l′ is a residual
with respect to pU , Cov(Tijkl, Oi′j′k′l′) = 0.
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5.4.10.8 Because Tij is a function of Tijkl
Tij =
Tijkl − αijkl
λTij1l
,
and OMj′k′l′ is a function of OMi′j′k′l′
OMj′k′l′ =
OMi′j′k′l′
λOMi′j′k′l′
, (5.4.10.16)
Cov(Tij, OMj′k′l′) = 0 if Cov(Tijkl, OMi′j′k′l′) = 0.
Because OMi′j′k′l′ can also be written as Oi′j′k′l′ − λOi′j′1l′Oi′j′1l′ , it fol-
lows that :
Cov((Tijkl, OMi′j′k′l′) = Cov(Tijkl, Oi′j′k′l′ − λOi′j′1l′Oi′j′1l′)
= Cov(Tijkl, Oi′j′k′l′)− λOi′j′1l′Cov(Tijkl, Oi′j′1l′)
It has already been shown that Cov(Tijkl, Oi′j′k′l′) is necessarily equal
to zero.
5.4.10.9 Because TMijk is a function of TMijkl
TMijk =
TMijkl
λTMijkl
,
and Oi′j′l′ is a function of Oi′j′k′l′
Oi′j′l′ =
Oi′j′k′l′
λOi′j′k′l′
, (5.4.10.17)
Cov(TMijk, Oi′j′l′) = 0 if Cov(TMijkl, Oi′j′l′) = 0.
Because TMijkl can also be written as Tijkl − (αijkl + λTij1lTij1l), it
follows that :
Cov(TMijk, Oi′j′l′) = Cov(Tijkl − (αijkl + λTij1lTij1l), Oi′j′k′l′)
= Cov(Tijkl, Oi′j′k′l′)− λTij1lCov(Tij1l, Oi′j′k′l′)
It has already been shown that Cov(Tijkl, Oi′j′k′l′) is necessarily equal
to zero.
5.4.10.10 Because TMijk is a function of TMijkl
TMijk =
TMijkl
λTMijkl
,
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and OMj′k′l′ is a function of OMi′j′k′l′
OMj′k′l′ =
OMi′j′k′l′
λOMi′j′k′l′
, (5.4.10.18)
Cov(TMijk, OMj′k′l′) = 0 if Cov(TMijkl, OMi′j′k′l′) = 0.
Because TMijkl can also be written as Tijkl − (αijkl + λTij1lTij1l) and
OMi′j′k′l′ can also be written as Oi′j′k′l′−λOi′j′1l′Oi′j′1l′ , it follows that :
Cov(TMijkl, OMi′j′k′l′) = Cov
(
Tijkl − (αijkl + λTij1lTij1l), Oi′j′k′l′ − λOi′j′1l′Oi′j′1l′
)
= Cov(Tijkl, Oi′j′k′l′)− λOi′j′1l′Cov(Tijkl, Oi′j′1l′)
−λTij1lCov(Tij1l, Oi′j′k′l′) + λTij1lλOi′j′1l′Cov(Tij1l, Oi′j′1l′)
It has already been shown that Cov(Tijkl, Oi′j′k′l′) is necessarily equal
to zero.
5.4.10.12 Because Oijl is a function of Oij1l
Oijl =
Oijkl
λOijkl
,
and OMjkl is a function of OMijkl
OMjkl =
OMijkl
λOMijkl
,
Cov(Oijl, OMjkl) = 0 if Cov(Oijl, OMijkl) = 0.
Because OMijkl = Oijkl − E(Oijkl|Oij1l), it follows that :
Cov(Oijl, OMijkl) = 0
Therefore, since Oijl is a function of Oij1l, whereas OMijkl is a residual
with respect to Oij1l, Cov(Oijl, OMijkl) = 0.
Equations 5.4.10.11, 5.4.10.13 and 5.4.10.14 are consequences of the
conditional regressive independence assumption (Steyer, 1989b, pp. 46 and
60).
Covariance structure : MM-LST model with conditional regressive
independence
From the description of the null covariances above, it follows that the
covariance structure of the model is :
Σ = ΛTΦTΛ
′
T +ΛTMΦTMΛ
′
TM +ΛTΦTTMΛ
′
TM +
ΛOΦOΛ
′
O +ΛOMΦOMΛ
′
OM +ΛOΦOOMΛ
′
OM +
Θ (5.4.10.19)
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Each vector or matrix will be illustrated for a two indicators × two traits ×
two methods × two occasions model.
The vectors ΛT , ΛTM , ΛO and ΛOM contain the 16 loadings of the latent
variables Tij, TMijk, Oijl and OMjkl respectively on the observed variables
Yijkl.
ΛT =
 λT1111...
λT2222
 ΛTM =
 λTM1111...
λTM2222
 ΛO =
 λO1111...
λO2222
 ΛOM =
 λOM1111...
λOM2222

and the matrices ΦT , ΦTM , ΦTTM , ΦO, ΦOM , and ΦOOM contain, respectively,
trait variables’ variances and covariances, trait-specific method variables’ va-
riances and covariances, covariances between trait and trait-specific method
variables, occasion-specific variables’ variances and covariances, occasion-
specific method variables’ variances and covariances, and covariances bet-
ween occasion-specific and occasion-specific method variables. Some elements
of the matrices Φ will be equal to zero as described above. Only the lower
triangle of the symmetric covariances matrices will be presented.
Variances and covariances of trait variables
ΦT =

V ar(T11)
Cov(T21, T11) V ar(T21)
Cov(T12, T11) Cov(T12, T21) V ar(T12)
Cov(T22, T11) Cov(T22, T21) Cov(T22, T12) V ar(T22)

Variances and covariances of trait-specific method variables
ΦTM =

V ar(TM112)
Cov(TM212, T112) V ar(TM212)
Cov(TM122, T112) Cov(TM122, TM212) V ar(TM122)
Cov(TM222, T112) Cov(TM222, TM212) Cov(TM222, T122) V ar(TM222)

Covariances of trait variables with trait-specific method variables
ΦTTM =

0 Cov(T11, TM212) Cov(T11, TM122) Cov(T11, TM222)
Cov(T21, TM112) 0 Cov(T21, TM122) Cov(T21, TM222)
Cov(T12, TM112) Cov(T12, TM212) 0 Cov(T12, TM222)
Cov(T22, TM112) Cov(T22, TM212) Cov(T22, TM122) 0

Variances and covariances of occasion-specific variables
ΦO =
[
ΦO1,O1
ΦO1,O2 ΦO2,O2
]
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where :
Variances and covariances of occasion-specific variables for the first occasion
ΦO1,O1 =

V ar(O111)
Cov(O211, O111) V ar(O211)
Cov(O121, O111) Cov(O121, O211) V ar(O121)
Cov(O221, O111) Cov(O221, O121) Cov(O221, O121) V ar(O221)
 ,
Covariances of occasion-specific variables between the first and second occa-
sions
ΦO1,O2 =

0
0 0
0 0 0
0 0 0 0
 ,
and variances and covariances of occasion-specific variables for the second
occasion
ΦO2,O2 =

V ar(O112)
Cov(O212, O112) V ar(O212)
Cov(O122, O112) Cov(O122, O212) V ar(O122)
Cov(O222, O112) Cov(O222, O212) Cov(O222, O122) V ar(O222)

The sixteen covariances in ΦO1,O2 are all equal to zero because of the
assumptions that the occasions of measurement are independant.
Variances and covariances of occasion-specific method variables
ΦOM =

V ar(OM121)
Cov(OM121, OM221) V ar(OM221)
0 0 V ar(OM122)
0 0 Cov(OM122, OM222) V ar(OM222)

Covariances of occasion-specific variables with occasion-specific method va-
riables
ΦOOM =

0 Cov(O111, OM221) 0 0
0 Cov(O211, OM221) 0 0
Cov(O121, OM121) 0 0 0
Cov(O221, OM121) 0 0 0
0 0 0 Cov(O112, OM222)
0 0 0 Cov(O212, OM222)
0 0 Cov(O122, OM122) 0
0 0 Cov(O222, OM122) 0

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Finally, the diagonal matrix Θ contains the 16 error variables (for a two
indicators × two traits × two methods × two occasions model) of the 16×16
residual variables matrix.
Θ =

V ar(E1111) · · · 0 0
...
. . .
...
0
. . . 0
0 · · · 0 V ar(E2222)

Interpretation of non-zero covariances
The following terms are of practical significance.
– The covariance between subtraits indicates similarity of indicators.
Cov(Tij, Ti′j), i 6= i′
– The covariance between different trait variables indicates discrimi-
nant validity at the level of the standard method. High discriminant
validity is shown by low covariance.
Cov(Tij, Tij′), j 6= j′
– The covariance between a subtrait of one construct and a trait of
another construct also indicates discriminant validity. It should be
about equal to the covariance between the same trait variables.
Cov(Tij, Ti′j′), i 6= i′andj 6= j′
– The covariance between trait variable of one indicator and trait-
specific method variables of another indicator but the same trait indi-
cates convergent validity corrected for influences that are due to the
same method.
Cov(Tij, TMi′jk), i 6= i′, k 6= 1
– The covariance between trait variable and trait-specific method va-
riables of another trait indicates discriminant validity corrected for
influences that are due to the same method.
Cov(Tij, TMij′k), j 6= j′, k 6= 1
– The covariance between trait variable and trait-specific method va-
riables of another indicator and another trait indicates discrimant
validity corrected for influences that are due to the same method or
indicator. It should be about equal to the covariance between the
same indicator variables.
Cov(Tij, TMi′j′k), i 6= i′andj 6= j′, k 6= 1
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– The covariance between a method-specific trait variable and a method-
specific trait variable of another indicator indicates the generalizabi-
lity of method effect across indicators.
Cov(TMijk, TMi′jk), i 6= i′
– The covariance between a method-specific trait variable and a method-
specific trait variable of another trait indicates the generalizability of
method effect across traits.
Cov(TMijk, TMij′k), j 6= j′
– The covariance between a method-specific trait variable and a method-
specific trait variable of another method indicates the similarity of
method effects.
Cov(TMijk, TMijk′), k 6= k′, k 6= 1
– The covariance between a method-specific trait variable and a method-
specific trait variable of another indicator and trait indicates the ge-
neralizability of method effect across indicators and traits.
Cov(TMijk, TMi′j′k), i 6= i′andj 6= j′
– The covariance between a method-specific trait variable and a method-
specific trait variable of another indicator indicates the similarity of
method effects.
Cov(TMijk, TMi′jk′), i 6= i′andk 6= k′, k 6= 1
– The covariance between a method-specific trait variable and a method-
specific trait variable of another trait and method indicates the simi-
larity of method effects.
Cov(TMijk, TMij′k′), j 6= j′and k 6= k′, k, k′ 6= 1
– The covariance between a method-specific trait variable and a method-
specific trait variable of another indicator, trait and method indicates
the similarity of method effects.
Cov(TMijk, TMi′j′k′), i 6= i′, j 6= j′and k 6= k′, k, k′ 6= 1
– The covariance between an occasion-specific variable and an occasion-
specific variable of another indicator indicates the generalizability of
occasion-specific influences across indicators.
Cov(Oijl, Oi′jl), i 6= i′
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– The covariance between an occasion-specific variable and an occasion-
specific variable of another trait indicates the generalizability of oc-
casion of measurement across traits.
Cov(Oijl, Oij′l), j 6= j′
– The covariance between an occasion-specific variable and an occasion-
specific variable of another indicator and trait indicates the generali-
zability of occasion-specific influences across indicators and traits.
Cov(Oijl, Oi′j′l), i 6= i′andj 6= j′
– The covariance between an occasion-specific variable of one indica-
tor and an occasion-specific method variables of another trait indi-
cates the convergent validity of occasion-specific influences on dif-
ferent traits corrected for influences that are due to the same method.
Cov(Oijl, OMj′kl), j 6= j′, k 6= 1
– The covariance between a method-specific occasion-specific variable
and a method-specific occasion-specific variable of another trait in-
dicates the generalizability of method effect on the same occasion of
measurement across traits.
Cov(OMjkl, OMj′kl), j 6= j′
– The covariance between a method-specific occasion-specific variable
and a method-specific occasion-specific variable of another method
indicates the generalizability of occasion-specific influences across me-
thods.
Cov(OMjkl, OMjk′l), k 6= k′
– The covariance between a method-specific occasion-specific variable
and a method-specific occasion-specific variable of another trait and
method indicates the generalizability of occasion-specific influences
across traits and methods.
Cov(OMjkl, OMj′k′l), j 6= j′and k 6= k′
5.4.11 Identifiability
The parameters of a model can only be estimated uniquely if they are
identified. To verify this condition, each estimated parameter must be uni-
quely identified by a set of observed variances or covariances. For each type
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of parameter, a general set of observed variances and covariances will be
presented which define its value. A general rule in structural equation mo-
deling is that for each latent factor either the variance of the latent variable
or a loading and in addition the intercept of an observed variable or the
mean of the latent variable has to be fixed. In order to simplify the proofs
of identification, I will, without loss of generality, apply the rule fixing the
intercepts with lowest indices to 0 and the loadings with lowest indices to
1. For example, the loading λ2211 of the trait variable T22 is fixed to 1. Fur-
thermore, in order to reduce complexity, parameters that have already been
identified in a previous step will be used for the identification of parame-
ters presented later on without replacing the newly identified parameters by
the parameters of the observed variables. In the following corollary, it will
be shown that the parameters are identified for at least two indicators, two
traits, two methods and three occasions of measurement. In the case of two
indicators and two occasions (traits and methods equal to two or more), the
model is not identified without further restrictions on the parameters. For
example, a model in which all loading parameters of the latent variables are
set equal to one is identified.
120
Corollary 4. (Identifiability : MM-LST model with conditional regressive
independence)
IfM := 〈(Ω,A, P ),S,T,TM,O,OM,αijkl,λTij1l, λTMijkl, λOij1l, λOMijkl〉
is a MM-LST model with conditional regressive independence, then for i, i′ ∈
I, j, j′ ∈ J, k, k′ ∈ K, and l, l′ ∈ L and l 6= l′, k, k′ 6= 1 and αij11 = 0, λTij11 =
1, λTMijk1 = 1, λOij1l = 1 and λOM1jkl = 1 :
Identification : Parameters of the trait variables
E(Tij) = E(Yij11) (5.4.11.1)
αijkl = E(Yij11)− λTijklE(Yijkl) (5.4.11.2)
λTijkl =
Cov(Yij1l, Yij1l′)
Cov(Yij1l, Yij1l′)
(5.4.11.3)
V ar(Tij) =
Cov(Yij11, Yij1l)Cov(Yij11, Yij1l′)
Cov(Yij1l, Yij1l′)
(5.4.11.4)
Cov(Tij , Ti′j′) =
Cov(Yi′j′11, Yi′j′1l′)Cov(Yij1l, Yi′j′1l)
Cov(Yi′j′1l, Yi′j′1l′)
(5.4.11.5)
for (ij) 6= (ij)′.
Identification : Parameters of the trait-specific method variables
λTMijkl =
Cov(Yijkl, Yijkl′)− λTijk1λTijkl′V ar(Tij)
Cov(Yijkl, Yijkl′)− λTijklλTijkl′V ar(Tij)
(5.4.11.6)
V ar(TMijk) =
Cov(Yijk1, Yijkl)− λTijk1λTijklV ar(Tij)
λTijkl
(5.4.11.7)
Cov(Tij , TMi′j′k) =
Cov(Yij11, Yi′j′kl)− λTi′j′klCov(Tij , Ti′j′)
λTMi′j′kl
, (5.4.11.8)
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for (ij) 6= (ij)′.
Cov(TMijk, TMi′j′k′) =
Cov(Yijk1, Yi′j′k′l)− λTijk1λTi′j′k′lCov(Tij , Ti′j′)
λTi′j′k′l
,
(5.4.11.9)
for (ijk) 6= (ijk)′.
Identification : Parameters of the occasion-specific variables
Cov(Oijl, Oi′j′l) = Cov(Yij1l, Yi′j′1l)− λTij1lλTi′j′1lCov(Tij , Ti′j′), (5.4.11.10)
for (ij) 6= (ij)′.
λOijkl =
Cov(Yi′j1l, Yijkl)− λTi′j1lλTijklCov(Ti′j , Tij)
Cov(Oi′jl, Oijl)
(5.4.11.11)
V ar(Oijl) =
Cov(Yij1l, Yijkl)− λTij1lλTijklV ar(Tij)
λOijkl
(5.4.11.12)
Identification : Parameters of the occasion-specific method variables
Cov(O1jl, OMj′kl) = Cov(Y1j1l, Yij′kl)− λT1j1lλTij′klCov(T1j , Tij′)
− λT1j1lλTMij′klCov(T1j , TMij′k)
− λOij′klCov(O1jl, Oij′l), (5.4.11.13)
for j 6= j′.
λOMij1l =
Cov(Yi′j′1l, Yijkl)− λTi′j′1lλTijklCov(Ti′j′ , Tij)
Cov(Oijl, OMj′kl)
+
−λTi′j′1lλTMijklCov(Ti′j′ , TMijk)− λOijklCov(Oi′j′l, Oijl)
Cov(Oijl, OMj′kl)
(5.4.11.14)
for i 6= i′ and j 6= j′.
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V ar(OMijkl) =
Cov(Y1jkl, Yijkl)− λT1jklλTijklCov(T1j , Tij)
λOMijkl
+
−λT1jklλTMijklCov(T1j , TMijk)− λTM1jklλTijklCov(Tij , TM1jk)
λOMijkl
+
−λTM1jklλTMijklCov(TM1jk, TMijk)
λOMijkl
+
−λO1jklλOijklCov(O1jl, Oijl)
λOMijkl
, (5.4.11.15)
for i 6= 1.
Cov(OMjkl, OMj′k′l) =
Cov(Yijkl, Yij′k′l)− λTijklλTij′k′lCov(Tij , Tij′)
λOMijklλOMij′k′l
+
−λTijklλTMij′k′lCov(Tij , TMij′k′)− λTMijklλTij′k′lCov(Tij′ , TMijk)
λOMijklλOMij′k′l
+
−λTMijklλTMij′k′lCov(TMijk, TMij′k′)− λOijklλOij′k′lCov(Oijl, Oij′l)
λOMijklλOMij′k′l
+
−λOijklλOMij′k′lCov(Oijl, OMj′k′l)
λOMijklλOMij′k′l
+
−λOMijklλOij′k′lCov(Oij′l, OMjkl)
λOMijklλOMij′k′l
(5.4.11.16)
for i 6= 1 and (jk) 6= (jk)′.
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Identification : Error variables
V ar(Eijkl) = V ar(Yijkl − λ2TijklV ar(Tij)− λ2TMijklV ar(TMijk)
− λ2OijklV ar(Oijl)− λ2OMijklV ar(OMjkl) (5.4.11.17)
V ar(Eij1l) = V ar(Yij1l − λ2Tij1lV ar(Tij)− V ar(Oijl) (5.4.11.18)
De´monstration. Identification
Identification of α(ijkl)′ and E(Tij).
Any observed variable Yijkl can be defined as follows :
Yijkl = αijkl + λTijklTij + λTMijklTMijk
+ λOijklOijl + λOMijklOMjkl + Eijkl.
The expected value of Yijkl is
E(Yijkl) = E(αijkl) + E(λTijklTij) + E(λTMijklTMijk)
E(λOijklOijl) + E(λOMijklOMjkl) + E(Eijkl).
The expected value of the residual variables TMijk, Oijl, OMjkl and Eijkl
are all equal to zero (see Definition 1) and E(αijkl) = αijkl because αijkl is a
constant. Therefore, the equation simplifies to :
E(Yijkl) = αijkl + λTijklE(Tij).
This shows that the expected value of the trait variable E(Tij) can be esti-
mated as E(Yij11) since αij11 = 0 and λTij11 = 1 :
E(Tij) = E(Yij11).
E(Tij) can then be replaced by E(Yij11) in any of the other five equations
(two per occasion minus one already used) containing this parameter, thereby
defining the intercepts αijkl in terms of E(Yijkl)− λTijklE(Yij11).
Identification of λTijkl .
For any observed variable measured by the standard method Yij1l,
Cov(Yij11, Yij1l′) = λTij11λTij1l′V ar(Tij)
Cov(Yij1l, Yij1l′) = λTij1lλTij1l′V ar(Tij)
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Replacing λTij1l′V ar(Tij) in the first equation by
Cov(Yij1l,Yij1l′ )
λTij1l
yields :
Cov(Yij11, Yij1l′) = λTij11
Cov(Yij1l, Yij1l′)
λTij1l
Therefore,
λTij1l
λTij11
=
Cov(Yij1l, Yij1l′)
Cov(Yij11, Yij1l′)
λTij1l is uniquely defined, since λTij11 = 1.
Identification of V ar(Tij)
Since λTij1l =
Cov(Yij1l,Yij1l′ )
Cov(Yij11,Yij1l′ )
and λTij11 = 1, it follows that :
Cov(Yij11, Yij1l) = λTij11λTij1lV ar(Tij)
=
Cov(Yij1l, Yij1l′)
Cov(Yij11, Yij1l′)
V ar(Tij).
Therefore,
V ar(Tij) =
Cov(Yij11, Yij1l)Cov(Yij11, Yij1l′)
Cov(Yij1l, Yij1l′)
Identification of Cov(Tij, Ti′j′), (ij) 6= (ij)′
For any observed variable Yijkl,
Cov(Yij11, Yi′j′1l) = λTij11λTi′j′1lCov(Tij, Ti′j′)
Since λTij1l =
Cov(Yij1l,Yij1l′ )
Cov(Yij11,Yij1l′ )
and λTij11 = 1, it follows that :
Cov(Tij, Ti′j′) =
Cov(Yi′j′11, Yi′j′1l′)Cov(Yij11, Yi′j′1l)
Cov(Yi′j′1l, Yi′j′1l′)
Identification of λTMijkl
For any observed variables Yijkl,
Cov(Yijk1, Yijkl′) = λTijk1λTijkl′V ar(Tij) + λTMijk1λTMijkl′V ar(TMijk)
Cov(Yijkl, Yijkl′) = λTijklλTijkl′V ar(Tij) + λTMijklλTMijkl′V ar(TMijk)
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The second equation can be reformulated to isolate λTMijkl′V ar(TMijk) :
λTMijkl′V ar(TMijk) =
Cov(Yijkl, Yijkl′)− λTijklλTijkl′V ar(Tij)
λTMijkl
Replacing λTMijkl′V ar(TMijk) in the first equation by
Cov(Yijkl,Yijkl′ )−λTijklλTijkl′ V ar(Tij)
λTMijkl
yields :
Cov(Yijk1, Yijkl′) = λTijk1λTijkl′V ar(Tij)+λTMijk1
Cov(Yijkl, Yijkl′)− λTijklλTijkl′V ar(Tij)
λTMijkl
Therefore,
λTMijkl
λTMijk1
=
Cov(Yijk1, Yijkl′)− λTijk1λTijkl′V ar(Tij)
Cov(Yijkl, Yijkl′)− λTijklλTijkl′V ar(Tij)
λTMijkl is uniquely defined, since λTMijk1 = 1.
Identification of V ar(TMijk)
For any observed variables Yijkl,
Cov(Yijk1, Yijkl) = λTijk1λTijklV ar(Tij) + λTMijk1λTMijklV ar(TMijk).
Therefore, since λTMijk1 = 1,
V ar(TMijk) =
Cov(Yijk1, Yijkl)− λTijk1λTijklV ar(Tij)
λTijkl
Identification of Cov(Tij, TMi′j′k), (ij) 6= (ij)′
For any observed variables Yijkl,
Cov(Yij11, Yi′j′kl) = λTij11λTi′j′klCov(Tij, Ti′j′)+λTij11λTMi′j′klCov(Tij, TMi′j′k)
Since λTij11 = 1,
Cov(Tij, TMi′j′k) =
Cov(Yij11, Yi′j′kl)− λTi′j′klCov(Tij, Ti′j′)
λTMi′j′kl
Identification of Cov(TMijk, TMi′j′k′), (ijk) 6= (ijk)′
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For any observed variables Yijkl,
Cov(Yijk1, Yi′j′k′l) = λTijk1λTi′j′k′lCov(Tij, Ti′j′)+λTMijk1λTMi′j′k′lCov(TMijk, TMi′j′k′).
Since λTMijk1 = 1,
Cov(TMijk, TMi′j′k′) =
Cov(Yijk1, Yi′j′k′l)− λTijk1λTi′j′k′lCov(Tij, Ti′j′)
λTi′j′k′l
Identification of Cov(Oijl, Oi′j′l), (ij) 6= (ij)′
For any observed variables Yijkl,
Cov(Yijkl, Yi′j′kl) = λTijklλTi′j′klCov(Tij, Ti′j′) + λOijklλOi′j′klCov(Oijl, Oi′j′l)
Therefore,
Cov(Oijl, Oi′j′l) =
Cov(Yijkl, Yi′j′kl)− λTijklλTi′j′klCov(Tij, Ti′j′)
λOijklλOi′j′kl
Cov(Oijl, Oi′j′l) is uniquely defined when k = 1 since both λOij1l and λOi′j′1l =
1.
Identification of λOijkl
For any observed variables Yijkl,
Cov(Yi′j1l, Yijkl) = λTi′j1lλTijklCov(Tij, Ti′j) + λOi′j1lλOijklCov(Oijl, Oi′jl)
Therefore, since λOi′j1l = 1,
λOijkl =
Cov(Yi′j1l, Yijkl)− λTi′j1lλTijklCov(Tij, Ti′j)
Cov(Oijl, Oi′jl)
Identification of V ar(Oijl)
For any observed variables Yijkl,
Cov(Yij1l, Yijkl) = λTij1lλTijklV ar(Tij) + λOij1lλOijklV ar(Oijl)
Therefore, since λOij1l = 1,
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V ar(Oijl) =
Cov(Yij1l, Yijkl)− λTij1lλTijklV ar(Tij)
λOijkl
Identification of Cov(Oijl, OMj′kl), j 6= j′
For any observed variables Yijkl,
Cov(Yij1l, Yij′kl) = λTij1lλTij′klCov(Tij, Tij′) + λTij1lλTMij′klCov(Tij, TMij′k)
+ λOij1lλOij′klCov(Oijl, Oij′l) + λOij1lλOMij′klCov(Oijl, OMj′kl)
Therefore, since λOij1l = 1,
Cov(Oijl, OMj′kl) =
Cov(Yij1l, Yij′kl)− λTij1lλTij′klCov(Tij, Tij′)
λOMij′kl
+
−λTij1lλTMij′klCov(Tij, TMij′k)− λOij′klCov(Oijl, Oij′l)
λOMij′kl
When i = 1, Cov(Oijl, OMj′kl) is uniquely defined, since λOM1jkl = 1.
Identification of λOMijkl
For any observed variables Yijkl,
Cov(Yi′j′1l, Yijkl) = λTi′j′1lλTijklCov(Ti′j′ , Tij) + λTi′j′1lλTMijklCov(Ti′j′ , TMijk)
+ λOi′j′1lλOijklCov(Oi′j′l, Oijl) + λOi′j′1lλOMijklCov(Oijl, OMj′kl)
Therefore, since λOi′j′1l = 1,
λOMijkl =
Cov(Yi′j′1l, Yijkl)− λTi′j′1lλTijklCov(Ti′j′ , Tij)
Cov(Oijl, OMj′kl)
+
−λTi′j′1lλTMijklCov(Ti′j′ , TMijk)− λOijklCov(Oi′j′l, Oijl)
Cov(Oijl, OMj′kl)
Identification of V ar(OMijkl)
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For any observed variables Yijkl,
Cov(Y1jkl, Yijkl) = λT1jklλTijklCov(T1j, Tij) + λT1jklλTMijklCov(T1j, TMijk)
+ λTM1jklλTijklCov(Tij, TM1jk) + λTM1jklλTMijklCov(TM1jk, TMijk)
+ λO1jklλOijklCov(O1jl, Oijl) + λOM1jklλOMijklV ar(OMjkl)
Therefore, since λOM1jkl = 1,
V ar(OMjkl) =
Cov(Y1jkl, Yijkl)− λT1jklλTijklCov(T1j, Tij)
λOMijkl
+
−λT1jklλTMijklCov(T1j, TMijk)− λTM1jklλTijklCov(Tij, TM1jk)
λOMijkl
+
−λTM1jklλTMijklCov(TM1jk, TMijk)− λO1jklλOijklCov(O1jl, Oijl)
λOMijkl
Identification of Cov(OMijk, OMij′k′), (jk) 6= (jk)′
For any observed variables measured by the first indicator Y1jkl,
Cov(Yijkl, Yij′k′l) = λTijklλTij′k′lCov(Tij, Tij′) + λTijklλTMij′k′lCov(Tij, TMij′k′)
+ λTMijklλTij′k′lCov(Tij′ , TMijk) + λTMijklλTMij′k′lCov(TMijk, TMij′k′)
+ λOijklλOij′k′lCov(Oijl, Oij′l) + λOijklλOMij′k′lCov(Oijl, OMj′k′l)
+ λOMijklλOij′k′lCov(Oij′l, OMjkl) + λOMijklλOMij′k′lCov(OMjkl, OMj′k′l)
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Therefore,
Cov(OMjkl, OMj′k′l) =
Cov(Yijkl, Yij′k′l)− λTijklλTij′k′lCov(Tij, Tij′)
λOMijklλOMij′k′l
+
−λTijklλTMij′k′lCov(Tij, TMij′k′)− λTMijklλTij′k′lCov(Tij′ , TMijk)
λOMijklλOMij′k′l
+
−λTMijklλTMij′k′lCov(TMijk, TMij′k′)− λOijklλOij′k′lCov(Oijl, Oij′l)
λOMijklλOMij′k′l
+
−λOijklλOMij′k′lCov(Oijl, OMj′k′l)− λOMijklλOij′k′lCov(Oij′l, OMjkl)
λOMijklλOMij′k′l
Identification of V ar(Eijkl)
For any observed variables Yijkl,
V ar(Yijkl) = λ
2
Tijkl
V ar(Tij) + λ
2
TMijkl
V ar(TMijk) + λ
2
Oijkl
V ar(Oijl)
+ λ2OMijklV ar(OMjkl) + V ar(Eijkl)
Therefore, V ar(Eijkl) is identified by :
V ar(Eijkl) = V ar(Yijkl)− λ2TijklV ar(Tij)− λ2TMijklV ar(TMijk)
−λ2OijklV ar(Oijl)− λ2OMijklV ar(OMjkl)
For k = 1, V ar(TMij1), λOij1l and V ar(OMj1l) do not exist. Moreover,
λ2Oij1l = 1. Therefore, V ar(Eij1l) is identified by :
V ar(Eij1l) = V ar(Yij1l)− λ2Tij1lV ar(Tij)− V ar(Oijl)
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Chapitre 6
Application : Depression and
anxiety in school children
The multitrait-multimethod LST model presented above will now be
illustrated with data on depression and anxiety in children (Cole, Martin,
Powers, & Truglio, 1996; Cole, Truglio, & Peeke, 1997). Moreover, the ap-
plication of the MM-LST will be compared with an application of the mul-
ticonstruct LST model (Schermelleh-Engel et al., 2004), an alternative LST
model that can be applied to analyze multimethod data and has been pre-
sented in chapter 5, section 5.3, page 80. The comparison of these two models
will illustrate the peculiarities of the two approaches. The data will first be
analyzed with the multiconstruct LST model to show all the information that
it can provide. They will then be analyzed with the multimethod LST model
and the results will again be interpreted with respect with all the information
that this new model can provide. The comparison of the results of the two
models will then provide the opportunity to put in perspective what can be
gained by using the newly developed model presented in this thesis.
6.1 Multiconstruct LST models
In this approach, an LST model is defined for each trait-method unit, for
example depression measured by self-report, depression measured by teacher
report, anxiety measured by self-report, and anxiety measured by teacher re-
port. In a second step, all models will be combined by allowing for correlations
between the trait variables and for correlations between the occasion-specific
variables belonging to the different trait-method unit but the same occasion
of measurement. Figure 6.1 illustrates this model. This yields a multiple trait
LST model. Correlations between the trait variables belonging to the same
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construct (e.g., depression) but different method (e.g., self-report and teacher
report) indicate convergent validity on the trait level. Correlations between
the trait variables of different constructs (e.g., depression and anxiety) re-
present discriminant validity. In a similar vein, the correlations between the
occasion-specific variables of different methods but the same construct in-
dicate convergent validity on the occasion-specific level. For example, the
correlation between the occasion-specific variable of depression measured by
self-report on Wave one can correlate with the occasion-specific variable of
depression measured by teacher report on Wave 1 but not with this variable
on Wave two. In this specific example, the correlation can be interpreted as
the similarity of occasion-specific influences between self- and teacher report.
If the situation is mostly composed of external influences, like the weather
for example, then the similarity can be high. For example, if a sunny weather
lowers the scores of depression, then occasion-specific variables of self- and
teacher report may correlate highly. If, however, the situation is mostly com-
posed of momentary but unobservable internal influences, like for example,
the quality of sleep, then the similarity might not be very high because these
situation influences are not shared by the two raters. This model will now
illustrated with an empirical data set.
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Fig. 6.1: Example of a multiconstruct LST model with indicator-specific
traits (depression and anxiety) and occasions (i = 2 indicators, j = 2 traits,
k = 2 methods, l = 2 occasions). For simplicity reasons, only two occasions
of measurement are presented. DS (resp. DT ) : depression trait variables for
self-report (resp. for teacher report) ; AS (resp. AT : anxiety trait variables
for self-report (resp. for teacher report) ; ODS (resp. ODT ) : occasion-specific
variables for self-report (resp. for teacher report) of depression ; OAS (resp.
OAT ) : occasion variables for self-report (resp. for teacher report) of depres-
sion.
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6.1.1 Application of the multiconstruct LST model
Design and sample
The study is a reanalysis of a data set used by Cole and his colleagues
(Cole et al., 1997, 1996; Cole & Martin, 2005). Subjects were 375 children
from nine elementary schools. The children began the study in the first semes-
ter of Grade four (in 1993). The scales (described below) were administered
four times at a rate of two times per year. The last administration of the scale
was then at the end of Grade 5. Children and teachers filled in questionnaires
measuring depression and anxiety of the child. It is important to note that
the Grade four teachers were not the same as the Grade five teachers.
Measures
For the self-report of children, the Child Depression Inventory (CDI,
Kovacs, 1981, 1982) was used to measure depression and the Revised Chil-
dren’s Manifest Anxiety Scale (RCMAS, Reynolds & Richmond, 1978) was
used to assess anxiety. For the report of teachers, the Teacher Report Index
of Depression (TRID ; Cole & Jordan, 1995) evaluated depression in the chil-
dren and the Teacher Report Index of Anxiety (TRIA, Cole & Jordan, 1995;
Lefkowitz & Tesiny, 1980) evaluated anxiety in the children. These scales
were used on each occasion of measurement.
The CDI consists of 27 items to measure cognitive, affective and beha-
vioral symptoms of depression in children and adolescents. Each item consists
of three statements graded in order of increasing severity from zero to two.
Participants selected one sentence from each group that best described them-
selves for the past two weeks. The suicide item was dropped in this study
because of concerns from the school administration. The items were formu-
lated either from a self point of view or from a teacher point of view. The
CDI scale was divided into two test halves containing 13 items and the two
forms were used as observed variables (indicators) in the multiconstruct and
multimethod LST models. Each test half represents the centered mean of the
responses. Higher values indicate higher depression.
The RCMAS consists of 37 items measuring the frequency and severity
of symptoms of anxiety in children. In this case, children were given three
possible responses for each question (instead of true-false) to use the same
response format as in the depression questionnaire. The answers are graded in
increasing order of severity. As the CDI scale, the RCMAS scale was divided
into two test halves, which served as observed variables in the multiconstruct
and multimethod LST models.
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The TRID consists of 13 items to rate the frequency of depressive symp-
toms of students. Response categories range from one (never) to four (often).
The TRID scale was divided into two test halves, which served as observed
variables in the multiconstruct and multimethod LST models.
The TRIA consists of 12 items to rate the frequency of anxiety symp-
toms of students. Response categories range from one (never) to four (often).
The TRIA scale was divided into two test halves, which served as observed
variables in the multiconstruct and multimethod LST models.
Results
As is evident from Figure 6.1, this model is very complex and will have
many estimated parameters but still many degrees of freedom. In the case
of such complex models, Schermelleh-Engel et al. (2003) presented rules to
estimate the quality of goodness-of-fit criteria. Concerning significance tes-
ting with χ2, Jo¨reskog and So¨rbom (1993) suggest that a good model has a
ratio between its χ2-value and its degrees of freedom (df) of no more than
two. Concerning descriptive goodness-of-fit measures, Hu and Bentler (1995,
1998, 1999) advise a cutoff of .95 for the CFI. The CFI ranges from zero (no
fit) to one (perfect fit). Concerning the RMSEA, which can be described as a
“badness-of-fit” measure, Browne and Cudeck (1993) indicate that RMSEA
values smaller than .05 can be considered as a good fit. Therefore, the upper
limit of the confidence interval around the RMSEA value should be smaller
than .05 and ideally the lower bound should be zero.
A multiconstruct LST model supposing independence of the measure-
ment error variables but admitting correlations between all trait variables
and between all occasion-specific variables of the same occasion of measure-
ment was fitted to the data with Mplus 4. The model was estimated with
maximum likelihood robust estimator (MLR) using the complex sample op-
tion (Type=complex) which took into account the fact that the children were
nested in different school classes. This model does not fit the data very well
(χ2 = 842.2, df = 396, p = .00, CFI = 0.964, RMSEA = 0.055). One
reason for the misfit of the model might be that the teacher changed bet-
ween the fourth and fifth grade (i.e., between the second and third occasion
of measurement). Therefore, the assumption of a stable trait for the teacher
ratings might not be reasonable. There might be a teacher trait factor for
the first two occasions of measurement and the third and fourth occasions of
measurement. Hence, we specified an LST model with trait change between
the second and third occasion of measurement. In this model, there are two
trait variables for each method and indicators (Eid & Hoffmann, 1998). All
traits can be correlated.
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Graphically, this amounts to introducing a second model exactly like the
first for occasions three and four. The same latent variables are thus dupli-
cated. The two models are then related by allowing all possible correlations
between trait variables. This new model fits the data well since the ratio of
χ2
df
< 1.2, the CFI is larger than .95 and the RMSEA is smaller than .05
(χ2 = 360.0, df = 304, p = .01, CFI = .995, RMSEA = .022).
To reduce complexity of the model in a meaningful way, a measurement
invariant model was analyzed by setting the loadings of the the trait variables
equal over time. This model is slightly better than the other trait-change
model (χ2 = 362.4, df = 312, p = .03, CFI = .996, RMSEA = .021).
The χ2 difference test, adjusted to take into account the MLR estimator 1,
is not significant (χ2 = 3.3, df = 8, p = .91), indicating that this model does
not fit worse than the preceding one. Moreover, the model is also easier to
interpret. Therefore, I will focus on this multiconstruct LST model to discuss
the results.
Each trait-method unit is measured by eight observed variables, two on
each of the four occasions. The consistency, occasion-specificity and reliabi-
lity coefficients of each of the four trait-method units are presented in Table
6.1. All observed variables have good reliabilities. One can also see that, wi-
thin one grade, all scales mostly measure stable internal dispositions since the
consistency coefficients are always higher than the occasion-specificity coeffi-
cients. This means that the scale measure mostly stable internal dispositions.
The occasion specificity coefficients are higher for the teacher rating scales
than for the self-rating scales. This may be due to the fact that the teachers
have to get used to the scale on the first occasion of their evaluation (occa-
sion one for the first teacher and three for the teacher of the following year).
This is indicated by the high occasion-specificity coefficients for the first and
third occasion. In other words, for the self-rating, the occasion-specificity co-
efficients are more similar for different occasions of measures whereas for the
teacher ratings there are strong differences between the occasions of mea-
surement. This means that the teachers are very influenced by momentary
situational influences the first time they fill in the questionnaire (occasion one
and three) and less the second time they fill in the questionnaire (occasion
two and four).
1For more details on how to obtain χ2 difference test between models estimated with
MLR, see Muthe´n & Muthe´n, 1998-2004, Appendix 5.
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Tab. 6.1: Consistency, Occasion-Specificity and Reliability of the Multicons-
truct LST Model.
Variable Consistency Occasion-specificity Reliability
Depression Self-rating
Y1111 .56 .25 .81
Y2111 .61 .29 .90
Y1112 .74 .11 .85
Y2112 .75 .12 .87
Y1113 .84 .06 .90
Y2113 .81 .06 .87
Y1114 .57 .26 .83
Y2114 .61 .29 .91
mean .69 .18 .87
Depression Teacher rating
Y1121 .53 .42 .95
Y2121 .54 .37 .91
Y1122 .85 .09 .93
Y2122 .85 .08 .92
Y1123 .48 .48 .96
Y2123 .48 .38 .86
Y1124 .75 .21 .96
Y2124 .69 .15 .85
mean .64 .27 .92
Anxiety Self-rating
Y1211 .59 .31 .89
Y2211 .56 .32 .88
Y1212 .86 .07 .93
Y2212 .82 .08 .90
Y1213 .83 .07 .90
Y2213 .87 .06 .93
Y1214 .69 .21 .90
Y2214 .73 .19 .92
mean .74 .16 .91
Anxiety Teacher rating
Y1221 .60 .31 .90
Y2221 .58 .32 .90
Y1222 .87 .04 .90
Y2222 .85 .04 .89
Y1223 .55 .37 .92
Y2223 .52 .38 .90
Y1224 .62 .29 .90
Y2224 .61 .31 .91
mean .65 .26 .90
The means and variances of the trait variables as well as the covariances
and correlations between the traits are presented in Table 6.2. These results
are particularly useful because they can give information about discriminant
validity and also some information about convergent validity. The means of
the trait variables are always higher for teacher ratings than for self-ratings.
This means that, in general, the teachers think that the students are more
anxious than the students themselves.
Correlations between trait variables of the same trait-method unit wi-
thin a school year (indexed by a in the correlation triangle of Table 6.2) are
very high (from .94 to .99). This means that the indicator-specific traits are
very similar. The items of each test-half thus measure almost the same va-
riable. Correlations between traits of different grades for self-ratings (indexed
by b in Table 6.2) are quite large (from .81 to .90), whereas they are small for
teacher ratings (indexed by c in Table 6.2) (from .08 to .38). This confirms
the usefulness of grade-specific traits. Indeed, grade-specific traits are very
different for teacher rating traits because teachers differ between grades but
they are stable for the self-rating traits because the subjects were the same
between grades. This large decrease of correlation is also true for the corre-
lations between different traits rated by the teachers (grade-specific teacher
rating of depression and grade-specific teacher rating of anxiety of the other
grade).
The inter-trait correlations between self-ratings of depression and tea-
cher ratings of depression (indexed by d in Table 6.2) range from .27 to
.42. The intertrait correlations between self-ratings of anxiety and teacher
ratings of anxiety (indexed by e in Table 6.2) range from .19 to .29. They
are comparatively high for depression but lower for anxiety. This shows that
for both traits self- and teacher ratings are very different, indicating low
convergent validity. This is especially true for anxiety. These correlations are
much smaller than those between self-ratings of depression and self-ratings
of anxiety (indexed by f in Table 6.2), which range from .68 to .84. They
are also much smaller than those between grade-specific teacher ratings of
depression and grade-specific teacher ratings of anxiety (annotated g for the
first grade and h for the second grade)(from .85 to .88). This shows that
there is low discriminant validity.
Finally, the correlations between self-rating of depression and teacher
rating of anxiety (indexed by i in Table 6.2) range from .18 to .32. The
correlations between self-rating of anxiety and teacher rating of depression
(indexed by j in Table 6.2) range from .19 to .39. These correlations are in
the same range as the correlations between self- and teacher rating of the
same trait. Again, this confirms that discriminant validity is rather low.
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Tab. 6.2: Means and Variances of the Trait Variables and Correlations and
Covariances Between Trait Variables in the Multiconstruct LST Model. The
Correlations are Given in the Lower Triangle, the Variances in Bold Type
in the Diagonal and the Covariances in the Upper Triangle. The means are
Given in Italics Type Below the Headers. The letters a to j indexing the
correlations refer to the text.
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The correlations between occasion-specific variables of the same wave of
measurement are presented in Table 6.3. As could be expected, the correla-
tions are high between the two self-rating occasion-specific variables (from .41
to .74) and between the two teacher rating occasion-specific variables (from
.40 to .80) indicating low discriminant validity on the level of occasion-specific
influences. That means that occasion-specific influences modulating the va-
riability of depression are related to occasion-specific influences modulating
anxiety. In other words, the situations influencing the measures of depression
are partly the same as the situations influencing the measures of anxiety.
However, they are much lower for the occasion-specific variables between dif-
ferent methods of measurement (from -.06 to .20 between self- and teacher
ratings of depression, from -.25 to .19 between self- and teacher ratings of
anxiety, from .05 to .37 between self-ratings of depression and teacher ra-
tings of anxiety, and from -.15 to .24 between teacher ratings of depression
and self-ratings of anxiety). That means that if a child thinks that she is
more depressed on an occasion of measurement that she feels in general, this
judgment is almost not related to the teacher’s evaluation. In other words,
self-assessed ups and downs are not very strongly related to teacher asses-
sed ups and downs. Therefore, it is likely that mostly momentary internal
situations or interactions between the situations and the raters influence the
raters. Indeed, if external influences, like the weather for example, had much
influence, both raters would be influenced in the same way.
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Tab. 6.3: Variance of the Occasion-Specific Variables and Correlations and
Covariances Between Occasion-Specific Variables of the Same Wave of Mea-
surement in the Multiconstruct LST Model. The Correlations are Given in
the Lower Triangle, the Variances in Bold Type in the Diagonal and the
Covariances in the Upper Triangle.
Depression Anxiety
Self-rating Teacher rating Self-rating Teacher rating
Occ. 1 .03 .00 .02 .00
Depression Occ. 2 .01 .00 .01 .00
Self-rating Occ. 3 .01 −.00 .00 .00
Occ. 4 .02 .01 .02 .00
Occ. 1 .02 .15 .00 .09
Depression Occ. 2 −.06 .03 .00 .01
Teacher rating Occ. 3 −.05 .13 −.01 .09
Occ. 4 .20 .06 .01 .04
Occ. 1 .58 .01 .06 .00
Anxiety Occ. 2 .58 .01 .02 −.00
Self-rating Occ. 3 .41 −.15 .01 −.01
Occ. 4 .74 .24 .04 .01
Occ. 1 .05 .80 −.00 .09
Anxiety Occ. 2 .37 .40 −.09 .01
Teacher rating Occ. 3 .07 .84 −.25 .09
Occ. 4 .08 .58 .19 .09
In general the application shows that the depression and anxiety scales
have high reliabilities and measure mostly stable internal dispositions and
not situational influences. The depression and anxiety means and variances
are quite low and very similar for self- and teacher ratings. Moreover, the
anxiety mean is higher than the depression mean. The discriminant and the
convergent validities on the trait level are quite low. This means that the
two traits measure mostly the same construct. The discriminant and the
convergent validities on the occasion level are also low. This means that the
situations do not influence children and teachers in the same way.
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6.2 Multitrait-multimethod LST models
Another possible way to analyze multimethod LST models is to com-
bine a LST model with a multitrait-multimethod model. In view of the data,
the multitrait-multimethod LST model based on the CTC(M − 1) model
is particularly useful. The methods of measurement (self-report and teacher
report) are structurally different. One method, here the self-report, is cho-
sen as a comparison standard and the other methods, here the teacher re-
port, are contrasted against the self-report. In other words, the other method
(teacher report) is considered as a deviation from the trait. Figure 6.2 pre-
sents a graphical representation of the multitrait-multimethod LST model.
Contrarily to Figure 5.2, the names of the variables represents the traits and
methods of this application. For example, the variables ODT represent the
occasion-specific method-specific variables of the depression trait assessed by
the teacher.
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Fig. 6.2: Example of multimethod LST model with indicator-specific traits
and occasion-specific variables (i = 2 indicators, j = 2 traits, k = 2 methods,
l = 2 occasions). For simplicity reasons, only two occasions of measurement
are presented. D : depression trait variables ; A : anxiety trait variables ;
DT : depression-specific method (teacher) variables ; AT : anxiety-specific
method (teacher) variables ; OD : occasion-specific variables for depression ;
OA : occasion-specific variables for anxiety ; ODT : occasion-specific method
(teacher) variables for depression ; OAT : occasion-specific method (teacher)
variables for anxiety. Factor loadings and admissible correlations between
occasion-specific variables and method-specific occasion-specific variables are
not depicted. An error variable is only depicted for Y1111.
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6.2.1 Application of the multitrait-multimethod LST
model
In order to apply a multitrait-multimethod LST model to this data set,
some restrictions have to be made.
1. For the trait (resp. occasion) variables, one loading parameter λTijkl
(resp. λOijkl) has been fixed to 1.
2. For the method deviation variables, all loading parameters λTMijkl for
the trait-specific method variable and λOMijkl for the occasion-specific
method variables have been fixed to 1. This is because these latent
variables are measured by only two observed variables.
3. Consequently, the latent trait variables Tij (anxiety or depression) are
the only latent variables whose mean value can be estimated. To es-
timate the mean value of the trait variables Tij, one intercept of an
indicator of each latent variable αijkl is fixed at 0. If, for example, the
loading of the first indicator on the first occasion of measurement on the
trait factor has been fixed to 1 and its intercept is fixed to 0, the mean
value of the trait factor equals the mean value of the first indicator on
the first occasion of measurement.
In the case of this data, the following hypotheses can be made. Anxiety
and depression are supposed to have high trait consistency because they are
supposed to be a stable construct. Moreover, if the teachers evaluate these
constructs similarly to their pupils, the trait convergency coefficient should
be high (greater than .5). Finally, if the teachers are influenced by the same
situations as their pupils, the occasion convergency coefficient should be high
(greater than .5).
Results
As in the application of the multiconstruct LST model, a trait-change
model was introduced. Each indicator-specific trait and each item-specific
trait-specifc method variable were separated into two grade-specific item-
specific traits (Eid & Hoffmann, 1998). All traits and trait-specific method
variables are correlated except those not allowed to correlate by definition of
the model (see testability, chapter 5.4.10 above). The Mplus input used to test
this model with two indicators, two traits, two methods and four occasions is
in Appendix E. The model fits the data well (χ2 = 338.4, df = 288, p = .02,
CFI = .996, RMSEA = .022).
The trait-consistency, trait-specificity, trait-specific method specificity,
trait-convergency, occasion-consistency, occasion-specificity, occasion-specific
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method specificity, occasion-convergency coefficients and reliability for each
trait are presented in Table 6.4. Again, one can see that all scales have good
reliabilities. One can also still see that all scales mostly measure internal
dispositions since the trait consistency coefficient are always higher than
the occasion consistency coefficients. This is more evident for anxiety than
for depression. As in the multiconstruct LST model, the teacher’s evalua-
tions of depression and anxiety are more influenced by external factors than
the subjects’ own ratings. The next results present the additional informa-
tion available with the multimethod LST model, that is how the teachers’
evaluations differ from the pupils’. The teachers evaluate both traits quite
differently from the subjects. Indeed, the trait and occasion convergency co-
efficients are very small. These differences in the assessment is particularly
extreme for the occasions influence, indicating very low convergent validity
on the occasion level. This means that the teachers are not influenced by the
situations in the same way than the children. Finally, as expected, the trait
convergency coefficient is higher for the second and fourth occasions. This
shows that teacher reports are slightly more in line with the self-reports when
teachers get to know the child better. Thus, method bias is not completely
generalizable across time. This is common to both constructs but the effect
is more pronounced for depression.
145
Tab. 6.4: Trait-consistency (TCon), Trait-specific Method Coefficient (TM-
Spe), Occasion-consistency (OCon), Occasion-specific Method Coefficient
(OMSpe) and Reliability of the Multimethod LST Model.
Variable TCon TSpe TMSpe TConv OCon OSpe OMSpe OConv Reliability
Depression Self-rating
Y1111 .55 .55 0 – .28 .28 0 – .83
Y2111 .61 .61 0 – .28 .28 0 – .89
Y1112 .75 .75 0 – .10 .10 0 – .85
Y2112 .75 .75 0 – .14 .14 0 – .89
Y1113 .87 .87 0 – .06 .06 0 – .92
Y2113 .82 .82 0 – .02 .02 0 – .85
Y1114 .54 .54 0 – .28 .28 0 – .82
Y2114 .62 .62 0 – .28 .28 0 – .90
mean .69 .69 0 – .18 .18 0 – .87
Depression Teacher rating
Y1121 .68 .08 .60 .12 .28 .00 .28 .00 .95
Y2121 .67 .07 .60 .10 .25 .00 .25 .00 .92
Y1122 .68 .10 .58 .15 .25 .00 .25 .00 .93
Y2122 .69 .12 .57 .18 .23 .01 .22 .03 .91
Y1123 .58 .06 .52 .10 .41 .01 .40 .02 .99
Y2123 .54 .03 .51 .06 .35 .05 .30 .14 .89
Y1124 .66 .14 .52 .21 .29 .00 .29 .00 .95
Y2124 .61 .10 .51 .16 .22 .00 .22 .00 .84
mean .64 .09 .55 .14 .29 .01 .28 .03 .92
Anxiety Self-rating
Y1211 .59 .59 0 – .28 .28 0 – .87
Y2211 .55 .55 0 – .35 .35 0 – .91
Y1212 .86 .86 0 – .06 .06 0 – .92
Y2212 .80 .80 0 – .12 .12 0 – .92
Y1213 .84 .84 0 – .03 .03 0 – .87
Y2213 .86 .86 0 – .14 .14 0 – 1.00
Y1214 .68 .68 0 – .24 .24 0 – .92
Y2214 .74 .74 0 – .17 .17 0 – .91
mean .74 .74 0 – .17 .17 0 – .91
Anxiety Teacher rating
Y1221 .76 .06 .70 .08 .16 .00 .16 .00 .92
Y2221 .74 .03 .71 .04 .17 .00 .17 .00 .91
Y1222 .69 .05 .64 .07 .21 .01 .20 .05 .89
Y2222 .67 .04 .63 .06 .21 .00 .21 .00 .88
Y1223 .62 .01 .61 .02 .30 .00 .30 .00 .92
Y2223 .60 .02 .58 .03 .31 .00 .31 .00 .91
Y1224 .58 .04 .54 .07 .33 .00 .33 .00 .91
Y2224 .56 .05 .52 .09 .35 .00 .35 .00 .91
mean .66 .04 .62 .07 .25 .00 .25 .00 .91
The mean and variance of the trait as well as the covariances and cor-
relations between trait and trait-specific method variables are presented in
Table 6.5. The means of anxiety are about twice as high as the means of
depression. The correlations between the indicator-specific trait variables of
the same trait (indexed by a in Table 6.5) are very large (from .94 to .98)
and stay large even when the grades differ (indexed by b in Table 6.5) (from
.80 to .91). They are also large between the depression and anxiety traits
(indexed by c in Table 6.5) whether of the same indicator or the same grade
(from .67 to .83). This shows that the discriminant validity between depres-
sion and anxiety is rather low. The correlations between the trait-specific
method variables of the same trait are very large for the same grade-specific
variables (indexed by d in Table 6.5) (from .94 to .95). These correlations
become much smaller for different-grade variables (from .18 to .33 for depres-
sion (indexed by e in Table 6.5) and from .01 to .12 for anxiety (indexed by f
in Table 6.5). This shows that the teacher evaluations greatly differ between
grades which is normal since teachers themselves differed between grades.
These correlations (e and f) represent general teachers’ method bias. Large
correlations mean that the teachers’ evaluations deviate from the child’s re-
port in a similar way. Method bias is very low for anxiety and is small but
not zero for depression.
The correlations between the trait variables Tij and the method devia-
tions of the same trait but another indicator or grade TMi′jk (indexed by g
in Table 6.5) are very close to zero (from −.06 to .06) indicating that the
deviation in the evaluation of the trait is not related to the trait itself. This
means that the convergent validity corrected for influences that are due to
the same method is very low. The questionnaires do not measure the same
thing for children and for teachers. The correlations are also quite small bet-
ween the trait variables (Tij) and the other trait’s method deviation (TMij′k)
(indexed by h in Table 6.5) (from −.07 to .13). This means that the discrimi-
nant validity corrected for influences that are due to the same method is also
very low. This is quite logical as the questionnaires do not seem to measure
the same thing for children and for teachers.
Finally, the correlations between the trait-specific method variables are
large (from .82 to .91) when the variables are of the same grade (indexed by
i in Table 6.5) and small (indexed by j in Table 6.5)(from .04 to .19) when
the variables are of different grades. This indicates that when the teachers
stay the same, there is high generalizability of method effects across traits
but when teachers are different, the generalizability is very low as one would
expect.
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Tab. 6.5: Means and Variances of the Trait and Trait-specific Method Va-
riables and Correlation and Covariances Between Trait and Trait-specific
Method Variables in the Multimethod LST Model. The Correlations are Gi-
ven in the Lower Triangle, the Variances in Bold Type in the Diagonal and
the Covariances in the Upper Triangle. The means are Given in Italics Type
Below the Headers. — Indicates Relations Necessarily Equal to Zero. The
letters a to j indexing the correlations refer to the text.
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The correlations between occasion-specific variables of the same wave of
measurement are presented in Table 6.6. The correlations between occasion-
specific variables of the same wave of measurement but different constructs
are large (from .38 to .74). They are also large between occasion-specific va-
riables of the same wave but different constructs (from .62 to .76). This shows
that the generalizability of occasion-specific influences and of method effect
across constructs is quite high when the raters are the same. In other words,
the situation has the same effect on the evaluation of depression and anxiety
for the children and for the teachers. The correlations are much lower between
the occasion variables and the occasion-specific method variables (from −.04
to .08 between anxiety trait variable and depression-specific teacher variable
and from −.04 to .43 between depression trait variable and anxiety-specific
teacher variable). This shows that, as already seen with the trait variables,
the questionnaires do not measure the same construct for children and for
teachers.
In general and as expected, the application shows the same pattern
of results than the multiconstruct model. The depression and anxiety scales
have high reliabilities and measure mostly stable internal dispositions and not
much situational influences. The depression and anxiety means and variances
are quite low and the anxiety mean is higher than the depression mean. The
discriminant and the convergent validities on the trait level are quite low.
This means that the two traits measure mostly the same construct. The
discriminant and the convergent validities on the occasion level are also low.
This means that the situations do not influence children and teachers in the
same way. However, the MM-LST model also yields additional results. The
amount of method influence on trait and occasion is very high. This amount
of method bias varies across time. As could be expected, the first and third
occasions of measurement, when the teachers evaluate their pupils for the
first time, have even more method bias.
6.3 Discussion
Both the multiconstruct and the multimethod LST models analyze mul-
titrait multioccasion multimethod data. The traits, occasions and methods
each influence the observed score. Because several traits are measured, it
is possible to estimate discriminant validity. Because several occasions are
measured, it is possible to evaluate the stability of the traits over time. Fi-
nally, because several methods are used to measure the traits, it is possible
to estimate the convergent validity of the methods on the traits. The traits,
occasions and methods may also have an effect on the observed scores in
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Tab. 6.6: Variance of the Occasion-Specific Variables and Correlations and
Covariances Between Occasion-Specific Variables of the Same Wave of Mea-
surement in the Multiconstruct LST Model. The Correlations are Given in
the Lower Triangle, the Variances in Bold Type in the Diagonal and the Co-
variances in the Upper Triangle. — Indicates Relations Necessarily Equal to
Zero.
Depression Anxiety
Occasion Teacher-specific Occasion Teacher-specific
Occ. 1 .03 — .02 .00
Depression Occ. 2 .01 — .01 .01
Occasion variable Occ. 3 .01 — .00 .01
Occ. 4 .03 — .02 −.00
Occ. 1 — .10 −.00 .05
Depression Occ. 2 — .09 .00 .06
Teacher-specific Occ. 3 — .11 −.00 .07
Occ. 4 — .08 .00 .05
Occ. 1 .59 −.04 .06 —
Anxiety Occ. 2 .60 .08 .01 —
Occasion variable Occ. 3 .38 −.10 .01 —
Occ. 4 .74 .01 .04 —
Occ. 1 .04 .76 — .05
Anxiety Occ. 2 .18 .73 — .07
Teacher-specific Occ. 3 .43 .74 — .08
Occ. 4 −.04 .62 — .10
interaction. For example, in this data, the distance between self-report and
teacher report is smaller for depression than for anxiety. But this distance
differs across time. It is larger at the first and third occasions of measure-
ment, when the teachers do not know their pupils very well. This means that
the multitrait multioccasion multimethod design has several advantages :
1. Discriminant and convergent validity can be estimated with respect to
change.
2. Discriminant and convergent validity can be estimated on the level
of occasion-specific variables (i.e., measures depending on momentary
150
situational influences).
3. Discriminant and convergent validity can be estimated on traits free of
measurement error and occasion influences.
4. The influence of trait, method and occasion on observed scores can be
assessed separately.
To use the advantages of the multitrait multioccasion multimethod design
to the fullest, the data must be analyzed by powerful models. Both models
presented here yielded new and interesting informations. It is not possible to
decide which model is statistically better. However, it is possible to compare
the interpretational advantages of both models.
The results of the multiconstruct latent state-trait model show that
the reliabilities of the observed variables are high (greater than .8). They
also show that both anxiety and depression measure mostly stable internal
dispositions and not much situational influences. The depression and anxiety
means and variances are quite low, as usual in a non-pathological population,
and very similar for self- and teacher ratings. Moreover, the anxiety mean
is higher than the depression mean. The discriminant validity on the trait
level is quite low since the correlations between depression and anxiety traits
are very high when the raters are the same. The convergent validity on the
trait level is also quite low since the correlations between trait variables of
the same construct when the raters differ are low. The discriminant validity
on the occasion level is low since the correlations between occasion-specific
variables of the same wave of measurement but different traits are high when
the raters are the same. This shows that the children (resp. the teachers) are
influenced by the situations in the same way when they rate depression or
anxiety. Another interpretation of this result is that the generalizability of
momentary influences due to occasion of measurement across traits is high.
The convergent validity on the occasion level is low since the correlations of
occasion-specific variables when the raters differ are very low (almost zero).
This shows that the situations do not influence children and teachers in the
same way.
Similarly to the results of the multiconstruct LST model, the results
of the multimethod latent state-trait model show that the reliabilities of
the observed variables are high (greater than .8). They also show that both
anxiety and depression measure mostly stable internal dispositions and not
situational influences. The trait-convergency coefficients indicate that the
influence of method is very high, especially in the first and third occasion
of measurement when the teachers evaluate their pupils for the first time.
The occasion-convergency coefficients show an even higher influence of the
method, indicating that the teachers’ evaluations are influenced by the si-
151
tuations in a very different way than the pupil’s evaluations. In general, the
teacher’s ratings are mostly influenced by the method-specific factors and not
by the common trait or occasion variables, showing a low convergent validity.
The estimations of depression and anxiety means and variances are very si-
milar to those of the multiconstruct LST model. The discriminant validity
on the trait level is low since the trait variables are highly correlated. The
discriminant validity on the occasion level is also low since the trait variables
are also highly correlated.
Parsimoniousness : In its globality, the multiconstruct LST model is
more parsimonious. This is due to the fact that it estimates fewer loadings
even though it estimates more parameters in the correlation structure bet-
ween the trait and also between the occasion-specific variables. Parsimonious-
ness is important because it means the model can be estimated correctly with
less information, either in number of subjects or in number of occasions of
measurement. However, the global parsimoniousness of the multiconstruct
LST model has a cost. This model does not estimate method influences on
the trait and occasion level. Moreover, it does not estimate method bias
across time and across construct. But this information is necessary if one
wants to compare methods. It is also necessary to determine the size of the
method influence on the scores.
While the informations above are very important to psychological re-
search, they are not easy to estimate. The multiconstruct and the multitrait-
multimethod LST models are two ways to analyze multitrait multioccasion
multimethod design and both have some limitations. The disadvantage of
the multiconstruct model is that no common trait (resp. occasion) and no
method-specific trait (resp. occasion) are modeled. Thus, this model yields
only method-dependant estimations of depression and anxiety and cannot
estimate method bias. However, this shortcoming could also be seen as an
advantage if the researcher’s goal is to view each trait-method unit separa-
tely. The researcher would then want to estimate precisely the change in each
trait measured by a specific rater (child or teacher). The major shortcoming
of the multimethod LST model is the necessity of choosing a method as a
comparison standard. When all methods are interchangeable (for example
two employees rating their supervisor), other MTMM models are more ap-
propriate than the CTCM−1 model (Eid et al., 2006). Longitudinal models
of these models have still to be developed.
In conclusion, it is advisable to use the multitrait-multimethod LST
model when possible (i.e., when a comparison standard can be chosen), even
though it is slightly less parsimonious on the global level. The multitrait-
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Tab. 6.7: Informations provided by the multiconstruct and multimethod la-
tent state-trait models and comparison of the parsimoniousness of each mo-
del.
Multiconstruct LST Multimethod LST
Informations provided : quantification of :
Reliabilities X X
Stable influences X X
Situational influences X X
Method influences (trait) X
Method influences (occ.) X
Informations provided : validity
Discriminant : trait level X X
Convergent : trait level X X
Discriminant : occasion level X X
Convergent : occasion level X X
Method bias across time X
Method bias across construct X
Parsimoniousness
Global X
Local : variance components X
Local : Mean structure X
Local : trait correlations X
Local : occasion correlations X
multimethod LST model can estimate important parameters concerning the
influence of the raters because it models method-specific variables. In psy-
chology, detecting method effects is invaluable since so many constructs are
measured by self- or others reports. Future research should use this model
to obtain estimations of method bias’ strength in the many psychological
constructs often measured by rater-specific reports.
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Chapitre 7
Conclusions
Any measure is the product of many different influences. This is espe-
cially true for social sciences scores. In this thesis, I focused on five different
influences :
1. stable internal influences
2. momentary situational influences
3. method of measurement influences
4. measurement error
5. individual specificity
Several models have already been developed that decompose the observed
scores into some of these influences. In this thesis, I have presented two exis-
ting models : The latent state-trait (LST) models and the correlated trait
correlated method −1 (CTCM−1) models. Moreover, I have also presented
a way of estimating and modeling population heterogeneity with mixture
modeling. Each of these three techniques use latent variables to model the
decomposition of the observed scores in different ways. They also have speci-
fic advantages and conditions of application. The LST and CTCM−1 models
both allows for variance components and thus for a quantification of the
sources of influences (Steyer et al., 1992; Eid, 2000). The principal advan-
tage of the LST model is that it can evaluate if a score measures mostly a
trait or a state. An important condition of application of the classical LST
model is the assumption that the trait does not change lastingly between
occasions of measurement 1. The principal advantage of the CTCM−1 mo-
del is that it can estimate convergent and discriminant validity on the trait
level. However, a condition of application of this model is that one method
1Extension of LST models for lastingly changing traits have been developed (Cole &
Martin, 2005)
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has to be chosen as a standard (Eid et al., 2006). The other methods are
then considered as deviation from this standard. If this is theoretically in-
appropriate, for example if raters are exchangeable, other models should be
used. Finally, mixture modeling relaxes the assumption of population homo-
geneity, by allowing latent classes differing in the parameters of the model.
However, finding several classes could mean that the total distribution is not
normal and can be decomposed into several “sub-distributions” and not that
there are two subpopulations with the distribution specified in the mixture.
In the first case, the population is still assumed to be homogeneous (Bauer
& Curran, 2003a). Thus, the interpretation of the finding of several classes
in a mixture model must be carefully considered. There should be strong
theoretical reasons for a mixture model in an empirical application.
In this thesis, I developed two combinations of the three techniques pre-
sented above. The first one integrates mixture modeling and LST models in a
mixture LST model. Mixture latent state-trait analysis combines the idea of
individual and structural differences in the variability of observed scores. It
allows interindividual differences in the expected observed variability within
subpopulations. The degree of observed interindividual differences in intrain-
dividual variability can differ between classes. The classes can also be struc-
turally different with respect to the influences of covariates. The influence
of these covariates can be modeled on the trait or on the occasion-specific
variables. Since covariates related to occasion-specific variables represent in-
fluences on intraindividual variability, they can be called covariates of change.
Finally, the grouping variable of mixture models does not have to be known
and measured beforehand (contrarily to multigroup analysis). This is par-
ticularly useful if the grouping variable is hypothesized theoretically but is
not easily measured. To illustrate the usefulness of this model, I applied it
to real data on well-being and daily hassles and uplifts. The results showed
that mixture LST analysis can separate latent subgroups with respect to
their variability due to occasion-specific influences such as influences of daily
events. Moreover, the results also showed that covariates of change can be
added to the mixture LST model, thereby providing important information
on the reasons of intraindividual variability. The information criteria and the
adjusted likelihood ratio test of Lo et al. (2001) and the bootstrap likelihood
ratio test have concordantly shown that the two-class model is superior to a
one-class model. Mixture modeling was particularly useful in the case of this
data set because the grouping variable could not be measured. The metatrait
theory supposes that some people are “traited”, that is, in the case of this
data, possess the trait of well-being, while others are not traited and are
therefore more susceptible to occasion-specific influences. Developing a mea-
sure of not being traited is clearly difficult. Mixture LST modeling provided
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a way of circumventing this difficulty and tested the metatrait hypothesis.
The results support this hypothesis since about 75% of the sample showed
high variance of occasion-specific variables. In conclusion, the empirical ap-
plication showed that the mixture LST model is a powerful model for mood
research. There might be many other areas of applications for this model, par-
ticularly in research on emotion, and in clinical and personality psychology.
Particularly, the model with covariates allows detecting different processes
and might help to understand interindividual differences in the reaction to
situational influences more deeply - a question that is interesting for many
areas of research.
The mixture LST model applied to this data set was studied with Monte
Carlo studies. They showed that the model tests and the parameter estimates
can be trusted in this specific analysis. They also showed that the parame-
ters are well estimated with four or more occasions of measurement and 500
(or even 250) observations. This could be seen by the low mean MSE and
the coverage close to 95%. Moreover, the class size estimates seemed to be
accurate even in the case of small sample sizes and a low number of occasion
of measurement. The Monte Carlo studies indicated that the adjusted Like-
lihood Ratio Test (Lo et al., 2001) was able to detect several classes in this
application when they do exist, even for small sample sizes. This indicates
that this test has low type II error and is thus very powerful. Moreover, the
type I error rate of this test was also appropriate in the conditions of this
application. It is important to note that the results of the simulation study
can only be interpreted with respect to the application considered. It would
be interesting to see whether the results of the simulation study generalizes
to other data sets and to other model specifications on the same data set.
The second combination developed in this thesis integrates LST and
CTCM−1 models to create a multimethod LST model. The multimethod
LST model decomposes trait, occasion-specific, method specific and measu-
rement error influences on the observed scores. Method influences can be
estimated on both the trait, allowing an estimation of the generalizability
of method bias across trait, and the occasion level allowing an estimation of
the generalizability of method bias across time. To better quantify method
influences, I developed four new variance components coefficients in addition
to the coefficients developed in LST theory :
1. Trait-specific method coefficient TMSpe(Yijkl) : this coefficient repre-
sents the part of the observed variable that is uniquely due to the
method deviation from the trait.
2. Trait convergency TConv : This coefficient represents the part of the
stable disposition (measured by the trait consistency coefficient) that
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is due to the trait and not to the trait-specific method deviation. This
coefficient should be high if convergent validity on the trait level is
high since this would mean that the method deviation is low and thus
that both methods (the standard and the other one) measure the same
construct.
3. Occasion-specific method coefficient OMSpe(Yijkl) : This coefficient re-
presents the part of the observed variable that is uniquely due to the
method deviation from the occasion-specific variable.
4. Occasion convergency OConv : this coefficient represents the part of
the total occasion of measurement influence (measured by the occasion
consistency coefficient) that is due to the occasion-specific variable and
not to the occasion-specific method deviation. This coefficient should be
high if convergent validity on the occasion level is high since this would
mean that the method deviation is low and thus that the situations
influence the observed variables in the same way for both methods
(standard and the other one).
To illustrate the usefulness of this model, I applied it to real data on an-
xiety and depression in children as measured by self- and teacher report. The
results of the multimethod latent state-trait model showed that the reliabili-
ties of the observed variables are high. They also show that both anxiety and
depression measure mostly stable internal dispositions and not situational
influences. The general trait of depression and anxiety have low means and
variances as could be expected in a non-pathological population. All these
informations could be obtained with a classical latent state-trait model for
each trait-method unit. However, the next informations are obtained only
with the multimethod LST model. The influence of method is very high on
the trait and on the occasion level, as indicated by the trait-, respectively
occasion-convergency coefficients. These results indicate that convergent va-
lidity is low on the trait and occasion level. Since this influence is estimated
for each observed variables, it is possible to see how it evolves across time. In
the application, the estimation of method bias across time showed that the
first and third occasions of measurement, when the teachers evaluate their
pupils for the first time, have even more method bias. Thus, the situations
do not influence children and teachers in the same way. Finally, the discri-
minant validity can be estimated on both the trait and the occasion level
by the correlations between the traits (resp. occasions) variables belonging
to different constructs. In the application, it was shown that the children
(resp. the teachers) evaluate depression and anxiety in a similar way and are
influenced by the situations also in a similar way when they rate depression
or anxiety.
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Table 7.1 summarizes the sources of influences taken into account of the
LST, CTCM−1, mixture, mixture LST and multimethod LST models. It can
be seen that mixture LST and multimethod LST account for more sources
of variances and can better describe the various influences determining psy-
chological scores.
Tab. 7.1: Summary of sources of influences taken into account by LST,
CTCM−1, mixture, mixture LST and multimethod LST models
LST CTCM−1 mixture mixture LST multimethod LST
Trait X X X X
Occasion-specific X X X
Method-specific X X
Measurement error X X X X
Population heterogeneity X X
7.1 Limitations
The mixture LST model and the multimethod model both have several
advantages over already existing models. They can test new hypotheses and
enable researchers to further studies in their field. However, it is important
to be conscious of the limitations of these two models. Knowing these limita-
tions will help researchers to obtain appropriate data to apply these models
and will also be useful to draw correct interpretations from the parameters
estimated.
The first limitation is the number of subjects necessary to apply the
models. Both models are tested with structural equation modeling. Bentler
and Chou (1987) state that as low as five cases per parameter estimate may be
appropriate for SEM analyses. This rule of thumb is now generally accepted
even though ten cases are always deemed safer (Bollen, 1989, 2002). Since
mixture modeling estimates C (where C is the number of classes) as many
parameters plus C − 1 as the model it is combined with (latent state trait in
my case), mixture LST is quite costly. Multimethod LST model also needs
many subjects. Another possibility to verify the quality and stability of the
estimations is the use of Monte Carlo studies. I will discuss this idea in more
details in the future research section.
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The second limitation is the difficulty in obtaining appropriate data.
Both models need two or more observed variables measured at several time
points. Moreover, the number of observed variables is multiplied by the num-
ber of methods for the multimethod LST model. This implies that the design
must be carefully chosen before the beginning of the study. I will propose gui-
delines for data collection in the study design section.
The third limitation is specific to mixture modeling and therefore does
not concern the multimethod LST model. In the case of mixture modeling
assuming that the variables are a mixture of normally distributed variables,
the non-normality of the observed variables can be due to the fact that the
observed variables are comprised of several normally distributed variables.
This will be the case when several subpopulations provide data with different
means and/or variances. An alternative explanation would be that the distri-
butions of the variables are really non-normal in the population. In that case,
the extraction of several classes is an artefact caused by the non-normality
of the variables and the assumption of mixture normal model. It should not
be interpreted as a sign of the presence of several subpopulations. Bauer and
Curran (2003a, 2003b) have shown that if one simulates a one-class model
with non-normal variables and analyzes the data with a mixture normal mo-
del one can get a solution with multiple classes. It is therefore necessary to
carefully weight the arguments for and against a multiclass solution (Bauer &
Curran, 2003a). At a minimum, one should always have a strong theoretical
hypothesis explaining why there should be several classes. However, this does
not necessarily mean that the subpopulations must represent a nominal or
ordinal variable (for example, stages of development). Indeed, according to
Nagin (1999), the classes defined by the mixture model can be an approxima-
tion of a continuous variable. Another method to validate the interpretation
of the classes in terms of subpopulations is the inclusion of covariates. If a
theoretical hypothesis suggests that a covariate should correlate with a la-
tent variable in a certain way in one class and in another way in the other
subpopulation(s), the estimates of these correlations can be used to confirm
the interpretation of the classes in terms of subpopulations.
The fourth limitation is specific to the multimethod model based on the
correlated trait correlated method −1 model. It is the need to choose a stan-
dard method as a reference against which the other methods are compared.
The choice of a standard must be based on theory. When all methods are
structurally the same (for example two employees rating their supervisor),
choosing a standard is not appropriate. In that case, other models must be
used (for a review of other available models, see Eid et al., 2006).
The fifth limitation is more general. The mixture LST model and the
multimethod LST model were applied only to one data set each. While these
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applications have been very useful to illustrate the models, they are not
sufficient to test the general applicability of these families of model. The
multimethod LST model was tested with a trait change model. To evaluate
the usefulness of these approaches, many more applications to different data
sets are necessary.
7.2 Study design
Specific designs must be used to apply the mixture LST or the multime-
thod LST models. For the mixture LST model, at least 2 observed variables
per occasion must be measured. These observed variables should measure
the same trait and thus be very highly correlated. However, a model with
only two indicators per time point implies that the loadings of the occasion-
specific variables must be fixed to a positive value. These restrictions are not
theoretically driven and should therefore be avoided if possible. Hence, the
best design includes three or more indicators per time point. Concerning the
number of occasions of measurement, at least three are necessary if the trait
is indicator-specific. Since it is not possible to know in advance if a model
with an indicator-specific trait will not fit the data better, it is best to use at
least three waves of measurement. In summary, the best design for applying
a mixture LST model is the same as the best design for applying a classical
LST model, that is at least three indicators of the same construct measured
at three different occasions of measurement. This means that a minimum of
nine observed variables are necessary to provide the most informative design
for a mixture LST analysis.
For the multimethod LST model, the same advice should be used for
the number of indicators and time points. However, since several traits and
several methods are measured, at least three indicators per trait-method unit
should be collected. For two traits and two methods, this implies at least
three times two times two indicators measured at three different occasions
of measurement. This means that a minimum of 36 observed variables are
necessary to provide the most informative design for a multimethod LST
analysis.
Mixture LST and multimethod LST necessitate many observed variables
to be applied. This implies that short and reliable measures must be develo-
ped. The measures should be short so that the subjects do not become bored
and answer less carefully, thereby providing less accurate data. But the mea-
sures should still be reliable. Otherwise, the models will not be appropriate
to analyze the data obtained. These two partially contradictory constraints
of short but reliable measures are not so difficult to fill. For example, the
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measures of well-being used for the study in chapter 3 were composed of
only four items. However, as the analysis showed, these measures were still
very reliable. In summary, to paraphrase Einstein, the measures should be
as short as possible but no shorter, that is not so short that the reliability
become too low.
7.3 Future research
Obtaining precise measures of constructs will always be a work-in-progress.
The two models presented in this thesis provide promising tools to test new
hypotheses. However, researchers will always develop new theories that will
require new models to be fully tested. The multimethod LST model assumes
homogeneity of population. This assumption is very strong and may be inap-
propriate. A mixture multimethod LST model would provide a way to test
if the assumption of homogeneity made by the multimethod LST model is
correct. Another assumption of the multimethod LST is that the methods
are not exchangeable and that one method can be chosen as standard. Ano-
ther interesting model that could be developed would be a combination of
an LST model with a MTMM model for exchangeable methods.
The models presented in this thesis are complex. Moreover, they es-
timate many parameters. Since all interpretations will be based on these
estimations, it is important to verify the quality of the models in general
and of the applications in particular. The completeness of this verification
can be categorized in three levels. The first level of verification concerns each
application of a complex model. To verify the parameters’ precision of a spe-
cific application of a model on a specific data set, a Monte Carlo study using
the application results as the population model can be run. This is exactly
what was done in chapter 3 (page 35) with the simulation realized with four
occasions of measurement and 500 observations. This is very useful to verify
if the design of the study was good enough to obtain valid results on which
theoretical interpretations can be based. However, the results of this type
of Monte Carlo study will not generalize to all applications of the family
of models tested (for example all mixture LST models). They will also not
generalize to the same model measured with less subjects, for example. The
second level of verification is a little larger and includes the first level. The
Monte Carlo studies done for this level will estimate the quality of the pa-
rameter estimates depending on several conditions. Moreover, they will also
test the indices used to verify the quality of the model, for example the ad-
justed Likelihood Ratio Test for the mixture LST model applied to the data.
An example of this level of Monte Carlo studies can be found in chapter 3
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(page 35). In this study using a mixture LST model, the Monte Carlo studies
varied the number of observations and the number of occasions of measure-
ment. However, the population parameters postulated for these Monte Carlo
studies were still the parameters found in the application. Thus, the results of
these studies still do not generalize to all applications of the family of models
tested. The third level of verification is more general than the second level
and is necessary to test the limitations of the models developed. The Monte
Carlo studies used for this level specify a simulated population model with
known parameters. Since the parameters are simulated, they can be mani-
pulated and the results of the Monte Carlo studies can be used to see under
which conditions the parameters are correctly estimated. The results of these
Monte Carlo studies can be generalized to a family of models and provide
general guidelines on when and how the models can be used. A study analy-
zing the behavior of the adjusted Likelihood Ratio Test with varying degree
of distance between the classes is an example of such a study. However, it
is difficult to test all the different conditions in which the models could be
applied. The field of Monte Carlo studies at this level is infinitely large and
can answer almost any questions. Unfortunately, this means that this level
of Monte Carlo study may be too general to answer specific question relative
to an applied model.
As a general practice, even for applied researchers, it may be best to at
least always run a simulation study with the same number of subjects and
occasions of measurement as the empirical application to verify the stabi-
lity of the class sizes and parameter estimates. The cost of this analysis is
very low since any computer is now powerful enough to run the simulations.
Since the parameters’ estimates of the models presented in this thesis are
approximations of a true value, it is very important to know how accurate
this estimation is. With this level one Monte Carlo study, the results of the
application will be much stronger and the interpretation of the results will
thus be more trustworthy.
As a general conclusion, I would like to go back to the reasons under-
lying the development of the mixture LST and multimethod LST models.
Researchers around the world create new theories. These theories are then
tested with new or old data. If the results are inconclusive because the ex-
perimental design or the tools for testing the theories are not good enough,
then the research process is blocked. In that case, researchers will need to
find other ways to test their hypotheses and theories. It is the work of me-
thodologists to provide the best possible tools to avoid unnecessary delays
in the research process. For this reason, I hope that the models developed in
this thesis will reach their intended audience, that is the applied researchers
collecting data with questionnaires or dealing with constructs that are part
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trait and part state.
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Annexe A
Mplus Script for a mixture
LST model without covariates
TITLE: Mixture LST-Model by Gross, Eid, & Nussbeck 2006
Model specification: LST model 4 Occasions and 2 Traits
Mixture Modeling: 2 classes
DATA:
FILE IS
"E:\mixture\data\EID-94-dhaup.dat";
FORMAT IS 19F8.2;
TYPE IS Individual;
VARIABLE:
NAMES ARE code sex age pu11 pu21 pu12 pu22 pu13 pu23 pu14 pu24
Xdha1 Xdha2 Xdha3 Xdha4 Xdup1 Xdup2 Xdup3 Xdup4;
USEVARIABLES pu11 pu21 pu12 pu22 pu13 pu23 pu14 pu24;
CLASSES = c (2);
ANALYSIS:
TYPE IS Mixture;
ESTIMATOR IS MLR;
ITERATIONS = 4000;
CONVERGENCE = 0.000050;
H1ITERATIONS = 1000;
H1CONVERGENCE = 0.000100;
STARTS = 2000 2;
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MODEL:
%overall%
T1 by pu11@1 pu12@1 pu13@1 pu14@1
pu21 pu22 pu23 pu24 (11);
IST2 by pu21@1 pu22@1 pu23@1 pu24@1;
O1 by pu11 pu21@1;
O2 by pu12 pu22@1;
O3 by pu13 pu23@1;
O4 by pu14 pu24@1;
T1 IST2 with O1@0 O2@0 O3@0 O4@0;
O1 with O2@0 O3@0 O4@0;
O2 with O3@0 O4@0;
O3 with O4@0;
T1 with IST2@0;
[O1@0 O2@0 O3@0 O4@0];
[pu11@0];
[pu21](12);
[pu12@0];
[pu22](12);
[pu13@0];
[pu23](12);
[pu14@0];
[pu24](12);
O1(13);
O2(13);
O3(13);
O4(13);
pu11(14);
pu21(14);
pu12(15);
pu22(15);
pu13(15);
pu23(15);
pu14(15);
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pu24(15);
T1;
IST2;
[IST2@0]
%c#2%
[T1*.02];
T1 by pu11@1 pu12@1 pu13@1 pu14@1
pu21 pu22 pu23 pu24(21);
[pu11@0];
[pu21](22);
[pu12@0];
[pu22](22);
[pu13@0];
[pu23](22);
[pu14@0];
[pu24](22);
T1;
IST2;
O1(23);
O2(23);
O3(23);
O4(23);
pu11(24);
pu21(24);
pu12(25);
pu22(25);
pu13(25);
pu23(25);
pu14(25);
pu24(25);
OUTPUT: sampstat modindices(5.0) residual standardized
Tech1 Tech8 Tech11 Tech13 Tech14;
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Annexe B
Mplus Script for a mixture
LST model with covariates
TITLE: Mixture LST-Model with covariates on occasions
by Gross, Eid, & Nussbeck 2006
Model specification: LST model 4 Occasions and 2 Traits
with 2 covariates of change per occasion
Mixture Modeling: 2 classes
DATA:
FILE IS
"E:\mixture\data\EID-94-dhaup.dat";
FORMAT IS 19F8.2;
TYPE IS Individual;
VARIABLE:
NAMES ARE code sex age pu11 pu21 pu12 pu22 pu13 pu23 pu14 pu24
Xdha1 Xdha2 Xdha3 Xdha4 Xdup1 Xdup2 Xdup3 Xdup4;
USEVARIABLES Xdha1 Xdha2 Xdha3 Xdha4 Xdup1 Xdup2 Xdup3 Xdup4
pu11 pu21 pu12 pu22 pu13 pu23 pu14 pu24;
CLASSES = c (2)*30;
ANALYSIS:
TYPE IS Mixture;
ESTIMATOR IS MLR;
ITERATIONS = 4000;
CONVERGENCE = 0.000050;
H1ITERATIONS = 1000;
180
H1CONVERGENCE = 0.000100;
MITERATIONS = 5000;
STARTS = 2000 2;
MODEL:
%overall%
T1 by pu11@1 pu12@1 pu13@1 pu14@1
pu21 pu22 pu23 pu24 (11);
IST2 by pu21@1 pu22@1 pu23@1 pu24@1;
O1 by pu11 pu21@1;
O2 by pu12 pu22@1;
O3 by pu13 pu23@1;
O4 by pu14 pu24@1;
DUP BY Xdup1@1 Xdup2@1 Xdup3@1 Xdup4@1;
DHA BY Xdha1@1 Xdha2@1 Xdha3@1 Xdha4@1;
T1 IST2 with O1@0 O2@0 O3@0 O4@0;
O1 with O2@0 O3@0 O4@0;
O2 with O3@0 O4@0;
O3 with O4@0;
T1 with IST2@0;
[O1@0 O2@0 O3@0 O4@0];
[pu11@0];
[pu21](12);
[pu12@0];
[pu22](12);
[pu13@0];
[pu23](12);
[pu14@0];
[pu24](12);
O1(13);
O2(13);
O3(13);
O4(13);
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pu11(14);
pu21(14);
pu12(15);
pu22(15);
pu13(15);
pu23(15);
pu14(15);
pu24(15);
[T1];
T1;
IST2;
[IST2@0]
Xdup1@0;
Xdup2@0;
Xdup3@0;
Xdup4@0;
[Xdup1@0];
[Xdup2@0];
[Xdup3@0];
[Xdup4@0];
Xdha1@0;
Xdha2@0;
Xdha3@0;
Xdha4@0;
[Xdha1@0];
[Xdha2@0];
[Xdha3@0];
[Xdha4@0];
DUP1 BY Xdup1;
DUP2 BY Xdup2;
DUP3 BY Xdup3;
DUP4 BY Xdup4;
[DUP1@0 DUP2@0 DUP3@0 DUP4@0];
DUP1 WITH T1@0 IST2@0 DUP@0 DUP2@0 DUP3@0 DUP4@0 DHA@0;
DUP2 WITH T1@0 IST2@0 DUP@0 DUP3@0 DUP4@0 DHA@0;
DUP3 WITH T1@0 IST2@0 DUP@0 DUP4@0 DHA@0;
DUP4 WITH T1@0 IST2@0 DUP@0 DHA@0;
182
DHA1 BY Xdha1;
DHA2 BY Xdha2;
DHA3 BY Xdha3;
DHA4 BY Xdha4;
[DHA1@0 DHA2@0 DHA3@0 DHA4@0];
DHA1 WITH T1@0 IST2@0 DHA@0 DHA2@0 DHA3@0 DHA4@0
DUP@0 DUP1@0 DUP2@0 DUP3@0 DUP4@0;
DHA2 WITH T1@0 IST2@0 DHA@0 DHA3@0 DHA4@0
DUP@0 DUP1@0 DUP2@0 DUP3@0 DUP4@0;
DHA3 WITH T1@0 IST2@0 DHA@0 DHA4@0
DUP@0 DUP1@0 DUP2@0 DUP3@0 DUP4@0;
DHA4 WITH T1@0 IST2@0 DHA@0
DUP@0 DUP1@0 DUP2@0 DUP3@0 DUP4@0;
O1 ON DUP1(16);
O2 ON DUP2(16);
O3 ON DUP3(16);
O4 ON DUP4(16);
O1 ON DHA1(17);
O2 ON DHA2(17);
O3 ON DHA3(17);
O4 ON DHA4(17);
DUP with T1 IST2 DHA;
DHA with T1 IST2;
%c#2%
[T1*.02];
T1 by pu11@1 pu12@1 pu13@1 pu14@1
pu21 pu22 pu23 pu24(21);
T1;
IST2;
[pu21](22);
[pu22](22);
[pu23](22);
[pu24](22);
183
O1(23);
O2(23);
O3(23);
O4(23);
pu11(24);
pu21(24);
pu12(25);
pu22(25);
pu13(25);
pu23(25);
pu14(25);
pu24(25);
[DUP];
[DHA];
DUP;
DHA;
DUP1;
DUP2;
DUP3;
DUP4;
DHA1;
DHA2;
DHA3;
DHA4;
O1 ON DUP1(26);
O2 ON DUP2(26);
O3 ON DUP3(26);
O4 ON DUP4(26);
O1 ON DHA1(27);
O2 ON DHA2(27);
O3 ON DHA3(27);
O4 ON DHA4(27);
DUP with T1 IST2 DHA;
DHA with T1 IST2;
184
OUTPUT: sampstat modindices(5.0) residual standardized
Tech1 Tech8 Tech11 Tech13 Tech14;
185
Annexe C
Results of the simulation
studies for the models with and
without covariates of change
186
Tab. C.1: Results of the Simulation Study : Class Size in Logit Notation.
Nb of Nb of True Mean Mean 95%
occasion obs. value (est.) peb SD (SE) seb MSE cover
Model without covariates
2 125 -1.15 -1.09 0.06 0.40 0.41 0.04 0.16 .92
2 250 -1.15 -1.13 0.02 0.27 0.31 0.16 0.07 .94
2 500 -1.15 -1.15 0.00 0.18 0.20 0.10 0.03 .97
2 1000 -1.15 -1.14 0.02 0.13 0.13 0.05 0.02 .95
2 2000 -1.15 -1.15 0.00 0.09 0.09 -0.03 0.01 .95
3 125 -1.15 -1.14 -0.00 0.29 0.30 0.04 0.08 .96
3 250 -1.15 -1.16 -0.00 0.20 0.21 0.06 0.04 .95
3 500 -1.15 -1.14 0.01 0.14 0.14 -0.02 0.02 .94
3 1000 -1.15 -1.15 0.00 0.10 0.10 -0.00 0.01 .95
3 2000 -1.15 -1.16 -0.00 0.06 0.07 0.08 0.00 .97
4 125 -1.15 -1.14 0.01 0.18 0.17 -0.04 0.03 .94
4 250 -1.15 -1.16 -0.00 0.24 0.25 0.05 0.06 .96
4 500 -1.15 -1.14 0.01 0.12 0.12 -0.04 0.02 .94
4 1000 -1.15 -1.15 0.00 0.09 0.08 -0.07 0.01 .93
4 2000 -1.15 -1.16 -0.00 0.06 0.06 -0.01 0.00 .96
5 125 -1.15 -1.15 0.01 0.22 0.23 0.06 0.05 .96
5 250 -1.15 -1.15 0.00 0.16 0.16 0.01 0.03 .95
5 500 -1.15 -1.15 0.00 0.11 0.11 -0.00 0.01 .93
5 1000 -1.15 -1.15 -0.00 0.08 0.08 0.00 0.01 .95
5 2000 -1.15 -1.16 -0.00 0.06 0.06 0.02 0.00 .95
6 125 -1.15 -1.16 -0.01 0.23 0.22 -0.01 0.05 .95
6 250 -1.15 -1.15 0.01 0.15 0.15 0.00 0.02 .95
6 500 -1.15 -1.15 0.01 0.11 0.11 -0.05 0.01 .93
6 1000 -1.15 -1.16 -0.00 0.08 0.08 -0.06 0.01 .93
6 2000 -1.15 -1.15 -0.00 0.06 0.05 -0.02 0.00 .93
Model with covariates
4 125 -1.05 CP CP CP CP CP CP CP
4 250 -1.05 -1.05 -0.00 0.17 0.18 -0.06 0.03 .95
4 500 -1.05 -1.07 -0.02 0.12 0.12 0.01 0.01 .95
4 1000 -1.05 -1.05 0.01 0.08 0.08 0.05 0.01 .94
4 2000 -1.05 -1.06 -0.01 0.06 0.06 0.07 0.00 .94
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Annexe D
Elements of ω
An element ω = (u,sit1, sit2, a1111, a2111, a1211, a2211, a1121, a2121, a1221,
a2221, a1112, a2112, a1212, a2212, a1122, a2122, a1222, a2222) of Ω consists of
– A person u from the set of persons U ,
– A situation sit1 ∈ Sit1, in which the person u may be on the first
occasion of measurement
– A situation sit2 ∈ Sit2, in which the person u may be on the second
occasion of measurement
– A possible outcome a1111 of the first indicator on the first occasion of
measurement on the first trait with the first method
– A possible outcome a2111 of the second indicator on the first occasion
of measurement on the first trait with the first method
– A possible outcome a1211 of the first indicator on the second occasion
of measurement on the first trait with the first method
– A possible outcome a2211 of the second indicator on the second occa-
sion of measurement on the first trait with the first method
– A possible outcome a1121 of the first indicator on the first occasion of
measurement on the second trait with the first method
– A possible outcome a2121 of the second indicator on the first occasion
of measurement on the second trait with the first method
– A possible outcome a1221 of the first indicator on the second occasion
of measurement on the second trait with the first method
– A possible outcome a2221 of the second indicator on the second occa-
sion of measurement on the second trait with the first method
– A possible outcome a1112 of the first indicator on the first occasion of
measurement on the first trait with the second method
– A possible outcome a2112 of the second indicator on the first occasion
of measurement on the first trait with the second method
– A possible outcome a1212 of the first indicator on the second occasion
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of measurement on the first trait with the second method
– A possible outcome a2212 of the second indicator on the second occa-
sion of measurement on the first trait with the second method
– A possible outcome a1122 of the first indicator on the first occasion of
measurement on the second trait with the second method
– A possible outcome a2122 of the second indicator on the first occasion
of measurement on the second trait with the second method
– A possible outcome a1222 of the first indicator on the second occasion
of measurement on the second trait with the second method
– A possible outcome a2222 of the second indicator on the second occa-
sion of measurement on the second trait with the second method
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Annexe E
Mplus Script for an MM-LST
model
TITLE: Project MMLST -- Data David Cole;
Gene`ve, 03/2006;
multiple method LST-model for Cole;
2 Trait: Depression Anxiety;
2 Methods: self-rating teacher rating;
2 Indicators per occasion;
4 waves;
DATA: FILE IS ’E:\mixture\data\cole-4o-adst.dat’;
FORMAT IS 34F11.4;
TYPE IS Individual;
VARIABLE: NAMES ARE class school
ds_th1_1 ds_th2_1 as_th1_1 as_th2_1 dt_th1_1 dt_th2_1 at_th1_1 at_th2_1
ds_th1_2 ds_th2_2 as_th1_2 as_th2_2 dt_th1_2 dt_th2_2 at_th1_2 at_th2_2
ds_th1_3 ds_th2_3 as_th1_3 as_th2_3 dt_th1_3 dt_th2_3 at_th1_3 at_th2_3
ds_th1_4 ds_th2_4 as_th1_4 as_th2_4 dt_th1_4 dt_th2_4 at_th1_4 at_th2_4;
USEVARIABLES ARE
ds_th1_1 ds_th2_1 as_th1_1 as_th2_1 dt_th1_1 dt_th2_1 at_th1_1 at_th2_1
ds_th1_2 ds_th2_2 as_th1_2 as_th2_2 dt_th1_2 dt_th2_2 at_th1_2 at_th2_2
ds_th1_3 ds_th2_3 as_th1_3 as_th2_3 dt_th1_3 dt_th2_3 at_th1_3 at_th2_3
ds_th1_4 ds_th2_4 as_th1_4 as_th2_4 dt_th1_4 dt_th2_4 at_th1_4 at_th2_4;
CLUSTER IS class;
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MISSING ARE ALL (99.00);
ANALYSIS:
TYPE IS complex;
ESTIMATOR IS MLR;
ITERATIONS = 10000;
CONVERGENCE = 0.00005;
H1ITERATIONS = 10000;
H1CONVERGENCE = 0.0001;
MODEL:
A11 by as_th1_1@1 as_th1_2 at_th1_1 at_th1_2;
A12 by as_th2_1@1 as_th2_2 at_th2_1 at_th2_2;
A21 by as_th1_3@1 as_th1_4 at_th1_3 at_th1_4;
A22 by as_th2_3@1 as_th2_4 at_th2_3 at_th2_4;
D11 by ds_th1_1@1 ds_th1_2 dt_th1_1 dt_th1_2;
D12 by ds_th2_1@1 ds_th2_2 dt_th2_1 dt_th2_2;
D21 by ds_th1_3@1 ds_th1_4 dt_th1_3 dt_th1_4;
D22 by ds_th2_3@1 ds_th2_4 dt_th2_3 dt_th2_4;
A11MET by at_th1_1@1 at_th1_2@1;
A12MET by at_th2_1@1 at_th2_2@1;
A21MET by at_th1_3@1 at_th1_4@1;
A22MET by at_th2_3@1 at_th2_4@1;
D11MET by dt_th1_1@1 dt_th1_2@1;
D12MET by dt_th2_1@1 dt_th2_2@1;
D21MET by dt_th1_3@1 dt_th1_4@1;
D22MET by dt_th2_3@1 dt_th2_4@1;
OCC1D by ds_th1_1@1 dt_th1_1 ds_th2_1 dt_th2_1;
OCC1A by as_th1_1@1 at_th1_1 as_th2_1 at_th2_1;
OCC2D by ds_th1_2@1 dt_th1_2 ds_th2_2 dt_th2_2;
OCC2A by as_th1_2@1 at_th1_2 as_th2_2 at_th2_2;
OCC3D by ds_th1_3@1 dt_th1_3 ds_th2_3 dt_th2_3;
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OCC3A by as_th1_3@1 at_th1_3 as_th2_3 at_th2_3;
OCC4D by ds_th1_4@1 dt_th1_4 ds_th2_4 dt_th2_4;
OCC4A by as_th1_4@1 at_th1_4 as_th2_4 at_th2_4;
O1DMET by dt_th1_1@1 dt_th2_1@1;
O1AMET by at_th1_1@1 at_th2_1@1;
O2DMET by dt_th1_2@1 dt_th2_2@1;
O2AMET by at_th1_2@1 at_th2_2@1;
O3DMET by dt_th1_3@1 dt_th2_3@1;
O3AMET by at_th1_3@1 at_th2_3@1;
O4DMET by dt_th1_4@1 dt_th2_4@1;
O4AMET by at_th1_4@1 at_th2_4@1;
A11 A12 A21 A22 D11 D12 D21 D22 A11MET A12MET A21MET A22MET
D11MET D12MET D21MET D22MET with OCC1D@0 OCC1A@0 OCC2D@0 OCC2A@0
OCC3D@0 OCC3A@0 OCC4D@0 OCC4A@0 O1DMET@0 O1AMET@0 O2DMET@0 O2AMET@0
O3DMET@0 O3AMET@0 O4DMET@0 O4AMET@0;
A11 with A11MET@0;
A12 with A12MET@0;
A21 with A21MET@0;
A22 with A22MET@0;
D11 with D11MET@0;
D12 with D12MET@0;
D21 with D21MET@0;
D22 with D22MET@0;
OCC1D with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 OCC2D@0 OCC2A@0 OCC3D@0
OCC3A@0 OCC4D@0 OCC4A@0 O1DMET@0 O2DMET@0 O2AMET@0
O3DMET@0 O3AMET@0 O4DMET@0 O4AMET@0;
OCC1A with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 OCC2D@0 OCC2A@0 OCC3D@0
OCC3A@0 OCC4D@0 OCC4A@0 O1AMET@0 O2DMET@0 O2AMET@0
O3DMET@0 O3AMET@0 O4DMET@0 O4AMET@0;
OCC2D with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 OCC3D@0 OCC3A@0 OCC4D@0
OCC4A@0 O1DMET@0 O1AMET@0 O2DMET@0 O3DMET@0 O3AMET@0
O4DMET@0 O4AMET@0;
OCC2A with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
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A11MET@0 A12MET@0 A21MET@0 A22MET@0 OCC3D@0 OCC3A@0 OCC4D@0
OCC4A@0 O1DMET@0 O1AMET@0 O2AMET@0 O3DMET@0 O3AMET@0
O4DMET@0 O4AMET@0;
OCC3D with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 OCC4D@0 OCC4A@0 O1DMET@0
O1AMET@0 O2DMET@0 O2AMET@0 O3DMET@0 O4DMET@0 O4AMET@0;
OCC3A with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 OCC4D@0 OCC4A@0 O1DMET@0
O1AMET@0 O2DMET@0 O2AMET@0 O3AMET@0 O4DMET@0 O4AMET@0;
OCC4D with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 O1DMET@0 O1AMET@0 O2DMET@0
O2AMET@0 O3DMET@0 O3AMET@0 O4DMET@0;
OCC4A with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 O1DMET@0 O1AMET@0 O2DMET@0
O2AMET@0 O3DMET@0 O3AMET@0 O4AMET@0;
O1DMET O1AMET with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 O2DMET@0 O2AMET@0 O3DMET@0
O3AMET@0 O4DMET@0 O4AMET@0;
O2DMET O2AMET with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 O3DMET@0 O3AMET@0 O4DMET@0
O4AMET@0;
O3DMET O3AMET with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0 O4DMET@0 O4AMET@0;
O4DMET O4AMET with A11@0 A12@0 A21@0 A22@0 D11@0 D12@0 D21@0 D22@0
A11MET@0 A12MET@0 A21MET@0 A22MET@0;
OCC1D;
OCC1A;
OCC2D;
OCC2A;
OCC3D;
OCC3A;
OCC4D;
OCC4A;
O1DMET;
O1AMET;
O2DMET;
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O2AMET;
O3DMET;
O3AMET;
O4DMET;
O4AMET;
[OCC1D@0 OCC1A@0 OCC2D@0 OCC2A@0 OCC3D@0 OCC3A@0 OCC4D@0 OCC4A@0];
[O1DMET@0 O1AMET@0 O2DMET@0 O2AMET@0 O3DMET@0 O3AMET@0 O4DMET@0 O4AMET@0];
[D11];
[D12];
[D21];
[D22];
[A11];
[A12];
[A21];
[A22];
[A11MET@0 A12MET@0 A21MET@0 A22MET@0 D11MET@0 D12MET@0 D21MET@0 D22MET@0];
[ds_th1_1@0];
[ds_th2_1@0];
[as_th1_1@0];
[as_th2_1@0];
[ds_th1_3@0];
[ds_th2_3@0];
[as_th1_3@0];
[as_th2_3@0];
as_th1_1;
as_th2_1;
at_th1_1;
at_th2_1;
ds_th1_1;
ds_th2_1;
dt_th1_1;
dt_th2_1;
as_th1_2;
as_th2_2;
at_th1_2;
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at_th2_2;
ds_th1_2;
ds_th2_2;
dt_th1_2;
dt_th2_2;
as_th1_3;
as_th2_3;
at_th1_3;
at_th2_3;
ds_th1_3;
ds_th2_3;
dt_th1_3;
dt_th2_3;
as_th1_4;
as_th2_4;
at_th1_4;
at_th2_4;
ds_th1_4;
ds_th2_4;
dt_th1_4;
dt_th2_4;
OUTPUT: sampstat modindices(5.000) residual STANDARDIZED Tech1;
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