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This thesis is about the scattering of light by atoms for the purpose of esti-
mating the atomic quantum states and understanding how the degeneracy of
the electronic energy levels may affect the scattering pattern. Light scattering
is one of the oldest and the most useful tools in atomic physics. When we
shine light on atoms and study how its properties are modified, we can learn
a lot about the atomic internal structure. With the progress in atom cooling
and trapping and the development of sophisticated experimental techniques to
control quantum phenomena, light scattering can be also used as a diagnostic
tool. This thesis offers two examples
• Quantum tomographic measurement on one- and two-atom systems by
scattering photons with carefully selected polarizations. The analysis
is restricted to doubly degenerate atomic energy states; each atom is
treated as a two-level system or a qubit. We demonstrate a direct cor-
respondence between the Bloch vector, that characterizes an unknown
quantum state, and parameters associated with light, e.g. wave prop-
agation direction, polarization. With a relatively simple setup, we can
retrieve full information about the atomic state, solely by varying the
incoming light polarization.
• Impact of the atomic internal ground state Zeeman degeneracy on in-
tensity correlations. We consider cold, non-interacting atoms randomly
distributed in a thin slab. They are all prepared in the same completely
mixed state. Photons passing through a layer of such atoms can take
many scattering paths at the same time, and all these paths must be
taken into account to obtain the scattering pattern. Whether a propa-
x Summary
gating photon has marked the path by affecting the Zeeman levels or not,
will contribute differently to the interference pattern. In other words,
the paths can sum up coherently or incoherently. In this thesis, we fo-
cus on angular light intensity correlations of two well-defined scattering
trajectories, averaged over many spatial configurations. We show that
the presence of Zeeman degeneracy reduces the intensity correlation, as
compared with the case of classical scatterers, which do not have any
internal structure.
In both cases we have limited our considerations to the single scattering
with photons detected in the far field.
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Chapter 1
Introduction
Imagine light passing through your fingers as you lift them against a bright
light bulb — some light is absorbed and re-emitted by the soft tissue, and
the flesh glows in warm orange color. When the scattered photons arrive at
your eyes, you see the shape of your bones, your blood vessels, or a silhouette
of your fingers. You see where your nails end, and you see the lines around
joints on your skin. That is how we “see” things.
My camera registered light scattered from my hand, and what you see
is the shape of my hand painted by scattered light, registered by millions of
pixels that form a sensor in my camera. The same scattered light can paint
the picture of any object out there. The resolution of this picture depends on
the size of the object compared with the wavelength of light. Large objects
will show their geometric shape, small objects, such as droplets or particles
of dust, will scatter light collectively. In any case, the way the objects scatter
light can tell us a lot about their size, shape, spatial distribution and internal
composition.
Scattering experiments are not restricted to visible light. In general, elec-
tromagnetic waves of frequencies outside the human visible range, can be used
to probe the structure of objects, crystals, materials, as long as appropriate
sources and detectors in a given frequency range are available. For exam-
ple, scattered X-rays tell us something about our broken bones. Elementary
particles can be accelerated and smashed against each other to reveal their in-
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ternal structure. This is what most of the high-energy physics experiments are
about. One can say, without any exaggeration, that scattering experiments
are the basic tools of modern physics [Fra06].
Figure 1.1: The underlying theme of this thesis is scattering of light by atoms. It will
appear as a tool for both quantum state estimation (left diagram) and investigating
transport in disordered media made out of cold atoms (right diagram).
Scattering of light by atoms is the underlying theme in my thesis. Once we
start probing the internal structure of atoms we must take into account quan-
tum phenomena. The analysis of scattering is becoming more subtle because
objects may not have a well-defined definite shape and form. Their properties
must be described by the mathematical formalism of quantum theory, which
introduces the concept of a quantum state in which objects may have neither
precise location nor momentum [FLS71]. The work presented here can be
roughly divided into two parts. In the first part I will discuss the scattering
of polarized light from a single atom and from pairs of atoms, and investigate
how much it tells us about the atomic states. In the second part I will focus
on scattering involving many atoms. I will discuss the optical wave transport
in disordered media made out of cold atoms. The atoms will have internal
structure (Zeeman degeneracy) and I will analyze how this internal structure
influences intensity correlations between two consecutive scattering processes,
3and how different it is from the well studied case of classical point scatterers.
The two topics are schematically shown in Figure 1.1.
Is this work relevant? Let me try to put it in a broader context. Light,
atoms, and interactions between them, have been the subject of intense stud-
ies for a long time. The results are spectacular, both for our understanding
of fundamental physics and for technological progress. Lasers, integrated cir-
cuits and new materials have already changed our lives, but there is more to
come. For example, it is now widely believed that the future of information
technology will be based on encoding bits of information using individual pho-
tons and atoms, and on controlled interactions which will implement logical
operations [NC00, Sca09, Pre11]. If these interactions are precise enough then
fault-tolerant quantum computers can be built. The same degree of control
will be needed for the future generation of atomic clocks, and many other
high precision devices. Building them will be very challenging but not impos-
sible. Advances in atom cooling and trapping techniques makes such a precise
control within the reach of experimental physics [MKD+09]. In all these ex-
periments we have to be sure that the quantum states involved are the desired
ones. Hence simple and efficient methods of quantum state estimation, also
known as quantum tomography, are necessary for the development of quantum
technologies.
A particular method of quantum tomography, which is presented in Chap-
ter 3, is then an additional tool that may be useful for quantum state esti-
mation. I have restricted my analysis to two-state systems, also known as
qubits. This language is borrowed from the classical information theory. One
physical bit of information is any physical system with two distinct states
which are labelled as 0 and 1. A quantum bit of information, or a qubit, is
a physical system which apart from states |0〉 and |1〉 can be also prepared
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in any superposition of the two states. My qubit is made out of a doubly-
degenerate internal ground state of an atom, and I will show how scattering
polarized photons on such a qubit can be used for the state estimation. I will
also consider two entangled qubits. Entanglement is a characteristic quantum
phenomenon. Two entangled objects have properties that cannot be derived
from the properties of each object separately, hence quantum tomography of
entangled states cannot be reduced to the tomography of subsystems. In gen-
eral one qubit (in a mixed state) is characterized by 3 independent parameters
and two entangled qubits are characterized by 15 parameters.
Let me move to the second topic. Propagation of waves, both classical
and quantum, in disordered media has been extensively studied and it has
many applications, to mention only condensed matter physics (semiconduc-
tor, nanostructures and mesoscopic phenomena), materials science (analysis
of composite and crystalline structures and properties), optics and electronics
(microelectronic and optoelectronic devices) and seismology (for an overview
see, for example, [She06]). Multiple scattering and quantum interference ef-
fects may lead to localization phenomena, which are very intriguing and a
subject of intensive research [AM07]. Some properties of quantum transport
in disordered media, as it has been discovered recently, may play an important
role in the energy transfer in photosynthesis [ECR+07, CWW+10, PVA+11].
Photons captured by green plants and some bacteria are converted into ex-
citons which propagate very fast to molecular reaction centers for conver-
sion into chemical energy, with nearly 100% efficiency. How photosynthesis
achieves this near perfect efficiency is a long-standing problem. Quantum
coherence and localization may provide, at least, a partial explanation.
The work I present in Chapter 4 is about scattering light on many ran-
domly distributed atoms. A photon passes through a thin layer of such slow
5moving atoms, as shown on the right diagram in Figure 1.1. This is analogous
to Young’s double-slit experiment, or many slits experiment, as each atom
now acts as a scatterer generating a scattering pattern, but in contrast it is
not as simple as a slit which is usually treated classically. Here I will take
into account the internal structure of the scatterers. Each atom has many,
equally probable, degenerate states and each photon propagating through the
layer may or may not affect this degenerate structure. When we add the am-
plitudes corresponding to different paths the photon can take in this medium,
we must pay attention to whether the photon has left a “signature” of which
path it had taken in the degenerate structure of some of the atoms or not.
Following the most basic rule of quantum theory — for indistinguishable paths
we add probability amplitudes and for distinguishable paths we add proba-
bilities. We must then pay attention to averaging over internal degeneracies
and spatial positions of atoms. The main figure of merit I will focus on is
the spatial intensity correlation. The result will be compared to the case of
classical scatterers, which gives the perfect intensity correlation. We show, by
a careful step-by-step analysis and averaging, that the presence of a Zeeman
degeneracy can only reduce this correlation. Appendix A and B include some
mathematical details about calculating scattering cross section with arbitrary
degeneracy.
Finally, I should perhaps add, that although my work is focused on specific
technical problems, my real motivation to study quantum physics is more
fundamental. It is the most counterintuitive thing I came across in my life.
Quantum theory is a general framework, or a mathematical language, in which
the laws of physics should be expressed. Its mathematical formalism is elegant
and its predictions have not been contradicted by any experiment, so far.
However, the predictions are usually probabilistic. In most cases we cannot
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say what exactly will happen in a given experiment, even though we know
everything about the experimental set up. The best we can do is to provide
probabilities for different outcomes. This randomness seems to be objective
rather than subjective, and has been a source of intense debates since the
birth of quantum theory in the 1920s. Many physicists found such a non-
deterministic description far from satisfactory. Albert Einstein, for example,
never accepted quantum mechanics as a fundamental physical theory, thinking
about it as an approximation to a more fundamental theory in which one can
make precise, deterministic, predictions. Such a theory, often referred as a
hidden variable theory, is now believed to be impossible, and it looks like we
must live with the probabilistic predictions [Per95]. This means that things
can happen for no reason and one can never be sure what will happen in the




Encoding information in cold atom(s)
Information can be encoded in the quantum states of trapped atoms. Sup-
pose a single atom is trapped in one of its energy states with total angular
momentum j = 1/2, this state is then doubly degenerate, as degeneracy for
any state with angular momentum j is 2j + 1. The atom can either be in
the |j = 1/2, m = −1/2〉 state, or in the |j = 1/2, m = 1/2〉 state, or any
superposition of these two states. Such a 2-level system can be regarded as
a qubit, and we may process information using this kind of trapped atom(s).
The internal magnetic quantum number m is the only degree of freedom that
we are concerned with.
Throughout this thesis, our studies are mainly based on j = 1/2 one-
qubit and two-qubit systems, with the exception of Chapter 4, in which atoms
with arbitrary values of j are considered, but only restricted to the case of a
completely mixed state.
2.1.1 Quantum state of a single atom
There isn’t a unique way to represent the state of one atom, or more generally
speaking, one qubit. A pure state is usually denoted using the state vector
|ψ〉, which is a unit vector in the Hilbert space of the system [SCL10]. In the
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case of a j = 1/2 atom, its quantum state is written as ∗
|ψ〉 = cosϑ | ↑ 〉+ eiϕ sinϑ | ↓ 〉, (2.1)
with the balance of the composition determined by ϑ, and a relative phase
between the two basis states | ↑ 〉 and | ↓ 〉 specified by ϕ. The states | ↑ 〉 and
| ↓ 〉 are orthogonal to each other. A system can also be in a mixture of several
pure states, each with a respective probability. We call such kind of state a
mixed state. It is more convenient to use the density operator ρ to represent
mixed states. A simple example of ρ can be
ρ = p↑| ↑ 〉〈 ↑ |+ p↓| ↓ 〉〈 ↓ |, (2.2)
in which p↑ + p↓ = 1, denotes a mixture of | ↑ 〉 and | ↓ 〉 with respective
weights p↑ and p↓.
People often use a more convenient representation — the Bloch vector —




(1+ a→ · σ→) . (2.3)




 , σy =
 0 −i
i 0




The symbol a→ denotes the Bloch vector, which can be visualized in a Bloch
sphere, as shown in Figure 2.1. The sphere has unit radius.
Without specific restriction, a→ can be inside/on the sphere. Various cases
∗| ↑ 〉 is denoting |j = 1/2, m = +1/2〉, and | ↓ 〉 is writing |j = 1/2, m = −1/2〉 in short.
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Figure 2.1: An illustration of the Bloch Sphere. Any physical state corresponds to
one particular point within the sphere, and the vector pointing from the center to
that point is the Bloch vector designated to that state.
are categorized in Table 2.1. We will study how to characterize an unknown a→
in Chapter 3, and in Chapter 4, we will develop a particular interest in atoms
prepared in the state with |a→| = 0.
2.1.2 Quantum state of two atoms
The composite of two quantum systems is described by vectors or density
matrices in the tensor product of the two Hilbert spaces. Usually in dilute
|a→| > 1 |a→| ≤ 1
Not a state
|a→| = 1 |a→| < 1 |a→| = 0
Pure state Mixed state Completely mixed state
Table 2.1: Different types of one-qubit quantum states, correspond to different length
of the Bloch vector a→.
10 Chapter 2. Preliminaries
gas, as when two atoms of concern are located far apart, we treat them as
uncorrelated objects – there is neither classical nor quantum correlations, and
the density operator of such composite system will be
ρ12 = ρ1 ⊗ ρ2 , (2.5)
with ρ1 and ρ2 describing each atom respectively, using Eq. (2.3). Classical
correlations between the two atoms are accounted for by a convex sum of such





i ⊗ ρ2i , with pi ≥ 0 ,
∑
i
pi = 1 . (2.6)
Such a state is called separable state; if ρ12 cannot be reduced to this form, it
describes an entangled state, and quantum correlations are also at play.
We should take note that pi in Eq. (2.6) represents the probability of
being in state ρ1
i ⊗ ρ2i, and it has to be a real positive number. Two qubits
can be entangled in many different ways. Lots of research has been done to
quantify entanglement[HHHH09]. We can again make use of Pauli operators





(1+ a→ · σ→1 + b
→ · σ→2 + σ→1 · c↔ · σ→2), (2.7)
without given knowledge of whether it is a pure or mixed, entangled or sepa-
rable state. a→ and b
→
are three dimensional vectors and c↔ is a 3 × 3 dyadic.
σ→1 and σ
→
2 are the Pauli vector operators associated with each atom, while
we assume that both atoms are in the j = 1/2 state. a→, b
→
and c↔ altogether
define the two-qubit state, which is spanned in the (4 × 4 =)16 dimensional
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Criteria Type of state
tr{ρ122} = 1 Pure state
tr{ρ122} < 1 Mixed state
ρ12
T2 ≥ 0 Separable state
ρ12
T2 < 0 Entangled state
Table 2.2: Criteria on classifying a two-qubit state. The partial transpose operator T2
corresponds to transposition of indices refering to the second subsystem [HHHH09].
A density operator being positive means all of its eigenvalues are positive.
Hilbert space. a→, b
→
and c↔may be jointly restricted such that the overall state
ρ12 is physical.
One may take partial trace of ρ12 to extract information about each atom
individually, e.g. ρ2 = tr1{ρ12}. Table 2.2 summarizes a few criteria that can
suggest some characters of the state.
SECTION 2.2
Atom-photon interaction
A single photon being scattered by a trapped atom is not as simple as a ping-
pong ball hitting onto a big polished rigid ball. In the case of two classical
objects colliding, Newtonian mechanics well describes the trajectory of motion
[LL76]. As photon and atom are treated quantum mechanically, the interac-
tion between them is much more involved. We treat the atom approximately
as dipole, and the interaction is via the electromagnetic field of the light
[CTDRG89]. The atom itself can be in a superposition of different quantum
states with the same energy level.
We assume the scatterer atom can be driven in a closed transition loop
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between its ground state and an excited state. The angular momentum of the
ground state is j, while it is j′ is for the excited state. The dipole selection
rules restrict the scattering to j′ = j or j±1. In this section, we first focus on
the particular transition from the initial state |j, m〉, to an intermediate state
|j′, m′′〉, until it reaches the final state |j, m′〉 after the scattering. Figure 2.2
illustrates this process. Later on, we extend the study to any initial atomic
state ρ.
Figure 2.2: One complete scattering process consists of an absorption event (atom
goes from ground state |j, m〉 to excited state |j′, m′′〉), and an emission event (atom
de-excites from state |j′, m′′〉 to another degenerate ground state |j, m′〉).
The incident photon field is approximated by a plane wave, and it is de-
noted using the one-photon Fock state |k→, →〉. Similar notation |k→′, →′〉 is
used for the outgoing light field. k
→
is the wave vector, and → is the transverse
polarization vector, with → ⊥ k→. Refer to Figure 2.3 for a better visualiza-




As the polarization of light is coupled to the internal structure of the
atom, the scattering process is thus no longer as simple as scattering by clas-
sical point scatterers. Throughout this thesis, we make the following few
assumptions,
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Figure 2.3: The incident light field, with wave number k
→
and polarization →, is
scattered by a trapped atom which is modeled as a two-level system. The scattered
field propagates along k
→′ with a certain probability, and the outgoing polarization
can change to →′. |k→| = |k→′|, when the scattering is elastic.
1. all the scatterings are elastic, i.e. |k→| = |k→′| = k, and therefore recoil
and Doppler effects are not taken into account (this assumption is valid
when the coherence length of the atoms in momentum space is very
large, as compared to the momentum transfer due to the scattering, i.e.
|~∆kx|  ~δx , along x direction for example, such that the effect of recoil
is considered negligible)†;
2. the external atomic degrees of freedom are classical, and the atom is
pinned at a fixed position (this could be achieved experimentally by trap-
ping atoms in a tight harmonic trap in the Lamb-Dicke regime [JS81]);
3. in the case of many atoms, they are held far-apart such that all the
atom-atom interactions can be eliminated, but the atoms can still be in
an entangled state.
†However, the shift in atom’s momentum shall be taken into account when the spread of
momentum is not so broad, thus the scattering gives crucial which-way information (refer
to [GZB02] for a particular case), if one studies interference of the scattered light.
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2.2.1 Scattering amplitude and scattering probability
We can denote the atom-photon composite state as |ψat; ψph〉, therefore the
initial and final state before and after the scattering, as well as the interme-
diate state when the photon is absorbed, can be labelled using the following
parameters,
|ini〉 = |j,m; k→, → 〉,
|mid〉 = |j′,m′′; 0 〉,
|fin〉 = |j,m′; k→′, →′ 〉 . (2.8)




D ·→E , (2.9)
where
→
D is the atomic dipole vector operator, acting on the Hilbert space









is the reduced dipole vector operator . It only encodes the angular
part of R
→
, which written in spherical coordinates is R
→
= R (sin θ cosφ eˆx +







= sin θ cosφ eˆx + sin θ sinφ eˆy + cos θ eˆz. (2.11)
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The electric field operator
→














Only one term will be picked out, when it operates onto a single-photon state
later on. It will be the particular field mode, which matches with the wave
number k
→
and polarization →, of the photon we prepare. The field oscillator
strength Eω is proportional to ω1/2 [MM02]. We have made the assumption
that the light-field angular frequency ω stays resonant with the atom’s natural
transition frequency. ak and a
†
k are the annihilation and creation operators
for the field modes. r→ is the position vector of the atom.
The scattering process can be broken down into one photon absorption
process |ini〉 → |mid〉, followed by one photon emission process |mid〉 → |fin〉.
We may first find out the transition amplitudes for each process separately,
and then the overall scattering amplitude will follow. Applying Fermi’s Golden
Rule, the transition matrix element for the absorption process can be calcu-
lated as following
Aabs = 〈mid|Hint|ini〉, (2.13)
if we only keep the lowest order term of the evolution operator, and if we do
not take into account the emission-reabsorption contributions. If we combine
Eq. (2.9), Eq. (2.10) and Eq. (2.12), we may recognize that the term associate
with a†k will not contribute to Aabs in Eq. (2.13), as the corresponding matrix
element vanishes. Aabs can eventually be expressed in terms of d
→
and → as
Aabs = −C〈j′, m′′| → · d
→|j, m〉 eik
→· r→ . (2.14)
Here, C includes all the factors which do not enter the degrees of freedom that
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we are interested in. We treat C as constant in the remaining chapters, but
in principle C contains information about the radial part of the atomic wave
function. It also varies with light field strength, frequency, detuning, width of
the light pulse, etc.
The emission process is the reverse process of absorption, described by the
same interaction Hamiltonian Hint. It acts on the excited state |mid〉, and
brings it back down to ground state |fin〉, which may or may not be the same
as |ini〉. Similar to Eq. (2.14), we may find the emission transition amplitude
as
Aemi = −C∗〈j, m′| →′∗ · d
→|j′, m′′〉 e−ik
→′· r→. (2.15)
The modifications are, we now have →′ and k
→′, associated with the outgoing
light field, replacing → and k
→
from Eq. (2.14). The complex conjugates C∗
and →′∗ are due to the remaining term in the electric field operator is now the
one containing a†k′′ .
Therefore, the product of Eq. (2.14) and Eq. (2.15) gives the overall scat-
tering amplitude. If we do not keep track of the intermediate state |mid〉,
calculating the overall scattering amplitude requires a summation over all the




|C|2 〈j, m′| →′∗ · d→|j′, m′′〉〈j′, m′′| → · d→|j, m〉 ei(k
→−k→′)· r→






m′′ |j′, m′′〉〈j′, m′′| = δJ,j′ is the projector projecting any state
onto the space spanned by the excited states |j′, m′′〉. This summation is a
coherent sum of all the possible scattering paths |ini〉 → |mid〉 → |fin〉. The
relative change of phase is ei∆k
→· r→, with ∆k
→
= k
→− k→′. At this stage, we may
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extract from Eq. (2.16) and define the transition operator T as
T = δJ,j ( 
→′∗ · d→) δJ,j′ ( → · d
→
) δJ,j , (2.17)
in which the ground state projector δJ,j on two ends ensures that T acts
only onto the ground state from both sides. This operator contains essential
information about how the transition from one ground state to another is
carried out. It has been used as building-block in [Mu¨l01, MM02, MML+07],
etc. The scattering amplitude (or transition amplitude) from pure state |j, m〉
to another pure state |j, m′〉 can be expressed neatly with T as
A(j, m, m′) = |C|2 〈j, m′|T |j, m〉 ei∆k
→· r→ . (2.18)
As we learned from wave mechanics, the scattering probability (or transition
probability) I is calculated as
I(j, m, m′) = |A|2 = |C|4 |〈j, m′|T |j, m〉|2
= A〈j, m′|T |j, m〉〈j, m|T †|j, m′〉 . (2.19)
Here, A is the overall pre-factor, which is not a focus of study. One can
recognize |j, m〉〈j, m| in the middle of Eq. (2.19) is the initial atomic state
density operator. As an extension to the previous discussions, we may also
prepare the atom in any other type of states, which is usually denoted as ρ in
general. Furthermore, if we do not specify the final state to be any particular
pure state, we shall sum I(j, m, m′) over all the m′ values. The scattering
cross section dσ/dΩ, which is a quantity we are often more interested in, after
discarding some irrelevant information about the incoming light, is obtained







〈j, m′|T ρT † |j, m′〉
= tr{ρ T †T}. (2.20)
Equation (2.20) is the basis of many studies later on, whenever we are given
the initial atomic state to be ρ, and our task is to find the scattering cross
section, without keeping track of the final atomic state after the scattering.
2.2.2 1/2 → 1/2 transition
In this section, we will take a simple example and find the scattering cross
section step by step. The simplest kind of transition could be the j = 1/2→
j′ = 1/2 transition, in which both ground and excited states are doubly de-
generate, as illustrated in Figure 2.4. Dipole selection rules allow all possible
transitions in this situation, as the change in m value has to obey ∆m = 0 or
±1. Different polarizations of the photons will drive different kinds of transi-
tions. Since the atomic state |j, m〉 is an eigenstate of Jz, the z component of
the angular momentum vector operator J
→
associated with the ground state,
we can choose eˆz as the atomic quantization axis. In this case, a linearly po-
larized photon with → = eˆz will drive ∆m = 0 transitions; whereas circularly
polarized photons with → = σ+ or σ− will drive the ∆m = 1 or −1 transitions.
A polarized photon can be scattered to different polarization channels with
different probabilities. This is governed by the Clebsh-Gordan coefficients (C-
G coefficient) [Edm57]. The process of absorbing a photon with the atom
going from its ground state to the excited state involves the addition of an-
gular momenta J
→
ground = 1/2 and J
→
photon = 1 to get the resultant angular
momentum J
→
excited = 1/2. For example, at a particular instance, the atom
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Figure 2.4: How light polarization couples to atomic Zeeman degrees of freedom,
for a 1/2 → 1/2 transition (doubly-degenerate ground and excited states). Linearly
polarized light drives the ∆m = 0 transitions, while circularly polarized light drives
the ∆m = ±1 transitions.
is excited to |j′ = 1/2, m′′ = −1/2〉 state, it has 1/3 chance to decay to
|j = 1/2, m′ = −1/2〉, with emission of an →′ = eˆz photon, and 2/3 chance
to end up in |j = 1/2, m′ = 1/2〉, while the outgoing photon has σ+ polariza-
tion. If the absorption and emission processes take exactly the same path, i.e.
m = m′, regardless of the intermediate state, this process is called Rayleigh
scattering ; otherwise, if m 6= m′, it is called (degenerate) Raman scattering.
One example of each kind is illustrated in Figure 2.5. One cannot differentiate
the final state from the initial state, if an atom undergoes Rayleigh scatter-
ing, starting from a pure state; whereas when Raman scattering happens, the
photon leaves a “footprint” on the atom.
To find the transition amplitude of the |1/2, m〉 → |1/2, m′〉 transition,
we shall make use of Eq. (2.18) together with Eq. (2.17), but we first need to
identify the correct description for the dipole operator in this particular case.
As both the ground state and the excited state lie in a two-dimensional space,
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Figure 2.5: A. Rayleigh elastic scattering: the atom starts and ends with the same
internal state through a scattering process; B. (degenerate) Raman scattering: the
atom changes its internal state after the scattering.
we naturally may think of making use of Pauli matrices. As a matter a fact,
〈j′, m′′| → · σ→ |j, m〉 ∝ 〈j′, m′′| → · d→1/2 |j, m〉 (2.21)
is valid mathematically. Therefore, we can replace d
→
1/2 by σ
→, subjected to a
normalization factor. Equation (2.21) can be verified using a few examples,
as shown in Table 2.3. We can see the agreement, and we can even conclude
that the proportionality factor is −√1/3.
However, we shall take note that Eq. (2.21) is only applicable for j =
1/2 → j′ = 1/2 transitions. So now we can express the scattering amplitude
as
A(m, m′, →, →′) ∝ 〈1/2, m′| ( →′∗ · σ→) δJ,j′ ( → · σ→) |1/2, m〉 ei∆k
→· r→, (2.22)
for any transition between two pure states. We may also write the scattering
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Example 1 → = eˆz
m m′′ 〈j′, m′′||1, 0〉|j,m〉 〈j′, m′′|σz|j, m〉
1/2 1/2 −√1/3 1
1/2 −1/2 0 0
−1/2 1/2 0 0
−1/2 −1/2 √1/3 −1
Example 2 → = eˆ+ = −(eˆx + ieˆy)/
√
2
m m′′ 〈j′, m′′||1, +1〉|j,m〉 −〈j′, m′′|σx + iσy|j, m〉
1/2 1/2 0 0
1/2 −1/2 0 0
−1/2 1/2 √2/3 −√2
−1/2 −1/2 0 0
Table 2.3: Checking whether the dipole vector operator for 1/2→ 1/2 transition can
be replaced by the Pauli vector operator: → = eˆz and 
→ = eˆ+ cases.
intensity as
I(m, m′, →, →′) ∝ |A(m, m′, →, →′)|2
∝ |〈1/2, m′| ( →′∗ · σ→) δJ,j′ ( → · σ→) |1/2,m〉|2 , (2.23)
if we know the scattering starts with atom being in the |1/2, m〉 state and
ends in the |1/2, m′〉 state.







(|m = −1/2〉〈m = −1/2|+ |m = 1/2〉〈m = 1/2|), (2.24)
with half chance of being in the |m = −1/2〉 state and another half in the
|m = 1/2〉 state. The transitions that start from each component should be
summed up incoherently, i.e. we sum the transition probabilities. Besides, if
we don’t take into account in which ground state the atom ends, we shall sum
over all possible m′ values, to get the total transition probability of absorbing
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an → polarized photon, and emitting an →′ polarized photon.





|〈1/2, m′|( →′∗ · σ→)( → · σ→)|1/2,m〉|2 (2.25)
describes the above mentioned procedure, and 〈...〉 indicates that 〈I〉 is an
averaged quantity. There are four terms in this summation, as we can find
four (m, m′) pairs: (-1/2, -1/2), (-1/2, 1/2), (1/2, -1/2), and (1/2, 1/2). It
won’t take too much effort to find that Eq. (2.25) leads to
〈I〉( →, →′) ∝ | → · →′∗|2 − | → · →′|2 + 1 , (2.26)
which agrees with results derived in C. Mu¨ller’s PhD thesis [Mu¨l01] on the
scattering cross section dσ/dΩ for an atom in a completely mixed state. The
scattering cross section is proportional to the scattered light intensity,
dσ
dΩ
∝ 〈I〉( →, →′) , (2.27)
and the proportionality factor depends on the incident light intensity and the
coupling strength of the atomic transition.
Remark : So far we have introduced a few related concepts: “transi-
tion probability”, “scattered light intensity I”, and “scattering cross section
dσ/dΩ”. They represent different physical quantities, but they are propor-
tional to each other. The missing normalization factors are not crucial in the
present context. Each of these quantities may appear in different contexts,
but without special mention, they are interchangeable in many equations.
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2.2.3 j → j′ transition
If the two atomic states that we are considering have arbitrary degeneracies,
i.e. 2j + 1 for the ground state, and 2j′ + 1 for the excited state, it is then
not trivial to characterize the transition operator T . We may start by what
we derived in Section 2.2.1 — expressing T in terms of the reduced dipole
operator d
→
in the most general way as
T ∝ δJ,j ( →′∗ · d
→
) δJ,j′ ( 
→ · d→) δJ,j , (2.28)
in accordance with Eq. (2.17). T will be well-defined as long as we know how
to express d
→
. One may try to make use of the ground state angular momentum
operator J , and angular momentum vector operator J
→
, as well as the ladder
operators A, B, A†, and B†, to express the dipole operator. It can be done by
relating them to C-G coefficients, when they operate on a particular internal
state. To have a better understanding of what these operators do to a quantum
state, we shall list them down here. First of all, we know the internal state
|j, m〉 is an eigenstate of operator J and Jz — the z component of J
→
– with
eigenvalues j and m, as follows [Eng06b]
J |j, m〉 = |j, m〉 j ,
Jz |j, m〉 = |j, m〉m. (2.29)
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Each component of J
→
and J can be written equivalently using two independent



















with [A, A†] = 1 and [B, B†] = 1. Ladder operators act on a number state in
the following manner [Eng06a],
A† |na, nb〉 = |na + 1, nb〉
√
na + 1 ,
B† |na, nb〉 = |na, nb + 1〉
√
nb + 1 , (2.32)
in the case of creation operators. Annihilation operators A and B, in contrast,
will lower the number states as
A |na, nb〉 = |na − 1, nb〉√na ,
B |na, nb〉 = |na, nb − 1〉√nb . (2.33)
|j, m〉 and |na, nb〉 span the same Hilbert space, so one can relate the two sets








(na − nb) . (2.34)
The detailed derivation on expression of d
→
is presented in Appendix A.
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The functions u(J) and v(J) can be derived to be
u(J) =
1√

















−( →′∗ · J→) ( → · J→) + (J + 1)2( →′∗ · →)− i(J + 1)( →′∗ × →) · J→
]
for j′ = j + 1 ,
• T = δJ,j δj,j′ v(J)2
[
( →′∗ · J→) ( → · J→)
]
for j′ = j ,
• T = δJ,j δj−1,j′ u(J)2
[
−( →′∗ · J→) ( → · J→) + J2( →′∗ · →) + iJ( →′∗ × →) · J→
]
for j′ = j − 1 .
This result is applicable to any value of j and j′. Up to here, we have managed
to express T in terms of ground-state angular-momentum operator J
→
. The
dimension and structure of J
→
will be determined by the value of j, e.g. as
mentioned in Section 2.2.2, J
→ ∝ σ→ when j = 1/2, and the simplest case is
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J
→
= 0 when j = 0. We shall take note that T = 0 in the case of j = j′ = 0,
as v(J) is not properly defined here.
Therefore, if we have full knowledge about the initial state of the atom,
we will be able to find out the scattering cross section in the following way
dσ
dΩ
∝ tr{ρT †T} , (2.38)
with ρ being the density operator of the atomic state. Again, we may take





as an example, and the results will be needed in future studies, especially
in Chapter 4. To evaluate Eq. (2.38) with the given ρ, we will come across
finding the trace of as most as four scalar products containing J
→
. The detailed
calculation can be found in Appendix B. Here, we will just summarize the
result in tables. The scattering cross section before normalization always
depends on → and →′ with the following pattern
dσ
dΩ
∝ N(j) (v1(j) | → · →′∗|2 + v2(j) | → · →′|2 + v3(j)) . (2.40)
N(j), v1(j), v2(j) and v3(j) are polynomials of j, and they vary according to
the type of transitions, as illustrated in Table 2.4. One has to remember that
these results are only applicable to isotropic initial atomic states. A similar
derivation has been done in [Mu¨l01], with a different approach. By comparing
the coefficients of similar terms in Eq. (2.40) and in [Mu¨l01], we can also figure
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2 + 17j + 10 2j2 + 2j + 1 (6j + 1)(j − 1)
v2(j) −4j(j + 2) 2j2 + 2j − 4 −4(j + 1)(j − 1)
v3(j) j(6j + 7) 2j
2 + 2j + 1 (6j − 1)(j + 1)
Table 2.4: Coefficients describing the single atom scattering cross section, for any
type of j → j′ transition. Refer to Eq. (2.40).
out the correct normalization factors, which are
α(j) =

A 12j+1 (j′ = j + 1)
A 12j+1 (j′ = j)
A (j+1)2
j2(2j+1)
(j′ = j − 1) .
(2.41)
A is inherited from Eq. (2.19), and it is comprised of all the j-independent






v1(j) | → · →′∗|2 + v2(j) | → · →′|2 + v3(j)
)
. (2.42)
We may read from Eq. (2.42) that, only the inner product of the incoming and
outgoing light polarization enters the characterization of scattering pattern.
In the special case of linear polarization, i.e. when all the components of →
and →′ are real numbers, we have | → · →′∗|2 = | → · →′|2, and Eq. (2.42) will be






(v1(j) + v2(j)) | → · →′|2 + v3(j)
]
. (2.43)





Quantum computation, in order to deliver desired results, has to start in
some specific states which should be prepared with sufficient precision. With
plenty of quantum states constructed in the desired way, one can then perform
quantum protocols, e.g. state teleportation, or quantum key distribution.
The probability of success in quantum communication largely depends on
how close the state we prepare in laboratory is to the desired state. Quantum
state tomography is about verifying the integrity of the source which generates
these quantum states, or to infer the composition of an unknown state from
measurement results [Teo12].
The measurements are usually performed repeatedly on a set of quantum
systems (two-level trapped atoms, in our case), which are prepared identically.
There can be a few different outcomes of the measurement, with different
probabilities. The statistics of measurement results should contain informa-
tion about the quantum state, fully or partially. One often implements a set of
measurements, each one described by a positive operator Πi, that compose a
probability operator measurement (POM). Such a process, using a set of prop-
erly chosen measurements to infer the composition of an unknown quantum
state, is called quantum state estimation. It has been extensively studied over
the past many years (refer to [PRˇ04] for an overview).
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The work which will be discussed in this chapter, is mainly to figure out
the possibility of conducting tomography within the context of light scattering
by cold atoms. Quantum states are encoded in energy levels of cold atoms, as
described in Section 2.1; and the most straightforward measurement, making
use of light, is to detect the scattered light intensity. The tasks can be achieved
in two steps,
• to show if the scattering pattern contains all the information needed for
characterizing the unknown quantum state;
• if it does, what will be the best set of measurements which has the
highest detection efficiency, or to say, which requires the fewest copies
of identical quantum states, to deduce the characterizing parameters
about the state with highest accuracy.
Our study will focus on the simplest quantum systems — one-qubit (Sec-
tion 3.2) and two-qubit (Section 3.3) systems. It requires further study to
generalize the main results to higher-dimensional systems. To explore a more
realistic experimental setup in the laboratory, Section 3.4 is dedicated to an
in-depth study of an oversimplified case with a two-qubit system. So far, there
isn’t any literature showing a similar approach to experimental tomography,
but there are quite a few proposals and experiments related to tomography
on other types of quantum states [RˇHH+03, RP05, HHR+05], in a different
context.
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SECTION 3.2
One-qubit tomography
3.2.1 A general proof
As introduced in 2.1.1, we can represent any one-qubit state by a three-
dimensional Bloch vector a→. A state will be fully characterized if we know
every component of a→. Suppose the laboratory can prepare many uncor-
related identical one-qubit states, encoded in one of the doubly degenerate
atomic states of trapped atoms, with angular momentum being j = 1/2, we
can retrieve information about this state by collecting statistics of many mea-




(1+ a→ · σ→), (3.1)
which is rewriting Eq. (2.3). It is a trace-one density operator, and we assume
we don’t have any prior knowledge about a→ before the measurements. As
briefly mentioned in Section 3.1, the “measurement” which we are going to
use for retrieving the values of a→, is by sending single photons to the atomic
system, and collecting scattered photons at a specific angle. In this way we can
characterize the scattering cross section, which is associated with the atomic
internal state, as we’ve already explored in Section 2.2. We may need more
than one detection settings, to fully retrieve information about a→, but the first
important question we shall ask is: Is it after all possible to fully characterize
the atomic state, solely by detecting the scattering intensity? We shall find
out what parameters we are allowed to play with.
We can make use of the frame set up in Figure 2.3, namely incoming
photon being in the state |k→, →〉, and the outgoing one in the state |k→′, →′〉,
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or to say, we only detect photons which are scattered along k
→′ direction, with
polarization →′. If we make use of the ρ defined in Eq. (3.1) to work out the
trace in Eq. (2.38), we can easily find the scattering cross section as
dσ
dΩ1qubit
∝ | → · →′∗|2 − | → · →′|2 + 1
− [2 Im ( →′ · →∗)( →′∗ × →) + i( →′∗ × →)× ( →′ × →∗)] · a→ , (3.2)
written in terms of a→ and the polarization vectors. “Im” denotes the imag-
inary part of a vector. From Eq. (2.38) to Eq. (3.2), we may need to apply
identities about trace of angular momentum operator mentioned in Eq. (B.15).
It seemingly only depends on the combination of scalar and cross products of
the polarization vectors, but since the polarization vectors are transverse for
light waves ( → ⊥ k→), Eq. (3.2) will be indirectly affected by choices k→ and k→′,
or to say, by the direction of light propagation.
dσ/dΩ1qubit changes with a
→ in a simple way, that each component of a→
can be extracted directly by choosing carefully the combination of → and
→′. Suppose we randomly choose a pair of { →, →′}, after working out the
vector operations in Eq. (3.2), dσ/dΩ1qubit can always be written as a linear
combination of ax, ay, and az in the following manner
dσ
dΩ
( →, →′) ∝ c0( →, →′) + c1( →, →′) ax + c2( →, →′) ay + c3( →, →′) az . (3.3)
Therefore, as long as we can form three linearly independent equations like
Eq. (3.3), with three sets of well-chosen { →, →′}, ax, ay, and az should be
uniquely determined by solving the corresponding linear equation system, if
the matrix formed by the coefficients c1, c2, c3 is invertible. We shall verify
this with a convenient parametrization of → and →′.
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We may start by fixing the propagation directions, which usually is the
hardest to adjust in an experiment. At the same time, we lose some degrees of
freedom that we can play with. If we can show the system is tomographically
complete with fewer number of free parameters, the statement will still hold
when we allow more parameters to be chosen freely. The particular case we
have studied is — the incoming photon propagates along eˆz, and the detection
is along eˆy. There is no particular reason to choose these two directions (they
are perpendicular to each other), but they are just some convenient choices.
We also know that we do not want to collect photons in the forward direction,
as photons can pass through without being scattered, so the scattering cross




→′ and →′ as
k
→

















in which four new parameters α, β, α′ and β′ are introduced, for parametrizing
the polarization vectors. All these four parameters can take values in the range
of [0, 2pi]. The inner product of k
→
and → (also k
→′ and →′) is zero, due to the
orthogonality of transverse polarization. One may visualize the setup with
the help of Figure 3.1. With the new criteria entering the picture, we can
proceed from Eq. (3.2), by substituting → and →′ with what have been defined
34 Chapter 3. Tomography
Figure 3.1: A special setup for one-qubit tomography. Light enters from z direction,
and detection is along the y direction.
in Eq. (3.4). The result can be written in a compact form,
dσ
dΩ eˆz→eˆy
∝ 1 +→U(α, β, α′, β′) · a→ , (3.5)
where the coefficient vector
→
U contains the coefficients of each component of
a→, in the following way
→
U(α, β, α′, β′) =

− sin 2α sin 2α′ cosβ sinβ′
cos 2α sin 2α′ sinβ′
− sin 2α sinβ
 . (3.6)
For each measurement setting { →, →′}, we can work out a corresponding
→
U(α, β, α′, β′). As we discussed earlier on, we need at least three indepen-
dent measurements, distinguished by { →i, →′i} (i = 1, 2, 3), to solve for the
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with each measurement’s scattering intensity on the left hand side of the
equation, listed in a column vector, and the right hand side is the scattering
cross section, scaled by a common factor, and this factor shall be found out by
one extra measurement for calibration purposes. However, all the information
we need for determining a→ is contained in the coefficient matrix
↔
M , which is



























The solution will not depend on the calibration constant. As long as
↔
M is
scaled with respect to identity matrix 1
↔
, it uniquely suggests the value of a→,
if the following criteria is met
det{↔M} 6= 0 . (3.9)
In other words, the coefficient matrix should be non-singular. As long as we
can find one particular set of measurements such that Eq. (3.9) is fulfilled, we
may conclude it is informationally complete.
There are in total 12 parameters (4 from each measurement) that we can
choose freely. It is not difficult to satisfy det{↔M} 6= 0 if we randomly assign
a value to each parameter. The following is one example,



































































α′3 = 0 , β
′













U2 = eˆy, and
→







 , det{↔M} = 1 . (3.13)
All the
→
U vectors have equal length, and they are orthogonal to each other.
The extra calibration measurement can use one simple parameter settings,
which yield an a→ independent equation, such as







α′0 = 0 , β
′








and the I0 = const. calculated based on this set of parameters will tell us the
normalization factor in Eq. (3.7).
Up to here, we have demonstrated with a specific example, that there is
at least one set of measurements allowing us to perform full tomography on
one-qubit quantum system. Next section will discuss how to select the best set
of measurements out of very many possible ones, which all give an invertible
↔
M matrix. It is done at a quantitative level, and by the end of next section,
readers may realize the example we mentioned above is one of the “best”
measurement sets.
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3.2.2 Optimization of measurement
Since there is not just one single set of measurements which we can implement,
some choices may show advantages over the others. For example, it is clearly
not a good set, if one of the detectors sits at a dark spot, with nearly zero
photons collected. It will introduce large error in the measurement result. We
thus need a quantitative measure for the effectiveness of a detection scheme.
It turns out that the absolute value of det{↔M} can be a good gauge. The
absolute value of det{↔M} also represents the volume that the three coefficient
vectors enclose, as we know













U3 are as perpendicular to each other as possible, so that
the enclosed volume is a cube-like shape, which is usually bigger than a
thin slide or a stick, with simlar length scale of
→
U1,2,3,
2. it can also happen that one or some of
→
U1,2,3 have a large magnitude,
but the angle between them is small.
Case 2 is what we DO NOT wish to happen. It translates to experiment as
— some of the measurements collect a strong signal, but they use very similar







U3 are not as “linearly independent” as Case 1. We
shall post-select the optimum set of measurements in case it falls into the bad
category.
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A systematic way of finding the optimum set of measurements, by varying
12 free parameters, is to use numerical methods, such as the steepest-ascend
method. The main idea is to adjust the parameters in small steps, according
to the gradient of the function, so as to achieve a greater value after each
iteration. This method allows one to find the local maxima, nearest to the
starting point. The procedures can be briefly summarized in the following
several steps. ∗
1. Randomly select initial parameters, and store them in the parameter list
p→1 = {α1, β1, ... α′3, β′3}. Calculate the starting value of det{
↔
M}, which
is determined by all the parameters from the list p→1, or we can denote
it as det{↔M} = f(p→1) .
2. For each p→i, find the local gradient of f , with respect to each pa-

















3. With a chosen step size  (usually as small as possible), find the suitable
increment of the parameter list δp→i =  g
→
i, such that the next set of




i. The improved f can
then be calculated as f(p→i+1) .
4. Check if the value of f is converging, by comparing δfi = f(p
→
i+1)−f(p→i)
with a very small number EPS. If it goes below EPS, we can stop the
iteration, and return the last f value, which is the maximum value of
det{↔M}; otherwise, go back to step 2, and repeat 2-3.
5. Whenever a local maximum is found, go back to step 1, and repeat step
1-4 with a different randomized set of p→1, such that the overall maximum
∗Here, we are actually maximizing det{↔M} instead of |det{↔M}|, to reduce the complexity
of the problem. They are equivalent, for the concern of finding the optimum value.
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will be closer to the global maximum after many iterations.
Figure 3.2: Maximization of the determinant of the
↔
M matrix, over 12 free parame-
ters which are associated with the incoming and outgoing photon polarization. Each
plot corresponds to a different initial condition.  = 0.1 and EPS= 0.000001.
Figure 3.2 illustrates how the maximum value of det{↔M} is reached, with
several different initial conditions, using the steepest-ascent method. They
reach an agreeable maximum value of unity, and the set of parameters which
gives the maximum is not unique either. This leads us to think whether it
is possible to achieve the same maximum by restricting the values of a few
parameters? If so, we can greatly simplify the scheme further. The answer is
yes.
Numerical optimization has been tested on 4-parameter (vary only two in-
coming polarizations), and 2-parameter (vary only the phase of two of the in-
coming polarizations) systems. In both cases, the maximum value of det{↔M}
is 1. We will list a set of results on the 2-parameter maximization.
3.2. One-qubit tomography 41
Constraints on polarization vectors


















2 (1, 0, i)
Maximization outcome
β2 β3 |β2 − β3|
# 1 −0.225794pi 1.27357pi 1.499364pi
# 2 −0.104357pi 1.39508pi 1.499437pi
# 3 1.19386pi −0.305555pi 1.499415pi
# 4 1.03482pi 0.535392pi 0.499428pi
# 5 2.07454pi 1.57510pi 0.499440pi
# 6 0.947914pi 0.448433pi 0.499481pi
# 7 0.910634pi 0.411631pi 0.499003pi
The list gives a few examples of possible pairs of free parameters, all of which
result in det{↔M} = 1. We may easily double-check the validity of these
numerical outcomes by comparing them with the analytical solution. The set
of chosen polarization vectors will result the
→
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− cosβ2 0 − sinβ2
− cosβ3 0 − sinβ3
 . (3.17)
The determinant function that we are maximizing is
f(β2, β3) = det{
↔
M} = cosβ3 sinβ2 − cosβ2 sinβ3 = sin(β2 − β3) . (3.18)
Its absolute value reaches the maximum 1 when |β2−β3| = pi2 or 32pi. This re-
sult agrees with the numerical outcomes, within considerably small systematic
error.
As we notice, the maximum value of det{↔M} always reaches 1 after go-
ing through the numerical optimization, regardless of the initial conditions,
and the number of free parameters. What we have confirmed is, there is
not a unique set of “best” measurements, but rather many different parame-
ter settings can be equally good in terms of detection efficiency. Since a full
12-parameter optimization gives the same outcome as a 2-parameter optimiza-
tion, we will prefer the simpler regime. The following section will explore the
possibility of performing tomography by discarding information about polar-
ization, rather than restricting propagation directions.
3.2.3 Tracing out the scattered photon polarization
As we discussed in the previous section, full tomography with optimum mea-
surement can be achieved by varying only two parameters in the incoming
light polarization. We may wonder, whether the nice property still holds if
we do not specify the scattered-photon’s polarization at all. If it works, the
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experimental setup can be further simplified, as we no longer need to select
polarization along the scattered path; on the other hand, the photon count
can be dramatically increased, as all the photons which are scattered into the
desired angle will be detected, regardless of their polarization.
To find out the scattering cross section in this new scenario, we will need
to sum Eq. (3.2) over all the possible transverse polarization vectors →′. This




→′∗ →′ = 1 − nˆ′nˆ′, this leads us to describe the scattering cross
section using the scattered light propagation direction nˆ′ instead of →′. Thus,






∝ 2 + →W ( →, nˆ′) · ~a , (3.19)
with
→
W ( →, nˆ′) = Im
[
3( →× →∗) + 2( →∗ · nˆ′)(nˆ′ × →)− ( →× →∗) · nˆ′nˆ′ ] . (3.20)
The measurement setup associated with Eq. (3.19) is shown in Figure 3.3. It
differs from Figure 3.1 in terms of the scattering angle and characterization
of the outgoing photon.
In different cases of incoming-photon polarization, Eq. (3.19) will show
very different structures. If → is linear, each entry of → will be a real number.
Therefore,
→





∝ 1 , (3.21)
or to say, after summing over the outgoing polarization, the scattering cross
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Figure 3.3: Another way of performing one-qubit tomography. The scattered light
polarization is not traced out, and the detector can be placed along any convenient
direction nˆ′.
section neither depends on the atomic state, nor on the incoming polariza-
tion. In this case, we cannot obtain any information about ρ based on the
scattering pattern, thus we will not be able to perform tomography using
linearly polarized incoming light. This absurd behavior could be specific to
j = 1/2 → j′ = 1/2 transitions, as we will soon discover in Section 4.5 some
other interesting features when linearly polarized light interacts with doubly
degenerate atoms.






∝ 2 (1− i ( →× →∗) · a→) = 2 (1± nˆ · a→) . (3.22)
nˆ is the unit vector along the incoming light propagation direction. We can
notice that the a→ dependence still remains, therefore the scattering pattern
contains information about the atomic state; on the other hand, nˆ′ is no longer
present, under the assumption of elliptical incoming polarization. In this case,
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we will obtain an isotropic scattering pattern, with no contrast along different
scattering directions. This simplification can be reflected in an experiment
as more robust and easy-to-control setup, since the position of the detector
is no longer crucial, and we can conveniently select three directions for nˆ, to
retrieve each component of a→ in the laboratory frame.
Therefore, in the new detection scheme, by detecting scattered photons
along arbitrary directions and discarding information about outgoing photon
polarization, we can perform equally good, or even better, state tomography
on the initial one-qubit atomic state. Whether or not it is still applicable to
a two-qubit system, we shall find it out in Section 3.3.
SECTION 3.3
Two-qubit tomography
3.3.1 Scattering cross section for a two-atom system
Following the last section, we can take a step further — to examine the pos-
sibility of doing tomography on a two-atom system, using light scattering
method. The scale of the system will be increased exponentially as we add
more qubit. We have discussed in Section 2.1, that the most general way to




(1+ a→ · σ→1 + b
→ · σ→2 + σ→1 · c↔ · σ→2). (3.23)
Here, the unknown parameters to be determined through tomography are:
two 3-dimensional vectors a→ and b
→
, and one rank-3 dyadic c↔. That involves
3 + 3 + 9 = 15 real numbers, hence we need at least 15 measurements to
retrieve the values of them, if that is ever possible.
Similar to the procedure we have gone through for the one-qubit case,
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we shall first find out how the scattering pattern varies with atomic state.
To achieve this, we need to give the correct way of describing one photon
interacting with a two-atom system. Due to the wave behavior of the photon,
it can choose two indistinguishable paths - either being scattered by the first
atom, or by the second atom. A phase difference will arise from the difference
in travel distance, which depends on the relative position of the atoms and
the trajectory of the photon. Figure 3.4 illustrates this process. To calculate
Figure 3.4: Polarized light scattered by a two-qubit atomic system. The two scat-
tering paths interfere with each other, and the scattering amplitudes are summed
coherently.
the scattering cross section, Eq. (2.38) still applies, with modification on the
atomic statistical operator and transition operator. The transition operator
for two-atom scattering is
T12 = T1 e
i∆k
→· r→1 + T2 ei∆k
→· r→2 , (3.24)
with T1,2 ∝ ( →′∗ · σ→1,2) (σ→1,2 · →) describing the scattering by each single atom,
and r→1,2 are the position vectors for atom 1 and 2 respectively. With the essen-
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tial elements set up, we can then apply Eq. (2.20), to relate to the scattering
cross section. The result shows,
dσ
dΩ2qubit
∝ tr{ρ12 T †12 T12}
= Q0( 
→, →′, θ) +
→
Q1( 
→, →′, θ) · (a→+ b→) +→Q2( →, →′, θ) · (a→− b
→
)
+ ( →× →′∗) · ( c↔+ c↔T ) · ( →∗ × →′) cos θ
+ ( →× →′∗) · ( c↔− c↔T ) · ( →∗ × →′) i sin θ , (3.25)
where the new parameter θ is writing θ = ∆k
→ · (r→1− r→2) = ∆k





Q2 are functions of 
→, →′, θ, listed as below
Q0( 
→, →′, θ) = 2
[| → · →′∗|2 (1 + cos θ)− | → · →′|2 + 1] , (3.26)
→
Q1( 
→, →′, θ) = 2 Im
(




→, →′, θ) = 2Re
(
( → · →′∗)( →∗ × →′)) sin θ . (3.28)




independently, so there is a possibility that we can find a unique set for all the
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Eq. (3.29) differs from Eq. (3.7) just by its dimension, and the non-uniform
constant term. We may again use the determinant of the 15 × 15 coefficient
matrix
↔
M2qubit, as a criteria on judging how feasible one can perform full to-
mography. By choosing 15 sets of ( →, →′, θ), we can form a particular
↔
M2qubit,
and check its numerical value. Due to the large parameter space, we haven’t
found an analytical proof showing that det{↔M2qubit} has at least one non-
zero value; however, it is not difficult to construct an
↔
M2qubit with non-zero
determinant, by randomizing all the parameters within their valid range of
values. Therefore, we can draw the conclusion: it is also possible to perform
full tomography on two-qubit system, by scattering light off pairs of atoms.
3.3.2 The (theoretically) optimum measurement
To find a set of measurements which gives non-zero |det{↔M2qubit}| is not diffi-
cult, but it is unclear how to identify a set of experiment-friendly parameters,
which suggests relatively large |det{↔M2qubit}|. Here, we again rely on the value
of |det{↔M2qubit}| as a good gauge telling us how efficient the corresponding
set of measurements are. By choosing a set of ( →, →′, θ), we will get a unique
scattering pattern. If we allow full freedom on choosing the measurement set-
tings, each polarization vector is characterized by 3 real numbers, thus each




It is worth checking if full tomography can still be achieved by fixing some
of the parameters, similar to what has been done for the one-qubit case. We
can start by fixing incoming and outgoing light directions, as well as θ, which
is indirectly related to the angle between ∆k
→
and ∆r→. The particular choice
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we have made is
nˆ = eˆz
nˆ′ = eˆy
θ = pi/4, (3.30)
as illustrated in Figure 3.5. In this way, the number of parameters associated
Figure 3.5: One special possible setup for two-qubit tomography. Light enters along
the z axis, and is detected along the y axis. θ = ∆k
→ ·∆r→ is fixed at pi/4.
with each measurement is reduced to four, and the parametrization in Eq. (3.4)
still applies. There isn’t any particular reason to set θ to be pi/4, but we know
θ = 0 or θ = pi/2 is not a good choice, as one of the c↔ dependent terms in
Eq. (3.25) will vanish, which will forbid full tomography to happen. → and →′
can be parametrized in the same manner as shown in Eq. (3.4), thus we can
again implement numerical method to maximize the value of |det{↔M2qubit}|,
by varying 15 sets of α, β, α′, and β′.
The algorithm of maximization (Steepest Ascend) is similar to what has
been done for one-qubit tomography, except for the step when taking the par-
tial derivative of det{↔M2qubit} with respect to each free parameter. The reason
is, due to the large scale of the system, we cannot reach a compact analytical
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form of det{↔M2qubit}, therefore we cannot directly calculate the derivatives,
but we have to do it numerically. By evaluating the values det{↔M2qubit}
around the point of interest, we can extrapolate an approximated gradient,
as long as we set a reasonably small step size. With a set of randomly chosen
initial parameters, the value of det{↔M2qubit} can always converge to the same
maximum value. Figure 3.6 shows the maximization results of a few trials.
Figure 3.6: Maximization of the determinant of the 15 × 15 coefficient matrix, by
varying 60 free parameters associated with → and →′ for each set of measurements.
We again run into the same question — among the various sets of “best”
measurements, which one is the easiest to be implemented? The comparison
may not be trivial, as the parameter space has dimension of 60, but what we
can do is to repeat what has been done in Section 3.2.3 — to sum over →′,
and express Eq. (3.25) in terms of → and nˆ′, with the hope that the scattering
cross section will depend on a→, b
→
and c↔ in a simpler manner. The result can






∝ 4 + 2 → · (1− nˆ′nˆ′) · →∗ cos θ
+ 2 i ( →∗ × →) · (a→+ b→) + i ( →∗ × →) · (1+ nˆ′nˆ′) · (a→+ b→) cos θ
+
[
( → · nˆ′)(nˆ′ × →∗) + ( →∗ · nˆ′)(nˆ′ × →)] · (a→− b→) sin θ
− →∗ · ( c↔eiθ + c↔Te−iθ) · →+ 2 tr{ c↔} cos θ
− ( →× nˆ′) · ( c↔eiθ + c↔Te−iθ) · ( →∗ × nˆ′) . (3.31)
As we notice, the summation over outgoing polarization does not reduce
Eq. (3.25) to some easily recognizable form, but it forms the basis for next
section’s study.
At this stage, we can look into a few examples by varying several param-
eters, and have a general visualization of the spatial characteristics of the
scattering pattern. Figure 3.7 tabulates nine examples, with three choices of
initial atomic state ρ12, and three different distances between the two atoms.
The distance-to-center corresponds to the intensity of the scattered light at
each specific direction. We can conclude that, with all the other parameters
remain unchanged, a difference initial atomic state will result in a totally dif-
ferent scattering pattern. Also, the further away the two atoms are, the finer
structure will the scattering pattern possess. This is analogous to the double-
slit experiment. As we know, a more distant pair of slits will produce a more
squeezed interference pattern. On top of that, when φ — the angle between
the incident light path and ∆r→ — changes, the whole symmetry rotates as
well. So far we haven’t used a different incoming light’s polarization, but we
believe it will factor into the formation of scattering pattern as well.
If we take a step further forward constructing a realistic experimental
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Figure 3.7: A few visualizations of the two-atom scattering cross section’s spatial
pattern. Incoming light polarization is fixed to → = 12 (
√
2, 1 + i, 0). Along each row,
each plot corresponds to a chosen initial atomic state. From one row to the next, the
atom-to-atom distance is decreased, and the angle between the incident light path
and ∆r→ is changed too.
setup, ignoring scattered photon polarization is not sufficient, as up to here
we only discussed detecting photon from a specific well-defined angle nˆ′. The
photon count rate will be very low if the detector covers a very narrow scatter-
ing angle; however if we consider a relatively large detection area, Eq. (3.31)
no longer correctly describes scattering intensity. The large detector will not
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be able to resolve the fine structures in scattering pattern, but it may still con-
tain some information (hopefully all the information) about the initial atomic
state. To check this, we shall integrate Eq. (3.31) over a reasonable solid an-
gle around nˆ′, which corresponds to the detection area that a detector covers.
There is no harm in looking at a simpler case of atomic state, which is what
we shall proceed on in Section 3.4.
SECTION 3.4
A close-up study on a simple two-qubit state




(1 + x σ→1 · σ→2) , (3.32)
which has only one unknown parameter x. The criteria for ρx to be a physical
state is: −1 ≤ x ≤ 1/3. We know in the case of x = −1, it is one of the Bell
states, which is a maximally entangled state. Comparing with Eq. (3.23), we
know it is the special case of a→ = b
→
= 0, and c↔ = x1. The scattering pattern




∝ 4 + 2 (1− |nˆ′ · →|2) cos θ + 2x (1 + |nˆ′ · →|2) cos θ , (3.33)
which follows from Eq. (3.31). (dσ/dΩ)x changes with x linearly, therefore it
guarantees a one-to-one mapping from (dσ/dΩ)x to ρx.
However, it may be more convenient to use the ratio of the scattering cross
section along two different directions to infer the value of x, so that finding
a proper normalization factor can be avoided. The ratio, we can call it R,
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a1,2, b1,2 replace parts of Eq. (3.33) for simplicity,
a1,2 = 2 (1 + |nˆ′1,2 · →|2) cos θ ,
b1,2 = 4 + 2 (1− |nˆ′1,2 · →|2) cos θ . (3.35)
nˆ′1 and nˆ′2 are the two directions we would choose to place the detectors, but
the incoming light can be from the same source, with the same polarization,
for both of the measurements.
As we mentioned towards the end of Section 3.3, a more realistic consid-
eration would be integrating (dσ/dΩ)x over a small finite area. This results


















A dA [...] is a surface integral along the area A that a detector covers. In
order to correctly carry out the integration, closest to what an experiment
can realize, we shall make the following few assumptions
• The photon-sensitive area of the detector is in circular shape, and it is
flat, facing perpendicularly towards the scatterers;
• the two detectors are equally distant from the scatterers, such that inte-
grating over two equal areas can be translated into integrating over two
equal solid angles;
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• the opening of the solid angle is large, compared to the peak-to-peak dis-
tance in the speckle pattern, to have a reasonable probability of catching
a photon.
We can better visualize the geometry using Figure 3.8.
Figure 3.8: A realistic detection scheme: using the ratio of scattering cross section
along two different scattering directions to infer the unknown parameter in the initial
atom state. The scattered light is collected over a small finite area.
The optimization on the new quantity R will now rely on very different
criteria. Since the goal is to better predict the value of x, we then hope R
changes with x as rapidly as possible, i.e. |∂R/∂x| as large as possible, so as
to reduce the error in estimated x. It is thus necessary to compare many pairs
of (nˆ′1, nˆ′2), and find the one which maximizes |∂R/∂x| at x = −1 or x = 1/3,
whichever is larger. We only need to consider the two end points along the R
vs x curve, as the gradient of it is also monotonically increasing or decreasing,
depending on the sign of a1 b2− a2 b1. The algorithm for finding the best pair
of detection directions can be summarized as
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1. Sample the sphere with roughly equally spaced points, labeled by spher-
ical coordinate (γ, δ). (Figure 3.9)
2. For every pair of points (γi, δi), (γj , δj), perform the surface integration
(numerical integration) on a1,2 and b1,2.
3. Check the gradient |∂R/∂x| = |a1 b2−a2 b1|
(a2 x+b2)2
at two boundary values —
x = −1 and x = 1/3. Pick the larger one, and store it with reference to
index (i, j).
4. Search for the particular pair of (ith, jth) sample points, which gives
the largest possible gradient. We regard this pair as the optimum pair
of detection directions. (If the desired optimum pair poses challenges in
experimental design, we will then look for the second best pair. )
Figure 3.9: An approximated way to locate equally spaced points on the surface of
a sphere. The polar angle γ is equally divided between 0 and pi, and the number of
azimuthal angle δ to take for each value of γ, is proportional to the perimeter of the
ring which corresponds to the same γ value.
Now we shall zoom into the scattering cross section equation Eq. (3.33),
3.4. A close-up study on a simple two-qubit state 57
and check what are the parameters that we shall specify, and what are the
ones that we can optimize over. It requires re-parametrizing nˆ′, → and θ. We
shall take note that changing nˆ′ results in change of θ. To adapt previous
conventions, we may again set the incoming light propagation direction as







 , nˆ′ =

sin γ cos δ
sin γ sin δ
cos γ
 , (3.37)
with nˆ′ conveniently expressed using spherical coordinate. θ = ∆k
→ · ∆r→ =
k(eˆz − nˆ′) ·∆r→ can be written more explicitly as
θ = q sinφ sin γ sin δ + q cosφ (cos γ − 1) , (3.38)
with new parameters q = k|∆r→|, and φ is the angle between ∆r→ and nˆ. There
is one more parameter which arises from the surface integration — the opening
solid angle that one detector covers. As we assumed it to be a cone shape, it
will be well-defined using the angle from the center of the cone to the edge,
and we may call it τ .
Hence, the quantity that we wish to optimize, |∂R/∂x|, is a function of α,
β, γ1,2, δ1,2, q, φ and τ , among which γ1,2 and δ1,2 are the free variables, if we
want the incoming light polarization and the relative orientation of the atom
pair remain the same, for each particular set of optimization measurements.
We also want to fix q at a reasonable value, which suggests a relative ratio
of the wavelength of the light and the distance between the two atoms. The
following few tables show the comparison between some similar measurement
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Comparison group 1: φ = pi4 , q = 60, τ =
pi
12



































Table 3.1: Optimization outcomes by varying the incoming light polarization →, and
fixing the other parameters.
settings.
Table 3.1 shows the optimization results by varying the incoming light
polarization, while the other parameters are kept as constant. Surpris-
ingly, we arrive at the same pair of optimum detection directions regard-
less of light polarization, which suggests that the result does not depend
on →. It may not be valid in general, but at least for the current set of
settings it appears so. The optimum pair of nˆ′1 and nˆ′2 written in Carte-
sian coordinate will be nˆ′1 = (−0.0583924, −0.704692, −0.707107), nˆ′2 =
(−0.0583924, 0.704692, 0.707107).
Table 3.2 emphasizes the effect of varying angle φ, which is the angle
between nˆ and ∆r→. It is interesting to notice that most of the optimum pairs
obey n1x = n2x, n1y = −n2y and n1z = −n2z, except for the case when φ = 0.
We may conjecture that there exists certain underlying symmetries. However,
it is difficult to suggest a proof analytically, since we don’t have an analytical
expression of the quantity that we are optimizing. If we put φ = −pi4 and
φ = pi4 side by side, we can tell their optimized results are very similar, only
with signs of n1y and n2y flipped. The values of |∂R/∂x|max are the same in
these two cases, as they should.
We are also interested in learning how the detection solid angle affects the
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Comparison group 2: α = 0, β = 0, ( → = eˆx), q = 60, τ = pi12
φ γ1 δ1 γ2 δ2 |∂R/∂x|max
−pi4 3pi4 10pi19 pi4 28pi19 0.524473









































Table 3.2: Optimization outcomes by varying the angle φ between the incoming light
propagation direction and the relative vector ∆r→ between the two atoms, while fixing
the other parameters.
Comparison group 3: α = 0, β = 0, ( → = eˆx), q = 60, φ = pi4









































Table 3.3: Optimization outcomes by varying the detection angle τ , while fixing the
other parameters.
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Comparison group 4: α = 0, β = 0, ( → = eˆx), q = 60, φ = pi4 , τ =
pi
12















Table 3.4: Optimization outcomes with different ways of sampling.
result. This is concerning the value of τ , and some examples are listed in
Table 3.3. Most of the optimization test runs are based on τ = pi/12, which
translates to 1/12 of the total surface area of the sphere, but the actual size in
area depends on the distance from the atoms to the detector. The first three
in the list is to show, with a small discrepancy in τ , the optimization result
will not be very much affected. The last one tells if τ is reduced by half, the
numerical optimization will find new optimum detection directions.
Besides the factors we mentioned above, optimization results also depend
on how the sphere is sampled. The finer we divide the sphere, the closer we
can get to the true analytical optimum. There is one set of comparison to
show, in Table 3.4. As having 787 samples is more desirable than having 211
samples, the resultant nˆ′1 and nˆ′2 achieve a larger |∂R/∂x|max value, as we
expected.
SECTION 3.5
Summary of the chapter
We have reached the conclusion that full tomography can be performed on
both one-qubit and two-qubit quantum systems, using the light scattering
method. There isn’t a unique set of measurements which does the job, there-
fore we can implement numerical methods to find the optimum set. We have
set up the linear-equation system to calculate the characterizing parameters
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for an unknown quantum state, and we use the determinant of the coefficient
matrix to gauge the efficiency of a particular set of measurement.
To further increase the photon count rate, we have also tried detecting a
photon without selecting its polarization. It is mathematically proven that,
erasing information about scattered photon polarization will still guarantee
full information to be retrieved from the atomic state. As a more realistic
consideration, we’ve also taken into account of single photon detectors having
finite but reasonably large detection area. This has been more extensively
studied within the context of a very simple two-qubit unknown state tomog-
raphy. Based on a few trial results with different parameter settings, we have
observed a common pattern on the best detection directions, but so far it lacks
a mathematical explanation.
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Chapter 4
Transport in random media
SECTION 4.1
Introduction
The transport of waves in disordered media has long been drawing physi-
cists’ interests. An everyday life example can be sunlight passing through
the atmosphere — some light gets absorbed, and some gets scattered by the
atmospherical molecules with non-uniform density distribution. Scientists’
initial curiosity lies between the questions like “why is the sky blue?” or “why
are clouds white?”. Prior to this project, we have learnt a bit about how
light transmit through a stack of transparencies, with random separation in
between [LME10]. The field has become especially vibrant since Anderson
predicted that interference of wave can inhibit the wave propagation in the
presence of disorder in the media [And58], in the context of solid state physics.
It has been observed in numerous experiments [WBLR97, BJZ+08, RDF+08],
with optical waves, matter waves, or Bose-Einstein condensates.
Our project focuses on the optical wave transport in disordered atomic
media. Optical waves scattered by classical scatterers have been extensively
studied [She90, Ish99, VCL98]. J. W. Goodman showed that the speckle
pattern formed by monochromatic light can be treated as classical random
walk [Goo76]. Because of the advance of atom cooling techniques, especially
since a Bose-Einstein condensate was first created in laboratory [AEM+95],
experimentalists now can engineer dilute atomic clouds with precise control.
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When the frequency of a laser beam is in resonance with a natural atomic
transition, the light-atom interaction can induce a large scattering cross sec-
tion. Cold atomic gases have thus been suggested as promising media to study
light transport features. However, the internal structure of the atoms make
it a very different scattering process, compared with light scattered by clas-
sical point scatterers. This problem has been studied theoretically [MM02]
and experimentally [LTB+99, LMW+00], within the framework of coherent
backscattering (CBS) in the weak localization regime.
The intensity-intensity correlation function has been a key study factor of
light fluctuation in speckle patterns [Sha86, BF94, SM98]. They have studied
the short-range, long-range and “infinite-range” correlation functions, which
cover many types of correlation functions — frequency correlation, spatial cor-
relation, dynamic autocorrelation, etc.... These studies have mainly discussed
various issues in the multiple-scattering regime, which means the random
medium is optically thick, and the scatterers are typically classical scatterers.
O. Assaf and E. Akkermans have attempted probing the problem in the con-
text of cold atoms with Zeeman degeneracy being scatterers [AA07]. It was
followed by some comments from B. Gre´maud et al. [GDMM08], in which they
pointed out a controversy regarding the impact of atomic internal structure on
angular correlation function. This controversy became our original motivation
to pursue an in-depth study on a similar problem. As a start, we have sim-
plified the situation to be confined within the single-scattering regime. The




The physical system that we are considering is briefly illustrated in Figure 4.1.
N identical atoms, all in the same degenerate energy state, comprise the
random media. We assume the atoms are at rest and randomly distributed
in space. We may consider the atoms are confined in a w × 2L × 2L thin
slab, where L is large compared with w. Photons passing through such an
atomic cloud may be scattered by any one of the N atoms, and these N paths
interfere coherently. Under the condition that w  l, l being the scattering
mean free path, we may assume that only single scattering takes place.
Figure 4.1: Two light beams, one after another, are scattered by N atoms confined
in a thin slab.
In a real experiment with (slowly) moving atoms, a far-field snapshot at
any instant yields a unique speckle pattern. But over a long enough period
of time, the speckle pattern changes shape due to the change of the position
configuration of the atoms. Therefore, an averaging over random positions of
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the atoms is equivalent to overlapping many snapshots of speckle patterns,
and it washes out the fine resolution of the scattering pattern. That is the
main reason that we are interested in the intensity correlation function of
two independent scattering channels, rather than the averaged intensity itself.
Another level of randomness originates in the atomic Zeeman degeneracy —
since we can prepare the atoms as a statistical mixture of degenerate states,
the scattering pattern should be averaged over the atoms’ internal states as
well. How the Zeeman degeneracy affects the correlation function becomes
the main objective of our study.
4.1.2 Correlation function
The two scattering channels that we want to correlate — path a → b and
path a′ → b′ — are distinguished by scattering angles. Short pulses of weak
beams (which can be approximated by a single-photon source) are sent in
such an order, that there is a short interval t between the first beam path
a → b and the second a′ → b′, with vt  λ, and in between pairs of such
pulses, there is a longer interval T , such that atoms are considered pinned
in fixed positions within t, but T is long enough for the atoms to randomize
their positions. The choice of such time scales is for convenient averaging in
theoretical calculations, but how feasible it is to realize experimentally requires
further explorations.
The normalized correlation function Caba′b′ describes how the fluctuation





〈Iab〉〈Ia′b′〉 − 1, (4.1)
with δIab = Iab − 〈Iab〉 , and 〈...〉 is an averaging over both the atoms’ in-
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ternal degrees of freedom, and the random positions of the atoms. Caba′b′
is normalized by the averaged transmission intensity and it is a real positive
number. In the case of classical scatterers, Caba′b′ = 1, meaning there is per-
fect correlation between the two paths. In O. Assaf and E. Akkermans’ study
[AA07], they have reported the following result, “in the presence of a Zeeman
degeneracy, angular correlations of speckle patterns and intensity fluctuations
become larger than 1”. We shall take a detailed approach, and re-investigate
this problem step by step.
The tricky step is how the averaging of 〈δIabδIa′b′〉 should be done. Since
the atomic internal degree of freedom is not coupled to the position degree
of freedom, we may separate the averaging by doing one after another. For
example,
〈δIab δIa′b′〉 = 〈〈Iab〉α〈Ia′b′〉α〉 r→ − 〈Iab〉α; r→〈Ia′b′〉α; r→. (4.2)
〈...〉α denotes the averaging over internal states, while 〈...〉 r→ is over random
positions of the atoms. 〈Iab(a′b′)〉α; r→ is averaging the scattering intensity itself,
first over the internal states, then over the random positions(or the reversed
order). Whichever order it is, it should yield the same result. The averaging
of Iab(a′b′) over α gives the result consisting of the interference fringes pattern,
on top of a constant background of scattering intensity, which scales with
the number of scatterers. As a result, spatial averaging will only act on the
interference part, and background does not enter the correlation function,
so the overall expression for 〈δIab δIa′b′〉 can be decoupled into a spatially
dependent part, and a spatially independent part, written in short as
〈δIab δIa′b′〉 = F({ →}; j, j′) G({k
→}), (4.3)
68 Chapter 4. Transport in random media
where { →} stands for a set of specified polarizations associated with the incom-
ing and outgoing beams for both channels, and a similar notation applies for
{k→}. F tells much about how the correlation varies with angular momentum
j, while G suggests geometries which give non-vanishing correlations.
In Section 4.2, we will mainly discuss how the averaging over atomic Zee-
man sublevels can be done. It is studied in two steps: 1) without involving
internal randomness, we can find out the scattering cross section of light scat-
tered by N atoms, with a specific pure initial atomic state, as well as a set
of specified final states for each atom; 2) the averaging enters, when we as-
sume the atoms are prepared in a mixed state, the completely mixed state in
particular. Throughout Section 4.2, the atoms are treated as being pinned in
random, but fixed positions; while Section 4.3 deals with the realistic situa-
tion when each pair of photons are scattered by a totally different realization
of atom configurations. We will be able to separate the position dependent
part and position independent part of the correlation function, and focus on
averaging over the position dependent part, with given geometry. Based on
the results of averaging 〈δIab δIa′b′〉, we may suggest interesting geometries
on light paths, which maximize the correlation function. After normalization
is taken care of, we will give an upper bound to the value of Caba′b′ , and an
analytical proof of this bound will be demonstrated in Section 4.6.
SECTION 4.2
Single-scattering cross section of N atoms
This part of averaging involves summing over scattering amplitudes associ-
ated with each scatterer, which has to be a coherent sum due to the indis-
tinguishability of various scattering paths. In this case, a change in phase
matters. It also involves averaging over initial atomic states and summing
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over final atomic states, if we do not specify a particular final states, and this
is an incoherent sum, which is a sum of transition probabilities.
We assume all the atoms are prepared in the same unpolarised initial state







pα|j, α〉〈j, α|. (4.4)
It turns out to be more convenient if we perform all the calculations in the
basis which diagonalizes the degenerate states of the ground state. Whatever
conclusion we draw from that, it ought to be valid in the |j, m〉 basis as well.





one scattering channel, and the primed version for the other channel, where k
→




We denote the final state of the atom as |j, α′〉 after the scattering. Refer to
Figure 4.1 for an illustration. It has been derived in Section 2.2 on how to
find the scattering cross section for the above-mentioned atom-photon system.
Readers are reminded once again here. If we know a photon with polarization
→a enters the atomic system along k
→
a, and causes one particular atom in the
atomic cloud to do transition from state |j, α〉 to state |j, α′〉, regardless of












A〈j, α′|Tab|j, α〉 ei∆k
→· r→ , (4.5)












′) = A|〈j, α′|Tab|j, α〉|2 , (4.6)
where Tab is the transition operator for scattering channel a→ b. Tab describes
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the light-atom interaction, and it can be expressed in terms of reduced dipole
operators d
→








) δJ,j , (4.7)
where δJ,j is the projector onto the ground state, and r
→ is the position vector
of the atom.
To deal with scattering by N atoms, we may break the problem into a
few steps: 1) scattering by N atoms with maximally polarized ground state
(no averaging); 2) scattering by atoms with degenerate mixed ground state
(averaging over α).
4.2.1 One photon scattered by N atoms with pure ground
state
When there are N atoms in total consisting the random medium, each photon
entering the medium can be scattered by N possible scatterers, and we shall
add up the scattering amplitudes from each scatterer, before squaring it to get
the averaged intensity. We may first study the simplest scenario — each atom
starts with a particular initial pure state |j, αi〉, and ends with a specified final
state |j, α′i〉 after a photon is scattered, where i is labeling the atoms. The ith
atom is located at position r→i. So the collective initial state of the N -atom
system will be
|ini〉 = |j, α1〉 ⊗ |j, α2〉 · · · ⊗|j, αN 〉 , (4.8)
and |fin〉 can be expressed similarly. The collective transition operator which




11 ⊗ · · · ⊗ 1i−1 ⊗ Tab ⊗ 1i+1 ⊗ · · · ⊗ 1N ei∆k
→
ab· r→i . (4.9)
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It tells when the ith atom does the scattering, the scattered light gains a phase
ei∆k
→
ab· r→i . Tab is defined in Eq. (4.7).





























b, {α′}) tells the probability that a set of atomic states
{α} transforms to a new set of states {α′} through light scattering by a par-
ticular type of photons. The term
∏N
p 6=i δαp,α′p in front of each transition
amplitude is to make sure that, while the ith atom is scattering the photon,
none of any other atoms encounters a change of internal state. In other words,
there cannot be two atoms doing the scattering at the same time. One should
take note that, the summation of amplitude
∑ · · · is inside | · · · |2, as we
are doing a coherent sum of the amplitudes. It makes a big difference if it
happens the other way around like
∑ | · · · |2.
If we carry on the calculation from Eq. (4.10) by multiplying the summa-
tion with its complex conjugate, we will notice that all the terms in the final







































ab·( r→l− r→i) . (4.13)
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in which the transition amplitude A(αi, α
′
i) is written 〈j, α′i|( →∗b · d
→
) ( →a ·
d
→
)|j, αi〉 in short. dσdΩ BKG is a summation of scattering intensities, from the
1st atom to the Nth atom. It appears as if each atom is an independent
scatterer, and the photons are scattered by the atoms one after another. This
part lays a flat background in the scattering intensity pattern. It does not
depend on the position configuration of the atomic cloud. dσdΩ ITF contains the
cross terms, which gives the change in phase, and the sign of overall phase
factor suggests constructive or destructive interferences at specific scattering
angle. dσdΩ ITF contains information about the formation of speckle pattern.
We should take note that the phase dependent part only involves scat-
terings with the same initial and final states, or to say, Rayleigh scatterings.
The background contains both Rayleigh and Raman scatterings, but to dis-
tinguish these two explicitly, one has to properly define a quantization axis.
Different choices of quantization axis may result in different relative ratio of
Rayleigh and Raman’s contributions to dσdΩ BKG, although it will not affect the
sum. Figure 4.2 gives a more comprehensive illustration on path selection.
This can be viewed as, since the photon does not leave any trace after
the Rayleigh scattering, the indistinguishability of various paths gives rise
to the interference pattern. One may seek for quantitative measure of path
distinguishability and visibility [Eng96], and make a connection with types
of transitions that atoms have gone through. Related studies have been done
with double scatterings in CBS [MML+07]. In the following sections, it will be
shown that intensity correlation also only originates from the interference part
of dσdΩ , which is to say Rayleigh scatterings are the only sources of intensity
correlations.
Here are a few examples of what may become contributing factors to dσdΩ
with different choices of {α} and {α′}. When a photon is scattered, the
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Figure 4.2: (A): Single-scattering Rayleigh processes. The photon path does not
contain any which-path knowledge. The corresponding single-scattering amplitudes
add up coherently. (B): Single-scattering Raman processes. The photon path encodes
which-path knowledge as the atomic state has changed. The corresponding single-
scattering amplitudes add up incoherently.
collective atomic final state may or may not be the same as the initial state.
If none of the atoms change internal state after the scattering, i.e. if {α} and
{α′} are identical, both Eq. (4.12) and Eq. (4.13) will add up to some value.
As long as one pair of (αi, α
′
i) contains different values, Eq. (4.13) will vanish,
and only one term in Eq. (4.12) has non-zero value, which is corresponding to
the one particular atom which we know has scattered the photon and changed
internal state. If there are two or more than two pairs of different (αi, α
′
i),
both Eq. (4.12) and Eq. (4.13) will be zero, because one photon can only
induce at most one scattering event.
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4.2.2 One photon scattered by N atoms with degenerate
mixed ground state
Following the result from the previous section, if each atom is prepared as a
random mixture of all the possible degenerate states, as described in Eq. (4.4),
we shall amend Eq. (4.10) by putting an overall averaging over α, with proper
weight associated with each internal state. Also if we discard information
about the final state, or to say we do not particularly select a set of final


































where pαi is the population probability for the ith atom to start with |j, αi〉
state. If we rearrange the sequence of summations — swap the summation









b, {α′}), we may separate the position de-
pendent part from the rest. Also, by relating the scattering intensity to the




















ab · (r→l − r→i)) (4.15)
where
〈IN 〉ab = ABN
∑
α,α′






∣∣∣2 = AB|tr{ρ0Tab}|2 . (4.17)
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B is the proportionality factor relating the scattered light intensity to the
scattering cross section, and it will be cancelled together with A when the
correlation function is normalized. ρ0 appearing in Eq. (4.16) and Eq. (4.17)
is not restricted to the one which is diagonal in the particular |j, α〉 basis
which we chose, but it can appear rather more generally as in Eq. (4.4). The
only position dependent factor appear in the cosine function, which is what
we are next going to do the averaging upon.
To simplify the problem, all the calculations done from here onwards are







for each atom, and we can make use of results derived in Section 2.2.3
|tr{ρ0sTab}|2 = Mj,j′2| →a · →∗b |2 , (4.19)
tr{ρ0sT †abTab} = Mj,j′
[
w1 | →a · →∗b |2 + w2 | →a · →b|2 + w3
]
,
where |tr{ρ0sTab}|2 can be calculated in a similar way as the scattering cross
section. They are linear combinations of scalar products between incoming
and outgoing polarizations, and we have set the polarization vectors to be
unit vectors, | →a|2 = | →b|2 = 1. All the coefficients, Mj,j′ , w1,2,3, are rational
functions of j, but they are different functions in different types of transitions,
namely j → j±1 and j → j. They are related to the coefficients in Eq. (2.42)








(i = 1, 2, 3) , (4.21)
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Dj,j′ =

10(j + 1)(2j + 1) (j′ = j + 1)
10j(j + 1) (j′ = j)
10j(2j + 1) (j′ = j − 1) .
(4.22)
Mj,j′ is the same for all types of transitions, and expressions of vi(j) can be
referred in Table 2.4.
So far, we have found out how to calculate the scattering cross section, for
light scattered by N still atoms, while each atom is prepared in a completely
mixed state. A proper averaging over the internal Zeeman structures has been
taken care of. The next step will be a spatial averaging, as it is unrealistic
to assume all the atoms are frozen in fixed positions throughout the conducts
of the scattering measurement. For there, we shall see what features that
intensity correlation may possess, under the impact of internal degeneracy.
SECTION 4.3
Averaging over slab geometry
In this section, we will discuss how the averaging over random positions of the
atoms will be done. The averaging procedure is not limited to any particular
shape of spatial confinement for the atoms, but since we are interested in
single scattering only, we will extend this section with the slab geometry
picture described in 4.1.1.
When we apply the result shown in Eq. (4.15) into the definition of unnor-
malized correlation function Eq. (4.2), the remaining averaging 〈...〉 r→ will be
done over 〈cos(∆k→ab · (r→l − r→i))〉 r→ only, so cross terms involving 〈IN 〉ab will
be cancelled, and this explains how Eq. (4.2) leads to Eq. (4.3). Now we may
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Q · (r→l − r→i)) cos(
→








































b, and 〈...〉{ r→} is an integration over the
spatial confinement of the atoms, normalized by the volume of the thin slab,
with whatever position vectors appearing in {r→} as integration variables. We
may observe from Eq. (4.24), G is zero as long as r→l, r→i, r→l′ and r→i′ are all
distinct position vectors, because an averaging over random positions on any
term like 〈cos(→Q · ∆r→)〉∆ r→ will vanish, unless ∆r→ = 0. The only occasions























so that the first line of G is not vanishing. →Q and →Q′, or combinations of them,
have to be well chosen, such that the dot products
→
Q · ∆r→ give stationary
phases, and they will not be washed out by the spatial integration.
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i′” will impose the selection rule
Q⊥ ≈ 0 and Q′⊥ ≈ 0, (4.27)




Q′, and it corresponds to the detec-
tion along the forward scattering directions. However, in forward direction,
Eq. (4.15) is no longer valid, because most photons will directly pass through
the medium without undergoing any scattering. There will be an intensity
peak if we detect the scattered photons around the forward scattering region.
Therefore, we do not take Q(
′)⊥ = 0 into consideration.
The other contribution to the sum in G is set by criteria in Eq. (4.26), or






i′) correspond to two identical pairs of
photons. In this case, the geometry selection criteria is imposed on
→
Q ± →Q′,
























in short. δL((Q ± Q′)⊥) can be approximated as Dirac δ-functions, while L
becomes very large. Thus, the geometry selection rule in this case will be
(Q±Q′)⊥ ≈ 0, where the “+” case corresponds to “Anti-memory effect” and
“–” goes with “Memory effect”. At these chosen combinations of Q⊥ and Q′⊥,
Sinx± ≈ 1 with finite value of w.
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4.3.1 Memory effect
We may first investigate the choice when (Q − Q′)⊥ ≈ 0, which requires the
change in k
→
for the two channels being approximately the same. Together with




a′ | = |k
→
b′ |, the two channels are
forced to follow the same track of propagation. If the second incident beam
k
→
a′ deviates from the first one by a small angle δ anti-clockwise, the scattered
beam will correct by approximately the same amount anti-clockwise as well, as





maximum correlation will be guaranteed. However, this trick will not work any
more if δ is a large angle. This is the so-called “memory effect”[BF94, FRF88]
in the multiple scattering regime, and it is illustrated in Figure 4.3.
Figure 4.3: “Memory effect”. When (Q − Q′)⊥ ≈ 0, then kxb ≈ kxb′ and the two
channels are detected in roughly the same direction.
The light’s incoming direction subject to the atomic wall is not crucial in
determining the intensity correlation, and the spatial dependent part G will
be reduced to
G(memory) = (4npiwL)2δL((Q−Q′)⊥). (4.30)
The memory effect will be studied again in Section 4.5.1, with certain choices
80 Chapter 4. Transport in random media
of polarization vectors.
4.3.2 Anti-memory effect
On the contrary, the “anti-memroy effect” requires the second beam to correct
in an opposite fashion, so as to keep the correlation at maxima, because the
selection criteria now is (Q + Q′)⊥ ≈ 0. This feature is special in single
scattering regime. A convenient case study for this situation may be either
one of the two geometries illustrated in Figure 4.4.
Figure 4.4: “Anti-memory effect”, obtained when (Q+Q′)⊥ ≈ 0. Collision: the two
incoming beams are counter-propagating, and the outgoing beams are going towards
opposite directions; Cone: the two incoming beams enter with an arbitrary angle in
between, and leave the medium by exchanging their paths of propagation.
Both cases would give a stationary phase, and the spatial dependent part
G is not varying with the scattering angle, which is
G(Collision,Cone) = (4npiwL)2δL((Q+Q′)⊥). (4.31)
We will look into the “Cone” geometry with further details in Section 4.5.2.
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SECTION 4.4
Normalized intensity correlation
To have a properly normalized Caba′b′ , we need to divide the correlation func-
tion 〈δIabδIa′b′〉 by the transmission intensity from both channels respectively,
as described in Eq. (4.1), but 〈Iab〉 ≈ 〈IN 〉ab, if the scattered beams are de-





tr{ρ0 T †abTab}tr{ρ0′ T †a′b′Ta′b′}
G(→Q,→Q′) , (4.32)
where we label the initial atomic states for channel ab and a′b′ differently,
since the time scale required for the atoms to relax after the first scattering
might not be practical. We will explore the feasibility of recovering the atomic
state within short time interval at a later stage.
If we approximate the functions δL((Q±Q′)⊥) appearing in Eq. (4.30) and
Eq. (4.31) to be Dirac δ-functions, the boundary conditions of the geometry of
the slab in transverse directions, namely (−L, L) in y and z, will quantize the
the k
→





Therefore, Caba′b′ can be written in a more compact manner as
Caba′b′ =
|tr{ρ0 Tab}|2|tr{ρ0′ Ta′b′}|2
tr{ρ0 T †abTab}tr{ρ0′ T †a′b′Ta′b′}
δQ⊥,∓Q′⊥ , (4.34)
where δQ⊥,∓Q′⊥ = 1 when Q⊥±Q′⊥ fall into the first quantized region around
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zero, and δQ⊥,∓Q′⊥ = 0 otherwise. Due to the fact that
|tr{ρ0Tab}|2 ≤ tr{ρ0T †abTab} (4.35)
for any initial density operator ρ0,
Caba′b′ ≤ 1, (4.36)
since we know for a newly defined operator T˜ab = Tab − tr{ρ0Tab},
tr{ρ0T˜ †abT˜ab} ≥ 0 (4.37)
will lead to Eq. (4.35) immediately. This indicates signs of discrepancy be-
tween Eq. (4.36) and results from [AA07]. One may conclude from Eq. (4.36)
that, the intensity correlations may never exceed 1, even when the atoms are
prepared with degenerate ground states. Furthermore, Caba′b′ = 1 corresponds
to the situation when the atoms act as classical scatterers, thus, the internal
degeneracies are proven to reduce the spatial intensity correlation.
SECTION 4.5
Results
In this section, we will examine the values of Caba′b′ in the context of a few
chosen geometries. The previous so-called spatial independent part of Caba′b′
contains inner products of polarization vectors, so the geometry implicitly
factors into this part as well, but it is invariant subject to a global rota-
tion. For convenience, we will assume the atoms are prepared in an equally
weighted mixed state, so that Eq. (4.19) will apply. In this case we may
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express Eq. (4.34) as
Caba′b′ =
Mj,j′
2| →a · →b|2| →a′ · →b′ |2[
w1 | →a · →∗b |2 + w2 | →a · →b|2 + w3
] [
w1 | →a′ · →∗b′ |2 + w2 | →a′ · →b′ |2 + w3
] .
(4.38)
The polarization associated with each beam can be arbitrary, and it can be
decomposed in any conveniently chosen orthogonal basis. The discussions
in the following sections will refer to polarization as linear, namely in-plane
(parallel to the plane spanned by the light propagation trajectories) and out-
of-plane (perpendicular to the plane).
4.5.1 Memory effect
We will study in greater details for different choices of polarization in next
section, within the framework of “Anti-memory effect”. In this section, we
focus on a simple situation, when all the polarization vectors are pointing “out-
of-plane”, which gives the maximum value for | →a · →b|2 = | →a′ · →b′ |2 = 1. The
correlation function in this case can be reduced to
C⊥ = Mj,j′2[w1 + w2 + w3]−2, (4.39)
and an illustration of j dependence on C⊥ is shown in Figure 4.5.
One should notice that the first dot on the blue curve corresponds to the
j = 0→ j′ = 1 transition, when the ground state is not degenerate, and atoms
in this case can be treated as classical scatterers. It recovers the Rayleigh law,
Caba′b′ = 1 [BF94]. Besides, the second blue dot (j = 1/2→ j′ = 1/2) and the
first pink dot (j = 1/2→ j′ = 3/2) also have value 1. This is due to the special
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Figure 4.5: A plot of C⊥ vs j, for the scattering geometry in Figure 4.3. All beams
are linearly polarized along z axis. Blue circles: j → j + 1; pink squares: j → j;
yellow diamond: j → j − 1.
symmetries in C-G coefficients when the ground state has j = 1/2. Since both
the incoming and outgoing light is restricted to being linearly polarized along
z axis, it does not make a difference if it drives the m = 0 → m′′ = 0
transition, in the case of j = 0→ j′ = 1, or the m = −1/2→ m′′ = −1/2 and
m = 1/2 → m′′ = 1/2 transitions, in the case of j = 1/2 → j′ = 1/2 or 3/2.
All the other transitions are out of our concern, so the two extra sub-levels in
the excited state when j′ = 3/2 will not change the scattering pattern as well.
More significantly, all the other dots — which correspond to the transitions
with degenerate ground state — lie beneath the first blue dot, or to say in
the presence of Zeeman degeneracy, the correlation is always equal or smaller
than the case with classical scatterers.
4.5.2 Anti-memory effect
We have chosen the “Cone” geometry for a more detailed study. If we allow
the third degree of freedom, the detectors should be placed along the diameters
of the circle shown in Figure 4.6, because of the geometry selection criteria
discussed in Section 4.3.2. Thus, the trajectories of the outgoing pairs of beam
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form a cone, and around the cone, the intensity correlation varies because of
the change in relative angle between polarization vectors. We may assume
the incoming pair of beams are fixed in position, and by rotating the outgoing
pair, we can study the angular dependence of the correlation function, with
different choices of polarization.
Figure 4.6: Zoomed-in “Cone” geometry. Left: initial configuration with kzb = k
z
b′ =
0. Right: viewing along −ve x −→ +ve x, the outgoing pair is rotated about x-axis
by an angle ϕ.
→a,b,a′,b′ linear, in-plane
The polarizations associated with the four beams are linear, and lie inside the




(w1 + w2)K(θ, ϕ) + w3
]2
, (4.40)
with K = (− sin2 θ + cosϕ cos2 θ)2. We may illustrate the geometry depen-
dence in Figure 4.7.
It should be noted that the blue line, which corresponds the classical scat-
terer (j = 0), is a constant value Caba′b′ = 1, at all possible values of θ and ϕ,
and all the curves corresponding to doubly degenerate ground state j = 1/2
lie beneath the blue line, so once again, we reach the result that, with internal
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Figure 4.7: An explicit study of the ϕ dependence of Caba′b′ for a j → j+1 transition,
at various chosen values of θ. (a). j = 0 (Blue); (b). j = 12 , θ = 0 (Pink); (c).
j = 12 , θ =
pi
4 (Yellow); (d). j =
1
2 , θ =
pi
3 (Green).
degeneracy, the correlation will not exceed the classical value 1.
The fact that some curves touch Caba′b′ = 0, shows we can choose cer-
tain observation channels, such that there is no Rayleigh scattering in that
particular direction with the specified relative polarization directions, and it
happens that Caba′b′ = 0 in these well chosen channels. This is a strong hint
suggesting only Rayleigh scattering will factor into the intensity correlation.
→a,b,a′,b′ linear, out-of-plane
Here, the initial polarization is perpendicular to the xy-plane. The correlation
can also be written in the form of Eq. (4.40), with K = cos2 ϕ, and in this
case, Caba′b′ does not depend on θ. We may use this case to illustrate the j
dependence on Caba′b′ , as shown in Figure 4.8.
Again, we have Caba′b′ ≤ 1 for all the values of j, and the two curves
corresponding to j → j + 1 and j → j − 1 asymptotically converge to the
same value.
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Figure 4.8: Plots of Caba′b′ vs j, when ϕ =
pi
4 , and the polarization associated with
all the beams is linear along the z axis. Blue circles: j → j+ 1. Pink squares: j → j.
Yellow diamond: j → j − 1.
→a,a′ linear, in-plane; 
→
b,b′ polarization not detected
If we do not select the scattered photon’s polarization, we have to sum up
contributions from the two orthogonal polarization respectively. In this way,




b′) will register a click on the detector,




(w1 + w2)K(θ, ϕ) + 2w3
]2
δQ⊥,−Q′⊥ , (4.41)
with K = (− sin2 θ + cosϕ cos2 θ)2 + (cos θ sinϕ)2.
→a,a′ linear, out-of-plane; 
→
b,b′ polarization not detected
In this case, we can also write Caba′b′ in the form of Eq. (4.41), but here
K = 1 − sin2 ϕ sin2 θ. We may also try to find out the Caba′b′ vs ϕ profile,
for these two new scenario, as illustrated in Figure 4.9. It is obvious that all
the curves lay well below the blue line (j = 0), and Caba′b′ ≤ 1 is once again
confirmed.
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Figure 4.9: Plots of Caba′b′ vs ϕ. Left: in-plane initial polarization. Right: out-
of-plane initial polarization. (a). j = 0 (Blue); (b). j = 12 , θ = 0 (Pink); (c).
j = 12 , θ =
pi
4 (Yellow); (d). j =
1




A general proof of the inequality
We are able to prove on a very general basis, that Caba′b′ never exceeds 1, with
whatever given initial atomic state, be it degenerate or non-degenerate, pure
or mixed, separable or entangled.




) describes the collective initial internal state
of the N atoms in a→ b (a′ → b′) channel, and TNab is the collective transition









ab· r→i , (4.42)
where T
(i)
ab is the transition operator used for scattering done by the ith atom,







b. We then will be able to express the averaged intensity in a → b
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channel as















ab·( r→n− r→m)} (4.43)
up to correction by proper pre-factor, which will not affect the value of Caba′b′
since it is normalized by the scattering intensity. Here, the exponential func-
tion under the bar is yet to be averaged over random positions of the atoms.
Such averaging will give zero if it is a summation of all the possible ran-
dom phases, unless a stationary phase is gained after the scattering, in which
case it is enforced to have n = m, if we do not consider forward scatterings
(∆k
→
ab = 0). In forward direction, the formalism is not valid any more, since
most of the photons will pass through the medium without undergoing any




















a′b′} = Sp{A′} (4.44)











a′b′ ·( r→n′− r→m′ ) to be averaged. Again, if our assump-
tion is ∆k
→
ab(a′b′) 6= 0, there remains three choices on the relevant quantities
a) m = n and m′ = n′ (4.45)




a′b′ = 0 (4.46)




a′b′ = 0 , (4.47)
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out of which Eq. (4.46) and Eq. (4.47) corresponds to “anti-memory” and
“memory” effects respectively. They have been discussed in greater details in
Section 4.3.1 and Section 4.3.2. These constraints will simplify 〈IabIa′b′〉 into








One may easily deduce from the following inequality
Sp{AA′}, Sp{AA′T} ≤ Sp{A}Sp{A′} (4.49)
that the correlation function Eq. (4.1) should be bounded as
Caba′b′ ≤ 1 (4.50)




a′b′ = 0, otherwise Caba′b′ = 0 if the criteria
is not fulfilled.
Equation (4.50) is valid regardless of the initial state of the atoms, although
in our study we have assumed that all the atoms are prepared in identical
separable state
ρN0 = ρ0 ⊗ ρ0 ⊗ · · · ⊗ ρ0 , (4.51)
because this special case has shown some interesting features, after some ex-
plicit studies throughout previous sections.
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SECTION 4.7
Summary of the chapter
We have derived step by step how spatial intensity correlation should be aver-
aged in a proper way, when scatterers have internal degeneracies and random
positions. The analytical result shows, the averaged correlation is always
bounded by 1. It only reaches its maximum value when all the atoms are
prepared in the j = 0 non-degenerate state, and as long as degeneracy enters
the picture, the normalized correlation is always less than 1.
The averaging over atom positions within a confined thin slab-shaped re-
gion restricts our choices of light scattering paths to a few special geometries,
so that they give non-zero intensity correlation. We have categorized them
into “memory” and “anti-memory” effects. We have studied one of the “anti-
memory” geometries extensively, namely the “cone” geometry, with specified
light polarization. Numerical results have confirmed that the normalized in-
tensity correlation only reaches 1 for the j = 0→ j′ = 1 transition. Different
types of atomic transitions exhibit different profile of j dependence — in the
case of j → j + 1 and j → j transitions, Caba′b′ decreases with increasing j
values, while j → j − 1 transitions have monotonically increasing Caba′b′ as j
increases.
We have also suggested a mathematical proof, on a very general basis,
of the validity of the intensity correlation inequality. The bottom-line is,
Caba′b′ ≤ 1 holds for any initial atomic state, with any choice of light polar-
ization.
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Conclusion and outlook
After an extensive study on single photons interacting with one, two, or many
atoms throughout this thesis, we have gained some basic intuition – by detect-
ing the scattered light intensity, if one repeats the same scattering measure-
ment, we can learn, if not all, but quite a bit of knowledge about the internal
atomic state. We have utilized this tool in two major studies.
Measuring light scattering is proven to be a promising method to perform
one- and two-qubit quantum state estimation. We can probe every degree
of freedom by setting up 3 (one-qubit case) or 15 (two-qubit case) linearly
independent measurements. It becomes especially convenient to implement
in experiment, as we can adjust both light propagation direction, and the
polarization, up to our choices. In this way, sufficient degrees of freedom
are guaranteed, and full information about the atomic internal state can be
retrieved. The study on one- and two-qubit tomography has laid the basis of
exploring ever larger system. One possible future direction is to implement
the method in quantum storage with three atoms, or the so-called Reference-
Frame Free (RFF) qubit [HLSE11]. There is a clear advantage to use three
atoms, with special geometric configuration, to encode quantum information.
We might therefore scatter light from such a system to check the fidelity of
the desired state prepared. If the existing method is proven not sufficient to
determine all 63 parameters, only partial tomography can be done, or we shall
modify the method, e.g. looking into the intensity correlations instead of the
intensity itself.
We also used light scattering to study many atoms randomly located in a
thin slab. In this case, the atoms are prepared in identical completely mixed
states. The quantity we are interested in is the spatial (angular) intensity cor-
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relation. The internal degeneracy differentiates them from classical scatterers,
therefore the interference pattern generates new features. A proper averaging
procedure has been figured out, to take care of both spatial randomness and
the mixed atomic states. We have shown analytically and numerically that,
Caba′b′ ≤ 1 always holds for the spatial intensity correlation, for any kind of
initial atomic state. It only takes the equal sign when the transition is equiv-
alent to a classical scattering event. The decrement in Caba′b′ in the presence
of Zeeman degeneracy can possibly be explained by quantifying which-path
information. We shall explore further this approach in future works. Also,
an immediate next step is to extend the study to the double and multiple
scattering regime, so that we can have a conclusive comparison with results
drawn by O. Assaf and E. Akkermans [AA07]. In this way, the experimental
setup will not be constrained by the single-scattering assumption any more.
To verify the result in a real experiment, we shall also work out the numer-
ical values of many relevant quantities, e.g. the time interval between each
scattering measurement, appropriate atomic energy levels, and corresponding
light frequency, etc.
Appendix A
Dipole operators for j → j′
transitions
An essential task for writing down an arbitrary j → j′ transition operator T ,
is to find out how to express the dipole operator
→
D, for any given j. In order
to do that, one of the convenient ways is to implement the angular momentum
vector operators J
→
, as well as the angular momentum scalar operator J . We
may start with expressing each component of J
→


















in which A† and B† are two usual creation operators independent of each
other. They are defined as
A†|na, nb〉 = |na + 1, nb〉
√
na + 1 ,
B†|na, nb〉 = |na, nb + 1〉
√
nb + 1 . (A.2)
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|na, nb〉 spans over the same Hilbert space as |j, m〉, and na, nb are related to








(na − nb) . (A.3)
Since we know thatDz, the z component of dipole operator, doesn’t change
the m value of a state |j, m〉, an educated guess for the formation of Dz can
be
Dz = A
†B† u(J) + Jz v(J) + u(J)AB , (A.4)
because only A†B†, AB, Jz and functions of J applied on |j, m〉 preserve the
value of m. u(J) and v(J) are some functions of J . After establishing this
ansatz, we may rotate Dz about the y-axis, to find out the form for Dx; and
by the same token, Dy can be obtained by rotating Dx around z-axis. In the























and u(J) and v(J) are yet to be determined. This can be done by decomposing
the dipole operator
→
D and rewriting it using Clebsh-Gordan(C-G) coefficients.
We may notice that only the terms obeying selection rule ∆j = −1, 0,+1 will
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|j + 1, m〉 〈1, j ; j + 1, m| (10) (jm) 〉 〈j, m|
+|j, m〉 〈1, j ; j, m| (10) (jm) 〉 〈j, m|
+|j − 1, m〉 〈1, j ; j − 1, m| (10) (jm) 〉 〈j, m|
]
. (A.7)
Each one of the three terms appearing in the sum corresponds to each compo-
nent of Eq. (A.5), and the compositions of u(J) and v(J) can be inferred by
the values of the “bra-kets”, such as 〈1, j ; j + 1,m| (10) (jm) 〉. These G-C
coefficients can be obtained by applying lowering operator J−(= AB†), which
does the following job




j −m+ 1 , (A.8)
repeatedly on the state with maximum m value. For example,
J−j+1−m|j + 1, j + 1〉 = (J1− + J2−)j+1−m|j + 1, j + 1〉 (A.9)
will reduce j + 1 − m times the m value of the state |j + 1, j + 1〉. If we
evaluate both sides of Eq. (A.9) in parallel, we will notice




(j −m+ 1)! ,
RHS = (other terms) + (j + 1−m)J1−J2−j−m|j + 1, j + 1〉 (A.10)
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Therefore,
|j + 1,m〉〈1, j ; j + 1,m| (10) (jm) 〉〈j,m| (A.11)
=|j + 1,m〉
√
(j + 1)2 −m2
(j + 1)(2j + 1)
〈j,m| = A†B† 1√
(j + 1)(2j + 1)
.
Putting Eq. (A.11) and other C-G coefficients, which can be calculated simi-
larly, back into Eq. (A.7), we may easily recognize
u(J) =
1√
(J + 1)(2J + 1)
, (A.12)
by comparing relevant terms in Eq. (A.7) with those in Eq. (A.5). By the










if we evaluate the term corresponding to j → j′ = j, and it should be noted
that when j = 0, v(J) = 0.
So far, we have fully defined each possible component of dipole operator
→
D
in Eq. (A.5), in terms of ladder operators and angular momentum operators,
based on three types of atomic transitions. Thus, once we are given the value
of j, and the type of transition is specified, we will be able to find out each
matrix element of
→
D. It will be studied more extensively in Appendix B.
Appendix B
Scattering cross section for j → j′
transitions
Since we have derived the explicit expressions for
→
D, we may then proceed
from Eq. (2.28) to write the transition operation T explicitly as well. For the
moment, we label the polarization vectors as
a→ = →′∗ , b
→
= → . (B.1)
The transition operator T , corresponding to each type of transition, thus can
be written as
T ∝ δJ,j a→ ·
→
D δJ,j′ b




→ · →V δJ,j′ b
→ · →V †u(J) δJ,j (j′ = j + 1)
δJ,j a
→ · J→v(J) δJ,j′ b
→ · J→v(J) δJ,j (j′ = j)
δJ,j a
→ · →V †u(J) δJ,j′ u(J) b
→ · →V δJ,j (j′ = j − 1) .
(B.2)






V †f(J + 1)
→
V f(J) = f(J + 1)
→
V (B.3)
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a few times, we may rearrange the expression as follows




V † · b→ . (B.4)
We have already figured out each component of
→
V in Eq. (A.6). By calculating
a few matrix elements of a→ · →V →V † · b→, we may recognize that
a→ · →V →V † · b→ = −a→ · J→ b→ · J→+ (J + 1)2 a→ · b→− i(J + 1)(a→× b→) · J→ . (B.5)
By doing the similar manipulations to the other two terms, we can reduce




V , so that we can
easily know their eigenstates and eigenvalues. In summary, the transmission
operator expressed using J and J
→
is
T ∝ δJ,j a→ ·
→
D δJ,j′ b






−a→ · J→ b→ · J→+ (J + 1)2 a→ · b→− i(J + 1)(a→× b→) · J→
]









−a→ · J→ b→ · J→+ J2 a→ · b→+ iJ(a→× b→) · J→
]
.
(j′ = j − 1)
(B.6)
We may test this result by giving j some specific values, which correspond to
some known cases which we are familiar with.
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1. j′ = j + 1





(a→ · σ→)( b→ · σ→+ a→ · b→)
]
, (B.7)
b) j = 0 → j′ = 1, J→ = 0
T ∝ δJ,j a→ · b
→
. (B.8)
2. j′ = j
a) j = 1/2 → j′ = 1/2, J→ = 12σ→
T ∝ δJ,j 1
3
(a→ · σ→)( b→ · σ→) , (B.9)
b) j = 0 → j′ = 0, J→ = 0
T = 0 . (B.10)
3. j′ = j − 1
a) j = 1 → j′ = 0, J→ = J→j=1
T ∝ δJ,j 1
6
[
−a→ · J→j=1 b
→ · J→j=1 + a→ · b
→
+ i(a→× b→) · J→j=1
]
, (B.11)
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with J
→

































Now we can work out the scattering cross section for any j → j′ transition
for isotropic scatterer, with initial atomic state as described in Eq. (2.39).





= tr{δJ,j a→ ·
→
D δJ,j′ b
→ · →D δJ,j c→ ·
→
D δJ,j′ d
→ · →D δJ,j}. (B.13)
Here, we relabel the polarization vectors in such an order
a→ = →∗, b
→
= →′, c→ = →′∗, d
→
= →. (B.14)
It is not trivial to evaluate the trace appeared in Eq. (B.13). There are a
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few useful mathematical relations [SD74], which will be applied repeatedly
through the calculation of the trace.
tr{δJ,j a→ · J
→} = 0 ,
tr{δJ,j a→ · J
→
b
→ · J→} = 1
3
Ωj a
→ · b→ ,
tr{δJ,j a→ · J
→
b
→ · J→ c→ · J→} = i
6
Ωj (a
→× b→) · c→ ,
tr{δJ,j a→ · J
→
b




Ωj [(2ηj + 1)(a
→ · b→)( c→ · d→) + 2(ηj − 2)(a→ · c→)( b
→ · d→)
+ (2ηj + 1)(a
→ · d→)( b→ · c→)] , (B.15)
where Ωj and η are writing
Ωj = j(j + 1)(2j + 1) ,
ηj = j(j + 1) (B.16)
in short. Equation (B.13) can be broken down to pieces similar to one of
those in Eq. (B.15). The calculation is done respectively for each type of
transition. Sections below summarize the outcomes, including a few simple
checks on special cases, subjected to normalization factors.






(j + 1)(2j + 1)
[
(6j2 + 17j + 10)(a→ · b→)( c→ · d→)
+(−4j(j + 2))(a→ · c→)( b→ · d→)
+(j(6j + 7))(a→ · d→)( b→ · c→)
]
. (B.17)












∝ 4(a→ · b→)( c→ · d→)− (a→ · c→)( b→ · d→) + (a→ · d→)( b→ · c→)
= 4| → · →′∗|2 − | → · →′|2 + 1 . (B.19)








(2j2 + 2j + 1)(a→ · b→)( c→ · d→)
+(2j2 + 2j − 4)(a→ · c→)( b→ · d→)










∝ (a→ · b→)( c→ · d→)− (a→ · c→)( b→ · d→) + (a→ · d→)( b→ · c→)
= 1 + ( →′∗ × →′) · ( →× →∗) . (B.21)






(j + 1)2(2j + 1)
[
(6j + 1)(j − 1)(a→ · b→)( c→ · d→)
−4(j + 1)(j − 1)(a→ · c→)( b→ · d→) (B.22)








∝ (a→ · d→)( b→ · c→) = 1. (B.23)
These results above are consolidated in 2.2.3, with a proper normalization
factor taken into consideration. One has to be reminded that they are only
applicable to the completely mixed atomic state. In the case of an arbitrary
initial state (2-level system in particular), it is dealt with in Chapter 3, but
only restricted to 1/2 → 1/2 transition. The most general situation, when
both the initial atomic state and the type of transition are unrestricted, can
be worked out in principle, as long as one can express the angular momentum
operator associated with the particular ground state j value; but within the
scope of discuss in this thesis, we have not attempted working out the most
general expression for the scattering cross section.
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“They had been there all the while, it seemed, waiting
in the shadows for me to stop moving. And every time
the wind-up bird came to my yard to wind its spring,
the world descended more deeply into chaos.”
— Haruki Murakami, “The Wind-Up Bird Chronicle”
