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Uvod
Zˇivimo u vremenu podataka. Nije lako odrediti koliko danas postoji podataka na svijetu,
ali se procjenjuje da je velicˇina digitalnog svijeta 2011. godine bila oko 1.8 zetabajta 1 sˇto
je ekvivalentno milijardi terabajta. Navodimo par primjera, odnosno izvora podataka, kako
bismo stvorili dojam o kolicˇini podataka koji nas okruzˇuju:
• Facebook sadrzˇi preko 10 milijardi fotografija za cˇije je spremanje potrebno visˇe od
jednog petabajta prostora.
• Burza u New Yorku dnevno generira oko terabajt podataka o prodaji i kupnji dionica.
• The Internet Archive sadrzˇi oko 2 petabajta podataka i u prosjeku se povec´ava za 20
terabajta svaki mjesec.
Iz ovoga zakljucˇujemo da se radi o ogromnoj kolicˇini podataka. Pitanje je koliko to
utjecˇe na pojedinca, znajuc´i da se vec´ina podataka odnosi na velike kompanije poput fi-
nancijskih i zdravstenih institucija.
Postojec´i algoritmi za obradu podataka nisu dovoljno skalabilni za toliku kolicˇinu po-
dataka. Zbog toga se javila potreba za algoritmom koji c´e zadovoljiti specifikaciju i dati
rezultate u relativno brzom vremenu. Oni koji prate dogadanja u svijetu poslovne inteli-
gencije, zasigurno su cˇuli za pojam ’Big Data’. Wikipedija taj pojam opisuje kao skup po-
dataka koji su toliko veliki i kompleksni da se ne mogu obraditi putem tradicionalnih baza
podataka ili tradicionalnih aplikacija za obradu. Big Data sluzˇi za prikupljanje, obradu i
analizu velikog broja podataka, koji su opsegom, kompleksnosti i brzini dolaska veliki.
Cilj ovog rada je opisati jedan od pristupa obradi podataka na skupu velicˇine Interneta,
a to je MapReduce algoritam. MapReduce je programski model za distibuiranu obradu po-
dataka koji radi na nacˇin da ulazne podatke dijeli na visˇe dijelova koji se mogu istovremeno
obradivati i time se postizˇe skalabilnost algoritma.
MapReduce algoritam se sastoji od dvije funkcije, map() i reduce(). Funkcija map()
sortira podatke i prosljeduje ih reduce() funkciji koja ih obraduje. MapReduce dijeli zadani
posao na visˇe dijelova koji se paralelno izvrsˇavaju i time se postizˇe skalabilnost. Primjer
rada MapReduce algoritma je opisan na primjeru brojanja pojavljivanja rijecˇi kao na slici:
1Zetaba jt je1021ba jtova
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Slika 0.1: Brojanje pojavljivanja rijecˇi pomoc´u MapReduce algoritma2
Map() funkcija dijeli primljene podatke i dodijeljuje im broj 1 kao oznaku pojavljivanja.
Reduce() funkcija prima rijecˇi s oznakama pojavljivanja i na temelju njih daje konacˇni
rezultat. Osim Map() i reduce() funkcije, cˇesto se koristi combiner funkcija za smanjenje
kolicˇine podataka koji se izmjenjuju izmedu map() i reduce() funkcija. Combiner funkcija
prima izlazne podatke Map() funkcije, te ih optimizira tako da se smanji kolicˇina podataka
koja se prosljeduje reduce() funkciji.
Vazˇno je istaknuti da MapReduce nije baza podataka niti konkurencija relacijskim ba-
zama podataka, medutim susrec´emo misˇljenja da c´e MapReduce u potpunosti zamijeniti
baze podataka. Postoji mnosˇtvo zadataka koje mozˇemo napraviti pomoc´u MapReduce-a.
MapReduce je vec´inom oblikovan u Google-u i Yahoo!-u. Danas je opc´eprihvac´en Hadoop
koji je popularna open source verzija MapReduce-a koji je napravljen od strane poznatog
Apache-a. Hadoop, Hive, Oozie su neki od pojmova koje danas srec´emo u Big Data svijetu.
Prakticˇna primjena MapReduce algoritma je pokazana na primjeru analize drusˇtvene
mrezˇe Twitter. Twitter sadrzˇi ogromnu kolicˇinu podataka o, ukratko, svemu. Korisnik
Twitter-a mozˇe biti bilo tko, i podaci koje ljudi medusobno dijele su dostupni svima.
Proucˇavanjem statusa korisnika, tzv. tweet-ova, mozˇemo doc´i do brojnih korisnih rezultata
i informacija. Na jednostavan nacˇin mozˇemo doznati koja tema je trenutno najpopularnija
u svijetu informatike, tko najvisˇe pisˇe o pojedinim stvarima, tko ima najvisˇe sljedbenika,
jesu li diskusije burzovnih brokera na Twitter-u povezane s kretanjem dionica na burzi i
slicˇno.
Prikupljeni podaci s Twittera nisu sasvim jasno strukturirani. Hadoop omoguc´uje pro-
grameru da sam definira kako c´e se ti podaci prikazivati, te dopusˇta korisˇtenje formata kao
sˇto je JSON. Zbog toga je Hadoop prikladan za analiziranje podataka s Twitter-a. U radu
je opisan nacˇin prikupljanja podataka pomoc´u Apache Flume, servisa za prikupljanje i po-
2 http://www.alex-hanna.com/tworkshops/lesson-5-hadoop-and-mapreduce/
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mjeranje velikih kolicˇina podataka, i Apache Oozie-a, koordinacijskog sustava tijeka rada,
te analiza tih podataka pomoc´u Hive-a.
U prvom poglavlju ovog rada je opisan Apache Hadoop, njegove komponente, nacˇin
spremanja, te usporedba s drugim sustavima. Najvazˇnija komponenta Hadoop-a je Mapre-
duce koji je detaljno opisan u drugom poglavlju. Osim same definicije, opisan je nacˇin rada
algoritma. Nadalje, pokazana je primjena Combiner funkcije na jednostavnom primjeru.
U nastavku poglavlja o MapReduce-u opisana je ’Word Count’ aplikacija kao primjer jed-
nostavnog MapReduce algoritma. Kod aplikacije ’Word Count’ se nalazi u dodatku A.
Josˇ jedan vazˇan dio Hadoop-a je Apache Hive opisan u trec´em poglavlju. Hive sluzˇi za
proucˇavanje podataka, upite i analizu. Nacˇin rada je pokazan na par jednostavnih primjera,
te je opisa metastore, sredisˇnje skladisˇte metapodataka.
Glavna komponenta distribuiranog sustava za pohranu podataka koja se koristi u Hadoop-
u je Hadoop-ov distribuirani datotecˇni sustav HDFS opisan u cˇetvrtom poglavlju. Takoder
su opisani i blokovi datotecˇnog sustava, te ogranicˇenja HDFS-a.
U zadnjem, petom poglavlju je opis analize Twittera. Navedeni su razlozi analiziranja
Twittera, te je detaljno opisano prikupljanje podataka pomoc´u Apache Flume-a, upravljanje
tim podacima s Oozie-om, upiti nad podacima pomoc´u Hive-a, te u konacˇnici, dobiveni
rezultati. Prikupljeni podaci s Twitter-a se spremaju na HDFS u JSON formatu, te je izgled
tweet-a u tom formatu prikazan u dodatku B.
Poglavlje 1
Hadoop
1.1 Definicija i opis
Hadoop je nastao 2005. godine, a prvu verziju su razvili Doug Cutting i Mike Cafarella.
Hadoop je stvoren kao otvorena realizacija MapReduce radnog okvira razvijenog u tvrtki
Google za potrebe ostvarenja Nutch-a, open source web-pretrazˇivacˇa temeljenog na Javi
u svrhu pretrage i indeksiranja podataka. Nutch je ’stvorio’ MapReduce i distribuirani
datotecˇni sustav kako bi zadovoljio potrebu za obradom podataka na visˇe strojeva. Is-
trazˇivanje IBM-a je pokazalo da skalabilni sustav kao sˇto je Nutch mozˇe postic´i razinu
performansi na grozdu vec´u od bilo kojeg scale-out racˇunala. 2006.godine, odvajanjem
MapReduce-a i HDFS-a od projekta Nutch, nastaje Hadoop. Hadoop je 2008.godine pos-
tao glavni projekt u sklopu Apache grupe. Danas, Hadoop ima sˇiroku primjenu, te ga
koriste Twitter, Facebook, Yahoo! te mnogi drugi.
Radni okvir Hadoop je programski sustav za analiziranje velikih kolicˇina podataka koji
se nalaze u pouzdanom i raspodijeljenom spremisˇtu. ’Velike kolicˇine’ podataka se odnose
na baze podataka programskih sustava koji ucˇinkovito upravljaju volumenom podataka na
razini interneta kao sˇto je rudarenje podataka (eng. Data mining).
Radni okvir Hadoop je ostvaren programskim jezikom Java, ali u isto vrijeme omoguc´uje
korisniku programsko sucˇelje koje ne zahtjeva pisanje iskljucˇivo u jednom odredenom je-
ziku, kao sˇto je Java, vec´ je omoguc´eno korisˇtenje bilo kojeg programskog jezika koji mozˇe
cˇitati ulazne podatke i zapisivati izlazne vrijednosti.
Apache Hadoop se sastoji od sljedec´ih modela:
• Hadoop Common - sadrzˇi biblioteke i alate potrebne ostalim Hadoop modelima
• Hadoop Distributed File System (HDFS) - distribuirani sustav datoteka koji pohra-
njuje podatke, te pruzˇa visoku propusnost preko grozda racˇunala
4
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• Hadoop YARN - platforma odgovorna za upravljanje racˇunalnim resursima u groz-
dovima, te korisˇtenje istih za rasporedivanje aplikacija korisnika
• Hadoop MapReduce - progamski model za obradu ogromnih kolicˇina podataka
1.2 Spremanje podataka i analiza
Kapacitet prostora za spremanje, odnosno kapacitet tvrdih diskova se tijekom zadnjih par
godina jako povec´ao. Problem je sˇto se brzina pristupa podacima, u odnosu na kapacitet
diska, nije dovoljno povec´ala. Cˇitanje podataka je sporo, a zapis je josˇ i sporiji. Opisani
problem se mozˇe rijesˇiti tako da se podaci cˇitaju s visˇe diskova u isto vrijeme. Da bi to
ostvarili potrebno je podijeliti podatke na visˇe diskova i time olaksˇati rad s istim.
Prvi problem koji trebamo rijesˇit je hardverski. Kada upotrebljavamo veliki broj manjih
komada diska, vec´a je vjerojatnost da c´e se dogoditi gresˇka. Uobicˇajeni nacˇin izbjegavanja
gubitka podataka je repliciranje: dodatne kopije podataka se cˇuvaju u sustavu i dostupne
su u slucˇaju neuspjeha. Takav nacˇin rada koristi RAID (Redudant Array of Independent
Disks), doh HDFS dijeli datoteku na blokove koji se kopiraju na visˇe cˇvorova.
Drugi problem je taj sˇto vec´ina analiza podataka zahtjeva moguc´nost kombiniranja po-
dataka, podaci koji se cˇitaju s jednog diska mozˇda trebaju biti u kombinaciji s podacima s
bilo kojeg od ostalih diskova. Razni distibuirani sustavi omoguc´uju da se podaci kombi-
niraju s visˇe izvora, ali pravilno izvodenje je dosta slozˇeno. MapReduce omoguc´uje mo-
del programiranja koji rjesˇava problem koristec´i setove kljucˇeva i vrijednosti, a najvazˇnija
stvar je da postoje dva nacˇina racˇunanja, map i reduce, i upravo se na taj nacˇin ostvaruje
kombiniranje podataka.
To je, ukratko, ono sˇto Hadoop pruzˇa: pouzdan zajednicˇki prostor za pohranu i analizu
sustava. Pohranu osigurava HDFS, a analizuMapReduce iz cˇega proizlazi zakljucˇak da su
to dva najvazˇnija dijela Hadoop-a.
1.3 Usporedba s drugim sustavima
Hadoop, tocˇnije MapReduce, se temelji na pretpostavci da se cijeli skup podataka, ili ba-
rem vec´i dio, procesira za svaki poslani upit. Upravo to je njegova snaga. MapReduce
je zapravo hrpa upita koji se izvrsˇavaju na cˇitavom skupu podataka i rezultati se dobiju u
razumnom vremenskom razdoblju. Zahvaljujuc´i velikoj skalabilnosti mozˇemo izracˇunati
vec´ poznate statistike na ogromnim kolicˇinama podataka. Hadoop i MapReduce su dali
odgovore na mnoga pitanja, ali su u isto vrijeme postavili nova. Na primjer, Mailtrust, sus-
tav za raspodijelu elektronicˇke posˇte, koristi Hadoop. Jedan od upita koji su napisali je bio
pronalazak geografske distribucije svojih korisnika. Koristec´i MapReduce nad stotinama
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gigabajta podataka uspjeli su dobiti trazˇene podatke, sˇto je prije Hadoop-a bilo gotovo
nemoguc´e zbog kolicˇine podataka.
Razlog zasˇto je MapReduce toliko potreban je sljedec´i: vrijeme trazˇenja se poboljsˇava
mnogo sporije nego vrijeme prijenosa podataka. Trazˇenje je proces pomicanja glave diska
do odredenog dijela diska s kojeg cˇitamo podatke ili ih zapisujemo. To trazˇenje karakteri-
zira latenciju operacije na disku, dok brzina prijenosa podataka odreduje propusnost.
Usporedimo MapReduce s RDBMS-om (Rational Database Management System). RD-
BMS je sustav upravljanja bazom podataka koji se temelji na relacijskom modelu kojeg
danas koriste mnoge popularne baze podataka. RDBMS zahtjeva strukturirane podatke,
podatke koji su organizirani u odredenom formatu, kao sˇto je XML dokument ili tablica
baze podataka, dok MapReduce radi dobro i na nestruktuiranim ili polu-struktuiranim po-
dacima. Drugim rijecˇima, ulazne podatke za MapReduce odreduje osoba koja izvrsˇava
analizu podataka. Zbog toga MapReduce ima bolju skalabilnost od RDBMS-a. MapRe-
duce je pogodan za probleme koji zahtjevaju analizu cˇitavog skupa podataka, dok je RD-
BMS dobar za azˇuriranje koje zahtjeva nisku latenciju i azˇuriraju se relativno male kolicˇine
podataka. MapReduce odgovara aplikaciji koja jednom zapisˇe podatke i cˇita ih visˇe puta,
dok RDBMS pogoduje podacima koji se neprestano azˇuriraju. Navedene i ostale razlike
su prikazane u tablici 1.1.
Tablica 1.1: Usporedba MapReduce i RDBMS
MapReduce RDBMS
Velicˇina podataka Petabajti Gigabajti
Pristup podacima Upit Upiti i interakcija




Razvojni timovi u podrucˇju HPC-a (The High Performance Computing) i Grid
Computing-a su radili obradu velikih kolicˇina podataka godinama, koristec´i API-je kao je
MPI (Messade Passing Interface). Opc´enito, nacˇin rada HPC-a je distibucija posla skupu
strojeva koji imaju pristup zajednicˇkom datotecˇnom sustavu. Takav nacˇin rada funkci-
onira za zadatke racˇunanja, ali je problematicˇan kad je potreban pristup vec´im kolicˇinama
podataka (stotinama gigabajta) buduc´i da je mrezˇna propusnost usko grlo i cˇvorovi ne
mogu obavljati svoj posao. MapReduce pokusˇava rasporediti podatke na cˇvorove koji vrsˇe
racˇunanje i time postizˇe brzˇi pristup podacima. Ova znacˇajka je bit samog MapReduce-a,
poznata kao podatkovna lokalnost (eng. data locality). MPI daje veliku kontrolu progra-
meru, ali zahtjeva da programer svlada u potpunosti nacˇin rada i protok podataka, kao
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i slozˇene algoritme za analizu tih podataka. MapReduce zahtjeva jedino da programer
razmisˇlja u smislu parova kljucˇa i vrijednosti kao izlaznih vrijednosti map() funkcije.
Poglavlje 2
MapReduce
MapReduce je programski model za obradu velikih kolicˇina podataka pomoc´u paralel-
nog, distibuiranog algoritma na grozdu racˇunala. Kao sˇto je vec´ spomenuto, Hadoop
nije ogranicˇen na MapReduce programe pisane u samo jednom programskom jeziku, vec´
podrzˇava visˇe njih ukljucˇujuc´i Javu, Python i C++. MapReduce algoritam se sastoji od
dvije procedure, odnosno funkcije. Map() funkcija je zaduzˇena za filtriranje i sortiranje
podataka. Reduce() obraduje podatke koji su prethodno sortirani map() funkcijom. Cˇitav
MapReduce funkcionira na nacˇin da se posao dijeli na razlicˇite podzadatke koji se para-
lelno izvrsˇavaju omoguc´avajuc´i redudanciju i toleranciju gresˇaka.
2.1 Opis rada algoritma
Postoje dvije vrste cˇvorova koji kontroliraju proces izvedbe zadatka: jobtracker i tasktrac-
ker. Jobtracker koordinira svim poslovima koji se izvode na sustavu rasporedujuc´i zadatke
na tasktrackere i vodi evidenciju o cjelokupnom napretku posla. Tasktracker pokrec´e za-
datak i sˇalje jobtrackeru izvjesˇc´a o napretku. Ukoliko se neki zadatak nije uspio izvrsˇiti,
jobtracker ga mozˇe dodijeliti drugom tasktrackeru. Hadoop uvijek pokusˇa pokrenuti map
zadatak na cˇvoru gdje je ulazni podatak, sˇto se naziva optimizacija lokalnosti podataka
(eng. data locality optimization) buduc´i da ne koristi propusnost grozda.
Hadoop dijeli ulazne podatke MapReduce-a na dijelove fiksne velicˇine koje nazivamo
ulazni dijelovi (eng. input splits) ili jednostavno dijelovi (eng.splits). Za svaki dio, Ha-
doop kreira zadatak kojeg prvo obraduje unaprijed definirana Map funkcija. Stvaranjem
visˇe manjih dijelova smanjuje se ukupno vrijeme obrade u odnosu na vrijeme koje bi bilo
potrebno za obradu cjeline. Ako obradu dijelova izvodimo paralelno, obrada je bolje raspo-
dijeljena ako su dijelovi manji buduc´i da brzˇi strojevi mogu obraditi visˇe dijelova tijekom
izvrsˇavanja. S druge strane, ako su dijelovi premali, gubi se vrijeme na upravljanje dije-
lovima i kreiranje map zadataka i to uvelike utjecˇe na ukupno vrijeme izvedbe zadatka.
8
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Za vec´inu poslova, optimalna velicˇina dijela je velicˇina HDFS bloka, zadane vrijednosti
64MB, iako se mozˇe mijenjati za grozdove ili naknadno nakon stvaranje datoteke.
Razlog zasˇto je optimalna velicˇina jednaka velicˇini bloka je to sˇto je to najvec´a velicˇina
ulaznog podatka koja c´e sigurno biti pohranjena u jednom cˇvoru. Ako bi dio bio velicˇine
dva bloka, HDFS cˇvor bi pohranio oba bloka, pa bi neki dio morao biti prebacˇen mrezˇom
do cˇvora koji pokrec´e map zadatak, sˇto je manje ucˇinkovito nego pokretanje cijelog map
zadatka lokalno.
Map zadatak zapisuje svoje izlazne vrijednosti na lokalni disk, ne na HDFS. Izlazna
vrijednost map zadatka nije konacˇna izlazna vrijednost, vec´ se u nastavku obraduje reduce
zadatkom da bi se dobio konacˇan rezultat i izvrsˇio posao, tako da nema potrebne za spre-
manjem izlaznih podataka map zadatka na HDFS. Ako se cˇvor koji izvodi map zadatak
srusˇi prije nego izlaznu vrijednost preuzme reduce zadatak, tada Hadoop ponovno pokrene
map zadatak na drugom cˇvoru da bi dobio izlaznu vrijednost map-a.
Izlazne vrijednosti svih map zadataka cˇine ulaznu vrijednost reduce zadatka. Sortirani
izlazni podaci map-a se prenose mrezˇom do cˇvora u kojem pocˇinje reduce zadatak gdje
se spoje u jednu cjelinu i proslijede reduce funkciji. Izlazna vrijednost reduce zadatka se
obicˇno pohranjuje u HDFS. Za svaki HDSF blok izlazne vrijednosti reduce-a, prva kopija
se pohranjue na lokanom cˇvoru, dok se ostale pohranjuju na off-rack cˇvorovima, tj.slucˇajno
odabranim cˇvorovima koji se razlikuju od lokalnog cˇvora.
Slika 2.1: Tok podataka s jednim reduce zadatkom1
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2.2 Combiner funkcija
MapReduce mozˇe biti ogranicˇen propusˇnosˇc´u grozda, pa se zbog toga smanjuje kolicˇina
podataka koji se izmjenjuju izmedu map i reduce zadatka. Hadoop dopusˇta korisniku da
koristi combiner funkciju koja se izvrsˇava na izlaznim vrijednostima zadatka i formira
ulazne vrijednosti reduce zadatka. Combiner funkcija sluzˇi iskljucˇivo za optimizaciju, pa
Hadoop ne jamcˇi koliko puta c´e se ta funkcija pozvati. Neovisno o tome koliko puta se
combiner funkcija pozove i izvrsˇi, izlazni podaci reduce zadatka moraju ostati isti. Nacˇin
rada combiner funkcije je najlaksˇe opisati pomoc´u primjera.
Primjer 2.2.1. Potrebno je odrediti maksimalnu temperaturu tijekom godine, kao primjer
c´emo uzeti 2013.godinu. Pretpostavimo da su ocˇitanja temperature obradena s dvije map
funkcije. Neka je izlazna vrijednost prve funkcije:
( 2 0 1 3 , 0 ) ( 2 0 1 3 , 1 0 ) ( 2 0 1 3 , 2 0 )
a izlazna vrijednost druge funkcije:
( 2 0 1 3 , 2 5 ) ( 2 0 1 3 , 1 5 )
Reduce funkcija se poziva na listi vrijednosti
( 2 0 0 0 , [ 0 , 1 0 , 2 0 , 2 5 , 2 0 ] )
i kao izlaznu vrijednost daje
( 2 0 1 3 , 25)
buduc´i da je 25 maksimalna vrijednost u listi. Ako definiramo combiner funkciju koja c´e
nac´i maksimalnu temperaturu za svaki izlaz map funkcije, tada se reduce funkcija, u ovom
slucˇaju, poziva za listu
( 2 0 1 3 , [ 2 0 , 2 5 ] )
i daje isti rezultat kao prije.
Vazˇno je naglasiti da combiner funkcija ne zamjenjuje reduce, vec´ se koristi samo za
smanjivanje kolicˇine podataka koja se prenosi izmedu map i reduce funkcija. Upravo iz
tog razloga, uvijek je pozˇeljno razmotriti ideju uvodenja combiner funkcije.
2.3 Razvoj MapReduce aplikacije
Pisanje MapReduce programa, kao i vec´ine ostalih, slijedi neki standardni nacˇin i redosli-
jed pisanja. Na samom pocˇetku, potrebno je kreirati map i reduce funkcije, te ih testirati na
1White, Tom: Hadoop: The definitive Guide
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malim kolicˇinama podatak da se uvjerimo da rade ono sˇto zˇelimo. Nakon toga, povec´amo
kolicˇinu podataka kako bi provjerili moguc´e gresˇke u kodu, te poboljsˇali map i reduce
funkciju. Ako program radi prema ocˇekivanju, mozˇemo ga pustiti na grozd. Vrlo vjero-
jatno c´emo nakon toga otkriti josˇ nepravilnosti. Ispravljanje pogresˇaka na grozdu je vrlo
zahtjevno, pa slijedec´i odredene metode pisanje nastojimo to izbjec´i. Na samom kraju,
program je spreman za moguc´u optimizaciju i poboljsˇanje brzine rada programa.
2.3.1 Word count
Prvi program koji naucˇimo pisati u nekom programskom jeziku je obicˇno ’Hello, world!’.
Kada su u pitanju Hadoop i MapReduce, onda se radi o programu Word count, odnosno
’Brojacˇu rijecˇi’. Kao sˇto i sam naziv kazˇe, radi se o broju pojavljivanja rijecˇi u tekstu.
’Word count’ je odlicˇan primjer za razvijanje razmisˇljanja na nacˇin MapReduce algoritma,
map i reduce funkcije su trivijalne, pa ga je zbog toga jednostavno razumjeti.
U nastavku su opisane komponente ’Word Count’ aplikacije i njihove funkcije:
• FileInputFormat: cˇita sve datoteke iz zadanog direktorija, te ih proslijeduje
TextInputFormat-u koji ih raspodjeljuje maperima
• TextInputFormat: zadani format ulaznih podataka za Hadoop je tekst, odnosno TextIn-
putFormat koji cˇita liniju po liniju...
• Word Count Mapper: klasa koja radi sljedec´e: svaku liniju teksta koju dobije od
InputFormat-a oblikuje u zˇeton koji sadrzˇi rijecˇ i broj 1 koji oznacˇuje da se ta rijec´
pojavila u tekstu.
• Word Count Reducer: prima mapu svih rijecˇi i broja njihovih pojavljivanja. Uko-
liko se ne koristi combiner funkcija, Reducer c´e primiti rijecˇi i kolekciju brojeva 1.
U ovom primjeru, Reducer c´emo korisiti i kao combiner funkciju, pa c´emo imati
kolekciju brojeva 1 koje treba zbrojiti.
• TextOutputFormat: klasa koju koristimo u ovom primjeru i u kojoj definiramo da c´e
kljucˇevi biti tipa Text, a vrijednosti tipa InWritable.
• FileOutputFormat: zapisuje rezultate primljene od TextOutputFormata u izlazni di-
rektorij.
1
2 p u b l i c vo id map ( LongWr i t ab l e key ,
3 Text va lue ,
4 O u t p u t C o l l e c t o r <Text , I n t W r i t a b l e > o u t p u t ,
5 R e p o r t e r r e p o r t e r )
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6 {
7 S t r i n g t e x t = v a l u e . t o S t r i n g ( ) . toLowerCase ( ) ;
8 t e x t = t e x t . r e p l a c e A l l ( ” ’ ” , ” ” ) ;
9 t e x t = t e x t . r e p l a c e A l l ( ” [ ˆ a−zA−Z ] ” , ” ” ) ;
10 S t r i n g T o k e n i z e r s t = new S t r i n g T o k e n i z e r ( t e x t ) ;
11 w h i l e ( s t . hasMoreTokens ( ) )
12 {
13 word . s e t ( s t . nex tToken ( ) ) ;
14 o u t p u t . c o l l e c t ( word , one ) ;
15 }
16 }
Listing 2.1: Map funkcija
1
2 p u b l i c vo id r e d u c e ( Text key , I t e r a t o r < I n t W r i t a b l e > v a l u e s ,
3 O u t p u t C o l l e c t o r <Text , I n t W r i t a b l e > o u t p u t ,
4 R e p o r t e r r e p o r t e r )
5 {
6 i n t c o u n t = 0 ;
7 w h i l e ( v a l u e s . hasNext ( ) )
8 {
9 c o u n t += v a l u e s . n e x t ( ) . g e t ( ) ;
10 }
11 o u t p u t . c o l l e c t ( key , new I n t W r i t a b l e ( c o u n t ) ) ;
12 }
Listing 2.2: Reduce funkcija
Mozˇemo primjetiti da su map i reduce funkcije pisane u istoj datoteci. Ne postoji strogo
pravilo koje definira gdje pisˇemo funkcije, ali obicˇno se map i reduce funkcije pisˇu u istoj
datoteci, osim ako su funkcije slozˇene, pa ih zbog laksˇeg razumijevanja pisˇemo odvojeno.
Buduc´i da je kod sam po sebi dosta jednostavan, nije potrebno detaljno objasˇnjenje.
MapReduce nam pruzˇa dosta elegantno rjesˇenje problema i cˇesto c´e se dogoditi da c´emo
potrosˇiti visˇe vremena na razmisˇljanje o rjesˇenju, nego na samo pisanje rjesˇenja.
Nakon pisanja koda, potreban nam je samo vec´i tekst za analizu. ’Project Gutenberg’
je internet stranica na kojoj mozˇemo pronac´i preko 100,000 besplatnih e-knjiga. Jedna od
njih je ’Moby Dick’ i upravu nju smo koristili za brojanje rijecˇi. Kod izvrsˇavamo pomoc´u
naredbe hadoop jar kojoj proslijedujemo direktorij u kojem se nalazi tekst koji analiziramo
i direktorij za spremanje rezultata.
Manji dio sadrzˇaja direktorija u kojem se nalaze rezultati izgleda ovako:





















Zbog jednostavnosti, nacˇin rada ’Word Count’-a je pokazan na primjeru jedne dato-
teke. Tako malu kolicˇinu podataka mozˇemo analizirati i drugim algoritmima. Skalabilnost
Hadoop-a i MapReduce algoritma dolazi do izrazˇaja kada analiziramo vec´e kolicˇine poda-
taka (stotine gigabajta), vrijeme obrade je znatno krac´e u odnosu na ostale algoritme.
Poglavlje 3
Hive
3.1 Sˇto je Hive?
Apache Hive je infrastruktura za skladisˇtenje podataka izgradena na Hadoop-u, te sluzˇi
za proucˇavanje podataka, upite i analizu. Iako je razvijena od strane Facebooka, danas ju
koriste i razvijaju i druge tvrtke kao sˇto je Netflix.
Apache Hive podrzˇava analizu velikih kolicˇina podataka spremljenih na Hadoop-ovu
HDFS-u, te pruzˇa SQL jezik HiveQL i podrzˇava MapReduce algoritam. Hive sprema meta-
podatke u bazi podataka Apache Derby i drugim klijent/server bazama kao sˇto je MySQL.
Zadac´a Hive-a je prebacivanje SQL upita u niz MapReduce poslova koji se mogu izvrsˇavati
na Hadoop grozdu. Hive organizira podatke u tablice koje osiguravaju sredstva za pri-
kljucˇivanje strukture podacima pohranjenim u HDFS-u. Metapodaci, kao sˇto su sheme
tablica, su pohranjenu u bazi koja se naziva metastore.
3.2 Nacˇin rada
Kao sˇto je vec´ spomenuto, Hive organizira podatke u tablice. Tablica se kreira na sljedec´i
nacˇin:
1 CREATE TABLE p o d a c i ( go d i na STRING , t e m p e r a t u r a INT , k v a l i t e t a INT )
2 ROW FORMAT DELIMITED
3 FIELDS TERMINATED BY ’\ t ’ ;
Prva linija je deklaracija tablice podaci koja ima tri kolone: godina, temperatura i kva-
liteta. Tip svake kolone mora, takoder, biti naveden. U ovom slucˇaju, godina je string,
temperatura i kvaliteta su integer-i. ROW FORMAT naredba se odnosi na HiveQL, dok je
prvi dio bio standardni SQL. ROW FORMAT naredba odreduje da je svaka kolona odvo-
jena tab-om, dok su reci odvojeni znakom za novi redak. Nakon kreiranja tablica, potrebno
je napuniti Hive podacima. Nacˇin unosa podataka je sljedec´i:
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1 LOAD DATA LOCAL INPATH ’ p r i m j e r . t x t ’
2 OVERWRITE INTO TABLE p o d a c i ;
Navedenom naredbom podaci se ucˇitavaju u prethodno kreiranu tablicu podaci iz datoteke
’primjer.txt’, a po potrebi je moguc´e ucˇitavanje iz visˇe datoteka. Rijecˇ OVERWRITE u
naredbi kazˇe da se obrisˇu svi postojec´i podaci i zatim upisˇu novi, tj.stari podaci se prebrisˇu
novima. Nakon ucˇitavanja podataka, mozˇemo pokrenuti zˇeljeni upit:
1 hive >SELECT godina , MAX( t e m p e r a t u r a )
2 >FROM r e c o r d
3 >WHERE t e m p e r a t u r a != 9999
4 >AND k v a l i t e t a = 0 OR k v a l i t e t a = 1
5 >GROUP BY g od in a ;
Ovo je naizgled obicˇni SQL upit. Razlika je jedino u tome sˇto Hive pretvara dani upit u
MapReduce zadatak. Moc´ Hive-a je upravo njegova moguc´nost obrade ’sirovih’ podataka.
Slika 3.1: Kreiranje tablice tweets pomoc´u Hive-a
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3.3 Metastore
Metastore je sredisˇnje skladisˇte metapodataka. Podijeljeno je u dva dijela: servis i skladisˇte
za podatke. U pravilu, metastore servis radi na istom JVM, odnosno virtualnom stroju,
kao i Hiveservis i sadrzˇi ugradenu Derby bazu podataka uz potporu lokalnog diska. Takva
konfiguracija se naziva ugradena metastore konfiguracija. Korisˇtenje ugradenog metastore-
a je jednostavan nacˇin za pokretanje Hive-a, ali samo jedna ugradena Derby baza mozˇe
pristupati podacima s diska u isto vrijeme, sˇto znacˇi da mozˇemo imati pokrenutu samo
jednu sesiju nad istim metastore-om. Rjesˇenje za korisˇtenje visˇe sesija u isto vrijeme je
korisˇtenje samostalne baze podataka. Takva konfiguracija se naziva lokalni megastore,
buduc´i da metastore servis koristi isti proces kao i Hive servis, ali se spaja na bazu u
zasebnom procesu, bilo na istom stroju, bilo na udaljenom.
Slika 3.2: metastore kreiran pomoc´u MySql-a
1White, Tom: Hadoop: The definitive Guide
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Slika 3.3: Konfiguracije Metastore-a1
Poglavlje 4
HDFS
4.1 Definicija i opis
Hadoop-ov distribuirani datotecˇni sustav, HDFS (Hadoop Distributed File System), je
glavna komponenta distribuiranog sustava za pohranu podataka koja se koristi u Hadoop-
u. HDFS, takoder, mozˇe posluzˇiti i kao samostalni distribuirani datotecˇni sustav. Apache
Hadoop okvir ukljucˇuje brojne kompenente koje podrzˇavaju distribuirano racˇunanje za
rjesˇavanje problema s velikih kolicˇina podataka. HDFS omoguc´uje korisnicima API za
implementaciju drugih distribuiranih datotecˇnih sustava ili sustava za pohranu podataka
kao sˇto su Amazon Simple Storage Servise, Parallel Virtual File System i drugi.
HDFS je datotecˇni sustav s hijerarhijom datoteka i direktorija. Implementiran je s dva
servisa na skupu posluzˇitelja:
• NameNode sadrzˇi stablo direktorija i upravlja prostorom i pristupom datotekama od
strane klijenta
• DataNode pohranjuje i upravlja blokovima podataka kao lokalnim datotekama na
servera preko ostatka grozda.
HDFS dijeli datoteke u velike blokove, koji se kopiranju na visˇe DataNode cˇvorova. Di-
jeljenje se vrsˇi zbog redudancije i dostupnosti podatkovnih datoteka. Metadata se odrzˇava
pomoc´u NameNode-a, koji izvrsˇava operacije otvaranja, zatvaranja i preimenovanja dato-
teka, te mapira blokove na DataNode-ove. U postojec´oj verziji HDFS-a, jedan NameNode
cˇuva cijeli prostor imena (eng. namespace) u RAM memoriji dok se podaci repliciraju i
pohranjuju u DataNode-u. DataNode cˇvorovi posluzˇuju upite klijentana i upravljaju ope-
racijama nad blokovima podataka koje suodredene NameNode cˇvorom, kao sˇto su brisanje
i kopiranje.
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4.2 Blokovi
Disk ima blokovnu velicˇinu koja oznacˇava najmanju kolicˇinu podataka koja mozˇe biti
cˇitana ili pisana. Datotecˇni sustav za jedan disk dijeli podatke na blokove. Blokovi da-
totecˇnog sustava su obicˇno veliki nekoliko kilobajta, dok se blokovi diska obicˇno veliki
512 bajtova.
HDFS, takoder, ima koncept bloka, ali se radi o vec´oj velicˇini - podrazumijevanja vri-
jednost je 64MB. Kao kod datotecˇnog sustava za jedan disk, datoteke u HDFS su podijelje-
nje u komade velicˇine bloka i pohranjene su kao neovisne cjeline. Za razliku od datotecˇnog
sustava za jedan disk, datoteka u HDFS-u koja je manja od velicˇine bloka ne zauzima cˇitavu
vrijednost bloka.
Zasˇto su blokovi u HDFS tako veliki? U usporedbi s diskovnim blokovima, blokovi
HDFS-a su jako veliki, kako bi se smanjili trosˇkovi trazˇenja. Cˇinec´i blok dovoljno velikim,
vrijeme za prijenos podataka s diska mozˇe biti znatno vec´e od vremena trazˇenja pocˇetka
bloka. Vrijeme prijenosa velikih datoteka rasporedenih u blokove djeluje na brzinu prije-
nosa diska. Brzi izracˇun pokazuje da ako je vrijeme trazˇenja oko 10ms, a brzina prijenosa
je 100MB/s, da bi vrijeme trazˇenja ubrzali za 1% brzine prijenosa, trebamo blok velicˇine
100MB. Zadana vrijednost bloka je 64MB, iako mnoge HDFS instalacije koriste 128MB.
Ova brojka c´e se mijenjati navisˇe kako bude rasla brzina prijenosa na novim generacijama
diskova.
Slika 4.1: Rasporedivanje podataka pomoc´u HDFS-a1
1White, Tom: Hadoop: The definitive Guide
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4.3 HDFS ogranicˇenja
HDFS mozˇe pohraniti vrlo veliki skup podataka pouzdano i usmjeriti te pkupove poda-
taka korisnicˇkoj aplikaciji. Medutim, kako kolicˇina podataka raste, HDFS i druge kompo-
nente Hadoop-a c´e postat ogranicˇene svojim dizajnom. Buduc´i da su metapodaci sprem-
ljeni u RAM memoriji na jednom NameNode cˇvoru, postoji ogranicˇenje koliko objekata
mozˇemo pohraniti u tu memoriju. Osim toga, velika opterec´enja u sustavu imaju poten-
cijal za stvaranje uskog grla porazˇavajuc´i moc´ NameNode cˇvora. Apache Hadoop za-
jednica radi na tome da prevladaju ove granice skalabilnosti. Jedan od moguc´ih nacˇina
rjesˇavanja problema je pomoc´u ’federacije’ Konfiguracija ’federacija’ je povratno kompa-
tibilna i omoguc´uje da postojec´i NameNode cˇvor radi bez ikakvih promjena. Nova konfi-
guracija je dizajnirana tako da svi cˇvorovi u grozdu imaju istu konfiguraciju, bez potrebe
za implementacijom razlicˇitih konfiguracija, ovisno o vrsti cˇvora u grozdu.
Slika 4.2: Pokrenuti cˇvorovi na Hadoop-u
Poglavlje 5
Twitter: analiza podataka
Najcˇesˇc´e analizirana podrucˇja su financije, politika, organizacije, energija. Mrezˇe se,
opc´enito, modeliraju tako da ih se prezentira grafom i analiziraju se korisˇtenjem teorije
grafova. Prebacivanje mrezˇe u graf nam omoguc´ava uocˇavanje veza koje prije nisu mogle
biti uocˇene, uvid u strukturu mrezˇe, ispitivanje povezanosti i optimizaciju.
Zahvaljujuc´i MapReduce algoritmu mozˇemo u krac´em vremenu obraditi i analizirati
jako veliku kolicˇinu podataka. U nastavku rada opisana je analiza podataka s drusˇtvene
mrezˇe Twitter pomoc´u Hadoop-a i MapReduce-a, od nacˇina prikupljanja i spremanja po-
dataka, do rezultata za trazˇeni upit.
5.1 Ukratko o Twitter-u
Twitter je drusˇtvena mrezˇa za tzv.mikro-blogging, odnosno za slanje i cˇitanje kratkih po-
ruka koje se nazivaju tweet-ovi i imaju ogranicˇenje na najvisˇe 140 znakova. Twitter su u
ozˇujku 2006.godine osnovali Jack Dorsey, Evan Williams, Biz Stone i Noah Glass. Ve-
likom brzinom je postao popularan i vec´ 2012. godine je bilo 500 milijuna registriranih
korisnika, koji su objavljivali oko 340 milijuna tweet-ova dnevno. 2013.godine, Twitter je
bio medu 10 najposjec´enijih internet stranica. Tweet-ovi su po definiciji vidljivi svima, ali
posˇiljatelj mozˇe ogranicˇiti vidljivost svojih tweet-ova na samo odredene osobe. Karakte-
ristika tweet-ova su i ljestve (eng.hashtags) # pomoc´u kojih je moguc´e grupirati tweet-ove
prema naslovu, sadrzˇaju, osobi koja se spominje . . . Ukratko, Twitter mozˇemo gledati kao
izvor ogromnih kolicˇina podataka cˇijom analizom mozˇemo doc´i do odredenih rezultata i
pokazatelja.
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5.2 Zasˇto analiza Twitter-a
Drusˇtvene mrezˇe su stekle veliku popularnost u svijetu zahvaljujuc´i marketingu, a Twitter
je koristan alat pomoc´u kojeg tvrtke promoviraju svoje proizvode. Twitter omoguc´ava da
tvrtke komuniciraju izravno s korisnicima, a korisnici daju javno svoju kritiku proizvoda.
Ako zˇelimo analizirat odredene podatke radi dobivanja rezultata, rezultat c´e biti tocˇniji
sˇto je kolicˇina podataka vec´a. Nije lako doc´i do ogromnih kolicˇina odredenih podataka, i
upravo zbog toga je Twitter idealan.
Korisnik Twittera, nazovimo ga Luka, slijedi odredeni broj ljudi. Isto tako, drugi ljudi
slijede njega, tzv.sljedbenici. Kad Luka objavi nesˇto, njegovi sljedbenici to vide. Luka
takoder mozˇe retweet-ati ono sˇto su drugi objavili, to jest mozˇe podijeliti njihove tweet-ove
tako da njegovi sljedbenici to vide, iako oni ne slijede osobu koja je tweet prvotno objavila.
Tako se poruke mogu prosˇiriti na veliku skupinu ljudi. Buduc´i da Twitter prati broj retweet-
ova, pomoc´u toga mozˇemo procijeniti koliko je neka osoba popularna na Twitteru, koji
korisnik objavljuje najvisˇe retweet-ova i slicˇno.
5.3 Prikupljanje i obrada podataka
SQL upiti se mogu koristiti da bi odgovorili na odredena pitanja: Koji korisnik ima najvisˇe
retweet-ova? Kojeg korisnika prati najvisˇe ljudi? . Postavljanje upita nad Twitter podacima
u tradicionalnom RDBMS je nezgodno, jer Twitter Streaming API emitira tweet-ove u
JSON formatu sˇto mozˇe biti dosta slozˇeno. U Hadoop-ovu sustavu, projekt Hive pruzˇa
sucˇelje za upite koje se mozˇe koristiti za upite nad podacima koji se nalaze u HDFS-u.
Jezik u kojem se pisˇu upiti je jako slicˇan SQL jeziku, ali nam omoguc´uje laksˇe modeliranje
slozˇenih upita, tako da se lako mozˇe postaviti upit za vrstu podataka koju imamo.
Na pocˇetku, potrebno je spremiti podatke s Twitter-a u HDSF, te nakon toga mozˇemo
rec´i Hive-u gdje se podaci nalaze i na koji nacˇin ih je potrebno cˇitati.
Gornji dijagram pokazuje kako neke od CDH (Cloudera’s Distribution Including Apache
Hadoop) komponenti mogu biti spojene skupa kako bi izgradile cjevovod podataka (eng.
data pipeline) koji je potreban za zˇeljenu analizu podataka.
5.3.1 Prikupljanje podataka pomoc´u Apache Flume
The Twitter Streaming API omoguc´uje stalno dotok tweet-ova. Najjednostavniji nacˇin
spremanja tih podataka je korisˇtenje komponente unutar CDH koja automatski sprema da-
toteke iz API-a u HDFS. Apache Flume je sustav za ’ubrizgavanje’ podataka koji je konfi-
guriran definiranjem krajnjih tocˇaka u protoku podataka pod nazivom izvori i ponori (eng.
1http://blog.cloudera.com/blog/2012/09/analyzing-twitter-data-with-hadoop/
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Slika 5.1: Kontrolirani tok podataka1
sources and sinks). Internet stranica Apache Flume-a opisuje Flume kao ’distibuirani, po-
uzdani i dostupni servis za ucˇinkovito prikupljanje i pomjeranje velikih kolicˇina podataka’.
U Flume-u, svaki pojedini dio podataka (u nasˇem slucˇaju, tweet-ovi) se naziva dogadaj. Iz-
vori proizvode dogadaje i sˇalju ih kroz kanal koji vodi sve do ponora. Nakon toga, ponor
zapisuje dogadaje na unaprijed odredeno mjesto. Flume podrzˇava neke standardne izvore
podataka, kao sˇto je syslog ili netcat.
Slika 5.2: Flume cjevovod2
Za nasˇ slucˇaj, potrebno je izgraditi prilagodeni izvor koji pristupa Twitter Streaming
API-u i sˇalje tweet-ove kroz kanal do ponora koji ih zapisuje na HDFS. Osim toga, mozˇemo
koristiti prilagodene izvore za filtriranje tweet-ova na temelju kljucˇnih rijecˇi kako bi pronasˇli
bitne tweet-ove, sˇto je bolje nego da koristimo cˇitav skup tweet-ova.
2http://blog.cloudera.com/blog/2012/09/analyzing-twitter-data-with-hadoop/
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Za pocˇetak, potrebno je instalirati Flume, uz uvjet da je Hadoop vec´ instaliran. Unutar
datoteke flume.conf definiramo lokaciju, odnosno HDFS, na koju c´e se prikupljeni tweet-
ovi spremati. Vrijednosti consumerKey, consumerSecret, acessToken i acessTokenSecret
su dostupne na dev.twitter.com, te su jedinstevene za svakog korisnika. Direktorij flume-
sources sadrzˇi prilagodeni Flume kod koji povezuje Twitter Streaming API i sprema po-
datke na HDFS u JSON formatu.
Slika 5.3: Datoteka flume.conf unutar koje upisujemo podatke s Twitter aplikacije
5.3.2 Upravljanje podacima s Oozie-om
Nakon sˇto ucˇitamo podatke s Twitter-a i spremimo ih na HDFS, keiramo vanjsku tablicu
u Hive-u pomoc´u koje mozˇemo koristiti potrebne upite. Korisˇtenje vanjske tablice nam
omoguc´ava da koristimo podatke bez da ih premjesˇtamo s lokacije na HDFS-u. Da bi
omoguc´ili skalabilnost, moramo dijeliti tablicu kako se povec´ava kolicˇina podataka. Podi-
jeljena tablica nam omoguc´ava da ’odrezˇemo’ podatke koje smo procˇitali nekim upitom,
sˇto rezultira boljom performansom kada se radi o velikim kolicˇinama podataka. Medutim,
Twitter API c´e nastaviti ucˇitavati tweet-ove i Flume c´e neprestano stvarati nove datoteke.
Moguc´e je automatizirati periodicˇni proces koji c´e dodavati dijelove tablice kako podaci
dolaze.
Apache Oozie je koordinacijski sustav tijeka rada koji se mozˇe koristiti za rjesˇavanje
ovog problema. Oozie je iznimno fleksibilan sustav za izradu tijeka rada, koji se izvrsˇava
na temelju niza kriterija. Na primjer, mozˇemo postaviti da se naredba ALTER TABLE
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izvrsˇava svakih sat vremena, tj. da se kreira dio tablice koji c´e sadrzˇavat podatke koji su
pristigli u zadnjih sat vremena. To nam osigurava da uvijek imamo svjezˇe (eng. up-to-date)
podatke.
5.3.3 Upiti nad slozˇenim podacima s Hive-om
Prije nego krenemo s postavljanjem upita za podatke, moramo osigurat da Hive tablica is-
pravno interpretira JSON (JavaScript Object Notation) podatke. Po defniciji, Hive ocˇekuje
da ulazne datoteke koriste odredeni format, ali nasˇi podaci s Twittera su u JSON formatu,
pa nec´e raditi za spomenutu definiciju. Hive nam omoguc´uje da sami definiramo ili dodefi-
niramo kako c´e se podaci prikazivati. To je ujedno i najvec´a prednost Hive-a. Dana shema
se provodi samo kad cˇitamo podatke i mozˇemo koristiti Hive SerDe sucˇelje za odredivanje
interpretacije onoga sˇto smo ucˇitali. SerDe je skrac´enica od ’Serializer and Deserializer’ i
oznacˇava sucˇelja koja govore Hive-u kako treba prevesti podatke u nesˇto sˇto mozˇe razumi-
jeti. Konkretno, sucˇelje Deserializer se koristi kada cˇitamo podatke s diska i pretvara ih u
objekte s kojima Hive zna raditi. Mozˇemo napisati prilagodeni SerDe koji c´e cˇitati JSON
podatke i prevodoti iz u objekte za Hive. Nakon toga smo spremni za korisˇtenje upita nad
podacima.
SerDe c´e uzeti tweet u JSON formatu, na nacˇin opisan u dodatku ’Tweet u JSON for-
matu’, i prevesti ga u format pogodan za upite:
1 SELECT c r e a t e d a t , e n t i t i e s , t e x t , u s e r
2 FROM t w e e t s
3 WHERE u s e r . s c r e e n n a m e= ’ Pa rvezJugon ’
4 AND r e t w e e t e d s t a t u s . u s e r . s c r e e n n a m e= ’ S c o t t O s t b y ’ ;
Listing 5.1: Upit
Direktorij hive-serdes koji se nalazi unutar Hive-a sadrzˇi SerDe koji omoguc´uje da
izvrsˇavamo upite nad ’sirovim’ JSON podacima. Metastore Hive-a je konfiguriran za upo-
trebu MySQL upita. Nakon pokretanja Hive-a, kreiramo potrebnu tablicu za spremanje
zˇeljenih podataka.
Nakon opisanih koraka, dobili smo end-to-end sustav koji prikuplja podatke s Twitter
Streaming API-a, sˇalje ih datotekama na HDFS-u kroz Hive i koristi Oozie za periodicˇno
ucˇitavanje datoteka u Hive gdje, pomoc´u SerDe, mozˇemo izvrsˇavati upite nad podacima.
5.4 Rezultati
Nakon sˇto je Flume skupljao podatke s Twittera tijekom tri dana na osnovnu sljedec´ih
kljucˇnih rijecˇi:
3podaci skinuti s demo.gethue.com dana 27.7.2014.
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Slika 5.4: dio tablice u kojoj su pohranjenji tweet-ovi3
hadoop, big data, analytics, bigdata, cloudera, data science, data scientist, business
intelligence, mapreduce, data warehouse, data warehousing, mahout, hbase, nosql, newsql,
businessintelligence, cloudcomputing
kolicˇina podataka je bila oko pola gigabajta JSON podataka, koji se vec´ opisani, a da-
teljan kod se nalazi u dodatku ’Tweet u Json formatu’. Prikupljeni podaci imaju odredenu
strukturu, ali pojedina polja nedostaju. Polje retweeted status je popunjeno jedino uko-
liko je dani tweet bio retweet-an, odnosno ponovno objavljen. Ovakva polovicˇna struktura
podataka je dosta slozˇena za obradu pomoc´u RDBMS, dok Hive mozˇe obraditi ovakve
podatke jednostavnije.
Sljedec´i upit c´e kao rezultat dati korisnicˇko ime i broj retweet-ova za 10 korisnika s
najvisˇe retweet-ova:
1 SELECT
2 t . r e t w e e t e d s c r e e n n a m e ,
3 sum ( r e t w e e t s ) AS t o t a l r e t w e e t s ,
4 c o u n t ( ∗ ) AS t w e e t c o u n t
5 FROM (SELECT
6 r e t w e e t e d s t a t u s . u s e r . s c r e e n n a m e as r e t w e e t e d s c r e e n n a m e ,
7 r e t w e e t e d s t a t u s . t e x t ,
8 max ( r e t w e e t c o u n t ) a s r e t w e e t s
9 FROM t w e e t s
10 GROUP BY r e t w e e t e d s t a t u s . u s e r . sc reen name ,
11 r e t w e e t e d s t a t u s . t e x t ) t
12 GROUP BY t . r e t w e e t e d s c r e e n n a m e
13 ORDER BY t o t a l r e t w e e t s DESC
14 LIMIT 1 0 ;
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Rezultat je sljedec´i:
Tablica 5.1: Rezultati











Iz dobivenih rezultata, osim korisnika koji imaju najvisˇe retweet-ova, mozˇemo vi-
djeti da broj retweet-ova nije povezan s brojem sljedbenika. Odnosno, korisnik s najvisˇe
retweet-ova ima relativno malo sljedbenika. Iz toga zakljucˇujemo da su neki korisnici
poprilicˇno popularni na Twitteru, ali njihovi tweet-ovi nisu toliko rasˇireni.
Slika 5.5: Korisnici s najvisˇe retweetova
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Slika 5.6: Broj sljedbenika korisnika s najvisˇe retweetova
Zahvaljujuc´i popularnosti Twitter-a, podaci prikupljeni s te drusˇtvene mrezˇe i analiza
istih mogu biti jako korisni za marketing, promociju, ali i dobivanje korisnih informacija.
Pretpostavimo da zˇelimo znati kad je najvisˇe korisnika aktivno. Do tog rezultata dolazimo
jednostavnim brojanjem tweet-ova obzirom na vrijeme obrade. Uzmimo manju kolicˇinu
podataka prikupljenih s Twittera, bez filtriranja kljucˇnih rijecˇi. Rezultat je sljedec´i:
Slika 5.7: Broj objavljenih tweet-ova prema vremenu objave
Do ovih rezultata je moguc´e doc´i i upotrebom drugih aplikacija i algoritama, ali ono
po cˇemu se Hadoop i Mapreduce razlikuju od ostalih je nskalabilnost ostvarena podjelom
poslova koja omoguc´uje dobivanje rezultata u relativno kratkom vremenu.
5.5 Zakljucˇak
Pokazali smo da Hadoop, odnosno MapReduce, mozˇe biti vrlo dobar alat za obradu velikih
kolicˇina podataka. Na primjeru Twittera vidjeli smo kako se tok podataka mozˇe prikupljati
i spremati za daljnju obradu. Uz razumijevanje nacˇina rada Hadoop-a i njegovih kompo-
nenti, mozˇemo na dosta jednostavan nacˇin, programiranjem na visˇem nivou softvera, doc´i
do trazˇenih informacija iz distribuiranog skladisˇta podataka. Zbog distribuirane arhitekture
softvera i izmjerene skalabilnosti, mozˇemo pretpostaviti da c´e implementirano rjesˇenje biti
funkcionalno i u slucˇaju bitnog povec´anja volumena podataka.
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Dodatak A
Word Count
Prilikom izvrsˇavanja koda programa ’Word Count’, gotovo sav posao se odvija u funkci-
jama Map() i Reduce().
Klasa MapClass prima sljedec´e podatke: kljucˇ - pomak bajtova (byte offset), vrijednost
- liniju teksta i output - mehanizam preko kojeg kreiramo izlazne podatke u obliku para
kljucˇa i vrijednosti. Primljenu vrijednost u obliku stringa MapClass pretvara u mala slova
tako da rijecˇi ’Algoritam’ i ’algoritam’ budu jednake, brisˇe nepotrebne praznine, a sve
posebne znakove pretvara u praznine jer ih ne zˇelimo brojati. Svakoj rijecˇi se dodijeli broj
1 koji oznacˇavanje pojavljivanje te rijecˇi.
Klasa ReduceClass prima slicˇne parametre kao i MapClass, s razlikom da je kljucˇ rijecˇ
danog teksta, te klasa ne prima samo jednu vrijednost vec´ listu vrijednosti (tocˇnije, iterator
na listu vrijednosti). U ovom primjeru, ulazni parametri c´e biti u obliku rijecˇi ’Algoritam’
i iterator na listu vrijednosti 1, 1, 1, 1. Reduce funkciju mozˇemo koristiti i Combiner
funkciju, pa c´emo, umjesto brojanja broja ’ulaza’ pojedine rijecˇi, vec´ c´emo dane brojeve 1
dodavati zbroju koji je zapravo rezultat.
15
16 p u b l i c c l a s s WordCount e x t e n d s C o n f i g u r e d implemen t s Tool {
17
18 p u b l i c s t a t i c c l a s s MapClass e x t e n d s MapReduceBase
19 imp lemen t s Mapper<LongWri tab le , Text , Text , I n t W r i t a b l e >
20 {
21 p r i v a t e Text word = new Text ( ) ;
22 p r i v a t e f i n a l s t a t i c I n t W r i t a b l e one = new I n t W r i t a b l e ( 1 ) ;
23
24 p u b l i c vo id map ( LongWr i t ab l e key , / / O f f s e t i n t o t h e f i l e
25 Text va lue ,
26 O u t p u t C o l l e c t o r <Text , I n t W r i t a b l e > o u t p u t ,
27 R e p o r t e r r e p o r t e r ) t h ro ws IOExcep t ion
28 {
29 / / Get t h e v a l u e as a S t r i n g
31
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30 S t r i n g t e x t = v a l u e . t o S t r i n g ( ) . toLowerCase ( ) ;
31
32 / / Rep lace a l l non− c h a r a c t e r s
33 t e x t = t e x t . r e p l a c e A l l ( ” ’ ” , ”” ) ;
34 t e x t = t e x t . r e p l a c e A l l ( ” [ ˆ a−zA−Z ] ” , ” ” ) ;
35
36 / / I t e r a t e ove r a l l o f t h e words i n t h e s t r i n g
37 S t r i n g T o k e n i z e r s t = new S t r i n g T o k e n i z e r ( t e x t ) ;
38 w h i l e ( s t . hasMoreTokens ( ) )
39 {
40 / / Get t h e n e x t t o k e n and s e t i t a s t h e t e x t f o r
41 / / our ” word ” v a r i a b l e
42 word . s e t ( s t . nex tToken ( ) ) ;
43
44 / / Outpu t t h i s word as t h e key and 1 as t h e v a l u e





50 p u b l i c s t a t i c c l a s s Reduce e x t e n d s MapReduceBase
51 imp lemen t s Reducer<Text , I n t W r i t a b l e , Text , I n t W r i t a b l e >
52 {
53 p u b l i c vo id r e d u c e ( Text key , I t e r a t o r < I n t W r i t a b l e > v a l u e s ,
54 O u t p u t C o l l e c t o r <Text , I n t W r i t a b l e > o u t p u t ,
55 R e p o r t e r r e p o r t e r ) t h ro ws IOExcep t ion
56 {
57 / / I t e r a t e ove r a l l o f t h e v a l u e s ( c o u n t s o f o c c u r r e n c e s
58 / / of t h i s word )
59 i n t c o u n t = 0 ;
60 w h i l e ( v a l u e s . hasNext ( ) )
61 {
62 / / Add t h e v a l u e t o our c o u n t
63 c o u n t += v a l u e s . n e x t ( ) . g e t ( ) ;
64 }
65
66 / / Outpu t t h e word wi th i t s c o u n t ( wrapped i n an I n t W r i t a b l e
)





72 p u b l i c i n t run ( S t r i n g [ ] a r g s ) t h r ow s E x c e p t i o n
73 {
74 / / C r e a t e a c o n f i g u r a t i o n
75 C o n f i g u r a t i o n con f = ge tConf ( ) ;
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76
77 / / C r e a t e a j o b from t h e d e f a u l t c o n f i g u r a t i o n t h a t w i l l
78 / / use t h e WordCount c l a s s
79 JobConf j o b = new JobConf ( conf , WordCount . c l a s s ) ;
80
81 / / D ef in e our i n p u t p a t h as t h e f i r s t command l i n e argument
82 / / and our o u t p u t p a t h as t h e second
83 Pa th i n = new Pa th ( a r g s [ 0 ] ) ;
84 Pa th o u t = new Pa th ( a r g s [ 1 ] ) ;
85
86 / / C r e a t e F i l e I n p u t / Outpu t f o r m a t s f o r t h e s e p a t h s ( i n t h e j o b )
87 F i l e I n p u t F o r m a t . s e t I n p u t P a t h s ( job , i n ) ;
88 F i l e O u t p u t F o r m a t . s e t O u t p u t P a t h ( job , o u t ) ;
89
90 / / C o n f i g u r e t h e j o b : name , mapper , r e d u c e r , and combiner
91 j o b . setJobName ( ” WordCount ” ) ;
92 j o b . s e t M a p p e r C l a s s ( MapClass . c l a s s ) ;
93 j o b . s e t R e d u c e r C l a s s ( Reduce . c l a s s ) ;
94 j o b . s e t C o m b i n e r C l a s s ( Reduce . c l a s s ) ;
95
96 / / C o n f i g u r e t h e o u t p u t
97 j o b . s e t O u t p u t F o r m a t ( Tex tOu tpu tFo rma t . c l a s s ) ;
98 j o b . s e t O u t p u t K e y C l a s s ( Text . c l a s s ) ;
99 j o b . s e t O u t p u t V a l u e C l a s s ( I n t W r i t a b l e . c l a s s ) ;
100
101 / / Run t h e j o b
102 J o b C l i e n t . r u nJ ob ( j o b ) ;
103 r e t u r n 0 ;
104 }
105
106 p u b l i c s t a t i c vo id main ( S t r i n g [ ] a r g s ) t h r ow s E x c e p t i o n
107 {
108 / / S t a r t t h e WordCount MapReduce a p p l i c a t i o n
109 i n t r e s = ToolRunner . run ( new C o n f i g u r a t i o n ( ) ,
110 new WordCount ( ) ,
111 a r g s ) ;
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U ovom radu je opisan nacˇin rada i primjena Apache Hadoop-a i njegovih komponenti.
Najvazˇnija komponenta je MapReduce koja ima sve vec´u primjenu. Da bismo mogli koris-
titi MapReduce algoritam potrebno je razumjeti njegov nacˇin rada, te naucˇiti neka pravila
za pisanje samog algoritma kao sˇto je korisˇtenje combiner funkcije. Da bi u potpunosti
razumijeli koncept Hadoop-a, objasˇnjeni su pojmovi Flume, Hive, HDFS, te Oozie. Pri-
mjena Hadoop-a i MapReduce-a je pokazana na analizi drusˇteve mrezˇe Twitter. Podaci
su prikupljani prema odredenim uvjetima pomoc´u Apache Flume-a, zatim su obradeni s
Oozie-em, a upiti nad njima su izvrsˇeni pomoc´u Hive-a.
Summary
This thesis describes the operation and use of Apache Hadoop and its components. The
most important component is MapReduce. To use MapReduce algorithm it is necessary
to understand its mode of operation, and learn some of the rules for writing the algorithm
as well as the use of the combiner function. In order to fully understand the concept of
Hadoop, the following concepts are explained: Flume, Hive, HDFS and Oozie. Use of
Hadoop and MapReduce is shown in the analysis of social network Twitter. Data were
collected according to certain conditions using Apache Flume, then they were processed
with Oozie-operation and queried using Hive.
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