The Cramer-Rao lower bound for sequential estimation in the multiparameter case(Sequential Analysis and Statistical Inference) by 小池, 健一
Title
The Cramer-Rao lower bound for sequential estimation in the
multiparameter case(Sequential Analysis and Statistical
Inference)
Author(s)小池, 健一








The Cramer-Rao lower bound for sequential estimation










3 (I). $m\geq 1$ $E_{\theta}N\leq m$
$\sum_{l=1}var_{\theta}Z_{l}^{(N)}$ (II). $a$ $\sum_{l=1}^{\tau}var_{\theta}Z_{l}^{(N)}\leq a$
$E_{\theta}N$ (III). $c(>0)$ 1 $\sum_{l=1}var_{\theta}Z_{l}^{(N)}+cE_{\theta}N$







(A1) \Omega $B^{\gamma}$ \Omega \mbox{\boldmath $\theta$}=(\mbox{\boldmath $\theta$}1, . .. ,\mbox{\boldmath $\theta$}7)’ $g(\theta)=(g_{1}(\theta),$ $\ldots$ ,
$g_{h}(\theta))’$ \Omega $R^{k}$ $g_{i}(\theta)(i=1, \ldots, k)$ $\theta_{j}(i=$
$1,$
$\ldots,$
$r$) $h_{ij}(\theta)=\theta g_{i}(\theta)/\theta\theta_{j}$ $H(\theta)=(h;;(\theta))(k\cross r)$
(A2) $(\mathcal{X},\mathcal{A})$ $\mathcal{P}=\{P_{\theta} : \theta\in\Omega\}$ $\sigma$- \mbox{\boldmath $\mu$}
$p(\cdot, \theta)$ 1 $X_{1},$ $X_{2},$ $\ldots$
(A$) $\{x : p(x, \theta)>0\}$ \mbox{\boldmath $\theta$}
(A4) $p(x, \theta)$ $(x$ , \mbox{\boldmath $\theta$} $)$ \in X $\cross$ \Omega $\theta_{j}(j=1, \ldots, r)$
(A5) $N$ $0<E_{\theta}N<\infty$
(A6) $g(\theta)$ \varphi $=(\varphi^{(1)}, \varphi^{(2)}, \ldots)$ ( $\varphi^{(n)}(X_{1}, \ldots, X_{n})=$
$(\varphi_{1}^{(n)}(X_{1}, \ldots, X_{n}),$
$\ldots,$







$I_{ij}( \theta)=\sum_{n=1}^{\infty}\int_{\{N=n\}}\frac{\partial\log p(X_{1},\theta)}{\theta\theta_{\dot{*}}}\frac{\theta\log p(X_{1},\theta)}{\partial\theta_{j}}\prod_{l=1}^{n}p(x_{l}, \theta)\mu(dx_{l})$ $(i,j=1, \ldots,r)$
\mbox{\boldmath $\theta$}\in \Omega $I_{ii}(\theta)(i=1, \ldots, ’)$ $I(\theta)=(I_{ij}(\theta))$
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3. Cramer-Rao
Wolfowitz [2] (A1) $k=1$ $g(\theta)=g_{1}(\theta)$ $(A1)\sim$
$(A7)$
1 (Wolfowitz [2]). $(A1)\sim(A7)$ P
$\varphi$
$N$ Y (A1) $k=1$ $\theta\in\Omega$
$var_{\theta}\varphi\geq\frac{(dg_{1}(\theta)/d\theta)^{2}}{E_{\theta}NI(\theta)}$
(A1) $k\geq 1$
1. $\mathcal{P}$ $N$ $\theta\in\Omega$
$cov_{\theta}(\sum_{l=1}^{N}\frac{\theta}{\partial\theta_{\alpha}}\log p(X_{l}, \theta),$ $\sum_{l=1}^{N}\frac{\theta}{\partial\theta_{\beta}}\log p(X_{l}, \theta))=E_{\theta}NI_{\alpha\beta}(\theta)$ $(\alpha,\beta=1, \}r)$
. $n=1,2,$ $\ldots$
$Y_{n}^{(\alpha)}= \sum_{l=1}^{n}\frac{\partial}{\partial\theta_{\alpha}}\log p(X_{l}, \theta)$ $(\alpha=1, \ldots\gamma)$





$1$ $3$ (A7) 2 Schwarz (A7)
(A6) $l=1,2,$ $\ldots$ ,
$E_{\theta} \frac{\partial}{\partial\theta_{\alpha}}\log p(X_{l},\theta)=0$ $(\alpha=1, \ldots, r)$
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\mbox{\boldmath $\theta$}\in \Omega $i=1,$ $\ldots,$ $r$
$\varphi_{i}^{(N)}(X_{1},\ldots,X_{N})=\sum_{\alpha=1}^{k}a_{\alpha}^{i}(\theta)\{\sum_{l=1}^{N}\frac{\partial}{\theta\theta_{\alpha}}\log p(X_{l},\theta)+b_{\alpha}^{(i)}(\theta)\}$ $P_{\theta}-a.s$ . (3)
$a_{\alpha}^{t\dot{*})}(\theta),$ $b_{\alpha}^{(i)}(\theta)$ \mbox{\boldmath $\theta$}
. ( ). \alpha =1, . .. , $r,$ $n=1,2,$ $\ldots$
$\frac{\theta}{\theta\theta_{\alpha}}I^{n}I^{p(z_{l},\theta)}l=1=\sum_{m=1}^{n}(\frac{\partial}{\theta\theta_{\alpha}}p(x_{t}, \theta))_{l\neq^{n_{m}}}II^{p(x_{l},\theta)}$
$=( \sum_{m=1}^{n}\frac{\theta}{\partial\theta_{\alpha}}\log p(oe_{m}, \theta))\prod_{l=1}^{n}p(iota,\theta)$
\mbox{\boldmath $\tau$} (A6) 2 $\theta_{\alpha}(\alpha=1, )r)$
$\sum_{n=1}^{\infty}\int_{\{N=n\}}\sum_{l=1}^{n}\frac{\partial}{\partial\theta_{\alpha}}\log p(x_{l},\theta)\prod_{l=1}^{n}p(x_{l},\theta)\mu(dx)=0$ $(\alpha=1, \ldots, r)$
$\sum_{n=1}^{\infty}\int_{\{N=n\}}\varphi_{i}^{(n)}(x)\sum_{l=1}^{n}\frac{\theta}{\theta\theta_{a}}\log p(x_{l}, \theta)I_{=}^{n}I_{1}^{p(x_{l},\theta)\mu(dx)}\iota=\frac{\partial}{\theta\theta_{\alpha}}g_{i}(\theta)=h_{i\alpha}(\theta)$
$(i=1, \ldots, k,\alpha=1, \ldots, r)$
$Y_{n}^{(\alpha)}=\sum_{l=1}^{n}\frac{\theta}{\theta\theta_{\alpha}}\log p(x_{l},\theta)$ $(n=1,2, \ldots,\alpha=1, \ldots, \uparrow)$
1
$\{\begin{array}{l}E_{\theta}Y_{N}^{(\alpha)}=0(\alpha=1,\ldots,r)cov_{\theta}(Y_{N}^{(\alpha)},Y_{N}^{(\beta)})=E_{\theta}NI_{\alpha\beta}(\theta)(\alpha,\beta=1|r)cov_{\theta}(\varphi!^{N)},Y_{N}^{(\alpha)})=h_{i\alpha}(\theta)(i=1,\ldots,k,\alpha=1,\ldots,r)\end{array}$








( ). $h=r$ \mbox{\boldmath $\theta$}\in \Omega $H(\theta)$
$H(\theta)(E_{\theta}NI(\theta))^{-1}H$ ‘ $(\theta)$ Graybill [5] Theorem12.2.14
$\theta\in\Omega$
$| Var_{\theta}\varphi|\geq\frac{|H(\theta)|^{2}}{|E_{\theta}NI(\theta)|}$
[ ] . $P(\theta)$ \mbox{\boldmath $\theta$} $\in\Omega$
$P’(\theta)Var_{\theta}\varphi P(\theta)=I_{k}$ ,
$P’(\theta)H(\theta)(E_{\theta}NI(\theta))^{-1}H’(\theta)P(\theta)=diag(a_{1}(\theta)_{\{}\ldots, a_{h}(\theta))$ $(a_{i}(\theta)>0,i=1, \ldots, h)$
(4)
( Graybi [5], Theorem 12.2.13) $Var_{\theta}\varphi-H(\theta)(E_{\theta}NI(\theta))^{-1}H’(\theta)$
$I_{h}-diag(a_{1}(\theta), \ldots, a_{h}(\theta))$ \mbox{\boldmath $\theta$} $\in\Omega$
$1\geq a_{i}(\theta)$ $(i=1, \ldots,k)$ (5)
$|Var_{\theta}\varphi|=|H(\theta)(E_{\theta}NI(\theta))^{-1}H’(\theta)|$
$|P^{l}(\theta)Var_{\theta}\varphi P(\theta)|=|P^{l}(\theta)H(\theta)(E_{\theta}NI(\theta))^{-1}H^{l}(\theta)P(\theta)|$
$1= \prod_{i=1}^{h}a:(\theta)$ $(i=1, \ldots, k)$






$var_{\theta}\varphi_{i}^{(N)}=$ $(h_{11}(\theta), \ldots , h_{ik}(\theta))(E_{\theta}NI(\theta))^{(-1)}(\begin{array}{l}h_{i1}(\theta)|h_{ik}(\theta)\end{array})$ ($i=1,$ $\ldots$ , k)
$h_{ij}(\theta)=cov_{9}(\varphi_{i}^{(N)},Y_{N}^{(j)})$
$E_{\theta}NI(\theta)=(cov_{\theta}(Y_{N}^{(i)},$ $Y_{N}^{(j)}))$ $(i,j=1, \ldots , k)$
Lehmann [6] Theorem 2.7.1 \mbox{\boldmath $\theta$} $\in\Omega,$ $i=1,$ $\ldots,$ $k$
$\varphi_{:}^{(N)}=\sum_{a=1}^{h}a_{\alpha}^{:}(\theta)\{\sum_{l=1}^{N}\frac{\partial}{\theta\theta_{\alpha}}\log p(X_{l}, \theta)+b_{\alpha}^{(:)}(\theta)\}$ $P_{\theta}-a.s$ .
$a_{\alpha}^{i}(\theta),$ $b_{\alpha}^{i}(\theta)(i=1, \ldots, k)$ $\theta$
$\circ$
Var$9\varphi=H(\theta)(E_{9}NI(\theta))^{-1}H’(\theta)$





Wolfowitz [2] (A6) (B1) (B2)
(B1) $\{N=n\}$ $i=1,$ $\ldots,$ $k,$ $j=1,$ $\ldots,$ $r$
$T_{n}^{(ij)}(x_{1}, \ldots, x_{n})$ $(\mathfrak{B}, \theta)\in \mathcal{X}\cross\Omega$




$t_{n}^{(i)}( \theta)=\int_{\{N=n\}}\varphi_{i}^{(n)}(x_{1}, \ldots, x_{n})I^{n}I^{p(x_{l\prime}\theta)\mu(dx_{l})}l=1$
$i=1,$ $\ldots,$ $k,j=1,$ $\ldots,$ $\uparrow$. n\Sigma$=1 \frac{\partial t_{n}^{(\dot{*})}(\theta)}{\theta\theta_{j}}$
h=r.
. $(A1)\sim(A7)$
$g(\theta)=\theta+b(\theta)$ , $b(\theta)=(b_{1}(\theta), \ldots, b_{h}(\theta))^{t}$
$B_{:j}( \theta)=\frac{\partial b_{i}(\theta)}{\theta\theta_{j}}$ $(i,j=1, \ldots, k)$













$i=1,2,$ $\ldots$ $X^{(:)}=(X_{1}^{(i)},$ $\ldots,$ $X_{+1}^{(i)})$ $X_{j}^{(i)}\in\{0,1\}(i=$
$1,$
$\ldots,$ $r+1$ ) $,$ $\sum_{j=1}^{f+1}X_{j}^{(i)}=1$
$0<\theta_{j}<1$ $(j=1, \cdots, r+1)$ , $\sum_{j=1}^{r+1}\theta_{j}=1$
$\theta=(\theta_{1}, \cdots, \theta_{\tau+1})$
$P_{\theta}(X_{i}^{(:)}=1)=\theta_{j}$ , $(j=1, \cdots, r+1)$
$Y^{(N)}=(Y_{1}^{(N)}, \ldots, Y_{+1}^{(N)})=\sum_{l=1}^{N}X^{(l)}$ $Y^{(N)}$ $\theta$
$Y^{(N)}$ o
$Y^{(N)}$
$n$ $N$ $N=n$ $n$ single
sampling plan $Y^{(N)}$ $n$
$Y^{(N)}$
$\sum_{j=1}^{i}Y_{j}^{(N)}=$ $(i=1, \ldots,r\cdot+1)$
$i$ $h$ inverse sampling plan $Y^{(N)}$
$i=1$ $i=r+1$
single sampling plan $i$
$=1$ Bhat and Kulkarni [3]
3 (Bhat and Kulkarni[3]) . $(A1)\sim(A7)$ single












$Var_{\theta}\delta^{(N)}=\frac{1}{n}(-\theta_{2}\theta_{1}-\theta_{r}\theta^{1}$ $\theta_{2}(1-\theta_{2})-\theta_{1}\theta_{2}-\theta_{\tau}\theta^{2}$ $\theta_{\tau}(1-\theta_{2}\theta_{\theta_{\tau})}-\theta_{-}^{1}\theta_{)}^{\tau},=\frac{1}{n}C(\theta)$ (say)
$I(\theta)$
$I( \theta)=(\frac{+_{1}}{\theta,+1}\frac{1}{\theta,+1}$ $\frac{1}{\theta_{2}}\frac{11}{\theta,+\iota}\frac{1}{\theta+^{+}}\frac{\dot{i}}{9’,+1}$ $\frac{1}{\theta_{r}}+\frac{1}{\theta,+1}\frac{\frac{1}{\theta,1^{+1}}}{\theta,+1}:.)$ (6)














2. $i$ inverse sampling plan ( $i,$ $h$ $1\leq i\leq r+1$ ).
Bhat and Kulkarni[3]
$E_{9}Y_{j}^{(N)}=k \theta_{j}/\sum_{l=1}^{i}\theta_{l}=k\theta_{j}/A_{i}$ $(j=1, \ldots\gamma+1)$
Var$9Y_{j}^{(N)}=\{\begin{array}{l}k\theta_{j}(A_{i}-\theta_{j})/A_{i}^{2}k\theta_{j}(A_{i}+\theta_{j})/A_{i}^{2}\end{array}$ $(j\leq i)(j>i)$
$cov_{\theta}(Y_{m}^{(N)},Y_{n}^{(N)})=\{\begin{array}{l}k\theta_{m}\theta_{n}/A_{i}^{2}(m\neq n,m,n>i)-k\theta_{m}\theta_{n}/A_{i}^{2}(m\neq n,m,n\leq i)0(m\leq i<n)\end{array}$







3 (i) $m\geq 1$ $E_{p}N\leq m$ $var_{p}\delta^{(N)}$
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(i1) $a$ N $var_{p}\delta^{(N)}\leq a$ $E_{p}N$ (ili) $c(>0)$ 1
$var_{p}\delta^{(N)}+cE_{p}N$ $S^{(N)}$ $p$
Wasan $\hat{\theta}=(\theta_{1}, \ldots, \theta_{r})$
$(A1)\sim(A7)$ \mbox{\boldmath $\theta$}^ $Z^{(N)}=(Z_{1}^{(N)}, \ldots, Z_{\tau}^{(N)})$
(I). $m\geq 1$ $E_{\theta}N\leq m$ $\sum_{l=1}^{\tau}var_{\theta}Z_{l}^{(N)}$
(II). $a$ $\sum_{l=1}^{\tau}var_{\theta}Z_{l}^{(N)}\leq a$ $E_{\theta}N$
(III). $c(>0)$ 1 $\sum_{l=1}^{\tau}var_{\theta}Z_{l}^{(N)}+cE_{\theta}N$
(I) .
4. 2 $\hat{\theta}$ $Z^{(N)}$
$=(Z_{1}^{(N)}, \ldots, Z^{(N)})$ Y (I) $m$ single sampling




single sampling inverse sampling
Y \mbox{\boldmath $\theta$} \supset inverse sampling
Y (8) single sampling single sampling
$m$ $\sum_{l=1}^{m}X^{l}$ $\theta$ $Z^{(N)}$ (7)
\mbox{\boldmath $\theta$}^ (UMVUE)
$m$ single sampling $Z^{(N)}$
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$(\Pi)$ .












$\circ$ \mbox{\boldmath $\tau$} Bhat and Kulkarni[3] (9) ‘ single sampling
UMVUE
single sampling UMVUE Er $\backslash$ $p_{1}\text{ ^{}\theta}$ $k$
$\sup_{9}\sum_{l=1}^{\tau}var_{\theta}Z_{l}^{(N)}\leq(\frac{\tau}{+1},,)^{2}\frac{1}{m}$ $E_{\theta_{0}}N>m$
$m$ single sampling (II)
$\sup_{\theta}\sum_{l=1}^{r}var_{9}Z_{l}^{(N)}\leq(\frac{r}{r+1})^{2}\frac{1}{m}$
74
$m$ single samphng $E_{\theta}N$ \supset $r=1$ $Wasan[4]$
$(\Pi I)$ .
(I) $\hat{\theta}$ $Z^{(N)}=(Z_{1}^{(N)}, \ldots, Z_{\tau}^{(N)})$
$R( \theta, Z^{(N)})=\sum_{l=1}var_{\theta}Z_{l}^{(N)}+cE_{\theta}N$
$c$ $\sup_{\theta}R(\theta, Z^{(N)})$
$m$ $s$ingle sampling \mbox{\boldmath $\theta$}^ UMVUE
$\hat{Z}^{(N)}$
$R( \theta,\hat{Z}^{(N)})=\frac{1}{m}\acute{\sum_{l=1}}\theta_{t}(1-\theta_{l})+cm$
\mbox{\boldmath $\theta$} $=\theta_{0}=(1/(r+1), \ldots, 1/(r+1))$
$R( \theta_{0},\hat{Z}^{(N)})=\frac{1}{m}(\frac{\gamma}{r+1})^{2}+cm$
$m$ $m=(1/\sqrt c\urcorner(1/(r+1))$




$R( \theta_{0}, Z^{(N)})\geq\frac{1}{E_{\theta_{0}}N}(\frac{\varphi}{r+1})^{2}+cE_{\theta_{0}}N\geq\frac{2r}{r+1}\sqrt{c}$ (10)
Bhat and Kulkarni[3] single samphng (10)
$m=(1/v^{\Gamma}c\gamma(r/(r+1))$ single sampling
plan UMVUE $R( \theta_{0}, Z^{(N)})>\frac{2\tau}{+1},,\sqrt{c}$
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