Bigger cities are associated with higher per-capita productivityin positive aspects, such as inventions, and negative ones, such as crimes. A difficulty in understanding the origin of this phenomenon, superlinear scaling, is that similar quantities exhibit different scaling behaviors. We develop a first-principles formulation for the origin of superlinear scaling that also explains these differences. Our model suggests that superlinear scaling can be an outcome of the increased likelihood of finding required collaborations in a larger, interconnected population, and that activities requiring more participants will exhibit more pronounced superlinear scaling. We test this model using a novel dataset for group sizes involved in seven types of crimes, as well as patents, and find strong support.
More than half of the world's population now live in cities [1, 2] . Each year millions more join this group: by 2050, 86% of the developed world and 64% of the developing world is expected to be urbanized [3] .
Bigger cities have long been associated with higher productivity [4] [5] [6] [7] . This increase in productivity has both positive and negative aspects. On the one hand, bigger cities are known to produce, per capita, more GDP, patents, and research and development jobs; on the other hand, they are also linked to more crime and contagious disease [8] [9] [10] [11] [12] . Both the benefits and the dangers of urbanization will affect the vast majority of people in the foreseeable future, so there is an urgent need for better scientific theories regarding the implications of this double-edged phenomenon.
In this manuscript, we consider how various types of human urban output-product produced by people in cities, such as patents or crime-vary with city size. These outputs often exhibit superlinear scaling: as city population doubles, they more than double [9] , as shown in Fig. 1a . The fact that data from hundreds of cities with populations spanning three orders of magnitude appear to lie on a simple curve, despite having drastically different geographic locations and cultures, suggests that cities, despite their complexity, may be responding to some simple underlying mechanism in the generation of urban output.
This observation has inspired researchers from physics, economics, urban planning, and other backgrounds to try to explain its origin (see, e.g., [14] [15] [16] [17] [18] [19] ). Most prior models suggest a universal mechanism generating scaling laws independent of the type of output produced, and nearly all assume or predict power law scaling. The complete picture, however, is more complex. For example, the scaling of serious crime was previously reported to be superlinear [9, 14] with a power law exponent of approximately 1.16. When we break down the data and compare across the seven FBI crime report categories 1 , however, the scaling varies significantly: * E-mail me at: vcy@u.northwestern.edu 1 FBI crime categories are murder, rape, robbery, aggravated assault, burglary, larceny-theft, and motor vehicle theft. These three urban outputs exhibit superlinear scaling-as MSA population doubles, the amount of output more than doubles. (B) Number of robbery cases and rape cases vs. MSA population. Robbery scales superlinearly, while rape scales close to linearly. All data are scaled to be have maximum value 1. Patent and AIDS case data from [9] ; murder, robbery, and rape data from FBI crime reports [13] .
some categories show approximately linear scaling, while others are strongly superlinear. These differences persist for all years since 1999, when the data start to become available (see Fig. 2 ). One illustrative example is the comparison between robbery and rape, as shown in Fig. 1b . Robbery scales superlinearly with city size, while rape scales close to linearly. Table I summarizes the differences in some examples of urban outputs, including crimes broken down by category.
Previous efforts at understanding superlinear scaling in urban outputs have largely focused on the similarities rather than differences; it has remained unclear why some quantities are affected by city population more than others. Here we propose a novel mathematical model that can address both why superlinear scaling occurs for urban outputs, and why it is more pronounced for some quantities than others. We treat the differences among scaling relations as a valuable resource for testing hypotheses about scaling law origins. Best-fit exponents (measuring degree of superlinear scaling) for scaling laws, i.e. slopes of curves such as those in Fig. 1 , for all seven FBI crime categories. The shaded regions show the and 95% confidence intervals. The exponents can differ considerably among crime categories, and are consistent over time.
Urban output
Exponent 95% CI Year Larceny theft [13] 0 
I. MODEL
Most urban outputs have social components. For example, AIDS infection is spread predominantly through social processes [20] . Invention is often a group endeavor [21, 22] . Similarly, crime in general and delinquency in specific tends to be a group phenomena [23] [24] [25] .
This motivates us to incorporate existing knowledge about social processes into our model. Mark Granovetter's landmark work "The Strength of Weak Ties" [26] showed that acquaintances play an important role in providing information novel to one's social network that fosters outputs such as finding a job or starting a business. Motivated by this and other findings [27, 28] , especially direct empirical evidence for the importance of weak ties in innovation and in committing crime [29, 30] , we propose a new model based on the underlying assumption that finding the right collaboration is key to human productivity: it is necessary for one to meet all the collaborators needed for an output in order to produce. Thus, a central focus of our model is prediction of the number of unique individuals one has met, u. Mapping to social space. Cartoon for individuals in a city mapped to a 1D space, ordered by rank of probability of social interaction. The probability of interaction with a particular peer decreases with position in 1-D space x as ρ(x).
A. Unique meetings
According to the US Census Bureau, a MSA is defined based on social and economic integration. Thus we approximate a MSA of population N as a closed system with respect to social interactions: all people in the city have some probability of interacting with one another. We then consider the target of each social interaction to be from a random sample of all other individuals in the city, drawn from a probability density function (PDF) ρ(person i ), where i = 1..N.
Spatial distribution of population in cities is a complex problem on its own; cities around the world exhibit very different forms of spatial organization [31] . Many studies have constructed models restricted to a certain type of density profile, and no universally applicable model has been developed [32] [33] [34] [35] 2 .
To avoid making hypotheses about the city density profile, we create a mapping from people distributed in physical space to people uniformly distributed in a social rank space, ordered by social distance to an individual under consideration (see Fig. 3 ). A larger social distance implies a smaller probability of interaction. Let ρ(x; N) be the sampling probability for position x in this rank space. By definition, ρ is an nonincreasing function with respect to x.
We discretize the 1D social space of total length L into M patches of size ∆x. We treat each social interaction as sampling one person out of the total city population with probability described by ρ(x; N) (independent and with replacement). Taking n s to be the total number of sampling interactions that have occurred, the expected total unique space sampled, L u is
where x i is the center position of the ith discrete patch.
Taking the continuum limit of (1) as ∆x → 0 (for mathematical details, see SI), we have,
where L s is the total length sampled, with repeated samples counted cumulatively.
Since the population distribution on the 1D social space is uniform, then the unique length covered by sampling (L u ) and the cumulative length sampled (L s ) directly correspond to the number of unique individuals met u and the cumulative number of samples s respectively. The total length of the rankspace L by construction corresponds to the total population N. Changing notation from x to N in (2), we find an expression for the number of unique individuals met u:
where s is the amount of sampling made by each individual in a certain period of time. Here we assume s does not change with city size. This hypothesis is supported by Milgram's idea of overloads in large cities: people in bigger cities have access to meeting more people, however, the cognitive limit restricts them to only interact with a small subset of them in a given period [38] .
B. Amount of urban output
To answer the question of how much urban output is generated, we wish to connect to our estimate for the number of unique individuals met u, i.e., the number of "weak ties." Only a subset of the "weak ties" is expected to result in partners for outputs such as crime and inventions. Whether a weak tie may become a potential partner can depend on many factors, such as if they possess a correct skill, incentive, or have a certain level of trust established. Denote the probability of a "weak tie" being a suitable parter as β . Denote P n as the probability of finding at least n suitable partners, the number that are on average needed to generate this social output. Then the total amount of this output in the city, y(N), can be estimated by y ∼ N · P n .
For N 1, P n can be treated as resulting from a binomial distribution. When β is small, the leading order approximation for P n is simply proportional to u n (see SI). Thus in a city of population N, the cumulative urban output y(N) for an act that involves on average n partners is
II. RESULTS AND EMPIRICAL EVIDENCE
Even without assumption on the functional form of ρ(x), Eq. (3) gives du/dN ≥ 0 (see SI). This implies that individuals with an identical social capacity and social interaction pattern will (on average) meet more unique individuals in bigger cities than in smaller ones. This result is consistent with empirical findings from phone contact networks in a number of cities [39] .
In order to reach quantitative conclusions, we need to make an assumption about the form of ρ(x; N). Motivated by observations of Zipf's law scaling in a variety of rank distributions (e.g., word frequency, city population, earthquake magnitudes [40] ), and direct evidence supporting the hypothesis that communication networks (such as emails, phone calls and faceto-face interactions) have power-law like degree distribution [41] [42] [43] , we assume ρ(x) to have the following power law form in the 1-D space, as used in Eq. 2:
where m(L) is a normalization factor such that The integral in (3) can be approximated as an incomplete gamma function (see SI), we then have
Combined with Eq. (4), we reach a closedform estimate for the scaling behavior of social output in a city of population N:
Note that this prediction does not exhibit power law scaling. We calculate the parameter n (the typical number of partners needed for an output) for each type of crime using the average co-offending group size in the National Incident-Based Reporting System (NIBRS).
A. Support from empirical data
We first use data from FBI crime reports to validate our model. The model agrees well with US national data on all seven categories of crimes across 14 years; typical examples of the comparison are shown in Fig. 4 . Comparisons for all crime types are shown in the SI. The model explains not only the superlinear scaling observed in some urban outputs (e.g., robbery in Fig. 4-A) , but also close-to-linear scaling in some others (e.g., rape in Fig. 4-B) . The difference between the two cases follows from the different average group sizes involved in each crime.
B. Intuitive explanation for superlinear scaling
Our model (Eq. (6)) predicts that individuals will meet more distinct people when embedded in a more populous city, and this effect alone can result in the superlinear scaling relationships observed in many urban outputs.
Some prior work has attributed superlinear scaling to the hypothesis of hierarchy in infrastructure and social networks [14, 16] , or differences in population density [15] . Our model suggests that a simple "finite-size effect," i.e., limited population to sample from in small to midsize cities, could be the key underlying mechanism.
This may at first appear surprising, since even mediumsized cities in the U.S. include hundreds of thousands of unique individuals. At a plausible rate of 100 "sampling events" per day, however, an individual would have nearly 1.5 million samples after 40 years, more than the population of all but the largest U.S. cities (though of course the number of unique individuals met will be far less, depending on the value of α).
In our model, we can show that the "finite-size-effect" reduces as city population becomes very large: Eq. (4) implies that dy/dN decreases as N increases, and as N → ∞, dy/dN → 1. Data such as that shown in Fig. 1 display a reduced slope for the largest cities. This is consistent with the disappearance of this "finite-size effect" at the upper limits of U.S. city size. This behavior suggests that, with limited resources, populating smaller cities would have a bigger impact on overall urban productivity than populating already big ones.
C. Why do different quantities scale differently?
The variation in superlinear relationships among social outputs was seen in Bettencourt et al.'s empirical results [9] , and was noticed in a previous study [18] , however, the origin for these differences remains uncertain. FIG. 5 . Superlinearity as a function of group size of activity. Superlinearity is quantified as the exponent of the best-fit power law minus 1 (zero means linear scaling); this is for convenience-our model does not predict power law scaling. Red solid line shows model prediction. Vertical error bars for crime data are standard deviation of year-to-year variation over 1999-2012. Horizontal error bars for crime are state-to-state standard deviation in mean group sizes. Error bars for patent data reflect standard deviation of the yearto-year variation for the three years of data available, 1980, 1990, and 2000. Pearson correlation for the crime data is 0.764, p-value is 0.046. Crime data is shifted up by secondary correction factor 0.12 (see discussion in Secondary Effects section). Sources: crime data from FBI crime reports, group sizes from US National IncidentBased Reporting System; superlinearity for patents extracted from [44] ; group size for patents from a National Bureau of Economic Research database for years 1975-1999. Our model's most direct implication (from Eq. (6)) is that if an urban output requires more participants, its scaling relationship is more superlinear. This prediction finds support in empirical data, as seen in Fig. 5 . For all seven crime categories, we show the relationship between the average cooffending group size and the degree of superlinearity (quantified for ease of comparison by the best fitting power-law exponent to the scaling relation-though note that our model does not predict power law scaling). The data shows a strong positive trend. The scaling relation for patents may also be accounted for in this trend. We check the robustness of Fig. 5 by recalculating group sizes using an independent dataset of arrest records from the Chicago Police Department (mutually exclusive with NIBRS) and find the same result (correlation 0.764 among the seven types of crime, with p = 0.046) thus confirming the robustness of the findings in Fig. 5 .
The good agreement between our model and data suggests that differences in scaling relationships can indeed result from differences in the typical number of participants for an urban output: those outputs that are more "social" in nature are more strongly affected by city population. This agreement also supports the hypothesis that a fundamental driving mechanism of superlinear city scaling behavior is social interaction.
III. DISCUSSION
We have presented a new mathematical model that is sufficient to explain both superlinear scaling of urban outputs as well as the differences among scaling laws for differing outputs. Fundamentally, our approach depends on the idea that larger cities increase the chances of finding the right partner for the activity under consideration. We avoid the possible pitfalls of city boundary definitions by shifting our model to a social rather than geographical space, and our predictions, which are not power laws, could explain the variation in empirical findings as city boundaries are changed. We note that mechanisms for superlinearity need not be mutually exclusive: more than one mechanism can operate simultaneously. However, we believe our prediction of non-power-law scaling is important to take into consideration in future work on the topic.
A. Robustness of scaling laws
Through analyzing data for England and Wales, Arcaute et al. [37] found that the scaling exponents of many urban quantities were sensitive to definitions of city boundary, especially those exhibiting non-linear scaling. Our model's prediction (Eq. (6)) is aligned with this observation: it predicts that the superlinear scaling behaviors are not power laws and changing city boundaries changes effective populations for each city. Thus any power-law fit to our model would result in a different exponent depending on the population cutoff of the power-law fit.
B. Assumption of importance of face-to-face interaction
In this paper, we assume urban outputs are driven by faceto-face interactions. Some may argue that face-to face interactions are less important in the presence of communications technology such as the telephone and the Internet. However, telecommunication is not a substitute for face-to-face interactions [45] . Face-to-face remains the dominant mode of interaction even in the information age, especially for stimulating innovation and economic activity [46] [47] [48] . Furthermore, the crimes we consider require that cooffenders physically work together, making face-to-face contact essential.
C. Assumption of power law ρ
When comparing our model with data, we assume ρ(x) ∼ x −α . The motivation is to avoid assumptions about the structure of social networks, since that is a complex question on its own and is not central to this paper's discussion. Although some network structures can result in ρ(x) ∼ x −α , it is not a necessary condition to reach our major conclusions. It is important to note that relaxing this assumption to general non-increasing ρ(x) (which is by definition true for a rank-probability distribution) does not affect the fundamental predictions of this work-people in larger cities meet more unique individuals, and the more participants an act requires, the greater the superlinearity. Other choices such as decaying exponentials produce similar qualitative results (see SI).
D. Unit of analysis
In studying crime, changing the unit of analysis, e.g., from blocks to neighborhoods to cities, can lead to different insights [49] . The study of crime is often centered around the block or neighborhood level analysis. These approaches typically examine crime through the properties of the individuals involved in it, for example, racial/ethnic heterogeneity, economic class, and residential instability [50] [51] [52] [53] . In this work's city level analysis, we conclude that even without differences in the properties of the individuals, having more individuals interconnected is sufficient to lead to higher crime rates for group crimes.
E. Limitations
The goal of this model is to shed light on the origins of urban productivity scaling relationships. We have generally found good agreement with data, but there are limitations to our approach.
We chose relatively simple forms for our model's input functions in order to facilitate understanding of the underlying mechanisms for general cities. These functions may not lead to the most accurate predictions possible. Another limitation is the "mean field" approach we take-assuming the same social interaction pattern for all individuals in all cities. This oversimplification is useful in generating understanding about scaling law origins, but may reduce the accuracy of the model.
To simplify the analysis, we only consider the average number of partners needed to produce a social output. We do not include information about the distribution of the number of partners needed, which may also play a role in determining scaling relationships.
Another simplification we make is the use of an average meeting probability over a given period of time. This abstraction simplifies the model so that it can focus on other aspects, but ignores possibly important network phenomena such as clustering of peers.
Arcaute et. al. [37] argue that very large cities such as London and New York City are driven by significant international influence, suggesting big hubs should be treated differently from the rest of the country. We think this is a valid concern, especially since our model considers closed systems. We would expect inter-city social interaction to be more important for more international cities such as New York City than more domestic cities such as Indianapolis. In future work, it would be interesting to generalize the analysis to compare those who travel frequently with those who live mostly in one place. Such an approach might give insight into how globalization affects urban output. While our scaling model attempts to predict city-level rates of crime, it does not address within city differences in crime rates, especially the severe levels of inequality of crime rates across urban neighborhoods [54] [55] [56] [57] . Indeed, differences in crime rates between neighborhoods in the same city can be even higher than differences across cities of different scales and are driven by factors not capture in our model such as segregation, social and economic disadvantage, poverty, housing, educational opportunities, the presence of street gangs, and other sociological factors [57] [58] [59] [60] [61] [62] [63] [64] . Future research might expand scaling models to help explain the severe inequity in crime rates within cities.
F. Other urban products beyond crime
This paper relies heavily on crime as an example because of the abundance and quality of data we were able to compile. We believe similar scaling relationships should also exists for other types of urban productivity that involve social interactions or networks. For example, group size and scaling information exist for U.S. patents. However, since group size for crime is by nature underestimated in arrest records and instance reports (as some offenders get away without being recorded in the data), it is problematic to compare the crime dataset to that for patents. For some other urban products, such as GDP, group size data are hard to find. Other authors have also noted the superlinear relationship for AIDS cases [9] , and the differences among scaling laws for sexually transmitted disease [65] . Our model may be adaptable to those and other infectious diseases, though additional modification is likely to be necessary to reflect the types of interactions that can lead to contagion and to incorporate the feedback loop of higher infection risk per interaction in larger cities.
G. Comparison with other models
A recently published study [19] also hypothesizes that variation may result from the need for a number of complementary factors to come together, but assumes the scaling take on a power-law form. Our work relaxes the power-law scaling assumption, and we present empirical evidence that validates our hypotheses. We compare our model with the power law assumption (y = aN b ) for each data set. We find that our model, which does not assume the scaling law has a power law form, reaches a better fit than the power law model, measured using Akaike and Bayesian Information Criteria (See SI for detail).
H. Implications
Our model, in agreement with previous models [14, 15] , implies that the dual aspects of cities are not separable: both positive and negative urban outputs (e.g., inventions and crimes) share common driving mechanisms rooted in social interaction. Future research-especially in the study of crime, law, deviance, and other sources of urban inequality-would do well to consider how scaling models such as ours might be further calibrated to capture differences within cities, especially across neighborhoods or communities. In addition, future scaling approaches would also do well to consider the integration lessons learned from spatial clustering/scaling and how these might intersect with those scaling processes described here.
The importance of social interactions for the superlinear scaling of group crimes might shed light on possible intervention or prevention efforts. For instance, recent collaborative police-community "focused deterrence" programs have witnessed statistically significant decreases in gun violence by directing attention and resources to those small number of street gang-involved individuals and groups responsible for gun violence within cities [66] [67] [68] [69] [70] . Likewise, violence interruption programs like CureViolence similarly direct attention to groups or group-involved individuals who engage in street and gun violence [71] . Understanding the group-involved nature of crime through models such as ours might lend itself to efforts at crime reduction that can redirect broad sweeping policies that generate social inequality.
Our model also gives insight into how innovation might be promoted. As encouraging connection between potential partners is important to innovation, investment might be made in places and events (e.g., meet-ups, conferences, tech incubators) that create connections between those who would not have met otherwise.
IV. DATA AND METHODS
MSA level crime data for the US come from FBI uniform crime reports for the years 1999-2012 [13] . Number of crime instances is provided for 7 categories of crime: homicide, rape, robbery, aggravated assault, burglary, larceny-theft, and motor vehicle theft. See SI for detail.
We calculate the group size of the 7 categories of crime through the National Incident-Based Reporting System (NI-BRS), a database for instance based crime reports nationally, with a total of 968,962 crime instances for the categories of interest. We also check the robustness of Fig. 5 by compiling a new data set showing co-arrest records for 352,705 instances from the Chicago Police Department (not included in NIBRS) from 1999 to 2012, and we find the same result.
The group size for patents (number of authors on patents) is compiled from The National Bureau of Economic Research. The superlinearlity of patent scaling is from [44] .
To fit power law exponents for scaling relations in both the data and the theory, we use a linear fit after taking the log of both axes, consistent with [9] . See SI for detail.
Code and Data Availability. Code used in parameter fitting and generating the scaling laws fit figures, as well as the data input needed, can be accessed from the repository: https://github.com/vc-yang/urban_ productivity_scaling_laws. Data for the co-offending group sizes can also be found in SI.
V. SECONDARY EFFECTS
As we see in the data, some crimes, such as rape, exhibit a small amount of sublinear scaling. Previous studies support the idea that higher wages can lead to a lower crime rate [72] [73] [74] . One theory regarding crime incentives suggests that if the gain from committing a crime exceeds the wage one would otherwise earn with the same time and effort, one would be inclined to commit a crime. Historical data support that at least some young mens' behavior is responsive to this type of crime incentive [73] .
Motivated by these findings, we include a secondary correction in our prediction:
where w(N) is the average wage one would earn in a city of population N. Empirical data suggest that w(N) ∼ N 0.12 [14] .
The propensity to commit a crime decreases with increasing mean wage, so as a simple approximation we take f to be the function f (w) = 1/w. Then
We use this model equation for comparison with the crime data sets.
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MSA as definition of "city"
When we speak of cities in this paper, we are using a convenient shorthand for Metropolitan Statistical Areas (MSA), as defined by the US Office of Management and Budget. The MSA definition is concerned with the socio-economic ties in a region, rather than municipal boundaries, so it is more suitable for our model's application.
Data Sources 2.1 Co-offending data from the Chicago Police Department
We estimate the group size of crime by compiling a new data set of arrest records for 352,705 crime incidents from the city of Chicago, IL from 1999 to 2012. The data were provided to one of the authors through a memorandum of understanding with the Chicago Police Department. Data are recorded at the incident level and include detailed information on each arrest, including the charge (e.g., motor vehicle theft, assault, robbery, etc.) as well as individual information on the offender(s). Co-offending is defined as two or more individuals being charged for the same offense as co-perpetrators, such as when two individuals steal a car together, sell drugs together, or rob someone together. We define "group size" as the number of offenders participating in a single crime, and without regard to any indication of a formal criminal group, such as a street gang. For example, if three people were involved in a motor vehicle theft, the group would have a size of three. Data used in the present analyses are derived from a cross-tabulation of offense type by group size for all offenses from 1999 to 2012. Some summary of the dataset can be found in Tables S1. A plot of mean group sizes by year and bootstrapped estimation of the 95% confidence intervals is shown in Figure S1 .
Co-offending group size from the National Incident-Based Reporting System
Another dataset we use to extract co-offending group size is the Uniform Crime Reporting Program Data: National Incident-Based Reporting System (NIBRS) 2014 through the National Archive of Criminal Justice (https://www.icpsr.umich.edu/icpsrweb/NACJD/ studies/36398), accessed in March 2017 [1] . We used the "offense" and "offender" segments of the data. The co-offending group size for an offense is defined by the number of Figure S1 : Mean group sizes (with 95% confidence interval as vertical error bars) for 7 types of crimes over time extracted from the Chicago Police Department arrest records.
unique offenders reported in this offense. A total of 968,962 instances were available from this dataset for the categories of crimes of interest. A comparison of the values extracted from the NIBRS dataset with the Chicago dataset is shown in Table S1 . Please note that since the methodology of this dataset is different from that of the Chicago one: the Chicago dataset reports only arrested offenders, while the NIBRS includes voluntary instance reports from police departments, regardless of whether the offenders were arrested. Thus the values of co-offending group size are expected to have small systematic differences between these two datasets. Additionally, it is important to note that the Chicago Police Department does not participate in NIBRS, so the two datasets are mutually exclusive.
Chicago PD arrest record NIBRS Homicide Table S1 : Average co-offending group size for various types of crime in the Chicago PD arrest record and NIBRS dataset.
US National crime statistics
The national level crime statistics by MSA are obtained through Table 6 of the Federal Bureau of Investigation (FBI) publication Crime in the United States for years 1999-2012. The data can be accessed online at https://ucr.fbi.gov/ucr-publications (as of January 17, 2017). For each year, population as well as crime rates for 7 types of crimes (murder, forcible rape, robbery, aggravated assault, burglary, larceny theft, and motor vehicle theft) are reported for between 260 and 360 MSA's. We used a total of 98 data sets (14 years × 7 crime types).
Patent scaling laws
The patent scaling laws we use are extracted from Bettencourt et al. [2] Figure 1 using the GetData Graph Digitizer software. The years available are 1980, 1990, and 2000.
Patent group size
The group size for patents is gathered from a National Bureau of Economic Research (NBER) database [3] . The data were downloaded from http://www.nber.org/patents in July 2016. The data comprise detailed information on almost 3 million U.S. patents granted between January 1963 and December 1999. Here the group size is defined as the number of authors on a patent.
The Enron corpus
We used email communication records from a corpus derived from Enron Corporation to check the plausibility of the parameter α in our rank-frequency distribution, ρ. The Enron corpus contains 517,431 emails sent by 151 employees of the Enron Corporation. This data set was downloaded from http://www.cs.cmu.edu/~enron/ in November 2014 [4] .
Validation using the Chicago Police Department dataset
Using the Chicago dataset, a mutually exclusive dataset from NIBRS, as group size measure, we still find strong support for the core argument of our paper. The equivalent of Figure 5 from the main text, but using the Chicago values on the horizontal axis, is show in Figure S2 . The crime types associated with more participants exhibit a greater degree of superlinearity. This supports the robustness of our finding.
Fits to all crimes and patent
Fig . S3 shows our theory's comparison with the 7 categories of crime data as well as patent data. Please note that for all the data displayed, the theoretical curves use the same set of parameters α and s. The only parameter fitted separately to each data set is a multiplicative Figure S2 : Relation between the group size of crime and superlienarlity when using the Chicago dataset to infer the group size. The increasing relation still holds. The error bars are standard deviation of the year-to-year variation of the mean. The correlation between group size and superlinearity is 0.761, p = 0.047. Here the theory incorporates the secondary correction factor.
scaling factor. The number of partners needed comes directly from empirical observations from NIBRS for crimes, and NBER for patent. 
Calculation of superlinearity and best fitting power law exponent
We quantify the degree of superlinearity using the best fitting power law exponent in the scaling relationship of MSA total output vs. MSA population, consistent with Bettencourt el. al's [5] . The exponent is the slope of the linear fit log(y) = a 1 log(x) + a 2 , where x and y are the MSA population (horizontal axis), and amount of output (vertical axis) respectively. The parameters a ! and a 2 are to be fitted from the data. a 1 is the fitted power law exponent. a 1 − 1 is the superlinearity shown in Figure 5 and S2. The superlinearity for the theory lines in Figures 5 and S2 is calculated as follows. Since the theory does not predict a power law relationship, we take the theory's prediction of total output for each MSA population as given in the data. We then fit those prediction to a power law in the same way we fitted the data.
Parameter fitting
Our model has three parameters that must be fit from data: s, α, and a multiplicative prefactor. The first two parameters are assumed universal to all data sets, and the third is unique for each. For N sets of data, we thus require N + 2 parameters to be fitted. We find values of the two global parameters (s and α) by minimizing the sum of the 2-norm error across all 98 datasets. The model parameter n is set by the average number of partners calculated from the average co-offending group size for each type of crime in the NIBRS dataset. The best fitting global parameter pair was s = 2.6 × 10 6 , α = 0.93. Fig. S4 shows the landscape of 2-norm error in the neighborhood of the optimal parameter pair. Interestingly, we observe a "valley" in the error landscape, showing that there may be an effective parameter that is a nonlinear combination of α and s. One potential example is that one can meet more distinct individuals by simply sampling more people (increasing s), or by change one's social interaction pattern to interact with more "weak ties" (decreasing α). We have also checked the robustness of the parameter fit by minimizing the 1-norm, and we found similar best fitting parameter (s = 2.8 × 10 6 , α = 0.93), and we observe a similar error landscape. 
Validating fitted α with Enron data
To check if the fitted parameters are plausible, we compare the power law exponent α for contact frequency that results from our parameter fit to an empirical estimate using the Enron email corpus. From the emails in the "sent item" folder of each user, we extract sender and receivers' email addresses, as well as length of each email in characters, excluding white spaces and quoted text in forwarded messages and replies. Some examples of the length of communication to contact vs. rank of the contact are shown in Fig. S5 -left. We excluded those senders with too few contacts (< 100). The communication length vs. rank relation may be approximated as a power law, with the exception of the low frequency contacts at larger ranks. We used the communication length vs. rank relation (up to rank 100) to fit the power law exponent −α for each sender. Some examples of the relations are shown in Fig. S5 -right. The distribution of those α is shown in Fig. S6 . The best fitting α from fitting the model to crime data, 0.93, is plausibly consistent with the distribution. 
Example results for another functional form assumption of ρ
In the paper, we showed results assuming ρ to take a power law form. This assumption is a generic one, in order to generate quantitative results, and the qualitative conclusions are not sensitive to this assumption. Figure S7 shows example predictions for another assumption of ρ, where ρ takes the form of a decaying exponential, ρ(x) =m exp (−αx), wherem is a normalizing factor such that ρ integrates to 1. Section 8.4 also shows u increases with N even without any functional form assumptions for ρ.
Comparison with power law models
We compared the goodness of fit of two models, the power law model (fitting each data set with y = aN b ), and our model. The power law model uses 2N parameters for N data sets. Our model uses N + 2 parameters for N datasets. We use the Akaike and Bayesian Information Criteria (AIC and BIC) to measure the goodness of fit. The result are show in Table S2 . Our model has lower AIC and BIC values than the power law model, thus reaches better fit with data, accounting for the parameters used. 
Additional mathematical derivations 8.1 Taking continuum limit
In the main text we have
Denote n s ∆x = L s , where L s reflects the length of total space sampled, with repeated samples counted cumulatively. We can rewrite (1) as
The Laurent series expansion
Using this expansion, (2) can be expanded as
We take the continuum limit ∆x → 0 and n s → ∞, and neglect the O(1/n s ) and higher order terms. Using M ∆x = L, we have
The second term is a Riemann sum, which can be expressed as an integral
Probability of finding all partners needed
The probability of finding exactly one suitable partner out of the u people met is
where β is the probability of any person being a suitable partner. Assuming the probability of each person being a suitable partner is independent, it follows that the probability of finding at least n partners is P n = q(u) · q(u − 1) · · · q(u − n + 1) (5) = β n (1 − β) u−1 (1 − β) u−2 · · · (1 − β) u−n u n .
For β 1, 1 − β ≈ 1. So to leading order,
Because β is a constant and we are only interested in how P n scales with u, we express the scaling relationship as: P n ∼ u n .
Approximation of the integral
In main text Eq [3] , we have
We would like to approximate the integral 
Now we focus on the integral in (7), Note that the integrand e −τ τ −k diverges at τ → 0 for all k > 0, and more importantly, it diverges with a heavy head for all k > 1. So the neighborhood of dominates the integral, and we can replace the upper bound by infinity with error that's only exponentially small:
The integral in (10) is the upper incomplete gamma function:
Show du/dN > 0
Here we show that du/dN > 0 is implied even without the assumption of power law ρ. Let ρ take on any separable form, ρ(x; N ) = m(N )f (x), where f (x) > 0 represents a communication pattern that is universal across cities, and m(N ) is a normalization factor. This assumption considers the case where individuals of identical social interaction pattern reside in cities of different sizes.
Note that the population in the 1-D space is ordered by decreasing probability of interaction. Thus, by definition, f (x) ≤ 0.
From the main text Eq. 
Since the integral is dominated by small ρs values, we approximate (12) 
Since the normalization factor m satisfies m(N ) = 1
Substituting into (16), we have
Define S(N ) = f (N )
Since f (x) > 0, and the denominator of Q is also positive. In order to show du/dN = −s 2 Q/2 ≥ 0, we need to show S < 0. It's clear that S(1) = 0. Now it suffices to show dS/dN < 0:
By definition, f (x) is a non-increasing function, i.e., f (N ) ≤ 0. Examining (17) with this in mind, we observe that dS dN < 0.
So S(N ) < 0 for all N > 1 and therefore Q < 0 for all N > 1. Thus
