Abstract-When analyzing linear systems of equations, the most important indicator of potential instability is the condition number of the matrix. For a convolution matrix W formed from a series w (where Wij -wi-, + ,, 1 5 i -j + 1 5 k, W,j = 0 otherwise), this condition number defines the stabirity of the deconvolution process. For the larger convolution matrices commonly encountered in practice, direct computation of the condition number (e.g., by singular value decomposition) would be extremely time consuming. However, for convolution matrices, an upper bound for the condition number is defined by the ratio of the maximum to the minimum values of the amplitude spectrum of w. This bound is infinite for any series w with a zero value in its amplitude spectrum; although for certain such series, the actual condition number for W may in fact be relatively small. In this paper we give a new simple derivation of the upper bound and present a means of defining the rate of growth of the condition number of W for a bandlimited series by means of the higher order derivatives of the amplitude spectrum of w at its zeros. The rate of growth is shown to be proportional to m p , where m is the column dimension of Wand p is the order of the zero of the amplitude spectrum.
INTRODUCTION C
ONVOLUTION is a central process in scientific modeling and analysis, and so the inverse problem of deconvolution is frequently encountered in practice. In the discrete case, the convolution of a series w of length k elements with a series s of length m elements to form a series t of length n ( = k + m -1) ' . . In an independent analysis of this problem, we have discovered a new, simple, and self-contained derivation of Ekstrom's result. Our analysis uses a simple relation between WTW and a diagonal matrix with elements equal to the squared amplitude spectrum of w. An application of the kayleigh quotient yields the desired result. For completeness, the details of the derivation are given in the Appendix.
This bound explains the well-known and often-observed fact that deconvolution may be an ill-conditioned process when w is band-limited. Another interesting implication of the result is that K ( W ) does not depend on the phase spectrum of w. Thus, the numerical stability of a deconvoiution calculation is independent of the phase of the series w.
When the amplitude spectrum of w is zero at one or more frequencies, however, the bound becomes infinite and cannot be used to estimate K ( W ). In this case, a procedure for estimating the rate of increase of K ( w) with m is desirable; if the growth of K ( W ) were slow enough for a particular w, deconvolution might be a well-conditioned process even though the upper bound for K ( W ) was infinite. We demonstrate below that the rate of growth of K ( W ) can be related to the derivatives of the amplitude spectrum of w at its zero values.
DEFINITION OF THE RATE OF GROWTH OF K ( W )
We use a result of Parter 
C1
For the purpose of this study, T,( g ) = WTW for
is the z transform of the wavelet w. From the above expression it can be seen that when the amplitude spectrum has a zero of order p , or equivalently when the z transform of w has a zero on the unit circle (Le., X = 0), an estimate for the growth of K ( W T W ) with m is given by m21'; consequently, the growth of K ( W ) with m will be proportional to mp.
DISCUSSION
The result above shows that if the amplitude spectrum at a frequency 0, is zero, the rate of increase of K ( W ) with m, the column dimension of W, depends on the higher order derivatives of the amplitude spectrum at 8,.
Thus, for w of appropriate spectral characteristics, the computed value for K ( W ) may be finite and relatively All calculations were erfomed in double precision. Sufficient numbers of elements for wavelets E and F were included to ensure that all values of the wavelet within 10-of the maximum were retained. Table I and the results of the experiments are illustrated in Fig. 1 . For the broad-band wavelets A and B , the bounds for K ( W ) are small and are rapidly approached for W of low column dimension m. The wavelet C has an amplitude spectrum with a single zero at Oo = P / 3 , and thus, the true bound for K ( W ) is infinite. However, the second derivative is nonzero and, as expected from the above anaIysis, K ( W ) is comparatively small even for large m, and increases linearly with m. The wavelet D was obtained by convolving the wavelet C with itself, so that its amplitude spectrum is the square of that of the wavelet C ; consequently, both the first and second derivatives of the at ' 0 are zero' predicted, K ( ) Fig. 1 . Wavelets-their amplitude spectra and rate of growth of condition was found to increase as m2 for this wavelet.
number. The wavelets A to F described in Table I are shown on the left The wavelets E and F were designed to have substantial column and their corresponding normalized amplitude spectra appear in the center column. The condition numbers K( W ) for the convolution second and higher order derivatives would also be near value decomposition for Wof various column dimension m, and are plotzero in these regions. The computed bounds for K ( w) ted as a function of m in the column of graphs on the right. The dashed for ""e wave'ets were '** large ( ' Ius 1 but for the condition number. Note that while the scales for the wavelets and lines in these graphs for wavelets A and B indicate the computed bounds not infinite, because of the necessity of tmncating the the spectra are the same within each column, both the horizontal and wavelets in the time domain. Fig. 1 shows that for both vertical scales for the condition number plots may be very different.
near-zero regions in. their amp1itude 'pectra so that the matrices W corresponding to each wavelet were computed by singular wavelets, K ( W ) increases rapidly with rn, reaching a value of more than lo4 for a 10-column matrix. A loglinear plot of the data confirmed that the rate of increase was exponential, as would be expected for the case where the derivatives of all orders are zero. These matrices are thus exceptionally ill conditioned. These experiments provide numerical confirmation for the above analysis and illustrate the relationship between the amplitude spectrum of a wavelet and the condition number K ( W ) . While it has been demonstrated that certain series w may be defined for which W is well conditioned even though the bound for K ( W ) is infinite, for many important applications the amplitude spectrum of w is constant at zero through a substantial region; here K ( W ) will increase exponentially with m and W may be pathologically ill conditioned even for very small m. Thus, for such deconvolution problems, even those of small size, it is essential to employ algorithms which have been specially designed to address the problem of insta- 
FW = DG,
where D is an n X n matrix and G is an H X m matrix defined, respectively, as
The inequality arises when we take the maximum over a larger vector space by dropping the constraint y = Gx. Since D*D is simply a diagonal matrix with elements equal to the squared amplitude spectrum I Gu 12, we therefore have X,,, 5 max . The latter quantity is clearly independent of both m and n.
