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On the analysis of inexact augmented Lagrangian schemes for
misspecified conic convex programs∗
H. AHMADI† , N. S. AYBAT† , AND U. V. SHANBHAG†
Abstract. We consider a misspecified optimization problem that requires minimizing a convex
function f(x; θ∗) in x over a conic constraint set represented by h(x; θ∗) ∈ K, where θ∗ is an unknown
(or misspecified) vector of parameters, K is a proper cone, and h is affine in x. Suppose θ∗ is not
available; but, it can be learnt by a separate process that generates a sequence of estimators θk, each of
which is an increasingly accurate approximation of θ∗. We develop a first-order inexact augmented
Lagrangian (AL) scheme for computing x∗ while simultaneously learning θ∗. In particular, we
derive rate statements for such schemes when the penalty parameter sequence is either constant or
increasing, and derive bounds on the overall complexity in terms of proximal-gradient steps when
AL subproblems are solved via an accelerated proximal-gradient scheme. Numerical results for a
portfolio optimization problem with a misspecified covariance matrix suggest that these schemes
perform well in practice. In particular, we note that naive sequential schemes for contending with
misspecified optimization problems may perform poorly in practice.
Key words. augmented Lagrangian, misspecification, conic programming, learning, first-order
algorithms
1. Introduction. Consider an optimization problem in n-dimensional Euclidean
space defined as follows:(C(θ∗)) : X ∗(θ∗) , argmin
x∈X∩H(θ∗)
f(x; θ∗), (1.1)
where θ∗ ∈ Rd denotes the parametrization of the objective and constraints. Tradi-
tionally, optimization research has considered settings where θ∗ is available a priori,
a singular exception being robust optimization approaches.
Robust optimization: For instance, when θ∗ is unavailable and H(θ∗) = Rn, but
one has access to an uncertainty set T corresponding to θ, then robust optimiza-
tion approaches minimize the worst-case value that f(x, θ) assumes on the set T , as
captured by the following formulation:
min
x∈X
max
θ∈T
f(x; θ). (1.2)
Robust optimization has proved to be an enormously useful technique in the resolution
of problems in design, control, and optimization (See [6]). In this paper, motivated by
the increasing accessibility to data, we consider an alternate approach in which θ has
a nominal or true value θ∗ obtainable by solving a suitably defined learning problem:
(E) : min
θ∈Θ
`(θ). (1.3)
Such problems routinely arise when θ∗ is idiosyncratic to the problem and may be
learnt by the aggregation of data; instances arise when attempting to learn covariance
matrices associated with a collection of stocks, efficiency parameters associated with
machines on a supply line, or demand parameters associated with a supply chain. A
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natural approach in this case is to first estimate θ∗ with high accuracy and then solve
the parametrized problem. Yet, in many instances, this sequential approach cannot
be adopted for at least two reasons:
(i) The learning problem can be large, precluding a highly accurate a priori parameter
resolution in a reasonable time; hence, making it impractical to solve the original
problem, i.e., the decision maker may have to wait for a long time during this learning
process with no availability of an estimate solution to C(θ∗);
(ii) Unless the learning problem can be solved exactly in finite time, sequential schemes
are not asymptotically convergent and can, at best, provide approximate solutions.
Indeed, the lack of exactness arising from the the error in learning cascades into the
resolution of the subsequent optimization problem.
Accordingly, we consider the development of schemes that generate sequences
{xk}, {θk} such that
‖θk − θ∗‖ → 0, dX∗(θ∗)(xk)→ 0 as k →∞,
where θ∗ is the unique solution of (E) and X ∗(θ∗) is the optimal solution set for for
C(θ∗); and dX (x) , mins∈X ‖x − s‖ denotes the distance function to a given closed
convex set X .
This work originates from prior work that has coupled stochastic approxima-
tion schemes with rate statements for stochastic optimization/variational inequality
problems [14, 16] and misspecified stochastic Nash games [17]. Subsequently, these
statements were refined and sharpened for deterministic optimization problems [3]
and extended to the resolution of misspecified distributed stochastic optimization
problems [18] and misspecified Markov Decision Processes (MDPs) [15]. This paper
is inspired by the challenges arising from misspecification in the constraint set. Such
concerns are addressed in [2,14,17] by considering the associated variational inequality
problem. In sharp contrast, in this paper, we consider a more general form of misspec-
ification in the constraints (namely convex conic). Rather than standard gradient-
type approaches, we develop a misspecified analog of an augmented Lagrangian (AL)
scheme for misspecified convex problems in which both the objective and the con-
straints are misspecified and the subproblems are solved with increasing exactness.
Throughout, our focus will be on the problem C(θ∗) whenH(θ∗) , {x : h(x; θ∗)K 0},
where K denotes the partial order induced by the proper cone K in Rm, i.e., given
a, b ∈ Rm, a K b implies b− a ∈ K. Hence, H(θ∗) ≡ {x : −h(x; θ∗) ∈ K}.
Consequently, we may redefine the problem in parametric form, C(θ), more ex-
plicitly as follows:
(C(θ)) : min
x
{f(x; θ) : h(x; θ) K 0, x ∈ X}, (1.4)
where f : Rn × Θ → R ∪ {+∞}, h : Rn × Θ → Rm, K is a proper cone in Rn,
i.e., closed, convex, pointed, with a nonempty interior, and θ ∈ Θ ⊆ Rd denotes the
misspecified parameter. Throughout, we assume that C(θ∗) has a finite optimal value,
denoted by f∗, i.e., f∗ = f(x∗; θ∗) for all x∗ ∈ X∗(θ∗). Moreover, we also assume
that the corresponding Lagrangian dual problem has a solution, denoted by λ∗, and
there is no duality gap.
AL schemes are rooted in the seminal works by Hestenes [11] and Powell [24], and
their relation to proximal-point methods is established by Rockafellar [25, 26]. More
recently, there has been a renewed examination of such techniques, particularly in
convex regimes, with an emphasis on deriving rate estimates, e.g., [4, 19,21].
Next, we outline our main contributions:
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(i) In Section 3, we derive rate statements for dual suboptimality, primal in-
feasibility, and primal suboptimality for the prescribed coupled first-order
scheme with a quantification of the impact of misspecification. In particular,
in Section 3.1 we consider a setting with a constant penalty parameter, and
in Section 3.2 we derive analogous rate statements in a setting where the
penalty parameters is increased after each iteration
(ii) An overall iteration complexity analysis of the scheme is provided in Sec-
tion 4. In Section 4.1 we consider the constant penalty case and prove
that at most O(−1) and O(−4) proximal-gradient steps are required to
obtain an -feasible and -optimal solution without and with learning, re-
spectively. Utilizing a suitably defined sequence of increasing penalty pa-
rameters, in Section 4.2, we note that this worst-case complexity reduces to
O(−1 log(−1)) regardless of whether a parallel learning process is employed.
After having independently proven iteration complexity statements for a con-
stant penalty AL scheme in our preliminary work [1], we became aware of
related work [21] that considers inexact augmented Lagrangian schemes with-
out learning. When θ∗ is available, the complexity statements provided in
this manuscript and in [1], while related to the statements provided in [21],
are both novel and distinct.
(iii) Finally, in Section 5, we demonstrate the utility of the prescribed scheme
through a portfolio optimization problem with a misspecified covariance ma-
trix where several aspects of the scheme become evident: (i) The misspecified
variants of the augmented Lagrangian schemes perform well in practice; (ii)
the complexity bound in the constant penalty case appears to be relatively
loose; and (iii) naive sequential schemes can peform quite poorly in compar-
ison with their proposed simultaneous counterparts.
Notation. Given a closed convex set K ⊂ Rm and y ∈ Rm, define dK(y) ,
mins∈K ‖y− s‖, and d2K(y) , (dK(y))2. We denote the Euclidean projection ΠK(y) ,
argmins∈K ‖y − s‖; hence, dK(y) = ‖y −ΠK(y)‖. Moreover, it is easy to verify that
d2K(.) is differentiable and its gradient ∇d2K(y) = 2(y − ΠK(y)). Let B(y¯, r) , {y :
‖y − y¯‖ ≤ r}. Given a cone K ∈ Rm, let K∗ denote its dual cone, i.e., K∗ = {y′ ∈
Rm : 〈y′, y〉 ≥ 0 ∀ y ∈ K}. Given A ∈ Rm×n, σmax(A) denotes the largest singular
value of A, and ‖A‖ , σmax(A) denotes the spectral norm of A.
2. Preliminaries. Given θ ∈ Θ, the problem C(θ) is equivalent to the following
reformulated problem:
min
x,z
{f(x; θ) : h(x; θ) + z = 0, x ∈ X, z ∈ K} . (2.1)
Let λ ∈ Rm denote a dual variable corresponding to the equality constraints in (2.1).
For any given ρ > 0, we denote the augmented Lagrangian function for (2.1) by
Lρ(x, λ; θ) and define it as
Lρ(x, λ; θ) , min
z∈K
[
f(x; θ) + λ>(h(x; θ) + z) + ρ2‖h(x; θ) + z‖2
]
,
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where dom Lρ = X × Rm ×Θ. Through a rearrangement of terms, it can be shown
that
Lρ(x, λ; θ) = f(x; θ) + ρ2 minz∈K
∥∥∥∥h(x; θ) + z + λρ
∥∥∥∥2 − ‖λ‖22ρ
= f(x; θ) + ρ2d
2
K
(
−
(
h(x; θ) + λρ
))
− ‖λ‖
2
2ρ
. (2.2)
Note that for any y¯ ∈ Rm, we have
ΠK(−y¯) = argmin
y∈K
‖y + y¯‖ = − argmin
yˆ∈−K
‖yˆ − y¯‖ = −Π−K(y¯); (2.3)
and consequently, by invoking (2.3), we also have that
dK(−y¯) = ‖ −ΠK(−y¯)− y¯‖ = ‖Π−K(y¯)− y¯‖ = d−K(y¯). (2.4)
It follows that by invoking (2.4), Lρ(x, λ; θ), given by (2.2), can be rewritten as
Lρ(x, λ; θ) = f(x; θ) + ρ2d2−K
(
h(x; θ) + λρ
)
− ‖λ‖
2
2ρ
. (2.5)
Next, we derive the gradient ∇λLρ(x, λ; θ). To simplify notation, let ψ(λ) , λρ +
h(x; θ). Then, since ∇d2K(x) = 2(x− ΠK(x)) for x ∈ Rm, ∇λLρ can be computed as
follows:
∇λLρ(x, λ; θ) = h(x; θ)−Π−K
(
λ
ρ
+ h(x; θ)
)
= ΠK∗
(
λ
ρ
+ h(x; θ)
)
− λ
ρ
, (2.6)
where in the last equality, we use the property that x¯ = Π−K(x¯) + ΠK∗(x¯) for all
x¯ ∈ Rm. Clearly, L0(x, λ; θ), i.e., Lρ(x, λ; θ)|ρ=0 is the Lagrangian function:
L0(x, λ; θ) ,
{
f(x; θ) + λ>h(x; θ), if λ ∈ K∗
−∞, otherwise. (2.7)
For ρ ≥ 0, the augmented dual problem of C(θ) is defined as
(Dρ) : max
λ∈K∗
{
gρ(λ; θ) , inf
x∈X
Lρ(x, λ; θ)
}
.
Further, X∗(λ; θ) denotes the solution set of the Lagrangian problem:
X∗(λ; θ) , argmin
x∈X
L0(x, λ; θ).
Clearly, dom gρ ⊆ K∗ for ρ ≥ 0. Throughout the paper, we make the following
additional assumptions:
Assumption 1.
(i) Suppose X ⊆ Rn and Θ are convex compact sets. In addition, the function
f(x, θ) is convex in x ∈ X for all θ ∈ Θ and Lipschitz continuous in θ ∈ Θ
uniformly for all x ∈ X with constant Lf ; i.e., for all x ∈ X, ‖f(x; θ1) −
f(x; θ2)‖ ≤ Lf‖θ1 − θ2‖ for all θ1, θ2 ∈ Θ.
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(ii) h(x; θ) is an affine map in x for every θ ∈ Θ, i.e., h(x; θ) = A(θ)x + b(θ)
for some A(θ) ∈ Rm×n and b(θ) ∈ Rm. Suppose A(θ) and b(θ) are Lipschitz
continuous in θ, i.e., there exist constants LA, Lb such that for all θ1, θ2 ∈ Θ,
‖A(θ1)−A(θ2)‖ ≤ LA‖θ1 − θ2‖, ‖b(θ1)− b(θ2)‖ ≤ Lb‖θ1 − θ2‖.
(iii) X∗(λ; θ) is pseudo-Lipschitz in θ uniformly for λ ∈ K∗, i.e., there exists a
constant κX such that for any θ1, θ2 ∈ Θ, X∗(λ; θ1) ⊆ X∗(λ; θ2) + κX‖θ1 −
θ2‖ B(0, 1) for all λ ∈ K∗.
Remark 2.1. Given x ∈ X, by Assumption 1 (ii), for all θ, θ′ ∈ Θ,
‖h(x; θ)− h(x; θ′)‖ ≤ ‖A(θ)−A(θ′)‖‖x‖+ ‖b(θ)− b(θ′)‖ ≤ (LA‖x‖+ Lb)‖θ − θ′‖.
Since X is assumed to be compact, there exists a finite constant Dx such that Dx ,
maxx∈X ‖x‖. Hence, h(x; θ) is Lipschitz continuous in θ with constant Lh,θ where
Lh,θ , (LADx + Lb) uniformly for all x ∈ X. Moreover, given θ ∈ Θ,
‖h(x; θ)− h(x′; θ)‖ ≤ ‖A(θ)‖ ‖x− x′‖
for all x, x′ ∈ X. Since ‖A(θ)‖ = σmax(A(θ)) is continuous in θ and Θ is com-
pact, Lh,x , maxθ∈Θ ‖A(θ)‖ exists; therefore, h(x; θ) is Lipschitz continuous in x,
uniformly for all θ ∈ Θ, with constant Lh,x. Clearly, for all θ ∈ Θ, h(B(0, 1); θ) ⊆
B(b(θ), ‖A(θ)‖ ); hence, h(B(0, 1); θ) ⊆ b(θ) + Lh,xB(0, 1). Rather than focusing on
the nature of the algorithm employed for resolving the learning problem, we assume
that the adopted scheme produces a sequence that converges to the optimal solution
θ∗ at a non-asymptotic linear rate (Assumption 2).
Assumption 2. There exists a learning scheme that generates a sequence {θk}
such that θk → θ∗ at a linear rate as k → ∞, i.e., there exists a constant τ ∈ (0, 1)
such that for all k ≥ 0 and θ0 ∈ Θ, one has ‖θk − θ∗‖ ≤ τk‖θ0 − θ∗‖. In addition, at
iteration k of the optimization problem C, only θ1, . . . , θk are revealed. Lemma 2.1
provides various properties of the gradient of the dual function ∇λgρ and will be used
in our analysis. Its proof may be found in [26] and is omitted.
Lemma 2.1. Suppose Assumption 1 holds.
(i) For any ρ > 0 and θ ∈ Θ, the dual function gρ(λ; θ) is everywhere fi-
nite, continuously differentiable concave function over Rm; more precisely,
gρ(λ; θ) = maxw∈Rm{g0(w; θ) − 12ρ‖w − λ‖2}, i.e., gρ(·, θ) is the Moreau en-
velope of g0(·, θ) for all θ ∈ Θ. Therefore, ∇λgρ(λ; θ) is Lipschitz continuous
in λ with constant 1ρ for all θ in Θ.
(ii) For any given λ ∈ K∗ and θ ∈ Θ, ∇λgρ can be computed as ∇λgρ(λ; θ) =
∇λLρ(x∗(λ; θ), λ; θ), where x∗(λ; θ) ∈ argminx∈X Lρ(x, λ; θ).
(iii) Given λ ∈ K∗, θ ∈ Θ, let x˜(λ; θ) be an inexact solution to minx∈X Lρ(x, λ; θ)
with accuracy α, i.e., x˜(λ; θ) ∈ X satisfies Lρ(x˜(λ; θ), λ; θ) ≤ gρ(λ; θ) + α,
then
‖∇λLρ(x˜(λ; θ), λ; θ)−∇λgρ(λ; θ)‖2 ≤ 2α
ρ
.
Next, we examine the Lipschitz continuity of ∇λgρ(λ; θ) in θ ∈ Θ. Recall that
gρ(λ; θ) = max
w
[
g0(w; θ)− 1
2ρ
‖w − λ‖2
]
.
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By properties of the Moreau envelope [12], it follows that
∇λgρ(λ; θ) = 1
ρ
(piρ(λ; θ)− λ), (2.8)
where piρ(.; θ), the Moreau map of gρ(.; θ), is defined as:
piρ(λ; θ) , argmax
w
g0(w; θ)− 12ρ‖w − λ‖2. (2.9)
Therefore, it suffices to show the Lipschitz continuity of piρ(λ; θ) in θ. We begin with
an intermediate Lemma that proves the Lipschitz continuity of piρ under a suitable
pseudo-Lipschitzian property on the supdifferential of g0(.; θ), i.e.,
∂wg0(w; θ) , {s ∈ Rm : g0(w; θ) + s>(w′ − w) ≥ g0(w; θ) ∀w′ ∈ K∗}.
Lemma 2.2. Suppose there exists a κ such that g0(w; θ) satisfies the following for
all w and for all θ1, θ2 ∈ Θ:
∂wg0(w; θ1) ⊆ ∂wg0(w; θ2) + κ‖θ1 − θ2‖ B(0, 1), (2.10)
where B(0, 1) = {z : ‖z‖ ≤ 1}. Then the following holds:
‖piρ(λ; θ1)− piρ(λ; θ2)‖ ≤ κρ‖θ1 − θ2‖ for all θ1, θ2 ∈ Θ. (2.11)
Proof. Recall that piρ(λ; θ) is defined by (2.9), implying the following:
0 ∈ ∂wg0(piρ(λ; θ1); θ1) + 1ρ (piρ(λ; θ1)− λ) =⇒ 1ρ (λ− piρ(λ; θ1)) ∈ ∂wg0(piρ(λ; θ1); θ1).
Similarly, we have that
1
ρ (λ− piρ(λ; θ2)) ∈ ∂wg0(piρ(λ; θ2); θ2).
Consequently, from the assumption in (2.10), there exists a vector ξ ∈ κ‖θ1−θ2‖ B(0, 1)
such that
1
ρ (λ− piρ(λ; θ1)) ∈ ∂wg0(piρ(λ; θ1); θ1) ⊆ ∂wg0(piρ(λ; θ1); θ2) + ξ.
Therefore, we have that
1
ρ (λ− piρ(λ; θ1))− ξ ∈ ∂wg0(piρ(λ; θ1); θ2).
By the monotonicity of the map ∂wg0(·; θ) for every θ ∈ Θ and for nonnegative ρ, we
have that
0 ≤
(
1
ρ (λ− piρ(λ; θ1))− ξ − 1ρ (λ− piρ(λ; θ2))
)>
(piρ(λ; θ1)− piρ(λ; θ2))
= 1ρ (piρ(λ; θ2)− piρ(λ; θ1)− ρξ)>(piρ(λ; θ1)− piρ(λ; θ2))
= − 1ρ‖piρ(λ; θ1)− piρ(λ; θ2)‖2 − ξ>(piρ(λ; θ1)− piρ(λ; θ2)).
By rearranging the terms, we obtain the following inequality:
1
ρ
‖piρ(λ; θ1)− piρ(λ; θ2)‖2 ≤ ‖ξ‖‖piρ(λ; θ1)− piρ(λ; θ2)‖
=⇒ 1
ρ
‖piρ(λ; θ1)− piρ(λ; θ2)‖ ≤ ‖ξ‖.
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Moreover, ξ ∈ κ‖θ1− θ2‖B(0, 1) implies that ‖ξ‖ ≤ κ‖θ1− θ2‖, which leads to (2.11).
The conditions under which the above results hold are not ideal in that they
are assumed on g(λ; θ). However, as the next result shows, by assuming a suitable
pseudo-Lipschitzian property on X∗(λ; θ) in θ uniformly in λ as in Assumption 1(iii),
we obtain the required property.
Lemma 2.3. Under Assumption 1, ∂λg0(λ; θ) is pseudo-Lipschitz in θ uniformly
in λ with constant κ , Lh,θ + κXLh,x, i.e., ∂λg0(λ; θ1) ⊆ ∂λg0(λ; θ2) + κ‖θ1 −
θ2‖ B(0, 1) for θ1, θ2 ∈ Θ.
Proof. Recall that g0(λ; θ) is defined as g0(λ; θ) , minx∈X L0(x, λ; θ) where
L0(., .; θ) is defined in (2.7). Then for any λ ∈ K∗ and θ ∈ Θ, Danskin’s theorem
implies that
∂λg0(λ; θ) = conv {h(x; θ) : x ∈ X∗(λ; θ)} .
As a consequence, one may note that ∂λg0(λ; θ) is given by the following:
∂λg0(λ; θ) = conv {h (X∗(λ; θ); θ)} = h(X∗(λ; θ); θ), (2.12)
since h(x; θ) is an affine map in x for every θ ∈ Θ and X∗(λ; θ) is a convex set for any
θ and λ, it follows that the image h(X∗(λ; θ); θ) is also a convex set. By Assumption
1(iii), there exists a κX such that
X∗(λ; θ1) ⊆ X∗(λ; θ2) + κX‖θ1 − θ2‖ B(0, 1). (2.13)
Since h(·; θ) is an affine map for every θ ∈ Θ, from (2.13), it follows that
h(X∗(λ; θ1); θ1) ⊆ h
(
X∗(λ; θ2) + κX‖θ1 − θ2‖ B(0, 1); θ1
)
. (2.14)
We define h¯(x; θ) , h(x; θ) − b(θ) = A(θ)x, as the linear part of h(x; θ). Then, the
image of the Minkowski sum of sets, h¯
(
X∗(λ; θ2) + κX‖θ1 − θ2‖ B(0, 1); θ1
)
, can be
written as follows:
h¯ (X∗(λ; θ2) + κX‖θ1 − θ2‖ B(0, 1); θ1) (2.15)
=
{
h¯(x+ y; θ1) : x ∈ X∗(λ; θ2), y ∈ κX‖θ1 − θ2‖ B(0, 1)
}
=
{
h¯(x; θ1) + h¯(y; θ1) : x ∈ X∗(λ; θ2), y ∈ κX‖θ1 − θ2‖ B(0, 1)
}
=
{
h¯(x; θ1) + z : x ∈ X∗(λ; θ2), z ∈ κX‖θ1 − θ2‖ h¯
(B(0, 1); θ1)}
⊆ h¯(X∗(λ; θ2); θ1)+ κX‖A(θ1)‖‖θ1 − θ2‖ B(0, 1)
⊆ h¯(X∗(λ; θ2); θ2)+ LADx‖θ1 − θ2‖ B(0, 1) + κXLh,x‖θ1 − θ2‖ B(0, 1). (2.16)
where (2.16) follows from Assumption 1(ii) and the definitions of h¯ and Lh,x. By
adding b(θ1) to the both side of above inclusion, and using h(x; θ) = h¯(x; θ) + b(θ),
we obtain
h (X∗(λ; θ2) + κX‖θ1 − θ2‖ B(0, 1); θ1)
⊆ h(X∗(λ; θ2); θ2) + (LADx + κXLh,x)‖θ1 − θ2‖ B(0, 1) + b(θ1)− b(θ2). (2.17)
Since b(θ) is Lipschitz continuous in θ with constant Lb and Lh,θ = LADx + Lb, we
can rewrite (2.17) as follows:
h (X∗(λ; θ2) + κX‖θ1 − θ2‖ B(0, 1); θ1)
⊆ h(X∗(λ; θ2); θ2) + (Lh,θ + κXLh,x)‖θ1 − θ2‖ B(0, 1). (2.18)
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According to (2.12), h(X∗(λ; θi); θi) = ∂λg0(λ; θi) for i = 1, 2; hence, from (2.14) and
(2.18), it follows that
∂λg0(λ; θ1)⊆ ∂λg0(λ; θ2) + (Lh,θ + κXLh,x)‖θ1 − θ2‖ B(0, 1). (2.19)
We are ready to prove our main Lipschitzian property for pi(λ; θ) and ∇λgρ(λ; θ).
Proposition 2.4. Suppose Assumption 1 holds and let κ , Lh,θ+κXLh,x. Then,
we have the following:
(i) ‖piρ(λ; θ1)− piρ(λ; θ2)‖ ≤ κρ‖θ1 − θ2‖ for all θ1, θ2 ∈ Θ.
(ii) ∇λgρ(λ; θ) is Lipschitz continuous in θ over Θ uniformly in λ ∈ K∗ with
constant κ.
Proof. The desired results follow from our previous observations:
(i) This follows by invoking Lemma 2.2 and Lemma 2.3.
(ii) ∇λgρ(λ; θ) can be explicitly stated in terms of piρ(λ; θ) as given by (2.8).
Consequently, for all θ1, θ2 in Θ, we have that ‖∇λgρ(λ; θ1)−∇λgρ(λ; θ2)‖ =
1
ρ‖piρ(λ; θ1)− piρ(λ; θ2)‖ ≤ κ‖θ1 − θ2‖.
Remark: Since Assumption 1 necessitates that the solution set X∗(θ;λ) is Lipschitz
continuous in θ uniformly over λ ∈ K∗, we briefly comment on the conditions under
which this indeed holds. For every θ ∈ Θ, if f(x; θ) is a differentiable convex function
in x, and h(x; θ) is an affine function in x, then X∗(λ; θ) is the solution set of the
variational inequality problem VI(X,∇xL0(., λ; θ)) for all λ ∈ K∗ and θ ∈ Θ. We
consider two sets of problem classes in providing conditions under which the associated
solution sets admit pseudo-Lipschitzian properties:
(i). Parametrized convex quadratic programming: If for every θ ∈ Θ, f(x; θ) is a
convex quadratic function in x, i.e., f(x; θ) = 12x
>Q(θ)x + r(θ)>x, and X(θ) is a
polyhedral set defined as
X(θ) , {x : A(θ)x− b(θ) ≥ 0, x ≥ 0} ,
then a primal-dual optimal pair (x(θ), λ(θ)) to minx{f(x; θ) : x ∈ X(θ)} for any
given θ ∈ Θ is also a solution to the linear complementarity problem LCP(q(θ),M(θ))
where
q(θ) ,
(
r(θ)
−b(θ)
)
and M(θ) ,
(
Q(θ) −A(θ)
A(θ) 0
)
.
Recall that z is a solution to LCP(q,M) if 0 ≤ z ⊥Mz + q ≥ 0, where for u, v ∈ Rn,
u ⊥ v denotes that [u]i[v]i = 0 for i = 1, . . . , n. Consider a θ˜ ∈ Θ and let q(θ˜) ∈
int(S(θ˜)) where S(θ˜) denotes the solution set of LCP(0,M(θ˜)). By [8, Theorem 7.5.1],
there exist positive parameters  and κS such that for all θ ∈ Θ̂(θ˜),
S(q(θ),M(θ)) ⊆ S(q(θ˜),M(θ˜)) + κS
(
‖q(θ)− q(θ˜)‖ + ‖M(θ)−M(θ˜)‖
)
B(0, 1),
where
Θ̂(θ˜) ,
{
θ ∈ Θ : ‖q(θ)− q(θ˜)‖+ ‖M(θ)−M(θ˜)‖ ≤ 
}
.
This is a local Lipschitzian requirement and under a suitable compactness assumption
on Θ, it may be globalized.
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(ii). Parametrized convex programming: More generally, when f(x; θ) is a nonlinear
convex function of x for any given θ ∈ Θ, one needs to appeal to more powerful stabil-
ity statements in the context of parametric variational inequality problems. Suppose
B(H; , S) denotes an -neighborhood of the function H comprising of all continuous
functions G such that
‖G−H‖S , sup
y∈S
‖G(y)−H(y)‖ < .
Then, given λ ∈ K∗ and θ ∈ Θ, we qualify the associated VI(X,∇xL(., λ; θ)) as
semi-stable if there exist scalars c,  > 0 such that
X∗(λ; θ̂) ⊆ X∗(λ; θ) + c sup
x∈X
‖∇xL(x, λ; θ̂)−∇xL(x, λ; θ)‖ B(0, 1),
for every θˆ ∈ Θ satisfying ∇xL(., λ; θ̂) ∈ B(∇xL(., λ; θ); ,X). In fact, a necessary and
sufficient condition for semi-stabililty of VI(X,F ) is the following [10, Prop. 5.5.5]:
There exists two positive scalars c and , such that for all q ∈ Rn,
‖q‖ <  =⇒ SOL(X, q + F ) ⊆ SOL(X,F ) + B(0, c‖q‖).
As part of future research, we intend to refine these statements so that they
are customized to the regime of variational inequality problems with parametrized
maps VI(X,F (.; θ)) to provide conditions on f(x; θ) that ensure the required pseudo-
Lipschitzian properties on the solution sets X∗(λ; θ).
Algorithm 1 ALM – Misspecified inexact augmented Lagrangian scheme
Given λ0 ∈ K∗ and x0 ∈ X, let {ρk}, {αk} and {θk} be given sequences.
Then, for all k ≥ 0, update:
1. Compute xk+1 ∈ X such that Lρk (xk+1, λk; θk) ≤ gρk (λk; θk) + αk;
2. λk+1 ← λk + ρk∇λLρk (xk+1, λk, θk);
3. k ← k + 1;
3. Misspecified inexact augmented Lagrangian scheme. In this section,
we introduce the misspecified variant of the inexact augmented Lagrangian scheme,
displayed in Algorithm 1. From Step 2 of Algorithm 1 and (2.6), it follows that for
k ≥ 0 we have
λk+1 = λk + ρk∇λLρk(xk+1, λk, θk) (3.1a)
= λk + ρk
(
h(xk+1; θk)−Π−K
(
λk
ρk
+ h(xk+1; θk)
))
= λk + ρk
(
ΠK∗
(
λk
ρk
+ h(xk+1; θk)
)
− λk
ρk
)
(3.1b)
= ΠK∗ (λk + ρkh(xk+1; θk)) .
Hence, {λk} ⊆ K∗ for all k ≥ 0. Notably, if θk = θ∗ for all k ≥ 0, this reduces to the
traditional version considered in [26]. The remainder of this section comprises of two
subsections. We analyze the rate of convergence of Algorithm 1 for a constant penalty
parameter in Section 3.1 and proceed to examine the increasing penalty parameter
regime in Section 3.2.
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3.1. Convergence analysis for constant penalty sequence ρk = ρ > 0. In
this section, we study the convergence behavior of Algorithm 1 when ρk = ρ for k ≥ 0.
We make the following assumption on the sequence of inexactness {αk}.
Assumption 3. The inexactness sequence {αk} satisfies
∑∞
k=0
√
αk < ∞.
Define x¯k and λ¯k as x¯k , 1k
∑k
i=1 xi and λ¯k , 1k
∑k
i=1 λi for k ≥ 1. Under As-
sumption 3, we show the following:
(i) 0 ≤ f∗ − gρ(λ¯k) ≤ O(1/k);
(ii) d−K
(
h(x¯k; θ
∗)
) ≤ O(1/√k),
(iii) −O(1/√k) ≤ f(x¯k; θ∗)− f∗ ≤ O(1/k).
and these statements are then utilized in deriving the overall computational complex-
ity in Section 4.1.
After proving these bounds independently, we became aware of related recent
work [21], where Algorithm 1 is considered with αk = α > 0 for all k ≥ 0 for some
fixed α > 0, and under the perfect information assumption, i.e., θk = θ
∗ for all k ≥ 0.
In [21], it is shown that (i) f∗−gρ(λ¯k) ≤ O(1/k)+α, (ii) d−K(h(x¯k; θ∗)) ≤ O(1/
√
k),
and (iii) −O(1/√k) ≤ f(x¯k; θ∗) − f∗ ≤ O(1/k) + α. Therefore, according to [21], α
should be fixed as a small constant as it appears in both primal and dual suboptimality
bounds. Moreover, since α is fixed in [21], suboptimality of the iterate sequence may
stall after certain iterations. In contrast, our method may start with large α0 and
gradually decrease it, ensuring both numerical stability and asymptotic convergence
to optimality in contrast with [21] where the scheme provides approximate solutions
at best.
We begin by showing that dual variables stay bounded by using a supporting
Lemma whose proof follows from Lemma 2.1(i) and the properties of proximal maps
(cf. [13]).
Lemma 3.1. Let piρ(λ; θ) be the proximal map of g0(·; θ) defined in (2.9). Then,
for all λ1, λ2 ∈ K∗ and θ ∈ Θ,
‖piρ(λ1; θ)− piρ(λ2; θ)‖2 + ‖picρ(λ1; θ)− picρ(λ2; θ)‖2 ≤ ‖λ1 − λ2‖2,
where picρ(λ; θ) , λ− piρ(λ; θ). Hence, piρ is nonexpansive in λ ∈ K∗ for all θ ∈ Θ.
Proof. The proof is given in [29].
Next, we prove that the sequence {λk} stays bounded, mainly using the same
proof technique in [25,27] and combining it with Lipschitz continuity result in Propo-
sition 2.4. the general case where penalty parameter sequence is allowed to change.
Proposition 3.2 (Boundedness of {λk}). Let Assumptions 1–3 hold, and λ∗
be an arbitrary solution to the Lagrangian dual of C(θ∗), i.e., λ∗ ∈ argmaxλ g0(λ; θ∗).
Then for all k ≥ 1, ‖λk − λ∗‖ ≤ Cλ, where Cλ is defined as follows:
Cλ ,
√
2ρ
∞∑
i=0
√
αi + ρκ
‖θ0 − θ∗‖
1− τ + ‖λ0 − λ
∗‖. (3.2)
Proof. We begin by deriving a bound on ‖λk+1− piρ(λk; θk)‖. From (2.8) and the
definition of λk+1, given in Step 2 of Algorithm 1, it follows that
‖λk+1 − piρ(λk; θk)‖ = ‖λk + ρ∇λLρ(xk+1, λk; θk)− λk − ρ∇λgρ(λk; θk)‖
= ρ‖∇λLρ(xk+1, λk; θk)−∇λgρ(λk; θk)‖ ≤
√
2ραk, (3.3)
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where the last inequality follows from Lemma 2.1 (iii). Since gρ(·; θ∗) is the Moreau
regularization of g0(·; θ∗), we have that λ∗ ∈ argmaxλ gρ(λ, θ∗) for all ρ > 0. Hence,
∇λgρ(λ∗; θ∗) = 0 and λ∗ = piρ(λ∗, θ∗). From this observation, we obtain the bound
below:
‖piρ(λk, θk)− λ∗‖ = ‖piρ(λk, θk)− piρ(λ∗, θ∗)‖
≤ ‖piρ(λk, θk)− piρ(λk, θ∗)‖+ ‖piρ(λk, θ∗)− piρ(λ∗, θ∗)‖
= ρ‖∇λgρ(λk, θk)−∇λgρ(λk, θ∗)‖+ ‖piρ(λk, θ∗)− piρ(λ∗, θ∗)‖
≤ ρκ‖θk − θ∗‖+ ‖λk − λ∗‖, (3.4)
which follows from the Lipschitz continuity of ∇λgρ(λ; θ) in θ uniformly in λ, the
nonexpansivity of piρ in λ (Lemma 3.1). Hence, from (3.3) and (3.4), we obtain for
all i ≥ 0 that
‖λi+1 − λ∗‖ ≤
√
2ραi + ρκ‖θi − θ∗‖+ ‖λi − λ∗‖.
For k ≥ 1, by summing the above inequality over i = 0, . . . , k − 1, we get
‖λk − λ∗‖ ≤
k−1∑
i=0
(√
2ραi + ρκ‖θi − θ∗‖
)
+ ‖λ0 − λ∗‖ (3.5)
≤
√
2ρ
∞∑
i=0
√
αi + ρκ
‖θ0 − θ∗‖
1− τ + ‖λ0 − λ
∗‖.
Remark 3.1. It is worth emphasizing that the bound Cλ can be tightened when
θ∗ is known. Indeed, when θ0 = θ∗, the second term disappears.
Next, we prove that the augmented Lagrangian scheme generates a sequence {λk}
such that λ¯k → λ∗ as k →∞ by deriving a rate statement on the averaged sequence.
Theorem 3.3 (Bound on dual suboptimality). Let Assumptions 1 – 3 hold
and let {λk}k≥1 denote the sequence generated by Algorithm 1. In addition, let λ¯k ,
1
k
∑k
i=1 λi. Then it follows that for all k ≥ 1:
0 ≤ f∗ − gρ(λ¯k; θ∗) = sup
λ
gρ(λ; θ
∗)− gρ(λ¯k; θ∗) ≤ Bg
k
, (3.6)
where λ∗ ∈ argmax g0(λ, θ∗), Cλ is defined in Theorem 3.2, and Bg is defined as
follows:
Bg , 12ρ‖λ0 − λ∗‖2 + Cλ
(√
2
ρ
∞∑
k=0
√
αk +
κ‖θ0 − θ∗‖
1− τ
)
.
Proof. From Lemma 2.1 and by recalling that the duality gap for C(θ∗) is zero, it
follows that f∗ = maxλ gρ(λ; θ∗) for all ρ > 0. By invoking the Lipschitz continuity
of ∇λgρ(λ, θ∗) in λ with constant 1/ρ, the following holds for i ≥ 0:
−gρ(λi+1; θ∗) ≤ −gρ(λi; θ∗)−∇λgρ(λi; θ∗)>(λi+1 − λi) + 12ρ‖λi+1 − λi‖2. (3.7)
Under the concavity of gρ(λ; θ
∗) in λ, we have that
−gρ(λ∗; θ∗) ≥ −gρ(λi; θ∗)−∇λgρ(λi; θ∗)>(λ∗ − λi).
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By combining the above inequality and (3.7), we get
−gρ(λi+1; θ∗) ≤− gρ(λi; θ∗)−∇λgρ(λi; θ∗)>(λi+1 − λi) + 12ρ‖λk+1 − λi‖2
≤− gρ(λ∗; θ∗)−∇λgρ(λi; θ∗)>(λi+1 − λ∗) + 12ρ‖λi+1 − λi‖2
=− gρ(λ∗; θ∗)−∇λLρ(xi+1, λi; θi)>(λi+1 − λ∗)
+ δ>i (λi+1 − λ∗) + s>i (λi+1 − λ∗) + 12ρ‖λi+1 − λi‖2
≤− gρ(λ∗; θ∗)− 1ρ (λi+1 − λi)>(λi+1 − λ∗)
+ 12ρ‖λi+1 − λi‖2 + ‖δi‖‖λi+1 − λ∗‖+ ‖si‖‖λi+1 − λ∗‖, (3.8)
where δi , ∇λgρ(λi; θi)−∇λgρ(λi; θ∗) and si , ∇λLρ(xi+1, λi; θi)−∇λgρ(λi; θi). By
noting that ‖λi+1 − λi‖2 + 2(λi+1 − λi)>(λ∗ − λi+1) = ‖λi − λ∗‖2 −‖λi+1 − λ∗‖2, we
can rewrite (3.8) as
−gρ(λi+1; θ∗) ≤− gρ(λ∗; θ∗) + (‖δi‖+ ‖si‖) ‖λi+1 − λ∗‖
+ 12ρ
(‖λi − λ∗‖2 − ‖λi+1 − λ∗‖2) . (3.9)
By summing (3.9) over i = 0, . . . , k − 1, replacing gρ(λ∗; θ∗) by f∗ = supλ gρ(λ, θ∗),
we obtain
−
k−1∑
i=0
(
gρ(λi+1; θ
∗)− f∗
)
+ 12ρ‖λk − λ∗‖2 ≤ 12ρ‖λ0 − λ∗‖2
+
k−1∑
i=0
(‖δi‖+ ‖si‖) ‖λi+1 − λ∗‖. (3.10)
Under concavity of gρ(λ; θ
∗) in λ, the following holds:
−
(
gρ(λ¯k; θ
∗)− f∗
)
≤ −1
k
k−1∑
i=0
(
gρ(λi+1; θ
∗)− f∗
)
.
By dividing both sides of (3.10) by k and dropping the positive term on the left hand
side, we get
f∗ − gρ(λ¯k; θ∗) ≤ 1
k
(
1
2ρ‖λ∗‖2 +
k−1∑
i=0
(‖δi‖+ ‖si‖) ‖λi+1 − λ∗‖
)
.
Lemma 2.1(iii) and Proposition 2.4 imply that ‖si‖ ≤
√
2αi
ρ and ‖δi‖ ≤ κ‖θi − θ∗‖,
respectively for i ≥ 0. In addition, from Theorem 3.2, we have ‖λi − λ∗‖ ≤ Cλ for all
i ≥ 1. Then by the summability of √αi, we have that
∞∑
i=0
(‖δi‖+ ‖si‖)‖λi+1 − λ∗‖ ≤ Cλ
(
κ
∞∑
i=0
‖θi − θ∗‖+
√
2
ρ
∞∑
i=0
√
αi
)
. (3.11)
Furthermore, substituting
∑∞
i=0 ‖θi − θ∗‖ = ‖θ0 − θ∗‖/(1 − τ) into (3.11) gives the
desired bound and completes the proof.
Next, we derive a bound on the primal infeasibility, where the primal iterate
sequence is computed such that Step 1 in Algorithm 1 is satisfied. Prior to proving
our main result, we provide some supporting technical lemmas.
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Lemma 3.4. Assume that φ(λ) : Rm → R is a concave function whose supremum
is finite and is attained at λ∗φ. In addition, assume that ∇φ is Lipschitz continuous
with constant Lφ. Then, we have that for all λ ∈ Rm
‖∇φ(λ)‖ ≤
√
2Lφ
(
φ(λ∗φ)− φ(λ)
)
.
Proof. This is an immediate result of Theorem 2.1.5 in [23]. Next, we derive a
bound on dK
(
y + y′
)
for any y, y′ ∈ Rm.
Lemma 3.5. Given a closed convex cone K, dK
(
y + y′
) ≤ dK(y) + ‖y′‖ for all
y, y′∈ Rm.
Proof. From the definition of dX(u) and the triangle inequality, we obtain the
following bound:
dK
(
y + y′
)
= ‖y + y′ −ΠK(y + y′)‖
= ‖y −ΠK(y) + y′ + y − y + ΠK(y)−ΠK(y′ + y)‖
≤ ‖y −ΠK(y)‖+ ‖y′ + y −ΠK(y′ + y)− (y −ΠK(y))‖.
Define ΠcK(x) , x − ΠK(x), which is a nonexpansive operator (cf. [10, Chapter 1.]).
Using this operator, we can rewrite the above inequality as follows:
dK
(
y + y′
) ≤ ‖y −ΠK(y)‖+ ‖ΠcK(y + y′)−ΠcK(y)‖ ≤ dK(y)+ ‖y′‖,
where the last inequality follows from nonexpansivity of ΠcK.
We now derive the bound on the primal infeasibility.
Theorem 3.6 (Bound on primal infeasibility). Let Assumptions 1–3 hold
and let {λk}k≥0 and {xk}k≥0 denote the sequences generated by Algorithm 1. Fur-
thermore, let x¯k , 1k
∑k
i=1 xi. Then, for all k ≥ 1, it follows that
d−K
(
h(x¯k, θ
∗)
)
≤ V(k) , C1√
k
+
C2
k
, (3.12)
where C1 ,
√
2Bg
ρ +
(
Cλ
ρ
)2
and C2 ,
√
2
ρ
∑∞
i=0
√
αi +
(Lh+κ)‖θ0−θ∗‖
1−τ .
Proof. Let ui := ∇λLρ(xi+1, λi; θi) for all i ≥ 0. Note that trivially
h(xi+1; θ
∗) = h(xi+1; θ∗) + ui − h (xi+1; θi) + Π−K
(
λi
ρ + h (xi+1; θi)
)
︸ ︷︷ ︸
Term 1
,
since (2.6) implies that Term 1 = 0. Hence, using Lemma 3.5, we get the following
inequality for all i ≥ 0:
d−K
(
h(xi+1; θ
∗)
) ≤ d−K (Π−K(λiρ + h (xi+1; θi) ))
+ ‖ui + h(xi+1; θ∗)− h (xi+1; θi)‖ . (3.13)
Under Assumption 1(ii) (from Remark 2.1), we have ‖h(xi+1, θi)− h(xi+1, θ∗)‖ ≤
Lh‖θi−θ∗‖ for all i ≥ 0. Moreover, since Π−K(y) ∈ −K for all y ∈ Rm and d−K(y) = 0
for all y ∈ −K, it follows from (3.13) that for all i ≥ 0
d−K
(
h(xi+1; θ
∗)
) ≤ ‖ui‖+ Lh,θ ‖θ∗ − θi‖ .
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Since h(.; θ∗) is an affine function in x and d−K(.) is a convex function, their compo-
sition d−K
(
h(.; θ∗)
)
is a convex function as well; therefore, from Jensen’s inequality
we get
d−K
(
h(x¯k, θ
∗)
)
≤ 1
k
k−1∑
i=0
d−K
(
h(xi+1; θ
∗)
) ≤ 1
k
k−1∑
i=0
(‖ui‖+ Lh‖θi − θ∗‖) . (3.14)
Recall that from Lemma 2.1 (iii), for i = 0, . . . , k − 1,∥∥∥∇λLρ(xi+1, λi; θi)−∇λgρ(λi; θi)∥∥∥ ≤√2αi
ρ
;
therefore, we obtain that ‖ui‖ = ‖∇λLρ(xi+1, λi; θi)‖ ≤ ‖∇λgρ(λi; θi)‖ +
√
2αi/ρ.
In addition, since ‖∇λgρ(λi; θi)‖ ≤ ‖∇λgρ(λi; θ∗)‖+ κ‖θi − θ∗‖, we get the following
bound:
‖ui‖ ≤ ‖∇λgρ(λi; θ∗)‖+
√
2αi/ρ+ κ‖θi − θ∗‖.
On the other hand, by Lemma 3.4, we have
‖∇λgρ(λi; θ∗)‖ ≤
√
2
ρ (f
∗ − gρ(λi; θ∗)).
Combining this with the previous inequality leads to
‖ui‖ ≤
√
2
ρ
(
f∗ − gρ(λi; θ∗)
)
+
√
2αi
ρ
+ κ‖θi − θ∗‖.
By substituting this bound into (3.14), we get that
d−K
(
h(x¯k, θ
∗)
)
≤ 1
k
k−1∑
i=0
√
2
ρ
(
f∗ − gρ(λi; θ∗)
)
+
1
k
(
k−1∑
i=0
√
2αi
ρ
+ (Lh + κ)
k−1∑
i=0
‖θi − θ∗‖
)
≤
√√√√2
ρ
(
f∗ − 1
k
k−1∑
i=0
gρ(λi; θ∗)
)
+
1
k
(
k−1∑
i=0
√
2αi
ρ
+ (Lh + κ)
k−1∑
i=0
‖θi − θ∗‖
)
,
(3.15)
where the last inequality follows from concavity of square-root function
√·. The first
term in (3.15) can be bounded using (3.10) and (3.11), which states that
f∗ − 1
k
k−1∑
i=0
gρ(λi; θ
∗) ≤ 1
k
(
Bg + gρ(λ0; θ
∗)− gρ(λk; θ∗)
)
. (3.16)
Note that gρ(λ0; θ
∗) − f∗ ≤ 0, and using Lipschitz continuity of ∇gρ, we have f∗ −
gρ(λk; θ
∗) ≤ 12ρ‖λk−λ∗‖2 ≤ 12ρC2λ. The remaining terms in (3.15) can also be bounded
as follows
1
k
(
k−1∑
i=0
√
2αi
ρ
+ (Lh + κ)
k−1∑
i=0
‖θi − θ∗‖
)
≤ 1
k
[ ∞∑
i=0
√
2αi
ρ
+
(Lh + κ)‖θ0 − θ∗‖
1− τ
]
.
(3.17)
The result follows by incorporating these bounds into (3.15).
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We now proceed to derive lower and upper bounds on f(x¯k, θ
∗)− f∗. In contrast
with standard unconstrained convex optimization, f(x¯k, θ
∗) could be less than f∗,
due to infeasibility of x¯k.
Theorem 3.7 (Bounds on primal suboptimality). Let Assumption 1–3 hold
and let {xk} and {λk} be the sequences generated by Algorithm 1. In addition, let
x¯k =
1
k
∑k
i=1 xk. Then for all k ≥ 1, the following hold:
f(x¯k; θ
∗)− f∗ ≥ −ρ
2
V2(k)− ‖λ∗‖V(k), (3.18)
f(x¯k; θ
∗)− f∗ ≤ U
k
, (3.19)
for any λ∗ ∈ argmax g0(λ, θ∗), where V(k) is defined in Theorem 3.6, U ,
∑∞
i=0 αi +
1
2 ‖λ0‖2 + ρ2L2h ‖θ0−θ
∗‖2
1−τ2 +
(
C¯Lh + 2Lf
) ‖θ0−θ∗‖
1−τ , and C¯ , Cλ + ‖λ∗‖.
Proof. We first prove the lower bound and then the upper bound.
Proof of the lower bound: Since supλ gρ(λ; θ
∗) = minx∈X Lρ(x, λ∗; θ∗) = f∗, we
have that for all k ≥ 1,
f∗ ≤ Lρ(x¯k, λ∗; θ∗)
= f(x¯k; θ
∗) +
ρ
2
d2−K
(
h(x¯k; θ
∗) +
λ∗
ρ
)
− ‖λ
∗‖2
2ρ
≤ f(x¯k; θ∗) + ρ
2
(
d−K
(
h(x¯k; θ
∗)
)
+
‖λ∗‖
ρ
)2
− ‖λ
∗‖2
2ρ
,
where the first equality is a consequence of (2.5) while the second inequality follows
from Lemma 3.5. By expanding the second term above inequality, we obtain
f∗ ≤ f(x¯k; θ∗) + ρ2d2−K
(
h(x¯k; θ
∗)
)
+ d−K
(
h(x¯k; θ
∗)
)‖λ∗‖
≤ f(x¯k; θ∗) + ρ
2
V2(k) + ‖λ∗‖V(k),
where the last inequality follows from Theorem 3.6.
Proof of the upper bound: Let x∗ be an optimal solution to C(θ∗), i.e., x∗ ∈
X ∗(θ∗). Step 1 of Algorithm 1 implies that for all i ≥ 0
Lρ(xi+1, λi; θi) ≤ Lρ(x∗, λi; θi) + αi.
Hence, by the definition of Lρ, it follows that
f(xi+1; θi) +
ρ
2
d2−K
(
h(xi+1; θi) +
λi
ρ
)
− ‖λi‖
2
2ρ
≤ f(x∗; θi) + ρ
2
d2−K
(
h(x∗; θi) +
λi
ρ
)
− ‖λi‖
2
2ρ
+ αi,
which leads to
f(xi+1; θi)− f(x∗; θi) ≤ρ2d2−K
(
h(x∗; θi) +
λi
ρ
)
− ρ2d2−K
(
h(xi+1; θi) +
λi
ρ
)
+ αi. (3.20)
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Step 2 of Algorithm 1 and (3.1) imply that
λi+1 = ρ
(
h(xi+1; θi) +
λi
ρ −Π−K
(
λi
ρ + h(xi+1; θi)
))
=⇒ d−K
(
h(xi+1; θi) +
λi
ρ
)
=
‖λi+1‖
ρ
. (3.21)
In addition, by using Lemma 3.5, it follows that
d−K
(
h(x∗; θi) +
λi
ρ
)
≤ d−K
(
h(x∗; θi)
)
+
‖λi‖
ρ
. (3.22)
Substituting (3.21) and (3.22) in (3.20), we obtain for all i ≥ 0
f(xi+1; θi)− f(x∗; θi) ≤ρ
2
(
d−K
(
h(x∗; θi)
)
+
‖λi‖
ρ
)2
− 1
2ρ
‖λi+1‖2 + αi
=
ρ
2
d2−K
(
h(x∗; θi)
)
+ ‖λi‖ d−K
(
h(x∗; θi)
)
+
1
2ρ
(
‖λi‖2 − ‖λi+1‖2
)
+ αi. (3.23)
According to Remark 2.1, we have ‖h(x∗; θi)− h(x∗; θ∗)‖ ≤ Lh‖θi − θ∗‖; hence, we
have h(x∗; θi) = h(x∗; θ∗)+vi for some vi ∈ Lh,θ ‖θi − θ∗‖ B(0, 1) for all i ≥ 0. Using
Lemma 3.5, for each i ≥ 0, we get d−K
(
h(x∗; θi)
) ≤ d−K(h(x∗; θ∗))+‖vi‖; thus, since
x∗ ∈ X ∗(θ∗), we have h(x∗; θ∗) K K, and this implies
d−K
(
h(x∗; θi)
) ≤ Lh,θ ‖θi − θ∗‖ , (3.24)
for i ≥ 0. By substituting (3.24) into (3.23), we get for all i ≥ 0
f(xi+1; θi)− f(x∗; θi) ≤ρ2L2h‖θi − θ∗‖2 + Lh‖θi − θ∗‖‖λi‖ (3.25)
+ 12ρ
(‖λi‖2 − ‖λi+1‖2)+ αi
≤ρ2L2h‖θi − θ∗‖2 + C¯Lh‖θi − θ∗‖ (3.26)
+ 12ρ
(‖λi‖2 − ‖λi+1‖2)+ αi,
where the last inequality follows from ‖λi − λ∗‖ ≤ Cλ (Proposition 3.2), i.e., ‖λi‖ ≤
C¯ , Cλ + ‖λ∗‖ for all i ≥ 0. Next, from the Lipschitz continuity of f in θ by
Assumption 1(i), it follows that
f(xi+1; θi)− f(x∗; θi) ≥ f(xi+1; θ∗)− f(x∗; θ∗)− 2Lf‖θi − θ∗‖.
Combining two above inequalities results in the following:
f(xi+1; θ
∗)− f∗ ≤ρ2L2h‖θi − θ∗‖2 +
(
C¯Lh + 2Lf
) ‖θi − θ∗‖
+
1
2ρ
(
‖λi‖2 − ‖λi+1‖2
)
+ αi.
Summing the above inequality for i = 0 to k − 1, we obtain the following:
k−1∑
i=0
(
f(xi+1; θ
∗)− f∗
)
≤
∞∑
i=0
αi+
1
2ρ
‖λ0‖2 + ρ2L2h
‖θ0 − θ∗‖2
1− τ2
+
(
C¯Lh + 2Lf
) ‖θ0 − θ∗‖
1− τ .
Since f(x; θ∗) is convex in x, dividing both sides of the above inequality by k gives
the desired result.
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3.2. Convergence analysis for increasing {ρk}. In 1976, Rockafellar [28] pro-
posed several different variants of inexact augmented Lagrangian schemes where the
penalty parameter could be updated between iterations and under suitable summa-
bility conditions on the sequence {αkρk}, it was established that the sequence of dual
iterates {λk} is bounded. In addition, upper bounds on primal suboptimality and in-
feasibility were derived. Recently, Aybat and Iyengar [4] extended this result to conic
convex programs, provided both upper and lower bounds on the suboptimality, and
presented sequences {ρk} and {αk} under which the primal function converges lin-
early to its optimal value. Necoara et al. [21] also considered similar inexact schemes
for conic convex programs where the penalty parameter ρk is tuned adaptively. In
this scheme, they apply a search procedure which finds an upper bound on λ∗ in
logarithmic number of steps, by performing a single outer iteration and restarting
the augmented Lagrangian method. In what follows, we analyze the convergence
properties of Algorithm 1 for an increasing penalty parameter sequence.
The proposed sequences of ρk and αk in Theorem 3.11 are extensions of those
presented in [4] and take learning into consideration. We initiate the analysis on
the rate of convergence by first deriving the bound on primal infeasibility, which is
subsequently used later to derive bounds on primal suboptimality. These statements
are then utilized in deriving the overall computational complexity in Section 4.2.
Suppose {ρk}k≥0 ⊂ R++, and recall that according to (2.5),
Lρk(x, λ; θ) = f(x; θ) +
ρk
2
d2−K
(
h(x; θ) +
λ
ρk
)
− ‖λ‖
2
2ρk
, (3.27)
and i.e., gρk(λ; θ) = infx∈X Lρk(x, λ; θ). Since gρ(·; θ) is the Moreau envelope of g0(·; θ)
for any ρ > 0, both gρk(·; θ) and g0(·; θ) have the same set of maximizers for any fixed
θ ∈ Θ, i.e., argmaxλ gρk(λ; θ) = argmaxλ g0(λ; θ), for all k ≥ 0. Moreover, it is also
true that maxλ gρk(λ; θ) = maxλ g0(λ; θ); hence, f
∗ = maxλ gρk(λ; θ
∗) for all k ≥ 0.
We begin this section with a lemma, similar to Proposition 3.2, which proves that the
dual iterate sequence {λk}k∈Z+ stays bounded.
Lemma 3.8. Let Assumptions 1 and 2 hold. Given λ0 ∈ K∗, let {λk}k∈Z+ be the
dual iterate sequence generated by Algorithm 1 when the following conditions hold:
i) ρk = ρ0β
k, where ρ0 and β are positive scalars such that β > 1,
ii) βτ < 1, where τ ∈ (0, 1) is the constant defined in Assumption 2,
iii)
∑∞
k=0(αkρk)
1
2 <∞.
Then, for all k ≥ 0, it follows that ‖λk − λ∗‖ ≤ C ′λ, where C ′λ is defined as
C ′λ ,
∞∑
i=0
√
2αiρi +
ρ0κ‖θ0 − θ∗‖
1− βτ + ‖λ0 − λ
∗‖,
where λ∗ is any point in Λ∗ , argmaxλ g0(λ, θ∗).
Proof. We follow the same lines of proof in Proposition 3.2 for an arbitrary given
penalty sequence {ρk} ⊂ R++ to obtain a slightly modified version of (3.5) as follows
‖λk − λ∗‖ ≤
k−1∑
i=0
√
2ρiαi + κ
k−1∑
i=0
ρi‖θi − θ∗‖+ ‖λ0 − λ∗‖. (3.28)
For i ≥ 0, since ρi = ρ0βi by hypothesis, and ‖θi−θ∗‖ ≤ τ i‖θ0−θ∗‖ by Assumption 2,
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we can upper bound (3.28) as follows using the condition βτ < 1:
‖λk+1 − λ∗‖ ≤
∞∑
i=0
√
2ρiαi + ρ0κ‖θ0 − θ∗‖
∞∑
i=0
(βτ)i + ‖λ0 − λ∗‖,
=
∞∑
i=0
√
2ρiαi +
ρ0κ‖θ0 − θ∗‖
1− βτ + ‖λ0 − λ
∗‖.
Next, we derive a bound on the primal infeasibility.
Proposition 3.9. Under Assumption 1, let {xk, λk}k∈Z+ be the primal-dual
iterate sequence generated by Algorithm 1 for a given penalty sequence {ρk}k∈Z. Then,
for all k ≥ 0, it follows that
d−K
(
h(xk+1; θ
∗)
) ≤ ‖λk+1 − λk‖
ρk
+ Lh‖θk − θ∗‖.
Proof. According to Step 2 of Algorithm 1, in particular from (3.1), we have that
h(xk+1; θk) =
λk+1 − λk
ρk
+ Π−K
(
h(xk+1; θk) +
λk
ρk
)
. (3.29)
Therefore, Lemma 3.5 implies that
d−K
(
h(xk+1; θk)
) ≤ ‖λk+1 − λk‖
ρk
+ d−K
(
Π−K
(
h(xk+1; θk) +
λk
ρk
))
≤ ‖λk+1 − λk‖
ρk
, (3.30)
where (3.30) follows from d−K
(
Π−K
(
h(xk; θk) +
λk
ρk
))
= 0 since Π−K(y) ∈ −K for
all y ∈ Rm and d−K(y) = 0 for all y ∈ −K. Under Assumption 1(ii), in particular
from Remark 2.1, we also have ‖h(xi+1, θi)− h(xi+1, θ∗)‖ ≤ Lh‖θi− θ∗‖ for all i ≥ 0.
Therefore, from the triangular inequality of Lemma 3.5, it follows that
d−K
(
h(xk+1; θ
∗)
) ≤ d−K(h(xk+1; θk))+ Lh‖θk − θ∗‖ ≤ ‖λk+1 − λk‖
ρk
+ Lh‖θk − θ∗‖.
Our next result provides bounds on the primal sub-optimality.
Proposition 3.10. Under Assumption 1, let {xk, λk}k∈Z+ be the primal-dual
iterate sequence generated by Algorithm 1 for a given penalty sequence {ρk}k∈Z. Then,
for all k ≥ 1, it follows that
f(xk+1; θ
∗)− f∗ ≥ − 1
ρk
(‖λk+1‖+ ‖λk − λ∗‖)2 − ρkL2h‖θk − θ∗‖2, (3.31)
f(xk+1; θ
∗)− f∗ ≤ ‖λk‖
2
ρk
+ 2Lf‖θk − θ∗‖+ ρkL2h‖θk − θ∗‖2 + αk. (3.32)
where λ∗ is any point in Λ∗ , argmaxλ g0(λ; θ∗).
Proof. We start by proving the lower bound in (3.31), and then prove the upper
bound in (3.32).
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Proof of (3.31): Since f∗ = maxλ gρk(λ; θ
∗), λ ∈ Λ∗ implies λ∗ ∈ argmax gρk(λ; θ∗).
Consequently, we have f∗ = minx∈X Lρk(x, λ∗; θ∗). Hence, for all k ≥ 0,
f∗ ≤ Lρk(xk+1, λ∗; θ∗) = f(xk+1; θ∗) +
ρk
2
d2−K
(
h(xk+1; θ
∗) +
λ∗
ρk
)
− ‖λ
∗‖2
2ρk
. (3.33)
Once again the using the triangular inequality of Lemma 3.5, we get
d−K
(
h(xk+1; θ
∗) +
λ∗
ρk
)
≤d−K
(
h(xk+1; θk) +
λk
ρk
)
+
∥∥∥∥h(xk+1; θ∗)− h(xk+1; θk) + λ∗ − λkρk
∥∥∥∥
≤
∥∥∥∥λk+1ρk
∥∥∥∥+ ∥∥∥∥h(xk+1; θk)− h(xk+1; θ∗) + λk − λ∗ρk
∥∥∥∥
=
1
ρk
(
‖λk+1‖+ ‖λk − λ∗‖
)
+ Lh,θ‖θk − θ∗‖, (3.34)
where in the second inequality, we use the identity ‖λk+1‖ = ρk d−K
(
h(xk+1; θk) +
λk
ρk
)
, which follows from (3.30), and in the third inequality, we invoke the Lipschitz
continuity of function h(x; θ) in θ (see Remark 2.1). Hence, using the identity ‖a +
b‖2 ≤ 2‖a‖2+2‖b‖2 on (3.34) to bound d2−K
(
h(xk+1; θ
∗)+ λ
∗
ρk
)
, and using the resulting
bound within (3.33), we obtain the desired lower bound in (3.31).
Proof of (3.32): Step 1 of Algorithm 1 implies that
Lρk(xk+1, λk; θk) ≤ inf
x∈X
Lρk(x, λk; θk) + αk ≤ Lρk(x∗, λk; θk) + αk.
By the definition of Lρk in (3.27), and using the fact that d−K(y) ≥ 0 for any y ∈ Rm,
we have that
f(xk+1; θk)− f(x∗; θk) ≤ ρk
2
d2−K
(
h(x∗; θk) +
λk
ρk
)
+ αk. (3.35)
Note that using the triangular inequality of Lemma 3.5 twice, we get
d−K
(
h(x∗; θk) +
λk
ρk
)
≤ d−K
(
h(x∗; θ∗) +
λk
ρk
)
+ ‖h(x∗; θk)− h(x∗; θ∗)‖
≤ d−K (h(x∗; θ∗)) + ‖λk‖
ρk
+ ‖h(x∗; θk)− h(x∗; θ∗)‖
≤ ‖λk‖
ρk
+ Lh,θ‖θk − θ∗‖, (3.36)
where in the third inequality we used the fact that d−K (h(x∗; θ∗)) = 0 along with
Lipschitz continuity of function h(x∗; θ) in θ. By substituting (3.36) into (3.35) and
again using the identity ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2, we obtain the following:
f(xk+1; θk)− f(x∗; θk) ≤ ρkL2h‖θk − θ∗‖2 +
‖λk‖2
ρk
+ αk. (3.37)
Since f(x; θ) is Lipschitz continuous in θ for all x ∈ X by Assumption 1(i), after
bounding each difference term in the right hand side of the following equality,
f(xk+1; θ
∗)− f∗ =f(xk+1; θ∗)− f(xk+1; θk) + f(xk+1; θk)− f(x∗; θk)
+ f(x∗; θk)− f(x∗; θ∗).
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and using (3.37) we obtain the desired upper bound given in (3.32).
We conclude this subsection with a formal rate statement for the sub-optimality
and the infeasibility of the sequence {xk}.
Theorem 3.11. Under Assumption 1 and 2, let {xk, λk}k∈Z+ be the primal-dual
iterate sequence generated by Algorithm 1 for the increasing penalty sequence {ρk}k∈Z
and inexact optimality parameter sequence {αk}k∈Z defined as follows: given some
c, α0, ρ0 > 0, β > 1 and τ ∈ (0, 1) such that δ , βτ < 1, let
αk ,
α0
(k + 1)2(1+c)βk
, ρk , ρ0βk, k ≥ 0.
Then, for all k ≥ 0, the following bounds hold:
| f(xk+1, θ∗)− f∗ | ≤ Bk
βk
, (3.38)
d−K (h(xk+1; θ∗)) ≤ 1
βk
(
2C ′λ
ρ0
+ Lh,θ‖θ0 − θ∗‖δk
)
, (3.39)
where C ′λ is the constant defined in Lemma 3.8 and Bk is defined as follows
Bk ,
1
ρ0
(2C ′λ + ‖λ∗‖)2 + ρ0
(
Lh,θ ‖θ0 − θ∗‖ δk + Lf
ρ0Lh,θ
)2
+
α0
(k + 1)2(1+c)
. (3.40)
Proof. Recall that from Assumption 2, for some τ ∈ (0, 1), we have ‖θk − θ∗‖ ≤
‖θ0 − θ∗‖ τk for all κ ≥ 0. By hypothesis, ρk = ρ0βk for k ≥ 0, δ , βτ < 1, and∑∞
k=0
√
αkρk =
∑∞
k=0
α0
k1+c <∞; therefore, the conditions of Lemma 3.8 are satisfied
and as a consequence, we have that ‖λk−λ∗‖ ≤ C ′λ for all k ≥ 0. Next, by combining
the lower and upper bounds on primal suboptimality obtained in Proposition 3.10,
we obtain that for all k ≥ 0∣∣∣f(xk+1, θ∗)− f∗∣∣∣
≤max
{
‖λk‖2
ρk
+ 2Lf‖θk − θ∗‖+ αk, 1
ρk
(
‖λk+1‖+ ‖λk − λ∗‖
)2}
+ ρkL
2
h‖θk − θ∗‖2,
≤ 1
βk
max
{
1
ρ0
(C ′λ + ‖λ∗‖)2 + 2Lf ‖θ0 − θ∗‖ δk +
α0
(k + 1)2(1+c)
, 1ρ0 (2C
′
λ + ‖λ∗‖)2
}
+
1
βk
ρ0L
2
h,θ ‖θ0 − θ∗‖2 δ2k,
≤ 1
βk
[
1
ρ0
(2C ′λ + ‖λ∗‖)2 + ρ0L2h,θ ‖θ0 − θ∗‖2 δ2k + 2Lf ‖θ0 − θ∗‖ δk +
α0
(k + 1)2(1+c)
]
.
Hence, completing the square in the last inequality, we obtain the desired result. To
prove the rate statement for infeasibility, we use Proposition 3.9 and Lemma 3.8:
d−K
(
h(xk; θ
∗)
) ≤ ‖λk+1 − λk‖
ρk
+ Lh,θ‖θk − θ∗‖
≤ 1
βk
(
2C ′λ
ρ0
+ Lh,θ‖θ0 − θ∗‖δk
)
. (3.41)
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4. Overall iteration complexity analysis. Implementing the inexact aug-
mented Lagragian algorithm involves performing inner and outer loops, where each
outer loop corresponds to one update of the Lagrange multiplier according to Step 2
in Algorithm 1, while the inner loops correspond to iterations of the scheme employed
to compute xk+1 as in Step 1. Hence, to assess the overall computational complexity
of our inexact augmented Lagrangian approach, it is essential to specify the algorithm
used for inner optimization. We assume that
f(x; θ) := q(x; θ) + p(x; θ),
where the functions p and q represent the smooth and nonsmooth parts of f , respec-
tively. Then, following the formulation (2.5),
Lρ(x, λ; θ) = q(x; θ) + νρ(x, λ; θ), (4.1)
where νρ(x, λ; θ) , p(x; θ) +
ρ
2
d2−K
(λ
ρ
+ h(x; θ)
)
− ‖λ‖
2
2ρ
.
In the representation (4.1), the function q captures the nonsmooth part of augmented
Lagrangian function while the function νρ represents the smooth part. This is a
particular case of the composite convex minimization problem studied in [5, 22, 30].
In [5, 22], the authors developed Accelerated Proximal Gradient (APG) methods,
inspired by Nesterov’s optimal scheme [23], that can compute an -optimal solution
to composite convex optimization problems within O(1/√) iterations.
In what follows, we assume that the inner loop is resolved by a particular imple-
mentation of the APG algorithm called Fast Iterative Shrinkage-Thresholding Algo-
rithm (FISTA) [5]. Implementing this scheme requires that ∇xνρ(x; θ) be Lipschitz
continuous in x uniformly in θ. In this respect, the next lemma states the conditions
under which we may have such a property. Before presenting this result, we make the
following assumptions.
Assumption 4. Let q, p : X×Θ→ R be proper, closed, convex functions of x for
all θ ∈ Θ such that p(x; θ) is differentiable in x on an open set containing X for any
fixed θ ∈ Θ. Moreover, ∇xp(x; θ) is Lipschitz continuous in x, uniformly for all θ ∈ Θ
with constant Lp,x. Recall that under Assumption 1(ii), function h(x; θ) is Lipschitz
continuous in x, uniformly for all θ ∈ Θ, with constant Lh,x , maxθ∈Θ ‖A(θ)‖.
Lemma 4.1 (Lipschitz continuity of ∇xνρ(x; θ)). Under Assumption 4, for
any given θ ∈ Θ, the gradient function ∇xνρ(x; θ) is Lipschitz continuous in x with
constant Lν,x(ρ, θ) defined as
Lν,x(ρ, θ) , Lp,x + ρ‖A(θ)‖2 ≤ Lp,x + ρL2h,x.
Proof. Recall that h(x; θ) = A(θ)x+ b(θ) is an affine function in x for all θ ∈ Θ.
Since for any closed convex cone K ∈ Rm, ΠK∗(x) = x− Π−K(x) for all x ∈ Rm and
∇d2−K(y) = 2(y −Π−K(y)) for all y ∈ Rm, the following holds:
∇xν(x, λ; θ) = ∇xp(x; θ) + ρA(θ)>
(
h(x; θ) +
λ
ρ
−Π−K
(
h(x; θ) +
λ
ρ
))
= ∇xp(x; θ) + ρA(θ)>ΠK∗
(
h(x; θ) +
λ
ρ
)
.
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Then, by adding and subtracting terms and by invoking the triangle inequality and
Lipschitz continuity, it follows that for all x, x′ ∈ X and θ ∈ Θ,
‖∇xν(x, λ; θ)−∇xν(x′, λ; θ)‖
=
∥∥∥∇xp(x; θ) + ρA(θ)>ΠK∗ (h(x; θ) + λ
ρ
)
(4.2)
−∇xp(x′; θ)− ρA(θ)>ΠK∗
(
h(x′; θ) +
λ
ρ
)∥∥∥
≤ ∥∥∇xp(x; θ)−∇xp(x′; θ)∥∥
+ ρ ‖A(θ)‖
∥∥∥∥ΠK∗ (h(x; θ) + λρ
)
−ΠK∗
(
h(x′; θ) +
λ
ρ
)∥∥∥∥
≤Lp,x‖x− x′‖+ ρ ‖A(θ)‖2
∥∥x− x′∥∥ , (4.3)
where the last inequality uses the nonexpansivity property of the projection operator.
Given xk computed in the previous outer iteration, we use these inner iterations
within Algorithm 1 to compute an inexact solution, xk+1, with accuracy αk to the
following optimization problem
gρk(λk, θk) = min
x∈X
q(x; θk) + νρk(x, λk; θk) (4.4)
where xk+1 is defined as
q(xk+1; θk) + νρk(xk+1, λk; θk) ≤ gρk(λk, θk) + αk.
Algorithm 2 APG(xk, θk, αk, ρk) (implemented on subproblem (4.4))
Set z0 ← xk, y1 ← z0, m1 ← 1 and t← 1. Then, for all t ≥ 1, update:
1. zt ← argminz∈X
{
q(z; θk) +∇xνρk (yt, λk; θk)>(z − yt) + Lν,x(ρk,θk)2 ‖z − yt‖2
}
2. mt+1 ←
(
1 +
√
1 + 4m2t
)
/2
3. yt+1 ← zt +
(
mt−1
mt+1
)(
zt − zt−1
)
4. If t≥Tk ,
√
2Lν,x(ρ,θk)
αk
Dx, then STOP; else t← t+ 1 and go to Step 1.
To obtain an accuracy of αk, at most Tk ,
√
2Lν,x(ρk,θk)
αk
Dx steps of the APG
scheme are required at epoch k; this follows from the iteration complexity result of
APG (See in [5, Theorem 4.4] for a proof).
Lemma 4.2. Let q and ν functions satisfying Assumption 4. Fix αk > 0 and
let {zt, yt} denote the sequence of iterates generated by the APG algorithm. Then,
q(zt, θk) + νρk(zt, λk; θk) ≤ gρk(λk, θk) + αk whenever
t ≥
√
2Lν,x(ρk, θk)
αk
‖xk − x∗k+1‖ − 1,
where x∗k+1 ∈ argminx∈X q(x; θk) + νρk(x, λk; θk).
Algorithm 2 displays an APG algorithm studied in [5].
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4.1. Overall iteration complexity for constant penalty ρ. Next, we derive
the overall iteration complexity of Algorithm 1 in which APG is used for solving the
subproblem in (4.4) to compute xk satisfying Step 1 in Algorithm 1.
Theorem 4.3. Let Assumptions 1, 2, 3 and 4 hold, and let {xk, λk} denote
the primal-dual iterate sequence generated by Algorithm 1 when {αk} is chosen as
αk =
α0
(k+1)2(1+c)
for k ≥ 0 for some α0 > 0 and c > 0. Then, for all  ∈ (0, 1),
there exists a k() ∈ Z+ such that |f(x¯k; θ∗)− f∗| ≤  and d−K
(
h(x¯k; θ
∗)
) ≤  for all
k ≥ k() = O(−2) and requires at most O(−4) proximal-gradient computations as
shown in Step 1 of Algorithm 2, where x¯k , 1k
∑k
i=1 xi for k ≥ 1.
Proof. To simplify the notation throughout the proof, let γ ,
∑∞
i=0
√
αk < +∞
and η , κ‖θ0−θ
∗‖
1−τ . According to Proposition 3.2, ‖λk − λ∗‖ ≤ Cλ for all k ≥ 1, where
Cλ ,
√
2ρ γ + ρ η + ‖λ0 − λ∗‖.
In addition, according to Theorem 3.3, 0 ≤ f∗ − gρ(λ¯k; θ∗) ≤ Bg/k for all k ≥ 1,
where
Bg ,
1
2ρ
‖λ0 − λ∗‖2 + Cλ
(√
2
ρ
γ + η
)
(4.5)
and λ¯k , 1k
∑k
i=1 λi for k ≥ 1. By choosing α0 > 0 appropriately, we can generate an
{αk} sequence such that γ = 1√2ρ . Hence,
Cλ = 1 + ρ η + ‖λ0 − λ∗‖ and Bg = 1
2ρ
‖λ0 − λ∗‖2 + Cλ
(
1
ρ
+ η
)
. (4.6)
Moreover, according to Theorem 3.6, d−K
(
h(x¯k; θ
∗)
) ≤ V(k) for all k ≥ 1, where
V(k) = C1√
k
+
C2
k
, C1 ,
√
2Bg
ρ
+
(
Cλ
ρ
)2
, C2 ,
1
ρ
+ µ,
and µ , (Lh+κ)‖θ0−θ
∗‖
1−τ . Using (4.6), we expand C
2
1 as follows:
C21 =
1
ρ2
‖λ0 − λ∗‖2 + 2
ρ
(
1
ρ
+ η
)
Cλ +
(
Cλ
ρ
)2
=
1
ρ2
‖λ0 − λ∗‖2 + 2
ρ
(
1
ρ
+ η
)
(1 + ρ η + ‖λ0 − λ∗‖) + 1
ρ2
(1 + ρ η + ‖λ0 − λ∗‖)2
=
1
ρ2
[
2(1 + ρ η + ‖λ0 − λ∗‖)2 + (1 + ρ η)2
]
.
Since
√
a+ b ≤ √a+√b for a, b ≥ 0, we have
C1 ≤ (
√
2 + 1)
(
1
ρ
+ η
)
+
√
2
ρ
‖λ0 − λ∗‖ .
Hence, we can upper bound V(k) in terms of problem parameters for all k ≥ 1:
V(k) ≤ 1√
k
(
1
ρ
(√
2 + 1 +
√
2‖λ0 − λ∗‖
)
+ η(
√
2 + 1)
)
+
1
k
(
1
ρ
+ µ
)
(4.7)
=
1
ρ
(
1
k
+
√
2(‖λ0 − λ∗‖+ 1) + 1√
k
)
+
µ
k
+
(
√
2 + 1) η√
k
. (4.8)
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To further simplify the notation, let Γθ , (
√
2 + 1)η and Γλ ,
√
2(‖λ0−λ∗‖+ 1) + 1.
Next, given  ∈ (0, 1), let
ρ = ρo
−r, k(, s) , dko−se
for some fixed r, s ≥ 0 and ρo, ko > 0, where ρo and ko depend only on problem
parameters and are independent of solution accuracy . From (4.8), it immediately
follows that for all k ≥ k(, s)
V(k) ≤ 1
ρo−r
(
1
ko−s
+
Γλ√
ko−s
√
ko−s
)
+
µ
ko−s
+
Γθ√
ko
−s
2
=
1
ρoko
r+s +
Γλ
ρo
√
ko
r+
s
2 +
µ
ko
s +
Γθ√
ko

s
2 , V¯(, r, s, ρo, ko). (4.9)
Note that both r < 1 and s/2 < 1 for any r, s ≥ 0 since  ∈ (0, 1).
Since V(k) decreases with O(1/√k) rate, the suboptimality bounds obtained in
Theorem 3.7 satisfy ρ2V2(k) + ‖λ∗‖V(k) ≥ U/k for all k ≥ dko−se when  ∈ (0, 1) is
sufficiently small. Although the proof can be written for all  ∈ (0, 1), we assume that
 > 0 is sufficiently small to simplify the notation in the rest of this section; therefore,
|f(x¯k; θ∗)−f∗| ≤  and d−K
(
h(x¯k; θ
∗)
) ≤  for all k ≥ k(, s) whenever k also satisfies
ρ
2
V2(k) + ‖λ∗‖V(k) ≤ , V(k) ≤ . (4.10)
Clearly, (4.10) holds whenever ρ2V2(k) ≤ 2 and (‖λ∗‖+1)V(k) ≤ 2 ; hence, using (4.9),
we can conclude that given sufficiently small  > 0, x¯k is -optimal and -feasible for
all k ≥ k(, s) if r, s ≥ 0 and ρo, ko > 0 satisfy the following sufficient condition
V¯(, r, s, ρo, ko) ≤ min
{

r+1
2√
ρo
,

2‖λ∗‖+ 2
}
. (4.11)
Next, among all r, s ≥ 0 and ρo, ko > 0 satisfying this sufficient condition, we in-
vestigate the optimal choice that minimizes the overall computational complexity
corresponding to k(, s) outer iterations to achieve -accuracy. According to Step 1
in Algorithm 1, we need to ensure αk level accuracy in function values at iteration
k of the outer loop; hence, according to Lemma 4.2, starting from xk, we need to
perform at most
√
2
αk
Lν,x(ρ, θk) ‖xk − x∗k+1‖ inner iterations, where x∗k+1 is an arbi-
trary optimal solution to (4.4). Recalling that ‖x− x′‖ ≤ 2Dx for any x, x′ ∈ X (see
Remark 2.1), the number of inner iterations within the k-th outer loop can bounded
as follows for k ≥ 0,
√
2Lν,x(ρ, θk)
αk
‖xk − x∗k+1‖ ≤
√√√√8(Lp,x + ρ L2h,x)
α0
(k+1)2(1+c)
Dx
=
√
8(Lp,x + ρ L2h,x)
α0
Dx(k + 1)
1+c
.
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Recall that α0 > 0 is chosen such that γ =
∑∞
k=0
√
αk =
1√
2ρ
. Hence, we have
1√
2ρ
=
∞∑
k=0
√
αk =
√
α0
∞∑
k=1
(
1
k
)1+c
≤ √α0
[
1 +
∫ ∞
t=1
(
1
t
)1+c
dt
]
=
√
α0
(
1 +
1
c
)
.
Hence, for c ∈ (0, 1), we get 1α0 ≤
8ρ
c2 . Moreover, we also have
k(,s)∑
k=0
(k + 1)1+c ≤
k(,s)∫
0
(t+ 1)1+c dt.
Therefore, the total number of inner iterations to obtain  accuracy is bounded by
8Dx
c
√
ρ (Lp,x + ρL2h,x)
k(,s)∑
k=0
(k + 1)1+c
≤ 8Dx
c(2 + c)
√
ρoLp,x + (ρoLh,x)2−r (dko−se+ 1)2+c −r/2, (4.12)
where ρ = ρo
−r and k(, s) = dko−se. According to (4.9), for (4.11) to hold for all
sufficiently small , we require s ≥ max{r + 1, 2}. Hence, the best achievable rate is
obtained when r = 0 and s = 2, which results in O˜(−4) rate. Indeed, choosing r = 0,
s = 2, ρo ≥ 4(‖λ∗‖+ 1)2 and ko such that √ρo ko − (Γλ + Γθρo)
√
ko − (1 + µρo) ≥ 0
satisfies the sufficient condition in (4.11).
We conclude with a corollary that specifies the iteration complexity associated
with the perfectly specified problem in which θ0 = θ
∗; hence, Assumption 2 implies
that θk = θ
∗ for all k ≥ 0.
Corollary 4.4. Suppose θ0 = θ
∗ in Algorithm 1. Under the same assumptions
as stated in Theorem 4.3, for all sufficiently small  > 0, there exist ρ = O(1/) and
ko ∈ Z+, independent of  > 0, such that |f(x¯k; θ∗)− f∗| ≤  and d−K
(
h(x¯k; θ
∗)
) ≤ 
for all k ≥ ko which requires at most O
(
−1
)
proximal-gradient computations as shown
in Step 1 of Algorithm 2, where x¯k , 1k
∑k
i=1 xi for k ≥ 0.
Proof. When θ0 = θ
∗, we have Γθ = µ = 0. Moreover, according to (4.9) and
(4.11), s ≥ 2(1− r); hence, we obtain the best achievable rate for the overall iteration
complexity shown in (4.12) when r = 1 and s = 0, which results in O(−1) rate.
Indeed, choosing r = 1, s = 0, ρo ≥ 4(‖λ∗‖+ 1)2 and ko such that √ρo ko−Γλ
√
ko−
1 ≥ 0 satisfies the new sufficient condition in (4.11).
Remark 4.1. Suppose we set λ0 = 0. The proof of Corollary 4.4 shows that for
ρo ≥ 4(‖λ∗‖+ 2)2, ko = 1 satisfies the sufficient condition, √ρo ko−Γλ
√
ko− 1 ≥ 0.
Therefore, setting ρ = ρo/ and computing one outer iteration is suffcient. In-
deed, according to (4.12), implementing APG on minx∈X Lρ(x, λ0; θ∗) = f(x; θ∗) +
ρ
2d
2
−K(h(x; θ
∗)) will generate an -optimal and -feasible solution to the original prob-
lem C(θ∗) within O(DxρoLh,x 1 ) iterations.
4.2. Overall iteration complexity for increasing {ρk}. As shown in The-
orem 3.11, when ρk = ρ0β
k for some β > 1 and ρ0 > 0, we obtain a geometric rate
of convergence of sub-optimality error in terms of outer iterations of Algorithm 1 in
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the form of Bk/β
k such that Bk+1 < Bk for all k; hence, supk Bk < +∞ . While this
may seem to be promising at first glance, it should be noted that as k increases, ρk
also increases geometrically; hence, Lν,x(ρk, θk), the Lipschitz constant of ∇xνρk(·; θk)
increases at a geometric rate as well (see Lemma 4.1), which adversely affects the con-
vergence rate of APG (see Lemma 4.2). Therefore, increasing {ρk} has two distinct
effects: on one side, compared to constant ρ, increasing {ρk} increases the rate of
convergence of outer iteration from O( 1√
k
) to O( 1
βk
); while on the other hand, it also
increases the complexity of the inner computation. The following theorem derives the
overall iteration complexity of Algorithm 1 for the increasing penalty sequence.
Theorem 4.5. Let Assumptions 1, 2 and 4 hold. Let {xk, λk} be the primal-dual
iterate sequence generated by Algorithm 1 for the parameter sequences {αk}k∈Z and
{ρk}k∈Z as defined in Theorem 3.11. Then, for all  > 0, there exists a k() ∈ Z+
such that |f(xk; θ∗)− f∗| ≤  and d−K
(
h(xk; θ
∗)
) ≤  for all k ≥ k() = O(log(−1))
which requires at most O
(
−1 log(−1)
)
proximal-gradient computations as shown in
Step 1 of Algorithm 2.
Proof. Suppose {αk}k∈Z and {ρk}k∈Z chosen as in Theorem 3.11. (3.38) and
(3.40) together with the inequality (2C ′λ + max{‖λ∗‖, 1}
)2 ≥ 2C ′λ clearly imply that
for all k ≥ 0
max
{|f(xk+1; θ∗)− f∗|, d−K(h(xk+1; θ∗))}
≤ 1
ρ0
(
2C ′λ + max{‖λ∗‖, 1}
)2
+ ρ0
(
Lh,θ ‖θ0 − θ∗‖ δk + max{Lf , Lh,θ}
ρ0Lh,θ
)2
+
α0
(k + 1)2(1+c)
, B¯k.
Moreover, 0 < B¯k ≤ B¯0 for all k ≥ 0. Therefore, for any given  > 0, Theorem 3.11
implies that it takes at most k() = logβ
(
B¯0

)
outer iterations to achieve -optimal
and -feasible primal solution. According to Step 1 in Algorithm 1 we need to ensure
αk level accuracy in function values at iteration k of the outer loop; hence, according
to Lemma 4.2, starting from xk, we need to perform
√
2
αk
Lν,x(ρk, θk) ‖xk − x∗k+1‖
inner iterations, where x∗k+1 is an arbitrary optimal solution to (4.4). Recalling that
‖x − x′‖ ≤ 2Dx for any x, x′ ∈ X (see Remark 2.1), the number of inner iterations
within the k-th outer loop can bounded as follows for k ≥ 0,
√
2
αk
Lν,x(ρk, θk) ‖xk − x∗k+1‖ ≤ βk(k + 1)1+c
√
2
α0
(
Lp,x
βk
+ ρ0L2h,x
)
Dx︸ ︷︷ ︸
, Mk
.
Clearly, 0 < Mk ≤ M0 for all k ≥ 0; hence, the overall number of inner iterations to
obtain  accuracy can be bounded above as follows:
logβ
(
B¯0

)∑
k=0
M0β
k(k + 1)1+c ≤M0
(
logβ
(
B¯0

)
+ 1
)(1+c) logβ ( B¯0 )∑
k=0
βk
≤M0
(
logβ
(
B¯0

)
+ 1
)1+c
β
β − 1
(
B¯0

)
.
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In following remark, we note that when θ∗ is known, i.e., when θ0 = θ∗, then
the order of overall iteration complexity of Algorithm 1 remains unchanged, i.e.,
O˜
(
−1 log(−1)
)
as in the case when learning is involved. However, there is a re-
duction in the O(1) constant.
Remark 4.2. Under the same assumptions as stated in Theorem 4.5, when
θ0 = θ
∗ in Algorithm 1, then the bounds in (3.38) can be modified as follows:
| f(xk+1, θ∗)− f∗ | ≤ 1
βk
[
1
ρ0
(2C ′λ + ‖λ∗‖)2 + α0
]
,
and d−K (h(xk+1; θ∗)) ≤ 1
βk
2C ′λ
ρ0
;
therefore, as in Theorem 4.5, the overall number of inner iterations to obtain  accu-
racy can be bounded above by
logβ
(
B′

)∑
k=0
M ′βk(k + 1)1+c ≤M ′
(
logβ
(
B′

)
+ 1
)1+c
β
β − 1
(
B′

)
= O˜
(
−1 log(−1)
)
,
where M ′ =
√
2
α0
(Lp,x + ρ0 ‖A(θ∗)‖2) and B′ = 1ρ0
(
2C ′λ + max{‖λ∗‖, 1}
)2
+ α0, in
which the constant (see Lemma 3.8) reduces to C ′λ ,
∑∞
i=0
√
2ρiαi + ‖λ0 − λ∗‖.
5. Numerical Results. In this section, we present a problem related to portoflio
optimization in Section 5.1 and define the problem parameters in Section 5.2. The
empirical performance of the proposed algorithms is examined in Section 5.3.
5.1. Problem description. In this subsection, we first describe the computa-
tional problem and then the learning problem.
Computational Problem: We consider the Markowitz portfolio optimization prob-
lem [20], where {Ri}ni=1 denote the random returns for n financial assets. Assume
that the joint distribution of aggregated return (as given by R = [Ri]ni=1) is a multi-
variate normal distribution with mean vector Rn 3 µo := E[R] and covariance matrix
Rn×n 3 Σo := E[(R − µo)>(R − µo)]. We assume that Σo = [σij ]1≤i,j≤n is posi-
tive definite, implying that there are no redundant assets in our collection. Suppose
xi ∈ R denotes the proportion of asset i in the portfolio held throughout the given
period. Hence, x = [xi]
n
i=1 ∈ Rn such that
∑n
i=1 xi = 1 and xi ≥ 0 for all i = 1, . . . , n
corresponds to a portfolio with no short selling. Practitioners often use additional
constraints to reduce sector risk by grouping together investments in securities of a
sector and setting a limit on the exposure to this sector [7]. Suppose there are s
sectors, and mj is the maximum proportion of the portfolio that can be invested in
sector j for j = 1, . . . , s. Let Ij ⊂ {1, . . . , n} be the set of indices corresponding to
the assets belonging to sector j for j = 1, . . . , s. Note that the same asset can belong
to more than one sectors; hence, we do not assume that {Ij}sj=1 is a partition. These
sector constraints can be written as∑
i∈Ij
xi ≤ mj , for j = 1, . . . , s.
Clearly, the above set of constraints can be represented by the matrix notation Ax ≤ b,
where b , [m1, . . . ,ms]> and A ∈ Rs×n such that Aji = 1 if asset i belongs to
sector j, and is 0 otherwise. To decide the optimal portfolio, we face two competing
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objectives: minimize the risk, i.e., the variance of the portfolio return, and maximize
the expected portfolio return. This portfolio selection model is called the Markowitz
portfolio optimization problem; given a trade-off parameter κ > 0, some estimates µ
and Σ for µo and Σo, resp., it can be written as follows:(C(Σ)) : min
x∈Rn
{
1
2x
TΣx− κµ>x : Ax ≤ b, x ∈ X} , (5.1)
where X , {x ∈ Rn : ∑ni=1 xi = 1, x ≥ 0}. A lower value of κ leads to a “risk
averse” portfolio while larger values correspond to “risk seeking” ones. To compute
an optimal solution of C(Σ), one may use constrained optimization techniques when
Euclidean projections onto the polyhedral set, defined by Ax ≤ b and x ∈ X, cannot
be computed efficiently. Note that when {Ij}sj=1 is not a partition, i.e., Ij ∩ Ik 6= ∅
for some 1 ≤ j 6= k ≤ s, then it may usually be not efficient to compute projections
at each iteration. Hence, one may overcome the projection requirement by relaxing
the hard constraint, Ax ≤ b, and adopting an augmented Lagrangian scheme.
If the true values of the parameters µo and Σo are known, then the Markowitz
problem is just a convex quadratic optimization problem over a polyhedral set. How-
ever, knowing the true values of µo and Σo often cannot be taken for granted. In
fact, even the estimation of these parameters is generally not easy. In this section, we
consider a setting where true µo vector is specified, i.e., µ = µo but the true covariance
matrix Σo is unknown; but, it can be computed as the optimal solution to a suitably
defined learning problem.
Learning Problem: Given a sample of returns for n assets such that sample size
is equal to p for each asset, let S = (sij)1≤i,j≤n ∈ Rn×n denote the sample covariance
matrix. In practice, we usually have p  n, which means that the number of assets
is far greater than the sample size. Since p < n, S cannot be positive definite; on
the other hand, Σo  0 ∈ Rn×n. Hence, instead of using S as our true covariance
estimator, we consider the sparse covariance selection (SCS) problem, proposed in [31],
as our learning problem and is defined below:
Σ∗ := argmin
Σ∈Sn
{
1
2‖Σ− S‖2F + υ|Σ|1 : Σ  I
}
,
where υ and  are positive regularization parameters, Sn denotes the set of n × n
symmetric matrices, ‖ · ‖F is the Frobenius norm, | · |1 is the `1 norm of all off-
diagonal elements treated as a column vector, and Σ  I implies that all eigenvalues
of Σ are greater than equal to  > 0. Notice that the constraint in this problem
guarantees that the estimate Σ∗ is positive definite, and the `1 regularization term in
the objective promotes sparsity in Σ∗. Therefore, the optimal solution Σ∗ will satisfy
our full-rank assumption on the covariance matrix. Lack of such properties may lead
to undesirable under-estimation of risk in the high dimensional Markowitz problem
and also may cause the corresponding optimization problem to be ill defined [31].
Hence, we assume that Σ∗ can be safely used to approximate Σo.
We choose to solve the SCS learning problem using an ADMM algorithm. In
order to apply this scheme, we adopt a variant of the formulation presented in [31]:
we first introduce a new variable Φ and an equality constraint as follows:
min
Σ,Φ∈Sn
{1Q(Σ) + 12‖Σ− S‖2F + υ|Φ|1 : Σ = Φ} (SCS)
where 1Q denotes the indicator function of the set Q , {Σ ∈ Sn : Σ  I}. Now,
(SCS) is in a form where we may easily apply the ADMM scheme. Let γ : Sn → R
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such that dom(γ) = Q, and γ(Σ) = 12‖Σ − S‖2F . Since γ is strongly convex with a
Lipschitz continuous gradient over its domain, then the ADMM algorithm generates a
sequence {Σk}, guaranteed to converge at a linear rate to the optimal solution Σ∗ [9],
i.e., ‖Σk −Σ∗‖ ≤ τk‖Σ0 −Σ∗‖, for some τ ∈ (0, 1). Hence, Assumption 2 is satisfied.
5.2. Problem parameters. Suppose there are n = 1500 available assets from
s = 10 sectors. To construct the learning problem, we first generate the true param-
eters, namely the mean return µo and covariance matrix Σo = [σij ]1≤i,j≤n based on
the following rules: µo is generated from a uniform distribution over the hyperbox
[−1, 1]n ∈ Rn while σij = max{1− (|i− j|/10), 0}. Next, we generate p i.i.d. samples
of random returns {Rt}pt=1 from a multivariate normal distribution with mean µo
and covariance matrix Σo where the sample size is set to p = n2 . Sample returns are
then used to calculate the sample covariance matrix S. Given that µ0 is known, Σ∗ is
the solution to the learning problem (SCS) with υ = 0.4. Consequently, the optimal
portfolio, x∗ ∈ X, is the solution to C(Σ∗), where κ = 0.1.
5.3. Empirical analysis of performance. In this subsection, we conduct em-
pirical studies of the constant penalty parameter and increasing penalty parameter
schemes. We conclude with a brief discussion on how the proposed simultaneous
schemes compare with their sequential counterparts. In all tables, CPU times are
reported in seconds.
5.3.1. Constant penalty parameter ρ. In the first set of experiments, we
assume that Σ∗ is known, implying that the problem is perfectly specified, and in-
vestigate the performance of the inexact augmented Lagrangian scheme proposed in
Algorithm 1 using the sequence of inexactness {αk} stated in Theorem 4.3. Recall
that, given , Theorem 4.3 and Corollary 4.4 suggest to use the following penalty
parameter ρ and sequence of inexactness {αk} in order to obtain the best overall iter-
ation complexity of O( 1 ): ρ =
ρ0
 and αk = α0k
−2(1+c), where α0 is chosen such that∑∞
k=0
√
αk =
1√
2ρ
. We choose ρ0 = 1 and c = 1e-3. Note that starting from xk−1, Al-
gorithm 2 (APG) is employed to find an αk-optimal solution xk in the inner loop step.
Lemma 4.2 states the required number of APG iterations to obtain such an xk. As
stated in this lemma, that number is bounded above by
√
2Lν,x/αk ‖xk−1−x∗k‖, where
Lν,x denotes the Lipschitz constant of∇xLρ(x, λk; Σk) and x∗k = argminLρ(x, λk; Σk).
Note that Lν,x = σmax(Σk) + ρσ
2
max(A).
Table 5.1 details the sub-optimality, infeasibility, and the associated computa-
tional effort to obtain an -optimal and −feasible solution for various values of 
when Σ∗ is available. Specifically, we list the the number of outer and inner iter-
ations, where the number of inner iterations is that required by utilizing the rate
statement for the APG scheme. We now compare the results from Table 5.1 with
Table 5.1
Solution quality and computational effort: Constant ρ and known Σ∗.

|f(x¯K ;Σ∗)−f∗|
|f∗| dRm− (Ax¯K − b) # outer (K) # inner CPU time
1e-1 8.2e-2 1.1e-3 4 23 12
1e-2 7.3e-3 3.4e-4 5 63 34
1e-3 7.4e-4 4.5e-4 4 75 41
1e-4 9.7e-5 7.0e-5 4 134 69
those obtained by implementing Algorithm 1 using the learning sequence {Σk} for
misspecified parameter Σ∗. According to Theorem 4.3, to obtain best overall itera-
tion complexity of O(−4), we have to choose αk and ρ such that ρ = ρ0 > 0 and
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Table 5.2
Solution quality and computational effort: Constant ρ and misspecified Σ∗
 |f(x¯K ;Σ
∗)−f∗|
|f∗|
‖ΣK−Σ∗‖
‖Σ∗‖
dRm− (Ax¯K − b) # outer (K) # inner
CPU time
learn opt.
1e-1 8.6e-2 1.1e-1 1.2e-3 4 15 100 7
1e-2 8.8e-3 1.9e-1 1.2e-4 5 65 125 32
1e-3 9.9e-4 1.7e-2 3.7e-5 16 1383 400 692
1e-4 3.1e-4 6.9e-3 2.6e-6 36 9588 900 4733
αk = α0/k
2(1+c), where α0 satisfies
∑∞
k=0
√
αk = 1/
√
2ρ. We choose ρ0 = 1 and
c = 1e-3. Table 5.2 lists the results for various values of . In addition, we compare
the CPU time spent for computation versus learning. Note that while our theoretical
bound requires at least O(−4) overall number of iterations, the empirical behavior is
far better, suggesting that the bound obtained in Theorem 4.3 is not tight and will
require further study. When comparing Tables 5.1 and 5.2, we note that the overall
effort in the misspecified regime is significantly larger. This is not surprising, since
Table 5.1 does not include the effort to provide an exact Σ∗. The comparison of run-
ning times provided in Table 5.2 suggests that the effort for learning is by no means
modest.
In Figure 5.1(left), we provide a graphical representation of how the empirically
observed primal suboptimality error changes with K, the number of outer iterations
when  = 1e-2. This graph is overlaid by the theoretical bound based on Theorem 3.7.
In addition, Figure 5.1(right) displays the corresponding primal infeasibility and the
associated theoretical bound obtained in Theorem 3.6.
Fig. 5.1. Empirical error vs theoretical bound using constant ρ: (left) Primal suboptimality
ln (|f(x¯k; Σ∗)− f∗|/|f∗|); and (right) Primal infeasiblity ln
(
dRm− (Ax¯k − b)
)
.
5.3.2. Increasing penalty parameter sequence {ρk}. Next, we examine the
computational performance of Algorithm 1 for an increasing sequence of penalty pa-
rameters, {ρk}. To achieve the overall iteration complexity of O(−1 log(−1)), Theo-
rem 3.11 suggests using sequences ρk and αk where ρk = ρ0β
k and αk = k
−2(1+c)β−k,
where βτ < 1 and τ is such that ‖Σk − Σ∗‖ ≤ τk‖Σ0 − Σ∗‖. We set β = 1.05, based
on the calculated value of τ = 0.91 and also choose c = 1e-3. For various values of
, Tables 5.3 and 5.3.2 display the numerical results for known and misspecified Σ∗,
respectively. We begin by noting that the overall complexity in terms of inner itera-
tions is not significantly larger in terms of the number of computational steps as that
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observed with known Σ∗, providing empirical support for the theoretical findings of
Theorem 4.5 and Remark 4.2. Figure 5.2(left) depicts how the empirically observed
primal suboptimality error changes with K when  = 1e-2. By overlaying the tra-
jectory derived from the non-asymptotic upper bound which diminishes at a linear
rate as derived in Theorem 3.11, it is seen that the numerics support the theoretical
findings. In addition, Figure 5.2(right) displays the corresponding primal infeasibility
and the associated theoretical bound obtained in Theorem 3.11.
Note that when Σ∗ is known, as shown in Corollary 4.4, choosing a constant ρ
results in O(1/) overall complexity. While in theory, this is preferable to employing
an increasing sequence {ρk} which has a larger complexity of O
(
−1 log(−1)
)
, the
constant ρ version requires careful estimation of problem parameters and ρ based on
the choice . In contrast, when ρk is an increasing sequence, the choice of β and ρ0
is independent of problem parameters, a distinct advantage of the increasing penalty
parameter scheme.
We recall that at iteration k, given αk, ρk, xk, and θk, Algorithm 2 produces an
iterate xk+1 by proceeding through Tk iterations where Tk is defined in Algorithm 2
and redefined below based on the definition of Lν,x(ρk, θk) and αk.
Tk ,
√
8(Lp,x + ρk L2h,x)
α0
Dx(k + 1)
1+c
. (5.2)
In Table 5.3.2, the column “inner (theor.)” refers to the aggregate number of in-
ner iterations, bounded from below by
∑
k Tk where We compare the metric “inner
(theor)” with the metric “inner (actual)” which aggregates the number of inner steps
of Algorithm 2 to satisfy the error criterion:
Lρk(xk+1;λk, θk) ≤ gρk(λk, θk) + αk, (5.3)
where Lρk(x;λ, θ) is defined in (4.1). This requires computing x∗k+1 separately for
each iteration and terminating the inner loop when (5.3) holds. Naturally, this is not
possible in practice but merely provides a notion of how much lower the complexity
of solving the subproblem could be. In fact, the following holds if xk+1 denotes the
output of Algorithm APG(xk, λk, ρk, αk):
[xk+1 ← APG(xk, λk, αk, ρk, Tk)] =⇒ [xk+1 satisfies (5.3)] .
Table 5.3
Solution quality and performance statistics: Increasing ρk and known Σ
∗

|f(xK ;Σ∗)−f∗|
|f∗| dRm− (AxK − b) # outer (K) # inner CPU time
1e-1 7.9e-2 9.2e-3 6 22 13
1e-2 8.0e-3 8.3e-4 12 45 24
1e-3 9.3e-4 1.7e-4 16 92 48
1e-4 2.8e-5 6.3e-5 25 345 166
5.3.3. Sequential vs simultaneous schemes. Our last set of numerics pro-
vides a graphical representation of the benefits of simultaneous schemes, and cap-
tures the overall effort/time in a single figure (Figure 5.3). To compare our proposed
scheme with standard sequential schemes, we incorporate the effort to solve the learn-
ing problem in a priori fashion and then use this possibly inexact solution to resolve
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Table 5.4
Solution quality and performance statistics: Increasing ρk and misspecified Σ
∗
 |f(xK ;Σ
∗)−f∗|
|f∗|
‖ΣK−Σ∗‖
‖Σ∗‖
dRm− (Ax¯K − b)
# outer
K
# inner
CPU time
learn opt.
1e-1 9.2e-2 3.4e-1 1.2e-2 5 10 125 4
1e-2 5.3e-3 7.9e-2 1.2e-3 12 58 300 30
1e-3 8.1e-4 4.1e-2 5.5e-4 19 170 474 88
1e-4 9.3e-5 9.7e-3 2.8e-6 48 2600 1200 1330
Fig. 5.2. Empirical error vs theoretical bound using increasing ρk: (left) Primal relative sub-
optimality ln (|f(xk; Σ∗)− f∗|/|f∗|); and (right) Primal infeasiblity ln
(
dRm− (Axk − b)
)
.
the computational problem. For instance, in Figure 5.3, we consider 4 different imple-
mentations of the sequential scheme, where the implementations differ by the amount
of effort (number of learning steps) employed for obtaining an approximation to Σ∗.
On the y−axis, we capture the sub-optimality error and note that while the sequen-
tial schemes are making an effort to get an approximation of Σ∗, no improvement
is being made in x. Consequently, all of the graphs corresponding to the sequential
schemes stay constant. Once an approximation is obtained, the sequential scheme
will obtain an approximate solution but the sub-optimality error never diminishes to
zero, since the sequential scheme never updates its approximation of Σ∗. The simul-
taneous approach on the other hand has several benefits: (i) it is characterized by
asymptotic convergence, a property that does not hold for sequential schemes; (ii) one
can provide non-asymptotic rate bounds for the entire trajectory {xk}; and (iii) when
it is unclear as to the extent of accuracy required in solving the learning problem,
sequential methods can prove to be quite poor while simultaneous schemes perform
well.
6. Conclusion. This paper has been motivated by the question of resolving
convex optimization problems’ plagues due to parametric misspecification both in the
objective and the constraint sets. We consider settings where this misspecification
may be resolved by solving a suitably defined learning problem and accordingly, we
consider the setting where we have two coupled optimization problems; of these, the
first one is a misspecified optimization problem where the unknown parameters ap-
pear in both the objective function as well as the constraint set, while the second one
is a learning problem that arises from having access to a learning data set, collected
a-priori. One avenue for contending with such a problem is through an inherently
sequential approach that solves the learning problem, and subsequently utilizes this
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Fig. 5.3. Simultaneous vs sequential approach – Primal suboptimality for increasing ρk:
|f(xk; Σ∗)− f∗| in log-scale
solution in solving the computational problem. Unfortunately, unless accurate solu-
tions of the learning problem are available in a finite number of iterations, sequential
approaches may not be advisable due to propagation of error. Instead, we focus on a
simultaneous approach that combines learning and computation by adopting inexact
augmented Lagrangian (AL) scheme. Two classes of inexact AL schemes have been
investigated; first one uses constant penalty parameter in its implementation while sec-
ond one employs increasing sequence of penalty parameters. In this regard, we make
the following contributions: (i) Derivation of the convergence rate for dual optimality,
primal infeasiblity and primal suboptimality; (ii) Quantification of the learning effect
on the rate degradation. (iii) Analysis of overall iteration complexity. Preliminary
numerics suggest that the proposed schemes perform well on a misspecified portfo-
lio optimization problem while traditional approaches for addressing misspecification
may perform poorly in practice.
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