Abstract. In this paper we describe all surjective isometries of the unitary group of a complex Hilbert space. A result on Thompson isometries of the space of all invertible positive elements of a unital C * -algebra is also presented.
Introduction
The classical Mazur-Ulam theorem states that every surjective isometry T between normed real-linear spaces is necessarily affine, and hence it equals a surjective linear isometry followed by a translation. The main point of the proof of that important result is to show that the isometry T under consideration respects the operation of the arithmetic mean in the sense that T x + y 2 = T x + T y 2 holds for every pair x, y of points in the domain of T . Having proved this property and using continuity, it follows immediately that T is affine. The starting point of our investigations is the miraculous short proof of the Mazur-Ulam theorem given by Väisälä in [12] .
In the recent paper [2] we have managed to develop further the basic ideas of Väisälä to noncommutative settings and presented several results concerning the algebraic behavior of isometries on general groups. In fact, our results show that under various conditions, the isometries under consideration locally preserve the socalled inverted Jordan triple product ba −1 b, an operation that takes over the role played by the arithmetic mean in the classical Mazur-Ulam theorem. Furthermore, in [2] we have utilized the obtained general results to describe certain isometries (or, more generally, so-called d-preserving transformations) of various groups of continuous functions on compact Hausdorff spaces. In the present paper we continue our study and apply the general results in [2] to determine the structure of isometries of a particularly important noncommutative metric group, the unitary group on a Hilbert space.
To make the presentation complete, in what follows we recall the necessary definitions and briefly summarize the results in [2] that we shall need in the proofs below. We remark that in [2] we have considered so-called d-preserving transformations, and hence the definitions and results are somewhat more general there, but here we present the corresponding material only for metrics and isometries.
First fix the following. In Definitions 1 to 3, (X, d) denotes a metric space, where X is a nonempty subset of a group G with the property that yx −1 y ∈ X holds for every pair x, y ∈ X.
Definition 1 (Condition B(·, ·)). Let a, b ∈ X.
We say that B(a, b) holds for (X, d) if the following are fulfilled:
(B1) For all x, y ∈ X we have
y).
(B2) There exists a constant K > 1 such that we have Concerning the previous condition observe the following. Assume that X is 2-divisible; i.e. it has the property that for every x ∈ X there is a y ∈ X such that y 2 = x. Let a, b ∈ X. We assert that there exists c ∈ X such that ca
Above are the conditions under which we obtained the following results in [2] concerning the local algebraic behavior of isometries of groups.
Let us fix the following. In Propositions 4, 5 we suppose that for i = 1, 2, (X i , d i ) is a metric space, X i is a nonempty subset of a group G i and yx −1 y ∈ X i holds for all x, y ∈ X i . Let φ : X 1 → X 2 be a surjective isometry.
For the next result we agree that X 2 is said to be 2-torsion free if the unit element e of G 2 belongs to X 2 and for any x ∈ X 2 the equality x 2 = e implies x = e.
New results and proofs
In this section we use the above results from [2] to describe the isometries of the unitary group of a Hilbert space. In fact, our first result concerns the isometries of subgroups of the isometry group Iso(B) of any complex Banach space B.
We denote by Iso(B) the group of all surjective linear isometries of B. Clearly, Iso(B) is a closed multiplicative group in the Banach algebra B(B) of all bounded linear operators on B equipped with the usual operator norm · . The structure of the isometry group that reflects the geometrical structure of the underlying Banach space is extensively studied in the literature both from algebraic and analytical aspects. In fact, Iso(B) is one of the most important linear algebraic groups. Below we contribute to that study by pointing out certain algebraic properties of the surjective isometries of Iso(B). In particular, in the next result we consider isometries of an arbitrary subgroup of Iso(B) while in the main result of the paper we determine the general form of all surjective isometries of the unitary group of a Hilbert space.
Theorem 6. Let B be a complex Banach space and G be a subgroup of Iso(B)
equipped with the metric d coming from the operator norm. Suppose that φ : G → G is a surjective isometry. Then we have
Proof. Since the metric d on Iso(B) is inverse and translation invariant, it is clear that
We show that B(U, V ) also holds and then Proposition 4 applies. In fact, the condition (B1) in Definition 1 is apparently satisfied. It remains to check (B2). We assert that with
To see this, let W ∈ L U,V . Then we see that
and since V −1 is a surjective isometry, we compute
where I is the identity operator on B. Since B(B) is a Banach algebra, we obtain that ((W + V )/2)V −1 is an invertible element in B(B) and so is W + V . We claim
This gives us that (B2) holds, too. Applying Proposition 4 we have
We note that the assumption d(U, V ) < 1/2 in Theorem 6 cannot be omitted. To see this, let Y be a compact Hausdorff space with at least two points and denote by C(Y ) the Banach space of all the complex-valued continuous functions on Y . Let G be the group of all composition operators of the form T η (u) = u • η (u ∈ C(Y )) with any self-homeomorphism η of Y . (Observe that G is exactly the automorphism group of C(Y ).) Using Urysohn's lemma it is easy to check that
holds for any pair μ, ν of homeomorphisms of Y . Consequently, every bijective transformation of G onto itself is a surjective isometry. Theorem 6 says that any surjective isometry of the isometry group of any complex Banach space has the property that it preserves the inverted Jordan triple product of close enough elements. The following technical lemma will enable us to obtain from this local preserver property the corresponding global preserver property in the case of Hilbert spaces. 
Proof. For a given positive integer n and any sequence {a k }
hold. We prove the implication A(n) =⇒ C(n) by induction on n. This is obvious for n = 1. Assume now that it is true that "if A(n − 1) is satisfied for a finite sequence of 2 n−1 + 1 terms, then C(n − 1) also holds for that sequence". We will show that this implies that "if A(n) is satisfied for a sequence of 2 n + 1 terms, then C(n) also holds for that sequence". Suppose A(n) is satisfied for the sequence
k a k+2 , and hence (2) holds. We also see that
and hence (3) holds.
k=0 satisfies A(n − 1) due to (2) and (3). By our assumption we infer that
k=0 . In the main result of the paper that follows we describe the structure of all surjective isometries of the unitary group of a complex Hilbert space. To formulate the result we need the following notation. Let H be an arbitrary complex Hilbert space. Beside the adjoint operation on the algebra B(H) of all bounded linear operators on H we shall also need the operation of transposition. It is defined by choosing a complete orthonormal system (Hilbert basis) in H and, for any operator A, considering the operator A T whose matrix in the given basis is the transpose of the corresponding matrix of A. It can be seen that the map A → A T is a well-defined linear *-antiautomorphism of B(H). The conjugate A of an operator A ∈ B(H) is defined by the formula A = A * T . After this preparation the result reads as follows.
Theorem 8. Let H be a complex Hilbert space and denote by U(H) the group of all unitary operators on H equipped with the metric that comes from the operator norm. Suppose that φ : U(H) → U(H) is a surjective isometry. Then there exist unitaries V, W ∈ U(H) such that φ is of one of the following forms:
Proof. We first note that every transformation of any of the forms (1) − (4) with some unitaries V, W ∈ U(H) is a surjective isometry of the unitary group. The content of the theorem is that the reverse statement is also true, any surjective isometry of U(H) is necessarily of one of those simple forms.
To begin the proof, first observe that the case dim H = 1 is rather trivial; hence we assume dim H ≥ 2. We claim that
holds. Let
It is easy to check that
holds for every k = 0, 1, 2, . . . , 2 m+1 − 2. We also have
is a unitary operator. Then by Theorem 6 it follows that
holds for every k = 0, 1, 2, . . . , 2 m+1 − 2. Applying Lemma 7 we deduce that
and this gives the equality (4).
it requires only an elementary calculation to check that φ 0 is a bijective Jordan triple map on U(H); i.e. it satisfies
for all A, B ∈ U(H). Consequently, there is no serious loss of generality in assuming that the given surjective isometry φ on U(H) is unital (i.e. φ(I) = I)) and satisfies the equality
In what follows we call a unitary operator S ∈ U(H) a symmetry if S 2 = I. It requires only an easy algebraic argument to verify that S ∈ U(H) is a symmetry if and only if S = I − 2P holds with some projection (selfadjoint idempotent) P on H.
We assert that φ preserves the symmetries in both directions, meaning that S ∈ U(H) is a symmetry if and only if φ(S) ∈ U(H) is a symmetry. Indeed, for any S ∈ U(H) we have
Pick any U ∈ U(H) and a symmetry S. Using S 2 = I, φ(S) 2 = I we infer that
We claim that φ sends the scalar multiples of the identity to unitaries of the same kind. To see this, let λ be a complex number of modulus one. As λI is a unitary operator which commutes with every symmetry, it follows from (6) that φ(λI) is a unitary operator which also commutes with every symmetry. We have already learned that the symmetries are exactly those elements of U(H) which are of the form I − 2P with some projection P . Therefore, we obtain that φ(λI) commutes with every projection. By the spectral theorem, the closed linear hull of the set of all projections on H equals B(H). Hence we obtain that φ(λI) commutes with every operator on H. This implies that φ(λI) is a scalar multiple of the identity; i.e. we have a complex number f (λ) of modulus one such that φ(λI) = f (λ)I. Clearly, f (1) = 1 and the function f : T → T is an isometry. It follows that either we have f (λ) = λ for all λ ∈ T or we have f (λ) = λ for all λ ∈ T. In the former case we see that φ leaves the scalar multiples of the identity invariant. In the latter case we consider the transformation (φ(·)) * which is a surjective isometry on U(H), it is a unital Jordan triple map and, in addition, it fixes the scalar multiples of the identity. Therefore, there is no loss of generality in assuming that φ(λI) = λI holds for all λ ∈ T.
We next define a transformation on the set P(H) of all projections on H. Namely, for any P ∈ P(H), let
By the structure of symmetries, it is easy to see that ψ is a bijective map of P(H) onto itself. Moreover, we have that ψ(0) = 0, ψ(I) = I (these follow from φ(I) = I and φ(−I) = −I, respectively) and that ψ preserves commutativity in both directions (meaning that for any pair P, Q ∈ P(H) of projections, P Q = QP holds if and only if ψ(P )ψ(Q) = ψ(Q)ψ(P )). This latter assertion follows from (6).
We now need a characterization of projections of rank one or corank one. Let us call such projections simple. For any subset P of P(H), denote by P k the set of all elements of P(H) which commute with every element of P. The characterization we need reads as follows: a nontrivial projection P (meaning that P = 0, I) is simple if and only if for every projection Q which commutes with P we have that the set ({P, Q} k ) k has at most 2 3 = 8 elements. The proof of this statement is given in [9] , pp. 276-277. Since the bijective transformation ψ on P(H) preserves commutativity in both directions and it fixes the trivial projections, we see that ψ maps the set of all simple projections onto itself.
It is easy to see that for any pair P, Q ∈ P(H) of unitarily equivalent projections there is a finite sequence R 1 , . . . , R n of projections such that P = R 1 , R n = Q and R l − R l+1 < 1, l = 1, . . . , n − 1. In fact, this follows from the path-connectedness of the unitary group. As ψ is isometric, we obtain that ψ(
It is a folk result that if the distance (in the operator norm) between two projections is less than 1, then they are unitarily equivalent. (Indeed, if p, q are projections in any unital C * -algebra such that p − q < 1, then s
can be checked to be a symmetry satisfying sps = q.) Therefore, we obtain that ψ(R l ) and ψ(R l+1 ), l = 1, . . . , n − 1 are all unitarily equivalent which gives us the unitary equivalence of ψ(P ) and ψ(Q). As the inverse of ψ is also an isometry of P(H), the reverse implication holds too, meaning that the unitary equivalence of ψ(P ) and ψ(Q) implies that of P and Q.
The above observations imply that there are two possible cases: a) ψ maps the set of all rank-one projections bijectively onto itself; b) ψ maps the set of all rank-one projections bijectively onto the set of all corank-one projections.
Let us first consider the case a); that is, assume that ψ is a surjective isometry of the space P 1 (H) of all rank-one projections on H. For any P, Q ∈ P 1 (H) the possibly nonzero eigenvalues of P − Q are ± √ 1 − tr P Q (here tr denotes the usual trace functional); see, e.g., [7] , p. 127. Hence P − Q = √ 1 − tr P Q, and as ψ is an isometry, it follows that (7) tr ψ(P )ψ(Q) = tr P Q holds for every pair P, Q of rank-one projections. Transformations possessing this property are important for their applications in quantum theory. Indeed, in the mathematical foundations of quantum mechanics, the pure states of a quantum system are represented by the rank-one projections on some corresponding Hilbert space (this is just one of the possible representations; there are others as well). The quantity tr P Q is called the transition probability between the states represented by P and Q. Bijective transformations on P 1 (H) which preserve this quantity in the sense seen in (7) are called quantum mechanical symmetry transformations. By a celebrated theorem of Wigner, the structure of all such transformations is known. In fact, every quantum mechanical symmetry transformation is implemented by either a unitary or an antiunitary operator; i.e. it is of the form P → UP U * , where U is a unitary or antiunitary operator on H (see, e.g., [7] 
Therefore, we conclude that ψ, just as any quantum mechanical symmetry transformation, is either of the form ψ(P ) = W P W * for all P ∈ P 1 (H) or of the form ψ(P ) = W P T W * for all P ∈ P 1 (H) with some unitary operator W .
In the former case consider the transformation A → W * φ(A)W on U(H), while in the latter case consider the transformation
Clearly, in both cases we obtain a unital Jordan triple map of U(H) which is a surjective isometry fixing all scalar multiples of the identity. Moreover, in addition to those, the new transformation fixes every so-called simple symmetry, which means any operator of the form I − 2P with P ∈ P 1 (H). Therefore, we may and do assume that our original transformation φ has all these properties.
Pick any projection E and let E be a projection such that φ(I − 2E) = I − 2E . We show that E = E or E = I − E. To see this, let P be any rank-one projection. Using (6) we have
This means that E, E commute with exactly the same rank-one projections. It is easy to see that a projection commutes with a rank-one projection if and only if the range of the rank-one projection in question is either orthogonal to, or included in, the range of the other projection. Therefore, we have that each vector from the range of E is either in the range of E or in its orthogonal complement. It is a quite known fact (and easy to check) that if a linear subspace of a linear space is included in the union of two linear subspaces, then it is necessarily included in one of them. Therefore, we deduce that the range of E is included either in the range of E or in its orthogonal complement. Interchanging the roles of E and E we obtain that either E = E or E = I − E . It follows that either we have φ(I − 2E) = I − 2E or we have φ(I − 2E) = −(I − 2E). This means that for each symmetry S we have φ(S) = ±S.
Pick an arbitrary unitary operator U ∈ U(H). It follows from (6) that for any symmetry S ∈ U(H), S commutes with U if and only if S = ±φ(S) commutes with φ(U ). Consequently, for any projection E we have that E is in the commutant of U (the set of all operators that commute with U ) if and only if it is in the commutant of φ(U ). The commutant of U is a von Neumann algebra. Indeed, the fact that it is closed under taking adjoints is a consequence of the famous theorem of Fuglede stating that if a normal operator N commutes with any operator A, then N commutes with A * , too. Any von Neumann algebra is the closed linear hull of the set of its projections. It then follows that the commutant of U equals the commutant of φ(U ) and hence the same holds for the double commutants (i.e. for the commutants of the commutants), too. Pick any projection P ∈ P(H) and different complex numbers λ, μ ∈ T, λ = μ. The double commutant of λP +μ(I −P ) is the set of all operators of the form αP + β(I − P ), where α, β are arbitrary complex numbers. The sketch of the proof of this assertion is as follows. Let P be a projection on H. Since an operator A commutes with the normal operator λP + μ(I − P ) if and only if A commutes with its spectral resolution {P, I − P }, it follows that the commutant (resp. double commutant) of λP + μ(I − P ) equals the commutant (resp. double commutant) of P . Clearly, the operators of the form αP +β(I −P ) with arbitrary complex numbers α, β are in the double commutant of P . Conversely, if A belongs to the double commutant of P , we see that A commutes with every rank-one subprojection of P or I − P . Commuting with a rank-one projection implies that the range of the rank-one projection is an eigensubspace of A. Therefore, we obtain that the ranges of P, I − P are invariant subspaces of A and the restriction of A onto any of those subspaces has the property that every nonzero vector from its domain is an eigenvector. This gives us that on the range of P (resp. on that of I − P ), A is a scalar multiple of the identity. This yields that A is of the form A = αP + β(I − P ) with some complex numbers α, β.
To proceed with the proof of the theorem, pick an arbitrary projection P different from I. For every λ ∈ T, the unitary operator φ(λP +(I − P )) belongs to its double commutant which is equal to the double commutant of λP + (I − P ). Therefore, we have functions f, g : T → T such that (8) φ(λP
for all λ ∈ T. As φ is a unital Jordan triple map, it follows easily that f, g are multiplicative. Moreover, as φ is an isometry, we have
In particular, f, g are continuous endomorphisms, i.e. characters of the circle group T. It is a fundamental fact that then f, g are necessarily power functions (functions of the form z → z n with some integer power n). See, for example, pp. 12-13 in Rudin's book [10] . As |f (λ) − f (μ)|, |g(λ) − g(μ)| ≤ |λ − μ| for every λ, μ ∈ T, it follows that the powers can only be −1, 0, 1. Denote by id, 1 the identity function and the identically 1 function on T, respectively. We learn that f, g ∈ {id, 1, id}.
Let us assume for a moment that P is of rank one. Putting λ = −1 into (8), it follows from φ(I − 2P ) = I − 2P that g(−1) = 1. Consequently, for any rank-one P , the function g is identically 1 on T and hence we have φ(λP + (I − P )) = f (λ)P + (I − P ) for every λ ∈ T. As φ(μI) = μI, computing the distance between λP + (I − P ) and μI, and then the distance between their images f (λ)P + (I − P ) and μI, by the isometric property of φ we get
One can check very easily that from the three possibilities f = id, 1, id only f = id satisfies the above equality. Therefore, we have
for all rank-one projections P and complex numbers λ ∈ T. We next assert that the same formula holds also for every projection P different from I regardless of its rank. Pick any I = P ∈ P(H) of rank at least two. We already know that
holds with certain functions f, g ∈ {id, 1, id}. Take a rank-one subprojection Q of P . For any λ, μ, ν ∈ T, consider the distances from λP +(I −P ) to μQ+(I −Q) and to νI, respectively. Then consider the distances among the corresponding images, that is, from f (λ)P + g(λ)(I − P ) to μQ + (I − Q) and to νI, respectively. By the isometric property of φ we obtain the following equalities:
for all λ, μ, ν ∈ T. It requires very simple considerations to check that from all of the nine possibilities f, g ∈ {id, 1, id} only one can really occur, namely, f = id and g = 1. Therefore, we obtain that φ(λP + (I − P )) = λP + (I − P ) holds for all projections P and complex numbers λ ∈ T.
As φ is a unital Jordan triple map, we see that
holds for any finite sequence U 1 , . . . , U n of unitary operators. Putting
. . , n, where P 1 , . . . , P n are pairwise orthogonal projections with sum I, we obtain
By the spectral theorem, the operators of the form n l=1 λ 2 l P l are dense in U(H). Therefore, φ fixes the elements of a dense subset of U(H), which plainly implies that φ acts as the identity on the whole group U(H). This is what we could conclude in the case a).
As for the case b), using similar arguments as above, we show that this in fact cannot occur if dim H ≥ 3 (in the two-dimensional case, a) and b) are the same). So assume that dim H ≥ 3 and ψ maps the set of all rank-one projections bijectively onto the set of all corank-one projections. It follows that the transformation P → I − ψ(P ) is a quantum mechanical symmetry transformation for which Wigner's theorem applies. We deduce that there is a unitary operator W such that ψ is either of the form ψ(P ) = W (I − P )W * for all P ∈ P 1 (H) or of the form ψ(P ) = W (I − P )
T W * for all P ∈ P 1 (H). In the former case consider the transformation A → W * φ(A)W on U(H), while in the latter case consider the transformation
Clearly, in both cases we obtain a unital Jordan triple map of U(H), which is a surjective isometry fixing all scalar multiples of the identity. Moreover, the new transformation has the property that it maps every symmetry of the form I − 2P , P being a rank-one projection, to its negative, i.e. we have φ(I − 2P ) = −(I − 2P ). In what follows we denote the new transformation by the same symbol φ.
We can proceed just as in the case a) and verify that for any projection E we have either φ(I − 2E) = I − 2E or φ(I − 2E) = −(I − 2E). This means that for every symmetry S, we have φ(S) = ±S. One can continue with showing that the commutants and hence also the double commutants of U and φ(U ) coincide. From this one can infer that for any projection P different from I there exist functions f, g : T → T such that φ(λP + (I − P )) = f (λ)P + g(λ)(I − P ) holds for every λ ∈ T. Just as in the case a) we obtain that f, g ∈ {id, 1, id}. If P is of rank one, then we know that φ(I − 2P ) = −(I − 2P ). This implies that f (−1) = 1, which gives us that f is identically 1 on T. Examining the distances between λP + (I − P ) and μI, and then between the images P + g(λ)(I − P ) and μI, for all λ, μ ∈ T we easily conclude that from the three possibilities g = id, 1, id only g = id can occur. It then follows that φ(λP + (I − P )) = P + λ(I − P ) for all rank-one projections P and complex numbers λ ∈ T. Let P now be a rank-two projection. We know that there are functions f, g ∈ {id, 1, id} such that
holds for every λ ∈ T. Pick a rank-one subprojection Q of P , and for all λ, μ, ν ∈ T examine the distances from λP + (I − P ) to μQ + (I − Q) and to νI, respectively, and also examine the distances among the corresponding images. By the isometric property of φ we obtain the following equalities:
It is easy to check that from the nine possibilities f, g ∈ {id, 1, id} none of them can really happen. Hence we have arrived at a contradiction, verifying that the case b) cannot occur if dim H ≥ 3.
To summarize the content of the main steps of the proof, we can now tell that after multiplying our original transformation φ by a unitary operator from the left, and (if necessary) composing by the adjoint operation, and (if necessary) composing by the transposition operation and, finally, multiplying by some unitary operator from the right and by its adjoint from the left, we necessarily obtain the identity transformation on U(H). But this is exactly what is formulated in the theorem; hence the proof is complete.
We note that norm isometries between open subgroups of invertible elements in Banach algebras have been studied by the first author in [1] . In the remaining part of the paper we consider another important metric on another noncommutative structure appearing in the theory of operator algebras and its isometries. It is the Thompson metric on the set of all invertible positive elements in a unital C * -algebra. Let A be a unital C * -algebra and denote by A In fact, this definition works in a much more general setting; see [11] . It is not difficult to verify that for any x, y ∈ A −1
(see, e.g., [6] ). It is known that this metric coincides with the geodesic distance corresponding to the natural Finsler geometrical structure of A
−1
+ . See [6] and its references for some hints for a wide range of applications of this metric in different parts of modern analysis.
In the paper [6] the second author determined the structure of all surjective Thompson isometries of the space of all invertible positive elements of the C * -algebra B(H) (also see [8] , where the case dim H = 2 was considered separately). The basic idea of the proof given there was, in nice analogy with the proof of the Mazur-Ulam theorem, to show that those isometries necessarily preserve the geometric mean (in the sense of Ando) of invertible positive operators. After that some recent results by the second author concerning transformations preserving the geometric mean or the Jordan triple product were applied to complete the proof. However, the general results in the paper [2] offer another way to approach the problem, which works also in the setting of general C * -algebras. In fact, we have the following statement. + . Such transformations have recently been studied quite extensively in different situations (e.g., we refer to the papers [4] , [5] by the second author and their references). Especially the question of automatic additivity of such maps has been investigated. Based on those investigations we believe there is some hope that in the future we can relate the Thompson isometries to the linear Jordan *-isomorphisms (C * -isomorphisms) of the underlying algebras, at least in the case of von Neumann algebras, and hence obtain a substantial generalization of the result in [6] .
