Investments in transport infrastructure have been widely used by decision makers to encourage economic growth, particularly during periods of economic downturn. There has been extensive research on the linkage between transport infrastructure and economic performance since the late 1980s, characterised by widely varying evidence. To improve the understanding of the reasons underlying the lack of unambiguous results we conducted a meta-analysis of existing elasticities of output with respect to transport infrastructure, based on a sample of 563 estimates obtained from 33 studies. Our findings indicate that differences in study characteristics help explain the variation across empirical results. Methodological problems related to spurious regressions, omitted variable bias, and the endogeneity of transport infrastructure are found to affect the magnitude of the output elasticities. Context related factors also help explain the differences in elasticity estimates. We find that the output elasticities tend to be larger in the United States than in European countries, and that there are some noticeable differences across economic sectors. The findings also confirm that the value of the output elasticity of transport is higher in the long-run than in the intermediate and short
Introduction
The study of the effect of transport infrastructure on private output has been the focus of extensive research over the past decades and has produced widely varying results. Transport infrastructure has been hypothesised to impact on the economy by different strands of economics. Classical location theory emphasised the role of transport costs as a determinant of the location of economic activities (Weber, 1928 , Moses, 1958 , Alonso, 1964 . The New Economic Geography (NEG) also emphasizes the role of transport costs as a location factor within the context of imperfect competition and different degrees of interregional labour mobility (Fujita et al., 1999, Fujita and Thisse, 2002) . The macroeconomic theory of endogenous growth also developed a framework in which public infrastructure (including transport infrastructure) can be defined as a source of economic growth through its contribution to technical change , Munnell, 1992 .
Alongside a reduction in transport costs, transport improvements lead to a reduction in firms" input costs and thus increased factor productivity. In addition, lower production and distribution costs induced by transport improvements can also result in scale effects and foster competition levels, which in turn result in higher overall productivity levels due to a natural selection process in favour of more productive firms (Nocke, 2006 , Baldwin and Okubo, 2006 , Melitz and Ottaviano, 2008 .
Another important contribution of transport to economic productivity relates to what the literature generally terms as "transport-induced agglomeration effects". Agglomeration economies occur when economic agents (firms, workers) benefit from being close to other economic agents. Transport improvements can increase the strength of agglomeration economies to the extent that they increase connectivity within the spatial economy. By changing the way people and firms have access to economic activity, transport affects the realization of agglomeration externalities and hence the productivity effects derived from it (e.g. Eberts and McMillen, 1999, Graham, 2007) .
The hypothesis that investments in transport infrastructure produce strong economic benefits and foster growth has justified government funding for new and improved transport infrastructure. This view is supported by early estimates of the output elasticity of transport, which have been criticised since the late 1990s on the grounds of model misspecification and spurious relationships. The first estimates of the impact of transport investment on the economy relied heavily on models affected by two main estimation issues in this empirical literature, namely: (i) simultaneity bias, and (ii) omitted variable bias. Simultaneity bias results from reverse causality between economic output and transport investment, while omitted variable bias is a problem of model misspecification which 3 occurs when relevant covariates are not considered in the model. Both estimation issues result in inconsistent estimates of the output elasticity of transport.
The realisation that estimates obtained from early studies are plagued by spurious associations between transport and economic output has practical implications for policy making, in particular, the widely invoked political believe that transport investments deliver large economic benefits. In fact, the role of transport investment on the economy is considered so crucial that on the 6 th of September 2010, President Barack Obama announced a six year investment plan with an initial $50 billion infrastructure package to invest in roads, railways and airports (BBC News, 2010) .
Similarly, Chancellor George Osborne has also recently announced in his 2011 Autumn Statement on the economy a £30 billion investment programme in infrastructure, including new road and rail schemes, to boost Britain"s poor performing economy (BBC News, 2011) . Such statements are based on the principle that investment in transport infrastructure and economic performance are positively linked, forming a key justification for the allocation of resources to the transport sector.
The productivity effect of transport investments is also being increasingly considered by decision makers and transport planners in their practice of cost-benefit analysis (CBA). The extension of the scope of conventional transport project CBA to include wider economic impacts helps make the case for investment in transport infrastructure more convincing. Traditional CBA assumes that transport user benefits capture all the benefits of transport investments under perfectly competitive markets. In practice, the presence of market failures (particularly, externalities) legitimates the addition of wider economic impacts from transport projects to CBA (Venables, 2007 , Graham, 2007 , Graham and Dender, 2011 .
In this research we are interested in the effect of transport infrastructure on private output. There are various survey papers (Munnell, 1992 , Gramlich, 1994 , Rietveld, 1994 , Boarnet, 1997 , Banister and Berechman, 2000 , De La Fuente, 2000 , and some meta-analyses (Button, 1998 , Bom and Ligthart, 2008 , Bom and Ligthart, 2009 ), on the productivity of public capital. However, these review papers have focused on the role of total public capital. Public capital is a broad term that includes different types of capital, which are expected to differ in the degree to which they impact on private output.
There is general agreement that core infrastructure (of which transport infrastructure represents a large part) is expected to have a stronger impact than other components of public capital such as hospital buildings, education buildings, and other public buildings (Boarnet, 1997, Bom and Ligthart, 2009) . As a result of the aggregate measurement of public capital, existing literature reviews on the productivity of public capital cannot offer specific guidance on the productivity of 4 transport infrastructure. There are also a number of very useful surveys (Gillen, 1996 , Boarnet, 1997 , Jiang, 2001 ) on the economic effect of transport infrastructure. However, these surveys have relied upon traditional literature review techniques. To the best of our knowledge, this is the first meta-analysis of the empirical evidence on the effect of transport infrastructure on economic output.
The purpose of the analysis is to improve our understanding of the main factors affecting the range of results found in the empirical literature.
The data used in the meta-analysis include studies that use a production function framework to estimate output elasticities of transport. The sample consists of 563 elasticity estimates obtained from 33 studies. Besides summarising the estimates, we estimate meta-regressions to test for the impact of different study characteristics as sources of variation on existing empirical results. The hypothesised sources of variation relate to the following study features: (1) econometric estimator, (2) model misspecification, (3) data aggregation, (4) measurement of transport, (5) transport mode, (6) country and time period, (7) industrial sector, and (8) time frame of the elasticity estimate.
The results obtained from our meta-analysis suggest that the criticisms made to estimates of the productivity of public capital can be extended to transport infrastructure. Estimates obtained from studies using estimators that cannot correct for omitted variable bias and unobserved heterogeneity have tended to produce upward biased estimates of the output elasticity of transport. As for the importance of correcting for reverse causality between transport and economic output, the results suggest that instrumental variable techniques tend to be associated with higher elasticity estimates.
Model misspecification also affects the results. In particular, we find that studies which do not account for the urbanization levels and spatial spillover effects tend to also produce upward biased elasticity estimates.
Our findings also indicate that there are some noticeable differences in the magnitude of the output elasticity of transport across economic sectors and transport modes, and that monetary measures of transport, as opposed to physical measures, tend to produce lower elasticity values. In addition, we find that the estimates of the output elasticity of transport tend to be larger for the US than for European countries, which is reasonable given that the US economy is generally more dependent on road transport that Europe, and that road transport studies represent a large part of the meta-sample.
Finally, the meta-regressions confirm the intuitive result that estimates of the output elasticity of transport are higher in the long-run.
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The structure of paper is as follows. Section 2 describes the main features of meta-analysis, its advantages and limitations, and the criteria used to select the estimates included in the meta-sample.
Section 3 provides a brief overview of the main findings and issues in the empirical literature on the link between transport and economic performance. Based on the literature review, Section 4 describes the study-design factors (meta-regressors) hypothesised to explain the variation underlying the existing empirical evidence. In Section 5 we present and discuss the meta-regression results. We also conduct various publication bias tests in Section 6 to assess whether it has influenced previous findings. Finally, Section 7 summarizes the main conclusions.
Scope of the Meta-Analysis
Literature reviews describe and summarize a certain field of knowledge as a fundamental step in the creative process of scientific progress. They do not report new results but provide a comprehensive reference of past research to guide future researchers into original research. However, conventional literature reviews can be biased if the criteria followed to include, or ignore, studies in the analysis is not objective. The purpose of meta-analysis is to identify sources of systematic variation in existing empirical findings through statistical testing of the role of the various study features on the size of the empirical estimates.
1
Although meta-analysis makes use of conventional statistical techniques to conduct hypothesis testing on an impartial fashion, there are numerous potential pitfalls that should be considered. First, there is a subjective decision about whether to include all the estimates of the studies collected or just one estimate per study. This latter option gives an equal weight to every study in the metasample but is less efficient because it uses a smaller sample. On the other hand, including all the estimates gives a larger weight to studies with many observations and can introduce a distortion in the analysis. Studies with many estimates are over-represented while studies with very few estimates have a rather low impact on the meta-analysis. Ways to address this issue include the weighting of studies according to the number of respective estimates in order to balance the influence of each study, or the use of study specific effects in the model specification. Second, as with any regression model, the soundness of the analysis depends on the appropriateness of the chosen explanatory variables to describe the variation across existing empirical results. In order to 1 Meta-analysis was not introduced into the economic field until the late eighties and early nineties Jarrell, 1989, Jarrell and Stanley, 1990) and was often applied to environmental and non-market assets valuation (Smith and Kaoru, 1990 , Walsh et al., 1989 , Weitzman and Kruse, 1990 . The main idea proposed by Stanley and Jarrell (1989) was to treat literature reviews in the same manner as we investigate any other empirical issue in economics. Since then it has been applied to fields like labour economics, international economics (Rose and Stanley, 2005, De Groot et al., 2005) , and urban economics (De Groot et 6 decide which regressors should be included in the meta-analysis a good understanding of the literature is fundamental.
To ensure a comprehensive coverage of existing empirical evidence, the data collection should target both published and unpublished studies. This provides a way to investigate the presence of publication bias, that is, a tendency of journals to accept papers that obtain statistically significant results that reinforce the prevailing theory. It may also be that researchers do not submit research with unexpected results or which they consider less likely to be published. Additionally, where available, the standard errors of the estimates of the output elasticity of transport investment should also be collected.
To address the difficulties stated above, the sample of studies created for this research started by including those studies already referred in early reviews on transport infrastructure and economic development (Gillen, 1996 , Boarnet, 1997 , Jiang, 2001 ). In addition to these studies, new relevant references were found in previous literature reviews of the effect of public capital on economic output (e.g. Gramlich, 1994 , De La Fuente, 2000 . Google Scholar was also used to search for new publications using terms such as "transport output elasticity" and "transport investment elasticity" among others. Finally, we have also used search engines like Google to search for government and international organisation reports, working papers or any other unpublished work that could be relevant. The final outcome of this search is a sample of 563 output elasticities of transport investment obtained from 33 studies.
Overview of the Literature
The general empirical approach adopted in the literature studying the linkage between transport investment and economic output consists of the estimation of a production function where output is explained by several inputs like labour, capital, transport investment and other components like education or public investment in health and hospital services . The typical specification follows the production function
where Y it is the private output of area i at time t, f(X it ) is the production technology using input factors, typically labour (L it ) and capital (K it ). Transport infrastructure can be introduced either as a direct input factor in the production function or, as is more common in the literature, through Hicksneutral technical change. The term g(Z it ,T it ) is the Hicks-neutral shift factor and is a function of 7 various external environment factors Z it (e.g. educational attainment, agglomeration economies) and transport infrastructure, T it , typically using the form
The most common functional form adopted follows a Cobb-Douglas specification (e.g. where, after logarithms have been taken, β T represents the elasticity of output with respect to transport capital and is obtained as the partial derivative of lnY it with respect to lnT it .
Other studies opt for a more flexible functional form based on a translog specification, shown in Equation [3] . where the transport output elasticity is also obtained from the partial derivative of lnY it with respect to lnT it , and now depends on the level of transport capital and private input factors.
The effect of transport capital on economic output growth has also been assessed within the production function framework by estimating growth regression models (e.g. , after taking first-differences of the production function in Equation [2] . Besides growth regressions, some researchers (e.g. The production functions above have been estimated using a wide variety of econometric estimators. The most common estimators are the pooled OLS, particularly for the influential studies published in the late 1980s and early 1990s , and panel data estimators as the random-effects and fixedeffects from the mid-1990s onwards . Interestingly, some researchers have experimented with different econometric estimators to evaluate whether they produce meaningful differences in results (Baltagi and Pinnoi, 1995, Boopen, 2006) . This meta-analysis offers a more systematic and informative insight about how different econometric methods may influence estimates since it also tests for the role of other econometric techniques, such as VAR and the Generalized Method of Moments (GMM) . This has widened the scope and reaches of our conclusions, and yields a clearer picture on how econometric methods influence estimates of transport output elasticity.
The output elasticities estimated by different studies can also be influenced by model misspecification, namely whether variables with a potential influence on the returns of transport are included or excluded from the model specification. Failure to include such variables is likely to cause omitted variable bias. For instance, several studies have taken into account the spatial spillover effects caused by transport investment . Transport investment is likely to influence economic activity in other locations because of its network properties. Munnell (1992) suggests that positive spillover effects cause national estimates of transport investment output elasticities to be usually higher than local or regional estimates. For this reason some studies consider transport endowment in adjacent regions in the model specification. Another potential source of omitted variable bias is the failure to account for the effect of urbanization. The level of urbanization can influence the elasticities of transport investment because it is positively correlated with transport infrastructure and economic output.
Hence, if urban size is not included in the model, its effect on economic output may be partially captured by transport infrastructure leading to upward bias. Likewise, failure to include measures of congestion will lead to a downward bias .
Another source of differences among studies relates to the level of data aggregation. Because of the network nature of transport, the effect of a given transport investment on economic output can differ depending on whether a given study focuses on regional or national data. This is because while some transport investments may increase national output others may just reallocate output from one 9 location to another. In this later case, if both the winning and losing locations are included in the analysis the overall effect can be null. However, if the study focuses on a specific region, the effect may be negative if output migrates to other location or positive otherwise.
Besides the level of spatial aggregation, another important choice concerns the measurement of transport infrastructure, which usually depends on the data available. Most of the studies measure transport in monetary terms , although some measure it in physical units, like length of paved roads or total highway road mileage . Monetary values are easier to collect and compare but may hide a huge heterogeneity in how resources have been spent. For instance, investment in paving roads or high speed trains is accounted for in the same monetary units but their effects on output may be different. On the other hand, physical units such as kilometers of paved roads are a more homogeneous measure. It is difficult to anticipate which type of measure produces lower or higher estimates of the output elasticity of transport. We can however anticipate a greater variance for the sample of elasticity estimates obtained from monetary measures of transport. Studies also differ in the modes of transport covered (road, rail, etc.). The most common case is to either use an aggregate measure of transport that is not mode specific (this is the case of studies measuring transport in monetary terms), or focus on road transport.
Yet another potential source of variation in the empirical findings is the country and the time period of studies. Such differences can be related to Hansen"s hypothesis (1965) . Hansen hypothesized that public investment productivity depends on the type of public capital invested and the level of development of the country. According to this hypothesis, infrastructure investment like transport is expected to have a larger impact in middle income regions in comparison with the larger impact of social investment like healthcare and education in both advanced and less developed regions.
Consequently, estimates for transport investment output elasticities may differ from country to country because of their different development stages. Furthermore, estimates of transport investment output elasticities for one country may also evolve as the country or region develops.
Estimates of the output elasticity of transport investment may also differ between countries as a result of differences in the stock of transport infrastructure. As transport networks become larger, the marginal effect of a new addition may become gradually smaller, that is, there may be scope for diminishing returns to transport investment.
Another characteristic of studies that may lead to variability in the estimates is their industrial scope. Differences in transport-usage across industry groups may explain differences in output 10 elasticities. For instance, output of heavily transport dependent sectors like logistics or, to a lesser extent, manufacturing can result in larger transport output elasticities. On the other hand, more heterogeneous sectors like services or a measure of the whole economy may present more modest estimates.
Empirical results may also differ because the time frame which they correspond to differs between short-run, long-run, and intermediate medium-run estimates. It is generally accepted that time-series studies produce short-run elasticities, while cross-sectional studies produce long-run elasticities (Baltagi, 2008) . As for panel data studies, the timeframe of the elasticity estimates depends on the estimator used and whether the model follows a static or dynamic specification. Dynamic models estimate short-run as well as long-run elasticities, where the latter are obtained indirectly by using the auto-regressive term (i.e. coefficient of the lagged dependent variable included as an explanatory variable). More generally, panel data studies based on within-groups (or fixed-effects) estimators produce short-run elasticity estimates, while random-effects estimators produce intermediate term elasticity estimates, and pooled OLS and between-groups estimators produce long-run elasticity estimates. We expect the long-run estimates to be larger than the intermediate term and short-run estimates of the output elasticity of transport. Table 1 lists the studies included in the meta-analysis. For each study the table shows the author and year of publication, the type of publication, the number of estimates per study and its share in the meta-sample, the time period comprehended in the study, and the mean and range of the estimates of the elasticity of output with respect to transport capital. Most of the studies are papers published in international journals during the 1990s. Consequently, most of the elasticity estimates refer to the 1980s and, to a lesser extent, the 1970s. The number of estimates varies across studies and some studies have a large influence in the meta-sample . Therefore, we carried out a test of the equality of means by excluding studies one-by-one from the full sample. The null of equality between the mean of the unrestricted (full) meta-sample and the mean of the restricted meta-sample excluding one study at a time was not rejected for any of the 33 studies. Consequently, despite the large share of some studies we can conclude that there is a weak sensitivity to the omission of a particular study. In Table 2 we present summary statistics of the output elasticities of transport. There are also meaningful differences across industry groups. Manufacturing has an higher average value than overall economy, 0.082 and 0.065 respectively. Sectors like services or construction have very low average elasticity values. In terms of variance, the degree of dispersion in the data is much larger for manufacturing, compared to the other sectors. There are also differences across 
Variables in the Meta-Regression
In this research we aim to find out to what extend study design characteristics can explain the variation in the magnitude of elasticity estimates. If we know how study characteristics influence estimates, we will be able to evaluate more accurately the actual relevance of elasticity estimates obtained in empirical research.
The literature review conducted in Section 3 guided our choice of the study design characteristics that can influence the results in the empirical literature on the linkage between transport and economic output. We give particular attention to the following study features: (1) econometric estimator, (2) model misspecification, (3) data aggregation, (4) measurement of transport investment/infrastructure, (5) transport mode, (6) country and time period, (7) industrial sector, and (8) time frame of the elasticity estimate. There could be other characteristics that may also influence the estimates of the output elasticity of transport, but those mentioned above are in our view the main features characterizing research in the literature. Table 3 summarizes the explanatory variables used in the meta-regressions. First, we include a dimension of meta-regressors that accounts for the choice of econometric estimator. The reference case is the pooled OLS and between-groups estimator, which are the estimators the least able to correct for model misspecification and estimation issues of endogeneity bias. The choice of econometric estimator depends on the type of data available to researchers. The more robust estimators can only be applied to panel data and hence were not an option for the early 16 studies using either time series or cross-sectional data. Panel data estimators like fixed-effects, random-effects and the GMM are generally thought to produce consistent and smaller estimates than standard cross-sectional estimators like OLS because they can control for unobserved heterogeneity. VAR models can be applied to any type of data but have most commonly been used with time series national data.
Another important estimation issue in the empirical literature is simultaneity bias between economic growth and transport capital, which can be addressed through the use of instrumental variables (IV)
techniques. However, the final effect of using IV models is not clear as it depends on the instruments and econometric estimator used (e.g. OLS, fixed-effects, etc.).
To test for the impact of potential model misspecification we consider whether studies have included variables to take into account for the role of spatial spillover effects, urbanisation levels, and congestion. If we take the absence of any such variables as the reference case, the inclusion of spillover or/and urbanization effects is expected to produce smaller output elasticities. The other more common control variables used in the empirical literature attempt to capture the effect from congestion, which is expected to be negatively correlated with transport investment and economic output. Including measures of congestion in the model specification is therefore expected to produce higher estimates.
The level of data aggregation forms another dimension considered in the meta-analysis. Data aggregation level comprises four different categories: national for estimates obtained with data at a country level, which is our reference case, regional for sub-national data, cross-regional for pooled regional data and cross-national for pooled national data. Regarding pooled data, an increase in national infrastructure investment may cause an increase in output although this increase can be concentrated in only a few areas. For instance, transport investment may cause a reallocation of economic activity from country-side provinces to metropolitan regions. In this case, if we aggregate data at a national level, the overall impact of transport investment can be positive if urban provinces have a larger share of the national output. On the other hand, if we pool the impacts of the provinces using cross-regional level data we may face a negative overall impact as the provinces with negative impacts may outnumber the ones with positive impacts. Therefore, it can be expected that studies using national data, the reference case, are likely to obtain larger output elasticity estimates, ceteris paribus.
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We also consider the influence of the measure of transport in output elasticity estimates. Transport can be measured in monetary units or in physical units. Monetary units cannot appropriately distinguish between different types of investment and hence are thought to experience a higher variance compared to elasticity estimates based on physical measures of transport. It is however difficult to hypothesise what the effect on the magnitude of the transport elasticity estimate should be.
We also test for differences across the different modes of transport. We take aggregate investment in all modes as the reference case. There is no clear guidance about which coefficients we expect for the different modes of transport. There are three main issues making the interpretation of this factor difficult. First, the size of the elasticity will be determined by the specific context of every investment. For instance, sea transport may have a large impact in Asian countries as it can boost exports but its impact in European countries may be weaker. Some transport modes comprise the largest share of overall transport investment so the difference in output elasticities, compared to the reference case for all modes, will tend to be smaller. Finally, overall investment is measured in monetary terms, while other modes can be measured in physical terms.
A geographical dimension has been included in the meta-analysis to differentiate between estimates for European countries, the US or other countries. In this dimension, the reference case is the US.
European countries are expected to have lower output elasticities in comparison with the US because European countries generally have a lower use of private transport per capita and a more intensive use of public transport. Moreover, most measures of transport in the meta-sample refer to roads. The group of other countries is very heterogeneous. It comprises estimates from aggregates of countries by income or geographical criteria like low income countries and African or small island states. In general, these are low income countries which may present larger output elasticities due to the law of diminishing returns. However, the heterogeneity of the group may influence its estimates.
The influence of transport investment may also vary across industrial sectors of the economy depending on how transport intensive they are. We took the aggregate economy as the reference case in comparison with construction, manufacturing, and services. Presumably, sectors such as construction and manufacturing are more transport intensive and thus elasticity estimates for these sectors are expected to be larger. On the other hand, the services sector consists of a very heterogeneous group of industries which vary in their degree of transport usage. This renders the overall effect for the services sector unclear.
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We have also taken into account whether the time frame of the elasticity estimates is the short term (one year), intermediate term (up to five years), or long term (more than five years). We discussed earlier in Section 3, that dynamic production functions produce long-run as well as short-run elasticities generally through a partial adjustment model. In addition to the dynamic models, static models based on pooled OLS and/or between-groups estimators also produce long-run elasticity estimates (Baltagi, 2008) . We test the hypothesis that long-run output elasticities are higher than short-run and intermediate term elasticities, where the reference case corresponds to short-run elasticities.
Results and Discussion
In this section we report the results obtained from the estimation of the meta-regression models. The database supporting the estimations comprises several estimates per study. As a result, observations that belong to the same study are likely to be correlated because they share study-specific factors.
The meta-regression model estimated follows Equation [5] .
where i and j denote the elasticity estimate and its study respectively. ij ˆ is the dependent variable, that is, the output elasticity of transport, η 0 is the model constant, D ij,k denotes meta-regressor k, and β k measures its effect on the elasticity estimate. Finally, μ j is a study specific term and ε ij is the error term. The meta-regression was estimated using both a pooled OLS and a maximum-likelihood random-effects estimator. To select the preferred model we use Information Criteria. Information Criteria indicators can be used to assess the trade-off between increased model complexity and model goodness of fit. The objective is to select the model that provides the best model fit using the fewer parameters. The two more popular indicators include the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC), where the preferred model is the one with the smallest AIC or BIC. There is no agreement on which of the two criteria should be used, but the BIC is generally preferred when model parsimony is important because it penalises model complexity more heavily than AIC (Cameron and Trivedi, 2005) .
The results obtained from the meta-regressions are reported in Table 4 . Although the values of the AIC and BIC indicators were very similar between the pooled OLS and the maximum-likelihood random-effects estimator, the pooled OLS was generally the preferred model. We consider different model specifications. Models (1) and (2) present the results for the model specification including all 19 the dimensions (i.e. meta-regressors) described in Section 4 and listed in Table 3 . The difference between the two models is the following: in Model (1) we classify estimates by the level of income of the country for which the estimates were obtained, while in Model (2) we classify the estimates according to respective country -US, European countries, and other countries. We refer to these models as the full models.
Besides the full models, we also use less comprehensive model specifications to test for the role of some specific study design features which, given the nature of the data, could not be appropriately tested for when included in the full model specification together with all the other study design features. This is the case, for example, of the time frame of the elasticity estimates (short-run, intermediate term, and long-run) which conflict with the type of econometric estimator because the intermediate term elasticities coincide exactly with the elasticity estimates obtained from randomeffects models. Model (3) focuses on the role of alternative econometric estimators, Model (4) focuses on differences in the size of elasticities across modes of transport, and Model (5) tests for differences in the time frame of the elasticity estimates.
Table 4. Meta-regression results

Variables
Model ( ***, **, * indicate significance at 1%, 5%, and 10%, respectively. The values in parentheses are standard errors. Standard errors are robust to heteroskedasticity and adjusted for intra-study dependence.
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We discuss the results obtained for the full models first. To assess the effect of using different econometric estimators, we include control variables for the use of panel data estimators and VAR models, compared to OLS and/or between-groups estimators (the reference case). We test for this dimension both in the full models and in Model (3). The reason for also specifying a single dimension Model (3) is that in the full model there is a strong correlation between some of the econometric estimators (namely VAR models) and the level of data aggregation (namely national level data), which may affect the results. Models (1) and (2) suggest that there are no significant differences across econometric estimators, with the exception of VAR and GMM models, which appear to produce lower elasticity estimates (about -0.20 percentage points for VAR and -0.06
percentage points for GMM according to Model (2)). If we consider the results from Model (3), we find evidence of stronger statistical significance. We observe that studies using panel data estimators based on fixed-effects and GMM tend to produce lower elasticity estimates than studies using OLS estimators, as well as random-effects, and VAR models. This result is in agreement with the discussion in Section 4 on the properties of these estimators.
As for the impact of correcting for reverse causality through instrumental variables techniques, the effect is only significant in Model (2) and suggests that IV estimates tend to be higher than non-IV estimates, ceteris paribus. It is difficult to hypothesise the direction of the impact of using IV techniques because to some extent that impact will depend on the instruments used in the primary studies and also the estimator used (e.g. pooled OLS, fixed-effects, etc.). For instance, IV estimates obtained from a pooled OLS model are likely to be higher than non-IV estimates obtained from a fixed-effects model, so if there are many IV estimates from OLS estimators then IV estimates will tend to be higher than non-IV estimates.
We now consider the effect of controlling for potential omitted variable bias through the inclusion of control variables for urbanization levels, spatial spillovers, and/or congestion levels. As discussed in Section 4, we expect lower elasticity estimates for studies that control for urbanization and/or spatial spillovers, and higher elasticity estimates for studies that account for (road)
congestion. The findings indicate that controlling for urbanization, and both urbanization and spatial spillovers, results in lower elasticity estimates. Controlling for urbanization levels reduces the elasticity estimate by -0.14 and -0.21 percentage points according to Model (1) and Model (2) respectively. Controlling for both urbanization and spatial spillovers reduces the elasticity estimate by -0.18 and -0.25 percentage points according to Model (1) and Model (2) respectively.
Controlling only for the effect of spatial spillovers or congestion levels does not appear to influence the results. Good measures of road congestion are difficult to obtain and generally provide an 22 overall, average, measure of congestion which cannot appropriately capture the highly spatially and temporal localised nature of congestion.
Regarding the role of data aggregation, the results indicate that studies using national data, the reference case, tend to obtain higher estimates than those using regional, cross-regional or crossnational data. Part of this result can be understood by noting that all the studies using national level data are studies using time series data and estimators commonly plagued by spurious associations between economic output and transport. Time series cointegration techniques provide a way to test for and avoid spurious associations, but only a few of the time series studies have used them.
Another possible reason can relate to spatial spillover effects, which may not be appropriately captured when data are aggregated at national level instead of pooled at the cross-regional level. It is more difficult to interpret the result for the use of cross-national data. This group is very heterogeneous and also includes data for aggregate multiple country composites.
The coefficients for the unit of measurement of transport are negative and significant in both models. This suggests that measuring transport capital in monetary units, as opposed to physical units, yields lower output elasticity estimates (-0.11 and -0.13 percentage points in Model (1) and Model (2) respectively), ceteris paribus. One possible explanation for this result is that monetary measures of transport investment may be better able to capture the direct effect of transport on the economy arising from for input-output linkages, but less able to represent the indirect effect of transport infrastructure on output productivity.
We now consider the scope for differences across stage of economic development (measured by country income level) -Model (1) -, and countries -Model (2). The results for Model (1) indicate that there are no statistically significant differences in elasticity estimates across country income levels. Although low income countries may present higher marginal returns to transport investment due to the law of diminishing returns, this phenomenon may be offset by the small connectivity benefits that accrue in very sparse and meagre transport networks in low income countries. On the other hand, although it can be argued that high income countries will tend to experience gradually smaller benefits from increased transport networks (i.e. diminishing marginal returns), there may be very large benefits from small additional investments than improve the quality of connectivity both within and between transport modes. Consequently, as far as transport infrastructure is concerned, we can neither confirm nor discard the Hansen"s hypothesis about the differences in public capital returns between low and high income countries.
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Model (2) shows that the estimates of transport elasticities tend to be higher for studies using data for the US economy compared to studies using data for European countries (-0.11 percentage points). This finding may be explained by the fact that the US economy is generally more dependent on road transport that European counterparts, and also the fact that road transport studies represent a large part of the meta-sample. The model also indicates that there appears to be no noticeable difference between the estimates obtained using data for the US and other countries, but it is difficult to interpret this result because the latter consists of an heterogeneous group of countries that also includes multi-country aggregates and generally lower income countries (e.g.
China, African countries, small islands and developing countries).
Concerning the variation in elasticity estimates across industry groups, we find some statistically significant effects. Construction and service sectors present overall lower elasticities than the reference case (i.e. aggregate economy), while manufacturing appears to have a similar size effect to the aggregate economy. Although the results are generally intuitive, their interpretation is limited by several factors. One limitation related to the large heterogeneity of the group "services" which includes sectors which make both a strong use (e.g. wholesale and retail trade) and a weaker use (e.g. financial and insurance activities) of transport infrastructure.
Model (4) investigates whether there are significant differences in the estimates of the output transport elasticity across modes of transport, where the reference case consists of the studies using aggregate (and hence monetary) measures of transport infrastructure. The results indicate that estimates tend to be higher for road investments, compared to other transport modes (e.g. rail, port/ferry, or airport). This result may be partially explained by the fact that a large share of studies focuses on road investment in our meta-sample, but also the difficulty to appropriately measure public transport infrastructure (e.g. differences in service frequency levels across networks of similar size, etc.).
As for the time frame of the elasticity estimate, the results from Model (5) indicate that long-run output elasticities of transport are indeed higher (by 0.031 percentage points) than short-run and intermediate term elasticities. This in an intuitive result because the long-run output elasticities will also capture the higher-order effects of transport on the economy which make take some years to occur. There is however no statistically significant difference between short-run and intermediate term elasticity estimates.
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Publication Bias
Publication bias consists in the tendency to publish significant results in support of a certain theory.
In our case, the theory assumes that transport investment boosts output so output elasticity estimates are expected to be positive and statistically significant.
Bias can arise both from reviewers and researchers. Reviewers may be prone to disregard those studies which contradict the theory by means of presenting negative output elasticities. Likewise, researchers may discard their own research when the results show negative output elasticities. In both ways the published research would tend to present only positive and statistically significant output elasticity estimates. Meta-analysis may reduce the influence of publication bias by means of including estimates from unpublished studies. However, unpublished studies may also suffer from publication bias if researchers decide to report only expected results as a way to increase the prospect of publishing their work in journals.
The study of publication bias analysis is based on the relationship between the estimates and their standard errors (Card and Krueger, 1995) , so studies that did not report standard errors are excluded from this analysis (236 out of 563 estimates). In the case of a tendency to publish positive and statistically significant estimates, there must be a positive relationship between estimates and respective standard errors. In this case, the publication bias would be confirmed if the estimates tend to have t-statistic values above 2 in absolute terms. If there is no publication bias, there will be no pattern in the relationship between the standard errors and the elasticity estimates.
Note that we use the absolute value of the elasticity estimates because the inclusion of both positive and negative estimates would show a weak relationship with their standard errors. The correlation between the elasticity estimates (in absolute value) and their respective standard errors is 0.70 and 0.77 for published and unpublished research respectively. The relationship between the absolute values of the elasticity estimates and their standard errors is shown in Figure 2 . The figure also shows a diagonal line indicating the t-statistic equal to 2 as a reference for statistical significance.
Estimates above the diagonal would be considered as statistically significant. We can conclude that there is some visual evidence of publication bias in Figure 1 as most of the elasticity estimates lay above the diagonal limit. However, a formal test is needed to assess the real relevance of publication bias.
25 Figure 2 . Association between the elasticity estimates and respective standard errors 
where ij η is the absolute value of the elasticity estimate, η 0 is a constant term,
is the standard error of a particular estimate and μ j and ε ij denote the study specific effects and the model error term respectively. In this case, α measures the relationship between the standard error and the absolute value of the elasticity estimates. If α=0 then we can conclude that there is no publication bias because there is no relationship between the elasticity estimates and their standard errors.
where D p (D n ) is a binary variable which takes value 1 if the elasticity is positive (negative) and 0 otherwise. Both equations [6] and [7] were calculated using the pooled OLS and the random-effects estimator. As with the previous meta-regressions we used the BIC information criteria statistic to choose the model with the best fit. We present the results obtained from the estimation of equations 26 [6] and [7] in Table 5 under Model (1) and Model (2) respectively. The maximum-likelihood random-effects estimator was preferred to the OLS estimator for both models. It can be seen that in Model (1) the α coefficient is statistically significant at a 1% level, indicating that there may be reporting bias. Likewise, in Model (2) we test for positive and the negative direction publication bias. We find meaningful coefficients for both variables, but the effect is stronger for negative elasticity values. We therefore reject the null hypothesis of a symmetric bias between the positive and negative bias, α p =-α n . This suggests that the negative elasticity estimates may tend to be more statistically significant than positive estimates. However, we have only 59 (18%) negative elasticity estimates with standard errors reported in comparison with 268 positive elasticity estimates. Furthermore, more than half (31) of the negative estimates come from one single study . 
Conclusions
This paper reports results from a meta-analysis designed to examine the variation in empirical estimates of the effect of transport infrastructure on output. The analysis includes 563 estimates taken from 33 studies that differ in their data and model design characteristics. The study characteristics investigated in the meta-analysis include the (1) econometric estimator, (2) model misspecification, (3) data aggregation, (4) measurement of transport, (5) transport mode, (6) country and time period, (7) industrial sector, and (8) time frame of the elasticity estimate. The results show that study characteristics do generally matter and can partially explain the variation in existing empirical evidence on the productivity effect of transport infrastructure. Overall, the findings obtained from the meta-analysis are reasonable and expected.
The main findings are briefly summarised here. The results obtained from the meta-regressions indicate that the estimates of the output elasticity of transport obtained from studies using models that fail to address the issues of unobserved heterogeneity and spurious associations tend to produce on average higher values than studies using panel data techniques based on fixed-effects and generalised method of moments estimators. As for the importance of correcting for reverse causality between transport and economic output, the results suggest that instrumental variable techniques tend to be associated with higher elasticity estimates.
The correctness of the model specification is also an important factor that is found to impact on results. The meta-analysis suggests that the estimates of the output elasticity of transport are likely to be overstated when controls for urbanization levels and spatial spillover effects are not taken into consideration in the model specification.
Another important result is that the country and time frame of the output elasticity estimates also help explain why we observe differences in the empirical literature. In particular, we find that estimates of the output elasticity of transport tend to be higher for the US economy, compared to European countries, a result that can be partially explained by the fact that the US is on the whole more dependent on road transport than Europe, and also the fact that road transport studies represent a large part of the meta-sample.
On the other hand, we could not find any statistically significant differences in elasticity estimates across country income levels. Consequently, we can neither confirm nor discard the Hansen"s hypothesis about the differences in public capital returns between low and high income countries.
Data heterogeneity within income groups may also explain the difficulty in identifying specific effects across income groups. As for the time frame of the output elasticity estimates, we observe that long-run estimates tend to be higher than intermediate and short-run estimates, as expected.
Moving to the role of differences across industry groups, we find that the estimates of transport elasticity tend to be lower for construction and service sectors compared to the aggregate economy 28 and manufacturing. Ideally we would like to have tested for differences across more disaggregated service industry groups. However, only aggregate estimates were available for the large and heterogeneous service sector.
The unit of measurement of transport is also found to impact on results. The meta-regressions suggest that monetary measures of transport infrastructure, as opposed to physical measures, tend to produce lower elasticity values. We interpret this finding as an indication of the limited ability of monetary measures of transport investment to capture the indirect effects of transport on the economy arising from improvements in economic accessibility. Finally, the findings also indicate that the estimates of the output elasticity of transport tend to be higher for road investments, compared to other transport modes (e.g. rail, port/ferry, or airport). Taken at face value, this result would imply that road investments are more productive than rail investments. However, there may be scope for negative effects of increased congestion levels on economic efficiency. Unfortunately, these aspects have generally not been explored in the existing empirical literature.
Our results can provide some guidance for future research in this subject matter. They reveal the importance of considering the effect of transport infrastructure on economic output in its contextual framework, including its role across different transport modes, industry groups, and country characteristics (e.g. orientation towards private or public transport modes). The findings also confirm the importance of using statistical estimators that are capable of addressing the main estimation issues in the empirical literature, namely those of omitted variable bias and reverse causality. Using a complete model specification is very important to avoid bias in the magnitude of the output elasticity of transport. Finally, our analysis also indicates that there is a tendency in the existing empirical evidence towards statistically significant results.
We now consider some of the possible policy implications from our analysis. Public investments in transport infrastructure have been typically used as a policy tool by decision makers, particularly during periods of economic decline. If investments in transport infrastructure have a weak contribution to economic growth, as suggested by the literature using more sophisticated econometric estimators, does it mean that the provision of core transport infrastructure by governments should be reduced in favour of other potentially more efficient investments (e.g. human capital)? Could it also suggest that efficiency gains should be sought instead through improvements in the organisation and management practices of existing core transport infrastructure? Our analysis cannot provide answers to these two questions, but suggests that they should at least be considered by decision makers.
