A recent chemical kinetic mechanism (Sarathy et al., 2012) describing the low temperature oxidation of n-butanol was investigated using both local and global uncertainty and sensitivity methods within the context of predicting ignition delay times in a rapid compression machine (T = 678-898 K, = 0.5-2.0, P = 15 bar) and species profiles in a jet stirred reactor (T = 800-1150 K, = 0.5-2.0, P = 10 atm) in order to determine the most important reactions driving the predictive uncertainty, and the constraints provided by the experimental measurements. A global sampling technique was employed for the determination of predictive uncertaintie s, and a high dimensional model representation (HDMR) method was further utilized for the calculation of global sensitivity indices following the application of a linear screening method.
Introduction
Due to the need to address issues related to climate change, there is interest in seeking fuels which may be generated from renewable sources including from biomass [1] . Alcohols such as methanol, ethanol and butanol are being projected as satisfactory fuels that could be produced from renewable sources, and used successfully within internal combustion engines.
Alcohols, along with other oxygenated fuels, have been shown to have the potential to improve engine performance and emissions because of some of their unique physical and chemical properties [2] [3] [4] . There is presently some support for bio-butanol as a potential replacement for ethanol in spark ignition (SI) and compression ignition (CI) engines due to several advantages. Its higher heating value combined with higher stoichiometric air-fuel ratio, allow higher blending levels of butanol in gasoline than can be achieved for ethanol without changing regulations, engine control systems, and distribution networks. Moreover, butanol has a lower latent heat of vaporization than ethanol reducing issues with fuel atomization and combustion during cold start [5] . It is less corrosive and less prone to water absorption than ethanol, allowing it to be transported using existing fuel pipelines. It also has a higher cetane number than ethanol, lower vapour pressure, similar viscosity to diesel and improved miscibility in diesel [6] .
Experimental testing of bio-butanol in SI and CI engines has shown promise. However, a detailed investigation and understanding of the behaviour of this new fuel in real engines can be greatly assisted through modelling [7] [8] [9] , particularly to improve our understanding of the key kinetic processes that drive combustion over a range of temperatures and pressures. In order to accurately reproduce the combustion and emission characteristics of the target fuel during the simulation of SI and CI engines, accurate and reliable detailed chemical kinetic models of fuel oxidation are needed. While the combustion chemistry of common hydrocarbon fuels such as ethanol and dimethyl ether are qualitatively relatively well understood, chemical kinetic modelling studies of the larger alcohols like the butanol isomers at temperature and pressure conditions of relevance to the engine are limited [10] [11] [12] .
A number of recent studies addressing the chemical kinetic modelling of bio-butanol combustion have been performed [13] [14] [15] [16] [17] [18] [19] . Most of the mechanisms developed to date focus on high temperature (T>1000 K) reaction classes and have not been specifically designed for application to the prediction of ignition behaviour at lower temperatures. However recently, Sarathy et al. [12] proposed a detailed reaction mechanism that includes both low and high temperature reaction pathways for the four isomers of butanol, with reaction rate parameters determined from experimental data, ab initio studies and estimations based on bond dissociation energies. For certain key reactions, modifications to rate constants were made (within parameter uncertainties) as part of the validation study of [12] , in order to improve agreement with experimental data.
The current work is fundamentally driven by the search for a suitable describing n-butanol oxidation for subsequent simulations of n-butanol combustion in CI and SI engines. The detailed chemical kinetic scheme of n-butanol proposed by Sarathy et al. [12] is investiga ted in both a rapid compression machine (RCM) and a jet stirred reactor (JSR) with ignition delays and concentrations profiles of key species respectively forming the set of predictive targets.
The predictive capability of the Sarathy mechanism, in terms of its ability to accurately reproduce the low temperature properties (auto-ignition and species concentrations) of nbutanol is investigated by comparing predicted data from simulations with measured experimental data over a temperature range of T = 678-898 K, an equivalence ratio range of = 0.5-2.0, at pressures of 15 and 30 bar.
Kinetic models of complicated fuels are usually made up of a large set of elementary reactions which are quantitatively described by rate parameters and thermodynamic and transport data for the species. A large number of the rate parameters are, by necessity, determined using semi-empirical estimation approaches (e.g. group additivity methods) because of the difficulties associated with the experimental measurement of such large numbers of rate parameters. This however has the disadvantage of potentially introducing large uncertaintie s in the determined parameter values and therefore the model as a whole [20] . As a result, even if validated against a range of target experimental data sets using more fundame nta l combustion apparatuses (such as RCMs, JSRs, premixed and diffusion flames etc.), a model could easily fail when utilised under practical engine conditions that are outside the range in which it is validated or constrained.
Although local sensitivity methods have been applied to the butanol scheme in previous modelling work [12, 21] for importance ranking of key reactions, it does not however account for the impact of the inherent uncertainties in the input rate parameters on the predictive uncertainties. On the other hand, global uncertainty and sensitivity methods provide an understanding of the predictive output uncertainties as well as details on their main contributing parameters, even where the relationships between the input parameters and predicted target output are highly nonlinear [20] . In addition, since they are based on estimating the contribution of uncertainties to predictive variance, selecting particula r experimental observations as predictive targets allows the use of global sensitivities in exploring the extent to which a particular observable can constrain key parameters. Therefore, the sensitivity of predicted ignition delays within an RCM and species concentrations in a JSR to possible uncertainties within the input data of the kinetic scheme (in this case, rate parameters) is investigated here via global uncertainty and sensitivity analyses in order to evaluate the constraints provided by different experimental set-ups on the key reaction rate parameters i.e. to what extent experimental observables can help to narrow the range of uncertainty for the sensitive input parameters.
Methodology
The Sarathy n-butanol mechanism was used as the basis for the simulations of both RCM ignition delays and species profiles within a JSR. A local sensitivity analysis was first used to screen for important reactions for the conditions studied and a selected group of key reactions was then used within the global analysis. For the global uncertainty analysis, a global sampling method was used to vary parameters within uncertainty limits proposed in the study based on available data for each reaction. Variance based methods were then used to propose uncertainties for predicted targets and these were compared with measured data from the literature. Global sensitivity methods were subsequently used to identify the main reactions contributing to the predicted output variance and therefore to explore the chemical pathways driving the observed responses.
Ignition delay modelling in RCMs
The Cantera software libraries (version 2.1.1) [22] were used within the Python environme nt to numerically model the n-butanol fuelled RCM in line with the experimental conditions and data given by Weber et al. [23] and recent data obtained from the RCM in Leeds. The RCM used by Weber et al. has been described in detail in [24] . In the experimental setup [23] , nbutanol/O2/N2 mixtures were investigated over a compressed temperature range of 679-925 K, compressed pressures of 15 and 30 bar, at 's of 0.5, 1.0 and 2.0. The modelling approach adopted here is in line with that of Weber et al. [23] , in which both compression and post compression events are accounted for. Volume traces which inherently account for the heat losses during both compression and post compression effects were used as input into the auto-ignition simulations. According to [23] , the volume traces for the full event were determined from the measured pressure trace of the non-reactive experiment using the isentropic core relations and temperature-dependent mixture specific heat ratios. The volume profiles were implemented during each time step using a python-based subroutine obtained from the GitHub account of Weber [25] alongside an in-house Cantera based RCM code. The volume traces used in this study are available from [26] .
Definition of ignition delay
The computed ignition delay time is defined as the time from the end of compression (at top dead centre, TDC) to the point of maximum rate of pressure rise Appropriate tolerance criteria were chosen to ensure sufficiently stable and well converged solutions for the chosen kinetic scheme.
Species concentration modelling in the JSR
The modelling of the JSR was also performed within the Python environment using a Cantera set of libraries according to the experimental specification of Dagaut et al. [14] at P = 10 atm, T = 800-1150 K and = 0.5-2.0. The JSR set up fully described in [14] , is comprised of a 4 cm diameter sphere constructed from fused silica to reduce the effect of wall catalytic reactions and supplied with four 1 mm internal diameter nozzles which helps to admit the gases and at the same time facilitate the mixing of the gases with the reactants. The JSR was chosen for the study because of its relevance in fundamental kinetics and its capacity for investigating fuel effects within the low temperature and intermediate temperature regime.
The aim was to determine whether it provided a different set of constraints on the mechanis m when compared to low temperature ignition delays. Moreover, the simplicity of the JSR model, which typically, makes it possible to attain high levels of homogeneity in the reactor during the steady state experiments, makes it computationally feasible when coupled with global sampling techniques even when the sample size required is in the order of many thousands.
For the sensitivity analysis of the JSR simulations, a constant residence time of 1.7 s was employed at a constant pressure of 10 atm, and = 1 with an initial temperature of 800 K which was increased stepwise by 30 K. A time step of 0.2 s was utilised alongside appropriate tolerance limits in order to attain convergence to steady state. In the context of uncertainty and global sensitivity analysis, only the predicted steady state mole fractions of species carbon monoxide (CO) and formaldehyde (CH2O) are considered for further investigation because of their key role as pollutants along with the parent fuel n-C4H9OH.
Chemical kinetic model
The mechanism adopted is the recent butanol mechanism, proposed in [12] . The kinetic model, containing 426 species and 2335 mainly reversible reactions, was constructed based on the 1-butanol kinetic scheme of [16] by upgrading the mechanism with the primary reactions of tert-butanol, 2-butanol, and iso-butanol and related radical reactions.
Calculations of rate coefficients for pressure dependent reactions were achieved within Cantera using both the Troe formulation [22] and interpolation based on the PLOG approach depending on the requirements of the scheme. Using the PLOG approach, Arrhenius expressions are given at particular pressures and logarithmic interpolation is used for pressures in between [22] .
Screening approach
Since only a few key reactions are likely to greatly influence the accuracy of the predicted targets, computational time can be saved if these reactions are identified for inclusion in global sensitivity analysis, whilst parameters of low sensitivity are retained at their nominal values.
This allows for smaller sample sizes to be used without compromising the sparsity of the input space. A screening approach based on the brute force local sensitivity method was therefore performed for a range of conditions in [23] 
Global uncertainty and sensitivity analysis
In the global approach, the uncertainty in the selected input parameters is propagated though the model using global sampling in order to provide distributions and therefore uncertaintie s on the predicted ignition delays and species concentrations. Global sensitivity analysis is then performed in order to rank the contribution of each parameter to the overall output uncertainty,
represented by the output sample variance. The global sensitivity method allows one to be able to investigate the impact of model input parameters (e.g. reaction rates) across their entire uncertainty range and also to account for the effect of parameter interactions.
Prior to performing global uncertainty and sensitivity analysis, uncertainty factors (Gi) were assigned to each of the screened reactions based on values evaluated in the reviews of reviews of Baulch [27] [28] [29] and Tsang and co-workers [30, 31] where available. For reactions without evaluated uncertainties, data available on National Institute of Standard and Technolo gy (NIST) website representing several studies was employed to estimate the uncertainty of the input parameter. In situations where there were no evaluations and sufficient studies within NIST (experimental or theoretical) to determine the uncertainty of in the rate of a specific reaction from the spread of data, an uncertainty factor of 2 was chosen for the sensitivity
calculations. An uncertainty factor of 2 was specifically chosen for the RCM study as higher uncertainties resulted in situations where the model did not produce an ignition event or would produce ignition during compression. A factor of 2 may be optimistic for reactions with rates determined by theory, group additivity or estimation, but the results will show that it already leads to quite large uncertainties within the predictive targets.
The global technique employed here is built around a sampling approach in which many simulations are carried out with samples covering the entire domain of the defined input space.
A low discrepancy sampling sequence ( Sobol's quasi-random sequence) is employed because of its ability to converge faster (in terms of output mean and variance) compared to standard Monte Carlo random sampling. The Sobol' sequence represents a set of quasi-random numbers between 0 and 1 generated for each of the selected input parameters across the chosen sample size N. This sequence is then used to create a sample of rate parameters within the uncertainty range (ki/Gi, Gi × ki) which is uniform in the space of log (ki), where ki is the original rate parameter in the scheme, ki/Gi is the lower limit and Gi × ki is the upper limit.
The log rate constants within the chosen uncertainty range are uniformly distributed, as they have been assumed to have equal probability of being the actual rate parameter value. This approach is fairly typical for schemes with estimated parameters since insufficient informatio n is available to take a probabilistic approach.
Following the sampling and performance of model runs, there is a need to estimate the global sensitivity index -a factor that gives an indication of the importance ranking of input parameters that contribute most to the variance in the predicted output. Surface response methods (SRMs), are commonly employed to investigate the relationship between the input and output distributions [32, 33] . In the SRM method based on high dimensional model representations (HDMR) employed here, the sensitivity indices are calculated using a functional meta-model fitted to sample input-output distributions that is based on the quasirandom sample (QRS) of full model runs. The accuracy of the calculated sensitivities is dependent on the accuracy of the constructed meta-model which in turn is a function of the sample size, the fitting approach used in constructing the meta-model and the complexity of the surface response [32] . A total sample size of N = 256 was used for the uncertainty study (in order to estimate uncertainties on predicted targets) while a sample size N ranging from 2048-4096 was used for the QRS-HDMR study in order to obtain accurate HDMR metamodel fits based on up to 10 th order orthonormal polynomials and a coefficient of determination R 2 > 90% for ignition delay predictions. A full description of the QRS-HDMR method can be found in [34] . data [23] under stoichiometric conditions at 15 bar and 30 bar [12, 23] , we find that the RCM data is predicted to a reasonable level of accuracy across the entire equivalence ratio range. However, under rich conditions, the model's over-prediction of the ignition delay data could be over a factor of 5
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Comparison of model predictions
for the low temperature region (i.e. T < 700K). Under stoichiometric conditions, at a higher pressure of 30 bar (Fig. 2) , which is above the pressure range at which the model was constrained by ignition delays, the model over-predicts the Weber data by a factor of about 2 across a major part of the temperature range. In addition, the decrease in ignition delays when pressure is increased from 15 to 30 bar is under-represented by the model. It is also apparent from Figs. 1 and 2 that n-butanol does not exhibit the well-known two-stage, NTC behaviour commonly seen for linear alkanes and shown for DME ignition delays in our previous work [34] . atm. Similar to reported in [14] , we see that the predicted species concentrations of CO and CH2O are in very good agreement with the measured profiles across a major part of the temperature range except for temperatures below 830 K where the model significantly over predicts the experimental values up to a factor of 9 for CO and 8 for CH2O. n-butanol species profiles were predicted reasonably well in the temperature range 800 -920 K but not at higher temperatures (above 920 K) where the model displayed higher levels of reactivity compared to the measured data. In general, the model prediction of the peak point for the three species considered in the study is very good. The possible causes of the discrepancies between the simulations and experimental data will be discussed further in the subsequent sections. playing the most dominant role in agreement with the low temperature analysis in [12, 35] . The -hydroxybutyl radical formed via hydrogen abstraction from the site reacts very quickly with oxygen to produce butanal (n-C3h7CHO). This reaction route which has a similar sensitivity to the OH abstraction route from the site, is similar to the termination (inhibiting) step in the low temperature oxidation of alkanes leading to the formation of alkenes and HO2 radicals that compete with the isomerisation and chain branching reactions by direct elimination from RO2. As reported in [12] , the current rate parameterisation of this reaction (1-hydroxybutyl + O2 = n-C3H7CHO + HO2) is based on the theoretical evaluation of Silva and Bozzelli [36] and is majorly responsible for the very slow reactivity exhibited by the model across the low temperature range (Figs. 1 and 2 ) especially under rich conditions and at high pressure. Figure 5 shows the plot of the normalised local sensitivities for 20 of the most dominant reactions at T = 814 K, P =15 bar and = 0.5 alongside the sensitivities of the same reactions at T = 898 K. Figure 5 clearly indicates that as temperature is increased, the reactions of n-C4H9OH + HO2 and H2O2 become more important in terms of the accurate prediction of auto-ignition in the high temperature region. This is in agreement with the local sensitivity result of [35] where the fuel specific reaction of n-C4H9OH + HO2 = H2O2 + C4H8OH-1 and H2O2 = 2OH were both identified as the reactions with the most influence on ignition delays at higher temperatures (above 1000 K). The large uncertainties in predicted delays especially at the lower temperature region do however, indicate the need for a more accurate knowledge of the dominant rate parameters in the scheme if the scheme were to be reliably utilised for autoignition predictions under real engine conditions. Particular focus should be paid to temperature dependencies of the rate parameters. Via a global sensitivity study we can determine which parameters contribute most to these predictive uncertainties. Secondly we can determine how the experimental measurements constrain these parameters under the different conditions studied. 
Jet stirred reactor (JSR) studies
= 1, T = 725 K -839 K
The differences in the location of the mean and median of the predicted output also reveal that the data represents a non-Gaussian distribution. Figure 8 shows a typical distribution of the predicted log ignition delays at T = 787 K and = 1 for the 256 runs from the quasi-random sample. The data is skewed to the left with a tail and conforms more to a lognormal distribution rather than a normal distribution. This means that in a low number of samples very short ignition delays are predicted leading to the whiskers and outliers of the data set shown in Fig. 7 . Such tails are often an indication of interactions between parameters driving large variability in the predicted targets. On the face of it, the predicted output uncertainties shown in Fig. 7 seem large, particular ly since they are based on input uncertainties of no greater than a factor of 2 (see supplementary material) in many cases. The reason is that within the sampling we are allowing each rate parameter to vary across its whole range without assuming any correlations between input data. The prediction of ignition delays is strongly influe nced by the relative rates that lead to chain branching compared to those that lead to chain propagation or termination. Therefore the relative rates of the H abstraction from the fuel at different sites are likely to be influential and if competing reaction channels are allowed to vary across their whole range, tails in the predicted distribution of target outputs such as ignition delays may result from the pairing of extreme values of the input parameters for the competing channels. This point will be further discussed following the presentation of the global sensitivity indices in the next section. and n-C4H9OH from the JSR study, while incorporating the uncertainties of the most dominant input parameters in the simulations, superimposed on the predicted single profiles of the same species. Figure 3 shows that for CO and CH2O, the experimental data fall close to the mean of the predicted output distributions except for the lower temperature region (T < 860K) where the experimental data lie within the 25 th percentile of the predicted output distributions. For n-butanol, the experimental data is close to the 75 th percentile for most of the temperature range. In terms of the uncertainty quantification, the predicted uncertainty distributions for CO and CH2O are quite small at temperatures above 860 K where the model is in good agreement with the measured data but could be up to two orders of magnitude at the lower temperature of 800 K. For n-butanol, the predicted uncertainty distributions are largest at the higher temperatures and are within one order of magnitude. In the next section, a global sensitivity approach is employed alongside the HDMR method to identify the key reactions driving the predicted output uncertainties. Figure 9 shows the main first-order sensitivities indices Si calculated in the HDMR study. The shading for each of the selected reactions is shown on the legend. If all the variance in the predicted output was accounted for by the individual effects of each parameter, then the sum of the Si would be 1 (equivalent to 100% of the variance). The selected reactions are the seven most important reactions influencing the predicted n-butanol ignition delay and account for over 85 % of the variance, highlighting that the uncertainties are dominated by the first-order effects of just a few reactions. . The H atom abstraction reaction from the site of nbutanol by OH was also identified in a recent paper by Wesbrook et al. [37] as being mainly responsible for the octane sensitivity (OS) behaviour of n-butanol. According to [37] , the chemical structure of n-butanol in which the OH group is positioned on the first carbon, is a form of electron delocalisation which allows the abstraction from the -site by OH to be relatively faster. The hydroxybutyl radicals produced as a result of the main fuel oxidatio n Sensitivity indices [-] reactions are consumed via two different type of reaction pathways -one is the oxygen addition reaction ( -hydroxybutyl + O2) leading to the formation of the peroxy radical (RO2) that drives auto-ignition, and the other is the termination step that inhibits auto-ignition due to the formation of HO2. Although it is well known that the isomerisation reaction of the RO2
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RCM analysis
dominates auto-ignition chemistry in general low-temperature mechanisms, the dominance of the main fuel hydrogen abstraction reactions is as a result of its key role in determining the amount of fuel that goes to the termination steps compared with how much is available for the chain branching and propagation steps. The contribution from the H abstraction reactions however diminishes with increasing in temperature while contributions from HO2 chemistr y and formation route for H2O2 become more significant. Sarathy et al. report [12] discrepancies between the ab initio studies for abstraction from the site between the studies of Zhou et al. [38] and Zádor et al. [39] and adopted the temperature dependence of [39] to give better agreement with experimental data. H abstraction from the site is critical to correctly determining the amount of chain branching which drives low temperature auto-ignition. The rate constant for this reaction was however, subject to large discrepancies between [38] and [39] and hence corrections were made in [12] . The low temperature ignition delays at = 1 provide some constraints on this reaction channel (Si=0.29) but there is still a large influence of uncertainties in other key rates (Fig. 10b) .
However, if we plot predicted log ignition delay against a scaled ratio of the log reaction rates for these main abstractions reactions from the and sites, leading to C4H8OH-1 + H2O and C4H8OH-3 + H2O respectively, we see an almost linear relationship (Fig. 11) , with the scatter resulting from uncertainties in the other main reactions listed in Fig. 9 . The sensitivity index for this branching ratio is 0.7 i.e. twice that for the individual rates. On the contrary the sensitivity index for the sum of reaction rates for H abstraction by OH is <0.1. The analysis therefore demonstrates that ignition delay measurements provide much stronger constraints on the branching ratio than on the overall rate constant for this reaction class; or conversely, that the prediction of ignition delays is largely insensitive to the total reaction rate of n-butanol with OH. A recent study by Pang et al. [40] provides rate constant for the overall reaction between n-butanol and OH in the higher temperature region (900 -1200 K) but does not present any information on the branching ratios for the different abstraction sites. Although the overall rate constant for OH + n-Butanol was measured by Pang to within an accuracy of 20 %, it is important to stress here, that based on the result of the global sensitivity analysis obtained in this study, accurate measurements of the total reaction rate of the parent fuel with OH do not provide sufficient data to accurately determine target outputs such as ignitio n delays. In addition, there is still scatter in Fig. 11 due to the influence of uncertainties in other channels such as R+O2. At lower temperatures and richer conditions ( = 2), where discrepancies between model and experiment were seen in Fig. 1 , R+O2 reactions are equally as important as H abstraction (Fig. 9) . The reaction to form butanal+HO2 is included as a high temperature pathway in [12] but actually shows a higher sensitivity at low temperature rich conditions. leading to formation of C4H8OH and H2O2 (contributing over 30 %) dominating the uncertainties in both n-C4H9OH and CH2O profiles at 800 K. This same abstraction route for n-C4H9OH + HO2 was found to be the most dominant reaction in [12] in terms of the ignitio n delay sensitivity at 800 K, and = 1 but this was at a much lower pressure of 1 atm. In the HDMR analysis of predicted ignition delay times (Fig. 9) , over 85% of the uncertainties were accounted for by only seven reactions, with H abstraction by OH dominating across the temperature range in contrast to n-C4H9OH + HO2 as found in the case of the JSR. Heufer et al. [35] suggested the use of estimated rate coefficients for n-butanol + HO2 based on alkanes, and this could be the reason for the large discrepancies between the predicted target outputs and measured data. According to Heufer [35] , the current parameterisation of this rate is still very poor as variation of the rate coefficients for this same reaction in the mechanisms of Black and Moss [16, 17] can be up to a factor of 20, suggesting the need for more detailed and accurate studies of this reaction across a wide range of temperatures and pressures in order improve on the level of agreement with experimental data.
As T increases to 830 K, the contribution from abstraction by HO2 diminishes in importance while abstraction reactions by OH become more significant dominated by abstraction from the site. This sensitivity behaviour is in agreement with the results of local sensitivity analysis carried out in [14] where H-abstraction reactions by OH from the and carbons Fig. 14d) Another reason is that the local method does not account for the degree of uncertainty in the parameters and so does not represent the contribution of input uncertainties to the output variance. The response of the predicted n-butanol mole fractions to the n-butanol abstraction reaction by HO2 is strongly negative across the entire input uncertainty range (Fig 14a) indicating that a decrease in this rate could potentially lead to better agreement of the model output with measured data but this is still subject to the influence of the uncertainty in the other rate parameters in the system. As the rate of the abstraction reaction by HO2 is reduced, the impact uncertainties in other reaction rates including the branching fractions of n-C4H9OH + OH increases, as indicated by the broadening of the scatter.
The functional relationship between the abstraction reaction of n-C4H9OH + OH from the and site (Fig 14b and 14c) shows a strong negative response at the upper part of the inp ut space but the effect saturates at the lower half, indicating that adopting different rate parameters outside the nominal rate for these channels is unlikely to reduce the discrepancy between the model and the measured data. It was shown in section 3.4.1 that ignition delay measurements provide much stronger constraints on the branching ratio than on the overall rate or individual rate constant for this set of abstraction reactions. The first-order sensitivity component functions with respect to formaldehyde mole fractions at 800K are presented in Fig. 15 for the abstraction reaction of n-butanol + HO2 and n-butanol + OH abstraction from the site. A nonlinear response is also observed in both cases similar to that involving nbutanol mole fractions but in this case, the response for n-butanol + HO2 is positive for most of the lower uncertainty range and slightly negative at the upper end. Also, the contributio n from the other important parameters to the predicted uncertainty band decreases drastically across the upper part of the input range as indicated by the narrowing of the scatter. For the abstraction reaction of n-butanol + OH (Fig 15b) , a very low gradient is seen at the lower end indicating low sensitivity but the response becomes slightly stronger as we move from the lower part of the input range to the upper part. The experimentally measured log of CH2O mole fraction is around -4.52 and looking at Fig. 15b , the rate of the abstraction reaction -nbutanol + HO2 would have to be in the lower part of the input parameter range in order to bring the model's prediction in close agreement with the measured data. This suggests that in this case, the formaldehyde species concentration measurements help to narrow the range of uncertainty for the input parameter i.e. to constrain it further. This was not the case for the n-butanol concentration measurements and highlights the utility of measuring important intermediates such as formaldehyde. n-C4H9OH + OH = C4H8OH-3 + H2O
At a higher temperature of 830 K, the prediction of n-C4H9OH and CH2O is relatively less sensitive to the abstraction reaction by HO2. At 830 K, n-butanol mole fraction is most sensitive to the abstraction reaction by OH from the site (Fig. 16a) while CH2O mole fraction is driven mainly by the reaction of CH2O + OH (Fig. 16b) . The reaction CH2O + OH was found to be the most influential reaction contributing about 16 % to the variance in the predicted mole fractions of CH2O at 830K. Increasing the rate of this reaction (Fig. 16b ) could lead to a reduction in the predicted CH2O mole fractions to give a better match with the experimental data. Another key reaction route on which the accuracy of the predicted CH2O concentration depends is CH2O + OH = HCO + H2O with its uncertainty contributing to over 10% of the variance in predicted CH2O mole fractions. 
Impact of update on H abstraction reactions based on new data
We have shown that the H abstraction routes by OH in the investigated n-butanol mechanis m, especially those from the and carbon sites, are important for accurate prediction of ignitio n delay times in the RCM and species concentrations in the JSR. A recent study by Mcgille n [41] provided updated site specific rate constants for each site, albeit based on measureme nts at lower temperatures than of interest here. As a final sensitivity test we therefore updated the four H abstraction rate constants by OH based on the new rate data from [41] . Figure 1 showed the results obtained with the updated mechanism in comparison with predictions from the original mechanism and Weber data [23] for = 0.5-2 and P = 15-30 bar. The update led to a decrease in the predicted ignition delay times across all conditions studied and therefore better agreement with the measured data under lean conditions at higher temperatures and 15 bar. This is consistent with the findings in [42] where the same updates to the Sarathy mechanis m led to significant improvement in the reactivity of n-butanol at lower temperatures. While there is also significant improvement in the predicted reactivity under stoichiome tr ic conditions, particularly at P = 30 bar (Fig. 2) , the agreement with the measured data is worsened at lower pressures (i.e. P = 15 bar) under stoichiometric conditions (Fig. 2 ).
Discussion and conclusions
A global uncertainty and sensitivity study of the low-intermediate temperature oxidation of nbutanol has been conducted within the context of ignition delay times prediction in an RCM and species concentration modelling in a JSR. The study incorporates the effects of uncertainties in the rate constants of the adopted mechanisms on the predicted target outputs, based on a global approach, in order to quantify errors bars which provide information on the robustness of the mechanism over a range of operating conditions. In some cases the uncertainties for predicted target properties of log (ignition delays) and species concentratio ns spanned over an order of magnitude. A variance-based global sensitivity analysis was carried out to identify and rank the rate parameters driving these predicted uncertainties.
Some key differences in reaction importance were noted when comparing the results of the global sampling based sensitivity analysis when compared to the local linear sensitivity analysis presented in Figs. 5 and 6 for the RCM and JSR respectively. For example, in the local analyses H2O2 + M is often the highest ranked reaction. However, due to its low uncertainty, it contributes very little to the overall output variance for any of the targets and would not therefore be a reaction that was targeted for better quantification. Conversely, the reaction CH2O + OH has two product channels. In the global analysis the formation of HOCH2O is ranked very highly but is not ranked within the top reactions in the local analysis where the HCO+H2O channel dominates. These differences arise because more the commonly used local sensitivity analyses do not account for the level of uncertainty present for the input parameter, or any non-linearities in the response of the target output to changes in the input.
Such non-linearity was shown here for the reaction of n-butanol + HO2.
The global sensitivity indices show that in the context of ignition delay prediction, the dominant reaction pathways are H abstraction via OH. The study indicates that low temperature ignition delay measurements provide a high level of constraint on the branching ratio for abstraction by OH from the and sites but not on the total rate constant. For rich conditions R + O2 and subsequent pathways are equally as important as H abstraction. In the HDMR analysis of the predicted n-C4H9OH and CH2O concentration profiles in the JSR at low temperatures (800 K), about 55-70% of the overall predicted uncertainties are accounted for by about 10 reactions as compared to 7 which accounted for over 85% of the predicted uncertainties in the case of the RCM. Also, H abstraction reaction by HO2 (n-C4H9OH + HO2 = C4H8OH-1 + H2O2) dominated the predicted n-butanol and formaldehyde uncertainties in contrast to H abstraction reaction by OH which was more important in the case of the RCM.
A reasonable contribution to predicted variance also comes from H abstraction via OH from the and sites with the site dominating predicted n-C4H9OH profiles at higher temperatures. In general, better constraint is provided on the n-C4H9OH + HO2 abstraction rate by the measured species profiles of n-C4H9OH and CH2O at lower temperatures. Current uncertainties in the rate of C4H9OH + HO2 system, suggest the need for detailed and more accurate studies of this reaction rate across a wide range of temperatures and pressures in order to bring predicted targets in better agreement with experimental data.
