Scaling procedures are known to reproduce very accurate vibrational spectra provided that multiparameter scaling in conjunction with high-quality force fields is carried out. In contrast to purely theoretical approaches (variational and perturbational), they are applicable to large systems. In this work, a brief review of the scaling procedures is given. The emphasis is put on the recently proposed effective scaling frequency factor (ESFF) method [Chem. Phys. Lett., 446, 191, (2007), J. Mol. Spectr., 264, 66, (2010] -the multiparameter frequency scaling method providing better scaled frequencies than the well-established scaled quantum mechanical (SQM) force field approach. In addition, the results of our calculations on the benzene-based related systems, i.e., benzene and most of its methyl derivatives, are presented. The calculations concern the middle-and low-frequency range of the vibrational spectra, where strong mixing of the local vibrations often takes place. The factors transferability problem is discussed.
INTRODUCTION
Harmonic vibrational frequencies of a molecule, which approximate the observed fundamentals, can be obtained from the quadratic force fields with the aid of the so-called Wilson-Decius-Cross (WDC) method [1, 2] (also called the GF matrix, when internal rather than Cartesian force fields are used). They are too high as compared with fundamentals in an overwhelming majority of cases [3] . There are two main factors responsible for such a behavior. First, a real molecular potential energy surface (PES) is anharmonic, in that, e.g., the molecule is known to dissociate when the bond is stretched beyond its equilibrium length, and for this reason parabolic approximation of the PES is valid only in the direct vicinity of the equilibrium geometry. This effect lowers down the energy gap between the vibrational energy levels, which no longer corresponds to the classical harmonic frequency. Second, force fields computed using quantum chemistry (QC) methods may exhibit variable quality, depending on the curvature of the PES predicted by an approximate theoretical level. For example, a given theoretical method may lead to a curvature of PES that deviates from the exact one, in spite of predicting essentially correct equilibrium geometry. Such is the case with the MP2 method [4] , which is capable of providing accurate geometries, but fails with respect to the accurate determination of vibrational spectra. In addition, there is a strong dependence of the force field on the equilibrium geometry, at which the force constants are to be calculated. For example, bond lengths obtained by means of the HartreeFock (HF) method for most molecules are typically too short and therefore the corresponding quadratic force constants are overestimated [5] . This leads to excessively high calculated frequencies (even if they are compared with the available experimental harmonic frequencies).
The formal theoretical procedure to account for the anharmonicity exists in including the effect of higher-order terms in the Taylor expansion of PES (which depend on cubic and higher force constants) within a variational or perturbational framework. A good review of the up-to-date literature can be found in the references [6, 7] . Unfortunately, that methodology cannot be efficiently applied to large systems. Nowadays, the density functional theory (DFT) methods (see, e.g., ref. [8] ) are frequently used to predict reasonable equilibrium geometries and quadratic force fields of covalently bonded systems, at least with some density functionals. The computational cost of the DFT calculations is comparable to that of HF, which means that they are feasible on molecules containing even up to a few hundred atoms, in particular when parallel implementations of the QC software are used. However, calculations of higher energy derivatives for large systems for the subsequent use in purely quantum theoretical formalisms are still not practical. In such cases, the so-called scaling methods are the methods of choice. They are very efficient; they are capable of providing very accurate final (scaled) frequencies, at least in the case of multiparameter scaling, at basically no additional computational cost. In addition, they include (at least to some extent) the effects of incomplete incorporation of correlation effects in the calculations, basis set incompleteness, and errors in the predicted geometry. All scaling methods use the so-called scaling factors, which are obtained by minimizing the least-squares merit function between the scaled theoretical and the observed fundamental frequencies for a set of well-defined fundamentals of the molecules from the so-called training (calibration) set. Thus, they should be regarded as empirical methods.
The present paper deals with the tests of the recently proposed effective scaling frequency factor (ESFF) method [9] . The main idea behind any scaling procedure is to use transferable scaling factors, in that they can be applied to any molecule, once computed on the basis of the limited set of the experimental data. It is demonstrated that the ESFF local scaling factors (cf. Section 2 for the definition) are highly transferable. This conclusion is drawn from the results of our calculations on the related systems, in that they all exhibit similar structural motifs. They are: benzene, toluene, as well as all di-, tri-, and tetramethyl derivatives of benzene. The paper is organized as follows. In Section 2 we will briefly review the most common scaling procedures. ESFF, the procedure applied in the present paper, will be also presented there. Computational details of our QC and ESFF calculations will be stated in Section 3. This section is followed by presenting and discussing our results (Section 4), and, finally, the conclusions are reported in Section 5.
REVIEW OF SCALING PROCEDURES
Two alternative scaling approaches are known at present: harmonic frequency scaling and harmonic force field scaling. The former one is very straightforward and easy to apply. The latter provides frequencies that are consistent with the final force fields; additional software to carry out such calculations is required, though.
Single-parameter frequency scaling procedures
In the early 1980s, single parameter scaling of harmonic frequencies, also known as uniform scaling, was proposed by Pople and co-workers [10] . Initially, harmonic frequencies determined from the HF force fields -the only ab initio approach commonly applicable in computational chemistry at that time -were subjected to scaling. This procedure was then extended to other theoretical levels with typical basis sets [11, 12] , and nowadays a wide database of scaling factors for the harmonic frequencies, zero-point vibrational corrections and vibrational contributions to thermodynamic functions is available in the literature [13] . It should be emphasized that the accuracy of the scaled frequencies obtained in this way is not impressive, in that the root-mean-square (RMS) deviation between the scaled and observed frequencies is often quite large in the entire spectral range (30-50 cm -1 , sometimes even more, cf. ref. [13] ). In addition, uniform scaling is not capable of providing the necessary frequency swaps -the scaled frequencies exhibit the same order as the harmonic ones. Thus, the assignment of two closelying bands of comparable intensity on the vibrational spectrum (FT-IR, Raman, etc.) may become ambiguous in the case of totally different nature of the harmonic modes potentially responsible for their presence. However, this approach is frequently used due to its simplicity. Better in this regard turned out to be the so-called wavenumber linear scaling (WLS) procedure [14] [15] [16] . It takes advantage of the linear relationship between the scaling factor, defined as the ratio ω (expt) /ω (harm) , and the calculated frequency. For example, for B3LYP/6-311+G** harmonic frequencies this relationship reads
Recently, another frequency scaling approach, called effective scaling frequency factor (ESFF) approach, was proposed [9] . It belongs to the group of multiparameter scaling procedures, but in the limiting case of using only one local scaling factor (vide infra) it is demoted to the uniform scaling. The present paper deals with the results obtained within the ESFF scaling frame; thus, the method will be given more attention later in this section.
SQM force-field scaling procedure
Alternatively, scaling can be applied to the quadratic force constants. Multiparameter force field scaling was initiated in the 1970s by Botschwina and co-workers [17] [18] [19] , as well as Bloom and co-workers [20] [21] [22] [23] [24] [25] . It was further modified by Pulay et al. [26] , who essentially proposed a more appropriate treatment of the coupling (off-diagonal) force constants. With this modification, the method became the famous scaled quantum mechanical (SQM) force field method. It is based on the intuitive dividing of the internal coordinates basis (non-redundant natural [26, 27] , or redundant primitive [28] ) into chemically similar groups sharing the same scaling factor s i ; the quadratic force constant matrix F ij (harm) expressed in terms of these internal coordinates, is scaled according to F ij
(harm) prior to solving the vibrational secular problem. SQM was initially applied to HF force fields [26] ; much more accurate, DFT force fields were then subjected to scaling [28] . With the appropriate classification of internal coordinates the obtained results turned out to be of high quality -the RMS deviation between fundamental and scaled theoretical frequencies obtained using DFT/B3LYP harmonic force fields was low, close to 12 cm -1 . A number of commercial SQM programs for routine applications is now available [29] [30] [31] . Recently, an extended database of the SQM scaling factors for the routine applications to molecules built of the second-row elements and chlorine was reported in the literature [32] .
ESFF method
An effective scaling frequency factor method [9] uses effective scaling factors (ESFs) which -for a given vibrational mode -are constructed from a set of local scaling factors (LSFs) as the sums of LSFs weighed by the contributions of the local modes to the normal mode. LSFs are attributed to the types of internal coordinates, and the contributions are determined from the diagonal potential energy distribution (PED) matrix elements [33] after solving the vibrational problem. Note that the above-mentioned idea of classification of internal coordinates into chemically similar groups (types) is retained in ESFF. The assumptions of the method read as follows [9] :
1. all molecules are built of limited, intuitively chosen set of types of internal coordinates. They can be chosen as the ordinary primitive or natural internal coordinates forming a non-redundant set, or as all redundant primitive coordinates generated on the basis of the atomic connectivities. Let the number of types of internal coordinates be denoted n; we assume that in all molecules the Ith type has the same local scaling factor f I , I=1,2,…,n; 2. the contributions P I,k of each type of local mode to a given, say, kth normal mode can be determined as
In the above expression p ii,k are the ordinary PED coefficients [33] 
obtained from the force constants F expressed in internal coordinates, as well as the amplitudes (the α α α α matrix) that follow from the solution of an ordinary WDC equation of the form
3. an effective scaling factor
for the frequency associated with the kth normal mode is obtained as (5) 4. finally, harmonic frequencies are scaled according to the following equation
Local scaling factors can be determined -as in all scaling procedures -with the aid of the least-squares method. Namely, for a given, well defined set of set of the experimental fundamentals,
, where M denotes the number of the selected frequencies (typically a few hundred) belonging to molecules of some training set typically consisting of a few dozen of (usually small) molecules, we minimize the least-square merit function of the form
with respect to the local scaling factors f I . This results in a system of linear equations which can be easily solved using standard numerical procedures. At this point we must mention that this constitutes an advantages of ESFF over the well-established SQM approach [34] , as the latter one requires an iterative search for the scaling factors. More details on further comparison of the both methods can be found in references cited in the text, in particular in [32] and [34] .
It should be noted that -as the pioneers of the scaling methodology claim (see, e.g., ref. [26] ) -none of the scaling procedures has a strict theoretical basis. They are all empirical procedures, and therefore their validity is judged based on the agreement of the calculations and experiment.
The performance of the ESFF method was then tested [35] using Baker's training set of 30 small molecules [28] , the set designed for calculations on systems built of the second-row elements and chlorine. It turned out to be superior to SQM, in that the RMS deviation between scaled and fundamental frequencies was somewhat lower. It has to be mentioned that the comparison of both approaches, though reliable, was not complete at that time. The SQM calculations were carried out using flexible redundant primitive internal coordinates, while those within the ESFF frame -using non-redundant natural internal coordinates. However, in both cases the originally proposed classification of the internal coordinates [28] was adopted. Then, the method was extended. First, a new, reduced set of scaling factors, particularly well suited to the frequency scaling in the fingerprint range of the vibrational spectrum, was proposed [36] . Second, the calculations on large systems, i.e., 1,2,4-triazole derivatives, were carried out [37] . The ESFF approach turned out to perform well, again somewhat better than SQM, in spite of using less flexible natural internal coordinate basis. Third, ESFF was reformulated, and in the present version full advantage of expressing local contributions to the normal modes in terms of redundant primitive valence coordinates is taken [38] . Fourth, the applicability of ESFF (as well as SQM) was extended to silicon and sulfur-II containing molecules and a number of typical basis sets in conjunction with the B3LYP density functional [34] . It should be mentioned that until 2012 both ESFF and SQM scaling, though widely used, were applied to the frequencies/force fields obtained at a very limited number of QC approaches (defined as METHOD/BASIS SET). Fifth, an extended database of ESFF local scaling factors (as well as SQM force field factors, as mentioned earlier) was created [32] . The scaling factors were obtained for a great variety of density functionals in conjunction with a great variety of typical basis sets. The ESFF method was shown to be superior to SQM in overwhelming majority of cases. As before the calculations were carried out using Baker's training set, which was shown to be consistent with that used in the works on the development of uniform scaling [13] . The recommendations related to the calculations oriented toward determination of the scaled frequencies were also given. Finally, the ESFF method was successfully applied do the determination of the IR spectra of the amorphous polymers [39] .
As already mentioned, in contrast to uniform scaling, ESFF is a multi-parameter frequency scaling procedure. An obvious advantage of using such a methodology is its higher flexibility -the scaled frequencies often exhibit different order as compared with harmonic ones, and the overall RMS value is also significantly lower. The former aspect is of particular importance when two (or more) close-lying bands are to be assigned, and their origin cannot be determined on the basis of other considerations, for example related to the molecular symmetry. In addition, ESFF offers a number of advantages as compared with the wellknown and well-established SQM scaling procedure. They can be summarized as follows.
1. It is efficient; statistically it is superior even to the SQM method. The local scaling factors are well transferable between the molecules, somewhat better than in the case of SQM. In fact, it was shown a number of times in the reported literature [9, 32, [34] [35] [36] [37] [38] . 2. It is simple and straightforward; some of the applications can be made "by hand", i.e., without the necessity of purchasing the additional software [37] . Moreover, the factors optimization can be performed by using typical statistical programs (e.g., Excel), though the relevant, commercial programs would surely facilitate the computational procedure. 3. Optimization of the scaling factors within the ESFF procedure is numerically stable, in contrast to SQM, which sometimes fails (which was already reported in the literature; cf. ref. [34] ). Moreover, the iterative search for the least-squares minimum is not needed. 4. The ESFF method is well suited to the description of the macromolecular compounds [39] . When attempting to describe really large systems in the restricted frequency range at the levels of the mode-tracking [40, 41] and/or intensity-tracking [42, 43] procedures, utilization of the SQM scaling is not possible, on account of the determination of only the frequencies and normal modes (eigenvectors), rather than the molecular force fields. The ESFF scaling can be applied, though. Admittedly, the force constants enter the expression for the PED coefficients (cf. eq. 3); however, this problem is easily eliminated with the aid of the so-called ESFF2 procedure [38] , according to which the contributions of the local vibrations to the normal modes can be determined only on the basis of the amplitudes of the atomic displacements from the equilibrium positions. This procedure turned out to be as efficient as the original one.
COMPUTATIONAL PROCEDURE
In the case of routine, analytical applications, the force field/frequency scaling procedures should be preferably based on transferable scaling factor(s) determined (optimized) using well-defined training set of molecules. Applications, in which factors are optimized for a limited set of new molecules may also be useful. Such is the case with an unusual behavior of some vibrations -the reoptimized values can provide better insight into the real molecular force field. This is also true when the transferability of scaling factors (as reported in this work) is to be investigated.
The calculations were carried out for benzene (1), toluene (2), o-(3), m-(4), p-xylene (5), 1,2,3-(6), 1,2,4-(7), 1,3,5-trimethylbenzene (8), 1,2,3,4-(9), 1,2,3,5-(10), and 1,2,4,5-tetramethylbenzene (11) . The Cartesian force fields of these systems were calculated at DFT level of theory [8] . The B3LYP density functional [44] , which was shown to provide the best vibrational spectra [32] , was used. Utilization of the 6-311G** basis set [45] seems to be a good compromise between the results quality and computational effort for these compounds, though -to demonstrate the necessity of incorporating the polarization functions to the basis set -some results obtained with the 6-31G [46] basis set are also reported. Obviously, the geometry optimization was carried out for all molecules prior to the hessian calculations. All calculations were performed using the PQS QC package [47, 48] .
The experimental vibrational frequencies were obtained from the FT-IR spectra included in the well-known Spectral Database of Organic Compounds (SDBS) [49] . We decided to concentrate on the frequencies below 1650 cm -1 , i.e., stretching vibrations involving hydrogen atoms were not considered. The reason is that in the high-frequency range large deviations between the scaled and the experimental frequencies are often observed, inter alia, on account of the frequency shifts due to the Fermi resonance, which cannot be handled by scaling.
The harmonic and ESFF-scaled frequencies were calculated using our home-made program. The program performs a few computational steps, which are executed in the loop over considered molecules, namely: generation of the so-called B matrix [1, 2] and its inverse B -1 (more precisely -the part corresponding to the selected internal coordinates) based on the Cartesian coordinates of the atoms and the predefined internal coordinates (input data), followed by the transformation of the Cartesian force constant matrix f (x) to the internal coordinate representation (the F matrix, cf. eq. 4), generation of the mass tensor G -1 based on the calculated B -1 matrix and atomic masses, solution the set of WDC equations (4) with the aid of the Jacobi diagonalization procedure [50] in conjunction with the canonical orthogonalization, determination of the PED coefficients, based on the diagonal elements of the F and the α α α α matrices (cf. eq. 3), optimization of the local scaling factors (if needed) and determination of the scaled frequencies.
The ESFF calculations were carried out using non-redundant internal coordinates. The main goal of the computational part of this paper is to demonstrate the transferability of LSFs; for this reason we did not follow any of the recommended classifications of internal coordinates [28, 36] . We used the types designed specifically for the present molecules instead. Thus, for benzene ring we used the following types: (i) C Ar -C Ar bond lengths (the so-called ν Ar type), (ii) C Ar -C Ar -C Ar valence angles (δ Ar type), (iii) C Ar -C Ar -C Ar -C Ar torsion angles (τ Ar type), (iv) C Ar -H bond lengths (ν ArH type), (v) C Ar -C Ar -H valence angles (ρ ArH type), (vi) angles determining the bending vibrations of the hydrogen atoms, coming out of the benzene plane (γ ArH type). Substitution of the ring with the methyl group introduces additional six types: (vii) C Ar -C CH3 bond lengths (the socalled ν ArC type), (viii) C Ar -C Ar -C CH3 valence angles (ρ ArC type), (ix) angles determining the methyl carbon atoms bending vibrations out of the benzene ring plane (γ ArC type), (x) C Met -H bond lengths (ν CH type), (xi) C Ar -C Met -H valence angles (δ Met type), (xii) C Ar -C Ar -C Met -H torsion angles (τ Met type). As already pointed out, the middle-and low-frequency ranges in the vibrational spectrum, where frequently strong mixing of all but ν ArH and ν CH local modes takes place, were considered. For this reason the factors for the ν ArH and ν CH types were preset to unity. With this constraint a set of 10 scaling factors was obtained.
RESULTS AND DISCUSSION
The following sub-ranges below 1650 cm -1 can be distinguished on the FT-IR, or, in general, on the vibrational spectra of compounds 1-11 considered in this work:
1650-1450 cm -1 , where the stretching of aromatic ring ν Ar coupled to variable extent to rocking of aromatic protons ρ ArH takes place, 1450-1350 cm -1 , where in-plane bending vibrations of the methyl groups δ Met take place, 1350-900 cm -1 , where delocalized and skeletal vibrations take place (this is, in fact, the main part of the so-called fingerprint range), and 900-650 cm -1 , where -apart from the delocalized "fingerprint vibrations" -strong bands corresponding to out-of-plane γ ArH and torsion τ Ar vibrations and/or a superposition of those take place (this is the "most structural" range in the entire FT-IR spectrum, in that it enables to identify the substitution of the aromatic ring without the necessity of comparing the fingerprint range with the extended database). As many as 126 well-resolved bands were selected from the FT-IR spectra of our compounds; bands corresponding to superposition of a few vibrational modes were rejected. Table 1 shows the number of bands per molecule included in the calculations. In the following part we will first concentrate on the above-mentioned "structural range" (900-650 cm -1 ) to demonstrate the necessity of frequency scaling in routine applications, then we will deal with the factors transferability problem. Table 2 reports the experimental and theoretical harmonic frequencies of the out-of-plane vibrations in the range of 900-650 cm -1 , as well as their computed and observed intensities. Note that the calculated values refer to B3LYP density functional and two basis sets: the small one, i.e., of VDZ quality (6-31G), and somewhat extended one of VTZ plus polarization quality (6-311G**, cf. Section 3).
The out-of-plane vibrations
As can be seen, the number of the intense bands in the above mentioned range is well reproduced even with a small basis set. The same applies to the relative intensities when two or more frequencies are present. However, the calculated harmonic frequencies exhibit significant error as compared with the fundamentals of the order of 30-45 cm-1. Substantial part of that error obviously follows from the anharmonic nature of the PES, but the results additionally suffer from the severe basis set deficiency. Indeed, increasing the basis set quality to 6-311G** (which for such systems treated with DFT should be sufficient) reduces the error by about 20 cm-1. It should be noted that the error, which mostly reflects the anharmonicity effects this time, is fairly constant and in most cases oscillates about the value of 15 cm-1. This constant error is to be expected due to the symmetric nature of the molecular potential associated with this kind of deformation. In the case of vibrations other than out-of-plane bending (e.g. bond stretching), the discrepancy is higher. Such disagreement clearly demonstrates the necessity of further improvements of the calculated frequencies. Empirical scaling is well suited for this kind of problems which we will demonstrate in the next subsection.
In addition, we observed the following trend with respect to the calculated vs. observed intensities. Namely (i) all bands classified as vs (very strong) correspond to vibrations having the calculated intensity A ∞ higher than 30 km mol , and fundamental, ω (obs) , frequencies (in cm -1 ), their differences, Δω, as well as calculated (A , in km mol -1 ) and observed (I, qualitative description) intensities for the out-of-plane vibrations of molecules 1-11. The theoretical data refer to 6-31G / 6-311G** basis sets, respectively. 
ESFF scaling
The values of the scaling factors and therefore the quality of the final results depend on the fundamentals selected for the optimization procedure. However, in the limiting case of a large number of frequencies obtained from the vibrational spectra of a large number of various molecules they should asymptotically approach a constant value, and their statistical uncertainties should lower down. Four sets of scaling factors, denoted A, B, C, and D, respectively, were obtained. In the case of set A, the optimization of factors was based on 51 well resolved bands below 1650 cm -1 selected from the spectra of 1-5 (i.e., the tri-and tetramethyl derivatives were not considered). The removal of bands due to the delocalized skeletal vibrations, i.e., bands that appear in the range of 1350-900 cm -1 , gives set B. This means that B scaling factors were essentially determined on the basis of the group vibrations. Thus, the quality of the scaled frequencies reflects the transferability of scaling factors within the molecule (this term was introduced earlier [51] and should be understood as follows: the local scaling factors are transferable within the molecule if, after calculating them from rather localized modes, i.e., group vibrations, they are capable of reproducing frequencies of the delocalized modes, e.g., those forming the fingerprint range of a spectrum). In addition, the quality of the frequencies obtained for molecules 6-11 provides information on the transferability of the scaling factors between related molecules. When generating the set C we selected 87 bands from the spectra of 1-8 (this time only tetramethyl derivatives were not considered). Thus, it is equivalent to the set A, but from the statistical point of view it is more reliable, as there were more fundamentals the optimization of scaling factors was based on. Set D, like B, was obtained from the reduced set of frequencies obtained by excluding the skeletal vibrations. Note that the terms "set A", "set B" etc. may refer to both sets of factors, as well as sets of experimental frequencies (bands) their optimization was based on. Table 3 reports the values of optimized scaling factors. The types of internal coordinates were described in Section 3. As can be seen they are all close to unity (as they should; this is the essence of all scaling procedures as -from the perturbational point of view -the smaller corrections, the more reliable the final quantity). In addition, most of them have similar values regardless of the set of frequencies used in the optimization. Only three factors exhibit fluctuations larger than 0.01; they are ν ArC , ρ ArC , and γ ArC . This is not a surprise -there are basically no pure vibrations in the overall set of the selected bands involving those kinds of the local motions. They participate mostly in highly delocalized modes and for this reason their values are strongly dependent of the set of bands used in their determination. Nowadays, the common practice is to include them into other, better defined types. However, the main goal of these calculations is to discuss the factors transferability problem rather than to obtain factors for the routine calculations. Table 4 includes the RMS values between the scaled and fundamental frequencies obtained with the aid of various sets of scaling factors (as described above). It should be recalled that sets A and B were generated on the basis of fundamentals of molecules 1-5, while C and D -those of molecules 1-8. The following remarks can be made. . This shows that the scaling factors are well transferable between the related systems considered in this work. This is in accord with the conclusions from the up to date literature. 2. Removal of the frequencies from the fingerprint range in the optimization procedure (set A vs. B and set C vs. D) also slightly deteriorates the RMS values obtained for all frequencies. However, an increase in the RMS value not larger than 1.8 cm -1 is observed. Analysis of individual frequencies shows that this is mostly due to a slight increase in the deviations from the experimental values for the removed frequencies (for those included -to a lesser extent). Only in two cases the RMS values exceed 6 cm -1 (which is just 1.5 times the resolution of typical analytical measurement). This proves good transferability of the local scaling factors within a molecule. Note that the capability of the scaling procedures to properly reproduce the frequencies of the delocalized modes is an important issue.
Nearly all individual scaled frequencies for the molecules considered in the present work show very good agreement with experiment. This is shown in Table 5 , which is split into 4 parts (denoted 5a-5d) concerning benzene and toluene (Table 5a ), all xylenes (Table 5b) , three- (Table 5c) , and tetramethyl (Table 5d ) derivatives of benzene, respectively. The reported values refer to set C of scaling factors -the most reliable set determined in the present work. In addition, the RMS values for each molecule are also provided. As can be observed, they do not exceed 7 cm -1 , which is an excellent result. Remember that in the case of uniform scaling RMS is frequently larger than 30 cm -1 [13] (sometimes larger than 50 cm -1 for poor-quality force fields) in spite of optimizing the scaling factor. , and scaled, ω scaling factors were proven to be well transferable, both between the related molecules and within the molecule. The obtained frequencies turned out to be in good agreement with experiment. The final, scaled frequencies show small deviations as compared with the observed fundamentals. It directly translates into the low value of the root-mean-square deviation, which in most cases is lower than 1.5 times the resolution of the typical, analytical measurement. Table 5c . Trimethyl derivatives of benzene (see Table 5a for details). An initial test of the described procedure was recently carried out using the formaldehyde molecule. Namely, the scaled force constants obtained according to eq. (8) were compared with those determined using the SQM procedure. Then, the relative deviations defined as |F (scal)SQM -F (scal)ESFF |/F (scal)SQM were found. The largest deviation for the diagonal elements of the scaled force constants (observed for F C=O ) was only 0.6%. Somewhat larger deviations, not exceeding 1% in most cases though, were observed for the off-diagonal elements. Such good agreement with the SQM force fields allows us for the time being to think about the comparable capabilities of the ESFF method in this respect. However, the F (scal) matrix determined from equation (8), by definition corresponds to the same normal modes (the α α α α matrix) as harmonic frequencies. Scaling of the force fields according to the SQM procedure leads to new, potentially better eigenvectors, which can be used for calculating the improved intensities. In this case our experience clearly reveals that SQM is not really so profitable in this respect. The intensities determined from the SQM-scaled force fields frequently only marginally change as compared with those computed for the harmonic force fields. The differences do not exceed a few percent in an overwhelming majority of cases (1% in more than half of the cases for the molecules in Baker's training set), and our observations do not confirm a noticeable advantage of the corrected eigenvectors as compared with the harmonic ones.
