Abstract-Granger causality (GC) is one of the most popular measures to reveal causality influence of time series and has been widely applied in economics and neuroscience. Especially, its counterpart in frequency domain, spectral GC, as well as other Granger-like causality measures have recently been applied to study causal interactions between brain areas in different frequency ranges during cognitive and perceptual tasks. In this paper, we show that: 1) GC in time domain cannot correctly determine how strongly one time series influences the other when there is directional causality between two time series, and 2) spectral GC and other Granger-like causality measures have inherent shortcomings and/or limitations because of the use of the transfer function (or its inverse matrix) and partial information of the linear regression model. On the other hand, we propose two novel causality measures (in time and frequency domains) for the linear regression model, called new causality and new spectral causality, respectively, which are more reasonable and understandable than GC or Granger-like measures. Especially, from one simple example, we point out that, in time domain, both new causality and GC adopt the concept of proportion, but they are defined on two different equations where one equation (for GC) is only part of the other (for new causality), thus the new causality is a natural extension of GC and has a sound conceptual/theoretical basis, and GC is not the desired causal influence at all. By several examples, we confirm that new causality measures have distinct advantages over GC or Granger-like measures. Finally, we conduct event-related potential causality analysis for a subject with intracranial depth electrodes undergoing evaluation for epilepsy surgery, and show that, in the frequency domain, all measures reveal significant directional event-related causality, but the result from new spectral causality is consistent with event-related time-frequency power spectrum activity. The spectral GC as well as other Granger-like measures are shown Manuscript received November 30, 2010; revised February 24, 2011; accepted February 26, 2011 
I. INTRODUCTION
G IVEN a set of time series, how to define causality influence among them has been a topic for over 2000 years and is yet to be completely resolved [1] - [3] . In the literature, one of the most popular definitions for causality is Granger causality (GC). Due to its simplicity and easy implementation, GC has been widely used. The basic idea of GC was originally conceived by Wiener [4] and later formalized by Granger in the form of linear regression model [5] . It can be simply stated as follows. If the variance (σ 2 1 ) of the prediction error for the first time series at the present time is greater than the variance (σ 2 η 1 ) of the prediction error by including past measurements from the second time series in the linear regression model, then the second time series can be said to have a causal (driving) influence on the first time series. Reversing the roles of the two time series, one repeats the process to address the question of driving in the opposite direction. GC value of ln(σ 2 1 
/σ 2 η 1
) is defined to describe the strength of the causality that the second time series has on the first one [5] - [10] . From GC value, it is clear that: 1) ln(σ 2 ), the higher causal influence. In recent years, there has been significant interest to discuss causal interactions between brain areas which are highly complex neural networks. For instance, with GC analysis Freiwald et al. [7] revealed the existence of both unidirectional and bidirectional influences between neural groups in the macaque inferotemporal cortex. Hesse et al. [9] analyzed the electroencephalogram (EEG) data from the Stroop task and disclosed that conflict situations generate dense webs of interactions directed from posterior to anterior cortical sites and the web of directed interactions occurs mainly 400 ms after the stimulus onset and lasts up to the end of the task. Roebroeck et al. [11] explored directed causal influences between neuronal populations in functional magnetic resonance imaging (fMRI) data. Oya et al. [10] demonstrated causal interactions between auditory cortical fields in humans through intracranial evoked potentials to sound. Gow et al. [12] applied Granger analysis to MRIconstrained magnetoencephalogram and EEG data to explore the influence of lexical representation on the perception of ambiguous speech sounds. Gow et al. [13] showed a consistent pattern of direct posterior superior temporal gyrus influence over sites distributed over the entire ventral pathway for words, non-words, and phonetically ambiguous items.
Since frequency decompositions are often of particular interest for neurophysiological data, the original GC in time domain has been extended to spectral domain. Along this line, several spectral Granger or Granger-like causality measures have been developed such as spectral GC [6] , [8] , conditional spectral GC [6] , [8] , partial directed coherence (PDC) [14] , relative power contribution (RPC) [15] , directed transfer function (DTF) [16] , and short-time direct directed transfer function (SdDTF) [17] . For two time series, spectral GC, PDC, RPC, and DTF are all equivalent in the sense that, when one of them is zero, the others are also zero. The applications of these measures to neural data have yielded many promising results. For example, Bernasconi and Konig [18] applied Geweke's spectral measures to describe causal interactions among different areas in the cat visual cortex. Liang et al. [19] used a time-varying spectral technique to differentiate feedforward, feedback, and lateral dynamical influences in monkey ventral visual cortex during pattern discrimination. Brovelli et al. [20] applied spectral GC to identify causal influences from primary somatosensory cortex to motor cortex in the beta band (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) Hz) frequency during lever pressing by awake monkeys. Ding et al. [6] discussed conditional spectral GC to reveal that causal influence from area S1 to interior posterior parietal area 7a was mediated by the inferior posterior parietal area 7b during monkey visual pattern discrimination task. Sato et al. [21] applied PDC to fMRI to discriminate physiological and nonphysiological components based on their frequency characteristics. Yamashita et al. [15] applied RPC to evaluate frequency-wise directed connectivity of BOLD signals. Kaminski and Liang [22] applied shorttime DTF to show predominant direction of influence from hippocampus to supramammilary nucleus at the theta band (3.7−5.6 Hz) frequency. Korzeniewska et al. [17] used SdDTF to reveal frequency-dependent interactions, particularly in high gamma (> 60 Hz) frequencies, between brain regions known to participate in the recorded language task.
In time domain, the well-known GC value defined by ln(σ 2 1 
) is only related to noise terms of the linear regression models and has nothing to do with coefficients of the linear regression model of two time series. As a result, this definition may miss some important information and may not be able to correctly reflect the real strength of causality when there is directional causality from one time series to the other. That is, the larger GC value does not necessarily mean higher causality, or vice versa, although in general this definition is very useful to determine whether there is directional causality between two time series, that is, ln(σ 2 Therefore, the GC value may not correctly reflect real causal influence between two channels. In other words, GC values for different pairs of channels even from the same subject may not be comparable. As such, the common practice of using thickness of arrows in a diagram to represent the strength of causality for different pairs of channels even in the same subject may not be true. In the literature, the other GC value defined in [7] is only related to one column of the coefficient matrix of the linear regression model and has nothing to do with the terms in other columns and noise terms. This also makes this definition suffer from similar pitfalls. Therefore, a researcher must use caution when drawing any conclusion based on these two GC values. In the frequency domain, the spectral GC is defined by Granger [5] based on the inverse matrix of the transfer matrix and the noise terms of the linear regression model and called it causality coherence. This definition in nature is a generalization of coherence where researchers have already realized that coherence cannot be used to reveal real causality for two time series. For this reason, since then various definitions of GC in frequency domain have been developed. Among the most popular definitions are the spectral GC [6] and [8] , PDC [14] , RPC [15] , and DTF [16] . The spectral GC can be applied to two time series or two groups of time series, PDC, RPC, and DTF can be applied to multidimensional time series. DTF and RPC are not able to distinguish between direct and indirect pathways linking different structures and as a result they do not provide the multivariate relationships from a partial perspective [21] . PDC lacks a theoretical foundation [23] . In general, the above spectral Granger or Granger-like causality definitions are based on the transfer function matrix (or its inverse matrix) of the linear regression model and thus may not be able to reflect the real strength of causality as pointed out later in detail in this paper. Note that the transfer function matrix or its inverse matrix is different from the coefficient matrix of the linear regression model (frequency model), on which we rely in this paper to propose new spectral causality.
In this paper, on one hand, in time domain we define a new causality from any time series Y to any time series X in the linear regression model of multivariate time series, which describes the proportion that Y occupies among all contributions to X. Especially, we use one simple example to show that both the new causality and GC adopt the concept of proportion, but they are defined on two different equations where one equation (for GC) is only part of the other equation (for new causality), and therefore the new causality is a natural extension of GC and GC is not the desired causal influence at all. As such, even when the GC value is zero, there still exists a real causality which can be revealed by a new causality. Therefore, the popular traditional GC cannot reveal the real strength of causality at all and researchers must apply caution in drawing any conclusion based on the GC value. On the other hand, in frequency domain we point out that any causality definition based on the transfer function matrix (or its inverse matrix) of the linear regression model in general may not be able to reveal the real strength of causality between two time series. Since almost all existing spectral causality definitions are based on the transfer function matrix (or its inverse matrix) of the linear regression model, we take the widely used spectral GC, PDC, and RPC as examples and point out their inherent shortcomings and/or limitations. To overcome these difficulties, we define a new spectral causality that describes the proportion that one variable occupies among all contributions to another variable in the multivariate linear regression model (frequency domain). By several simulated examples, one can clearly see that our new definitions (in time and frequency domain) are advantageous over existing definitions. In particular, for a real event-related potential (ERP) EEG data from a seizure patient, the application of new spectral causality shows promising and reasonable results. But the applications of spectral GC, PDC, and RPC all generate misleading results. Therefore, our new causality definitions may open a new window to study causality relationships and may have wide applications in economics and neuroscience. This paper is organized as follows. Causality analyses in time domain and frequency domain are discussed in Section II and Section III, respectively. Several examples are provided in Section IV. Concluding remarks are given in Section V.
II. GRANGER CAUSALITY IN TIME DOMAIN
In this section, we first introduce the well-known GC and conditional GC, and then we define a new causality.
We begin with a bivariate time series. Given two time series X 1 (t) and X 2 (t). which are assumed to be jointly stationary, their autoregressive representations are described as
and their joint representations are described as
where t = 0, 1, . . . , N, the noise terms are uncorrelated over time, i and η i have zero means and variances of σ 2 i , and σ 2 η i , i = 1, 2. The covariance between η 1 and η 2 is defined by
Now consider the first equalities in (1) and (2) . According to the original formulations in [4] and [5] , if σ 2 η 1 is less than σ 2 1 in some suitable statistical sense, X 2 is said to have a causal influence on X 1 . In this case, the first equality in (2) is more accurate than that in (1) to estimate X 1 . Otherwise, if σ 2
, X 2 is said to have no causal influence on X 1 . In this case, two equalities are same. Such kind of causal influence, called GC [6] , [8] , is defined by
Obviously, F X 2 →X 1 = 0 when there is no causal influence from X 2 to X 1 and F X 2 →X 1 > 0 when there is. Similarly, the causal influence from X 1 to X 2 is defined by To show whether the interaction between two time series is direct or is mediated by another recorded time series, conditional GC [6] , [24] was defined by
where σ 2 3 and σ 2 η 3 are the variances of two noise terms 3 and η 3 of the following two joint autoregressive representations:
and
According to this definition, F X 2 →X 1 |X 3 = 0 means that no further improvement in the prediction of X 1 can be expected by including past measurements of X 2 . On the other hand, when there is still a direct component from X 2 to X 1 , the past measurements of X 1 , X 2 , and X 3 together result in better prediction of X 1 , leading to σ 2 η 3 < σ 2 3 , and F X 2 →X 1 |X 3 > 0. For GC, we point out some properties as follows. Property 1: (i) Consider the following model:
where η 1 , η 2 are two independent white noise processes with zero mean and variances σ 2 Fig. 1(a) and (b), one can see that the GC value from X 2 to X 1 decreases as the variance σ 2 η 1 increases (or increases as the amplitude |a 12,1 | increases). That means that increasing the amplitude |a 12,1 | or decreasing variance of the residual term η 1 will increase the GC value from X 2 to X 1 . Thus, we conclude that GC is actually a relative concept, a larger GC value from X 2 to X 1 means that the causal influence from the first term a 12,1 X 2,t −1 occupies a larger portion compared to the influence from the residual term η 1,t , or vice versa. (ii) Consider the following model:
where 0 < a 11,1 , a 21,1 < 1 and for simplicity η 1 , η 2 are assumed to be two independent white-noise processes with zero mean and variances σ 2
. Fig. 2 shows GC from X 2 to X 1 for (9) under different parameters a 11,1 and a 21,1 . When we calculate GC, it should be pointed out that for each specific (9) we generate a dataset of 200 realizations of 10 000 time points. For each realization, we estimate AR models [autoregressive representations (1) and joint representations (2) ] with the order of 8 by using the least-squares method and calculate GC where the order 8 fits well for all examples throughout this paper [see Fig. 2 (a) and (b) from which one can see GC keeps steady when the order of the estimated models is greater than 8]. Then we obtain the average value across all realizations and get GC from X 2 to X 1 . From  Fig. 2 , one can clearly see that GC from X 2 to X 1 has nothing to do with parameters a 11,1 and a 21,1 [of course, choices of parameters a 11,1 and a 21,1 are such that (9) does not diverge]. This property is consistent with the spectral GC result introduced later.
(iii) For (2), if η 2,t ≡ 0 or η 1,t = η 2,t , GC from X 2 to X 1 equals zero. This can be proved from (17.29), [6] and the spectral GC (32) introduced later.
Except for the two specific cases in (iii) of Property 1, in general GC and conditional GC are useful to show whether theoretically there is directional interaction between two neurons or among three neurons. When there exists causal influence, a question arises: does the GC value or the conditional GC value reveal the real strength of causality? to answer this question, let us consider the following simple model:
where η 1 and η 2 are two independent white-noise processes with zero mean and a 12,1 a 21,1 = 0. From (10), one can get
So, the GC value
or equivalently
which is only related to the last two noise terms and has nothing to do with the first term. It is noted that all three terms make contributions to current X = 10, we cannot say that the influence caused from X 2 to X 1 in the set of time series {X 1 , X 2 } is smaller than that caused fromX 2 toX 1 in the set of time series {X 1 ,X 2 }. As such, a smaller value of F X 2 →X 1 does not mean X 2 has less causal influence on X 1 . Thus, for actual physical data when one obtains a small value of F X 2 →X 1 (e.g., F X 2 →X 1 = 0.1), it does not mean that there is no causality from X 2 to X 1 and the causal influence from X 2 to X 1 can be ignored. On the contrary, when one obtains a large value of F X 2 →X 1 (e.g., F X 2 →X 1 = 1 which can be ignored compared to F X 2 →X 1 = +∞ ), it does not mean that there is strong causality from X 2 to X 1 . Let us take a look at the following two models:
where η 1 , η 2 , and η 3 are three independent white-noise processes with zero mean and variances σ 2
= 1, and σ 2 η 3 = 0.01. For (14) we can obtain GC F X 2 →X 1 = 4.86. For (15) we can obtain GC F X 2 →X 1 = 4.18. In (14) , the noise term η 1 has smaller variance σ 2 based on GC definition. Now a question arises: Does the "reasonable" GC value correctly reflect the real strength of causality? Unfortunately, the answer is no. Note that: 1) X 2 is same in (14) and (15); 2) X 1 is driven by X 2 in (15); 3) X 1 is driven by X 1 and X 2 in (14); and 4) influence from η 1 or η 3 is very small and can even be ignored because of their small variances, and thus intuitively we can draw a conclusion that the real causality from X 2 to X 1 in (14) should be weaker than that from X 2 to X 1 in (15). However, F X 2 →X 1 = 4.86 for (14) is larger than F X 2 →X 1 = 4.18 for (15) . As such, the traditional GC may not be reliable at least in the above two cases, that means that the resulting GC value may not be truely reflect the real strength of causality. Hence, in general, it is questionable whether the GC value reveals causal influence between two neurons.
(ii) The same problem as (i) exists for conditional GC.
(iii) Consider Fig. 3 where 2 or 10 are direct GC values. The total causal influence from Y to X is the summation of the direct causal influence from Y to X (i.e., 2) and the indirect causal influence mediated by Z . Obviously, the indirect causal influence mediated by Z does not equal to 2 × 10 = 20 since this influence must less than the direct causal influence 2 from Y to Z . This implies that the indirect causality along the route
Because of the above-mentioned shortcomings and/or limitations of GC, we next give a new causality definition of multivariate time series. Let us consider the following general model:
a nn, j X n,t − j +η n,t (16) where X i (i = 1, . . . , n) are n time series, t = 0, 1, . . . , N, η i has zero mean and variance of σ 2 j =1 a ki, j X i,t − j occupies a larger portion among all those contributions, then X i has stronger causality on X k , or vice versa. Thus, a good definition for causality from X i to X k in time domain should be able to describe what proportion X i occupies among all these contributions. This is a general guideline for proposing any causality method (i.e., all contributions must be considered). For (11), let us definē
which is the summation of two noise terms and each noise term makes contributions toη. To describe what proportion η 2 occupies inη, we define
which is the same as the GC defined in (13) . Therefore, here, in nature, GC is actually defined based on the noise (17) and follows the above guideline. Motivated by this idea as well as (i) of Property 1, we can naturally extend the noise (17) to the kth equation of (16) and define a new direct causality from X i to X k as follows:
When N is large enough
Then, (19) can be approximated as
Throughout this paper, we always assume that N is large enough so that n = 0, then a 12, j ≡ 0 and there is no causality from X 2 to X 1 . As such, the new causality n (20) extends a bivariate time series to a multivariate time series. The extension to multichannel data is very important because pairwise treatments of signals can lead to errors in the estimation of mutual influences between channels [25] and [26] .
New causality based on (11) can be written as n
which describes what proportion X 2 occupies among two contributions in X 1 [see (11) ]. Note that for (11) GC F X 2 →X 1 is proposed based on (17) and describes what proportion η 2 occupies among two contributions inη [see (18) ]. Thus GC actually reveals causal influence from η 2 toη, but it does not reveal causal influence from X 2 to X 1 at all by noting thatη is only partial information of X 1 , i.e., the noise terms a 12,1 η 2,t −1 +η 1,t . Any causality definition by using only partial information of X 1 may inevitably be questionable. As such, new causality is totally different from GC. In general, we can make some key comments in the following remark.
Remark 2: (i) It is easy to see that 0 ≤ n
Moreover, it is meaningful and understandable that a larger new causality value reveals a larger causal influence for different sets of bivariate time series. Thus, in this way, the thickness of arrows in Fig. 13(a) representing the strength of the connections makes much sense. As pointed out in (i) of Remark 1, a larger GC value does not necessarily reveals a larger causal influence for different sets of bivariate time series. Hence, if one uses thickness to represent strength of connections based on GC values for different sets of bivariate time series, it may not make sense. However, unfortunately almost all researchers did in this way after calculating GC values for different sets (pairs) of bivariate time series.
(ii) For (14) and (15), we can get n = 0.994 means that influence from the noise term η 3 to X 1 is very small and X 1 is almost completely driven by X 2 . Hence, the real causality from X 2 to X 1 for (15) is very close to that for the following model:
whose real causality from X 2 to X 1 obviously equals 1. The causality value n X 2 D →X 1 = 0.994 correctly reveals the real causality from X 2 to X 1 for (15) , which is close to 1. For (14) , we can easily show that influence from the noise term η 1 to X 1 is very small compared to the causal influence from X 2 to X 1 and X 1 is almost completely driven by X 1 and X 2 . Hence, the real causality from X 2 to X 1 for (14) is very close to that for the following model:
where X 1 's past value also makes a contribution to X 1 's current value. Comparing (22) to (23), one can clearly see that the real causality from X 2 to X 1 for (23) is surely weaker than that for (22) . By noting small variances of the noise terms, this is why we mention the intuitive conclusion for (14) and (15) (14) , one can see that X 1 's past value makes a rather major contribution to X 1 's current value. But this contribution is not considered in the GC as pointed in (ii) of Property 1 where the GC value from X 2 to X 1 has nothing to do with the parameters a 11,1 and a 21, 1 . Therefore, the causality definition in (20) is much more reasonable, stable, and reliable than GC.
(iii) Consider the following two models:
where η 1 and η 2 are two independent white-noise processes with zero mean and variances σ 2
, η 2,t =η 2,t and the initial conditions X 1,0 =X 1,0 and X 2,0 =X 2,0 . We can obtain F X 2 →X 1 = 0.092 for both (24) and (25) , n for (25) . Fig. 5 shows trajectories −0.99X 2 , −0.99X 2 , and η 1 for one realization of (24) and (25) . From Fig. 5(a) and (c), one can clearly see that amplitudes of −0.99X 2 are much larger than that of η 1 and the contribution from −0.99X 2,t −1 occupies much larger portion compared to that from η 1,t , as a result, the causal influence from X 2 to X 1 occupies a major portion compared to the influence from η 1 and the real strength of causality from X 2 to X 1 should have higher value. This fact is real. Our causality value n and (c), one can clearly see that amplitude of −0.99X 2 is much smaller than that of η 1 and the contribution from −0.99X 2,t −1 occupies much smaller portion compared to that from η 1,t , as a result, the causal influence fromX 2 toX 1 occupies a rather small portion compared to the influence from η 1 and the real strength of causality fromX 2 toX 1 should have a smaller value. This fact is also real. Our causality n X 2 D →X 1 = 0.090 for (25) is consistent with this fact. However, GC always equals 0.092 for both of (24) and (25) and does not reflect such kind of changes at all, and violates the above two real facts.
(iv) For the two specific cases in (iii) of Property 1 and for any nonzero a 12, j , we have F X 2 →X 1 = 0 for (2). However, one can easily check n (24) and (25) where X i,0 =X i,0 and η i,t =η i,t , i = 1, 2: (a) −0.99X 2,t 's trajectory for (24) . (b) −0.99X 2,t 's trajectory for (25) . (c) η 1,t 's orη 1,t 's trajectory.
(v) Once (16) is evaluated based on the n time series X 1 , . . . , X n , from (20) the direct bidirectional causalities between any two channels can be obtained. This process can save much computation time compared with the remodeling and recomputation by using conditional GC to compute the direct causality.
(vi) Based on this definition, one may define the indirect causality from X i to X k via X l as follows:
This cascade property does not hold for the previous GC definition as discussed in (iii) of Remark 1.
(vii) Given any route R :
Let S ik be the set of all such kind of routes, we may define the total causality from X i to X k as
Let n X i →X k be the causality calculated based on the estimated AR model of the pair (X i , X k ). The exact relationship between n X i →X k and n 
. . . However, using (26) we can get the indirect causality via the route R . For a given model, in general we do not know exactly what the real causality is. But as shown in (i)-(iv) of Remark 2, we point out that new causality value more correctly reveals the real strength of the causality than GC, and traditional GC may give misleading interpretation result.
III. GC IN FREQUENCY DOMAIN
In the preceding section, we discussed causality in the time domain. In this section, we move to the counterpart: frequency domain. We first introduce a new spectral causality. Then we list three widely used Granger-like causality measures and point out their shortcomings and/or limitations.
Consider the general (16) . Taking Fourier transformation on both side of (16) 
. . .
where
From (28), one can see that contributions to Fig. 7 describes the contributions to X k ( f ), which include a k1 ( f )X 1 ( f ), . . . , a kn ( f )X n ( f ) and the noise term η k ( f ) where the influences from a kk ( f )X k ( f ) are causality from X k 's own past contribution. So, it motivates us to define a new direct causality from X i to X k in the frequency domain as follows: η k and all coefficients  a kj,1 , . . . , a kj,m are zeros j = 1, . . . , n, j = i , i. e., the kth equality in (28) can be written as
from which one can see that X k is completely driven by X i 's past values.
(ii) Once (16) is evaluated based on the n time series, from (30) the direct bidirectional causalities between any two channels can be obtained. Based on this definition, the indirect causality from X i to X k via X l may be defined as
(iii) Given any route R :
Let S ik be the set of all such routes, we may define the total causality from
Let N X i →X k ( f ) be the causality value calculated based on the estimated AR model of the pair (31) is unknown to us so far. In the literature, there are several other measures to define causality of neural connectivity in the frequency domain. In the following, we will introduce these measures and point out their shortcomings and/or limitations.
1) Spectral GC ( [6] , [8] , [24] , [25] , [27] ): Given the bivariate (2), the Granger casual influence from X 2 to X 1 is defined by
where the transfer function is H ( f ) = A −1 ( f ) whose components are
This definition has shortcomings and/or limitations as shown in the following remark.
Remark 4: (i) The same problems exist as in (i) and (iii) of Remark 1.
(ii) For the two specific cases in (iii) of Property 1 and for any coefficients a 11, j , a 12, j , a 21, j , a 22 , j , we can check I X 2 →X 1 ( f ) ≡ 0 based on (32). However, one can easily check N
that is, there is real causality. Thus, spectral GC I X 2 →X 1 ( f ) = 0 does not necessarily imply no real causality for the given frequency f , but new spectral causality N X 2 D →X 1 ( f ) = 0 must imply no real causality (of course, no spectral GC). As such, new spectral causality definition reveals real causality more correctly than spectral GC.
(iii) From in (17.22), (17.23), (32) , and (33) above, we can derive
Its detailed derivation is omitted here for space reason. One can see that I X 2 →X 1 ( f ) has nothing to do withā 11 ( f ) andā 21 ( f ), or, the real casuality from X 2 to X 1 in (2) has nothing to do with a 11, j and a 21, j . This is not true [similar to the analysis in (ii) and (iii) of Remark 2]. Thus, in general, spectral GC in (32) does not disclose the real casual influence at all. (iv) GC was extended to conditional GC in frequency domain [6] and [8] . So, there exists the same problem as in (ii) above for conditional spectral GC.
2) PDC [14] and [28] : Let
where a i j ( f ) is as in (29) , and δ i j = 1 if i = j and 0 otherwise. Then in (16) , PDC is defined to show frequency domain causality from X j to X i at frequency f as
The PDC π i← j ( f ) represents the relative coupling strength of the interaction of a given source, signal X j , with regard to signal X i , as compared with all of X j 's causing influences on other signals. Thus, PDC ranks the relative strength of causal interaction with respect to a given signal source and satisfies the following properties:
π i←i ( f ) represents how much of X i 's own past contributes to the evolution on itself that is not explained by other signals (see [29] ). Fig. 8 describes contributions of signal X j to all signals X 1 , . . . , X n and can help the reader to better understand the definition of PDC. Comparing Fig. 8 with Fig. 7 , one can see that these two figures have different structures. It is notable that π i← j ( f ) = 0 (i = j ) can be interpreted as absence of functional connectivity from signal X j to signal X i at frequency f . Hence, PDC can be used to multivariate time series to disclose whether or there exists casual influence from signal X j to signal X i . However, some researchers [30] already noted that PDC is hampered by a number of problems. In the following remark, we point out its shortcomings and/or limitations in a particular way.
Remark 5: (i) Note that π i←i ( f ) represents how much of X i 's own past contributes to the evolution on itself (see [29] ). Then, π i←i ( f ) = 0 means no X i 's own past contributes to the evolution on itself. However,
, which means that there is X i 's own past contributes to the evolution on itself. A contradiction! On the other hand,
01. Thus, based on the i th equality of (28) we know that X i 's own past contributes to the evolution on itself (i.e., a ii ( f )X i ( f ) = 0.01) is much smaller than X j 's past contribution to X i 's evolution (i.e., a i j ( f )X j ( f ) = 1) and can even be ignored. Thus, the number 1(= π i←i ( f )) is not meaningful and PDC π i←i ( f ) is not reasonable.
(ii) High PDC π i← j ( f ), j = i , near 1, indicates strong connectivity between two neural structures (see [21] ). This is not true in general. For example, assume
. Given a frequency f , now we further assume
Thus, based on the first equality of (28) we know that X j 's past contributes to X 1 's evolution (i.e., a 1 j ( f )X j ( f ) = 0.01) is much smaller than X 2 's past contribution to X 1 's evolution (i.e., a 12 ( f )X 2 ( f ) = 1) and can even be ignored. This demonstrates that there exists a very weak connectivity between X j and X 1 . However, π 1← j ( f ) = 1 indicates strong connectivity between X j and X 1 . A contradiction! (iii) Small PDC π i←k ( f ) does not means causal influence from X k to X i is small. For example, assume a ik ( f ) = 0, i = 2, . . . , n andā 1k ( f ) = 0.1. Then, in terms of (36) one can see that π 1←k ( f ) ≈ 0.1, which is a small number. However, note the first equality of (28) 
Then, X k has major causal influence on X 1 compared with other signals on X 1 . (iv) π i← j ( f ) > π i←k ( f ) cannot guarantee that causality from X j to X i is larger than that from X k to X i where j = i, k = i . Actually (ii) and (iii) above support this statement.
(v) Consider (2) and further assume a 21, j = 0, j = 1, . . . , m. One can clearly see that π 1←2 ( f ) has nothing to do withā 11 ( f ), or, the real casual influence from X 2 to X 1 in (2) has nothing to do with a 11, j , j = 1, . . . , m. This is not true [similar to the analysis in (ii) and (iii) of Remark 2] .
(vi) The same problems as in (i) above ∼(v) exist for a form of PDC called generalized PDC (GPDC) [31] , [32] .
3) RPC [15] : From (28) it follows that the transfer function (35) . When all noise terms are mutually uncorrelated, a simple RPC is defined as
where the power spectrum
Equation (38) indicates that the power spectrum of X i,t at frequency f can be decomposed into n terms
, each of which can be interpreted as the power contribution of the j th innovation η j,t transferring to X i,t via the transfer function H i j ( f ). Thus,
can be regarded as the power contribution of the innovation η j,t on the power spectrum of X i,t . RPC R i← j ( f ) defined in (37) can be regarded as a ratio of the power contribution of the innovation η j,t on the power spectrum of X i,t to the power spectrum S X i X i ( f ). Hence, RPC gives a quantitative measurement of the strength of every connection for each frequency component and always ranges from 0 to 1. The ratio is used to define X j 's past contributes to X i 's evolution. Fig. 9 describes contributions to signal X i 's evolution from all signals X k 's past values (k = 1, . . . , n) and can help the reader to better understand the definition of RPC. Comparing Fig. 9 with Fig. 8 , one can see that these two figures have different structures. Although RPC can be applied to multivariate time series, it has its shortcomings and/or limitations as pointed out in the following remark.
Remark 6: (i) RPC R i← j ( f ) defined in (37) can only be regarded as a ratio of the power contribution of the innovation η j,t on the power spectrum of X i,t to the power spectrum S X i X i ( f ). In the literature, all researchers who use RPC to study neural connectivity view the ratio as X j 's past contribution to X i 's evolution. Unfortunately, the ratio cannot be used to define X j 's past contribution to X i 's evolution. It does not disclose real causal influence from X j to X i at all. For multivariate time series, R i← j ( f ) = 0 does not mean no causal influence from X j to X i , R i← j ( f ) = 1 does not mean strong causality from X j to X i . For example, given a frequency f , let the transfer function
However, from the first equality of (28) and a 1 j ( f ) = 0, one can see that there exists causality from X j to X 1 . Let the transfer function
However, from the first equality of (28) and a 1 j ( f ) = 0, one can see that there exists no direct causality from X j to X 1 at all. Hence, RPC value R i← j ( f ) is not meaningful as far as causality from X j to X i is concerned.
(ii) In general, RPC R i← j ( f ) in (37) is unreasonable. The same analysis as (v) of Remark 5 leads to this statement.
(iii) When noise terms are mutually correlated, extended RPC (ERPC) was proposed in [15] , and [33] . The same problems as above (i) and (ii) exist for ERPC.
4) DTF or Normalized DTF [16]: DTF is directly based on the transfer function H ( f ). It is defined as (37) where
. . , n. So, the same problems as (i) and (ii) of Remark 6 exist for normalized DTF.
In conclusion, for four widely used Granger or Grangerlike causlity measures (spectral GC, PDC, RPC, and DTF), we clearly point out their inherent shortcomings and/or limitations. One of reasons for causing those shortcomings and/or limitations is the use of the transfer function H ( f ) or its inverse matrix. In fact, Fig. 7 gives a rather intuitive description for the contributions to X k ( f ), which are summations of all causal influence terms (30) describes how much causal influence of all influences on X k ( f ) comes from X i ( f ). Thus, new spectral causality defined in (30) is mathematically rather reasonable and understandable. Any other causality measure not directly depending on all these causal influence terms and the instantaneous causal influence noise term may not truly reveal causal influence among different channels. Note that the new definition is totally different from all existing Granger or Granger-like causality measures which are directly based on the transfer function (or its inverse matrix) of the AR model. The difference mainly lies in two aspects: 1) the element (28) and as a result any causality measure based on H ( f ) may not reveal real causality relations among different channels, and 2) as pointed out in (iii) of Remark 4, (v) of Remark 5, and (ii) of Remark 6, Granger or Grangerlike causality measures use only partial information and some information is missing [e.g., I X 2 →X 1 ( f ) in (34) has nothing to do withā 11 ( f ) or −a 11 ( f )] unlike new spectral causality defined as (30) in which all powers S X i X i (i = 1, . . . , n) (including all available information) are adopted. As such, spectral GC, PDC, RPC, DTF, and many other extended or variant forms like GPDC [31] , extended RPC (ERPC) [33] , normalized DTF [16] , direct directed transfer function (dDTF) [34] , SDTF [35] , short-time direct directed transfer function (SdDTF) [17] , to name a few, suffer from the loss of some important information and inevitably cannot completely reveal true causality influence among channels.
IV. EXAMPLES
In this section, we first compare our causality measures with the existing causality measures in the first four examples and in particular we show the shortcomings and/or limitations of the existing causality measures. In Examples 1-4, we always assume all noise terms are mutually independent and normal distribution with variance of 1 except for Example 4 which has a variance of 0.3. In the last example, we then conduct event-related causality analysis for a patient who suffered from seizure in left temporal lobe and was asked to recognize pictures viewed. In this example, we calculate new spectral causality, spectral GC, PDC, and RPC for two intracranial EEG channels where one channel is from left temporal lobe and the other channel is from right temporal lobe. The simulation results show that all measures clearly reveal causal information flow from right side to left side, but new spectral causality result reflects event-related activity very well and spectral GC, PDC, and RPC results are not interpretable and misleading.
Example 1: Comparison between spectral GC and new spectral causality. Consider the following model:
We consider two cases: a 11,1 = 0.1 and a 11,1 = 0.8. Obviously, X 2 should have different causal influence on X 1 in these two cases. Fig. 10(b) shows the new spectral causality results in these two cases from which one can see that X 2 has totally different causal influence on X 1 in these two cases. However, based on (34), X 2 has the same GC on X 1 in these two cases [see Fig. 10(a) ] because (34) has nothing to do with the coefficient a 11,1 . Hence, we confirm that in general spectral GC may not reflect real causal influence between two neurons and may lead to wrong interpretation. Fig. 11 .
New spectral causality results:
for (40).
Example 2:
Comparison between new spectral causality and PDC. Consider the following model with three time series:
For (40), it is easy to check that π 1←2 ( f ) = π 1←3 ( f ) for any frequency f > 0 based on PDC definition of (36). This is not true. The reason is that
Thus, in the frequency domain, X 2 and X 3 should have different causal influence on X 1 . The new spectral causality plotted in Fig. 11 shows that the causality from X 2 to X 1 is indeed totally different from that from X 3 to X 1 for most frequency f > 0. So, we confirm that in general PDC value may not reflect real causality between two neurons and may be misleading.
Example 3: Comparison between new spectral causality and RPC. First consider the following model with three time series: ⎧ ⎨ ⎩ X 1,t = 0.5X 1,t −1 −0.2X 1,t −2 +0.5X 2,t −1 +η 1,t X 2,t = 0.8X 1,t −1 −0.5X 1,t −2 +0.2X 2,t −1 +0.4X 3,t −1 +η 2,t X 3,t = 0.6X 1,t −1 −0.5X 3,t −1 +0.5X 3,t −2 +η 3,t .
(41) From (41), one can get the transfer function
We compute
The curve of RPC R 1←3 ( f ) based on (42) is shown in Fig. 12 from which one can see that there always exists direct causal influence from X 3 to X 1 for f > 0. Especially, when f = 100 Hz, R 1←3 (100) = 1, which indicates that there is very strong direct causal influence from X 3 to X 1 . However, from the first equality of (41), one can see that there is no real direct causal influence from X 3 to X 1 at all.
We then consider the following model with three time series: From (43), one can get the transfer function
, which indicates no direct causal influence from X 3 to X 1 . However, from (43) one can see that X 3 indeed has causal influence on X 1 . Moreover, every two time series have bidirectional connectivities, which are shown in Fig. 13(a) . Causality in frequency domain from X 3 to X 1 is plotted in Fig. 13(b) , from which one can see that there always exists causal influence from X 3 to X 1 for a given frequency f > 0.
Hence, by above two models, we confirm that in general RPC value may not reflect real causal influence between two neurons and, as a result, may yield misleading results.
Example 4: Comparison among new spectral causality, conditional spectral GC, PDC, and RPC together. Consider the following model with three time series:
where the noise terms are normal distribution with variance of 0.3 and all noise terms are mutually independent. For each realization (200 realizations of 10 000 time points) of (44) Power spectra of X 1 , X 2 , and X 3 are plotted in Fig. 14(a) , from which one can see that X 1 , X 2 , and X 3 have almost same power spectra across all frequencies and have an obvious peak at f = 29.5 Hz. New spectral causality, conditional 
( f ) based on (44) and spectral GC, PDC, and RPC are shown in Fig. 15 . The first, third, and fourth columns in Fig. 15 shows direct new spectral causality, PDC, and RPC, respectively, from X 1 to X 1 , from X 2 to X 1 , and from X 3 to X 1 . It is notable that new spectral causalities from X 1 to X 1 , from X 2 to X 1 , and from X 3 to X 1 are similar and have peaks at the same frequency of 29.5 Hz, which is consistent with the peak frequency of power spectra in Fig. 14(a) . So, these new spectral causality results are rather interpretable and reasonable by noting the almost same power spectra in Fig. 14(a) for X 1 , X 2 , and X 3 . On the contrary, conditional GC in the second cloumn of Fig. 15 , PDC, and RPC (from X 2 to X 1 , and from X 3 to X 1 ) have peaks at different frequencies which are all different from 29.5 Hz. These results are not interpretable by noting the same peak frequency (29.5 Hz) of power spectra in Fig. 14(a) . More specifically, PDC and RPC (from X 1 to X 1 ) achieve minimum at peak frequencies of PDC and RPC (from X 2 to X 1 or from X 3 to X 1 ). Obviously, these results are incorrect and misleading. N( f ) and N T ( f ) are presented in Fig. 14(b) , where (44) and N T ( f ) = N X 3 →X 1 ( f ) based on the estimated AR model of the pair (X 1 , X 3 ). One can see that N T ( f ) (i.e., the total causality from X 3 to X 1 ) is very close to N( f ) (i.e., summation of causalities along all routes from X 3 to X 1 ) before 40 Hz. But after 40 Hz,
Hence, by this example, we confirm that in general spectral GC, PDC, and RPC may not reflect real causality.
Example 5: In this example, we conduct ERP analysis for one seizure patient who suffered from seizure in left temporal lobe and was asked to recognize pictures viewed. There are two sessions for testing. During the first session, stimuli was presented and evaluated for their emotional impact (valence, arousal) and autonomic effects. Stimuli were chosen that are known to activate the amygdala from functional imaging studies. A second session was a recall task in which the subject was asked to recognize pictures viewed in session 1. The subject was comfortably seated in front of a computer monitor projecting and imaging from the International Affective Picture System (IAPS) every 22 s according to the above 0 50 100 0 0.05 Comparison among new spectral causality, conditional spectral GC, PDC, and RPC together. The first, third, and fourth columns show direct new spectral causality, PDC, and RPC, respectively, from X 1 to X 1 , from X 2 to X 1 , and from X 3 to X 1 . The second column shows conditional GC. It is notable that: 1) new spectral causality from X 1 to X 1 , from X 2 to X 1 , and from X 3 to X 1 are similar and have peaks at the same frequence of 29.5 Hz, which is consistent with the peak frequency of power spectra [see Fig. 14(a) ], and 2) conditional GC, PDC, and RPC (from X 2 to X 1 , and from X 3 to X 1 ) have peaks at different frequencies which are all different from 29.5 Hz.
schema. Forty images were selected that span the range of emotional valence and arousal according to previously published standards. The image was held on the screen for 6 s, and then the subject was asked to rate the image on an emotional valence (0 = not emotionally intense to 3 = extremely emotionally intense). Reaction time to the rating was measured. After rating, the screen went blank for 15 s. Twenty-four hours later, a second session was held in which pictures were presented in random order. All 40 of the previously viewed pictures as well as another 80 pictures from the IAPS with similar overall valence and arousal ratings were presented. Each image was presented for 3 s and then the patient was asked if it had been previously seen or not and to what degree of certainty this can be stated (e.g., not seen before very certain to not seen before very unsure). Reaction time to the response was measured. A blank screen followed the response for 2 s. We recorded intracranial EEG and behavioral data (response times and choices) from 16 electrodes consisting of right and left temporal depth electrodes (RTD and LTD, the locations of these electrodes can be seen in [36, Fig. 2] ) composed of eight platinum/iridium alloy contacts spaced at 10 mm intervals on an XLTek EEG 128 system which digitizes each channel at 625 Hz with a 0.01-100 Hz analog band-pass digital filter. All channels (16) were referred to the scalp suture electrode. Individual stimulus response trials were visually inspected and those with artifacts were excluded from subsequent analysis. After visual inspection, the remaining analyzed data involves 7500 sample points and 78 epochs.
As in many researchers have done, we use the average referenced iEEG. ERP images in Fig. 16(a) clearly show cortical activity changes after stimulus onset in most channels. To study task-related causality relationship between different channels, we use the moving window technique where the window size is 150 samples (240 ms) and overlap is 75 samples (120 ms). After a complete analysis for the MVAR model order in each window by using the Akaike information criterion [37] - [39] we found the chosen order of 8 fits well and thus a common model order of 8 was applied for all windows in our data set.
We took R5 and L4 as an example and calculated their causality relationship based on new spectral causality, spectral GC, PDC, and RPC. The power spectra for R5 and L4 averaged over all trials are shown in Fig. 16(b) , from which one clearly sees that delayed lower frequency band (< 8 Hz) activities are enhanced after stimulus onset (about 250 ms time delay). This result is consistent with previous findings that theta (2-10 Hz) oscillations have been observed to be prominent during a variety of cognitive processes in both animal and human studies [40] - [44] and may play a fundamental role in memory encoding, consolidation, and maintenance [45] - [47] . Time-frequency causality [or eventrelated causality (see, [17] )] relationship between R5 and L4 based on new spectral causality, spectral GC, PDC, and RPC are shown in Fig. 16(c)-(f) respectively, from which one can find that: 1) the causal influence from R5 to L4 is significantly enhanced after stimulus onset (about 250 ms time delay) for all four measures (we use the statistical testing framework in [17] to test significance level for each measure). But only new spectral causality discloses the enhanced frequency band (<8 Hz), which is consistent with the delayed enhanced lower frequency band (< 8 Hz) activities of R5 and L4 as shown in Fig. 16(b) and thus the result should be real. The enhanced frequency bands revealed by the other measures (spectral GC, PDC, RPC) are always less than 2 Hz and the enhanced lower frequency band (2-8 Hz) activities shown in Fig. 16(b) cannot be reflected and thus these results lead to misinterpretation, and 2) the causal influence from L4 to R5 is much smaller than that from R5 to L4 for each measure. These results indicate that interaction between the pair of R5 and L4 is not symmetric and R5 has a strong directional interaction on L4. A possible reason for this phenomenon is that the patient had left temporal lobe epilepsy and therefore some of brain functions were lost, which kept information flow in left temporal lobe from normally transmitting to right temporal lobe.
Hence, by this real neurophysiological data analysis, we further verify that new spectral causality may truly reveal causal interaction between two areas and the other measures like spectral GC, PDC, and RPC cannot do and thus may lead to wrong interpretation results.
V. CONCLUSION
In human cognitive neuroscience, researchers are now not limited to only the study of the putative functions of particular brain regions, but are moving toward how different brain regions (such as visual cortex, parietal or frontal regions, amygdala, or hippocampus) may causally influence on each other. These causal influences with different strengths and directionalities may reflect the changing functional demands on the network to support cognitive and perceptual tasks. Direct evidence to show the existence of causality among brain regions can be achieved from the activity changes of brain regions by using brain stimulation approach. Brain stimulation affects not only the targeted local region but also the activity in remote interconnected regions. These remote effects depend on cognitive factors (e.g., task-condition) and reveal dynamic changes in interplay between brain areas. GC, one of the most popular causality measures, was initially widely used in economics and has recently received growing attention in neuroscience to reveal causal interactions for neurophysiological data. Especially in frequency domain, several variant forms of GC have been developed to study causal influences for neurophysiological data in different frequency decompositions during cognitive and perceptual tasks.
In this paper, on one hand, in time domain we defined a new causality from any time series Y to any time series X in the linear regression model of multivariate time series, which describes the proportion that Y occupies among all contributions to X (where each contribution must be considered when defining any good causality tool, otherwise the definition inevitably cannot reveal well the real strength of causality between two time series). In particular, we used one simple example to clearly show that both of new causality and GC adopt the concept of proportion, but they are defined on two different equations where one equation (for GC) is only part of the other equation (for new causality). Therefore, new causality is a natural extension of GC and has a sound conceptual/theoretical basis, and GC is not the desired causal influence at all. As such, traditional GC has many pitfalls, e.g., a larger GC value does not necessarily mean higher real causality, or vice versa; even when GC value is zero, there still exists real causality which can be revealed by new causality. Therefore, the popular traditional GC cannot reveal the real strength of causality at all, and researchers must apply caution in drawing any conclusion based on GC value. On the other hand, in frequency domain we pointed out that any causality definition based on the transfer function matrix (or its inverse matrix) of the linear regression model in general may not be able to reveal the real strength of causality between two time series. Since almost all existing spectral causality definitions are based on the transfer function matrix (or its inverse matrix) of the linear regression model, we took the widely used spectral GC, PDC, and RPC as examples and pointed out their inherent shortcomings and/or limitations. To overcome these difficulties, we defined a new spectral causality which describes the proportion that one variable occupies among all contributions to another variable in the multivariate linear regression model (frequency domain). By several simulated examples, we clearly showed that our new definitions (in time and frequency domains) are advantageous over existing definitions. Moreover, for a real ERP EEG data from a patient with epilepsy undergoing monitoring with intracranial electrodes, the application of new spectral causality yielded promising and reasonable results. But the applications of spectral GC, PDC, and RPC all generated misleading results. Therefore, our new causality definitions appear to shed new light on causality interaction analysis and may have wide applications in economics and neuroscience. Apparently, before our methods can be widely used in economics and neuroscience, application of our methods to more time series data should be further investigated: 1) to evaluate our methods' usefulness and advantages over other existing popular methods; 2) to do statistical significance level testing; and 3) to study bias issue in time domain [48] and frequency domain, i.e., whether the resulting causality is biased by using appropriate surrogate data.
