Bayesian Optimization has been widely used along with Gaussian Processes for solving expensive-to-evaluate black-box optimization problems. Overall, this approach has shown good results, and particularly for parameter tuning of machine learning algorithms. Nonetheless, Bayesian Optimization has to be also configured to achieve the best possible performance, being the selection of the kernel function a crucial choice. This paper investigates the convenience of adaptively changing the kernel function during the optimization process, instead of fixing it a priori. Six adaptive kernel selection strategies are introduced and tested in well-known synthetic and real-world optimization problems. In order to provide a more complete evaluation of the proposed kernel selection variants, two major kernel parameter setting approaches have been tested. According to our results, apart from having the advantage of removing the selection of the kernel out of the equation, adaptive kernel selection criteria show a better performance than fixed-kernel approaches.
I. INTRODUCTION
In many machine learning algorithms, parameters need to be fine-tuned in order to guarantee good performance. Each parameter, discrete or continuous, influences the overall behavior of the algorithm. Thus, some domain knowledge is needed to choose a good parameter set. However, when there is no human expertise, a trial and error strategy may not be the most efficient method to find a suitable set of parameters. Moreover, some machine learning processes can take a long time to complete, and manual optimization might be intractable.
Finding the best parameter set by executing the machine learning algorithm and observing the result can be seen as a nonlinear function optimization problem. It can be considered that each parameter set is a point or solution (x) in the search space, and the error of the learning process is the outcome of the objective function (f (x)). The best parameter set (x * ) is the one that minimizes the error, and can be mathematically The associate editor coordinating the review of this manuscript and approving it for publication was Huaqing Li. expressed as follows:
x * = argmin x∈A⊂R n d f (x) (1) where x is a vector of n d variables whose components can take values in R or Z. Note that parameters are bounded, and so is the search space (A). This optimization problem has some key properties. First, the objective function is a black-box function as its analytic form is unknown [1] . This property reduces the number of algorithms that can be used to solve this problem. Second, the objective function is frequently very expensive to evaluate. In consequence, it is desirable to achieve the optimum value with as few function evaluations as possible.
Bayesian Optimization (BO) [2] is a state-of-the-art global optimization technique suitable for this kind of optimization problems [3] , [4] . BO is a sequential optimization algorithm, where the sampling strategy is based on a probability distribution over all the possible objective functions. This probability distribution acts as a surrogate model, and it is updated every time a solution is evaluated using the objective function.
Gaussian Processes (GPs) are a popular choice as surrogate models in BO [5] - [12] . A GP is a collection of random variables of which any finite set will have a joint Gaussian distribution [13] . Note that, if we reduce this joint distribution to one dimension, it will represent a Gaussian distribution over the outcome of the objective function for a particular solution in the search space.
A GP is completely defined by a mean function and a covariance function. This covariance function establishes the relation between the objective function values of each pair of solutions by means of a kernel. These kernels usually depend on some parameters which also influence the covariance function. Hence, the election of the kernel and its parameters is crucial for BO performance when using the GPs as the surrogate model. Since manual election of these configurations is not an efficient option, it seems reasonable to automatically select them to avoid another parameter optimization problem.
Although kernel parameter tuning has attracted much attention, kernel selection has not been extensively studied in the BO research field. In most applications, they are selected in advance by an expert [14] - [16] or a search algorithm [17] , according to the optimization problem.
In this paper we present a general framework for adaptive kernel selection in BO. We evaluate different approaches that adaptively combine and select information from multiple kernels to guide the search. For this purpose, these methods will require managing several GPs in parallel through the whole search process, each one with a different kernel, which increases the computation cost. However, we assume this extra computation time will be negligible compared to the time needed to compute an expensive-to-evaluate objective function.
Previous approaches have investigated ways to eliminate the kernel selection from the initial BO configuration. For example, [18] also used several GPs in parallel with different kernels. Instead of choosing one of them at each step, a mixture of kernels was used in order to find the next point to sample.
Similar strategies have been proposed in portfolio allocation approaches [19] , [20] to solve the acquisition function selection problem. In this work we deal with the kernel selection problems instead.
Other approaches have also tried to manage several surrogate models apart from the GPs in parallel. [21] carried out an optimization process with multiple surrogate models, such as radial basis neural networks, linear Shepard, and several support vector regression methods. All the solutions proposed by these surrogate models were evaluated in parallel. In this work, a variant of this method will be proposed, using GPs with different kernel functions as surrogate models.
The objective of this work is threefold: First, to demonstrate the influence of the kernel in the performance of the BO algorithm. Also, to introduce new additional proposals for adaptive kernel selection. And finally, to validate all the adaptive methods, comparing them against fixed-kernel approaches.
The remainder of the paper is structured as follows: In Section II, a background on BO and GPs is provided. Section III describes the kernel selection criteria. In Section IV, the experimental setup is presented, and the results are discussed in Section V. Finally, in Section VI, the conclusions and the future work are presented.
II. BACKGROUND A. BAYESIAN OPTIMIZATION
Bayesian Optimization (BO) [2] is a sequential optimization algorithm suitable for black-box functions. BO uses a probability distribution over all the possible objective functions to determine the sampling strategy. As the analytic form of the objective function is generally unknown, BO treats it like a random function, and places a prior belief about the space of possible objective functions. Every time the objective function is evaluated, this prior belief is updated with the likelihood of having those observations, generating a posterior distribution over functions. This updating process is based on the Bayes theorem, where the posterior probability of a model given some evidence is proportional to the prior probability of the model multiplied by the likelihood of the evidence given the model. This can be expressed as:
where D 1:t is the data set of solutions and their respective objective function evaluations
The sampling strategy will use a utility function (u(·)), often called acquisition function, that provides a measure of the utility of each solution. In order to provide this measure, the acquisition function relies on the probability distribution over all the possible objective functions. This probability distribution acts as a surrogate model (SM ).
Algorithm 1 illustrates the whole process of the BO algorithm [22] .
Algorithm 1 BO Algorithm
1: procedure bayesian-optimization(x 1 ) 2:
Sample a random point 3: repeat 7: x t = arg max x∈A u(x|SM ) Select the next point to evaluate 8 :
Evaluate the objective function 9: until the stopping criterion is met 13: end procedure
The optimization process begins with the sampling of a random solution and the initialization of the SM. Then, the point that maximizes the expected utility is selected VOLUME 7, 2019 for sampling. Finally, the data set is augmented with the result of this evaluation and the SM is updated accordingly. This process is repeated until the stopping criterion is met.
In the following sections we will show how this acquisition function is generated from the posterior distribution, when using GPs as SM in BO.
B. GAUSSIAN PROCESSES SM s are a key element in Algorithm 1, as the acquisition function will rely on them to select the next point. One of the most popular choices in BO is to use a Gaussian Process (GP) as SM. A GP is a stochastic process, defined by a collection of random variables, any finite number of which has a multivariate Gaussian distribution [13] . The key property that makes GPs convenient to BO, is that, a GP is conjugate to itself with respect to a Gaussian likelihood function. Thus, after the sampling of several points of the objective function, the a posteriori distribution over functions remains a GP.
As previously mentioned, GPs can be completely defined by a mean function (m(x)) and a covariance function, which depends on a kernel (k(x, x )). Given that, the GP can be expressed as follows:
Usually, a non-informative mean function is used, such as m(x) = 0. However, in more sophisticated approaches, this function may depend on x.
The kernel establishes the covariance between the objective function values of two different points. In most common kernels used in BO, this covariance depends on the distance between the points, given by the following translation invariant distance measure:
where θ l d is the length-scale parameter for each dimension d and it expresses the relevance of each dimension in the output. Many kernels have been proposed in the literature, being probably the square exponential kernel the most popular one. This kernel is expressed as follows:
where θ 0 and θ n are the amplitude and noise parameters respectively. The amplitude is a length-scale parameter for all dimensions, while the noise parameter allows the GP to adapt the random function when the observations of the objective function are noisy [23] . Similar to the square exponential, most kernels depend on certain parameters that will be denoted as . In the previous case = (θ 0 , θ l , θ n ).
C. ACQUISITION FUNCTION
Once we have a way to approximate the value of the objective function through the SM, the acquisition function is placed to select the next point. It assigns a measure of utility for each point in the search space given the SM. This measure of utility balances the exploration versus exploitation trade-off. There are several acquisition functions, such as probability of improvement [24] , expected improvement [25] or GP-UCB [26] . From these, we have chosen expected improvement (u EI ), as it has a competitive performance in BO [27] and it does not need parameters to configure. This acquisition function measures the expectation of improving the best result:
where x + is the best point so far. denotes the cumulative distribution function (CDF) and φ the probability density function (PDF) of the standard normal distribution (with 0 mean and a variance of 1).
In the previous equation µ(x) and σ (x) represent the expected value for the objective function at point x and its variance. At step t +1, these values are given by the following equation:
where k(X 1:t , x) and k(x, X 1:t ) are vectors with the value of the kernel function between x and all the previously evaluated solutions. k(X 1:t , X 1:t ) is the matrix of the kernel values between all the pairs of the previously evaluated solutions.
III. ADAPTIVE KERNEL SELECTION CRITERIA
As discussed in Section I, kernel parameter tuning has been already addressed in the literature and efficient methods have been proposed for it [28] , [29] . However, even when kernels do play a main role in the performance of BO, kernel selection has not attracted too much interest. We propose to carry out an optimization process with several GPs in parallel (each one with a different kernel) and adaptively choosing one of them. By adaptively choosing the kernel during the optimization process, there is no need to select a kernel in advance. Moreover, this strategy is expected to improve the search results of fixed-kernel approaches, as the application of many diverse models may mitigate over-fitting. In this section, seven different methods for adaptive kernel selection will be proposed and discussed.
Our algorithm resembles Algorithm 1 with two changes. First (see Algorithm 2), there will be several independent GPs working in parallel, one per kernel function. At each step t, each GP k will suggest one solution (x t,k ) by optimizing the corresponding acquisition function. Second, a choose function is defined in order to select the next point to evaluate (x t,k + ) between all the points proposed by the GPs. Algorithm 2 Adaptive Kernel Selection Algorithm 1: procedure adaptive-kernel-selection(x 1 ) 2:
Sample a random point 3: repeat 9: for k = 1 to n s do Each GP suggests a sol.
10:
x t,k = arg max x∈A u(x|GP t,k ) 11: end for 12: k + = choose(1 : n s ) Choose a solution 13: x t = x t,k +
14:
y t = f (x t ) Evaluate the objective function 15 :
Update the data set 16: for k = 1 to n s do Update the GPs 17:
GP t,k ← D 1:t
18:
end for 19 :
until the stopping criterion is met 21: end procedure Different criteria can be implemented in the choose function, leading to different BO behaviors. Finally, the data set, D 1:t , will be augmented with the selected solution, and all the GPs will be updated accordingly. Note that all the GPs keep the same data set. As there is one kernel per GP, from now on, we will refer to these surrogates as either kernels or GPs. Algorithm 2 describes these modifications, where n s refers to the number of GPs. The whole process is also illustrated in Figure 1 .
The computational cost of Algorithm 2 is linked to the update of the GPs, since the hyperparameters of each kernel must be adapted every time a solution is added to the data. Thus, the number of GPs indicates the complexity added to Algorithm 1. Nevertheless, in those cases where the evaluation of the objective function is very expensive, the relative cost of both algorithms is negligible.
In this work, we propose six new strategies to implement the choose function, namely Random Uniform, Best Likelihood, Best Utility, Weighted Best, Parallel Test and Utility Mean. Additionally, we include the approach proposed by [18] , which we will refer as Weighted Mixture.
A. RANDOM UNIFORM
Random Uniform is the simplest strategy. At each step t, a GP is randomly selected. The next point to evaluate (x t,k + ) will be proposed by the acquisition function using the selected GP:
In this algorithm, important performance gains can be achieved if the GP that suggests the next solution to sample is selected beforehand, since it is only necessary to update that GP.
B. BEST LIKELIHOOD
This approach relies on the Gaussian likelihood function (L). After the adaptation of the kernel parameters, each GP will have a different likelihood value given the data. The next point to evaluate will be selected according to the GP with the highest likelihood value:
C. BEST UTILITY Based on the acquisition function, the expectation of improvement of each GP is compared. All the acquisition functions are optimized, one per GP, and each one proposes a new point to evaluate (x t,k ). The point with the highest utility (x t,k + ) is selected for the next evaluation:
D. WEIGHTED BEST
The Best Utility criterion selects the most optimistic GP. However, it may happen that some GPs promise good utility values and, when evaluated, the improvement is not as good as expected. When this behavior is repeated, it may lead to poor results. Thus, a weighting system is introduced to reduce the influence of optimistic kernels:
where w k,t is the weight assigned to GP t,k at evaluation t. Initially, all weights are set to 0.5. Every evaluation, the weight of the GP that proposed the evaluated point is updated, considering the relative improvement produced with respect to the best result so far as shown in Equation (12) . The CDF of the standard normal distribution ( ) is used to limit the update rate of the weights between [0.5, 1.5]. Thus, the kernels that are penalized are still able to improve their weights if they provide good predictions.
where x + is the best point so far. VOLUME 7, 2019 
E. PARALLEL TEST
This method is based on the approach proposed by [21] , using GPs with different kernel functions as surrogate models.
Instead of selecting only one solution that is expected produce the highest improvement, in this approach all the solutions are selected for evaluation. Then, all the GPs are updated with the results of those evaluations. If the objective function is expensive to sample but it can be evaluated in parallel with no additional cost, this algorithm produces major savings in terms of computational cost.
F. UTILITY MEAN
In this method a mixture of acquisition functions is used to choose the next point to sample. We implement this approach assigning the same weight (1/n s ) to each acquisition function, i.e. computing a mean utility. Note that, in this case, the loop in line 9 of Algorithm 2 is no longer needed, as the acquisition functions are all maximized together. The next point to evaluate will be the one that maximizes the following function:
G. WEIGHTED MIXTURE Similar to the previous approach, a mixture of kernels is used to choose the next point to sample. However, as suggested by [18] , in this approach the acquisition functions are weighted by their likelihood ratios:
x t,k+ = arg max 
where
IV. EXPERIMENTAL SETUP
The objective of the experimentation is to validate the adaptive kernel selection criteria shown in the previous section. They will be compared against fixed-kernel approaches in six synthetic and real-world optimization problems. The optimization strategies are divided into two groups, the adaptive strategies and the fixed-kernel strategies. Each adaptive optimization strategy will follow Algorithm 2, with one of the choose functions explained in Section III. Fixed-kernel optimization strategies will not change the kernel function during the optimization process. They will follow Algorithm 1, each with a different kernel. In addition, a fixedkernel optimization strategy is introduced, called FixedA-tRandom, which simulates a random kernel selection at the beginning of the BO run. Table 1 shows the six well-known kernels [13] used in the experiments.
Experiments have been conducted on six optimization problems included in the HPOlib [30] parameter optimization library. These optimization problems, shown in Table 2,   TABLE 1 . Well-known kernel functions. θ 0 and θ n are the kernel hyperparameters called amplitude and noise respectively. In the γ -exponential kernel γ = 1.5 was set and in the Rational Quadratic kernel α = 2. have been optimized using all the previously described adaptive and fixed-kernel strategies. Each optimization process was carried out until the maximum number of function evaluations (Max. Eval.) was reached. At every function evaluation, the best result so far (f (x + )) is recorded. Due to the random choice of the first solution and the stochastic nature of the kernel parameter setting methods, each experiment was repeated 30 times.
The proposed choose functions were implemented as part of a software framework, called BOlib, 1 specifically developed for this work. Similar to Hyperopt [31] , DiceKriging R package [32] , Spearmint [33] , BayesOpt [34] and PyBO [35] , it implements the most common BO variants. Moreover, it includes the choose functions introduced in Section III.
To validate our framework, in a first step BOlib was compared to Spearmint [33] , a reference software for BO-GP. The same BO configuration proposed by the authors of Spearmint was used in a preliminary experimentation, and the results showed no statistically significant differences between both implementations.
The experimentation shown in this work, uses the following BO configuration. First of all, the expected improvement is used as the acquisition function. Regarding GPs, a constant mean function is used m(x) = θ µ , where θ µ is selected along with the kernel parameters . For this kernel parameter selection, the most common approaches are the optimization of the likelihood function (OPT), and the Markov Chain Monte Carlo approach (MCMC) described by [29] . We run our experiments using both techniques OPT and MCMC. Finally, to maximize the acquisition function, candidate points are sampled from a low discrepancy Sobol sequence [36] .
V. RESULTS
The experimentation was performed in two steps according to the objectives of this paper. First, an initial set of experiments was performed with fixed-kernel strategies to confirm the influence of the kernel in the performance of the BO algorithm. Second, adaptive kernel selection strategies were added and compared to the former ones.
A. KERNEL INFLUENCE
As previously mentioned, and pointed out in the literature, kernel selection is a key aspect in BO [13] . Hence, before we start introducing the adaptive selection strategies, fixed-kernel strategies were tested. In this first experiment only the OPT kernel parameter optimization method was used. Recall that these fixed-kernel strategies have the same BO configuration, except for the particular parameters of each kernel. They were tested in all the optimization problems introduced in Section IV. The best result so far was recorded for every function evaluation. Figure 2 shows the results of this first experiment. As each optimization process with the same BO configuration was repeated 30 times, median values are shown for each one .  TABLE 3 . Results of the statistical tests. The asterisk next to the problem title indicates that statistical differences where found in the K-W test. The left column shows the score for the OPT configurations per optimization problem. This score denotes the number of times that the indicated configuration is significantly better than other configurations. In the middle, the names of the strategies are shown, where the adaptive ones are represented in bold. The results of the OPT/MCMC comparison are shown in the right most column.
According to this figure, there is no kernel that outperforms the rest in all the problems. Apart from the differences in the final result, the results also differ in their evolution throughout the process. The kernels that show an exploratory behavior in some problems, tend to be more oriented to exploitation in others. For example, the Exponential kernel achieves good results in Logistic Regression problems from early stages of the optimization, while in Branin-Hoo and LDA on grid problems shows the worst behavior among all the kernels in any stage of the search. In summary, it can be said that the kernel highly influences the BO dynamic, and that there is no rule-of-thumb to choose the most appropriate kernel for each problem.
B. ADAPTIVE/FIXED COMPARISON
As choosing the best performing kernel for a particular problem is not an easy task, the adaptive kernel selection strategies described in Section III are introduced and compared to the fixed-kernel approaches. The best result per run was recorded as performance metric for each strategy.
First, an OPT/MCMC comparison was made. Both kernel parameter selection approaches were tested for each optimization strategy, one against the other, using Wilcoxon test [37] (α = 0.05). For the sake of clarity, we performed the following tests with OPT approaches only, taking into account that the results obtained with these methods were better than those achieved with methods using MCMC. Then, in order to analyze if there are significant differences between the strategies, a Kruskal-Wallis test (K-W) [38] was carried out (α = 0.05). Finally, in problems where significant differences were achieved, post-hoc tests were performed. Particularly, SCMAMP R package [39] was used to apply the Wilcoxon signed rank test as in [37] , while p-values were corrected using Shaffer's (static) procedure, as in [40] .
In Table 3 all the optimization strategies are shown, ordered by the average results achieved in each optimization problem. Overall, adaptive strategies show a better performance than fixed-kernel approaches. Particularly, they occupy the highest (best) positions in the ranking for 5 out of 6 problems (although in SVM on grid no statistical differences were found). In general terms, Parallel Test seems to be the best performing technique, as it outperforms the rest in Branin-Hoo and Log. Regression (cv) problems and it is the second best in Hartmann 6D and SVM on grid. We found that the variance in the results of the proposed approaches is similar to the fixed-kernel methods. Therefore, the sensitivity of the initial conditions for the proposed algorithm is comparable to the traditional BO.
Regarding the kernel parameter selection strategies, in most cases, there are no significant differences. However, in the synthetic approaches some of the optimization strategies perform better using the MCMC approach, while in the real-world problems, better results were achieved using OPT.
VI. CONCLUSION AND FUTURE WORK
While BO along with GPs is acknowledged to be an efficient approach to deal with optimization problems with a limited budget of function evaluations, the question of kernel selection remains one of its main limitations. This question is particularly critical for machine learning parameter selection problems, for which the manual selection of parameters is not an affordable option in many real-world applications. In this paper we have proposed and analyzed different strategies for adaptive kernel selection, showing, based on an extensive experimentation and a statistical analysis of the results, that automatic selection of kernels is indeed a more efficient approach when considering optimization problems with different characteristics.
This work has made the following contributions:
• We have introduced six new adaptive kernel selection criteria (presented in Section III) that implement different ways of using the information about the kernels for selecting the points to be sampled.
• An extensive evaluation of the introduced algorithms has been made, including a comparison with BO that uses fixed kernels on six commonly used benchmark problems, and the analysis of the results has been supported by rigorous statistical tests.
• Our research has provided insights about the difference between BO methods when using the optimization of the likelihood function (OPT) and the MCMC approach for kernel parameter selection. Our results show that in most real-world scenarios OPT is still the best choice for BO.
• A modular software framework, called BOlib, has been implemented. This software incorporates some of the best features of similar implementations (e.g. HPOlib) and implements the adaptive methods investigated in the paper. BOlib can be easily extended to include other optimization problems and functionalities.
Our main message is that the use of adaptive techniques can be incorporated to BO in a straightforward way to obtain a more robust behavior than BO with fixed kernels along diverse problems. When considering the application of BO in the context of machine learning methods that can be applied to problems with different characteristics, the inclusion of adaptive methods may be essential. Regarding the particular choice of the adaptive strategy, we have shown that Parallel Test produces good results.
In spite of the achievements, some further research is also suggested. First, only stationary kernels have been studied. According to previous studies in non-stationary kernels [41] , they can also produce good results in several optimization problems. Second, some aspects of the proposed adaptive kernels can be analyzed more in depth. For example, other weight functions can be applied in Weighted Best and Weighted Mixture, comparing the actual improvement to the previously suggested utility. Finally, the proposed method can be generalized to other stochastic processes other than GPs.
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