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11 Einleitung
Die wissenschaftliche Beschreibung von Regeln und Zusammenha¨ngen in physikali-
schen, biologischen, o¨konomischen und soziologischen Systemen geschieht heute zuneh-
mend mit Hilfe mathematischer Modelle. Fu¨r die Erstellung derartiger Modelle werden
Beobachtungen der Systemvariablen beno¨tigt (vgl. Cherkassky und Mulier, 1998). Mit
diesen sollen einerseits wesentliche Muster erkannt werden, die gewissermaßen zum
Lernen eines geeigneten Modells fu¨hren, andererseits ko¨nnen Messwerte und Beob-
achtungen in einem zweiten Schritt benutzt werden, um die gefundenen Modelle zu
verifizieren.
Durch die bemerkenswerten Weiterentwicklungen hauptsa¨chlich der Computerwissen-
schaften bei der Datenerfassung, -speicherung und -organisation werden immer ha¨ufiger
große Mengen von Daten auch aus komplexen, hochdimensionalen Systemen erhoben,
die genutzt werden ko¨nnen und sollten, um Zusammenha¨nge zwischen Systemvariablen
zu extrahieren. Statistische Methodik muss darauf ausgerichtet werden, derartige in-
teressanten Muster und Zusammenha¨nge aus Daten zu extrahieren und zu formulieren.
Das Ziel der Datenanalyse sollte daher sein, direkt aus den Daten zu lernen (Hastie,
Tibshirani und Friedman, 2001). In den Hintergrund tritt dann die Analyse von Daten
unter der Annahme einer festen Modellklasse bzw. Verteilungsannahme.
Die wichtigste Herausforderung bei der Entwicklung einer Theorie fu¨r das Lernen aus
Daten ist die Notwendigkeit ein mo¨glichst generelles Konzept zu entwerfen, das oh-
ne Voraussetzungen an die Daten fu¨r eine Vielzahl von Datensituationen gu¨ltig ist.
Ein erstes allgemeingu¨ltiges Konzept des Lernens wurde von Valiant (1984) postuliert.
Danach ist ein Verfahren oder eine Methode lernfa¨hig, wenn es Muster bzw. Zusam-
menha¨nge in den Daten identifiziert und charakterisiert, so dass sie generalisierbar
sind. Das bedeutet, Lernergebnisse, die durch ein Verfahren aus einer Stichprobe eines
Datensatzes extrahiert wurden, mu¨ssen auch auf einer anderen Stichprobe aus den-
selben Daten gu¨ltig sein. Zusa¨tzlich wird von einem Lernverfahren gefordert, dass der
Lernprozess in ausreichend schneller Zeit durchfu¨hrbar ist.
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Lernen aus Daten la¨sst sich kategorisieren in das unu¨berwachte Lernen, mit dem Ver-
knu¨pfungen und Muster zwischen Variablen erkannt werden sollen, und in das u¨ber-
wachte bzw. prediktive Lernen, bei dem mit einer gewissen Anzahl von Werten bzw.
Variablen ein ausgehender Wert vorhergesagt oder gescha¨tzt werden soll. Prediktives
Lernen wird im Bereich Statistik genauso genutzt und entwickelt wie im Bereich ku¨nst-
liches Lernen. Dazu geho¨ren Verfahren zur Funktionenapproximation, zur (nichtpara-
metrischen) Regression und zur Mustererkennung sowie Verfahren des maschinellen
Lernens (Friedman, 1994). U¨berwachtes Lernen ist also eine in der Statistik ebenso
bekannte wie auch angewendete Methodik.
Das Lernkonzept von Valiant (1984) wurde von Vapnik (1995) in den Kontext der ma-
thematischen Statistik u¨bertragen. Motivation fu¨r diese statistische Lerntheorie ist der
Wunsch, den Verlust zu minimieren, der eintritt, wenn im Rahmen eines Lernprozesses
ein funktionaler Zusammenhang in den Daten spezifiziert wurde. Aus der statistischen
Entscheidungstheorie stammt die Idee, auf Basis empirischer Daten das Risiko, d. h. den
erwarteten Verlust, zu minimieren. Im Gegensatz zum klassischen verteilungsbasierten
Ansatz, bei dem mit vorgegebenen Modell- bzw. Verteilungsannahmen und statistischer
Inferenz das Risiko gescha¨tzt und dann minimiert wird, ist das Prinzip der empirischen
Risiko-Minimierung (ERM-Prinzip) ein wahrscheinlichkeitstheoretisches Konzept, bei
dem das empirische Risiko direkt minimiert werden kann. Der Nachweis, dass dieses
Prinzip Konsistenz, d. h. Konvergenz gegen die beste, das Risiko minimierende Lo¨sung,
garantiert, erfordert die Gu¨ltigkeit von Gesetzen großer Zahlen, fu¨r die zusa¨tzlich die
Konvergenzrate kontrollierbar ist.
Die fu¨r die Konvergenzaussagen beno¨tigte Theorie von Glivenko und Cantelli beno¨tigt
die Voraussetzung, dass die Daten unabha¨ngig voneinander erhoben wurden. Aus die-
sem Grund kann die bisherige Theorie der empirischen Risiko-Minimierung beispiels-
weise auf die große Klasse zeitabha¨ngiger Daten nicht angewendet werden. Allerdings
ist eine solche Anwendung wu¨nschenswert, da der Anteil der dynamisch erhobenen
Daten stetig zunimmt, so dass die Nutzung stochastischer Prozesse fu¨r zahlreiche sta-
tistische Analysen unverzichtbar ist.
Dies ist die Motivation, nach solchen Abha¨ngigkeitsstrukturen in den Daten zu su-
chen, fu¨r die geeignete wahrscheinlichkeitstheoretische Gesetzma¨ßigkeiten gu¨ltig sind,
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die die Anwendung der Gesetze der großen Zahlen weiterhin erlauben. Fu¨r stochasti-
sche Prozesse gibt es eine Vielzahl von Abha¨ngigkeitskonzepten, fu¨r die solche Gesetze
Gu¨ltigkeit besitzen (Doob, 1953). Allerdings muss dabei unterschieden werden zwischen
ereignisorientierten und prozessorientierten Ansa¨tzen zur Darstellung der Abha¨ngig-
keiten in stochastischen Prozessen (Davidson, 1994). Die Prozessorientiertheit erlaubt
die Modellierung der Abha¨ngigkeit u¨ber bedingte Wahrscheinlichkeiten. Dies hat den
Vorteil, dass die Vergangenheit nur noch als ein Ereignis Auswirkungen auf den Erhe-
bungsprozess hat, wie dies beispielsweise bei Zeitreihen der Fall ist. In dieser Arbeit
wird das klassische Konzept der Martingale und das von McLeish (1975) entwickelte
und hauptsa¨chlich in der O¨konometrie angewandte Mixingal-Konzept genutzt, um das
Prinzip der empirischen Risiko-Minimierung auf dynamische Datenstrukturen zu ver-
allgemeinern.
Damit auch bei obigen Abha¨ngigkeitsstrukturen Konsistenz fu¨r das Prinzip gewa¨hrlei-
stet ist, werden die Abha¨ngigkeiten u¨ber die empirischen Verluste modelliert. Dieses
Vorgehen stellt die breite Anwendbarkeit des ERM-Prinzips sicher. Die direkte Model-
lierung der Daten als abha¨ngige Beobachtungen, ist dagegen in der Regel nicht mo¨glich,
da die benutzten Abha¨ngigkeitsstrukturen nur unter sehr wenigen Verlustfunktionalen
invariant erhalten bleiben.
Die vorliegende Arbeit ist in drei Teile geteilt. Zuerst wird die Theorie der statistischen
Lerntheorie mit Blick auf die empirische Risiko-Minimierung vorgestellt. Danach wer-
den verschiedene Abha¨ngigkeitsstrukturen in den Daten beschrieben. Der dritte Teil
befasst sich dann mit der Verknu¨pfung der beiden ersten Teile zu einem Prinzip der
empirischen Risiko-Minimierung bei dynamischen Datenstrukturen.
Im zweiten Kapitel zur statistischen Lerntheorie wird zuerst das Lernproblem und das
Verfahren der empirischen Risiko-Minimierung in allgemeiner Weise vorgestellt. Da-
nach wird ein Konsistenz-Konzept eingefu¨hrt, welches sicherstellt, dass die empirische
Risiko-Minimierung als Prinzip fu¨r eine ganze Klasse von Lernproblemen gute Ergeb-
nisse liefert. Bedingungen fu¨r die Konsistenz und fu¨r die Kontrolle der Konvergenzrate
stellen dabei die Generalisierungsfa¨higkeit des Prinzips sicher.
Fu¨r die beno¨tigten Konsistenz- und Konvergenz-Ergebnisse bei Abha¨ngigkeiten in Da-
tensa¨tzen werden im dritten Kapitel Abha¨ngigkeitsstrukturen in allgemeiner Form fu¨r
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stochastische Prozesse eingefu¨hrt, bevor dann ausfu¨hrlich die Ergebnisse fu¨r Martinga-
le und Mixingale vorgestellt und bewiesen werden. Das Hauptaugenmerk liegt dabei,
bedingt durch die Bedu¨rfnisse bei der empirischen Risiko-Minimierung, auf den Geset-
zen der großen Zahlen. Außerdem werden Bedingungen angegeben, unter denen diese
Gesetze eine schnelle, d. h. exponentielle, Konvergenzrate besitzen.
Im vierten Kapitel ko¨nnen die Ergebnisse aus dem dritten Kapitel auf die statistische
Lerntheorie angewendet werden. Es kann nachgewiesen werden, dass das Prinzip der
empirischen Risiko-Minimierung auch bei dynamischen Datenstrukturen, speziell bei
Martingal- oder Mixingal-Strukturen, gu¨ltig ist. Dabei werden hinreichende Bedingun-
gen fu¨r die Konsistenz des ERM-Prinzips und fu¨r die Kontrolle der Konvergenzrate
angegeben. Im letzten Kapitel werden die Auswirkungen der Ergebnisse des vierten
Kapitels auf das statistische Lernen im Rahmen eines kurzen Ausblicks formuliert.
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Aus dem Wunsch unbekannte Zusammenha¨nge in großen, hochdimensionalen Daten-
sa¨tzen mit komplexen Strukturen und hohem Informationsgehalt zu entdecken, resul-
tiert die Notwendigkeit, mit wenigen Vorkenntnissen und Annahmen an die Struktur
bzw. die Verteilung in den Daten geeignete Modelle zu finden, die die Datenstruktur
wiedergeben und somit die wichtigen Muster aus den Daten extrahieren (vgl. Hastie,
Tibshirani und Friedman, 2001). Die statistische Lerntheorie ist ein geeignetes Konzept,
um funktionale Zusammenha¨nge in einer gegebenen Menge von Daten zu entdecken.
Dies ist ein sehr generelles Problem und deckt zahlreiche statistische Problemstellun-
gen ab, beispielsweise aus den Bereichen der Klassifikation oder der Regression. In
diesem Kapitel wird eine allgemeine Definition des statistischen Lernproblems gegeben
und mit dem Prinzip der empirischen Risiko-Minimierung ein generelles Konzept zur
Lo¨sung dieses Problems vorgestellt. Dieses Prinzip stellt dabei den konzeptionellen,
theoretischen Teil der statistischen Lerntheorie dar. Die praktische Anwendung wird
mit Hilfe geeigneter Algorithmen ermo¨glicht (Vapnik, 1995).
2.1 Das statistische Lernproblem
Das statistische Lernproblem ist bemerkenswert einfach zu stellen, ein generelles Kon-
zept zur allgemeinen Lo¨sung eines Lernproblems ist dagegen komplex. Einfache Lo¨sun-
gen sind in der Regel nur unter konkreten vereinfachenden Annahmen mo¨glich. Die in
sehr vielen statistischen Problemstellungen a¨hnliche Situation wird durch eine oft große
Anzahl von gemeinsam erhobenen Variablen charakterisiert. Der eine Teil der Varia-
blen sind dabei die unabha¨ngigen, erkla¨renden bzw. Input-Variablen, der andere Teil
sind die abha¨ngigen, Response- bzw. Output-Variablen (vgl. Friedman, 1994). Das Ziel
ist es, mit Hilfe eines erhobenen Datensatzes einen Zusammenhang zwischen den Varia-
blen aufzudecken. Fu¨r Vapnik (1995) ist das Lernproblem die Aufgabe, eine Funktion
zu finden, die einen bestehenden Zusammenhang in einer endlichen Menge von Beob-
achtungen wieder gibt. Mit Hilfe der statistischen Lerntheorie werden Lo¨sungsansa¨tze
entwickelt, solche Zusammenha¨nge fu¨r gegebene Paare von In- und Output-Variablen
zu finden, sie bescha¨ftigt sich mit dem Lernen aus empirischen Daten anhand mathe-
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matisch fundierter Algorithmen und Methoden (vgl. Scho¨lkopf, 1998). Diese Art des
Lernens wird in der Statistik allgemein als Scha¨tzung funktionaler Zusammenha¨nge
und in der Mathematik als Funktionenapproximation gesehen. Der Ansatz von Vapnik
(1995) zur statistischen Lerntheorie kann besonders auf die Fa¨lle angewandt werden,
in denen eine funktionale Modellierung durch sachbezogenes Wissen schwierig oder gar
unmo¨glich ist, denn ein gewisser funktionaler Zusammenhang wird zwar vorausgesetzt,
muss aber nicht notwendig spezifiziert werden.
Die Formulierung des Lernproblems ist sehr generell. So unterschiedliche Methoden
wie Diskriminanzanalyse oder Mustererkennung mit kategoriellen Response-Variablen,
sowie Regressionsanalyse oder Dichtescha¨tzung mit metrischem Output werden von
dieser einfachen Formulierung abgedeckt. Erst eine na¨here Eingrenzung fu¨hrt zu einer
Spezifizierung einer konkreten Problemstellung.
Das allgemeine Modell fu¨r die Suche nach einem Zusammenhang zwischen Variablen
geht von einem Paar von Zufallsvariablen (X, Y ) auf einem beliebigen Kreuzprodukt
von Variablenmengen X × Y mit X ∈ X und Y ∈ Y aus, wobei sowohl der Variablen
X als auch der Variablen Y eine Verteilung PX sowie PY mit unbekannten Vertei-
lungsfunktionen FX(x) bzw. FY (y) und auch eine gemeinsame Verteilung PX,Y mit
Verteilungsfunktion FX,Y (x, y) unterstellt wird. Der Zusammenhang wird dabei in sehr
allgemeiner Weise nur durch die bedingte Verteilung PY |X mit bedingter Verteilungs-
funktion FY |X modelliert. Es wird angenommen, dass sich die bedingte Verteilung aus
der gemeinsamen Verteilung durch folgenden Zusammenhang ergibt:
PX,Y = PY |XPX .
Fu¨r die unbekannte bedingte Verteilungsfunktion folgt somit
FX,Y (x, y) = FY |X(y|x)FX(x).
Dagegen stellt eine Modellierung eines funktionalen Zusammenhangs zwischen Y und
X eine Einschra¨nkung an die zugelassenen Strukturen in den Variablen dar. Deshalb
ist es beispielsweise sinnvoll, zusa¨tzlich einen Zufallsfehler u additiv zu modellieren.
Dadurch ist der funktionale Zusammenhang nicht deterministisch. Insgesamt ergibt
sich ein statistisches Modell mit einer Funktion f ′ : X → Y aus einer Funktionenmenge
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F ′ und einer Zufallsvariablen u in der Form
Y = f ′(X) + u,
wobei der Zufallsfehler u unabha¨ngig von X und identisch verteilt ist mit Erwartungs-
wert E(u) = 0. Dieses additive Fehler-Modell unterstellt, dass alle Abweichungen der
Realita¨t von dem deterministischen Modell Y = f ′(X) in dem Fehler u zusammenge-
fasst werden, also alle nicht erfassten Auswirkungen auf die Variable Y ebenso wie der
Messfehler. Die Einschra¨nkung dieses Modells im Vergleich zu dem generellen Modell
u¨ber die bedingte Verteilung ergibt sich daraus, dass in diesem Ansatz
f ′(X) = E(Y |X)
gilt und damit die Verteilung PY |X durch X nur u¨ber den bedingten Erwartungswert
f ′(X) spezifiziert wird. Trotzdem ist das additive Fehler-Modell ha¨ufig ein geeignetes
Modell, um einen Zusammenhang zwischen Variablen darzustellen. Da die Realita¨t nur
bei einem rein deterministischen Zusammenhang aus den Daten exakt erfasst werden
kann, wird in der Regel nur eine
”
gute“ Approximation des funktionalen Zusammen-
hangs aus den Daten
”
scha¨tzbar“ sein.
Zur Scha¨tzung oder Approximation des Zusammenhangs zwischen Input- und Output-
Variablen werden die Realisationen des Variablenpaars (X, Y ) ∈ X ×Y genutzt. Dazu
wird ein Paar (x, y) ∈ X ×Y gema¨ß der gemeinsamen Verteilung PX,Y mit Verteilungs-
funktion FX,Y (x, y) gezogen bzw. generiert. Bei jeder Durchfu¨hrung des Experiments
entsteht so eine Beobachtung bzw. ein sogenanntes Trainingsbeispiel (x, y). Mit Hilfe
von n zufa¨llig gezogenen Beobachtungen
(x1, y1), . . . , (xn, yn)
soll der Zusammenhang zwischen den erkla¨renden Variablen X und den Response-
Variablen Y gescha¨tzt werden. Die Menge der n Beobachtungen ist der Trainingsda-
tensatz oder kurz Datensatz. Da die Beobachtungen (xi, yi), i = 1, . . . , n, durch die Art
der Ziehung identisch verteilt sind, also Kopien des Variablenpaars (X,Y ) sind und
die Approximation des Zusammenhangs zwischen diesen Variablen durch einen funk-
tionalen Zusammenhang ausreichend ist, wenn nur die Funktionenmenge F geeignet
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und groß genug gewa¨hlt wird, kann im Weiteren ein funktionaler Zusammenhang
y = f(x) mit f ∈ F
fu¨r die Beobachtungspaare (xi, yi), i = 1, . . . , n, angenommen werden. Von großer Be-
deutung ist die Wahl der Menge F , damit die
”
beste“ Lo¨sung f aus dieser Menge den
Zusammenhang auch ausreichend gut anna¨hert. Dabei muss diese Menge nicht not-
wendig mit der Ausgangsmenge F ′ u¨bereinstimmen, noch eine Teil- oder Obermenge
sein. Es kann durchaus sinnvoll sein, eine komplizierte Funktion mit einer Lo¨sung aus
einer Menge einfacherer Funktionen zu approximieren. Beispielsweise liefert eine Funk-
tion aus der Menge der Polynome ha¨ufig eine gute Lo¨sung fu¨r weitaus kompliziertere
Abbildungen.
Eine weitere Anpassung an das Lernziel erfolgt durch die Wahl eines geeigneten Maßes
fu¨r die Gu¨te des Lernergebnisses. Nur mit einem ada¨quaten Maß ko¨nnen die Lernfehler
durch eine geeignete Verlustfunktion bestraft werden. Zum Beispiel ist es sinnvoll, bei
einem Diskriminierungsproblem mit kategorieller Response-Variable falsche Zuordnun-
gen mit immer dem gleichen Verlust zu bestrafen. Richtige Zuordnungen sollen dagegen
keinen Verlust produzieren. Dies fu¨hrt also zu einer Verlustfunktion und damit auch zu
einem Maß, mit nur zwei Auspra¨gungen fu¨r
”
wahr“ bzw. korrekte Entscheidung und
”
falsch“ bzw. falsche Entscheidung. Bei einem Regressionsproblem sollten andererseits
Fehler, also hier Abweichungen von dem wahren Wert des Outputs, mo¨glicherweise
proportional zur Gro¨ße der Abweichung bestraft werden.
Grundsa¨tzlich heißt Statistisches Lernen, dass wa¨hrend eines Lernprozesses aus einer
Menge vorgegebener Funktionen eine Funktion als Lo¨sung im Sinne der Problemstel-
lung gewa¨hlt wird. Die Regel, nach der diese Funktion gewa¨hlt wird, geho¨rt zu den
zentralen Schritten innerhalb der statistischen Lerntheorie (Vapnik, 1999). Das Modell
zum statistischen Lernen durch Beobachtungen (Beispiele) wird wie folgt definiert.
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2.1 Definition Statistisches Lernen
Seien X ∈ X und Y ∈ Y Zufallsvariablen, verteilt gema¨ß der gemeinsamen Vertei-
lung PZ = PX,Y = PY |XPX aus einer Familie von Verteilungen P , mit zugeho¨rigen
Beobachtungen (xi, yi), i = 1, . . . , n. Sei weiter
F = {f | f : X → Y}
eine Menge von Funktionen. Dann ist das statistische Lernen die Aufgabe, aus der
gegebenen Menge F unter Ausnutzung der Beobachtungen diejenige Funktion
f ? : X → Y
zu wa¨hlen, die den u¨ber die Verteilungsannahme festgelegten Zusammenhang zwischen
X und Y durch y = f ?(x) darstellt.
Dabei muss die Funktion f ? ∈ F , die den Zusammenhang zwischen den Zufallsvaria-
blen X und Y exakt widerspiegelt, nicht existieren. In diesem Fall wird in der Menge
F nach der Funktion gesucht, die den Zusammenhang am besten approximiert.
Die Definition des statistischen Lernproblems la¨sst sich vereinfachen, indem die An-
nahme an die Funktionenmenge durch eine Parametrisierung eingeschra¨nkt wird. Sei
dazu Λ eine feste, vorgegebene Parametermenge, so dass Funktionen aus der Menge F
durch f(·, α), α ∈ Λ, dargestellt werden. Die Charakterisierung der Funktion f durch
einen Parameter α ist eindeutig, die Menge F wird durch die Menge Λ der mo¨glichen
Parameter α ebenfalls eindeutig dargestellt:
F = {f(·, α), α ∈ Λ}.
Vereinfacht wird die Funktionenmenge F im Folgenden auch durch f(·, α), α ∈ Λ,
beschrieben. Die mit der Parametrisierung verbundene Einschra¨nkung der Definition
des Lernproblems ha¨ngt dann von der Komplexita¨t der Menge Λ ab. Einfache Formen
sind Parametrisierungen durch reelle Skalare oder Vektoren, dann gilt Λ ⊆ IR bzw.
Λ ⊆ IRk, aber ebenso kann Λ Bedingungen wie Stetigkeit oder Konvexita¨t enthalten,
oder Λ wird als die Menge aller Polynome, bzw. als Menge der Polynome bis zu einem
gewissen Grad definiert. Es sind sogar abstrakte Bedingungen, die nicht geschlossen
darstellbar sind, vorstellbar. Dadurch ist diese Form der Parametrisierung keine Ein-
schra¨nkung der Allgemeingu¨ltigkeit des statistischen Lernens, da sich alle Formen von
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Funktionen durch einen geeigneten Parameter α ∈ Λ darstellen lassen.
Im weiteren Verlauf soll das statistische Lernproblem auf reelle Datensa¨tze beschra¨nkt
werden. Das heißt, zu jedem reellen erkla¨renden Vektor x ∈ IRd wird unter der Annah-
me der bedingten Verteilung FY |X(y|x) eine reelle Response y ∈ IR beobachtet. Dies
ist fu¨r die Einfu¨hrung der statistischen Lerntheorie keine Beschra¨nkung, alle weiteren
Ergebnisse lassen sich auf beliebige Variablenmengen X × Y u¨bertragen, solange auf
diesen Mengen eine geeignete Metrik existiert.
2.2 Definition Statistisches Lernen bei reellwertigen Daten
Sei X ∈ IRd Zufallsvektor und Y ∈ IR Zufallsvariable, verteilt gema¨ß der gemein-
samen Verteilungsfunktion FZ(z) = FX,Y (x, y) = FY |X(y|x)FX(x) aus der Familie
der Verteilungsfunktionen F, mit zugeho¨rigen Beobachtungen (xi, yi), i = 1, . . . , n.
Sei f(·, α), α ∈ Λ, eine Menge von Funktionen. Dann ist das statistische Lernen bei
reellwertigen Daten die Aufgabe, unter Ausnutzung der Daten aus der gegebenen Men-
ge Λ denjenigen Parameter α? ∈ Λ zu wa¨hlen, so dass die Funktion
f(·, α?) : IRd → IR
den u¨ber die Verteilungsannahme festgelegten Zusammenhang zwischenX und Y durch
y = f(x, α?) am besten approximiert.
Mit der Einfu¨hrung des reellen statistischen Lernproblems ist es sehr viel einfacher,
Gu¨tekriterien fu¨r die Exaktheit der Approximation durch die Funktion f(·, α?) festzu-
legen, da es so ausreicht, Kriterien auf den reellen Zahlen zu wa¨hlen. Um im geeigneten
Sinne den Abstand zwischen den Responsevariablen yi, i = 1, . . . , n, und der gewa¨hl-
ten Approximation f(xi, α
?) zu messen, wird ein Abstandsmaß auf den reellen Zahlen
beno¨tigt, das der Aufgabenstellung bei der Funktionenapproximation entspricht und
den Verlust widerspiegelt, der durch die Fehler bei der Approximation entsteht. Allge-
mein wird der Verlust definiert als eine Funktion L : IR × IR → IR mit L(y, f(x, α)),
die der Responsevariablen y und der zugeho¨rigen Approximation f(x, α) eines Tupels
(x, y) einen Abstand zuordnet. Durch die parametrische Darstellung des statistischen
Lernproblems wird die Funktion f(x, α) eindeutig durch α bestimmt, so dass der Ver-
lust als Funktion Q : IRd+1×Λ→ IR des Tupels z = (x, y) ∈ IRd+1 und des Parameters
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α ∈ Λ dargestellt werden kann:
Q(z, α) = L(y, f(x, α)).
Der erwartete Verlust, das Risiko, ergibt sich aus
R(α) =
∫
L(y, f(x, α))dFX,Y (x, y) =
∫
Q(z, α)dFZ(z).
Das Ziel ist, den Parameter α˜ bzw. die Funktion f(·, α˜) zu finden, die das Risiko-
Funktional R(α) minimiert. Dies ist die beste funktionale Approximation auf der Menge
von Funktionen f(x, α), α ∈ Λ, fu¨r den Zusammenhang zwischen den Zufallsvariablen
X und Y unter dem vorliegenden Verlust-Konzept. Die Idee dabei ist, dass bei Wahl
einer geeigneten Verlustfunktion die Risiko-Minimierung eine Funktion f(x, α) liefert,
die der besten Approximation f(x, α?) aus der Menge der Funktionen F nahe kommt.
In der Situation, in der die Verteilung PZ = PX,Y bzw. FZ(z) = FX,Y (x, y) unbekannt
ist, muss nutzbare Information, die auf die Verteilung und damit auf den funktionalen
Zusammenhang zwischen X und Y schließen la¨sst, aus den Beobachtungen z1, . . . , zn
mit zi = (xi, yi) ∈ IRd+1 gewonnen werden. Daraus ergibt sich das allgemeingu¨ltige
statistische Lernproblem.
2.3 Definition Statistisches Lernproblem
Seien z1, . . . , zn Beobachtungen mit zi = (xi, yi) ∈ IRd+1 und verteilt gema¨ß der
gemeinsamen, unbekannten Verteilung FZ(z) = FX,Y (x, y) = FY |X(y|x)FX(x). Sei
f(·, α), α ∈ Λ, eine Menge von Funktionen und sei
Q(z, α) = L(y, f(x, α))
die Verlustfunktion. Dann ist das statistische Lernproblem beschrieben durch die Auf-
gabe, aus der gegebenen Parametermenge Λ, unter Ausnutzung der Beobachtungen
z1, . . . , zn denjenigen Parameter α˜ ∈ Λ zu finden, der das Risiko
R(α) =
∫
Q(z, α)dFZ(z)
minimiert:
α˜ = arg inf
α∈Λ
R(α) = arg inf
α∈Λ
∫
Q(z, α)dFZ(z).
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Diese Formulierung des statistischen Lernproblems ist sehr generell, da keinerlei Ei-
genschaften an die Struktur der Menge der Funktionen f(·, α), α ∈ Λ, vorgegeben
werden und fu¨r die Beobachtungen z1, . . . , zn wird nur die Annahme der identischen
Verteilung gema¨ß einer Verteilungsfunktion FZ vorausgesetzt. Das Risikofunktional ist
ebenfalls sehr generell formuliert, so dass beliebige Verlust-Konzepte darstellbar sind.
Damit sind zahlreiche statistische Problemstellungen abgedeckt, unter anderen zwei der
wichtigsten Aufgaben, die Klassifikation bzw. die Mustererkennung und die Regression
(Evgeniou et al., 2002), die als Beispiele dienen ko¨nnen.
2.4 Beispiel Klassifikation
Sei fu¨r das Paar (x, y) ∈ IRd+1 die Outputvariable y beschra¨nkt auf die Menge {0, 1}
und sei der Output u¨ber die bedingte Verteilung FY |X(y|x) abha¨ngig von dem
d-dimensionalen Inputvektor x, verteilt gema¨ß FX(x). Sei f(·, α), α ∈ Λ, die Menge
der Indikatorfunktionen mit Auspra¨gungen aus der Menge {0, 1} und sei die Verlust-
funktion definiert als
L(y, f(x, α)) =
{
0, falls y = f(x, α)
1, falls y 6= f(x, α).
Das Klassifikationsproblem ist die Minimierung des Risikofunktionals R(α) bezu¨glich
der Menge der Indikatorfunktionen, wobei die gemeinsame Verteilung
FZ(z) = FX,Y (x, y)
unbekannt ist, aber eine Menge von Beobachtungspaaren z1, . . . , zn mit
zi = (xi, yi) ∈ IRd × {0, 1}, i = 1, . . . , n,
vorliegen. Auf Grund der besonderen Form der Verlustfunktion gibt das Risiko R(α) die
Wahrscheinlichkeit des Klassifikationsfehlers, also wenn der Output y und der Wert der
Indikatorfunktion verschieden sind, an. Damit kann das Klassifikationsproblem auch als
die Minimierung der Wahrscheinlichkeit des Klassifikationsfehlers betrachtet werden.
Das Problem der Klassifikation oder auch der Mustererkennung ist ein einfaches stati-
stisches Lernproblem, da die Verlustfunktion eine Indikatorfunktion ist, also nur zwi-
schen zwei Auspra¨gungen unterschieden werden muss. Damit ergibt sich die einfache
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Berechnung des Risikos als Wahrscheinlichkeit. Gute Ergebnisse bei Anwendung der
statistischen Lerntheorie im Klassifikationskontext gibt es beispielsweise bei der Bild-
erkennung (vgl. Li et al., 2002). Wesentlich komplexer wegen der Modellierung eines
stetigen Verlusts ist das Regressionsproblem.
2.5 Beispiel Regression
Seien zwei Mengen von Elementen X ⊆ IRd und Y ⊆ IR durch einen stochastischen
Zusammenhang in dem Sinne verbunden, dass jedem Vektor x ∈ X durch eine bedingte
Verteilung FY |X(y|x) ein Skalar y ∈ Y zugeordnet wird. Diese bedingte Verteilungs-
annahme dru¨ckt dann den stochastischen Zusammenhang zwischen x und y fu¨r jedes
Paar (x, y) ∈ X × Y aus. Werden Vektoren x zufa¨llig als Beobachtungen aus der
Menge X gema¨ß einer Verteilung FX(x) gezogen, so ergeben sich die Werte fu¨r y mit-
tels FY |X(y|x) als zufa¨llige Experimente und es existiert eine gemeinsame Verteilung
FX,Y (x, y) = FY |X(y|x)FX(x) nach der die Paare
(x1, y1), . . . , (xn, yn)
als Beobachtungen gezogen werden. Soll der stochastische Zusammenhang mit Hilfe
dieser Beobachtungen gescha¨tzt werden, bedeutet dies, dass die unbekannte, bedingte
Verteilung FY |X(y|x) gescha¨tzt werden muss. Allerdings ist in der Regel die Bestim-
mung des funktionalen Zusammenhangs zwischen den Elementen der Mengen X ∈ IRd
und Y ∈ IR ausreichend, dies fu¨hrt zu dem Problem der Scha¨tzung des bedingten
Erwartungswerts
r(x) = E(Y |X = x) =
∫
Y
ydFY |X(y|x).
Diese zu scha¨tzende Funktion r(x) heißt Regression, die Approximation dieser Funktion
aus einer Menge von Funktionen f(·, α), α ∈ Λ, ist die Regressionsscha¨tzung, d. h. unter
L2-Norm ‖ · ‖2 muss ∫
(f(x, α)− r(x))2dF (x, y)
minimiert werden.
Es la¨sst sich einfach zeigen, dass bei Wahl einer quadratischen Verlustfunktion
L(y, f(x, α)) = (y − f(x, α))2
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das Problem der Regressionsscha¨tzung auf ein statistisches Lernproblem zuru¨ckfu¨hr-
bar ist. Existieren die zweiten Momente von y, von der Regression r(x) und von den
Funktionen der Menge f(·, α), α ∈ Λ, d. h.∫
y2dFX,Y (x, y) <∞,
∫
(r(x))2dFX,Y (x, y) <∞
und
∫
(f(x, α))2dFX,Y (x, y) <∞,
kann das Risiko aufgespalten werden in
R(α) =
∫
(y − f(x, α))2dF (x, y)
=
∫
(y − r(x))2dF (x, y) +
∫
(f(x, α)− r(x))2dF (x).
Da der erste Summand in der letzten Gleichung nicht vom Parameter α abha¨ngt, ist
die Funktion f(x, α?), die das Risikofunktional minimiert entweder die Regression r(x),
falls r(x) ∈ {f(x, α), α ∈ Λ} gilt, oder die Funktion f(x, α?) ist diejenige aus der Men-
ge, die bezu¨glich der L2-Norm den kleinsten Abstand zu r(x) hat, falls die Regression
nicht zu f(x, α), α ∈ Λ, geho¨rt.
Die Verlustfunktion Q(z, α) = L(y, f(x, α)) kann im Regressionskontext beim statisti-
schen Lernproblem beliebige nichtnegative Werte annehmen, im Gegensatz zum Klas-
sifikationsproblem. Ein Spezialfall der Regression ist die Signalextraktion, auch hier
findet die statistische Lerntheorie ihre Anwendung (vgl. Cherkassky und Shao, 2001).
Ebenso wie bei der klassischen Regression kann auch die L1-Regression als statistisches
Lernproblem dargestellt werden. In diesem Fall wird
L(y, f(x, α)) = |y − f(x, α)|
als Verlustfunktion gewa¨hlt.
Grundsa¨tzlich ist das generelle Problem im Kontext des statistischen Lernens die Mi-
nimierung des Risikofunktionals
R(α) =
∫
Q(z, α)dFZ(z)
bei gegebener Verlustfunktion Q(z, α) und unbekannter Verteilung PZ bzw. Vertei-
lungsfunktion FZ(z) unter Ausnutzung empirischer Daten z1, . . . , zn mit zi = (xi, yi).
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Die direkte Minimierung ist nicht mo¨glich, aber aus den Beobachtungen la¨sst sich die
empirische Verteilungsfunktion Femp(z) berechnen. Diese Scha¨tzung kann in das Risi-
kofunktional R(α) an Stelle der unbekannten Verteilung eingesetzt werden, so dass die
Berechnung eines empirischen Risikos mo¨glich wird:
Remp(α) =
∫
Q(z, α)dFemp(z), α ∈ Λ.
Allerdings ist es nicht notwendig die empirische Verteilung explizit zu berechnen, denn
das empirische Risiko kann durch
Remp(α) =
∫
Q(z, α)dFemp(z) =
1
n
n∑
i=1
Q(zi, α), α ∈ Λ,
direkt errechnet werden. Dieses induktive Vorgehen zur Lo¨sung statistischer Lernpro-
bleme fu¨hrt zum Prinzip der empirischen Risiko-Minimierung.
2.6 Definition empirische Risiko-Minimierung (ERM)
In einem statistischen Lernproblem mit Risiko
R(α) =
∫
Q(z, α)dFZ(z)
seien z1, . . . , zn Beobachtungen mit zi = (xi, yi) ∈ IRd+1 und verteilt gema¨ß der ge-
meinsamen, unbekannten Verteilung FZ(z). Dann heißt
Remp(α) =
1
n
n∑
i=1
Q(zi, α), α ∈ Λ
empirisches Risikofunktional bzw. empirisches Risiko. Das Prinzip, Remp(α) an Stelle
von R(α) zu minimieren, heißt empirische Risiko-Minimierung. Mit α˜n ∈ Λ bezeichne
den Parameter, der das empirische Risiko minimiert:
α˜n = arg inf
α∈Λ
1
n
n∑
i=1
Q(zi, α).
Das empirische Risiko ist auf Basis der Daten z1, . . . , zn explizit berechenbar und mi-
nimierbar. Der Parameter α˜n ∈ Λ kann somit als eine Approximation fu¨r α˜ ∈ Λ, der
das Risiko R(α) minimiert, aufgefasst werden. Um gewa¨hrleisten zu ko¨nnen, dass die
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Funktion f(·, α˜n) eine gute Darstellung des gesuchten funktionalen Zusammenhangs
ist, mu¨ssen geeignete Bedingungen eingefu¨hrt werden, wann der Abstand zwischen
den Verlusten Q(x, α˜n) und Q(x, α˜) klein ist. Dies fu¨hrt zum Problem einer geeigne-
ten Abstandsscha¨tzung zwischen minimalem Risiko und dem Risiko bezu¨glich der aus
der Minimierung des empirischen Risikos gewa¨hlten Funktion. Wenn also die Funktion
Q(z, α˜n) durch empirische Risiko-Minimierung gewa¨hlt wurde, muss gefordert werden,
dass mit einer Wahrscheinlichkeit (1 − η), 0 < η ≤ 1, der Wert des Risikos R(α˜n)
den Wert des kleinsten mo¨glichen Risikowert infα∈ΛR(α) bei vorgegebener Menge von
Funktionen ho¨chstens um einen Wert E u¨bersteigt. Dabei ha¨ngt E nur von der Stich-
probengro¨ße n, von der Wahrscheinlichkeit η und von einem Parameter HΛ ab, der
die generellen Entropie-Eigenschaften der Menge der Funktionen f(·, α), α ∈ Λ, cha-
rakterisiert, also deren Komplexita¨t bzw. Gro¨ße. Mo¨gliche Definitionen eines solchen
Parameters werden in Abschnitt 2.3 eingefu¨hrt. Insgesamt muss fu¨r das Prinzip der em-
pirischen Risiko-Minimierung garantiert werden, dass mit Wahrscheinlichkeit (1 − η)
die Ungleichung
R(α˜n)− inf
α∈Λ
R(α) ≤ E(n, η,HΛ)
gilt. Die E-Na¨he des gescha¨tzten Risikos zum minimalen Risiko garantiert die Na¨he
der Funktion f(·, α˜n) zu der urspru¨nglich gesuchten Funktion f(·, α˜) in dem jeweiligen
statistischen Lernproblem. Dabei gilt fu¨r jedes Problem bei der vorgegebenen Metrik
und dem Verlust ein spezielles Konzept, um Na¨he zu definieren. Fu¨r das Regressions-
problem ergibt sich daraus beispielsweise:
2.7 Beispiel Regression
Sei im statistischen Lernproblem zur Regression die Regressionsfunktion r(x) = f(x, α˜)
aus der Menge der Funktionen f(x, α), α ∈ Λ, und sei f(x, α˜n) die Scha¨tzung mittels
der empirischen Risiko-Minimierung, so dass fu¨r das Risiko R(α˜n) E-Na¨he gilt:
R(α˜n)− inf
α∈Λ
R(α) ≤ E .
Dann ist die Funktion f(x, α˜n)
√E-nah zur Regressionsfunktion unter Nutzung der
euklidischen Norm (vgl. Vapnik, 1998):
‖f(x, α˜n), r(x)‖2 =
√∫
(f(x, α˜n)− r(x))2dF (x) ≤
√
E .
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Die Minimierung des Abstandes der Scha¨tzung f(x, α˜n) zur optimalen Funktion f(x, α˜)
aus der Menge der Funktionen f(·, α), α ∈ Λ, kann also auf das Problem zuru¨ckgefu¨hrt
werden, den Abstand der zugeho¨rigen Risiken zu minimieren, also das kleinste E in der
Ungleichung
R(α˜n)− inf
α∈Λ
R(α) ≤ E(n, η,HΛ)
bei fester vorgegebener Stichprobengro¨ße zu finden. Dazu muss zuerst ein geeigne-
tes Konzept zur Konsistenz des Lernprozesses entwickelt werden. Dieses Konzept muss
gewa¨hrleisten, dass der statistische Lernprozess gute asymptotische Ergebnisse bezu¨glich
der Approximation der Funktion f(·, α˜) liefert. Das heißt, falls die Anzahl der Beob-
achtungen n gegen unendlich strebt, soll das Risiko R(α˜n) gegen das minimale Risiko
infα∈ΛR(α), also E(n, η,HΛ) gegen Null konvergieren. Wie in Abschnitt 2.2 gezeigt
wird, greifen die klassischen Konsistenzkonzepte hier zu kurz. Gleichzeitig mu¨ssen nicht
nur notwendige sondern auch hinreichende Bedingungen fu¨r diese spezielle Konsistenz
des Lernprozesses nachgewiesen werden. Damit ist sicher gestellt, dass die entwickelte
Theorie konzeptuell nicht mehr verbessert werden kann.
Ein weiterer wichtiger Schritt ist die Abscha¨tzung der Konvergenzrate des Lernpro-
zesses, um eine ausreichende Konvergenzgeschwindigkeit zu erreichen. Nur die dazu
entwickelten nicht-asymptotischen oberen Schranken fu¨r die asymptotische Konsistenz-
bedingung ermo¨glichen die Anwendung der statistischen Lerntheorie auf eine endliche
Menge von Beobachtung und liefern damit die Generalisierungsfa¨higkeit der Algorith-
men, die auf dem Konzept der empirischen Risiko-Minimierung basieren. Gleichzeitig
mu¨ssen die Schranken verteilungsfrei sein, also nicht von der unbekannten Verteilung
FZ(z) abha¨ngen, damit die Konstruktivita¨t gesichert ist.
Die Schranken ko¨nnen direkt aus den notwendigen und hinreichenden Bedingungen fu¨r
die Konsistenz des Lernprozesses abgeleitet werden und ko¨nnen fu¨r das induktive Prin-
zip der strukturellen Risiko-Minimierung (SRM), das die Kontrolle der Konvergenzrate
des Lernprozesses erlaubt, genutzt werden. Dies funktioniert u¨ber den Trade-Off zwi-
schen der Komplexita¨t der Funktionen aus der Menge f(x, α), α ∈ Λ, und dem Wert
des empirischen Risikos, der mit den jeweiligen Funktionen erreicht werden kann. Zur
Anwendung der statistischen Lerntheorie auf konkrete Datensituationen mu¨ssen Al-
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gorithmen fu¨r den Lernprozess entwickelt werden, die das Konzept der strukturellen
Risiko-Minimierung gewa¨hrleisten. Um das Risiko bei der Funktionenapproximation
gema¨ß des SRM-Prinzips zu minimieren, mu¨ssen solche Algorithmen sowohl die Mini-
mierung des empirischen Risikos bei einer gegebenen Menge von Funktionen kontrol-
lieren, als auch die Wahl der Menge von Funktionen mit mo¨glichst optimalen Eigen-
schaften.
Die ersten beiden der oben vorgestellten vier zentralen Probleme der statistischen Lern-
theorie werden in dieser Arbeit fu¨r unabha¨ngige Daten, wie in Vapnik (1995) erstmals
einheitlich zusammengefasst, und fu¨r abha¨ngige Daten gleichermaßen ausfu¨hrlich be-
handelt, da Abha¨ngigkeitsstrukturen in den Beobachtungen vornehmlich auf die empi-
rische Risiko-Minimierung Auswirkungen haben. Das SRM-Prinzip kann dagegen mit
den vera¨nderten Voraussetzungen des ERM-Prinzips in gleicher Weise genutzt werden,
und wird deshalb ebenso wie die daraus resultierenden Algorithmen, wie die Support
Vector Machine (SVM), nur kurz erla¨utert.
Eine ausfu¨hrliche Darstellung des SRM-Prinzips und der algorithmischen Umsetzung
kann der Monographie zur statistischen Lerntheorie von Vapnik (1998) entnommen wer-
den. Eine gute Zusammenfassung, um das Konzept des SRM-Prinzips und der Support
Vector Machine nachzuvollziehen, gibt Vapnik (1999) und das vierte Kapitel im Buch
von Cherkassky und Mulier (1998). Fu¨r eine generelle Zusammenfassung zur Formulie-
rung des statistischen Lernproblems und zur Einfu¨hrung des statistischen Lernen sei
auf das ausfu¨hrliche Buch von Vidyasagar (1997) und auf den Artikel von Mendelson
(2003) verwiesen.
2.2 Konsistenz-Konzept fu¨r die statistische Lerntheorie
Die grundlegende Voraussetzung fu¨r gute Ergebnisse der statistischen Lerntheorie ist,
dass das ERM-Prinzip unter bestimmten Bedingungen gute Konsistenzeigenschaften
besitzt. Die zentrale Aufgabe in diesem Sinne ist die Suche nach diesen Bedingungen.
Zuvor muss allerdings ein Konzept entwickelt werden, das die Konsistenz des Risikos
gegen das minimale Risiko unter Beru¨cksichtigung der generellen Struktur einer Menge
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von Funktionen f(x, α), α ∈ Λ, gewa¨hrleistet, denn im Gegensatz zu klassischen Kon-
sistenzforderungen fu¨r Folgen reeller Zahlen muss hier Konsistenz fu¨r ein Prinzip auf
einer Funktionenmenge gelten. Dabei wird in diesem Kapitel auf die klassische Konver-
genz nach Wahrscheinlichkeit Xt
Pr−→ X zuru¨ckgegriffen. Eine ausfu¨hrliche Erla¨uterung
dieses Konvergenzbegriffs wird zusammen mit der fast sicheren Konvergenz im dritten
Kapitel gegeben.
Sei Q(z, α˜n) die Funktion, die unter Ausnutzung der Beobachtungen z1, . . . , zn das
empirische Risiko
Remp(α) =
n∑
i=1
Q(zi, α), α ∈ Λ,
minimiert. Dann ist nach dem klassischen Konsistenz-Konzept das Prinzip der empi-
rischen Risiko-Minimierung konsistent fu¨r die Menge der Funktionen Q(z, α), α ∈ Λ,
und fu¨r die unbekannte Verteilungsfunktion FZ(z), falls
R(α˜n)
Pr−→
n→∞
inf
α∈Λ
R(α)
und Remp(α˜n)
Pr−→
n→∞
inf
α∈Λ
R(α)
gilt. Das bedeutet, das ERM-Prinzip ist konsistent, wenn mit der Folge von Funktionen
Q(z, α˜n), n = 1, 2, . . ., die mit diesem Prinzip berechnet werden, sowohl das Risiko als
auch das empirische Risiko gegen den fu¨r die gegebene Menge von Funktionen mini-
mal mo¨glichen Risikowert konvergieren. Dies dru¨ckt die Notwendigkeit aus, dass die
Risikowerte R(α˜n) mit der Folge der durch das ERM-Prinzip berechneten Parame-
tern {α˜n}ni=1, α˜n ∈ Λ, gegen den minimal mo¨glichen Risikowert konvergieren, und dass
gleichzeitig dieser minimale Wert durch die empirischen Risikowerte Remp(α˜n) mit der
gleichen Folge von Parametern erreicht wird und damit berechenbar ist.
Das Ziel bei der Beschreibung der Konsistenzbedingungen fu¨r das ERM-Prinzip ist
eine Darstellung in Abha¨ngigkeit von den generellen charakterisierenden Eigenschaf-
ten der Menge der Funktionen Q(z, α), α ∈ Λ. Mit der klassischen Definition ist eine
solche Einbeziehung aber nicht mo¨glich, da in diesem Rahmen triviale Fa¨lle von Konsi-
stenz auftreten ko¨nnen, die der Charakteristik der Menge der Funktionen nicht gerecht
werden. Dabei bezeichnet triviale Konsistenz die Situation, in der fu¨r eine Menge von
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Funktionen Q(z, α), α ∈ Λ, das ERM-Prinzip nicht konsistent ist, aber eine zusa¨tzliche
Funktion Φ(z) existiert, die die Funktionen minorisiert:
inf
α∈Λ
Q(z, α) > Φ(z), fu¨r alle z ∈ IRd+1.
Daraus folgt direkt, dass fu¨r die erweiterte Menge von Funktionen
{Q(z, α), α ∈ Λ} ∪ {Φ(z)}
die Konsistenz der empirischen Risiko-Minimierung erzwungen wird. Dies liegt daran,
dass fu¨r jede Verteilungsannahme PZ und jede Anzahl von Beobachtungen n sowohl
das empirische Risiko Remp(α) als auch das Risiko R(α) durch die Funktion Φ(z) mi-
nimiert wird. Damit wird nur die minorisierende Eigenschaft der einen Funktion in
der Menge der Funktionen beru¨cksichtigt. Das Ziel muss aber die Entwicklung eines
Konsistenz-Konzepts sein, das sich auf die generellen Eigenschaften der Funktionen-
menge stu¨tzt, und nicht von einzelnen Funktionen in der Menge abha¨ngt, die dann
auch einzeln u¨berpru¨ft werden mu¨ssten.
2.8 Definition nicht-triviale Konsistenz
Das Prinzip der empirischen Risiko-Minimierung ist nicht-trivial (strikt) konsistent
bezu¨glich der Menge von Funktionen Q(z, α), α ∈ Λ, und der Verteilungsfunktion
FZ(z), falls fu¨r jede nichtleere Teilmenge
Λ(c) =
{
α
∣∣∣∣ ∫ Q(z, α)dF (z) > c, α ∈ Λ, } , c ∈ IR,
von Λ die Konvergenz
inf
α∈Λ(c)
Remp(α)
Pr−→
n→∞
inf
α∈Λ(c)
R(α)
gilt.
Die Definition erlaubt eine geeignete Adaption des klassischen Konsistenzbegriffs an
die Problematik der statistischen Lerntheorie in dem Sinne, dass nicht nur fu¨r die
vollsta¨ndige Menge der Funktionen Q(z, α), α ∈ Λ, sondern auch fu¨r jede Teilmenge
Q(z, α), α ∈ Λ(c), Konsistenz gelten muss, wobei in diesen Teilmengen nur noch die
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Funktionen beru¨cksichtigt werden, deren Risikowert ho¨her als ein Wert c ∈ IR ist. Die
Konsistenz wird somit auf jedem Risikoniveau u¨berpru¨ft, so dass die Konsistenz nicht
von den Eigenschaften einzelner Elemente in der Menge der Funktionen Q(z, α), α ∈ Λ,
abha¨ngen kann. Im Gegensatz zur Definition nach dem klassischem Konsistenzbegriff,
muss in Definition 2.8 statt zwei Bedingungen nur eine erfu¨llt sein, dafu¨r allerdings
fu¨r eine nicht abza¨hlbare Anzahl von Teilmengen der Funktionenmenge. Im na¨chsten
Abschnitt wird gezeigt, dass die Bedingung in dieser Definition trotzdem nachpru¨fbar
ist.
Weiterhin folgt die triviale Konsistenz direkt aus der nicht-trivialen Konsistenz. Die
zweite Bedingung
Remp(α˜n)
Pr−→
n→∞
inf
α∈Λ
R(α)
fu¨r die klassische Konsistenz folgt wegen
Remp(α˜n) = inf
α∈Λ
Remp(α)
direkt aus der Bedingung in Definition 2.8. Fu¨r die erste Bedingung folgt die Implika-
tion mit folgendem Lemma.
2.9 Lemma Vapnik (1998)
Falls das ERM-Prinzip nicht-trivial konsistent ist, gilt folgende Konvergenz nach Wahr-
scheinlichkeit:
R(α˜n)
Pr−→
n→∞
inf
α∈Λ
R(α).
Die Umkehrung des obigen Lemmas gilt im Allgemeinen nicht. Die Definition der klassi-
schen Konsistenz ist mit dem Lemma in das weitergehende Konzept der nicht-trivialen
Konsistenz eingebettet. Im Weiteren werden hinreichende und notwendige Bedingun-
gen zum Nachweis der nicht-trivialen Konsistenz des ERM-Prinzips aufgezeigt. Die
Analyse der Konsistenz der empirischen Risiko-Minimierung ist eng verbunden mit der
Theorie zur Konvergenz empirischer Prozesse, so dass die Sa¨tze dieser Theorie zum
Nachweis der nicht-trivialen Konsistenz genutzt werden ko¨nnen.
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2.10 Definition Empirische Prozesse
Sei FZ(z) eine auf IR
d+1 definierte Verteilungsfunktion und sei Q(z, α), α ∈ Λ, eine
Menge messbarer Funktionen bezu¨glich des Maßes FZ(z). Sei
z1, . . . , zn, . . .
eine Folge von Beobachtungsvektoren aus IRd+1, identisch gezogen gema¨ß der Vertei-
lungsfunktion FZ(z). Dann heißt
(i) die Folge von Zufallsvariablen
ζn = ζ(z1, . . . , zn) = sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ , n = 1, 2, . . . ,
zweiseitiger empirischer Prozess und
(ii) die Folge von Zufallsvariablen
ζ+n = ζ(z1, . . . , zn) = sup
α∈Λ
(∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
)
+
, n = 1, 2, . . . ,
einseitiger empirischer Prozess, wobei (u)+ = u, falls u > 0, und (u)+ = 0 sonst.
Beide Prozesse ha¨ngen dabei von dem Wahrscheinlichkeitsmaß FZ(z) und der Men-
ge der Funktionen Q(z, α), α ∈ Λ, ab und stellen den supremalen Abstand zwischen
den Funktionen in Abha¨ngigkeit von α ∈ Λ dar. Damit ermo¨glichen die Prozesse eine
Worst-Case-Analyse des Abstands von Risiko und empirischem Risiko. Die Definition
des einseitigen und zweiseitigen empirischen Prozesses ist sehr speziell und auf den hier
notwendigen Kontext zur Suche nach Bedingungen fu¨r die nicht-triviale Konsistenz des
ERM-Prinzips abgestimmt. Im Zusammenhang mit der Konsistenz des statistischen
Lernprozesses sind fu¨r die zweiseitigen und einseitigen empirischen Prozesse vor al-
lem Bedingungen fu¨r die Konvergenz von Interesse, also Bedingungen dafu¨r, wann die
Prozesse ζn und ζ
+
n in Wahrscheinlichkeit gegen den Erwartungswert Null konvergieren:
P
(
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
)
−→
n→∞
0 ∀ε > 0
bzw. P
(
sup
α∈Λ
(∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
)
+
> ε
)
−→
n→∞
0 ∀ε > 0.
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Bei finiter Funktionenmenge Q(z, α), α ∈ Λ, sind die klassischen Konvergenzgesetze
der mathematischen Statistik auf das Problem der Konvergenz der obigen Prozesse an-
wendbar, da das Supremum der jeweiligen Differenzen existiert (Vapnik, 1995). Im Ge-
gensatz dazu muss bei infiniter Menge Q(z, α), α ∈ Λ, mit |Λ| =∞, sicher gestellt sein,
dass die Eigenschaften der Menge zusammen mit dem Wahrscheinlichkeitsmaß FZ(z)
die Konvergenz der beschriebenen empirischen Prozesse ζn bzw. ζ
+
n erlauben. Das heißt,
dass das Mittel 1
n
n∑
i=1
Q(zi, α) gleichma¨ßig zwei- bzw. einseitig gegen den Erwartungs-
wert
∫
Q(z, α)dFZ(z) im Funktionenraum Q(z, α), α ∈ Λ, konvergiert. Dies ist eine
Verallgemeinerung des schwachen Gesetzes der großen Zahlen auf Funktionenra¨ume.
Die allgemeingu¨ltige Definition eines stochastischen Prozesses, die die obige Definition
der speziellen empirischen Prozesse mit einschließt, wird im dritten Kapitel mit den
Definitionen 3.1 und 3.2 gegeben, die dort vorgestellten Eigenschaften, insbesondere
die Gesetze der großen Zahlen, gelten dementsprechend auch fu¨r die hier definierten
empirischen Prozesse, wenn die Menge der Funktionen finit ist, oder die Charakteristik
einer infiniten Menge einfach genug ist, damit Bedingungen fu¨r die Konvergenz der
Prozesse ζn oder ζ
+
n gefunden werden ko¨nnen. Mit Hilfe dieser Prozesse und unter der
Annahme geeigneter charakterisierender Eigenschaften, d. h. Entropie-Eigenschaften,
der Menge Q(z, α), α ∈ Λ, bei Beru¨cksichtigung der Verteilungsannahme PZ wird im
na¨chsten Abschnitt die Konsistenz der statistischen Lerntheorie nachgewiesen und die
Bedingungen fu¨r die Konsistenz diskutiert.
2.3 Konsistenz des statistischen Lernprozesses
Die nicht-triviale Konsistenz als geltendes Konsistenzkonzept zur Anwendung auf die
empirische Risiko-Minimierung ist notwendig, um zu gewa¨hrleisten, dass die charak-
terisierenden Eigenschaften der gesamten Menge von Funktionen in die Betrachtung
der Konsistenz mit einbezogen werden. Daraus ergibt sich allerdings die Notwendigkeit
bezu¨glich einer nicht abza¨hlbaren Anzahl von Teilmengen λ(c), c ∈ IR, die Konsistenz
des minimalen empirischen Risikos gegen das minimale Risiko u¨berpru¨fen zu mu¨ssen.
In diesem Abschnitt wird fu¨r unabha¨ngige, identisch verteilte Beobachtungen z1, . . . , zn
gezeigt, dass Konvergenz eines spezifischen empirischen Prozesses notwendig und hin-
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reichend fu¨r die nicht-triviale Konsistenz des ERM-Prinzips ist, und dass es fu¨r diese
Konvergenz ebenfalls notwendige und hinreichende Bedingungen gibt, die konstruktiv
sind. Im vierten Kapitel wird die Konsistenz des statistischen Lernprozesses fu¨r spezi-
elle Abha¨ngigkeitsstrukturen in den Daten, also fu¨r identisch verteilte, aber abha¨ngige
Beobachtungen, unter Ausnutzung der Ergebnisse aus dem dritten Kapitel nachgewie-
sen.
Der Nachweis, dass es notwendige und hinreichende Bedingungen fu¨r die nicht-triviale
Konsistenz des ERM-Prinzips gibt, erbrachte eine der wichtigsten Grundlagen fu¨r die
Etablierung der statistischen Lerntheorie, da nur durch konstruktive Bedingungen die
Theorie anwendbar wird. Vapnik und Chervonenkis (1989) haben das sogenannte Kern-
theorem der statistischen Lerntheorie fu¨r die Situation mit unabha¨ngigen, identisch
verteilten Beobachtungen z1, . . . , zn nachgewiesen.
2.11 Satz Kerntheorem der statistischen Lerntheorie
Seien a ∈ IR und A ∈ IR Konstanten, so dass fu¨r alle Funktionen aus der Menge
Q(z, α), α ∈ Λ, und fu¨r eine gegebene Verteilungsfunktion FZ(z) die Ungleichungen
a ≤
∫
Q(z, α)dFZ(z) ≤ A, α ∈ Λ,
gelten. Seien weiter z1, . . . , zn, . . . unabha¨ngige und gema¨ß FZ(z) verteilte Beobachtun-
gen. Dann sind folgende Aussagen a¨quivalent:
(i) Fu¨r die gegebene Verteilungsfunktion FZ(z) ist die Methode der empirischen
Risiko-Minimierung strikt konsistent auf der Menge der Funktionen Q(z, α),
α ∈ Λ.
(ii) Fu¨r die gegebene Verteilungsfunktion gilt gleichma¨ßige einseitige Konvergenz des
Mittels gegen den Erwartungswert auf der Menge der Funktionen Q(z, α), α ∈ Λ:
lim
n→∞
P
(
sup
α∈Λ
(R(α)−Remp(α)) > ε
)
= 0, ∀ε > 0.
Die Notwendigkeit der Bedingung (ii) fu¨r die Konsistenz des ERM-Prinzips in Satz
2.11 ist die wichtige Aussage des Kerntheorems. Denn dadurch ist bewiesen, dass jede
Analyse der Konvergenzbedingungen des ERM-Prinzips eine Worst-Case-Analyse sein
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muss. Bemerkenswert ist, dass nicht nur die hinreichende, sondern auch die notwendi-
ge Bedingung fu¨r die Konsistenz davon abha¨ngt, ob noch fu¨r die schlechtest mo¨gliche
Wahl von α ∈ Λ der Abstand zwischen Risiko und empirischen Risiko fu¨r n → ∞
in Wahrscheinlichkeit gegen Null konvergiert. Die Beschra¨nkung des Risikos durch die
Konstanten a bzw. A stellt dabei nur eine geringe Einschra¨nkung dar. In der Regel
ko¨nnen beide Werte ausreichend klein bzw. groß gewa¨hlt werden.
Basis fu¨r das Kerntheorem der statistischen Lerntheorie sind im wesentlichen wahr-
scheinlichkeitstheoretische Abscha¨tzungen und kombinatorische Mengenbeziehungen,
sowie im zentralen Maße Aussagen mittels des schwachen Gesetzes der großen Zahlen.
Daraus ergibt sich als wesentliche Einschra¨nkung aus den Voraussetzungen des Satzes
die Unabha¨ngigkeitsbedingung fu¨r die beobachteten Daten z1, . . . , zn, denn dadurch
wird die Problemstellung dahingehend vereinfacht, dass die Gesetze der großen Zahlen
ohne weitere Bedingungen genutzt werden ko¨nnen. Eine Abschwa¨chung der Vorausset-
zungen, so dass auch gewisse Abha¨ngigkeitsstrukturen in den Daten zugelassen werden
ko¨nnen, ist allerdings sinnvoll, da so das Prinzip der empirischen Risiko-Minimierung
auch auf beispielsweise zeitabha¨ngige Beobachtungen ausgeweitet werden kann. Die
Erweiterung des Kerntheorems in Kapitel 4 fu¨hrt zu Aussagen, die Abha¨ngigkeits-
strukturen erlauben und Satz 2.11 als Spezialfall integrieren, so dass der dort gefu¨hrte
Nachweis des Kerntheorems auch fu¨r den obigen Satz gilt.
In der klassischen mathematischen Statistik wird das Problem der gleichma¨ßigen einsei-
tigen Konvergenz nicht betrachtet, es wird speziell fu¨r die Konsistenz des statistischen
Lernprozesses wegen der Aussagen des Kerntheorems 2.11 wichtig. In diesem Kontext
liegt eine asymmetrische Situation vor, denn die Konsistenz des ERM-Prinzips bezieht
sich auf die Minimierung des Risikos unter Ausnutzung des minimalen empirischen
Risikos. Da bei der Anpassung einer Funktion f(x, α) an den Output y u¨ber das em-
pirische Risiko nur eine Auswahl der Paare z = (x, y) ∈ IRd+1 beru¨cksichtigt werden
muss, ist das minimale empirische Risiko bei fester Menge von Funktionen Q(z, α),
α ∈ Λ, immer kleiner als das minimale Risiko, das u¨ber die gesamte Verteilung PZ
gebildet wird.
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Satz 2.11 gilt fu¨r eine feste Verteilung PZ mit zugeho¨riger Verteilungsfunktion FZ(z).
Allerdings soll die statistische Lerntheorie fu¨r jede Verteilung aus einer Familie von
Verteilungen P gelten. Damit die Bedingungen fu¨r die Konsistenz der Methode der
empirischen Risiko-Minimierung fu¨r jedes Wahrscheinlichkeitsmaß aus P gilt, muss
das Kerntheorem der statistischen Lerntheorie so verallgemeinert werden, dass die Be-
dingungen fu¨r die Konsistenz auf der gesamten zu P geho¨rigen Familie der Verteilungs-
funktionen F gelten.
2.12 Korollar Vapnik (1998)
Seien a ∈ IR und A ∈ IR Konstanten, so dass fu¨r alle Funktionen aus der MengeQ(z, α),
α ∈ Λ, und fu¨r alle Verteilungsfunktionen FZ(z) in der Familie der Verteilungen F die
Ungleichungen
a ≤
∫
Q(z, α)dFZ(z) ≤ A, α ∈ Λ, FZ(z) ∈ F,
gelten. Gelte weiter fu¨r alle Verteilungsfunktionen FZ(z) ∈ F, dass z1, . . . , zn, . . .
jeweils gema¨ß FZ(z) verteilte und unabha¨ngige Beobachtungen sind. Dann sind fol-
gende Aussagen a¨quivalent:
(i) Fu¨r jede Verteilungsfunktion in der Menge F ist die Methode der empirischen
Risiko-Minimierung strikt konsistent auf der Menge der Funktionen
Q(z, α), α ∈ Λ.
(ii) Fu¨r jede Verteilungsfunktion in der Menge F gilt gleichma¨ßige einseitige Kon-
vergenz des Mittels gegen den Erwartungswert auf der Menge der Funktionen
Q(z, α), α ∈ Λ:
lim
n→∞
P
(
sup
α∈Λ
(R(α)−Remp(α)) > ε
)
= 0, ∀ε > 0.
Mit dem Kerntheorem 2.11 und dem daraus folgenden Korollar 2.12 wird das Problem,
strikte Konsistenz der Methode der empirischen Risiko-Minimierung nachzuweisen, ver-
schoben auf den Existenznachweis der gleichma¨ßigen einseitigen Konvergenz des Mittels
gegen den Erwartungswert, also der Konvergenz des einseitigen empirischen Prozesses.
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Daraus ergibt sich die Suche nach notwendigen und hinreichenden Bedingungen fu¨r
diese Konvergenz.
Bei der Lo¨sung dieses Problems ko¨nnen die spezifischen Eigenschaften der Menge der
Funktionen Q(z, α), α ∈ Λ, unter Ausnutzung empirischer Daten genutzt werden, denn
schon bei der Definition der nicht-trivialen Konsistenz wird der Einfluss der generellen
Entropie-Eigenschaften der Funktionenmenge deutlich. Fu¨r den einfachsten Fall, die
Annahme einer endlichen Menge von Funktionen, d. h. die Annahme von |Λ| = K <∞,
kann die Bedingung fu¨r die gleichma¨ßige einseitige Konvergenz
P
{
sup
1≤k≤K
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
}
−→
n→∞
0, fu¨r alle ε > 0,
durch eine obere Schranke fu¨r die obige Wahrscheinlichkeit ermittelt werden, die von
der Gro¨ße der Funktionenmenge abha¨ngt, so dass unter Nutzung dieser Schranke die
notwendige und hinreichende Bedingung deutlich wird. Fu¨r eine endliche Menge reeller,
beschra¨nkter Funktionen Q(z, α), α ∈ Λ, mit |Q(z, α)| ≤ B fu¨r alle α ∈ Λ und B <∞
gelten die folgenden Ungleichungen:
P
{
sup
1≤k≤K
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
}
≤
K∑
k=1
P
{(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
}
≤ K P
{(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
}
.
Unter Ausnutzung der Hoeffding-Ungleichung (Hoeffding, 1963) mit der Konstanten B
fu¨r die Funktionswerte gilt die Ungleichung
P
{(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
}
< exp
{
− ε
2n
2B2
}
.
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Insgesamt folgt daraus die obere Schranke
P
{
sup
1≤k≤K
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
}
< K exp
{
− ε
2n
2B2
}
= exp
{(
lnK
n
− ε
2
2B2
)
n
}
,
die die Wahrscheinlichkeit angibt, dass die Differenz zwischen empirischem Risiko
und Risiko kleiner als ein ε ist. Ein a¨hnliches Ergebnis existiert auch fu¨r die einfa-
chere endliche Menge von Indikatorfunktionen Q(z, α), α ∈ Λ, mit |Λ| < ∞ und
Q(z, α) ∈ {0, 1}. Dann gilt unter Verwendung der Chernoff-Ungleichung (Chernoff,
1952), die ein Spezialfall der Hoeffding-Ungleichung (Hoeffding, 1963) ist, ebenfalls ei-
ne Abscha¨tzung fu¨r die gleichma¨ßige Konvergenz der Mittel gegen den Erwartungswert:
P
{
sup
1≤k≤K
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
}
< K exp
{−2ε2n}
= exp
{(
lnK
n
− 2ε2
)
n
}
.
Aus den jeweiligen oberen Schranken la¨sst sich direkt ablesen, dass fu¨r alle ε > 0 die
gleichma¨ßige einseitige Konvergenz erreicht werden kann, wenn
lnK
n
−→
n→∞
0
gilt. Diese hinreichende Bedingung ist in diesem speziellen Fall einer finiten Anzahl von
Funktionen immer erfu¨llt, so dass automatisch auch die einseitige gleichma¨ßige Kon-
vergenz gelten muß. Diese Bedingung ist eine Aussage u¨ber die Gro¨ße oder Ma¨chtigkeit
der Menge der Funktionen im Verha¨ltnis zur Anzahl der Beobachtungen.
Bedingungen dieser Art werden auch im Weiteren Indikatoren fu¨r die gleichma¨ßige
Konvergenz sein, auch wenn die Anzahl der Funktionen in der Menge Q(z, α), α ∈ Λ,
infinit ist. Um geeignete Bedingungen entwickeln zu ko¨nnen, mu¨ssen dazu Maße fu¨r
2 Statistische Lerntheorie 29
die Ma¨chtigkeit oder die Mannigfaltigkeit der Funktionenmenge definiert werden, die
in Abha¨ngigkeit von der Anzahl der Beobachtungen die Eigenschaften der Menge wi-
derspiegelt. Dabei ist die wichtigste Idee, dass trotz der unendlichen Anzahl der Ele-
mente nur eine endliche Anzahl von Klassen in dieser Funktionenmenge bezu¨glich der
gegebenen Beobachtungen z1, . . . , zn unterscheidbar sind. Um die Unterscheidbarkeit
angemessen definieren zu ko¨nnen, muss ein Entropie-Konzept gelten, dass die A¨hn-
lichkeiten in der Menge der Funktionen unter Beru¨cksichtigung der gegebenen Beob-
achtungen quantifiziert. Dazu wird die VC-Entropie von Vapnik und Chervonenkis fu¨r
Indikatorfunktionen (Vapnik und Chervonenkis, 1979) und fu¨r beschra¨nkte reelle Funk-
tionen (Vapnik und Chervonenkis, 1995) eingefu¨hrt.
Sei Q(z, α), α ∈ Λ, eine Menge von Funktionen mit |Q(z, α)| ≤ B und seien
z1, . . . , zn identisch verteilte Beobachtungen, gezogen gema¨ß der Verteilungsfunktion
FZ(z). Sei weiter
q(α) = (Q(z1, α), . . . , Q(zn, α)), α ∈ Λ,
die Menge der Vektoren, die sich aus den Verlusten fu¨r die verschiedenen α und den
Beobachtungen ergeben. Ein Konzept fu¨r die A¨hnlichkeit in Funktionenmengen in
Abha¨ngigkeit von den Beobachtungen kann aus der A¨hnlichkeit der Vektoren q(α),
α ∈ Λ, abgeleitet werden.
2.13 Definition minimales ε-Netz
Sei Q(z, α), α ∈ Λ, eine Menge beschra¨nkter, reeller Funktionen mit |Q(z, α)| ≤ B
und seien z1, . . . , zn Beobachtungen. Dann hat die Menge von Vektoren q(α) ∈ IRn,
α ∈ Λ, unter Supremumsnorm ein minimales ε-Netz
q(α1), . . . , q(αK),
falls eine minimale Anzahl von Vektoren q(α1), . . . , q(αK) existiert mit einem
K = KΛ(ε; z1, . . . , zn),
so dass es fu¨r jeden Vektor q(α), α ∈ Λ, ein q(αr) aus der Menge der K Vektoren
q(α1), . . . , q(αK) gibt, das ε-dicht zu q(α) ist, d. h.
‖q(α), q(αr)‖∞ = sup
1≤i≤n
|Q(zi, α)−Q(zi, αr)| ≤ ε.
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In der Definition 2.13 istKΛ(ε; z1, . . . , zn) eine Zufallsvariable, die durch die Zufallsvek-
toren z1, . . . , zn mit gemeinsamer unbekannter Verteilungsfunktion FZ1,...,Zn(z1, . . . , zn)
konstruiert wird. Die Bildung des Erwartungswerts u¨ber die logarithmierte Zufallsva-
riable ergibt die VC-Entropie fu¨r beschra¨nkte, reelle Funktionen (Vapnik, 1995).
2.14 Definition VC-Entropie fu¨r reelle Funktionen
Sei Q(z, α), α ∈ Λ, eine Menge beschra¨nkter, reeller Funktionen mit |Q(z, α)| ≤ B und
seien z1, . . . , zn Beobachtungen mit gemeinsamer Verteilungsfunktion
FZ1,...,Zn(z1, . . . , zn).
Haben die n-dimensionalen Vektoren
q(α) = (Q(z1, α), . . . , Q(zn, α)) , α ∈ Λ,
ein minimales ε-Netz bezu¨glich der Supremumsnorm ‖·‖∞ mit AnzahlKΛ(ε; z1, . . . , zn)
von Vektoren, dann heißt
HΛ(ε, n) = E
(
lnKΛ(ε; z1, . . . , zn)
)
VC-Entropie der Menge der Funktionen Q(z, α), α ∈ Λ, wobei der Erwartungswert
bezu¨glich FZ1,...,Zn(z1, . . . , zn) gebildet wird.
Die VC-Entropie fu¨r reelle Funktionen ist die Verallgemeinerung des Entropiebegriffs
fu¨r Indikatorfunktionen durch die Nutzung von ε-Netzen. Fu¨r die Menge von Indika-
torfunktionen Q(z, α), α ∈ Λ, ist
q(α) = (Q(z1, α), . . . , Q(zn, α)) , α ∈ Λ,
eine Menge bina¨rer Vektoren, die im n-dimensionalen Raum einen Einheitswu¨rfel mit
K < n Ecken bilden. Die Anzahl unterschiedlicher Ecken bezu¨glich der Beobachtungen
z1, . . . , zn gibt somit einen Wert K = K
Λ(z1, . . . , zn) fu¨r die Entropie der Menge der
Indikatorfunktionen an, der nicht von einem ε abha¨ngt. Das minimale ε-Netz fu¨r Indika-
torfunktionen ist fu¨r alle ε < 1 eine Teilmenge der Ecken des Einheitswu¨rfels. Die VC-
Entropie fu¨r eine Menge von Indikatorfunktionen Q(z, α), α ∈ Λ, vereinfacht sich damit
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zu
HΛ(n) = E
(
lnKΛ(z1, . . . , zn)
)
(vgl. Vapnik und Chervonenkis, 1979, und Vapnik, 1982). Die VC-Entropie ha¨ngt durch
die Bildung des Erwartungswerts von der unbekannten Verteilungsfunktion
FZ1,...,Zn(z1, . . . , zn) ab und ist dadurch nicht direkt berechenbar. Trotzdem gibt es
unter Ausnutzung der VC-Entropie notwendige und hinreichende Bedingungen fu¨r die
zweiseitige bzw. einseitige gleichma¨ßige Konvergenz bei unabha¨ngig erhobenen Beob-
achtungen und damit auch fu¨r das Prinzip der empirischen Risiko-Minimierung.
2.15 Satz Vapnik und Chervonenkis (1981)
Sei Q(z, α), α ∈ Λ, eine Menge beschra¨nkter, reeller Funktionen mit |Q(z, α)| ≤ B und
seien z1, . . . , zn unabha¨ngig und identisch verteilte Beobachtungen gema¨ß der Vertei-
lung FZ(z). Damit zweiseitige gleichma¨ßige Konvergenz
P
(
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
)
−→
n→∞
0 ∀ε > 0
u¨ber der Menge der Funktionen Q(z, α), α ∈ Λ, gilt, ist es notwendig und hinreichend,
dass fu¨r alle ε > 0 die folgenden Bedingungen erfu¨llt sind:
HΛ(ε, n)
n
−→
n→∞
0.
Die Bedingungen fu¨r die zweiseitige gleichma¨ßige Konvergenz fu¨r eine infinite Anzahl
von Funktionen hat also dieselbe Form wie fu¨r eine endliche Anzahl, wobei hier mit der
VC-Entropie eine Angabe u¨ber die Komplexita¨t der Funktionenmenge gemacht wird
und nicht die Anzahl der Funktionen K genutzt wird.
Durch die Notwendigkeit der Einfu¨hrung des ε-Netzes fu¨r reelle Funktionen muss fu¨r
jedes ε > 0 die Bedingung gelten. Fu¨r den Spezialfall der Indikatorfunktionen verein-
facht sich die Aussage des Satzes zu folgendem Korollar.
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2.16 Korollar Vapnik und Chervonenkis (1968)
Sei Q(z, α), α ∈ Λ, eine Menge von Indikatorfunktionen mit Q(z, α) ∈ {0, 1} und sei-
en z1, . . . , zn unabha¨ngig und identisch verteilte Beobachtungen gema¨ß der Verteilung
FZ(z). Damit zweiseitige gleichma¨ßige Konvergenz
P
(
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
)
−→
n→∞
0, ∀ε > 0,
u¨ber der Menge der Funktionen Q(z, α), α ∈ Λ, gilt, ist es notwendig und hinreichend,
dass die Bedingung
HΛ(n)
n
−→
n→∞
0
erfu¨llt ist.
Der Nachweis fu¨r Satz 2.15 kann ebenso wie fu¨r Korollar 2.16 aus den zitierten Arti-
keln oder aus dem Buch zur statistischen Lerntheorie von Vapnik (1998) entnommen
werden. Dort gibt es eine a¨hnliche Aussage auch fu¨r Mengen unbeschra¨nkter reeller
Funktionen, die hier aber nicht weiter betrachtet werden sollen. Damit die Ergebnisse
aus Satz 2.15 und dem Korollar 2.16 fu¨r Aussagen u¨ber notwendige und hinreichen-
de Bedingungen zur nicht-trivialen Konsistenz des Prinzips der empirischen Risiko-
Minimierung genutzt werden ko¨nnen, muss die Anwendung der obigen Bedingungen
auch auf einseitige gleichma¨ßige Konvergenz ausgedehnt werden.
Gleichma¨ßige zweiseitige Konvergenz kann dargestellt werden durch
P
({
sup
α∈Λ
(R(α)−Remp(α)) > ε
}
∨
{
sup
α∈Λ
(Remp(α)−R(α)) > ε
})
−→
n→∞
0 ∀ε > 0,
so dass sofort deutlich wird, dass diese Konvergenz eine hinreichende Bedingung fu¨r die
Konvergenz des Prinzips der empirischen Risiko-Minimierung ist. Allerdings wird in der
statistischen Lerntheorie die unsymmetrische Situation betrachtet, dass die Generalisie-
rungsfa¨higkeit im Lernprozess mit dem ERM-Prinzips nur durch die Minimierung des
Risikos und nicht durch die Maximierung erreicht wird. Das bedeutet fu¨r eine Funktion
Q(z, α), die die zweiseitige gleichma¨ßige Konvergenz nicht erfu¨llt, dass trotzdem eine
Funktion Q∗(z, α′) existieren kann, die entsprechend konvergiert und geeignet nah zur
urspru¨nglichen Funktion ist. Im folgenden Satz von Vapnik und Chervonenkis (1989)
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wird gezeigt, dass unter Ausnutzung dieser Idee notwendige und hinreichende Bedin-
gungen fu¨r einseitige gleichma¨ßige Konvergenz gefunden werden ko¨nnen.
2.17 Satz Vapnik und Chervonenkis (1989)
Sei Q(z, α), α ∈ Λ, ein Menge beschra¨nkter, reeller Funktionen mit |Q(z, α)| ≤ B und
seien z1, . . . , zn unabha¨ngig und identisch verteilte Beobachtungen gema¨ß der Vertei-
lung FZ(z). Dann ist fu¨r die einseitige gleichma¨ßige Konvergenz
P
(
sup
α∈Λ
(∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
)
> ε
)
−→
n→∞
0 ∀ε > 0
notwendig und hinreichend, dass fu¨r jedes positive ε, ² und δ eine Menge von Funktionen
existiert, so dass gilt:
(i) Fu¨r jede Funktion Q(z, α) existiert eine Funktion Q∗(z, α′), die die Bedingungen
Q(z, α) ≥ Q∗(z, α′),∫ (
Q(z, α)−Q∗(z, α′))dFZ(z) < ²
erfu¨llt.
(ii) Die VC-Entropie der Menge von Funktionen Q∗(z, α′), α′ ∈ Λ′, erfu¨llt die Un-
gleichung
lim
n→∞
HΛ
′
(ε, n)
n
< δ.
Zum Beweis, dass die Bedingung in diesem Satz von Vapnik und Chervonenkis (1989)
hinreichend ist, kann dieselbe Technik wie fu¨r Satz 2.15 genutzt werden, d. h. es wird
dieselbe Idee verfolgt, wie sie auch fu¨r eine finite Anzahl von Funktionen aufgezeigt
wurde. Es wird allerdings die VC-Entropie der Menge Q∗(z, α′), α′ ∈ Λ′, als Kom-
plexita¨tsmaß fu¨r die urspru¨ngliche Menge Q∗(z, α), α ∈ Λ, genutzt. Bemerkenswert
ist dabei, dass die Bedingung in Satz 2.17 schwa¨cher ist als die Bedingung fu¨r die
gleichma¨ßige zweiseitige Konvergenz.
Der Satz 2.17 gilt ebenfalls fu¨r Indikatorfunktionen, wobei dann die notwendige und
hinreichende Bedingung nicht mehr von ε abha¨ngt. Die wichtigste Bemerkung ist aber,
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dass der Satz nicht nur fu¨r eine feste Verteilung mit Verteilungsfunktion FZ(z) gilt,
sondern fu¨r jede beliebige Verteilung PZ aus der Klasse von Verteilungen P . Dazu
muss analog zu Satz 2.17 fu¨r jedes positive ε, ² und δ die Bedingung
lim
n→∞
HΛ
′
(ε, n)
n
< δ
fu¨r jede Verteilungsfunktion FZ(z) aus der Menge der Verteilungsfunktionen F gu¨ltig
sein. Mit dieser zentralen Bemerkung wird zusammen mit Korollar 2.12 deutlich, dass
die Bedingungen in Satz 2.17 notwendig und hinreichend fu¨r die nicht-triviale Konsi-
stenz des Prinzips der empirischen Risiko-Minimierung sind.
2.4 Konvergenzrate des statistischen Lernprozesses
Nach der Bestimmung der Bedingungen fu¨r die nicht-triviale Konsistenz des Prin-
zips der empirischen Risiko-Minimierung ist es zur Vervollsta¨ndigung des konzeptio-
nellen Teils der statistischen Lerntheorie von Bedeutung, Aussagen daru¨ber zu treffen,
unter welchen Bedingungen die Konvergenzrate der gescha¨tzten Risikowerte R(α˜n),
n = 1, 2, . . ., gegen das minimale Risiko infα∈ΛR(α) exponentiell ist. Dazu mu¨ssen fu¨r
ein gegebenes Wahrscheinlichkeitsmaß obere Schranken gefunden werden, so dass diese
fu¨r ausreichend große n eine Abscha¨tzung der Konvergenzrate gewa¨hrleisten. Gleichzei-
tig wird unter Ausnutzung einer solchen oberen Schranke der Wert des Risikos R(α˜n)
ebenfalls abscha¨tzbar.
Fu¨r eine Menge von Funktionen Q(z, α), α ∈ Λ, werden in diesem Abschnitt zuerst
verteilungsabha¨ngige Schranken entwickelt, aus denen sich aber direkt verteilungsun-
abha¨ngige Schranken entwickeln lassen, wobei dafu¨r generell angenommen wird, dass
die Beobachtungen z1, . . . , zn identisch gema¨ß der Verteilungsfunktion FZ(z) erhoben
werden. Die Grundlage fu¨r die Bestimmung und die Analyse der beiden Typen von
Schranken sind jeweils unterschiedliche Entropie-Konzepte.
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2.18 Definition Entropie-Konzepte
Sei Q(z, α), α ∈ Λ, eine Menge beschra¨nkter, reeller Funktionen mit |Q(z, α)| ≤ B und
seien z1, . . . , zn Beobachtungen mit gemeinsamer Verteilungsfunktion
FZ1,...,Zn(z1, . . . , zn).
Sei KΛ(ε; z1, . . . , zn) die Anzahl der Vektoren im minimalen ε-Netz der Menge der
Funktionen Q(z, α), α ∈ Λ. Dann heißt
HΛann(ε, n) = lnE(K
Λ(ε; z1, . . . , zn))
die annealed VC-Entropie und
GΛ(ε, n) = ln sup
z1,...,zn
KΛ(ε; z1, . . . , zn)
die Growth-Funktion der Menge der Funktionen Q(z, α), α ∈ Λ, wobei der Erwartungs-
wert bei der annealed VC-Entropie bezu¨glich FZ1,...,Zn(z1, . . . , zn) gebildet wird.
Fu¨r Indikatorfunktionen kann wie bei der VC-Entropie auf das Konzept des minimalen
ε-Netzes verzichtet werden, so dass die annealed VC-Entropie fu¨r Indikatorfunktionen
durch
HΛann(n) = lnE(K
Λ(z1, . . . , zn))
definiert ist und die Growth-Funktion fu¨r Indikatorfunktionen durch
GΛ(n) = ln sup
z1,...,zn
KΛ(z1, . . . , zn).
Die beiden Konzepte sind zusammen mit der VC-Entropie fu¨r beschra¨nkte, reelle Funk-
tionen so definiert, dass fu¨r alle n und beliebiges, festes ε > 0 die Ungleichungen
HΛ(ε, n) ≤ HΛann(ε, n) ≤ GΛ(ε, n)
gelten. Fu¨r Indikatorfunktionen gelten entsprechende Ungleichungen:
HΛ(n) ≤ HΛann(n) ≤ GΛ(n).
Die jeweils erste Ungleichung folgt aus der Jensen-Ungleichung, die zweite Ungleichung
folgt direkt aus den Definitionen der Entropien. Die annealed VC-Entropie ist eben-
so wie die VC-Entropie nicht verteilungsfrei, beide ha¨ngen von der Verteilung PZ ab,
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weshalb diese beiden Entropie-Konzepte nicht unabha¨ngig von der zu lo¨senden Auf-
gabe sind. Das Entropie-Konzept mit der Growth-Funktion ist dagegen verteilungs-
frei, aber wie die anderen Entropien nicht konstruktiv, da es keine allgemeingu¨ltige
Mo¨glichkeit gibt, die Anzahl der Vektoren des minimalen ε-Netzes fu¨r eine beliebige
Menge von Funktionen Q(z, α), α ∈ Λ, zu berechnen (vgl. Vapnik, 1993). Da aber die
Growth-Funktion in direktem Zusammenhang mit der von Vapnik und Chervonenkis
entwickelten VC-Dimension (Vapnik und Chervonenkis, 1968, 1971) steht, ko¨nnen die
drei Entropien durch die konstruktive VC-Dimension nach oben abgescha¨tzt werden.
Zusa¨tzlich existieren empirische Verfahren zur Scha¨tzung der VC-Dimension fu¨r ei-
ne gegebene Menge von Funktionen Q(z, α), α ∈ Λ, so dass die oben beschriebenen
Schranken vollsta¨ndig berechenbar werden (vgl. Vapnik, Levin und Le Cun, 1994).
Auf die konkrete Einfu¨hrung der VC-Dimension kann hier allerdings verzichtet werden,
da die Bedingungen zur Abscha¨tzung der Konvergenzrate durch die nichtkonstruktiven,
oberen Schranken direkt auf Schranken, die die VC-Dimension nutzen, u¨bertragen wer-
den ko¨nnen (vgl. Kapitel 4 und 5 in Vapnik, 1998). Allgemein ist die VC-Dimension in
der gesamten Lerntheorie (Valiant, 1984) von besonderer Bedeutung, um verteilungs-
freie Konvergenz nachweisen zu ko¨nnen. Dazu ist die wichtigste Voraussetzung immer
die Finitheit der VC-Dimension (vgl. Blumer et al., 1989). In diesem Zusammenhang
werden auch in Alon et al. (1997) geeignete Schranken fu¨r den Fall von reellwertigen
Verlustfunktionen in der statistischen Lerntheorie angegeben.
Alle diese Ansa¨tze zur Konstruktion von Schranken zur Kontrolle der Konvergenzrate
haben dabei gemein, dass die Unabha¨ngigkeit der Beobachtungen vorausgesetzt wird.
Fu¨r das restliche Kapitel wird angenommen, dass unabha¨ngig erhobene Beobachtungen
betrachtet werden, bevor im dritten und vierten Kapitel fu¨r die statistische Lerntheorie
Abha¨ngigkeitsstrukturen in den Daten eingefu¨hrt werden.
Am einfachsten Fall, also fu¨r Mengen Q(z, α), α ∈ Λ, mit endlicher Anzahl von Funk-
tionen, soll die Idee fu¨r die Entwicklung der Schranken aufgezeigt werden, die eine
schnelle Konvergenz der statistischen Lerntheorie garantieren. Im Abschnitt 2.3 wur-
den bereits obere Schranken fu¨r finite Funktionenmengen angegeben, die auch geeignet
sind, die Schnelligkeit der Konvergenzrate abzuscha¨tzen. Fu¨r eine Menge mit einer fi-
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niten Anzahl K beschra¨nkter, reeller Funktionen Q(z, α), α ∈ Λ, mit |Q(z, α)| ≤ B
und fu¨r unabha¨ngig und identisch gema¨ß FZ(z) verteilte Beobachtungen z1, . . . , zn gilt
die Ungleichung
P
{
sup
1≤k≤K
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
}
< K exp
{
− ε
2n
2B2
}
= exp
{(
lnK
n
− ε
2
2B2
)
n
}
.
Aus dieser Ungleichung ergibt sich nicht nur die notwendige und hinreichende Bedin-
gung
lnK
n
−→
n→∞
0
fu¨r gleichma¨ßige einseitige Konvergenz. Die gleiche Bedingung ist auch hinreichend
dafu¨r, dass die exponentielle Schranke nicht trivial ist, das heißt, fu¨r jedes ε > 0
konvergiert die Schranke
exp
{(
lnK
n
− ε
2
2B2
)
n
}
gegen Null, falls
lnK
n
−→
n→∞
0
gilt. Mit der Einfu¨hrung von η mit 0 < η ≤ 1 als Wert fu¨r die obere Schranke kann
K exp
{
− ε
2n
2B2
}
= η
gesetzt werden, so dass sich durch Auflo¨sung nach ε
ε = 2B
√
lnK − ln η
2n
ergibt. Damit kann die obige Ungleichung in die folgende a¨quivalente Form gebracht
werden:
Mit Wahrscheinlichkeit (1− η) ist die Ungleichung
R(αk)−Remp(αk) ≤ 2B
√
lnK − ln η
2n
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gleichzeitig fu¨r alle K beschra¨nkten, reellen Funktionen in der Menge Q(z, αk),
k = 1, . . . , K, gu¨ltig.
Da die obige Aussage fu¨r alle K Funktionen gilt, kann dadurch der Wert des Risikos
R(α˜n) fu¨r die durch Minimierung des empirischen Risikos gewa¨hlte Funktion Q(z, α˜n)
abgescha¨tzt werden:
R(α˜n) ≤ Remp(α˜n) + 2B
√
lnK − ln η
2n
.
Durch diese Abscha¨tzung wird deutlich, dass sich der Risikowert R(α˜n) fu¨r große n in
der Na¨he des minimalen empirischen Risikos bewegt, wenn der zweite Summand klein
genug ist, wofu¨r
lnK
n
−→
n→∞
0
die hinreichende Bedingung ist. Weiterhin gilt fu¨r beliebiges αk ∈ {α1, . . . , αK} die
Hoeffding-Ungleichung (Hoeffding, 1963)
P
{(
1
n
n∑
i=1
Q(zi, αk)−
∫
Q(z, αk)dFz(z)
)
> ε
}
< exp
{
− ε
2n
2B2
}
,
woraus folgt, dass mit Wahrscheinlichkeit (1− η) die Abscha¨tzung
R(α˜) = inf
α∈Λ
R(α) ≥ Remp(α˜)− 2B
√
− ln η
2n
≥ Remp(α˜n)− 2B
√
− ln η
2n
.
fu¨r das minimale Risiko existiert. Zusammen mit der Abscha¨tzung fu¨r den Risikowert
gilt deshalb fu¨r die Differenz des gescha¨tzten Risikos zum minimalen Risiko mit Wahr-
scheinlichkeit (1− 2η) die Abscha¨tzung
R(α˜n)− inf
α∈Λ
R(α) ≤ 2B
(√
lnK − ln η
2n
+
√
− ln η
2n
)
.
Dabei ist
lnK
n
−→
n→∞
0
wiederum eine hinreichende Bedingung dafu¨r, dass diese Differenz der Risikos klein
wird fu¨r großes n. Die beiden Abscha¨tzungen fu¨r den Risikowert R(α˜n) und die Dif-
ferenz R(α˜n)− infα∈ΛR(α) erlauben zusammen mit den zugeho¨rigen Voraussetzungen
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eine vollsta¨ndige Analyse der Generalisierungsfa¨higkeit der Methode der empirischen
Risiko-Minimierung fu¨r eine finite Anzahl beschra¨nkter, reeller Funktionen und un-
abha¨ngig gezogener Beobachtungen mit identischer Verteilung. Fu¨r den Spezialfall ei-
ner endlichen Menge von Indikatorfunktionen gelten alle oben gemachten Aussagen
gleichermaßen, dann mit der Konstanten B =
√
1/2.
Mit der gleichen Vorgehensweise ko¨nnen a¨hnliche Ergebnisse auch fu¨r Mengen mit
infiniter Anzahl von Funktionen Q(z, α), α ∈ Λ, unter Verwendung der annealed VC-
Entropie oder verteilungsfrei mit der Growth-Funktion hergeleitet werden. Im Weiteren
werden Schranken fu¨r die Menge von Indikatorfunktionen angegeben. Auf die Auswei-
tung auf beschra¨nkte, reelle Funktionen kann hier verzichtet werden, denn fu¨r solche
Mengen ergibt sich die Herleitung der beno¨tigten Schranken daraus, dass fu¨r die reel-
len Funktionen Q(z, α) ein weiteres Kapazita¨tskonzept entwickelt wird, die Schranken
ansonsten aber genauso gebildet werden. Die Idee basiert darauf, dass die Charakte-
ristik der Menge der reellen Funktionen durch die Eigenschaften und damit durch die
annealed VC-Entropie oder die Growth-Funktion einer zugeho¨rigen, geeigneten Menge
von Indikatorfunktionen dargestellt werden kann. Aus diesem Grund gibt es bis auf ein
differierendes Entropie-Konzept keinen Unterschied zwischen Indikatorfunktionen und
beschra¨nkten, reellen Funktionen bezu¨glich der Entwicklung exponentieller Schranken
zur Analyse der Konvergenzrate. Fu¨r eine ausfu¨hrliche Beschreibung des Entropiebe-
griffs fu¨r beschra¨nkte, reelle Funktionen sei hier auf das Kapitel 5.2 in Vapnik (1998)
verwiesen.
Zur Herleitung der Schranken fu¨r eine infinite Menge von Indikatorfunktionen Q(z, α),
α ∈ Λ, mit Q(z, α) ∈ {0, 1} und |Λ| = ∞ bei unabha¨ngig erhobenen Beobachtungen
z1, . . . , zn ist genauso die Rate der Konvergenz der empirischen Risikowerte Remp(α)
gegen das Risiko R(α) zu untersuchen (vgl. Vapnik und Chervonenkis, 1991). Die expo-
nentielle Abscha¨tzung der gleichma¨ßigen zweiseitigen Konvergenz ist grundlegend fu¨r
die Bestimmung der Konvergenzrate des ERM-Prinzips, da darauf alle weiteren Ergeb-
nisse aufbauen. So lassen sich diese Ergebnisse beispielsweise auch auf infinite Mengen
aus beschra¨nkten, reellen Funktionen u¨bertragen (vgl. Vapnik, 1995, 1998). Unter Aus-
nutzung des Konzeptes der annealed VC-Entropie HΛann(n) fu¨r Indikatorfunktionen bei
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einer Anzahl von Beobachtungen n gilt der folgende Satz.
2.19 Satz Vapnik (1998)
Sei Q(z, α), α ∈ Λ, eine Menge von Indikatorfunktionen mit Q(z, α) ∈ {0, 1} und sei-
en z1, . . . , zn unabha¨ngig und identisch verteilte Beobachtungen gema¨ß der Verteilung
FZ(z). Dann gilt folgende Ungleichung:
P
{
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFz(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
}
< 4 exp
{(
HΛann(2n)
n
−
(
ε− 1
n
)2)
n
}
.
Hinreichend fu¨r die Nicht-Trivialita¨t dieser exponentiellen Schranke ist die Bedingung
HΛann(n)
n
−→
n→∞
0.
Der Beweis des Satzes wird in Vapnik (1998) ausfu¨hrlich gefu¨hrt. Eine a¨hnliche Aus-
sage wurde bereits 1968 von Vapnik und Chervonenkis (1968, 1971) nachgewiesen,
allerdings ist die Schranke nicht so eng gefasst wie in Satz 2.19. Mit einer Reihe tech-
nischer Modifikationen ko¨nnen fu¨r die Abscha¨tzung in Satz 2.19 noch engere Schran-
ken gefunden werden (vgl. beispielsweise Parrondo und Van den Broeck, 1993). Diese
Schranken sind allerdings konzeptionell nicht grundlegend anders, so dass hier auf ei-
ne na¨here Beschreibung verzichtet wird. Eine U¨bertragung der Aussagen auf den Fall,
dass Abha¨ngigkeitsstrukturen in den Beobachtungen vorliegen, wird bei Nutzung des
gleichen Entropie-Konzeptes in Kapitel 4 nachgewiesen. Das dort erzielte Ergebnis ist
allerdings eher mit der a¨lteren, etwas weiteren Schranke von Vapnik und Chervonenkis
(1968, 1971) vergleichbar. Die Idee zum Nachweis von Satz 2.19 geht zwingend von der
Unabha¨ngigkeit der Beobachtungen aus.
Genau wie bei finiten Funktionenmengen ko¨nnen mit Hilfe des Satzes 2.19 Aussagen
u¨ber die Generalisierungsfa¨higkeit des Prinzips der empirischen Risiko-Minimierung bei
einer infiniten Anzahl von Indikatorfunktionen gemacht werden. Diese Aussagen sind
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aber nicht verteilungsfrei, da der Erwartungswert, der fu¨r die annealed VC-Entropie
verwendet wird, von der Verteilung PZ abha¨ngt.
2.20 Satz Vapnik (1998)
Sei Q(z, α), α ∈ Λ, eine Menge von Indikatorfunktionen mit Q(z, α) ∈ {0, 1} und
seien z1, . . . , zn unabha¨ngig und identisch verteilte Beobachtungen gema¨ß der Vertei-
lung FZ(z). Dann gilt fu¨r die Menge Q(z, α), α ∈ Λ, mit Wahrscheinlichkeit (1 − η),
0 < η ≤ 1, die Ungleichung:
R(α˜n) ≤ Remp(α˜n) +
√
HΛann(2n)− ln(η/4)
n
+
1
n
.
Der Wert des Risikos R(α˜n) fu¨r die durch Minimierung des empirischen Risikos gewa¨hl-
te Funktion Q(z, α˜n) kann durch das minimale empirische Risiko und im Wesentlichen
durch einen Ausdruck
E = E(n, η,HΛann) =
HΛann(2n)− ln(η/4)
n
abgescha¨tzt werden, der von der Entropie HΛann, der Wahrscheinlichkeit η und der An-
zahl der Beobachtungen n abha¨ngt. Genauso gibt es eine Abscha¨tzung fu¨r die Differenz
des gescha¨tzten Risikos R(α˜n) zum minimalen Risiko infα∈ΛR(α) mit Wahrscheinlich-
keit (1− 2η).
2.21 Satz Vapnik (1998)
Sei Q(z, α), α ∈ Λ, eine Menge von Indikatorfunktionen mit Q(z, α) ∈ {0, 1} und
seien z1, . . . , zn unabha¨ngig und identisch verteilte Beobachtungen gema¨ß der Vertei-
lung FZ(z). Dann gilt fu¨r die Menge Q(z, α), α ∈ Λ, mit Wahrscheinlichkeit (1− 2η),
0 < η ≤ 1/2, die Ungleichung:
R(α˜n)− inf
α∈Λ
R(α) ≤
√
HΛann(2n)− ln(η/4)
n
−
√
− ln η
2n
+
1
n
.
Beide Sa¨tze ergeben sich unter Ausnutzung von Satz 2.19 durch a¨hnliche Umformungen
wie sie am Anfang dieses Abschnitts fu¨r finite Funktionenmengen vorgestellt wurden.
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Fu¨r Satz 2.21 wird ebenfalls wieder die Chernoff-Ungleichung (Chernoff, 1952) genutzt,
um die Aussage ableiten zu ko¨nnen, dass mit Wahrscheinlichkeit (1−η) die Ungleichung
inf
α∈Λ
R(α) ≥ Remp(α˜n)−
√
− ln η
2n
gilt. Insgesamt ist die Bedingung
HΛann(n)
n
−→
n→∞
0
in Abha¨ngigkeit von der annealed VC-Entropie hinreichend fu¨r eine exponentielle Kon-
vergenzrate des ERM-Prinzips und damit auch hinreichend fu¨r die nicht-triviale Konsi-
stenz dieses Prinzips fu¨r eine Menge von Indikatorfunktionen bei Annahme unabha¨ngig
gezogener Beobachtungen. Die Schranken in den Sa¨tzen 2.19 bis 2.21 ha¨ngen dabei alle
von einem Wert E ab, der die Schnelligkeit der Konsistenz widerspiegelt. Wird in dem
Ausdruck
E = E(n, η,HΛann) =
HΛann(2n)− ln(η/4)
n
die annealed VC-Entropie durch die Growth-Funktion ersetzt, ergeben sich wegen der
Abscha¨tzung
HΛann(n) ≤ GΛ(n)
etwas weitere Schranken
R(α˜n) ≤ Remp(α˜n) +
√
E(n, η,GΛ) + 1
n
und
R(α˜n)− inf
α∈Λ
R(α) ≤
√
E(n, η,GΛ)−
√
− ln η
2n
+
1
n
,
wobei dann die Schranken fu¨r jede Verteilung PZ ∈ P gu¨ltig sind, da der Ausdruck
E(n, η,GΛ) = G
Λ(2n)− ln(η/4)
n
durch die Verwendung der Growth-Funktion verteilungsfrei ist. Da die Schranken mit
E(n, η,GΛ) obere Schranken fu¨r die Schranken mit E(n, η,HΛann) sind, ist
GΛ(n)
n
−→
n→∞
0
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eine hinreichende Bedingung fu¨r die Nicht-Trivialita¨t der Schranken und damit auch
eine hinreichende Bedingung fu¨r eine exponentielle Konvergenzrate und gleichzeitig
fu¨r die nicht-triviale Konsistenz des Prinzips der empirischen Risiko-Minimierung. Im
Gegensatz zu der Bedingung unter Verwendung der annealed VC-Entropie la¨sst sich
bei Nutzung der Growth-Funktion auch die Notwendigkeit der Bedingung
GΛ(n)
n
−→
n→∞
0
fu¨r die nicht-triviale Konsistenz des ERM-Prinzips zeigen (vgl. Abschnitt 4.9 in Vapnik,
1998). Die Konstruktivita¨t der Schranken kann durch die Abscha¨tzung der Growth-
Funktion mit Hilfe der VC-Dimension erreicht werden, da die VC-Dimension ein kon-
struktives Entropie-Konzept fu¨r eine Menge von Funktionen Q(z, α), α ∈ Λ, in Bezug
auf die Beobachtungen z1, . . . , zn ist (vgl. Vapnik und Chervonenkis, 1971, 1979).
Durch den Nachweis, dass das Prinzip der empirischen Risiko-Minimierung konsistent
in einem nicht-trivialen Sinne ist, und durch die Bestimmung von verteilungsfreien
konstruktiven Schranken zur Bestimmung der Schnelligkeit der Konvergenzrate hat
das ERM-Prinzip gute asymptotische Eigenschaften und ist damit als Konzept zum
statistischen Lernen fu¨r ausreichend große Datenmengen geeignet. Bei vergleichswei-
se kleinen Beobachtungsmengen und einer komplexen Charakteristik der Menge der
Funktionen ko¨nnen dagegen die oberen Schranken fu¨r das Risiko R(α˜n) relativ groß
bleiben, obwohl das empirische Risiko klein ist, da dann der Wert E groß ist. Um eine
solche Situation zu vermeiden, kann der Raum der zula¨ssigen Funktionen gema¨ß seiner
Charakteristik verkleinert werden, bis die Summe aus empirischem Risiko und dem
Wert E minimal ist.
Das Konzept fu¨r die Suche eines solchen Trade-Offs, auf das in dieser Arbeit nicht ein-
gegangen wird, baut auf dem ERM-Prinzip und den konstruktiven Schranken mit VC-
Dimension auf und heißt Prinzip der strukturellen Risiko-Minimierung (SRM-Prinzip)
(vgl. Vapnik, 1995, 1998, 1999). Durch die besondere Konstruktion des SRM-Prinzips
sind die verteilungsfreien Schranken, die die VC-Dimension fu¨r dieses Prinzip nutzen,
auch zur Kontrolle der Komplexita¨t in statistischen Modellen nutzbar. Fu¨r den Fall
der Regression mit quadratischer Verlustfunktion geben Cherkassky et al. (1999) einen
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Einblick in die Vorgehensweise. Eine Anwendung fu¨r multivariate Spline-Regression
geben Kohler, Krzyz˙ak und Scha¨fer (2002).
Die in diesem Kapitel gemachten Aussagen u¨ber die Bedingungen fu¨r die Konsistenz
und auch fu¨r die Konvergenzraten des ERM-Prinzips und damit auch fu¨r die Gu¨ltigkeit
des SRM-Prinzips gelten ausschließlich fu¨r unabha¨ngig und identisch verteilte Beob-
achtungen. Die mathematischen Grundlagen fu¨r die zentralen Aussagen zur Konsistenz
und zur Konvergenzrate sind die klassischen Gesetze der großen Zahlen und die dar-
auf aufbauenden exponentiellen Schranken zur U¨berwachung der Konvergenzrate. Um
die Lernfa¨higkeit des ERM-Prinzip fu¨r Daten mit Abha¨ngigkeitsstrukturen nachwei-
sen zu ko¨nnen, werden im folgenden Kapitel zuerst geeignete Abha¨ngigkeitsstrukturen
vorgestellt, fu¨r die die Gesetze der großen Zahlen und auch exponentielle Schranken
existieren. Im vierten Kapitel wird fu¨r diese Abha¨ngigkeitsstrukturen ein Konzept zur
Anpassung der Methoden zur empirischen Risiko-Minimierung entwickelt.
45
3 Abha¨ngigkeitsstrukturen in Datensa¨tzen
Im zweiten Kapitel ist die Annahme getroffen worden, dass die Daten unabha¨ngig und
identisch verteilt erhoben worden sind. Diese Annahme wird insbesondere fu¨r die An-
wendung der Gesetze der großen Zahlen genutzt. Zusa¨tzlich geht die Unabha¨ngigkeit
auch bei den Abscha¨tzungen der Konvergenzrate durch die exponentiellen Schranken
ein. Wenn eine Ausweitung des ERM-Prinzips auf Beobachtungen mit Abha¨ngigkeits-
strukturen erfolgreich sein soll, mu¨ssen also Abscha¨tzungen vom Typ der Hoeffding-
und Chernoff-Ungleichung sowie geeignete Gesetze der großen Zahlen auch fu¨r abha¨ngi-
ge Datenstrukturen anwendbar sein. In diesem Kapitel werden Konzepte fu¨r Abha¨ngig-
keiten allgemeingu¨ltig fu¨r beliebige stochastische Prozesse eingefu¨hrt, die die weitere
Nutzung der Gesetze der großen Zahlen bei nur wenigen zusa¨tzlichen Voraussetzun-
gen an die Beobachtungen erlaubt. Weiterhin werden fu¨r sie geeignete exponentielle
Schranken entwickelt, so dass im vierten Kapitel mit diesen Ergebnissen die zentralen
Sa¨tze des Prinzips der empirischen Risiko-Minimierung auf Daten mit Abha¨ngigkeits-
strukturen ausgeweitet werden ko¨nnen.
Die Einfu¨hrung der stochastischen Prozesse und der Abha¨ngigkeitsstrukturen erfolgt
in diesem Kapitel aus Gru¨nden der einfacheren Darstellung fu¨r eine Folge von Zu-
fallsvariablen {Xτ , τ ∈ T }. Die Ergebnisse zur Martingal- und Mixingal-Theorie wer-
den dementsprechend ebenfalls fu¨r Folgen in der Regel reellwertiger Zufallsvariablen
Xτ ∈ IR angegeben. Die Anwendung der vorgestellten Abha¨ngigkeitskonzepte und die
Verwendung der Ergebnisse auf die Beobachtungen z1, . . . , zn und auf die zugeho¨rigen
Verluste Q(z1, α), . . . , Q(zn, α), im Kontext des ERM-Prinzip im vierten Kapitel bleibt
dadurch trotzdem mo¨glich.
3.1 Stochastische Prozesse
Beobachtungen treten in vielen statistischen Anwendungen als Daten auf, die in ei-
nem zeitlichen Kontext erhoben worden sind. Eine solche Datenstruktur la¨sst sich mit
Hilfe stochastischer Prozesse, die den Kolmogorovschen Wahrscheinlichkeitsaxiomen
genu¨gen, beschreiben. Beobachtungen werden gemacht, wa¨hrend der Prozess fortschrei-
tet, das heißt, es wird eine Familie von Zufallsvariablen {Xt, t ∈ T} mit der Variablen
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Xt im Zeitpunkt t und der Indexmenge T = T, die den Zeitraum spezifiziert, beob-
achtet. Dieser Ansatz ist durch die Bedeutung zeitlicher empirischer Prozesse in der
statistischen Analyse gepra¨gt. Es besteht jedoch keine Notwendigkeit, T ausschließ-
lich als Teilmenge der reellen Zahlen IR zu betrachten bzw. die Menge T als Zeitraum
aufzufassen. Die Theorie der stochastischen Prozesse kann unabha¨ngig von einem zeit-
lichen Kontext entwickelt werden. Ein bekanntes Beispiel sind Raum-Zeit-Prozesse,
die sich sowohl entlang einer Zeitachse und zusa¨tzlich im zwei- oder dreidimensiona-
len Raum entwickeln ko¨nnen. Aber es sind auch stochastische Prozesse ohne Angabe
einer Reihenfolge denkbar, also zum Beispiel unabha¨ngig erhobene Beobachtungen. In
dieser Arbeit ko¨nnen die Grundlagen zur Theorie der stochastischen Prozesse nur kurz
vorgestellt werden, die erste umfassende und ganzheitliche Einfu¨hrung stochastischer
Prozesse stammt von Doob (1953), eine ausfu¨hrliche Darstellung wird in Rao (1995)
gegeben.
Eine allgemeinere Motivation fu¨hrt zu der Interpretation, dass ein stochastischer Pro-
zess eine Familie von Zufallsvariablen ist, die eine gewisse Verbindung, Verknu¨pfung
oder Verwandtschaft untereinander auszeichnet.
3.1 Definition
Sei (Ω,A,P) ein Wahrscheinlichkeitsraum, sei T eine beliebige Menge und sei IRT das
Kreuzprodukt von IR u¨ber alle Elemente aus T . Dann ist die messbare Abbildung
x : Ω→ IRT mit
x(ω) = {Xτ (ω), τ ∈ T }
ein stochastischer Prozess. T heißt Indexmenge und die Zufallsvariable Xτ (ω) heißt
Koordinate des Prozesses.
Ein stochastischer Prozess kann auch als eine Abbildung von Ω×T nach IR aufgefasst
werden, dann wird vorausgesetzt, dass Xτ fu¨r jedes τ eine messbare Zufallsvariable
ist. Mit der Forderung nach gemeinsamer Messbarkeit in der Definition 3.1 wird dann
allerdings eine gemeinsame Verteilung der Xτ (ω) gefordert. Die Anforderungen an die
Abbildung sind also in obiger Definition strenger.
Die Indexmenge T ist eine Menge mit beliebiger Struktur, die im Allgemeinen nicht
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geordnet sein muss. Trotzdem gilt fu¨r viele relevante Fa¨lle der statistischen Inferenz
eine lineare Ordnung der Menge. Ein einfaches Beispiel fu¨r eine geordnete Indexmenge
ist T = {1, . . . , n}, dann ist x(ω) ein n-dimensionaler Zufallsvektor
(X1(ω), . . . , Xn(ω)).
Wenn T wiederum geordnet und abza¨hlbar, aber infinit ist, ist x(ω) = {Xτ (ω), τ ∈ T }
eine Folge
. . . , Xτt−1(ω), Xτt(ω), . . . , Xτs(ω), Xτs+1(ω), . . .
und somit ein Prozess mit diskretem Index. Ist dagegen T ein Intervall, wird
x(ω) = {Xτ (ω), τ ∈ T } zu einem Prozess mit stetigem Index. In diesem Fall ist x(ω)
eine Funktion in der reellen Variable τ und IRT ist ein Raum von Zufallsfunktionen
in τ . Diese Definition mit geordneter, aber u¨berabza¨hlbarer Indexmenge schließt die
Mo¨glichkeit nicht aus, dass T Informationen u¨ber den Abstand zwischen zwei Koordi-
naten Xτ und Xτ? bzw. den Indizes τ und τ
? beinhaltet (vgl. Abschnitt 2.1 in Doob,
1953). Allerdings wird dieser Fall im Weiteren nicht na¨her betrachtet. Wenn nicht an-
ders bezeichnet, wird von geordneten und abza¨hlbaren Indexmengen ausgegangen.
Der Abstand zwischen einer Koordinate Xτ und einer in der Ordnung zuru¨ckliegen-
den Koordinate Xτ? wird mit Lag bezeichnet. Umgekehrt wird der Abstand zu einer
folgenden Koordinate als Lead bezeichnet. Kann anhand der Ordnung die La¨nge des
jeweiligen Abstandes u¨ber die Anzahl k der zwischen Xτ und Xτ? liegenden Koordi-
naten beziffert werden, so wird von einem Lag der Ordnung k bzw. einem Lead der
Ordnung k gesprochen.
Ist T eine abza¨hlbare Teilmenge der reellen Zahlen IR, dann ist x(ω) ein Prozess
mit abza¨hlbarer und linear geordneter Indexmenge T . Wenn die Xτ Zufallsvariablen
u¨ber die Zeit repra¨sentieren und im Falle a¨quidistanter Zeitabsta¨nde, ist es keine Ein-
schra¨nkung anzunehmen, dass die Indexmenge durch die natu¨rlichen oder ganzen Zah-
len IN bzw. Z dargestellt wird. Fu¨r eine solche Indexmenge T = T, die einen zeitlichen
Verlauf verko¨rpert, werden die Indizes t ∈ T auch als Zeitverlauf bezeichnet.
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3.2 Definition
Ein stochastischer Prozess x(ω) mit abza¨hlbarer Indexmenge T = T ⊆ IR, so dass
x(ω) = {Xt(ω), t ∈ T}
gilt, heißt stochastische Folge. Falls T = IN , gilt die Bezeichnung {Xt(ω)}∞1 , fu¨r T = Z
gilt {Xt(ω)}∞−∞.
Es ist fu¨r alle stochastischen Prozesse, die mit einem Startwert t0 beginnen, keine Ein-
schra¨nkung der Allgemeinheit, t0 = 1 festzulegen, denn fu¨r jeden anderen Prozess kann
die Indizierung passend verschoben werden, so dass mit den abza¨hlbaren Indexmengen
IN und Z alle stochastischen Prozesse dargestellt werden ko¨nnen (vgl. Abschnitt 1.1 in
Rao, 1995).
Ein stochastischer Prozess kann auf zwei Arten betrachtet werden. Bisher wurde hier
von einer Folge von Zufallsvariablen mit Index τ ausgegangen. Wenn dagegen der Pro-
zess als eine Funktion in τ betrachtet wird, ist er ein Bu¨ndel von sogenannten Trajek-
torien, das heißt, fu¨r jedes feste ω ∈ Ω ist X.(ω) eine Funktion von T in die reellen
Zahlen IR.
3.3 Definition
Die Menge der Funktionen {X.(ω) : T → IR, ω ∈ Ω} heißen Realisationen oder Tra-
jektorien des stochastischen Prozesses {Xτ (ω), τ ∈ T }. Fu¨r eine stochastische Folge
{Xt(ω), ω ∈ Ω} heißen die Realisationen {X.(ω) : T → IR, ω ∈ Ω} auch Pfade.
Ein stochastischer Prozess ist die Modellvorstellung, in die bestimmte Annahmen u¨ber
den Bildungsmechanismus und die gemeinsame Verteilung der Koordinaten Xτ (ω) ein-
gehen. Eine Trajektorie ist eine Folge reeller Zahlen mit Index τ , also die Realisation
eines stochastischen Prozesses fu¨r ein gegebenes festes ω ∈ Ω.
Im Fall T = T ist die Realisation einer stochastischen Folge {Xt(ω), t ∈ T}ein zufa¨llig
gezogener Zeitpfad aus dem Bu¨ndel aller Pfade. Diese Folge von Beobachtungen heißt
dann Zeitreihe.
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3.4 Definition
Eine Folge von Beobachtungen {xt, t ∈ T0}, T0 ⊆ T, die durch die Realisation eines
Ereignisses ω ∈ Ω aus der Menge der Zeitpfade {X.(ω) : T→ IR} gezogen wird, heißt
Zeitreihe.
Eine Zeitreihe {xt, t ∈ T0} kann eine infinite Realisation einer stochastischen Fol-
ge sein, in diesem Fall muss T0 eine unendliche Teilmenge der Indexmenge T sein.
Im Allgemeinen wird dann T0 = T, also T0 = IN oder T0 = Z gelten und damit
{xt, t ∈ T0} = {xt}∞1 bzw. {xt, t ∈ T0} = {xt}∞−∞. In vielen Fa¨llen ist eine Zeitreihe
allerdings endlich, da von einem Startpunkt t = 1 aus eine Folge von n Beobachtungen
gezogen wird. Dann ist T0 eine echte Teilmenge der Indexmenge T mit T0 = {1, . . . , n}.
Im letzteren Fall ist die Zeitreihe somit in den realisierten Zeitpfad, und damit in die
unendliche Folge mo¨glicher Beobachtungen, eingebettet.
Oft wird eine Zeitreihe als eine zeitlich geordnete Folge von Beobachtungen einer ein-
zigen Zufallsvariablen betrachtet. In diesem Fall ist die Zeitreihe eine Realisation einer
stochastischen Folge mit identisch verteilten Koordinaten Xt(ω), t ∈ T, das bedeutet,
die einzelnen Koordinaten sind identische Kopien einer Zufallsvariablen. Das klassische
Beispiel einer solchen Zeitreihe ist der White Noise Prozess mit identisch und sogar
unabha¨ngig erhobenen Koordinaten, die jeweils Erwartungswert Null haben. Dieser
Prozess findet seine Anwendung nicht nur in der Modellierung stochastischer Prozesse,
sondern auch im Regressionskontext (vgl. Davidson und MacKinnon, 1993). Andere
wichtige Beispiele fu¨r Zeitreihen, die nicht notwendig identisch verteilte Koordinaten
besitzen mu¨ssen, sind beispielsweise Moving Average Prozesse (MA-Prozesse) und Au-
toregressive Prozesse (AR-Prozesse) sowie die Kombinationen aus diesen Prozessen,
die sogenannten ARMA-Prozesse. Eine ausfu¨hrliche Einfu¨hrung in die Zeitreihentheo-
rie gibt beispielsweise Brockwell und Davis (1991).
Fu¨r die Analyse stochastischer Prozesse {Xt(ω)}∞−∞ bzw. {Xt(ω)}∞1 spielt das Grenz-
verhalten fu¨r t → ∞ eine große Rolle. Existiert ein Grenzwert so wirkt entlang des
Prozesses eine Da¨mpfung, der Prozess beruhigt sich. Ha¨ufig ist der Grenzwert ein ge-
eigneter Parameter des Prozesses fu¨r die statistische Inferenz. Da stochastische Prozesse
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im Allgemeinen nicht deterministisch sind, kann auch nicht davon ausgegangen wer-
den, dass fu¨r alle ω ∈ Ω die jeweiligen Prozessrealisationen gegen denselben Grenzwert
X(ω) konvergieren. Dementsprechend ist das Konzept der fast sicheren Konvergenz
sinnvoller. Dazu reicht es auch, dass fu¨r alle ω ∈ C ⊆ Ω mit P (C) = 1 die Konvergenz
Xt(ω)→ X(ω) fu¨r t→∞ gilt. Die Notationen
Xt
f.s.−→ X, Xt → X fast sicher fu¨r t→∞ sowie lim
t→∞
Xt = X fast sicher
werden im Weiteren gleichberechtigt genutzt. Ein weiteres Konzept ist die Konvergenz
nach Wahrscheinlichkeit,
Xt
Pr−→ X fu¨r t→∞,
fu¨r das fu¨r alle ε > 0 die Eigenschaft lim
t→∞
P (ω : |Xt(ω)−X(ω)| < ε) = 1 gelten muss.
Dieses Konzept ist ein schwa¨cheres Konzept als die fast sichere Konvergenz. Es gilt
fu¨r beliebige stochastische Prozesse, dass diese bei fast sicherer Konvergenz auch nach
Wahrscheinlichkeit konvergieren. Die Umkehrung gilt im Allgemeinen nicht.
Die Anwendung der verschiedenen Konvergenz-Konzepte ist nicht nur zur Analyse
des Grenzverhaltens des Prozesses selbst von Bedeutung. Die Konvergenz der Sum-
me
∑n
t=1Xt oder des Beobachtungsmittels
1
n
∑n
t=1Xt ist ebenso von herausragender
Bedeutung fu¨r statistische Inferenz. Die fast sichere Konvergenz der Summe bzw. des
Mittels unter gewissen Voraussetzungen ist dann ein starkes Gesetz der großen Zahlen.
Fu¨r ein schwaches Gesetz der großen Zahlen muss unter meist schwa¨cheren Bedin-
gungen Konvergenz nach Wahrscheinlichkeit gelten. Die Gesetze der großen Zahlen
gelten fu¨r stochastische Prozesse mit unabha¨ngigen Koordinaten unter schwachen An-
nahmen, wie beispielsweise die quadratische Integrierbarkeit des Prozesses. A¨hnliche
Gesetze fu¨r Prozesse mit unterschiedlichen Abha¨ngigkeitsstrukturen werden im Weite-
ren vorgestellt.
3.2 Abha¨ngigkeit
Sollen Zusammenha¨nge zwischen den Zufallsvariablen Xt und Xt−k allgemein in der
Form modelliert werden, dass die gemeinsame Verteilung dieser Zufallsvariablen vom
(Zeit-) Punkt t und vom Lag k abha¨ngt, so ist es nur bedingt sinnvoll, die gesamte
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Folge von Zufallsvariablen {Xt(ω)} als einen Punkt in einem Wahrscheinlichkeitsraum
zu betrachten. Fu¨r die Analyse der Abha¨ngigkeitsstrukturen zwischen den einzelnen
Elementen dieser Zufallsfolge gibt es eine hilfreiche Analogie zur Analyse verschiedener
Folgen, also unterschiedlicher Beobachtungen ω ∈ Ω. Auf dem Wahrscheinlichkeits-
raum Ω ist eine injektive Abbildung T : Ω → Ω eine Regel zum paarweisen Abgleich
einer Realisation mit einer anderen in Ω. Andererseits wird jede Realisation ω auf eine
unendliche Folge abgebildet, so dass T die Abbildung einer Folge auf eine andere in-
duziert.
3.5 Definition
Auf dem Wahrscheinlichkeitsraum (Ω,A,P) sei T : Ω → Ω eine injektive, messbare
Abbildung. Dann heißt T Maß-erhaltend, falls P (TE) = P (E) fu¨r alle E ∈ A gilt.
Weiter heißt die Transformation durch die Abbildung T Shift-Transformation der Folge
{Xt(ω)}∞−∞, wenn
Xt(Tω) = Xt+1(ω)
gilt. Die Transformation mittels der inversen Abbildung T−1 : Ω→ Ω heißt Backshift-
Transformation:
Xt(T
−1ω) = Xt−1(ω).
Die Abbildung T heißt Shift-Operator, die Inverse T−1 Backshift-Operator.
Die Transformation T bildet also fu¨r alle t eine Realisation ω auf die Realisation ab,
bei der der Wert X, der unter ω im Zeitpunkt t realisiert wird, nun im Zeitpunkt (t+1)
auftritt. Das heißt, jede Koordinate einer Folge wird mit dem vorherigen Periodenwert
neu indiziert (Xt+1(ω) = Xt(ω
?) mit ω? = Tω). Diese Shift-Transformation ist nicht
nur auf einschrittige Verschiebungen eingeschra¨nkt. Allgemeiner kann die Beziehung
zweier Punkte, die k-Schritte auseinander liegen, durch Xt(T
kω) = Xt+k(ω) dargestellt
werden, so dass die Abbildung T k die Charakteristik des Zusammenhangs zwischen
den Koordinaten Xt und Xt+k darstellt.
Durch die Verknu¨pfung einer Zufallsvariablen Xt0(ω) : Ω → IR und des Shifts T bzw.
des Backshifts T−1 zu einem beliebigen, aber festen Zeitpunkt t0 kann die gesamte
unendliche Folge {Xt(ω)}∞−∞ beschrieben werden. Durch die Anwendung von T−1 und
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geeignete Iterationen wird die gesamte Folge entwickelt. Es ko¨nnen so viele Punkte
innerhalb des Prozesses erzeugt werden wie beno¨tigt. Das hat sehr vorteilhafte Aus-
wirkungen auf die Analyse der Abha¨ngigkeiten innerhalb des stochastischen Prozesses,
da alle Informationen zu den Generierungsgesetzma¨ßigkeiten des stochastischen Pro-
zesses so im Shift-Operator gebu¨ndelt werden (vgl. Abschnitt 13.1 in Davidson, 1994).
Der Wahrscheinlichkeitsraum ist dabei a¨ußerst komplex, denn zu jedem Punkt ω ∈ Ω
muss eine abza¨hlbar unendliche Menge von Punkten T kω ∈ Ω geho¨ren, mit der die
gesamte Folge reproduziert werden kann, unabha¨ngig von dem Wert, der bezu¨glich der
Zufallsvariablen X1 realisiert wird. Die zeitlichen Zusammenha¨nge innerhalb einer sto-
chastischen Folge ko¨nnen somit als Vergleich verschiedener Folgen aufgefasst werden,
dem Original und der um k Perioden in die Zukunft verschobenen Folge.
Diese Darstellungsmo¨glichkeit ist deshalb so wichtig, damit statistische Inferenz an
Zeitreihen u¨berhaupt betrieben werden kann. Die zur Verfu¨gung stehenden Daten ent-
stammen meist einer einzelnen Realisation einer Zufallsfolge. Aber obwohl eine ein-
zelne Realisation der Funktionswert fu¨r ein einziges ω ist, ist diese Realisation durch
den Shift-Operator per Konstruktion doch mit abza¨hlbar unendlich vielen ω verknu¨pft,
abha¨ngig von der Konstruktion der Leads und Lags der Folge. Durch die einzelne Rea-
lisation wird somit eine große Anzahl an ω abgebildet, diese Menge an Ereignissen
muss aber speziell genug sein, um mit dieser einzelnen Beobachtung Inferenz bezu¨glich
der Verteilung P ∈ P betreiben zu ko¨nnen. Zu diesem Zweck werden einige Restrik-
tionen an das Verhalten der Zufallsfolge eingefu¨hrt. Die wichtigsten und am besten
untersuchten sind die Begriffe Unabha¨ngigkeit und Stationarita¨t. Diese Konzepte ha-
ben den Vorteil, dass Parameterscha¨tzungen und Aussagen zur statistischen Gu¨te in
stochastischen Modellen mo¨glich sind, so gibt es in der Literatur zahlreiche Ergeb-
nisse zur Wahrscheinlichkeits- und Konvergenztheorie. Der Nachteil ist das hohe Maß
an Einschra¨nkungen im Verhalten der Folge, wenn Unabha¨ngigkeit bzw. Stationarita¨t
vorausgesetzt wird.
Von großer Bedeutung ist der Grad der Beziehung einer Koordinate zu ihren Nachbarn
bei zufa¨lligen A¨nderungen. Bei zeitlicher Ordnung des stochastischen Prozesses spie-
gelt diese Abha¨ngigkeit das Geda¨chtnis wider. Vor allem interessiert der Zugewinn an
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Information im gegenwa¨rtigen Zustand im Vergleich zum Informationsgehalt der vor-
herigen Zusta¨nde. Bei einer Folge ohne Geda¨chtnis muss zu jedem Zeitpunkt der volle
Informationsgehalt immer wieder neu und vollsta¨ndig in den Koordinaten enthalten
sein, das bedeutet gleichzeitig, die zeitliche Ordnung verliert fu¨r den stochastischen
Prozess die Aussagekraft. Eine solche Folge heißt seriell unabha¨ngig, formal bedeutet
das, die Elemente der Folge {Xt(ω)}∞−∞ sind paarweise unabha¨ngig von den Elementen
der Folge {Xt(T kω)}∞−∞ fu¨r alle k > 0. Dies ist a¨quivalent zur totalen Unabha¨ngigkeit
jeder endlichen Folge von Koordinaten aus {Xt(ω)}∞−∞, also
P
({Xt(ω)}lk) = l∏
t=k
P (Xt(ω)) fu¨r alle k, l mit k < l.
Das ist eine deutlich sta¨rkere Aussage im Vergleich beispielsweise zur paarweisen Un-
abha¨ngigkeit aller (Xi, Xj) aus der Folge {Xt(ω)}∞−∞. Serielle Unabha¨ngigkeit ist eine
Annahme an die gesamte Folge und damit eine einfache, aber auch sehr einschra¨nkende
Annahme an das Geda¨chtnis eines stochastischen Prozesses.
Aus dem Blickwinkel der Verteilungsannahme an den gesamten Prozess ist eine weitere
mo¨gliche Annahme, dass die gemeinsame Verteilung P ∈ P aller Koordinaten invariant
bezu¨glich des Shift-Operators T ist.
3.6 Definition
Eine Zufallsfolge {Xt(ω)}∞−∞ heißt strikt stationa¨r, falls {Xt(ω)}∞−∞ und {Xt(T kω)}∞−∞
fu¨r alle k ∈ T dieselbe gemeinsame Verteilung haben.
Die obige Definition ist a¨quivalent zu der Aussage, dass die Shift-Transformation T
Maß-erhaltend sein muss (vgl. Davidson, 1994, S. 193). Andererseits gibt es in diesem
Sinne auch schwa¨chere Bedingungen an die gemeinsame Verteilung des stochastischen
Prozesses, falls die ersten beiden Momente der Koordinaten existieren. So ist es ha¨ufig
sinnvoll zu verlangen, dass der Erwartungswert und die Varianz aller Koordinaten inva-
riant gegenu¨ber Zeitverschiebungen sind, und dass die Kovarianzen des stochastischen
Prozesses nur vom Abstand der Zeitpunkte, also vom Lag, abha¨ngen.
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3.7 Definition
Sei E(|Xt|2) < ∞ und sei µt = E(Xt) und γkt = Cov(Xt, Xt+k) fu¨r alle t ∈ Z und
k ∈ IN0, so dass {µt}∞t=−∞ und {{γkt}∞k=−∞}∞t=−∞ wohl definiert sind. Dann heißt eine
Zufallsfolge {Xt(ω)}∞−∞
(a) mittelwertstationa¨r, falls µt = µ fu¨r alle t und µ konstant.
(b) kovarianzstationa¨r, falls γkt = γk fu¨r alle t und {γk}∞−∞ eine Folge von Konstanten.
(c) schwach stationa¨r, falls sie mittelwert- und kovarianzstationa¨r ist.
Das Konzept der Stationarita¨t ist verschieden von dem der Annahme identischer Ver-
teilungen aller Koordinaten Xt, denn sowohl bei der strikten Stationarita¨t als auch bei
schwa¨cheren Varianten werden auch immer Bedingungen an die gemeinsame Vertei-
lung mit den Nachbarn im Prozess gemacht. Andererseits ist serielle Unabha¨ngigkeit
und die identische Verteilung hinreichend, aber nicht notwendig fu¨r die Stationarita¨t
einer Zufallsfolge. Das Konzept der Stationarita¨t impliziert nicht Homogenita¨t im Auf-
treten der Werte des Prozesses oder das Fehlen periodischer Muster. Die eigentliche
Interpretation der Stationarita¨t ist, dass das Verteilungsmuster des stochastischen Pro-
zesses nicht vom Zeitindex t abha¨ngt. Durch die Annahme der Stationarita¨t wird es
mo¨glich, statistische Aussagen u¨ber den Prozess zu machen, obwohl es nur eine ein-
zige Realisation gibt. Die Stationarita¨t erlaubt es, die Verschiebung auf der Zeitachse
als zusa¨tzliche Realisation bei Verteilungsgleichheit (strikt stationa¨r) bzw. bei gleichen
Momenten (schwach stationa¨r) zu betrachten. Stationarita¨t ist eine sehr einschra¨nken-
de Annahme, da in der Praxis ha¨ufig sowohl Trends als auch verschiedene saisonale
Muster auftreten, also Nicht-Stationarita¨t vorliegt. Aus diesem Grund ist es sinnvoll,
zwischen lokaler Nicht-Stationarita¨t und globaler Nicht-Stationarita¨t zu unterscheiden.
Im ersten Fall kann die Schwankung in den Momenten durch lokale Gla¨ttung bearbei-
tet werden, im globalen Fall sind dazu zum Beispiel die Bereinigung des Prozesses von
Trend- oder saisonalen Einflu¨ssen no¨tig.
Der informative Wert einer Realisation bei fester La¨nge eines stochastischen Prozesses
ha¨ngt vom Grad der Abha¨ngigkeit in dem Prozess ab. Auf der einen Seite ist eine Folge
mit unabha¨ngigen und identisch verteilten Koordinaten a¨quivalent zu einer einfachen
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Zufallsstichprobe, die Information jeder Beobachtung geht vollsta¨ndig in die statistische
Analyse ein und alle klassischen statistischen Gesetze behalten ihre Gu¨ltigkeit. Auf der
anderen Seite gibt es Prozesse, bei denen der Abha¨ngigkeitsgrad so hoch ist, dass durch
eine einzelne Realisation kaum Aussagen u¨ber die Parameter der wahren Verteilung
des Prozesses gemacht werden ko¨nnen, selbst wenn die La¨nge (Stichprobenumfang)
der Realisation gegen unendlich strebt. Ein wichtiges Beispiel fu¨r dieses Pha¨nomen
ist das Verhalten des Prozesses im zeitlichen Verlauf im Gegensatz zum Verhalten in
einem Zeitpunkt t0. Betrachtet man dazu die gemittelten Werte eines stochastischen
Prozesses, so heißt das Mittel u¨ber mehrere Realisationen ωi, i = 1, . . . , N in einem
festen Zeitpunkt t0
XN,t0 =
1
N
N∑
i=1
Xt0(ωi),
vertikales Mittel, das zeitliche Mittel mit einer Realisation der La¨nge n fu¨r ein ωi ∈ Ω
ist
Xn(ωi) =
1
n
n∑
t=1
Xt(ωi).
Im Allgemeinen gilt fu¨r die Grenzwerte beider Mittel bezu¨glich N respektive n nicht,
dass sie identisch sind. Das vertikale Mittel konvergiert fu¨r N →∞ bei unabha¨ngiger
Ziehung der ωi gegen den marginalen Erwartungswert E(Xt0) im Zeitpunkt t0. Fu¨r das
zeitliche Mittel ist im Allgemeinen nicht zu erwarten, dass es gegen einen festen Wert
konvergiert. Ist der Prozess nicht stationa¨r ist dies intuitiv klar, aber selbst im Falle
von Stationarita¨t tritt die Konvergenz nicht notwendig ein, denn Zufallseffekte, die die
Werte der verschiedenen Realisationen beeinflussen, mu¨ssen nicht notwendig vom Zeit-
index t abha¨ngen. Andererseits ist die Konsistenz des zeitlichen Mittels wu¨nschenswert,
um Aussagen u¨ber das Grenzverhalten des Mittels eines stochastischen Prozesses aus
einer einzigen Realisation machen zu ko¨nnen.
Einen Ausweg bietet hier das Konzept der Invarianz fu¨r stochastische Prozesse. In ei-
nem Wahrscheinlichkeitsraum (Ω,A,P) heißt ein Ereignis E ∈ A invariant unter der
Transformation T, falls die symmetrische Differenz TE4E = (TE∪E)−(TE∩E) der
Mengen E und TE eine Nullmenge ist, also P (TE4E) = 0 gilt. Die Menge der unter
T invarianten Ereignisse ist eine σ-Algebra und sei bezeichnet durch I. Eine Zufallsva-
riable X(ω) ist invariant, falls sie I-B-messbar ist, wobei B die zugeho¨rige Borelmenge
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u¨ber den reellen Zahlen bezeichnet, und hat damit die Eigenschaft X(Tω) = X(ω).
Daraus folgt, dass eine Folge invarianter Zufallsvariablen {Xt(ω)}∞1 trivial im Sinne
von Xt(ω) = X1(ω) fast sicher fu¨r alle t ist. Dabei wird die Einschra¨nkung auf einsei-
tige stochastische Prozesse mit Indexmenge T = IN nur zur einfacheren Darstellung
gewa¨hlt. Eine Generalisierung der Ergebnisse auf zweiseitige Prozesse {Xt(ω)}∞−∞ ist
ohne weitere Schwierigkeiten mo¨glich und wird dort, wo es im Weiteren wichtig ist,
explizit genannt.
Dies bedeutet in der Gesamtheit, dass sich ein stochastischer Prozess u¨ber die Zeit
hinweg auf der Menge der unter der Shift-Transformation T invarianten Ereignisse I
nicht vera¨ndert und fu¨hrt somit zu einer ersten Aussage u¨ber das Grenzverhalten eines
stochastischen Prozesses.
3.8 Satz Doob (1953)
Sei {Xt(ω)}∞1 ein stationa¨rer Prozess, definiert durch eine messbare Abbildung X1 und
eine Shift-Transformation T , die Maß-erhaltend ist, so dass Xt(ω) = X1(T
t−1ω) fu¨r
alle t. Sei I die σ-Algebra der invarianten Ereignisse ω ∈ Ω. Falls E(|X1|) <∞, gilt
lim
n→∞
1
n
n∑
t=1
Xt(ω) = E(X1|I) fast sicher.
Der Grenzwert fu¨r das zeitliche Mittel bei stationa¨ren Prozessen existiert demnach und
entspricht dem Erwartungswert der durch die invarianten Ereignisse bedingten Vertei-
lung der Zufallsvariablen Xt0 in einem beliebigen Zeitpunkt t0.
Existieren bezu¨glich T invariante Ereignisse E, so gibt es Regionen im Wahrschein-
lichkeitsraum (Ω,A,P), die von bestimmten Realisationen des Prozesses nicht erreicht
werden ko¨nnen, denn es gilt wegen P (TE4E) = 0 auch P (TE ∩ Ec) = 0. Gilt ande-
rerseits P (TE4E) = 1, heißt das, dass das Ereignis Ec mit Wahrscheinlichkeit Null in
einem Prozess eintritt, in dem E eingetreten ist. Einige Realisationen eines Prozesses
ko¨nnen unter Umsta¨nden also gewisse Werte nicht erreichen, dadurch sind das vertikale
Mittel und der Grenzwert des zeitlichen Mittels in einem stationa¨ren Prozess im All-
gemeinen nicht gleich (vgl. Gray, 1988). Der Wahrscheinlichkeitsraum wird nur dann
von einer Realisation eines Prozesses fast sicher vollsta¨ndig erreicht, wenn die unter
T invarianten Ereignisse entweder fast sicher oder fast sicher nicht eintreten. Daraus
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ergibt sich die Definition, dass eine Maß-erhaltende Transformation T ergodisch heißt,
falls entweder P (E) = 1 oder P (E) = 0 fu¨r alle E ∈ I ist, wobei I die σ-Algebra
der unter T invarianten Ereignisse E ist. Fu¨r stationa¨re Prozesse wird damit ebenfalls
Ergodizita¨t definiert.
3.9 Definition
Sei eine Transformation T Maß-erhaltend und ergodisch. Dann heißt ein stationa¨rer
Prozess {Xt(ω)}∞1 ergodisch, wenn Xt(ω) = X1(T t−1ω) fu¨r alle t gilt.
Zusammen mit der gerade definierten Annahme und der Tatsache, dass sich bei einem
stationa¨ren Prozess der Erwartungswert u¨ber die Zeit nicht vera¨ndert, kann wegen
Satz 3.8 ein erstes Gesetz der großen Zahlen beschrieben werden.
3.10 Satz Ergoden-Theorem
Sei {Xt(ω)}∞1 ein stationa¨rer, ergodischer stochastischer Prozess mit E(|X1|) < ∞,
dann gilt:
lim
n→∞
1
n
n∑
t=1
Xt(ω) = E(X1) fast sicher.
Dieses Gesetz nutzt Stationarita¨t, was, wie bereits beschrieben, eine starke Annahme
an einen stochastischen Prozess ist. In praktischen Anwendungen ist gerade diese For-
derung nach stationa¨rem Verhalten oft nicht haltbar. Auf der anderen Seite hat das
Gesetz in dieser Form einen hohen theoretischen Nutzen, da die Ergodizita¨t ein sehr
schwaches Abha¨ngigkeitskonzept ist. Eine Maß-erhaltende Transformation T wird mit
fortschreitender Zeit die nicht invarianten Ereignisse in A mit denen in Ac vermischen.
Durch die Maß-erhaltende Eigenschaft ist die Schnittmenge TA ∩ Ac nicht leer und
durch wiederholte Anwendung von T wird eine Folge von Mengen {T kA}∞0 erzeugt,
die verschiedene Mischungen der Elemente aus A und Ac entha¨lt. Allgemein gilt, dass
positive Abha¨ngigkeit eines Ereignisses B bezu¨glich A, also P (A ∩ B) > P (A)P (B),
die negative Abha¨ngigkeit bezu¨glich Ac impliziert, d. h. P (Ac ∩ B) < P (Ac)P (B).
Wenn die Vermischung fortgeschritten ist, also wenn die Transformation T nur oft ge-
nug auf ein Ereignis A und sein Komplement Ac angewendet wird, sollte die gemittelte
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Abha¨ngigkeit von B bezu¨glich der Mischungen aus A und Ac verschwinden (vgl. Ab-
schnitt 13.4 in Davidson, 1994). Tatsa¨chlich la¨sst sich dieser intuitive Ansatz als eine
Charakterisierung der Ergodizita¨t nachweisen.
3.11 Satz
Eine Maß-erhaltende Shift-Transformation T ist dann und nur dann ergodisch, wenn
fu¨r jedes Paar von Ereignissen A,B ∈ A
lim
n→∞
1
n
n∑
k=1
P (T kA ∩B) = P (A)P (B)
gilt.
Mit diesem Satz folgt sofort eine Aussage u¨ber die Kovarianzen in einem stationa¨ren
und ergodischen stochastischen Prozess {Xt(ω)}∞1 mit E(X2) <∞. Dann gilt:
1
n
n∑
k=1
Cov(X1, Xk) −→ 0 fu¨r n→∞.
Es gilt sogar die Umkehrung, falls der Prozess normalverteilt ist. Allerdings bedeu-
tet diese im Grenzverhalten gemittelte Unabha¨ngigkeit nicht die asymptotische Un-
abha¨ngigkeit des Prozesses, mit Cov(X1, Xk) −→ 0 fu¨r k →∞.
Diese Eigenschaft besitzt dagegen ein sogenannter Mixing-Prozess. Eine Maß-erhaltende,
ergodische Shift-Transformation T heißtMixing-Transformation, falls fu¨r alle A,B ∈ A
lim
n→∞
n∑
k=1
P (T kA ∩B) = P (A)P (B)
gilt. Ein stationa¨rer, stochastischer Prozess {Xt(ω)}∞1 heißt Mixing-Prozess, falls
Xt(ω) = X1(T
t−1ω) fu¨r alle t gilt, wobei T eine Mixing-Transformation ist. Fu¨r einen
Mixing-Prozess gilt fu¨r zeitlich auseinander driftende Ereignisse im Grenzverhalten
die Unabha¨ngigkeit. Die wiederholte Anwendung der Mixing-Transformation auf ein
Ereignis A fu¨hrt zu einer so gru¨ndlichen Vermischung von A und Ac, dass fu¨r hinrei-
chend großes k in der Komposition T kA keine Hinweise mehr u¨ber A zu finden sind
(vgl. Abschnitt 13.3 in Davidson, 1994). So gilt zum Beispiel fu¨r einen reellen sto-
chastischen Prozess, dass die Abha¨ngigkeit der Ereignisse A = {ω|Xt(ω) ≤ a} und
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T kA = {ω|Xt+k(ω) ≤ a} mit zunehmenden Lag k voneinander abnimmt. Was intui-
tiv zu erwarten war, gilt auch formal fu¨r das Grenzverhalten der Kovarianz bei einem
stationa¨ren Mixing-Prozess {Xt(ω)}∞1 :
Cov(X1, Xk) −→ 0 fu¨r k →∞.
Fu¨r eine genauere Einfu¨hrung und fu¨r weitere Ergebnisse zur Ergodentheorie und zum
Konzept des Mixing sei hier auf Gray (1988) bzw. auf Philipp und Stout (1975) ver-
wiesen.
Ein ganz anderer Ansatz, die Abha¨ngigkeitsstruktur eines stochastischen Prozesses
zu untersuchen, ist es, direkt von deren Bildungsgesetzma¨ßigkeiten auszugehen. Die
direkte Betrachtung der Abha¨ngigkeiten zwischen den Koordinaten funktioniert u¨ber
die Bildung zugeho¨riger Sub-σ-Algebren von A, die durch den stochastischen Prozess
generiert werden. Fu¨r den stochastischen Prozess {Xt, t ∈ Z} wird die Familie von
Sub-σ-Algebren {Ats, s ≤ t} mit Ats = σ(Xs, . . . , Xt) erzeugt. Dabei ist Ats die von
(Xs, . . . , Xt) induzierte σ-Algebra, also die kleinste σ-Algebra, so dass die Koordinaten
des Prozesses im Bereich von s bis t messbar sind. Die Ats sind die inversen Bilder des
(t− s)-dimensionalen Zylinders innerhalb der Borel-Menge B∞ auf IR∞ bezu¨glich der
Abbildung (Xs, . . . , Xt). Die Grenzen s und t ko¨nnen im Positiven wie im Negativen
gegen unendlich laufen. Ein ha¨ufig beno¨tigtes Beispiel ist die Familie der steigenden
Sub-σ-Algebren {At−∞, t ∈ Z}, so dass diese Familie aus aufsteigenden Teilmengen
. . . ⊆ At−1−∞ ⊆ At−∞ ⊆ At+1−∞ ⊆ . . . ⊆ A∞−∞ ⊆ A
besteht. Jede σ-Algebra At−∞ kann so interpretiert werden, dass in ihr die Information
des gesamten stochastischen Prozesses bis zum Punkt t enthalten ist. Die σ-Algebra
A∞−∞ ⊆ A, fu¨r die der gesamte Prozess messbar ist, ist damit die kleinste durch den
Prozess {Xt} induzierte σ-Algebra, wobei bei Gleichheit der Wahrscheinlichkeitsraum
(Ω,A,P) insgesamt durch den stochastischen Prozess {Xt} induziert ist. Fu¨r einen
stochastischen Prozess {Xt, t ∈ IN} gilt in gleicher Weise fu¨r die Familie {At1, t ∈ IN},
dass die Sub-σ-Algebren At1 = σ(X1, . . . , Xt) in ansteigender Form die Informationen
des Prozesses bis zum Punkt t beinhalten.
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Der Vorteil dieses Ansatzes ist, dass die Struktur des stochastischen Prozesses auf die
Struktur der Familie der Sub-σ-Algebren u¨bertragen wird, wodurch nur noch die fu¨r
den Prozess wichtigen Ereigniskombinationen betrachtet werden. So mu¨ssen nur noch
die von {Xt} induzierten σ-Algebren auf ihre Abha¨ngigkeitsstrukturen hin untersucht
werden. Im Folgenden werden zwei Ansa¨tze dieser Art, das Martingal-Konzept und das
darauf aufbauende Konzept der Mixingale, eingefu¨hrt.
3.3 Martingale
Der Begriff Martingal hat eine lange Geschichte im spieltheoretischen Kontext und
bedeutet urspru¨nglich das System, Verluste dadurch wieder auszugleichen, indem man
den Einsatz nach jedem verlorenen Spiel verdoppelt. Das Konzept der Martingale la¨sst
sich interpretieren als die Summe der Gewinne eines Spielers in einer Serie von fairen
Wetten und wird bei Bachelier (1900) kurz erla¨utert. Wichtige theoretische Arbeiten
stammen von Bernstein (1927, 1940) und von Le´vy (1935, 1937), allerdings in einer be-
schra¨nkten Form zur Verallgemeinerung von Grenzwertsa¨tzen fu¨r Summen unabha¨ngi-
ger Zufallsvariablen. Der Name Martingal wurde erstmals von Ville (1939) eingefu¨hrt.
Die daran anschließenden Arbeiten von Doob (1953) haben das Konzept so in die
Theorie stochastischer Prozesse eingebettet, dass die Abha¨ngigkeiten der Koordinaten
sequentiell durch zugeho¨rige Sub-σ-Algebren bedingt werden.
Die Beobachtungsrichtung bei Realisationen zeitlicher stochastischer Prozesse ist uni-
direktional. Die aktuelle Koordinate Xt wird von einer Umgebung bestimmt, in der
die vorherigen Werte Xt−k, k > 0, gegeben und durch ihre Vorga¨nger bedingt deter-
ministisch sind, wogegen die zuku¨nftigen Werte zufa¨llig bleiben. Die Vergangenheit ist
bekannt, die Zukunft nicht. Sequentielle Bedingung auf die vergangenen Ereignisse ist
deshalb gerade fu¨r Zeitreihen von hoher Bedeutung. Dabei wird das partielle Wissen
durch die Spezifizierung der Sub-σ-Algebren der Ereignisse in A charakterisiert, fu¨r die
bekannt ist, ob jedes der Ereignisse, das zu der σ-Algebra geho¨rt, eingetreten ist oder
nicht. Die Kumulierung der Information bei voran schreitender Zeit wird repra¨sentiert
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durch die aufsteigende Folge von σ-Algebren {At}∞−∞, so dass
. . . ⊆ A−1 ⊆ A0 ⊆ A1 ⊆ A2 ⊆ . . . ⊆ A
gilt. Dabei sei die Bezeichnung At fu¨r die induzierten σ-Algebren sowohl fu¨r {Xk}t−∞
mit At = At−∞ als auch fu¨r {Xk}t1 mit At = At1 gu¨ltig, sofern im Weiteren durch den
Zusammenhang keine Verwechslungen mo¨glich sind.
Die Folge {At}∞−∞ heißt adaptiert an den stochastischen Prozess {Xt}∞−∞, falls Xt
At-messbar ist fu¨r alle t. Die Paare {Xt,At}∞−∞ heißen adaptierter Prozess und
minimaler adaptierter Prozess, falls At = σ(Xs,−∞ < s ≤ t). Im Allgemeinen wird At
als die vollsta¨ndige vorliegende Information bis zum Zeitpunkt t interpretiert. Wenn Xt
integrierbar ist, ist der bedingte Erwartungswert E(Xt|At−1) wohldefiniert und ist der
beste Vorhersagescha¨tzer bei Ein-Schritt-Prognosen bezu¨glich der euklidischen Norm.
Die Formalisierung der intuitiven Idee aus der Spieltheorie, die erwarteten Gewinne
aus einer Serie von fairen Wetten zu modellieren, fu¨hrt zur Forderung, dass sich der
erwartete Wert des Gewinns, bedingt auf das Wissen aus der Vergangenheit, also be-
dingt auf die adaptierten σ-Algebren, nicht anders verha¨lt als die Zufallsvariable der
Vorperiode. Dies fu¨hrt zur folgenden Definition.
3.12 Definition Martingal
Sei {St,At}∞−∞ ein adaptierter Prozess auf dem Wahrscheinlichkeitsraum (Ω,A,P),
wobei {At}∞−∞ eine ansteigende Folge von σ-Algebren sei. Wenn fu¨r alle t die Bedin-
gungen
(i) E(|St|) <∞,
(ii) E(St|At−1) = St−1 fast sicher
gelten, dann heißt diese Folge von Paaren Martingal.
Oftmals hat ein Martingal einen Anfangsindex, im Beispiel der fairen Wetten das erste
Spiel, dann kann die Folge geschrieben werden als {St,At}∞1 , wobei der Anfangswert
S1 eine beliebige, integrierbare Zufallsvariable ist. Neben den kumulierten Gewinnen
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der Serie von Spielen ist auch der Zugewinn pro Spiel interessant. Dies sind nach obiger
Modellierung als Martingal die Differenzen Xt = St − St−1 fu¨r alle t. Aus den Bedin-
gungen, die an ein Martingal gestellt werden, ergeben sich in natu¨rlicher Weise auch
die Bedingungen fu¨r die Differenzen.
3.13 Definition Martingal-Differenz
Eine Folge von Martingal-Differenzen {Xt,At}∞−∞ ist ein adaptierter Prozess auf dem
Wahrscheinlichkeitsraum (Ω,A,P), der die Bedingungen
(i) E(|Xt|) <∞,
(ii) E(Xt|At−1) = 0 fast sicher
fu¨r alle t erfu¨llt.
Natu¨rlich ergibt sich direkt aus der Konstruktion, dass {Xt} mit Xt = St − St−1 eine
Martingal-Differenz ist, wenn {St} ein Martingal ist. Umgekehrt kann ein Martingal
auch als die partielle Summe aus einer Folge von Martingal-Differenzen gebildet werden.
3.14 Beispiel Random Walk
Sei {Xt}∞1 eine Folge von i.i.d. Zufallsvariablen mit E(Xt) = 0 fu¨r alle t. Fu¨r
Sn =
n∑
t=1
Xt und An = σ(Xn, Xn−1, . . . , X1)
ist {Sn,An}∞1 ein Martingal, denn E(|Sn|) ≤
∑n
t=1 E(|Xt|) < ∞ und wegen Un-
abha¨ngigkeit und identischer Verteilung der Xt gilt
E(Sn|An−1) = E(Xn|An−1) + Sn−1 = Sn−1.
Die Folge {Sn}∞1 heißt Random Walk.
Eine allgemeingu¨ltige Definition eines Martingals {Sn,An}∞−∞ durch Sn =
n∑
t=−∞
Xt
kann aber zu Problemen fu¨hren, da fu¨r Xt mit positiver, gleichma¨ßig beschra¨nkter
Varianz u¨ber alle t, der Erwartungswert E(|Sn|) zwar beschra¨nkt fu¨r alle n ist, aber
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nicht gleichma¨ßig u¨ber alle n. Außerdem existieren Martingale, die nicht als Summe
von Martingal-Differenzen erkla¨rt sind, wie das folgende Beispiel zeigt.
3.15 Beispiel
Sei Z integrierbare und A-B-messbare Zufallsvariable mit E(Z) = 0. Sei weiter {An}∞1
eine aufsteigende Folge von σ-Algebren mit lim
n→∞
An = A und sei Sn = E(Z|An). Dann
gilt
E(Sn|An−1) = E (E(Z|An)|An−1) = E(Z|An−1) = Sn−1,
denn An−1 ⊆ An, und E(|Sn|) = E(Z|An) ≤ E(|Z|) < ∞, weil An ⊆ A ist. Daraus
folgt, die Folge {Sn,An}∞1 ist ein Martingal.
Eine zentrale Eigenschaft von Martingalen ist, dass die Differenzen Sn − Sn−1 fu¨r alle
n unkorreliert mit den Differenzen aus der Vergangenheit sind. Etwas allgemeiner gilt
dies fu¨r jede messbare, integrierbare Abbildung der verzo¨gerten Differenzen.
3.16 Satz
Ist {Xt,At}∞−∞ eine Folge von Martingal-Differenzen, dann gilt
Cov(Xt, φ(Xt−1, Xt−2, . . .)) = 0,
wobei φ eine beliebige Borel-messbare integrierbare Funktion ist.
3.17 Korollar
Ist {Xt,At}∞−∞ eine Folge von Martingal-Differenzen, dann gilt
E(XtXt−k) = 0
fu¨r alle t und alle k 6= 0.
Zum Beweis von Satz 3.16 und Korollar 3.17 sei auf Doob (1953) verwiesen. Insgesamt
kann die Eigenschaft der Martingal-Differenzen in Satz 3.16 im Sinne der Abha¨ngig-
keitsstruktur stochastischer Prozesse eingeordnet werden zwischen Unkorreliertkeit und
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Unabha¨ngigkeit. Allerdings muss dabei die Asymmetrie in Hinsicht auf die Zeit beach-
tet werden, denn durch die Umkehrung der zeitlichen Ordnung wu¨rde zum Beispiel
ein unabha¨ngiger Prozess wieder zu einem unabha¨ngigen Prozess. Ebenso gilt dies bei
Umkehrung der zeitlichen Ordnung im Zusammenhang mit Unkorreliertheit. Aber die
Umkehrung der Ordnung in einer Folge von Martingal-Differenzen fu¨hrt im Allgemei-
nen nicht zu einer neuen Folge von Martingal-Differenzen.
Das Martingal-Konzept nimmt eine wichtige Rolle ein, um klassische Resultate in Hin-
sicht auf Konvergenz von Prozessen zu verifizieren, ohne Unabha¨ngigkeit voraussetzen
zu mu¨ssen. Das Martingal-Konzept ist aber eine Beschra¨nkung bezu¨glich des Geda¨cht-
nisses des Prozesses. Im Folgenden wird gezeigt, dass das Gesetz der großen Zahlen und
Sa¨tze zur Schnelligkeit der Konvergenz unter der Annahme, dass ein stochastischer
Prozess eine Martingal-Differenz ist, gu¨ltig sind. Die Resultate zu den Konvergen-
zeigenschaften entstehen aus der Tatsache, dass die Koordinaten eines stochastischen
Prozesses zentriert sind, also so transformiert sind, dass E(Xt) = 0 fu¨r alle t. Ohne Ein-
schra¨nkung der Allgemeingu¨ltigkeit kann der stochastische Prozess {Xt − E(Xt)}∞−∞
an Stelle von {Xt}∞−∞ betrachtet werden. Allerdings ist es mit dieser Konstruktion
mo¨glich, dass der mittlere Erwartungswert 1n
∑n
t=1 E(Xt) fu¨r n → ∞ divergiert, aber
der Prozess {Xt − E(Xt)}∞−∞ trotzdem gegen Null strebt. In diesem Fall muss das
Gesetz der großen Zahlen anders interpretiert werden, da es keinen Sinn ergibt, von
Konvergenz der Folge der Beobachtungsmittel zu sprechen.
Starke Gesetze der großen Zahlen sind fu¨r zentrierte stochastische Prozesse u¨ber die
fast sichere Konvergenz Xn
f.s.−→ X derart definiert, dass
1
n
Sn =
1
n
n∑
t=1
Xt
f.s.−→ 0 fu¨r n→∞
gilt. Beim schwachen Gesetz der großen Zahlen gilt mit der Konvergenz nach Wahr-
scheinlichkeit Xn
Pr−→ X:
1
n
Sn =
1
n
n∑
t=1
Xt
Pr−→ 0 fu¨r n→∞.
Ohne jede Annahme an den stochastischen Prozess folgt aus fast sicherer Konvergenz
die Konvergenz in Wahrscheinlichkeit:
Xn
f.s.−→ X =⇒ Xn Pr−→ X.
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Trotzdem sind schwache Gesetze ebenfalls interessant, denn da das Konvergenz-Konzept
dieser Gesetze schwa¨cher ist, sind im Allgemeinen auch die Voraussetzungen schwa¨cher.
Im Gegensatz zu den starken und schwachen Gesetzen fu¨r unabha¨ngige stochastische
Prozesse mit hinreichenden und notwendigen Bedingungen gibt es fu¨r die Gesetze der
großen Zahlen bei unterschiedlichen Abha¨ngigkeitsstrukturen im Allgemeinen nur hin-
reichende Bedingungen. Der Nachweis der Notwendigkeit der Bedingungen scheitert
meist an grundlegend unterschiedlichen Konzepten bei Ungleichungen fu¨r stochastische
Prozesse, wie beispielsweise beim Borel-Cantelli Lemma (vgl. Hall und Heyde, 1980).
Die folgenden unterschiedlichen Erweiterungen zum schwachen Gesetz der großen Zah-
len, also der Konvergenz des Beobachtungsmittels in Wahrscheinlichkeit, fu¨r Martingale
{Sn,An}∞1 bzw. Martingal-Differenzen {Xt,At}∞1 mit Xt = St−St−1 sind an Hall und
Heyde (1980) angelehnt.
3.18 Satz
Sei {Sn,An}∞1 ein Martingal mit Sn =
∑n
t=1Xt und E(Xt) = 0, t = 1, 2 . . ., und {bn}∞1
eine Folge positiver Konstanten mit bn ↗∞ fu¨r n→∞. Dann gilt
1
bn
Sn
Pr−→ 0 fu¨r n→∞,
falls
(i)
n∑
t=1
P (|Xt| > bn) −→
n→∞
0,
(ii)
1
bn
n∑
t=1
E(Xt 1{|Xt|≤bn}|At−1)
Pr−→
n→∞
0 und
(iii)
1
b2n
n∑
t=1
[
E(X2t 1{|Xt|≤bn})− E
([
E(Xt 1{|Xt|≤bn}|At−1)
]2)] −→
n→∞
0
gilt, wobei mit 1 die Indikatorfunktion bezeichnet sei.
Aus dieser allgemeinen Form des schwachen Gesetzes der großen Zahlen mit beding-
ten Erwartungswerten in den Annahmen (ii) und (iii) von Satz 3.18, folgt sofort die
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bekannte Version von Loe`ve (1977, S. 290) mit bn = n. In dieser Form sind die Bedin-
gungen nicht nur hinreichend, sondern auch notwendig.
3.19 Satz Loe`ve (1977)
Sei {Sn,An}∞1 ein Martingal mit Sn =
∑n
t=1Xt und E(Xt) = 0, t = 1, 2 . . .. Dann gilt
1
n
Sn
Pr−→ 0 fu¨r n→∞
dann und nur dann, wenn
(i)
n∑
t=1
P (|Xt| > n) −→
n→∞
0,
(ii)
1
n
n∑
t=1
E(Xt 1{|Xt|≤n})
Pr−→
n→∞
0 und
(iii)
1
n2
n∑
t=1
[
E(X2t 1{|Xt|≤n})−
[
E(Xt 1{|Xt|≤n})
]2] −→
n→∞
0
gilt, wobei mit 1 die Indikatorfunktion bezeichnet sei.
Die einfachste Version eines schwachen Gesetzes der großen Zahlen fu¨r Martingale
{Sn,An}∞1 ergibt sich bei Annahme beschra¨nkter zweiter Momente fu¨r die zugeho¨ri-
gen Martingal-Differenzen {Xt,At}∞1 . In diesem Fall gilt die Verallgemeinerung der
Tschebyschev-Ungleichung fu¨r Martingale. Mit der Markov-Ungleichung gilt fu¨r alle
ε > 0
P (|Sn| ≥ ε) ≤ 1
ε2
E(S2n),
und außerdem
E(S2n) =
n∑
t=1
E(X2t ) + 2
∑
t>s
E(XtXs) =
n∑
t=1
E(X2t ),
denn fu¨r t > s gilt wegen der Martingal-Eigenschaften Korrolar 3.17. Insgesamt folgt
also fu¨r quadratisch integrierbare Martingale
P (|Sn| ≥ nε) ≤ 1
n2ε2
n∑
t=1
E(X2t ),
und damit auch das schwache Gesetz der großen Zahlen.
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3.20 Satz
Sei {Sn,An}∞1 ein Martingal mit Sn =
∑n
t=1Xt und E(X
2
t ) < ∞, t = 1, 2 . . .. Dann
gilt
1
n
Sn
Pr−→ 0 fu¨r n→∞,
falls 1
n2
n∑
t=1
E(X2t )→ 0 fu¨r n→∞.
Im Unterschied zu den schwachen Gesetzen der großen Zahlen beno¨tigen die starken
Gesetze deutlich ha¨rtere Annahmen an die stochastischen Prozesse. Diese Annahmen
ergeben sich im Allgemeinen aus der Tatsache, dass zum Nachweis der fast siche-
ren Konvergenz das Extremwertverhalten stochastischer Prozesse betrachtet werden
muss. Dazu sind Ungleichungen zur Abscha¨tzung oberer Wahrscheinlichkeitsgrenzen
zum Verhalten der Prozesse von essentieller Bedeutung. Diese Aussagen ko¨nnen dann
zum Nachweis der starken Gesetze der großen Zahlen genutzt werden.
Allerdings sind die Resultate auch in anderer Hinsicht interessant. In Anlehnung an
Prozesse mit unabha¨ngigen Koordinaten sind neben den Aussagen u¨ber das Extrem-
wertverhalten auch Aussagen u¨ber die Geschwindigkeit der Konvergenz bei Martingalen
wu¨nschenswert. Das wichtigste Resultat zum Extremwertverhalten ist eine Anpassung
der Kolmogorov-Ungleichung an das Martingal-Konzept (vgl. Vovk, 1997).
3.21 Satz Kolmogorov-Ungleichung
Sei {Sn,An}∞1 ein Martingal. Dann gilt fu¨r beliebiges r ≥ 1 folgende Aussage:
P
(
max
1≤k≤n
|Sk| > ε
)
≤ E(|Sn|
r)
εr
.
Als Folgerung aus dem obigen Satz ergibt sich die Aussage von Doob (1953) zur
Abscha¨tzung des erwarteten Extremwerts eines Martingals.
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3.22 Satz Doob-Ungleichung
Sei {Sn,An}∞1 ein Martingal. Dann gilt
(i) fu¨r r = 1 und |Sn| > 0:
E(|Sn|) ≤ E
(
max
1≤k≤n
|Sk|
)
≤ exp(1)
exp(1)− 1 +
exp(1)
exp(1)− 1 E (|Sn| ln |Sn|) ,
(ii) fu¨r r > 1:
E(|Sn|r) ≤ E
(
max
1≤k≤n
|Sk|r
)
≤ r
r − 1 E(|Sn|
r) ,
bzw.
‖Sn‖r ≤
∥∥∥∥max1≤k≤n |Sk|
∥∥∥∥
r
≤ r
r − 1 ‖Sn‖r .
Diese Ungleichungen sind bemerkenswert, da die Anzahl n und das Verhalten der be-
trachteten Elemente des Martingals keine Auswirkungen auf die obere Schranke haben.
Die Grenze ha¨ngt nur von dem letzten betrachteten Martingalelement Sn ab. Diese Ei-
genschaft ergibt sich, da alle Informationen aus der Vergangenheit in Sn enthalten ist.
Weitere wichtige Abscha¨tzungen sind exponentielle Grenzen fu¨r die Wahrscheinlichkeit,
dass ein stochastischer Prozess konvergiert. Das folgende Ergebnis fu¨r Martingale mit
beschra¨nkten Martingal-Differenzen entspricht der Hoeffding-Ungleichung (Hoeffding,
1963) fu¨r unabha¨ngige Prozesse und ist an das Ergebnis von Azuma (1967) angelehnt.
3.23 Satz Davidson (1994)
Sei {Xt,At}∞1 eine Folge von Martingal-Differenzen mit |Xt| ≤ Bt <∞, wobei {Bt}∞1
eine Folge positiver Konstanten ist. Dann gilt
P
(∣∣∣∣∣
n∑
t=1
Xt
∣∣∣∣∣ > ε
)
≤ 2 exp
{ −ε2
2
∑n
t=1B
2
t
}
.
Die Aussage dieses Satzes ist, dass die Wahrscheinlichkeiten an den Ra¨ndern exponen-
tiell abnehmen bei wachsendem ε > 0, die Wahrscheinlichkeit, dass die Summe u¨ber
die Xt betragsma¨ßig groß wird, ist somit klein. Wenn die Koordinaten des Prozesses
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gleichma¨ßig durch eine Konstante beschra¨nkt sind, d. h. Bt = B <∞ fu¨r alle t, kann
die Schranke vereinfacht werden zu:
P
(∣∣∣∣∣
n∑
t=1
Xt
∣∣∣∣∣ > ε
)
≤ 2 exp
{ −ε2
2nB2
}
.
Die obere Schranke fu¨r das Mittel eines Martingals entspricht damit:
P
(∣∣∣∣∣ 1n
n∑
t=1
Xt
∣∣∣∣∣ > ε
)
= P
(∣∣∣∣∣
n∑
t=1
Xt
∣∣∣∣∣ > nε
)
≤ 2 exp
{−nε2
2B2
}
.
3.24 Korollar
Sei {Xt,At}∞1 eine Folge von Martingal-Differenzen mit gleichma¨ßig beschra¨nkten Ko-
ordinaten, d. h. |Xt| ≤ B <∞ fu¨r eine positive Konstante B. Dann gilt
P
(∣∣Xn∣∣ > ε) ≤ 2 exp{−nε2
2B2
}
.
Fu¨r festes ε > 0 und wachsendes n fa¨llt die Schranke fu¨r die Wahrscheinlichkeit, dass
das Mittel Xn groß ist, exponentiell ab. Dies ist insofern interessant, als dass nicht
nur wegen des Gesetzes der großen Zahlen die Konvergenz des Mittels einer Folge von
Martingal-Differenzen gesichert ist, sondern dass diese Konvergenz auch schnell genug
erfolgt, um auch praktisch gute Ergebnisse erwarten zu ko¨nnen. Eine weitere Verbes-
serung im Sinne engerer Schranken wird durch Laib (1999) angegeben.
In theoretischer Hinsicht sind vor allem die Kolmogorov- und die Doob-Ungleichung
wichtig, da sie zentrale Bestandteile fu¨r den Nachweis starker Gesetze der großen Zah-
len sind. Fu¨r Martingale ko¨nnen bemerkenswert starke Konvergenzresultate erzielt wer-
den. Fu¨r Folgen von Martingal-Differenzen sind keine zusa¨tzlichen Annahmen an die
Abha¨ngigkeitsstruktur no¨tig, und die Annahmen bezu¨glich der Momente des Prozesses
sind nur geringfu¨gig strenger als im unabha¨ngigen Fall. Dies liegt zum gro¨ßten Teil
daran, dass bei den Konvergenzaussagen der Unterschied zwischen unkorrelierten Pro-
zessen und einer Folge von Martingal-Differenzen relativ gering ist, wie bereits in Satz
3.16 und dem darauf folgenden Korollar 3.17 gezeigt wurde. Die Ursache dafu¨r liegt
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darin begru¨ndet, dass eine Vorhersage im Sinne von Ein-Schritt-Prognosen bei Mar-
tingalen nicht mo¨glich ist.
In diesem Abschnitt sollen die beiden wichtigsten starken Gesetze der großen Zahlen
vorgestellt werden, fu¨r weitergehende Resultate sei auf Po¨tscher und Prucha (1991a,b)
und auf Davidson und de Jong (1997) verwiesen. Die vorgestellten Gesetze sind aus
Stout (1974) sowie Hall und Heyde (1980) entnommen, gehen aber bereits auf Doob
(1953) zuru¨ck.
3.25 Satz Doob (1953)
Sei {Xt,At}∞−∞ eine Folge von Martingal-Differenzen mit der zugeho¨rigen Folge von
Varianzen {σ2t }∞−∞ mit σ2t = E(X2t ) < ∞ fu¨r alle t. Sei weiter {at}∞−∞ eine Folge
positiver Konstanten mit at ↗∞ fu¨r t→∞, dann gilt:
1
an
n∑
t=1
Xt
f.s.−→ 0,
falls
∞∑
t=1
σ2t
a2t
<∞.
Im Vergleich zum schwachen Gesetz der großen Zahlen in Satz 3.20 wird hier eine
sta¨rkere Bedingung bezu¨glich der Varianzen im stochastischen Prozess verlangt. Beim
starken Gesetz muss die Summe der Varianzen langsamer wachsen als die Summe
einer Folge {at}, fu¨r das schwache Gesetz reicht es aus, dass die Summe der Varianzen
langsamer wa¨chst als n. Bei Wahl von at = n gilt die Aussage von Satz 3.25 ebenfalls,
es folgt das klassische Resultat
1
n
n∑
t=1
Xt
f.s.−→ 0
unter der Bedingung lim
n→∞
1
n2
n∑
t=1
E(X2t ) <∞.
Die Beschra¨nkung auf quadratisch integrierbare Martingale im vorherigen Satz kann
zu Gunsten der Klasse der Martingale fallen gelassen werden, die
∞∑
t=1
1
art
E(|Xt|r) <∞ , 1 ≤ r ≤ 2,
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mit {at} ↗ ∞ erfu¨llen. Es ist wichtig zu betonen, dass diese Forderung fu¨r r < 2 keine
schwa¨chere Forderung als fu¨r r = 2 ist. Aus der Bedingung fu¨r r = 2 kann nicht auf
die Bedingung fu¨r ein r < 2 geschlossen werden.
3.26 Satz Doob (1953)
Sei {Xt,At}∞−∞ eine Folge von Martingal-Differenzen, die
∞∑
t=1
1
art
E(|Xt|r) < ∞ erfu¨llt,
1 ≤ r ≤ 2, mit {at}∞−∞ ↗∞. Dann gilt:
1
an
n∑
t=1
Xt
f.s.−→ 0.
Mit dieser Erweiterung des starken Gesetzes der großen Zahlen kann mit der Wahl
von r entschieden werden, ob fu¨r den stochastischen Prozess entweder ho¨here absolute
Momente existieren sollen oder der Prozess sehr geda¨mpft sein soll, also nur schwache
Amplituden haben soll, um die Summierbarkeitsbedingung zu erhalten. Fu¨r r = 2 fallen
die Aussagen der Sa¨tze 3.25 und 3.26 zusammen, fu¨r r = 1 lautet die Voraussetzung
des Satzes ∞∑
t=1
1
at
E(|Xt|) <∞,
und es gilt mit dem Kronecker-Lemma
1
an
n∑
t=1
1
at
E(|Xt|) −→ 0 fu¨r n→∞.
Also muss in diesem Fall fu¨r an = n oder an ungefa¨hr gleich n der Prozess insge-
samt Werte nahe bei Null besitzen, d. h. er hat ein schwaches Schwingungsverhalten.
Aus diesem Satz la¨sst sich eine Aussage u¨ber die Konvergenz des Beobachtungsmittels
ableiten. Fu¨r at = n, fu¨r alle t, folgt
1
n
n∑
t=1
Xt
f.s.−→ 0
unter der Bedingung, dass lim
n→∞
1
nr−1
n∑
t=1
E(|Xt|r) <∞ gilt, 1 ≤ r ≤ 2.
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3.4 Mixingale
Martingal-Differenzen sind auf Grund ihrer Abha¨ngigkeitsstrukturen recht spezielle
stochastische Prozesse. Gerade die Eigenschaft, dass Ein-Schritt-Prognosen nicht vor-
hersagbar sind, kann in der Anwendung, z. B. bei Zeitreihen, meist nicht beobachtet
werden. In diesem Abschnitt soll deshalb ein generelleres Konzept vorgestellt wer-
den, das in gewisser Weise nur asymptotische Geda¨chtnislosigkeit fordert. Dieses von
McLeish (1975) eingefu¨hrte Mixingal-Konzept ist von praktischer Bedeutung, denn Mi-
xingale sind Martingal-Differenzen hinreichend a¨hnlich. Sie haben bei gleichen Konver-
genzeigenschaften Martingalen gegenu¨ber den Vorteil, dass die Voraussetzungen nicht
so streng sind und relativ leicht zu u¨berpru¨fen sind.
Die Abha¨ngigkeitsstruktur von Mixingalen auf einem Wahrscheinlichkeitsraum
(Ω,A,P) wird u¨ber bedingte Erwartungswerte des stochastischen Prozesses bezu¨glich
Sub-σ-Algebren aus einer nichtfallenden Folge
A1 ⊆ A2 ⊆ . . . ⊆ Am ⊆ . . . ⊆ A
konstruiert. Das genutzte Maß fu¨r das hier vorgestellte Konzept ist die Lr-Norm
‖X‖r = (E(|X|r))1/r, r ≥ 1,
wobei in den meisten Fa¨llen die L1- bzw. die L2-Norm genutzt wird.
3.27 Definition Lr-Mixingal
Auf dem Wahrscheinlichkeitsraum (Ω,A,P) sei {Xt}∞t=−∞ eine Folge von Zufallsva-
riablen mit E(|Xt|) < ∞ fu¨r alle t. Sei weiter {At}∞t=−∞ eine nichtfallende Folge von
Sub-σ-Algebren in A. Die Folge von Paaren {Xt,At}∞−∞ ist ein Lr-Mixingal fu¨r r ≥ 1,
falls nicht negative Folgen von Konstanten {ct,−∞ ≤ t ≤ ∞} und {ψm,m ≥ 0} mit
ψm ↘ 0 fu¨r m→∞ existieren, so dass fu¨r alle t ≥ 1 und m ≥ 0 gilt:
(a) ‖E(Xt|At−m)‖r ≤ ctψm,
(b) ‖Xt − E(Xt|At+m)‖r ≤ ctψm+1.
Wird aus dem Zusammenhang deutlich, bezu¨glich welcher Norm ein Lr-Mixingal defi-
niert ist, so wird dieses im Folgenden auch einfach als Mixingal bezeichnet. Bei diesem
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Konzept wird fu¨r die Koordinaten Xt eines stochastischen Prozesses {Xt}∞−∞ und die
Folge von Sub-σ-Algebren {At}∞−∞ gefordert, dass der bedingte Erwartungswert einer
Koordinate bezu¨glich der Vergangenheit, repra¨sentiert durch die Sub-σ-Algebren, mit
steigendem Lag verschwindet. Gleichzeitig soll sichergestellt sein, dass mit steigendem
Informationsgehalt, also fu¨r steigenden Index der Sub-σ-Algebren, dieser bedingte Er-
wartungswert asymptotisch erwartungstreu fu¨r die zugeho¨rige Koordinate ist.
Mixingale bilden ein Konzept fu¨r schwache Abha¨ngigkeitsstrukturen, das aber stark ge-
nug ist zum Nachweis vieler Konvergenzeigenschaften, wie beispielsweise von Gesetzen
der großen Zahlen, und fu¨r Abscha¨tzungen der Konvergenzgeschwindigkeiten. Jedoch
kann im Allgemeinen nicht angenommen werden, dass die Mixingal-Eigenschaften unter
Transformationen des stochastischen Prozesses erhalten bleiben (vgl. de Jong, 1998).
Hall und Heyde (1980) nennen Mixingale wegen der abgeschwa¨chten Forderung an die
Abha¨ngigkeitsstruktur auch asymptotische Martingale, obwohl dies in gewissem Sinne
irrefu¨hrend ist, denn Mixingale sind eher den Differenzen von Martingalen a¨hnlich. Ei-
ne Martingal-Differenz ist ein Mixingal mit ψm = 0 fu¨r alle m > 0. Das Gegenstu¨ck zu
einem Martingal sind die aufsummierten Elemente eines Mixingals.
3.28 Beispiel Martingal
Sei {Sn,An}∞1 mit Sn =
n∑
t=1
Xt und E(S
2
n) <∞ ein Martingal. Nach Definition 3.27 ist
E(Xt|At−1) = 0 fast sicher.
Zusa¨tzlich gilt
E(Xt|At+m) = Xt fast sicher, fu¨r alle m ≥ 1.
Damit ist {Xt,At}∞1 ein L2-Mixingal mit ct = ‖Xt‖2, sowie ψ0 = 1 und ψm = 0 fu¨r
alle m ≥ 1. Mit der gleichen Begru¨ndung ist die Folge {Xt,At}∞1 auch ein beliebiges
Lr-Mixingal, r ≥ 1, solange Sn Lr-integrierbar fu¨r alle n und damit Xt Lr-integrierbar
fu¨r alle t ist, also E(|Xt|r) <∞ gilt.
Beachtenswert ist, dass ein Mixingal allgemein nicht als adaptierter Prozess definiert
ist, denn es wird nicht vorausgesetzt, dass die Xt At-meßbar sind, fu¨r alle t. Gilt
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andererseits diese Annahme, so ist die Bedingung (b) aus Definition 3.27 trivial, denn
E(Xt|At+m) = E(Xt|At) = Xt
gilt dann fu¨r alle t und alle m ≥ 0.
Die Bedingungen innerhalb des Mixingal-Konzepts beinhalten die Idee, dass die Folge
{Am}∞1 mit steigendem Index m sukzessive mehr Information fu¨r Xt entha¨lt. Dabei ist
in der Vergangenheit (m → ∞) nichts u¨ber die Koordinate Xt bekannt, wie aus Be-
dingung (a) in Definition 3.27 ersichtlich wird, in der Zukunft (m→∞) wird dagegen
wegen Bedingung (b) irgendwann alles u¨ber Xt bekannt sein. Die Folge der Konstan-
ten {ψm}, die Lr-Mixingal-Koeffizienten, sind Zahlen, die die zeitliche Abha¨ngigkeit
im stochastischen Prozess {Xt} angeben. Je schneller die Folge {ψm} mit steigendem
Index gegen Null strebt, desto ku¨rzer ist das Geda¨chtnis des stochastischen Prozesses.
Die Folge {ψm} ist von der Ordnung −ξ0, falls ψm = O(m−ξ) fu¨r ξ > ξ0.
Die Folge der Konstanten {ct} besteht aus einfachen Skalierungfaktoren, um die Wahl
der ψm unabha¨ngig von der relativen Gro¨ße der Zufallsvariablen Xt zu machen. Meist
reicht es aus, die ct als ein Vielfaches von ‖Xt‖r zu wa¨hlen. Im Allgemeinen gilt fu¨r
alle Lr-Mixingale mit r ≥ 1:
‖Xt‖r ≤ ‖E(Xt|At)‖r + ‖Xt − E(Xt|At)‖r ≤ (ψ0 + ψ1)ct.
Mit dieser Aussage folgt auch sofort, dass ohne Einschra¨nkung der Allgemeinheit zen-
trierte Prozesse betrachtet werden ko¨nnen, da der Erwartungswert eines Mixingals
E(|Xt|) <∞ fu¨r alle t existiert.
Mixingale sind somit eine weit gro¨ßere Klasse stochastischer Prozesse als Martingale.
Viele Prozesse, fu¨r die Konvergenzeigenschaften bekannt sind, ko¨nnen als Mixingal
beschrieben werden. Von besonderer Wichtigkeit ist dabei, dass fu¨r den Nachweis, dass
ein stochastischer Prozess ein Mixingal ist, Stationarita¨t des Prozesses nicht zwingend
beno¨tigt wird (McLeish, 1975). Allerdings ist die Mixingal-Eigenschaft eines Prozesses
meist an Bedingungen bezu¨glich der Abha¨ngigkeitsstruktur gebunden. Diese ha¨ngen
im Allgemeinen von Annahmen an die bedingte Erwartung ab.
3 Abha¨ngigkeitsstrukturen in Datensa¨tzen 75
3.29 Beispiel Lineare Prozesse
(i) Sei {et}∞−∞ eine Folge unabha¨ngiger Zufallsvariablen, die Lr-beschra¨nkt sind,
r ≥ 2, d. h. es gilt supt≥1 ‖et‖r = B < ∞. Sei weiter E(et|At−1) = 0 mit
At = σ{ej : j ≤ t}, so dass die Martingal-Differenzen {et,At} als Innovatio-
nen mit einer Folge von Konstanten {ak}∞−∞,
∑∞
k=−∞ |ak| <∞, den heterogenen
linearen Prozess
Xt =
∞∑
k=−∞
aket−k
erzeugen.
Ein solcher Prozess mit zugeho¨rigen σ-Algebren {Xt,At}∞−∞ ist ein Lr-Mixingal,
denn es gilt:
‖E(Xt|At−m)‖r =
∥∥∥∥∥
∞∑
k=m
aket−k
∥∥∥∥∥
r
≤
∞∑
k=m
‖aket−k‖r ≤
∞∑
k=m
|ak|B
und ‖Xt − E(Xt|At+m)‖r =
∥∥∥∥∥
−∞∑
k=−m
aket−k
∥∥∥∥∥
r
≤
∞∑
k=m
|a−k|B.
Da hier At−s ⊆ At−1 ⊆ A fu¨r alle s ≥ 1 gilt und die et A-messbar sind, folgen
beide Ungleichungen aus der Eigenschaft bedingter Erwartungswerte und der
Bedingung an den bedingten Erwartungswert fu¨r et:
E(et|At−s) = E (E(et|At−1)|At−s) = 0 fast sicher,
fu¨r alle s ≥ 1 und E(et|At−s) = et fu¨r alle s ≤ 0.
Als Ergebnis aus den Ungleichungen ko¨nnen als Mixingal-Koeffizienten
ψm =
∞∑
k=m
(|ak|+ |a−k|)
und als Skalierungsfaktoren
ct = sup
i≥1
‖ei‖r
gewa¨hlt werden (Hansen, 1991).
(ii) Bei Annahme schwacher Stationarita¨t wird der Nachweis, dass ein linearer Pro-
zess ein L2-Mixingal ist, deutlich einfacher. Sei {et}∞−∞ eine Folge unabha¨ngiger
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Zufallsvariablen mit E(et) = 0 und beschra¨nkter Varianz Var(et) <∞ fu¨r alle t.
Mit einer Folge von Konstanten {ak}∞−∞ mit
∑∞
k=−∞ |ak| <∞ ist
Xt =
∞∑
k=−∞
aket−k
ein homogener linearer Prozess. Die Folge von Paaren {Xt,At}∞−∞ ist ein
Lr-Mixingal fu¨r beliebiges r ≥ 1, wobei At = σ({ei}t−∞) die durch {et, et−1, . . .}
induzierte σ-Algebra ist. Dabei kann hier speziell fu¨r die L2-Norm wegen der
schwachen Stationarita¨t
ct =
√
Var(et) und ψm =
( ∞∑
k=m
a2k + a
2
−k
)1/2
gewa¨hlt werden. Dies ist eine schwa¨chere Bedingung als in (i), denn es gilt
(
∞∑
k=m
a2k + a
2
−k)
1/2 ≤
∞∑
k=m
(|ak|+ |a−k|) (Hall und Heyde, 1980).
Die Abha¨ngigkeitseigenschaften heterogener linearer Prozesse sind sta¨rker, deshalb kon-
vergieren die Mixingal-Koeffizienten langsamer gegen Null als die des homogenen linea-
ren Prozesses, wo immerhin schwache Stationarita¨t angenommen wird. Beide Beispiele
verdeutlichen aber die Wichtigkeit der Mixingale fu¨r praktische Anwendungen. Die
schwachen Voraussetzungen erlauben es, eine Vielzahl von linearen Prozessen als Mi-
xingal aufzufassen, so insbesondere infinite MA-Prozesse und damit auch direkt alle
schwach stationa¨ren AR-, MA- und ARMA-Prozesse (Andrews, 1988).
Eine a¨ußerst wertvolle Eigenschaft von Mixingalen ist ihre asymptotische A¨hnlichkeit
zu Martingal-Differenzen. Die Summe von Mixingalen unterscheidet sich bis auf einen
Rest von einem Martingal. Unter relativ schwachen Annahmen an die Abha¨ngigkeits-
struktur des Prozesses ist dieser Rest asymptotisch vernachla¨ssigbar. Fu¨r jede inte-
grierbare Zufallsvariable Xt und jedes m ≥ 0 gilt:
Xt =
m∑
k=−m
(E(Xt|At+k)− E(Xt|At+k−1)) + E(Xt|At−m−1) + (Xt − E(Xt|At+m)) ,
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denn:
m∑
k=−m
(E(Xt|At+k)− E(Xt|At+k−1)) + E(Xt|At−m−1) + (Xt − E(Xt|At+m))
= E(Xt|At)− E(Xt|At−1) (k = 0)
+ E(Xt|At+1)− E(Xt|At) + E(Xt|At−1)− E(Xt|At−2) (k = ±1)
+ E(Xt|At+2)− E(Xt|At+1) + E(Xt|At−2)− E(Xt|At−3) (k = ±2)
...
+ E(Xt|At+m)− E(Xt|At+m−1) + E(Xt|At−m)− E(Xt|At−m−1) (k = ±m)
+ E(Xt|At−m−1) +Xt − E(Xt|At+m)
= Xt
Außerdem ist fu¨r alle k die Folge
{E(Xt|At+k)− E(Xt|At+k−1),At+k}∞t=1
eine Martingal-Differenz, weil mit dem Gesetz der iterierten Erwartung
E(E(Xt|At+k)− E(Xt|At+k−1)|At+k−1) = 0
gilt. Mit derselben Begru¨ndung ist
{E(Xt|At+m),At+m}∞−∞
ein Martingal, denn E(E(Xt|At+m)|At+m−1) = E(Xt|At+m−1). Da
sup
m
E(|E(Xt|At+m)|) ≤ E(|Xt|) <∞
gilt, konvergiert die Folge sowohl fu¨r m → ∞ als auch m → −∞ fast sicher. Ist die
Folge {Xt,At} ein Mixingal, gilt wegen Definition 3.27
‖E(Xt|At−m)‖r → 0 und ‖Xt − E(Xt|At+m)‖r → 0.
Insgesamt folgt damit fu¨r die Grenzwerte
E(Xt|At−m)→ 0 und E(Xt|At+m)→ Xt (m→∞).
Die Rest-Terme ko¨nnen also auf Grund der Mixingal-Eigenschaft vernachla¨ssigt wer-
den, falls m nur groß genug gewa¨hlt wird. Zusammenfassend ergibt sich folgender Satz.
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3.30 Satz McLeish (1975)
Sei {Xt,At}∞−∞ ein Lr-Mixingal. Dann ist {Ψm}∞0 mit
Ψm = E(Xt|At−m−1) + (Xt − E(Xt|At+m))
eine Nullfolge (fu¨r m→∞) und fu¨r alle m gilt
Xt =
m∑
k=−m
(E(Xt|At+k)− E(Xt|At+k−1)) + Ψm fast sicher,
und damit
Xt =
∞∑
k=−∞
(E(Xt|At+k)− E(Xt|At+k−1)) fast sicher.
Dabei sind {E(Xt|At+k) − E(Xt|At+k−1),At+k}∞t=1 Folgen von Martingal-Differenzen
fu¨r alle k.
Der Vorteil dieser Repra¨sentation als Teleskop-Summe plus einem Rest-Term ist die
vereinfachte U¨bertragung der Konvergenzeigenschaften von Martingalen auf die Sum-
me von Mixingal-Elementen. Die Schnelligkeit der Konvergenz der Folge Ψm ha¨ngt
u¨ber die Mixingal-Eigenschaft von den Annahmen an die Abha¨ngigkeitsstruktur des
stochastischen Prozesses ab.
Insbesondere gibt es Mixingale, fu¨r die einm0 existiert, so daß Ψm = 0 fu¨r allem ≥ m0.
In diesem Fall gilt:
Xt =
m0∑
k=−m0
(E(Xt|At+k)− E(Xt|At+k−1)) fast sicher.
Bei Stationarita¨t des stochastischen Prozesses {Xt}∞−∞ ko¨nnen die Skalierungskonstan-
ten in der Folge {ct}∞−∞ ohne Beschra¨nkung der Allgemeinheit gleich 1 gesetzt werden.
Damit kann ein Mixingal zerlegt werden in eine Martingal-Differenz und einen Rest-
Term, dessen Verhalten durch einschra¨nkende Voraussetzungen an die Abha¨ngigkeits-
struktur, also an das Mixingal {Xt,At}∞−∞, kontrollierbar ist. In dieser Arbeit wird nur
eine Reihenentwicklung fu¨r stationa¨re L1-Mixingale angegeben, eine Ausweitung auf
Lr-Mixingale, r ≥ 1, ist unter a¨hnlichen Bedingungen ebenfalls mo¨glich (vgl. David-
son, 1994).
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3.31 Satz Hall und Heyde (1980)
Sei {Xt,At}∞−∞ ein stationa¨res L1-Mixingal von der Ordnung −ξ0 = −1. Dann existiert
eine Zerlegung
Xt = Wt + Zt − Zt+1,
wobei E(|Zt|) < ∞ fu¨r alle t und {Wt,At}∞−∞ eine Folge stationa¨rer Martingal-Diffe-
renzen ist. Dabei ist
Wt = lim
m→∞
{
m∑
s=−m
(E(Xt+s|At)− E(Xt+s|At−1)) + E(Xt+m+1|At)
+ Xt−m−1 − E(Xt−m−1|At−1)}
und
Zt = lim
m→∞
{
m∑
s=0
(E(Xt+s|At−1)−Xt−s−1 + E(Xt−s−1|At−1))
}
Die Darstellung eines Mixingals als Teleskop-Reihenentwicklung ist fu¨r Nachweise zu
Resultaten in der Grenzwerttheorie von zentraler Bedeutung, was im Folgenden ge-
nutzt wird. Zuerst sei das schwache Gesetz der großen Zahlen in der Version von
de Jong (1995) fu¨r Lr-Mixingale mit 1 ≤ r ≤ 2 genannt, das direkt auf das Gesetz
von Andrews (1988) fu¨r L1-Mixingale zuru¨ckfu¨hrbar ist.
3.32 Satz de Jong (1995)
Sei {Xt,At}∞−∞ ein Lr-Mixingal mit zugeho¨rigen Folgen {ct}∞−∞ und {ψm}∞1 ,
1 ≤ r ≤ 2, so dass fu¨r eine Folge {Cn}∞n=1 mit Cn ≥ 1 und
1
n1/2
Cn → 0 fu¨r n → ∞
die Voraussetzungen
(i) lim
B→∞
lim sup
n→∞
1
n
n∑
t=1
‖Xt1{|Xt|>BCn}‖r = 0 mit Indikatorfunktion 1 und
(ii) fu¨r alle K > 0: lim
n→∞
1
n
n∑
t=1
ctψm = 0 mit m = dn1/2C−1n Ke
gelten. Dann folgt ‖ 1
n
n∑
t=1
Xt‖r −→ 0 fu¨r n→∞ und damit∣∣∣∣∣ 1n
n∑
t=1
Xt
∣∣∣∣∣ Pr−→ 0.
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Beweis:
Fu¨r beliebiges B > 0 und beliebiges m ≥ 1 gilt:
1
n
n∑
t=1
Xt =
1
n
n∑
t=1
[Xt − E (Xt|At+m−1)]
+
1
n
n∑
t=1
[
E
(
Xt1{|Xt|≤BCn}|At+m−1
)− E (Xt1{|Xt|≤BCn}|At−m)]
+
1
n
n∑
t=1
[
E
(
Xt1{|Xt|>BCn}|At+m−1
)− E (Xt1{|Xt|>BCn}|At−m)]
+
1
n
n∑
t=1
E (Xt|At−m)
= T1 + T2 + T3 + T4.
Sei m = mn. Mit Voraussetzung (i) und der bedingten Jensen-Ungleichung kann B so
groß gewa¨hlt werden, dass fu¨r alle ε > 0
lim sup
n→∞
‖T3‖r
≤ lim sup
n→∞
1
n
n∑
t=1
[
E
(∥∥Xt1{|Xt|>BCn}∥∥r |At+mn−1)− E (∥∥Xt1{|Xt|>BCn}∥∥r |At−mn)]
≤ lim sup
n→∞
2
n
n∑
t=1
∥∥Xt1{|Xt|>BCn}∥∥r < ε
gilt. Mit
Yjt = E
(
Xt1{|Xt|≤BCn}|At+j
)− E (Xt1{|Xt|≤BCn}|At+j−1)
ist {Yjt,At+j}∞j=−∞ fu¨r 1 ≤ t ≤ n eine Folge von beschra¨nkten Martingal-Differenzen.
Dann gilt:
‖T2‖2 =
∥∥∥∥∥ 1n
n∑
t=1
mn−1∑
j=−mn+1
Yjt
∥∥∥∥∥
2
≤
mn−1∑
j=−mn+1
∥∥∥∥∥ 1n
n∑
t=1
Yjt
∥∥∥∥∥
2
≤ 4mnn− 12BCn
(vgl. Andrews, 1988). Fu¨r die Wahl mn = max
{
1,
⌈
n
1
2C−1n B
−1 ε
4
⌉}
folgt mit der
Ljapunov-Ungleichung
lim sup
n→∞
‖T2‖r ≤ lim sup
n→∞
‖T2‖2
≤ lim sup
n→∞
4
⌈
n
1
2C−1n B
−1 ε
4
⌉
n−
1
2CnB ≤ ε,
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fu¨r ε > 0 und r ≤ 2, wegen dxe ≤ x und Cn = o
(
n1/2
)
.
Weiter gilt mit der Mixingal-Definition fu¨r dieselbe Wahl von mn
lim sup
n→∞
‖T1 + T4‖r ≤ lim sup
n→∞
1
n
n∑
t=1
[‖Xt − E (Xt|At+mn−1)‖r + ‖E (Xt|At−mn)‖r]
≤ 2 lim sup
n→∞
1
n
n∑
t=1
Ctψmn = 0
wegen Voraussetzung (ii). Da ε > 0 beliebig gewa¨hlt werden kann, folgt die Behaup-
tung.
2
Die Voraussetzungen dieses Satzes sind fu¨r L1-Mixingale erfu¨llt, wenn ψm = o(m
−1/4)
und Cn = n
1/6 gewa¨hlt wird. Wird Cn = 1 fu¨r alle n gewa¨hlt, so folgt die Vorausset-
zung (i) aus Satz 3.32 direkt aus E(|Xt|r) < ∞. Dieses Ergebnis ist vergleichbar mit
dem schwachen Gesetz von Gut (1992), zudem ist die Wahl einer Folge wachsender
Cn schon deshalb sinnvoll, da dadurch Trend behaftete stochastische Prozesse {Xt}∞−∞
ebenfalls abgedeckt sind (vgl. Davidson, 1993).
Zudem gibt es eine erweiterte Version des schwachen Gesetzes der großen Zahlen von
Chen und White (1996) fu¨r Lr-Mixingale in beliebigen Hilbertra¨umen. Diese Version
ist fu¨r reelle Lr-Mixingale mit 1 ≤ r ≤ 2 identisch mit der von de Jong (1995), wichtig
ist bei dieser Erweiterung aber vor allem, dass das schwache Gesetz damit allgemein
fu¨r alle reellen Lr-Mixingale mit r ≥ 1 gilt.
3.33 Satz Chen und White (1996)
Sei {Xt,At}∞−∞ ein Lr-Mixingal, r ≥ 1. Sei weiter die Folge {|Xt|p}∞−∞ gleichma¨ßig
integrierbar fu¨r ein p mit 1 ≤ p ≤ min{2, r} und gelte
lim sup
n→∞
1
n
n∑
t=1
ct <∞.
Dann folgt ‖ 1
n
n∑
t=1
Xt‖p → 0 fu¨r n→∞ und damit∣∣∣∣∣ 1n
n∑
t=1
Xt
∣∣∣∣∣ Pr−→ 0.
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Neben diesen Sa¨tzen zum schwachen Gesetz der großen Zahlen ist die Dekompositi-
on des Mixingals {Xt,At}∞−∞ wie in Satz 3.30 und vor allem der Grenzwertu¨bergang
fu¨r die folgenden theoretischen U¨berlegungen relevant, die schließlich zu einem starken
Gesetz der großen Zahlen fu¨r Mixingale fu¨hren. Zuerst seien zwei Ungleichungen zum
Maximum von Summen u¨ber ein Mixingal genannt, die im Weiteren auch fu¨r die Bil-
dung exponentieller Schranken zur Kontrolle der Konvergenzrate beno¨tigt werden.
3.34 Lemma Hansen (1991)
Sei {Xt,At}∞−∞ ein Lr-Mixingal, r ≥ 2, dann existiert eine Konstante K1 <∞, so dass∥∥∥∥∥maxj≤n |
j∑
t=1
Xt|
∥∥∥∥∥
r
≤ K1
∞∑
k=−∞
(
n∑
t=1
‖E(Xt|At−k)− E(Xt|At−k−1)‖2r
)1/2
gilt.
Beweis:
SeiXkt = E (Xt|At−k)−E (Xt|At−k−1). Dann ist {Xkt,At−k}∞−∞ eine Folge von Martingal-
Differenzen (Satz 3.30).
Fu¨r r ≥ 2 gelten dann folgende Ungleichungen:∥∥∥∥∥ maxj≤n
∣∣∣∣∣
j∑
t=1
Xt
∣∣∣∣∣
∥∥∥∥∥
r
=
∥∥∥∥∥ maxj≤n
∣∣∣∣∣
j∑
t=1
∞∑
k=−∞
Xkt
∣∣∣∣∣
∥∥∥∥∥
r
≤
∥∥∥∥∥
∞∑
k=−∞
max
j≤n
∣∣∣∣∣
j∑
t=1
Xkt
∣∣∣∣∣
∥∥∥∥∥
r
≤
∞∑
k=−∞
∥∥∥∥∥ maxj≤n
∣∣∣∣∣
j∑
t=1
Xkt
∣∣∣∣∣
∥∥∥∥∥
r
≤
∞∑
k=−∞
r
r − 1
∥∥∥∥∥
n∑
t=1
Xkt
∥∥∥∥∥
r
≤ r
r − 1
∞∑
k=−∞
C E( n∑
t=1
X2kt
)r/21/r , fu¨r ein C <∞.
Dabei gilt die Gleichung wegen Satz 3.31. Die erste Ungleichung ist die Dreiecksun-
gleichung, die zweite die Minkowski-Ungleichung (vgl. Mitrinovic´, 1970, S. 55). Nach
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Anwendung der Doob- (Satz 3.22) und der Burkholder-Ungleichung (vgl. Hall und Hey-
de, 1980, S. 23) als dritte und vierte Ungleichung ergibt die nochmalige Anwendung
der Minkowski-Ungleichung:∥∥∥∥∥ maxj≤n
∣∣∣∣∣
j∑
t=1
Xt
∣∣∣∣∣
∥∥∥∥∥
r
≤ C1/r r
r − 1
∞∑
k=−∞
( n∑
t=1
∥∥X2kt∥∥r/2
)r/21/r
≤ K1
∞∑
k=−∞
(
n∑
t=1
‖Xkt‖2r
)1/2
mit K1 = C
1/r r
r−1 <∞.
2
Das folgende Lemma nutzt die Schranken und die Konstanten aus Lemma 3.34 und
den zugeho¨rigen Beweis fu¨r eine weitere Abscha¨tzung.
3.35 Lemma Hansen (1991)
Sei {Xt,At}∞−∞ ein Lr-Mixingal, r ≥ 2, und gelte
∞∑
m=0
ψm < ∞, dann existiert eine
Konstante K2 <∞, so dass∥∥∥∥∥maxj≤n |
j∑
t=1
Xt|
∥∥∥∥∥
r
≤ K2
(
n∑
t=1
c2t
)1/2
gilt. Dabei sei K2 = 4 K1
∞∑
k=0
ψk <∞ mit der Konstanten K1 <∞ aus Lemma 3.34.
Beweis:
Mit der Mixingal-Bedingung gilt fu¨r
Xkt = E (Xt|At−k)− E (Xt|At−k−1)
und k ≥ 0:
‖Xkt‖r ≤ ‖E (Xt|At−k)‖r + ‖E (Xt|At−k−1)‖r ≤ 2ctψk,
sowie fu¨r k < 0:
‖Xkt‖r = ‖(Xt − E (Xt|At−k−1))− (Xt − E (Xt|At−k))‖r
≤ ‖Xt − E (Xt|At−k−1)‖r + ‖Xt − E (Xt|At−k)‖r ≤ 2ctψ−k
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Daraus folgt:
n∑
t=1
‖Xkt‖2r ≤ 4
n∑
t=1
c2tψ
2
k, fu¨r k ≥ 0,
und
n∑
t=1
‖Xkt‖2r ≤ 4
n∑
t=1
c2tψ
2
−k, fu¨r k < 0.
Mit Lemma 3.34 folgt:∥∥∥∥maxj≤n |Sj|
∥∥∥∥
r
≤ K1
∞∑
k=−∞
(
n∑
t=1
‖Xkt‖2r
)1/2
≤ K1
 −1∑
k=−∞
(
4
n∑
t=1
c2tψ
2
−k
)1/2
+
∞∑
k=0
(
4
n∑
t=1
c2tψ
2
k
)1/2
≤ 2K1
 ∞∑
k=1
(
n∑
t=1
c2tψ
2
k
)1/2
+
∞∑
k=0
(
n∑
t=1
c2tψ
2
k
)1/2
≤ 4K1
∞∑
k=0
ψk
(
n∑
t=1
c2t
)1/2
= K2
(
n∑
t=1
c2t
)1/2
wobei K2 = 4K1
∞∑
k=0
ψk <∞ nach Voraussetzung gilt.
2
Mit Hilfe dieser Lemmata ergibt sich aus der Mixingal-Bedingung und unter Verwen-
dung des Cauchy-Kriteriums, des Kronecker-Lemmas und der Markov-Ungleichung ein
starkes Gesetz der großen Zahlen fu¨r beliebige Lr-Mixingale, r ≥ 2, unter relativ schwa-
chen Annahmen, die zudem vergleichbar sind mit den Bedingungen an das klassische
Gesetz der großen Zahlen von Kolmogorov. Fu¨r den Beweis sei auf Hansen (1991) ver-
wiesen.
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3.36 Satz Hansen (1991)
Sei {Xt,At}∞−∞ ein Lr-Mixingal, r ≥ 2 mit E(Xt) = 0, fu¨r alle t, und sei weiter∞∑
k=0
ψk <∞.
(i) Sei
∞∑
t=1
c2t <∞. Dann konvergiert
n∑
t=1
Xt fast sicher fu¨r n→∞.
(ii) Sei
∞∑
t=1
t−2c2t <∞. Dann gilt:
1
n
n∑
t=1
Xt −→ 0 fast sicher fu¨r n→∞.
In weiteren Arbeiten vor allem von de Jong (1996) und von Chen und White (1996) gibt
es weitere Abschwa¨chungen der Voraussetzungen fu¨r starke Gesetze der großen Zahlen.
Die Da¨mpfungsgeschwindigkeit der Folge der Mixingal-Koeffizienten {ψm}∞m=0 kann
dann deutlich langsamer gewa¨hlt werden, was gleichzeitig bedeutet, dass ein la¨ngeres
Geda¨chtnis angenommen werden kann.
Hier soll ein einfacheres Ergebnis von Chen und White (1996) aufgefu¨hrt werden, das
aber allgemein fu¨r Lr-Mixingale mit r ≥ 1 gilt.
3.37 Satz Chen und White (1996)
Sei {Xt,At}∞−∞ ein Lr-Mixingale, r ≥ 1, mit supt E(|Xt|p) < ∞ fu¨r ein p > 1. Sei
weiter {ct}∞−∞ eine gleichma¨ßig beschra¨nkte Folge und gelte ψm = O((lnm)−2−β) fu¨r
ein ausreichend großes β > 0. Dann gilt:
lnn
n
n∑
t=1
Xt −→ 0 fast sicher fu¨r n→∞.
Die Bedingung an die Mixingal-Koeffizienten in Satz 3.37 ist schwa¨cher als die Be-
dingung
∑∞
k=0 ψk < ∞ aus Satz 3.36. Außerdem kann die Aussage fu¨r das folgende
Korollar vereinfacht werden, da 1/n schneller gegen Null als lnn/n fu¨r n→∞ konver-
giert, so dass direkt folgendes Korollar gilt.
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3.38 Korollar
Sei {Xt,At}∞−∞ ein Lr-Mixingal, r ≥ 1, mit supt E(|Xt|p) <∞ fu¨r ein p > 1. Sei weiter
{ct}∞−∞ eine gleichma¨ßig beschra¨nkte Folge und gelte
∑∞
m=0 ψm <∞. Dann gilt:
1
n
n∑
t=1
Xt −→ 0 fast sicher fu¨r n→∞.
Eine Zusammenfassung zu den starken Gesetzen der großen Zahlen fu¨r Mixingale
und einer Diskussion der notwendigen Voraussetzungen findet sich bei Davidson und
de Jong (1997). Unabha¨ngig von den verschiedenen Sa¨tzen kann die zentrale Bedin-
gung
∑∞
k=0 ψk <∞ bei speziellen stochastischen Prozessen noch sehr viel sta¨rker abge-
schwa¨cht werden, da dann die Annahmen an die Abha¨ngigkeitsstruktur des Prozesses
konkret vorgegeben sind.
3.39 Beispiel
Betrachte den heterogenen linearen Prozess aus Beispiel 3.29 (i)
Xt =
∞∑
k=−∞
aket−k
mit der Martingal-Differenzen-Folge {et,At}∞−∞ als Innovationen mit supt≥1 ‖et‖r = B
und B < ∞ fu¨r ein r ≥ 2 und E(et) = 0 fu¨r alle t sowie Konstanten {ak}∞−∞ mit∑∞
k=−∞ |ak| <∞ und sei At = σ{ej : j ≤ t}. Dann ist der Prozess ein Lr-Mixingal fu¨r
r ≥ 2. Auf Grund der Linearita¨t la¨sst sich hier die Konvergenz direkt beweisen, denn
mit Lemma 3.34 gilt:∥∥∥∥∥maxj≤n |
j∑
t=1
1
t
Xt|
∥∥∥∥∥
r
≤ K1
∞∑
k=−∞
(
n∑
t=1
‖1
t
E(Xt|At−k)− E(Xt|At−k−1)‖2r
)1/2
= K1
∞∑
k=−∞
(
n∑
t=1
‖1
t
aket−k‖2r
)1/2
≤ B
∞∑
k=−∞
|ak|
(
n∑
t=1
(
1
t
)2)1/2
< ∞.
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Mit dem Cauchy-Kriterium und dem Kronecker-Lemma (vgl. den Beweis zu Satz 3.36)
sind die Voraussetzungen
sup
t≥1
‖et‖r = B <∞ und
∞∑
k=−∞
|ak| <∞
hinreichend fu¨r das starke Gesetz der großen Zahlen.
Andererseits gilt fu¨r die Mixingal-Koeffizienten, wie in Beispiel 3.29(i) gezeigt,
ψm =
∞∑
k=m
(|ak|+ |a−k|),
fu¨r alle m ≥ 0. Dies ist damit auch die Bedingung fu¨r die Gu¨ltigkeit des starken Ge-
setzes der großen Zahlen bei heterogenen linearen Prozessen.
Wie bei allen stochastischen Prozessen ist auch bei Mixingalen die Geschwindigkeit der
Konvergenz interessant. Exponentielle Grenzen fu¨r die Wahrscheinlichkeit, dass ein sto-
chastischer Prozess konvergiert, garantieren eine schnelle Konvergenz. In der Literatur
sind solche Schranken bisher nicht hergeleitet worden.
In der statistischen Lerntheorie sind solche Aussagen allerdings essentiell. Fu¨r die fol-
gende exponentielle Schranke fu¨r Mixingale zur Abscha¨tzung der Konvergenzrate wird
die Beschra¨nktheit aufsummierter Mixingale unter Verwendung des Maximums der
Summe genutzt. Dadurch sind die Grenzen nicht sehr scharf, allerdings haben sie ihre
Vorzu¨ge durch ihre Einfachheit und die Voraussetzungen korrespondieren zu denen der
starken Gesetze der großen Zahlen.
3.40 Satz
Sei {Xt,At}∞−∞ ein Lr-Mixingal, r ≥ 2, und gelte fu¨r die Mixingal-Koeffizienten∑∞
m=0 ψm <∞, dann existiert eine Konstante K2 <∞, so dass folgende Abscha¨tzung
gilt:
P
(∣∣∣∣∣
n∑
t=1
Xt
∣∣∣∣∣ > ε
)
≤ 3 exp
{
− ε
K2 (
∑n
t=1 c
2
t )
1/2
}
.
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Beweis:
Mit Lemma 3.34 und 3.35 sowie wegen der Monotonie der Exponentialfunktion und
der Lr-Norm gilt folgende Ungleichung fu¨r alle a > 0:
E (exp {‖ a |Sn| ‖r}) = exp {‖ a |Sn| ‖r}
≤ exp
{∥∥∥∥ a max1≤j≤n |Sj|
∥∥∥∥
r
}
≤ exp
aK2
(
n∑
t=1
c2t
)1/2
mit Konstante K2 aus Lemma 3.35.
Da die Funktion g(x) = exp {‖a x‖r} mit a > 0 eingeschra¨nkt auf die positiven reellen
Zahlen die Voraussetzung der verallgemeinerten Markov-Ungleichung erfu¨llt, gilt fu¨r
ε > 0:
P (|Sn| > ε) ≤ E (exp {‖ a |Sn| ‖r})
exp {‖ a ε‖r}
≤
exp
{
aK2
(
n∑
t=1
c2t
)1/2}
exp{a ε}
= exp
−a ε+ aK2
(
n∑
t=1
c2t
)1/2 ∀ a > 0.
Fu¨r a = K−12
(
n∑
t=1
c2t
)−1/2
folgt fu¨r ε > 0:
P (|Sn| > ε) ≤ exp
−
ε
K2
(
n∑
t=1
c2t
)1/2 + 1

≤ 3 exp
−
ε
K2
(
n∑
t=1
c2t
)1/2
 .
2
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Fu¨r die Konstante K2 aus Lemma 3.35 gilt
K2 = 4 K1
∞∑
k=0
ψk
mit Konstante K1 = C
1/r r
r−1 , wobei C = C(r) ebenfalls eine Konstante ist, wie aus
dem Beweis zu Lemma 3.34 hervorgeht. Weiterhin geht aus dem Beweis der Burkholder-
Ungleichung (vgl. zum Beispiel Hall und Heyde, 1980, S. 23) hervor, dass die Konstante
C = (18r( r
r−1)
1/2)r eine geeignete Wahl ist. Es ergibt sich insgesamt:
K2 = 4
(
18 r
(
r
r − 1
)1/2)
r
1− r
∞∑
k=0
ψk
= 72 r
(
r
r − 1
)3/2 ∞∑
k=0
ψk.
Mit diesen U¨berlegungen folgt direkt ein Korollar zum vorherigen Satz.
3.41 Korollar
Sei {Xt,At}∞−∞ ein Lr-Mixingal, r ≥ 2, und gelte
∞∑
m=0
ψm <∞. Dann gilt:
P
(∣∣∣∣∣
n∑
t=1
Xt
∣∣∣∣∣ > ε
)
≤ 3 exp
−
ε
72 r
(
r
r − 1
)3/2 ∞∑
k=0
ψk
(
n∑
t=1
c2t
)1/2
 .
Die Abscha¨tzung u¨ber das Maximum der Summen eines Mixingals ist relativ grob,
denn der Informationsverlust wirkt sich stark auf die Genauigkeit der exponentiellen
Abscha¨tzungen ab. Eine engere exponentielle Wahrscheinlichkeitsschranke fu¨r Mixin-
gale, bei der nur die Beschra¨nktheit des Mixingals ausgenutzt wird, a¨hnlich wie bei
der Schranke fu¨r Martingale in Satz 3.23, ergibt sich aus Abscha¨tzungen der Summe
bezu¨glich der Lr-Norm.
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3.42 Satz
Sei {Xt,At}∞−∞ ein Lr-Mixingal, r ≥ 1, mit |Xt| < Bt fast sicher fu¨r alle t, wobei
{Bt}∞−∞ eine Folge positiver Konstanten ist, und mit der zugeho¨rigen Nullfolge {ψm}∞0
und der zugeho¨rigen beschra¨nkten Folge {ct}∞−∞, dann gilt fu¨r Sn =
n∑
t=1
Xt:
P (Sn > ε) ≤ exp
{ −ε2
2
∑n
t=1B
2
t
} n∏
t=1
(
(ψ0 + ψ1)ct
Bt
+ 1
)
und
P (|Sn| > ε) ≤ 2 exp
{ −ε2
2
∑n
t=1B
2
t
} n∏
t=1
(
(ψ0 + ψ1)ct
Bt
+ 1
)
.
Beweis:
Wegen der Konvexita¨t der Exponentialfunktion gilt fu¨r jedes x ∈ [−Bt, Bt]
exp {ax} ≤ (Bt + x) exp {aBt}+ (Bt − x) exp {−aBt}
2Bt
∀ a > 0.
Mit der Mixingal-Eigenschaft ‖E(Xt|At−1)‖r ≤ ψ1ct ergibt sich fu¨r alle t:
‖E (exp {aXt} |At−1)‖r
≤
∥∥∥∥(Bt + E (Xt|At−1)) exp {aBt}+ (Bt − E (Xt|At−1)) exp {−aBt}2Bt
∥∥∥∥
r
≤ (‖Bt‖r + ψ1ct) ‖exp {aBt}‖r + (‖Bt‖r + ψ1ct) ‖exp {−aBt}‖r
2 ‖Bt‖r
=
1
2
(exp {aBt}+ exp {−aBt}) + ψ1ct
2Bt
(exp {aBt}+ exp {−aBt})
≤ exp
{
1
2
a2B2t
}(
ψ1ct
Bt
+ 1
)
≤ exp
{
1
2
a2B2t
}(
(ψ0 + ψ1)ct
Bt
+ 1
)
fast sicher fu¨r alle a > 0,
wobei die vorletzte Ungleichung aus der Reihenentwicklung der Exponentialfunktion
folgt, die letzte Ungleichung gilt wegen ψ0 ≥ 0. Mit der gleichen Argumentation, aber
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der Mixingal-Eigenschaft ‖Xt‖r ≤ (ψ0 + ψ1)ct fu¨r r ≥ 1 gilt fu¨r alle t:
‖exp {aXt}‖r
≤ (‖Bt‖r + (ψ0 + ψ1)ct) ‖exp {aBt}‖r + (‖Bt‖r + (ψ0 + ψ1)ct) ‖exp {−aBt}‖r
2 ‖Bt‖r
=
1
2
(exp {aBt}+ exp {−aBt}) + (ψ0 + ψ1)ct
2Bt
(exp {aBt}+ exp {−aBt})
≤ exp
{
1
2
a2B2t
}(
(ψ0 + ψ1)ct
Bt
+ 1
)
fast sicher fu¨r alle a > 0,
Fu¨r die Summe Sn =
n∑
t=1
Xt gilt mit der Ho¨lder-Ungleichung, sowie mit der Ljapunov-
Ungleichung (vgl. Mitrinovic´, 1970, S. 50-54):
E (E (exp {aSn} |An−1))
= E (|E (exp {aSn} |An−1)|)
= E (|E (exp {aXn + aSn−1} |An−1)|)
= E (|E (exp {aXn} |An−1) exp {aSn−1}|)
≤ ‖E (exp {aXn} |An−1)‖r E
(
|exp {aSn−1}|
r
r−1
) r−1
r
, r > 1
≤ ‖E (exp {aXn} |An−1)‖r E (|exp {aSn−1}|)
≤ exp
{
1
2
a2B2n
}(
(ψ0 + ψ1)cn
Bn
+ 1
)
E (|exp {aSn−1}|) fast sicher fu¨r alle a > 0.
Dabei gilt die Ljapunov-Ungleichung, weil 0 < r
r−1 < 1. Eine Verallgemeinerung dieses
Ansatzes der sukzessiven Auflo¨sung der bedingten Erwartungswerte fu¨hrt zu:
E (exp {aSn})
= E (E (. . .E (E (exp {aSn} |An−1) |An−2) . . . |A1))
= E ( |E (. . .E (E (exp {aXn + aSn−1} |An−1) |An−2) . . . |A1)| )
≤ ‖E (exp {aXn} |An−1)‖r E ( |E (. . .E (exp {aSn−1} |An−2) . . . |A1)| )
≤ . . .
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≤
n−2∏
t=0
‖E (exp {aXn−t} |An−1−t)‖r E (|exp {aX1}|)
≤
n∏
t=2
[
exp
{
1
2
a2B2t
}(
(ψ0 + ψ1)ct
Bt
+ 1
)]
‖ exp {aX1} ‖r
fast sicher fu¨r r ≥ 1 fu¨r alle a > 0.
Einen nochmalige Anwendung der Ljapunov-Ungleichung fu¨r r ≥ 1 ergibt:
E (exp {aSn}) ≤
n∏
t=1
[
exp
{
1
2
a2B2t
}(
(ψ0 + ψ1)ct
Bt
+ 1
)]
= exp
{
1
2
a2
n∑
t=1
B2t
}
n∏
t=1
(
(ψ0 + ψ1)ct
Bt
+ 1
)
fast sicher fu¨r r ≥ 1 fu¨r alle a > 0.
Mit der verallgemeinerten Markov-Ungleichung gilt fu¨r ε > 0
P (Sn > ε) ≤ E (exp {aSn})
exp {aε}
≤ exp
{
1
2
a2
n∑
t=1
B2t
}
n∏
t=1
(
(ψ0 + ψ1)ct
Bt
+ 1
)
exp {−aε}
≤ exp
{
1
2
a2
n∑
t=1
B2t − aε
}
n∏
t=1
(
(ψ0 + ψ1)ct
Bt
+ 1
)
fu¨r alle a > 0. Mit a = ε (
∑n
t=1B
2
t )
−1
folgt:
P (Sn > ε) ≤ exp
{ −ε2
2
∑n
t=1B
2
t
} n∏
t=1
(
(ψ0 + ψ1)ct
Bt
+ 1
)
.
Ein analoges Ergebnis erha¨lt man fu¨r −Sn, so dass das Ergebnis fu¨r |Sn| durch Auf-
summierung der beiden resultierenden Ungleichungen erfolgt.
2
Die Voraussetzungen dieses Satzes sind in Hinsicht auf die Beschra¨nktheit der Koordi-
naten des Mixingals relativ schwach, denn es reicht neben den Mixingal-Eigenschaften
die fast sichere Beschra¨nktheit. Eine nicht sehr starke Verscha¨rfung ist demgegenu¨ber
eine gleichma¨ßige Beschra¨nkung der Mixingal-Elemente |Xt| < B < ∞ fu¨r alle t fast
sicher. Diese Annahme fu¨hrt zu einer Vereinfachung des obigen Satzes.
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3.43 Korollar
Sei {Xt,At}∞−∞ ein Lr-Mixingal mit |Xt| < B < ∞ fast sicher fu¨r alle t und mit der
zugeho¨rigen Nullfolge {ψm}∞0 und beschra¨nkter Folge {ct}∞−∞, wobei csup = supt(ct).
Dann gilt fu¨r Sn =
n∑
t=1
Xn:
P (Sn > ε) ≤ exp
{ −ε2
2nB2
}(
(ψ0 + ψ1)csup
B
+ 1
)n
und
P (|Sn| > ε) ≤ 2 exp
{ −ε2
2nB2
}(
(ψ0 + ψ1)csup
B
+ 1
)n
.
Das Ergebnis folgt direkt aus Satz 3.42 mit Bt = B und wegen ct ≤ csup fu¨r alle t. Aus
Satz 3.42 ergibt sich direkt ein weiteres Resultat fu¨r das Beobachtungsmittel.
3.44 Korollar
Sei {Xt,At}∞−∞ ein Lr-Mixingal mit |Xt| < B < ∞ fast sicher fu¨r alle t und mit den
zugeho¨rigen Folgen {ψm}∞0 und {ct}∞−∞. Sei weiter csup = supt(ct), dann gilt:
P
(
Xn > ε
) ≤ exp{−nε2
2B2
}(
(ψ0 + ψ1)csup
B
+ 1
)n
und
P
(|Xn| > ε) ≤ 2 exp{−nε2
2B2
}(
(ψ0 + ψ1)csup
B
+ 1
)n
.
Es ergibt sich mit Satz 3.42, und damit auch aus Korollar 3.43 und Korollar 3.44,
das gewu¨nschte Resultat, dass der Grenzwert fu¨r die Wahrscheinlichkeit großer Sum-
menwerte gegen Null konvergiert fu¨r n → ∞. Insbesondere ist bemerkenswert, dass
die obere Schranke fu¨r P (|Xn| > ε) nur von den ersten beiden Mixingal-Koeffizienten
abha¨ngt. Die La¨nge des Geda¨chtnisses des Mixingals spielt also nur eine untergeordne-
te Rolle. Ein wesentlicher Grund dafu¨r ist, dass die Folge der ψm nach Definition eine
monoton fallende Nullfolge ist.
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Trotzdem sind die Schranken in Satz 3.42 und Korollar 3.43 fu¨r die Wahrscheinlich-
keit, dass die Summe eines stochastischen Prozesses mit Mixingal-Eigenschaften kon-
vergiert, nicht so eng wie bei Martingalen (vgl. Satz 3.23 und Korollar 3.24). Dies hat
seine Ursache darin, dass bei Mixingalen ein la¨ngeres Geda¨chtnis, je nach Wahl der
Mixingal-Koeffizienten, zugelassen wird. Fu¨r Koeffizienten ψm = 0 fu¨r alle m ≥ 0,
wenn also kein Geda¨chtnis zugelassen wird, fallen die Schranken zusammen. Dies gilt
fu¨r zentrierte Martingale stets, denn nach Beispiel 3.28 muss dann ψm = 0 fu¨r alle
m ≥ 1 gelten und auf Grund der Zentrierung kann auch ψ0 = 0 gewa¨hlt werden.
Bei einer geeigneten Wahl von B ko¨nnen die Schranken aus Korollar 3.43 so konstruiert
werden, dass B nur noch von csup und den Mixingal-Koeffizienten ψ0 und ψ1 abha¨ngt.
Sei B1 =
1
exp{b1−1}−1(ψ0 + ψ1)csup mit einer Konstanten b1 > 0, dann gilt:
P (Sn > ε) ≤ exp
{ −ε2
2nB21
}(
(ψ0 + ψ1)csup
B1
+ 1
)n
= exp
{ −ε2
2nB21
+ n ln
(
(ψ0 + ψ1)csup
B1
+ 1
)}
= exp
{
− ε
2
2n
(exp{b1 − 1} − 1)2
(ψ0 + ψ1)2 c2sup
+ n(b1 − 1)
}
≤ exp
{
− ε
2
2n
(exp{b1 − 1} − 1)2
(ψ0 + ψ1)2 c2sup
+ nb1
}
Die Xt werden durch die obige Wahl von B1 weiterhin gleichma¨ßig beschra¨nkt, wenn
b1 nur klein genug gewa¨hlt wird, da csup durch die Mixingal-Eigenschaften immer als
ein Vielfaches von ‖Xt‖r angesehen werden kann.
Wenn B1 eine gleichma¨ßige Schranke fu¨r die Xt ist, so ist ein B
? mit b? < b1 auch eine
gleichma¨ßige obere Schranke, denn dann gilt B1 < B
?. Fu¨r die Wahl von bn0 = 1/n fu¨r
beliebiges n > n0 gilt B1 < Bn0 und somit |Xt| < Bn0 , wenn nur n0 so groß gewa¨hlt
wird, dass bn0 < b1 gilt. Da die Wahl von B beliebig ist, solange nur die Xt gleichma¨ßig
beschra¨nkt sind, folgt aus Korollar 3.43 fu¨r |Xt| < B1 = 1exp{b1−1}−1(ψ0 + ψ1)csup mit
b1 > 0 die folgende Schranke mit bn0 = 1/n fu¨r beliebiges n > n0 mit n0, so dass
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B1 < Bn0 ist:
P (Sn > ε) ≤ exp
{
− ε
2
2n
(exp{bn0 − 1} − 1)2
(ψ0 + ψ1)2 c2sup
+ nbn0
}
= exp
{
− ε
2
2n
(exp {1/n− 1} − 1)2
(ψ0 + ψ1)2 c2sup
+ 1
}
< 3 exp
{
− ε
2
2n
(exp {1/n− 1} − 1)2
(ψ0 + ψ1)2 c2sup
}
.
Daraus ergibt sich als abschließender Satz folgende exponentielle Schranke zur Abscha¨tzung
der Konvergenzgeschwindigkeit.
3.45 Satz
Sei {Xt,At}∞−∞ ein Lr-Mixingal mit |Xt| < 1exp{b−1}−1(ψ0 + ψ1)csup <∞ fast sicher fu¨r
alle t, wobei b > 0, und mit der zugeho¨rigen Nullfolge {ψm}∞0 sowie der beschra¨nkten
Folge {ct}∞−∞, wobei csup = supt(ct). Dann gibt es ein n0 = n0(b), so dass fu¨r alle n > n0
gilt:
P
(
n∑
t=1
Xt > ε
)
< 3 exp
{
− ε
2
2n
(exp {1/n− 1} − 1)2
(ψ0 + ψ1)2 c2sup
}
und
P
(
Xn > ε
)
< 3 exp
{
−nε
2
2
(exp {1/n− 1} − 1)2
(ψ0 + ψ1)2 c2sup
}
.
Die Wahl von n0 ha¨ngt von der beno¨tigten Konstante b ab. Je weniger restriktiv die
gleichma¨ßige Beschra¨nkung des Prozesses {Xt} gewa¨hlt werden kann, desto gro¨ßer darf
auch b gewa¨hlt werden. Daraus folgt wiederum, dass die Aussage des obigen Satzes be-
reits fu¨r relativ kleines n0 gilt. Andererseits kann bei Wahl eines großen Wertes fu¨r csup
die Konstante b ebenfalls gro¨ßer gewa¨hlt werden, so dass der Satz 3.39 wiederum auch
fu¨r relativ kleines n0 gilt, wobei dieses Vorgehen allerdings zu Lasten der Scha¨rfe der
Abscha¨tzung durch die Schranke geht.
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4 Das ERM-Prinzip bei Abha¨ngigkeitsstrukturen
Die Einfu¨hrung des statistischen Lernprozesses in Kapitel 2 mit den Definitionen zum
statistischen Lernen, zum Lernproblem und zum Konzept der empirischen Risiko-
Minimierung ist nicht darauf aufgebaut, dass die Beobachtungen z1, . . . , zn unabha¨ngig
und identisch verteilt erhoben worden sind. Fu¨r den Nachweis der Konsistenz des Prin-
zips der empirischen Risiko-Minimierung und die Bestimmung der Konvergenzrate ist
dagegen die Unabha¨ngigkeit der Beobachtungen vorausgesetzt worden. Insbesondere
werden fu¨r das Kerntheorem, der statistischen Lerntheorie, welches der Schlu¨ssel zur
Konsistenz des ERM-Prinzips ist, bereits unabha¨ngige Beobachtungen angenommen.
Dementsprechend ist es notwendig, in diesem Kapitel die statistische Lerntheorie darauf
hin zu untersuchen, in welchem Maße Abha¨ngigkeitsstrukturen in den Daten zula¨ssig
sein du¨rfen, damit die Konsistenz des ERM-Prinzips erhalten und eine schnelle Kon-
vergenzrate gewa¨hrleistet bleibt.
4.1 Der statistische Lernprozess bei Abha¨ngigkeitsstrukturen
Unter der Annahme, die Beobachtungen z1, . . . , zn seien identisch verteilt gema¨ß der
Verteilungsfunktion FZ(z), aber nicht unabha¨ngig, muss ein Konzept aufgestellt wer-
den, dass trotzdem die Nutzung des ERM-Prinzips erlaubt. Ein fu¨r eine Vielzahl von
Fa¨llen allgemeingu¨ltiges Konzept sind Abha¨ngigkeitsstrukturen in stochastischen Pro-
zessen, wie die im dritten Kapitel kurz vorgestellte Ergodentheorie oder das Mixing-
Konzept. Fu¨r diese Konzepte existieren geeignete Aussagen zur Konsistenz, wie etwa
Gesetze der großen Zahlen und auch exponentielle Schranken (vgl. Satz 3.10 sowie
Hanson und Koopmans, 1965).
Probl ematisch ist dagegen die einfache Anwendung dieser Theorie fu¨r die Model-
lierung von Abha¨ngigkeitsstrukturen in Datensa¨tzen durch beispielsweise Zeitreihen,
da, wie im dritten Kapitel beschrieben, diese Ansa¨tze wahrscheinlichkeitstheoretisch-
und ereignisorientiert sind. Im Gegensatz dazu steht der Ansatz fu¨r Martingale und
Mixingale mit der Betrachtung eines stochastischen Prozesses als Folge von Paaren
{Xi,Ai}∞1 , wobei Ai = σ(X1, . . . , Xi−1, Xi) die durch (X1, . . . , Xi−1, Xi) induzierte
σ-Algebra ist. Durch die Nutzung dieses minimalen adaptierten Prozesses kann direkt
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auf die Bildungsgesetzma¨ßigkeiten des Prozesses anhand der vorhergehenden Koordi-
naten der Folge {Xi}∞1 geschlossen werden. Damit sind Abha¨ngigkeitsstrukturen im
ra¨umlichen und zeitlichen Kontext denkbar. Allgemeingu¨ltige Beispiele sind unter an-
deren die heterogenen und homogenen linearen Prozesse aus Beispiel 3.29 bzw. 3.39.
Durch die Einbindung dieser Prozesse wird beispielsweise auch die Anwendung auf
Zeitreihen, wie MA-, AR- und ARMA-Prozesse, mo¨glich (vgl. Andrews, 1988).
Fu¨r die Theorie des statistischen Lernens sind, wie in Kapitel 2 bereits aufgezeigt, die
grundlegenden Aussagen zur Konsistenz mit zugeho¨riger exponentieller Konvergenzrate
des ERM-Prinzips an die zentrale Frage geknu¨pft, ob die Folge der empirischen Risikos
mindestens schwach gegen das Risiko konvergieren. Dargestellt durch die empirischen
Verluste bzw. den erwarteten Verlusten, mu¨ssen dementsprechend die Ergebnisse aus
den Abschnitten 3.3 und 3.4 zu Martingalen bzw. Mixingalen auf Aussagen der Form
1
n
n∑
i=1
Q(zi, α)
Pr−→
∫
Q(z, α)dFZ(z) fu¨r n→∞
angewandt werden. Das bedeutet, dass Gesetze der großen Zahlen und exponentielle
Schranken fu¨r die Bestimmung der Konvergenzrate auf der Funktionenmenge Q(z, α),
α ∈ Λ, genutzt werden. Aus diesem Grund erweist es sich als sinnvoll, die Abha¨ngig-
keitsstruktur in den Daten direkt u¨ber die Verluste L(y, f(x, α)), also die Funktionen
Q(z, α), zu definieren.
Eine Konstruktion fu¨r die statistische Lerntheorie bei Abha¨ngigkeiten in den Beob-
achtungen in dem Sinne, dass direkt fu¨r die Beobachtungen z1, . . . , zn eine Martingal-
oder Mixingal-Struktur angenommen wird, hat den entscheidenden Nachteil, dass die
Gesetzma¨ßigkeiten fu¨r Martingale oder Mixingale bei einer Transformation
z → Q(z, α), α ∈ Λ,
geeignet u¨bernommen werden mu¨ssen. Die gewa¨hlte Abha¨ngigkeitsstruktur muss also
invariant gegenu¨ber der Abbildung
Q(·, α) : IRd+1 → IR
fu¨r beliebiges α ∈ Λ sein. Dies ist eine starke Einschra¨nkung fu¨r die zu wa¨hlende Menge
von Funktionen Q(z, α), α ∈ Λ, und damit fu¨r die Wahl sowohl der Verlustfunktion
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L(y, f(x, α)) als auch der zugelassenen Menge von Funktionen f(x, α), α ∈ Λ. Bereits
der einfache Fall mit euklidischer Verlustfunktion
Q(z, α) = L(y, f(x, α)) = (y − f(x, α))2, α ∈ Λ,
macht deutlich, dass die Abha¨ngigkeitsstruktur in den Beobachtungen z1, . . . , zn in der
Regel nicht auf die Verluste Q(zi, α), i = 1, . . . , n, u¨bertragbar ist. Die Entwicklung
der statistischen Lerntheorie bei Abha¨ngigkeiten wu¨rde somit auf einzelne Spezialfa¨lle
eingeschra¨nkt, was aber der Intention, eine mo¨glichst generelle Theorie zu entwickeln,
widerspricht.
Zur Modellierung von Abha¨ngigkeitsstrukturen in den Verlusten, an Stelle
einer Modellierung in den Beobachtungen, durch das Martingal- oder Mixingal-Konzept
wird fu¨r jedes α ∈ Λ fu¨r die Folge von Funktionswerten {Q(zi, α)}∞1 die durch
(Q(zj, α), j = 1, . . . , i) induzierte σ-Algebra Ai = σ(Q(zj, α), j = 1, . . . , i), i = 1, 2, . . .,
eingefu¨hrt. Fu¨r jedes α ∈ Λ ist das Paar damit ein adaptierter Prozess, dem die
gewu¨nschte Abha¨ngigkeitsstruktur zugeordnet werden kann.
4.1 Definition Abha¨ngigkeitsstrukturen
Seien z1, . . . , zn, . . . identisch gema¨ß FZ(z) verteilte Beobachtungen. Weiterhin sei
Q(z, α), α ∈ Λ, eine Menge von Funktionen und sei {Q(zi, α)}∞1 fu¨r jedes α ∈ Λ eine
Folge von Funktionswerten bezu¨glich der Beobachtungen z1, . . . , zn, . . . . Dann wird
die Abha¨ngigkeitsstruktur in den Daten u¨ber die adaptierten Prozesse {Q(zi, α),Ai}∞1 ,
α ∈ Λ, definiert:
(i) Seien die adaptierten Prozesse {Q(zi, α),Ai}∞1 , α ∈ Λ, jeweils eine Folge von
Martingal-Differenzen. Dann heißt die Abha¨ngigkeitsstruktur in den Daten
Martingal-Struktur.
(ii) Seien die adaptierten Prozesse {Q(zi, α),Ai}∞1 , α ∈ Λ jeweils ein Lr-Mixingal,
r ≥ 1, mit der zugeho¨rigen Nullfolge {ψm}∞0 und der zugeho¨rigen beschra¨nkten
Folge {ci}∞1 . Dann heißt die Abha¨ngigkeitsstruktur in den Daten Lr-Mixingal-
Struktur.
Dieses spezielle Konzept, Abha¨ngigkeitsstrukturen in Daten u¨ber die Verluste zu defi-
nieren, muss so aufgefasst werden, dass bei der Modellierung des funktionalen Zusam-
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menhangs mittels einer Funktion f(x, α) aus einer vorgegebenen Menge f(·, α), α ∈ Λ,
ein Modellierungsfehler nicht ausgeschlossen wird, wobei dieser Fehler gema¨ß eines sto-
chastischen Prozesses mit Abha¨ngigkeitsstruktur modelliert wird. Wie in Definition
4.1 eingefu¨hrt, mu¨ssen dann die empirischen Verluste fu¨r jede Beobachtung, also der
Verlust Q(zi, α), i = 1, . . . , n, . . ., als stochastischer Prozess mit gleicher Abha¨ngigkeits-
struktur aufgefasst werden. Bei Annahme einer zeitlichen Abha¨ngigkeit bedeutet dies
beispielsweise, dass der empirische Verlust Q(zi, α) zum Zeitpunkt i von den vorher-
gehenden Verlusten Q(zi−1, α), Q(zi−2, α), . . . , Q(z1, α) abha¨ngt. Die gemachten Fehler
beeinflussen somit je nach Geda¨chtnis des Fehler-Prozesses die neuen Fehler. Allge-
meingu¨ltige Beispiele im Kontext der empirischen Risiko-Minimierung fu¨r die Nutzung
stochastischer Prozesse bei der Modellierung der Abha¨ngigkeitsstruktur sind lineare
Prozesse.
4.2 Beispiel homogener linearer Prozess
Sei die Folge der empirischen Verluste {Q(zi, α)}∞1 ein homogener linearer Prozess,
wie im Beispiel 3.29 eingefu¨hrt. Das bedeutet, dass mit einer schwach stationa¨ren
Folge {ei}∞−∞ von unabha¨ngigen Zufallsvariablen mit E(ei) = 0 und beschra¨nkter
Varianz Var(ei) < ∞ fu¨r alle i sowie mit Folgen von Konstanten {ak(α)}∞0 mit∑∞
k=0 |ak(α)| <∞ fu¨r die Funktionen Q(zi, α) fu¨r alle α ∈ Λ gilt:
Q(zi, α) =
∞∑
k=0
ak(α)ei−k.
Die Folgen von Paaren {Q(zi, α),Ai}∞1 , α ∈ Λ, sind dann jeweils ein L2-Mixingal mit
Konstanten
ci = Var(ei), i = 1, 2, . . . ,
und den Mixingal-Koeffizienten
ψm(α) =
( ∞∑
k=m
a2k(α)
)1/2
, m = 0, 1, 2, . . . ,
wobei Ai = σ(ej,−∞ < j ≤ i) die durch (ei, ei−1, . . .) induzierte σ-Algebra ist. Die
Abha¨ngigkeiten in den Daten haben somit eine L2-Mixingal-Struktur.
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Ein weiteres Beispiel, bei dem die Abha¨ngigkeitsstruktur in den Daten u¨ber die Modell-
fehler ausgedru¨ckt wird, ist die Theorie der seriellen Korrelation im Regressionsmodell.
Bei diesem Ansatz wird ein additiver Fehler u zusa¨tzlich zum funktionalen Zusammen-
hang angenommen, so dass
y = f(x, α) + u
mit α ∈ Λ und E(u) = 0 gilt, wobei u als linearer Prozess, beispielsweise als AR-Prozess
modelliert wird (vgl. Davidson und MacKinnon, 1993).
In diesem Zusammenhang ist die Bemerkung wichtig, dass von der Abha¨ngigkeitsstruk-
tur in den Verlusten in der Regel nicht auf die Struktur in den Beobachtungen zuru¨ck
geschlossen werden kann, da die diversen Abha¨ngigkeitskonzepte nur in Spezialfa¨llen in-
variant gegenu¨ber Transformationen sind. Diese Einschra¨nkung des Konzepts ist wegen
des generalistischen Ansatzes der statistischen Lerntheorie im Allgemeinen kein Pro-
blem in der praktischen Anwendung, da die Folge der empirischen Verluste {Q(zi, α)}∞1
bei der Anwendung des ERM-Prinzips bzw. bei der Anwendung der Algorithmen zur
strukturellen Risiko-Minimierung berechenbar ist. Somit la¨sst sich u¨berpru¨fen, ob die
Abha¨ngigkeiten in den Fehlern geeignet modelliert werden ko¨nnen.
Im den folgenden Abschnitten wird fu¨r die hier vorgestellten Martingal- und Mixingal-
Strukturen nachgewiesen unter welchen Voraussetzungen an diese Abha¨ngigkeiten in
den Daten das Konzept der statistischen Lerntheorie anwendbar bleibt.
4.2 Das Kerntheorem der statistischen Lerntheorie unter
Abha¨ngigkeitsstrukturen
Mit der Einfu¨hrung der nicht-trivialen Konsistenz fu¨r das Prinzip des empirischen Ri-
sikos im zweiten Kapitel gibt es ein Konzept, das fu¨r eine Menge von Funktionen
Q(z, α), α ∈ Λ, Konsistenz im Sinne der generellen Eigenschaften der Menge sicher
stellt (vgl. Abschnitt 2.2). Allerdings muss fu¨r den Nachweis der nicht-trivialen Kon-
sistenz fu¨r unendlich viele Teilmengen die Konvergenz gezeigt werden, so dass das
Verfahren in der Regel nicht praktikabel ist. Das Kerntheorem der statistischen Lern-
theorie ist somit der Schlu¨ssel, um das Prinzip der empirischen Risiko-Minimierung
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anwenden zu ko¨nnen. Erst dadurch, dass in diesem Theorem die einseitige gleichma¨ßi-
ge Konvergenz als eine notwendige und hinreichende Bedingung fu¨r die nicht-triviale
Konsistenz des ERM-Prinzips bereitgestellt wird, kann der Nachweis der Konsistenz
konstruktiv gefu¨hrt werden. Das Kerntheorem (Satz 2.19 in dieser Arbeit) von Vapnik
und Chervonenkis (1989) gilt dabei aber nur fu¨r unabha¨ngig und identisch verteilte
Beobachtungen.
Eine Erweiterung der Aussagen des Satzes 2.19 fu¨r ein Kerntheorem der statistischen
Lerntheorie fu¨r Martingal- und Lr-Mixingal-Strukturen, erlaubt, ebenso wie bei Un-
abha¨ngigkeit in den Daten, die Anwendung der empirischen Risiko-Minimierung als
generelles Prinzip. Dazu wird unter einfachen Annahmen nachgewiesen, dass die gleich-
ma¨ßige einseitige Konvergenz weiterhin notwendige und hinreichende Bedingung fu¨r die
nicht-triviale Konsistenz des ERM-Prinzips ist, so dass die Aussage des Kerntheorems
der statistischen Lerntheorie unter Abha¨ngigkeitsstrukturen dieselbe bleibt. In forma-
ler Schreibweise bedeutet das:
Unter der Voraussetzung, dass fu¨r alle Funktionen aus der Menge Q(z, α), α ∈ Λ, und
fu¨r eine gegebene Verteilungsfunktion FZ(z) die Ungleichungen
a ≤
∫
Q(z, α)dFZ(z) ≤ A, α ∈ Λ,
mit beliebigen, aber festen Konstanten a und A gelten, muss gezeigt werden, dass die
folgenden Aussagen a¨quivalent sind:
(i) Fu¨r die gegebene Verteilungsfunktion FZ(z) ist die ERM-Methode strikt konsi-
stent auf der Menge der Funktionen Q(z, α), α ∈ Λ.
(ii) Fu¨r die gegebene Verteilungsfunktion FZ(z) gilt gleichma¨ßige einseitige Konver-
genz des arithmetischen Mittels gegen den Erwartungswert auf der Menge der
Funktionen Q(z, α), α ∈ Λ:
lim
n→∞
P
(
sup
α∈Λ
(R(α)−Remp(α)) > ε
)
= 0 fu¨r alle ε > 0.
Seien dabei z1, . . . , zn, . . . gema¨ß FZ(z) verteilte Beobachtungen mit geeigneter Abha¨ngig-
keitsstruktur in den Daten.
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Zum Nachweis des Kerntheorems unter Abha¨ngigkeitsstrukturen sei erst die Notwen-
digkeit der Bedingung gezeigt. In einem zweiten Schritt folgt dann der Beweis, dass
die einseitige gleichma¨ßige Konvergenz auch hinreichend ist. Der Nachweis, dass die
einseitige gleichma¨ßige Konvergenz
lim
n→∞
P
(
sup
α∈Λ
(R(α)−Remp(α)) > ε
)
= 0, ∀ε > 0
eine notwendige Bedingung fu¨r die nicht-triviale Konsistenz der ERM-Prinzips ist, er-
gibt sich aus folgender Aussage:
Sei die ERM-Methode strikt konsistent auf der Menge Q(z, α), α ∈ Λ. Nach Defini-
tion der nicht-trivialen Konsistenz heißt das, dass fu¨r alle c ∈ IR, so dass die Menge
Λ(c) = {α| ∫ Q(z, α)dFZ(z) ≥ c} nicht leer ist, die folgende Konvergenz gilt:
inf
α∈Λ(c)
Remp(α)
P−→
n→∞
inf
α∈Λ(c)
R(α).
Dies ist a¨quivalent zu den folgenden Konvergenzaussagen:
inf
α∈Λ(c)
1
n
n∑
i=1
Q(zi, α)
P−→ inf
α∈Λ(c)
∫
Q(z, α)dFZ(z), n→∞
⇐⇒ ∀ε > 0 lim
n→∞
P
(∣∣∣∣∣ infα∈Λ(c) 1n
n∑
i=1
Q(zi, α)− inf
α∈Λ(c)
∫
Q(z, α)dFZ(z)
∣∣∣∣∣ > ε
)
= 0
⇐⇒ ∀ε > 0 lim
n→∞
P
({
inf
α∈Λ(c)
1
n
n∑
i=1
Q(zi, α)− inf
α∈Λ(c)
∫
Q(z, α)dFZ(z) > ε
}
∨
{
inf
α∈Λ(c)
1
n
n∑
i=1
Q(zi, α)− inf
α∈Λ(c)
∫
Q(z, α)dFZ(z) < −ε
})
= 0
Betrachte eine nichtfallende endliche Folge reeller Zahlen a1 ≤ a2 ≤ . . . ≤ al
mit a1 = a und al = A, so dass |ai+1 − ai| < ε2 . Definiere dann fu¨r k = 1, . . . , l
das Ereignis
Tk =
{
inf
α∈Λ(ak)
1
n
n∑
i=1
Q(zi, α)− inf
α∈Λ(ak)
∫
Q(z, α)dFZ(z) < −ε
2
}
=
{
inf
α∈Λ(ak)
1
n
n∑
i=1
Q(zi, α) < inf
α∈Λ(ak)
∫
Q(z, α)dFZ(z)− ε
2
}
.
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Dann gilt wegen der strikten Konvergenz des ERM-Prinzips
lim
n→∞
P (Tk) = 0 fu¨r alle k = 1, . . . , l
und somit gilt auch fu¨r T =
l⋃
k=1
Tk die Konvergenz
P (T ) −→
n→∞
0,
denn es gilt die Ungleichung:
lim
n→∞
P (T ) ≤
l∑
k=1
lim
n→∞
P (Tk) = 0.
Wird nun das Ereignis
T =
{
sup
α∈Λ
(∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
)
> ε
}
definiert, dann existiert unter der Annahme, dass T eintritt, ein α∗ ∈ Λ, so dass die
Abscha¨tzung ∫
Q(z, α∗)dFZ(z)− ε > 1
n
n∑
i=1
Q(zi, α
∗)
gilt. Denn unter der Annahme, dass fu¨r alle α ∈ Λ die Ungleichung∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α) ≤ ε
gilt, folgt
sup
α∈Λ
(∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
)
= ε.
Dies steht im Widerspruch zur Annahme, dass das Ereignis T eintritt.
Betrachte weiter obiges α∗ ∈ Λ, dann gibt es ein k, so dass α∗ ∈ Λ(ak) mit
ak ∈ {a1, . . . , al} und es gilt die Ungleichung∫
Q(z, α∗)dFZ(z)− ak < ε
2
.
4 Das ERM-Prinzip bei Abha¨ngigkeitsstrukturen 104
Dies ergibt sich aus der folgenden U¨berlegung:
Unter der Annahme, dass es ein k? gibt, so dass ak? ≥ a ist und die Abscha¨tzung∫
Q(z, α∗)dFZ(z) ≥ ak?
gilt, folgt aus der Definition von Λ(c), c ∈ IR, dass es ein k? gibt, so dass α∗ ∈ Λ(ak?)
gilt. Falls aber andererseits fu¨r k? die Abscha¨tzung∫
Q(z, α∗)dFZ(z)− ak? ≥ ε
2
gilt, kann ein k > k? gewa¨hlt werden, so dass gerade∫
Q(z, α∗)dFZ(z)− ak < ε
2
gilt, aber auch noch ∫
Q(z, α∗)dFZ(z) ≥ ak.
Ein solches k muss existieren, da |ak−ak−1| < ε2 laut Definition der Folge a1, . . . , an gilt.
Fu¨r den weiteren Beweis betrachte die Ungleichung
inf
α∈Λ(ak)
∫
Q(z, α)dFZ(z) ≥ ak,
aus der die Abscha¨tzung∫
Q(z, α∗)dFZ(z)− inf
α∈Λ(ak)
∫
Q(z, α)dFZ(z) <
ε
2
folgt, und damit auch die Ungleichungen:
inf
α∈Λ(ak)
∫
Q(z, α)dFZ(z)− ε
2
>
∫
Q(z, α∗)dFZ(z)− ε
>
1
n
n∑
i=1
Q(zi, α
∗)
≥ inf
α∈Λ(ak)
1
n
n∑
i=1
Q(zi, α).
Die zweite Ungleichung gilt wegen der strikten Konsistenz des ERM-Prinzips, die letzte
wegen des U¨bergangs zum Infimum. Somit tritt das Ereignis Tk fu¨r alle k = 1, . . . , l
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ein und damit auch das Ereignis T =
⋃l
k=1 Tk. Insgesamt impliziert also das Ereignis
T das Ereignis T , so dass
P (T ) < P (T ) −→
n→∞
0
und damit
P
(
sup
α∈Λ
(∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
)
> ε
)
−→
n→∞
0
gilt. Die gleichma¨ßige einseitige Konvergenz ist somit eine notwendige Bedingung fu¨r
das Prinzip der empirischen Risiko-Minimierung.
Zum Nachweis, dass die einseitige gleichma¨ßige Konvergenz auch eine hinreichende Be-
dingung fu¨r die Konsistenz des ERM-Prinzips ist wird angenommen, dass gleichma¨ßige
einseitige Konvergenz gilt. Es ist also die strikte Konsistenz des ERM-Prinzips, also
lim
n→∞
P
(∣∣∣∣∣ infα∈Λ(c)
∫
Q(z, α)dFZ(z)− inf
α∈Λ(c)
1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
)
= 0,
fu¨r beliebiges, festes c ∈ IR, zu zeigen. Betrachte dazu das Ereignis
Q :=
{
z :
∣∣∣∣∣ infα∈Λ(c)
∫
Q(z, α)dFZ(z)− inf
α∈Λ(c)
1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
}
und die disjunkte Aufteilung Q = Q1 ∪Q2 mit
Q1 :=
{
z : inf
α∈Λ(c)
∫
Q(z, α)dFZ(z) + ε < inf
α∈Λ(c)
1
n
n∑
i=1
Q(zi, α)
}
und Q2 :=
{
z : inf
α∈Λ(c)
∫
Q(z, α)dFZ(z)− ε > inf
α∈Λ(c)
1
n
n∑
i=1
Q(zi, α)
}
.
Es reicht aus die Wahrscheinlichkeiten P (Q1) und P (Q2) abzuscha¨tzen, da
P (Q) = P (Q1) + P (Q1)
gilt. Gelte die Annahme, dass das Ereignis Q1 eintritt. Um eine obere Schranke fu¨r
die Wahrscheinlichkeit P (Q1) zu berechnen, betrachte eine Funktion Q(z, α∗) mit
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α∗ ∈ Λ(c), fu¨r die ∫
Q(z, α∗)dFZ(z) < inf
α∈Λ(c)
∫
Q(z, α)dFZ(z) +
ε
2
gilt. Daraus folgen die Ungleichungen∫
Q(z, α∗)dFZ(z) +
ε
2
< inf
α∈Λ(c)
∫
Q(z, α)dFZ(z) + ε
< inf
α∈Λ(c)
1
n
n∑
i=1
Q(zi, α) ≤ 1
n
n∑
i=1
Q(zi, α
∗),
so dass das Ereignis{
z :
1
n
n∑
i=1
Q(zi, α
∗)−
∫
Q(z, α∗)dFZ(z) >
ε
2
}
erst recht eintritt, wenn Q1 eintritt. Damit gilt aber
P (Q1) ≤ P
(
1
n
n∑
i=1
Q(zi, α
∗)−
∫
Q(z, α∗)dFZ(z) >
ε
2
)
.
Gilt nun ein schwaches Gesetz der großen Zahlen fu¨r das Funktional Q(·, α∗), α∗ ∈ Λ(c),
d.h. gilt
1
n
n∑
i=1
Q(zi, α
∗)
Pr−→
n→∞
∫
Q(z, α∗),
kann dieses auf die rechte Seite der Ungleichung angewandt werden, und es folgt die
Konvergenz P (Q1) −→ 0 fu¨r n→∞.
Tritt andererseits das Ereignis Q2 ein, dann gibt es eine Funktion Q(z, α∗∗), α∗∗ ∈ Λ(c),
so dass die Ungleichungen
1
n
n∑
i=1
Q(zi, α
∗∗) +
ε
2
< inf
α∈Λ(c)
1
n
n∑
i=1
Q(zi, α) + ε
< inf
α∈Λ(c)
∫
Q(z, α)dFZ(z) <
∫
Q(z, α∗∗)dFZ(z)
gelten, woraus die Abscha¨tzungen
4 Das ERM-Prinzip bei Abha¨ngigkeitsstrukturen 107
P (Q2) < P
(∫
Q(z, α∗∗)dFZ(z)− 1
n
n∑
i=1
Q(zi, α
∗∗) >
ε
2
)
< P
(
sup
α∈Λ
(∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
)
>
ε
2
)
folgen. Dabei gilt die zweite Ungleichung wegen Λ(c) ⊂ Λ. Mit der gleichma¨ßigen
Konvergenz
P
(
sup
α∈Λ
(∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
)
>
ε
2
)
−→
n→∞
0
gilt dann ebenfalls P (Q2) −→ 0 fu¨r n→∞ und insgesamt
P (Q) ≤ P (Q1) + P (Q2) −→
n→∞
0.
Damit ist bewiesen, dass die einseitige gleichma¨ßige Konvergenz auch eine hinreichen-
de Bedingung fu¨r die nicht-triviale Konsistenz des Prinzips der empirischen Risiko-
Minimierung ist, wenn fu¨r die Funktionale Q(z, α), α ∈ Λ, das schwache Gesetz der
großen Zahlen
1
n
n∑
i=1
Q(zi, α)
Pr−→
n→∞
∫
Q(z, α)dFZ(z)
gilt.
Aus dem oben gefu¨hrten Beweis geht also hervor, dass das Kerntheorem der statisti-
schen Lerntheorie bei Abha¨ngigkeiten in den Daten nur dann gilt, wenn zumindest
ein schwaches Gesetz der großen Zahlen gilt, andernfalls wu¨rde die gleichma¨ßige ein-
seitige Konvergenz zwar notwendige, aber nicht hinreichende Bedingung sein. Damit
ergibt sich auch bei Abha¨ngigkeitsstrukturen, dass jede Analyse des ERM-Prinzips eine
Worst-Case-Analyse sein muss.
Im Folgenden werden sowohl fu¨r Martingal- als auch fu¨r Lr-Mixingal-Strukturen unter
Ausnutzung der Ergebnisse im dritten Kapitel Kerntheoreme hergeleitet. Das schwache
Gesetz der großen Zahlen aus Satz 3.20 fu¨r Martingal-Differenzen, kann direkt auf den
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stochastischen Prozess(
1
n
n∑
i=1
Q(zi, α)−
∫
Q(z, α)dFZ(z)
)
, α ∈ Λ,
angewandt werden, unter der Voraussetzung, dass
1
n2
∞∑
i=1
E
((
Q(zi, α)−
∫
Q(z, α)dFZ(z)
)2)
−→ 0 fu¨r n→∞
fu¨r α ∈ Λ gilt. Damit folgt direkt das Kerntheorem fu¨r Martingal-Strukturen in den
Daten.
4.3 Satz Kerntheorem fu¨r Martingal-Strukturen
Seien a ∈ IR und A ∈ IR Konstanten, so dass fu¨r alle Funktionen aus der Menge
Q(z, α), α ∈ Λ, und fu¨r eine gegebene Verteilungsfunktion FZ(z) die Ungleichungen
a ≤
∫
Q(z, α)dFZ(z) ≤ A, α ∈ Λ,
gelten. Seien weiter z1, . . . , zn, . . . gema¨ß FZ(z) verteilte Beobachtungen mit Martingal-
Struktur, d. h. die adaptierten Prozesse {Q(zi, α),Ai}∞1 , α ∈ Λ, sind jeweils eine Folge
von Martingal-Differenzen. Gelte weiter
1
n2
∞∑
i=1
E
((
Q(zi, α)−
∫
Q(z, α)dFZ(z)
)2)
−→ 0 fu¨r n→∞
fu¨r alle α ∈ Λ. Dann sind folgende Aussagen a¨quivalent:
(i) Fu¨r die gegebene Verteilungsfunktion FZ(z) ist die Methode der empirischen
Risiko-Minimierung strikt konsistent auf der Menge der Funktionen
Q(z, α), α ∈ Λ.
(ii) Fu¨r die gegebene Verteilungsfunktion gilt gleichma¨ßige einseitige Konvergenz des
Mittels gegen den Erwartungswert auf der Menge der Funktionen Q(z, α), α ∈ Λ:
lim
n→∞
P
(
sup
α∈Λ
(R(α)−Remp(α)) > ε
)
= 0, ∀ε > 0.
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Die zusa¨tzliche Voraussetzung
1
n2
∞∑
i=1
E
((
Q(zi, α)−
∫
Q(z, α)dFZ(z)
)2)
−→ 0 fu¨r n→∞
in Satz 4.3 fu¨r die Gu¨ltigkeit des Kerntheorems unter Martingal-Strukturen ist genu¨gend
schwach, damit in der Regel die Modellierung der Fehlerterme durch einen geeigneten
stochastischen Prozess mo¨glich ist. In diesem Zusammenhang sollte noch darauf hin-
gewiesen werden, dass die Voraussetzungen fu¨r jede Funktion aus der Menge Q(z, α),
α ∈ Λ, erfu¨llt sein muss, denn nur dann ist die generelle Anwendung der empirischen
Risiko-Minimierung als ein Prinzip sicher gestellt.
Ebenso wie fu¨r Martingal-Strukturen kann aus den Ergebnissen im Abschnitt 3.4 u¨ber
Mixingale ein schwaches Gesetz der großen Zahlen verwendet werden, das mit relativ
wenigen zusa¨tzlichen Voraussetzungen fu¨r die Anwendung auf das Kerntheorem fu¨r
Lr-Mixingale geeignet ist. Der Satz 3.33 von Chen und White (1996) erlaubt die An-
wendung eines schwachen Gesetzes der großen Zahlen, wenn der stochastische Prozess
1
n
n∑
i=1
Q(zi, α)−
∫
Q(z, α)dFZ(z), α ∈ Λ,
ein Lr-Mixingal ist und die Folge der zugeho¨rigen Konstanten {ci}∞1 die Voraussetzung
lim sup
n→∞
1
n
n∑
i=1
ci <∞
erfu¨llt. Somit kann das Kerntheorem der statistischen Lerntheorie ebenfalls fu¨r
Lr-Mixingale bewiesen werden.
4.4 Satz Kerntheorem fu¨r Lr-Mixingal-Strukturen
Seien a ∈ IR und A ∈ IR Konstanten, so dass fu¨r alle Funktionen aus der Menge
Q(z, α), α ∈ Λ, und fu¨r eine gegebene Verteilungsfunktion FZ(z) die Ungleichungen
a ≤
∫
Q(z, α)dFZ(z) ≤ A, α ∈ Λ,
gelten. Seien weiter z1, . . . , zn, . . . gema¨ß FZ(z) verteilte Beobachtungen mit L
r-Mix-
ingal-Struktur, r ≥ 1, d. h. die adaptierten Prozesse {Q(zi, α),Ai}∞1 , α ∈ Λ, sind
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jeweils ein Lr-Mixingal, r ≥ 1 mit zugeho¨riger Folge von Konstanten {ci}∞1 , fu¨r die
zusa¨tzlich
lim sup
n→∞
1
n
n∑
i=1
ci <∞
gelte. Dann sind folgende Aussagen a¨quivalent:
(i) Fu¨r die gegebene Verteilungsfunktion FZ(z) ist die Methode der empirischen
Risiko-Minimierung strikt konsistent auf der Menge der Funktionen
Q(z, α), α ∈ Λ.
(ii) Fu¨r die gegebene Verteilungsfunktion gilt gleichma¨ßige einseitige Konvergenz des
Mittels gegen den Erwartungswert auf der Menge der Funktionen Q(z, α), α ∈ Λ:
lim
n→∞
P
(
sup
α∈Λ
(R(α)−Remp(α)) > ε
)
= 0, ∀ε > 0.
Das Kerntheorem fu¨r Mixingal-Strukturen in den Daten ist zur Anwendung auf eine
Vielzahl von stochastischen Prozessen zugelassen, denn die Voraussetzungen fu¨r die
Mixingal-Konstanten ci, sind je nach gewa¨hlter Norm ‖ · ‖r fu¨r das Mixingal einfach
zu erfu¨llen und weitere Forderungen, wie beispielsweise an die Ordnung der Mixingal-
Koeffizienten werden nicht gestellt. Werden die empirischen Verluste beispielsweise als
homogener linearer Prozess wie in Beispiel 4.2 modelliert, kann der Satz 4.4 direkt
angewandt werden.
4.5 Beispiel L2-Mixingal-Struktur: homogener linearer Prozess
Betrachte ein statistisches Lernproblem fu¨r eine Menge von Funktionen f(x, α), α ∈ Λ.
Seien z1, . . . , zn, . . . mit zi = (xi, yi) identisch gema¨ß FZ(z) verteilte Beobachtungen
und sei Q(z, α) das Verlustfunktional, wobei die empirischen Verluste als homogener
linearer Prozess {Q(zi, α)}∞1 mit
Q(zi, α) =
∞∑
k=0
ak(α)ei−k
aus Beispiel 4.2 modelliert sind. Seien die adaptierten Prozess {Q(zi, α),Ai}∞1 jeweils
L2-Mixingale mit Konstanten
ci =
√
Var(ei), i = 1, 2, . . . ,
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und Mixingal-Koeffizienten
ψm(α) =
( ∞∑
k=m
a2k(α)
)1/2
, m = 0, 1, 2, . . . .
Aus der Definition des homogenen linearen Prozess folgt, dass Var(ei) < ∞ gilt
(vgl. Beispiel 4.2), wodurch die Voraussetzung
lim sup
n→∞
1
n
n∑
i=1
ci = lim sup
n→∞
1
n
n∑
i=1
√
Var(ei) <∞
immer erfu¨llt ist. Somit kann fu¨r dieses statistische Lernproblem mit einer durch obigen
homogenen linearen Prozess modellierten Abha¨ngigkeitsstruktur das Kerntheorem der
statistischen Lerntheorie postuliert werden.
Grundsa¨tzlich kann das Kerntheorem sowohl fu¨r Martingal- als auch fu¨r Mixingal-
Strukturen mit allen Gesetzen der großen Zahlen nachgewiesen werden. Allerdings
mu¨ssen dann in der Regel deutlich mehr Voraussetzungen fu¨r die jeweiligen stochasti-
schen Prozesse erfu¨llt sein, beispielsweise wenn das schwache Gesetz der großen Zahlen
von Loe`ve (Satz 3.19) fu¨r Martingale oder Satz 3.32 von de Jong (1995) fu¨r Mixingale
genutzt wird. Ebenso ko¨nnen auch die jeweiligen starken Gesetze der großen Zahlen
aus Kapitel 3 verwendet werden, da aus fast sicherer Konvergenz die Konvergenz in
Wahrscheinlichkeit folgt.
Eine Ausweitung der Sa¨tze 4.3 und 4.4, die fu¨r eine beliebige, aber feste Verteilung
PZ mit Verteilungsfunktion FZ(z) formuliert sind, auf eine Familie von Verteilungen
P ist leicht mo¨glich, so dass die beiden Kerntheoreme der statistischen Lerntheorie bei
Martingal- bzw. Mixingal-Struktur genauso wie im Fall unabha¨ngiger Beobachtungen
(vgl. Korollar 2.12) fu¨r jedes Wahrscheinlichkeitsmaß aus der Familie P gelten.
Wie in Kapitel 2 fu¨r unabha¨ngige Beobachtungen ist damit auch hier das Problem,
die nicht-triviale Konsistenz des Prinzips der empirischen Risiko-Minimierung unter
Abha¨ngigkeitsstrukturen zu zeigen, durch die A¨quivalenz der Aussagen zu dem Worst-
Case-Problem geworden, gleichma¨ßige einseitige Konvergenz des empirischen Risikos
gegen das Risiko zu zeigen. Im Gegensatz zu den Ergebnissen im zweiten Kapitel steht
die Aufgabe, notwendige und hinreichende Bedingungen fu¨r die gleichma¨ßige einseitige
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Konvergenz unter Ausnutzung der VC-Entropie HΛ zu finden, wie dies fu¨r den Fall
unabha¨ngiger Beobachtungen im zweiten Kapitel mit Satz 2.15, Korollar 2.16 sowie
Satz 2.17 hergeleitet worden ist, sowohl fu¨r beschra¨nkte reelle Funktionen als auch fu¨r
Indikatorfunktionen noch aus.
Mit den exponentiellen Schranken zur Kontrolle der Konvergenzrate, die im na¨chsten
Abschnitt entwickelt werden, ko¨nnen aber zumindest hinreichende Bedingungen in
Abha¨ngigkeit von der annealed VC-Entropie HΛann angegeben werden. Dadurch ist si-
chergestellt, dass jedes Verfahren, dass das Prinzip der empirischen Risiko-Minimierung
nutzt, das zugeho¨rige Lernproblem lo¨st. Allerdings kann bisher nicht gezeigt werden,
dass nicht auch andere Bedingungen existieren, die ebenfalls die nicht-triviale Konsi-
stenz des ERM-Prinzip gewa¨hrleisten, da die Suche nach einer notwendigen Bedingung
eine noch offene Fragestellung ist.
4.3 Konvergenzrate des statistischen Lernprozesses bei
Abha¨ngigkeitsstrukturen
In diesem Abschnitt werden a¨hnlich wie im Abschnitt 2.4 exponentielle Schranken
zur Kontrolle der Konvergenzrate der gleichma¨ßigen einseitigen Konvergenz des em-
pirischen Risikos gegen das Risiko berechnet. In Zusammenhang mit der Herleitung
solcher Schranken, werden auch Bedingungen angegeben, die sicherstellen, dass diese
Schranken mit schneller Rate fu¨r n→∞ konvergieren, so dass damit diese Bedingun-
gen auch fu¨r eine schnelle Konvergenzrate der empirischen Risiko-Minimierung hinrei-
chend sind. Gleichzeitig folgt daraus, dass dieselben Bedingungen auch hinreichend fu¨r
die gleichma¨ßige einseitige Konvergenz fu¨r beschra¨nkte reelle Funktionen ebenso wie
fu¨r Indikatorfunktionen sind.
Fu¨r die Herleitung der Schranken bei Abha¨ngigkeitsstrukturen in den Daten werden
im Weiteren die exponentiellen Abscha¨tzungen aus Abschnitt 3.3 und 3.4 fu¨r Mar-
tingale und Mixingale ausgenutzt. Fu¨r die Herleitung der Schranken sei zuerst der
Spezialfall einer endlichen Menge reeller, beschra¨nkter Funktionen Q(z, α), α ∈ Λ, mit
|Q(z, α)| ≤ B fu¨r alle α ∈ Λ und B <∞ betrachtet. Fu¨r eine Menge von K Funktionen
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mit Λ = {α1, . . . , αK} gelten auch fu¨r Daten mit Martingal- und Mixingal-Struktur,
genau wie bei unabha¨ngigen Beobachtungen, die folgenden Ungleichungen:
P
(
sup
1≤k≤K
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
)
≤
K∑
k=1
P
((∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
)
≤ K P
((∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
)
.
Seien nun z1, . . . , zn gema¨ß FZ(z) verteilte Beobachtungen mit Martingal-Struktur,
d. h. die adaptierten Prozesse {Q(zi, α),Ai}∞1 , α ∈ Λ, sind jeweils eine Folge von
Martingal-Differenzen. Dann gilt unter Ausnutzung der Ungleichung aus Korollar 3.24
fu¨r beliebiges αk ∈ Λ die Abscha¨tzung
P
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk) > ε
)
≤ exp
{−nε2
2B2
}
.
Insgesamt kann dann die Rate der gleichma¨ßigen einseitigen Konvergenz bei einer endli-
chen Menge von Funktionen und Daten mit Martingal-Struktur durch die Abscha¨tzung
P
(
sup
1≤k≤K
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
)
≤ K exp
{−nε2
2B2
}
≤ exp
{(
lnK
n
− ε
2
2B2
)
n
}
kontrolliert werden. Die Schranke ist wegen der Geda¨chtnislosigkeit der Martinga-
le identisch zu der Schranke fu¨r eine finite Funktionenmenge im Fall unabha¨ngiger
Beobachtungen.
Fu¨r Beobachtungen z1, . . . , zn mit L
r-Mixingal-Struktur, also mit adaptierten Prozes-
sen {Q(zi, α),Ai}∞1 , α ∈ Λ, die jeweils ein Lr-Mixingal, r ≥ 2, mit zugeho¨riger Folge
von Konstanten {ci}∞1 und Folgen von Mixingal-Koeffizienten {ψm(α)}∞0 sind, so dass
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∞∑
m=0
ψm(α) <∞ gilt, kann wegen Korollar 3.41 die Ungleichung
P
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk) > ε
)
≤ 3
2
exp
−
nε
72 r
(
r
r − 1
)3/2 ∞∑
m=0
ψm(αk)
(
n∑
t=1
c2t
)1/2

erreicht werden. Damit folgt dann a¨hnlich wie fu¨r Martingal-Strukturen, dass die
Abscha¨tzung
P
(
sup
1≤k≤K
(∫
Q(z, αk)dFz(z)− 1
n
n∑
i=1
Q(zi, αk)
)
> ε
)
≤ K 3
2
exp
−
nε
72 r
(
r
r − 1
)3/2 ∞∑
m=0
sup
k
ψm(αk)
(
n∑
t=1
c2t
)1/2

≤ 3
2
exp

 lnKn − ε
72 r
(
r
r − 1
)3/2 ∞∑
m=0
sup
k
ψm(αk)
(
n∑
t=1
c2t
)1/2
n

gilt, mit der die Konvergenzrate kontrolliert werden kann. Die Bedingung
lnK
n
−→
n→∞
0
ist hinreichend dafu¨r, dass sowohl die Schranken fu¨r Martingal-Strukturen als auch
fu¨r Mixingal-Strukturen mit exponentieller Rate gegen Null konvergieren. Wegen der
Finitheit der Funktionenmenge ist diese Bedingung allerdings immer erfu¨llt. Im Gegen-
satz dazu mu¨ssen fu¨r infinite Mengen mit den Konzepten der annealed VC-Entropie
HΛann und der Growth-Funktion G
Λ aus Definition 2.18 exponentielle Schranken und
hinreichende Bedingungen fu¨r deren exponentielle Konvergenz hergeleitet werden.
Im Folgenden werden exponentielle Schranken fu¨r Martingal- und Mixingal-Strukturen
in den Daten nur fu¨r infinite Mengen von Indikatorfunktionen Q(z, α), α ∈ Λ, mit
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Q(z, α) ∈ {0, 1} unter Ausnutzung der annealed VC-Entropie vorgestellt. Diese Schran-
ken sind mit der gleichen Begru¨ndung, wie im Fall unabha¨ngiger Beobachtungen auf
Mengen von beschra¨nkten, reellen Funktionen u¨bertragbar, wobei genauso wie bei Un-
abha¨ngigkeit das Entropie-Konzept genutzt werden kann, welches auf der annealed
VC-Entropie aufbaut. Außerdem ko¨nnen die hier vorgestellten Schranken direkt ge-
nutzt werden, um durch Verwendung der Growth-Funktion anstatt der annealed VC-
Entropie verteilungsfreie Schranken zu konstruieren.
Zur Herleitung der Schranken fu¨r eine infinite Menge von Indikatorfunktionen bei Be-
obachtungen z1, . . . , zn mit Abha¨ngigkeitsstrukturen kann zuerst gezeigt werden, dass
es fu¨r eine beliebige, feste Stichprobe z1, . . . , zn vom Umfang n und fu¨r die Menge
von Indikatorfunktionen Q(z, α), α ∈ Λ, mit Q(z, α) ∈ {0, 1} und |Λ| = ∞ eine feste
Anzahl K = KΛ(z1, . . . , zn) von Vektoren Q(z, α
?) ∈ Λ? = Λ?(z1, . . . , zn) ⊂ Λ gibt,
die das minimale ε-Netz bilden. Da die Stichprobe fest aus der Menge aller Stichpro-
ben Z(n) vom Umfang n gewa¨hlt wurde, ist das minimale ε-Netz und damit auch die
Anzahl KΛ(z1, . . . , zn) der Vektoren im Netz nicht stochastisch. Deshalb folgt mit der
gleichen Begru¨ndung wie fu¨r finite Mengen von Funktionen allerdings fu¨r die bedingte
Wahrscheinlichkeit, dass die feste Stichprobe z1, . . . , zn aus Z(n) realisiert wurde:
P
(
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
)
= P
(
sup
α?∈Λ?
∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α
?)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
)
≤
∑
α?∈Λ?
P
(∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α
?)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
)
= KΛ(z1, . . . , zn)P
(∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
)
Um Abscha¨tzungen fu¨r beliebige Stichproben vom Umfang n zu bekommen, ist es aus-
reichend, zum Erwartungswert bezu¨glich des Wahrscheinlichkeitsmaßes auf der Menge
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der n-elementigen Stichproben Z(n) u¨berzugehen:
P
(
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
)
= E
(
P
(
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
))
< E
(
KΛ(z1, . . . , zn)
)
E
(
P
(∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
))
< 2 exp
{
HΛann(n)
}
E
(
P
(∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
))
,
wegen der Definition der annealed VC-Entropie fu¨r Indikatorfunktionen:
HΛann(n) = lnE(K(z1, . . . , zn)).
Damit die Rate der gleichma¨ßigen zweiseitigen Konvergenz durch eine exponentielle
Schranke kontrolliert werden kann, muss damit nur noch die Wahrscheinlichkeit auf
der rechten Seite der Ungleichung in Bezug auf die jeweilige Abha¨ngigkeitsstruktur
durch eine exponentielle Schranke abgescha¨tzt werden.
Fu¨r eine infinite Menge von Indikatorfunktionen und fu¨r Beobachtungen mit Martingal-
Struktur kann dann der folgende Satz bewiesen werden.
4.6 Satz
Sei Q(z, α), α ∈ Λ, eine Menge von Indikatorfunktionen mit Q(z, α) ∈ {0, 1} und seien
z1, . . . , zn identisch verteilte Beobachtungen gema¨ß der Verteilung FZ(z) mit Martingal-
Struktur, d. h. die adaptierten Prozesse {Q(zi, α),Ai}∞1 , α ∈ Λ, sind jeweils eine Folge
von Martingal-Differenzen. Dann gilt folgende Ungleichung:
P
{
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFz(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
}
< 2 exp
{(
HΛann(n)
n
− ε
2
2
)
n
}
.
Hinreichend fu¨r die Nicht-Trivialita¨t dieser exponentiellen Schranke ist die Bedingung
HΛann(n)
n
−→
n→∞
0.
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Beweis:
Fu¨r die Folgen von Martingal-Differenzen {Q(zi, α),Ai}∞1 , α ∈ Λ kann Korollar 3.24
angewandt werden, denn Indikatorfunktionen sind durch B = 1 beschra¨nkt. Damit
folgt die Abscha¨tzung
P
(∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
)
≤ 2 exp
{
ε2n
2
}
.
Beim U¨bergang zum Supremum folgt wegen der oben bewiesenen Abscha¨tzung:
P
(
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
)
< 2 exp
{
HΛann(n)
}
E
(
exp
{
ε2n
2
})
= 2 exp
{
HΛann(n)
}
exp
{
ε2n
2
}
= 2 exp
{(
HΛann(n)
n
− ε
2
2
)
n
}
Aus der Abscha¨tzung folgt direkt, dass die Bedingung
HΛann(n)
n
−→
n→∞
0
hinreichend fu¨r die Nicht-Trivialita¨t der Schranke ist.
2
Ebenso wie fu¨r Daten mit Martingalstruktur gibt es auch fu¨r Beobachtungen mit
Mixingal-Struktur geeignete exponentielle Schranken, die eine Kontrolle der Rate der
zweiseitigen gleichma¨ßigen Konvergenz erlauben. Der na¨chste Satz gibt eine solche
Schranke mit nur schwachen Voraussetzungen an die Mixingale {Q(zi, α),Ai}∞1 , α ∈ Λ,
an. Allerdings gilt die Aussage nur fu¨r Lr-Mixingale mit r ≥ 2 und die exponentielle
Abscha¨tzung ist von einer etwas schwa¨cheren Ordnung als die Schranke fu¨r Martingale,
da der Abstand ε zwischen Mittel und Erwartungswert nicht quadratisch eingeht (vgl.
die Korollare 3.24 und 3.41).
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4.7 Satz
Sei Q(z, α), α ∈ Λ, eine Menge von Indikatorfunktionen mit Q(z, α) ∈ {0, 1} und
seien z1, . . . , zn identisch verteilte Beobachtungen gema¨ß der Verteilung FZ(z) mit
Lr-Mixingal-Struktur, r ≥ 2, d. h. die adaptierten Prozessen {Q(zi, α),Ai}∞1 , α ∈ Λ,
sind jeweils ein Lr-Mixingal, r ≥ 2, mit zugeho¨riger Folge von Konstanten {ci}∞1 und
Folgen von Mixingal-Koeffizienten {ψm(α)}∞0 , so dass
∞∑
m=0
ψm(α) <∞ erfu¨llt ist. Dann
gelten folgende Ungleichungen:
P
{
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFz(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
}
< 3 exp

HΛann(n)n − ε
72 r
(
r
r − 1
)3/2 ∞∑
k=0
sup
α∈Λ
ψk(α)
(
n∑
t=1
c2t
)1/2
n
 .
Hinreichend fu¨r die Nicht-Trivialita¨t dieser exponentiellen Schranken ist die Bedingung
HΛann(n)
n
−→
n→∞
0.
Beweis:
Wegen der Beschra¨nktheit der Indikatorfunktionen kann fu¨r die Folgen von Mixingal-
Differenzen {Q(zi, α),Ai}∞1 , α ∈ Λ das Korollar 3.41 angewandt werden. Damit folgt
fu¨r alle α ∈ Λ die Abscha¨tzung:
P
(∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
)
≤ 3 exp
−
ε n
72 r
(
r
r − 1
)3/2 ∞∑
k=0
ψk(α)
(
n∑
t=1
c2t
)1/2

≤ 3 exp
−
ε n
72 r
(
r
r − 1
)3/2 ∞∑
k=0
sup
α∈Λ
ψk(α)
(
n∑
t=1
c2t
)1/2
 .
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Mit dieser Schranke folgt der U¨bergang zum Supremum analog zum Beweis in Satz
4.6. Aus der Darstellung der Abscha¨tzung folgt sofort, dass die Bedingung
HΛann(n)
n
−→
n→∞
0.
hinreichend fu¨r die Nicht-Trivialita¨t der Schranke ist.
2
Neben der Schranke in Satz 4.7 existiert eine weitere Schranke, die sogar fu¨r beliebige
Lr-Mixingal-Strukturen, r ≥ 1, gilt. Zusa¨tzlich ist diese Abscha¨tzung enger als die in
Satz 4.7 und konvergiert damit schneller fu¨r n→∞. Diese exponentielle Schranke, die
im Folgenden Satz vorgestellt wird, gilt ebenfalls bei schwachen Forderungen an die
Mixingal-Eigenschaften.
4.8 Satz
Sei Q(z, α), α ∈ Λ, eine Menge von Indikatorfunktionen mit Q(z, α) ∈ {0, 1} und
seien z1, . . . , zn identisch verteilte Beobachtungen gema¨ß der Verteilung FZ(z) mit
Lr-Martingal-Struktur, r ≥ 1, d. h. die adaptierten Prozessen {Q(zi, α),Ai}∞1 , α ∈ Λ,
sind jeweils ein Lr-Mixingal, r ≥ 1, mit zugeho¨riger Folge von Konstanten {ci}∞1 und
einer Folge von Mixingal-Koeffizienten {ψm(α)}∞0 , so dass
(ψ0(α) + ψ1(α)) csup ≥ exp{1} − 1, α ∈ Λ
gilt. Sei weiter ψ0 = sup
α∈Λ
ψ0(α) und ψ1 = sup
α∈Λ
ψ1(α), dann gilt die folgende Ungleichung:
P
{
sup
α∈Λ
∣∣∣∣∣
∫
Q(z, α)dFz(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
}
< 6 exp
{(
HΛann(n)
n
− ε
2
2
(exp {1/n− 1} − 1)2
(ψ0 + ψ1)2 c2sup
)
n
}
.
Hinreichend fu¨r die Nicht-Trivialita¨t dieser exponentiellen Schranke ist die Bedingung
HΛann(n)
n
−→
n→∞
0.
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Beweis:
Wegen der Beschra¨nktheit der Indikatorfunktionen gilt |Q(z, α)| < 1 fu¨r alle α, so dass
fu¨r die Mixingale {Q(zi, α),Ai}∞1 , α ∈ Λ, der Satz 3.45 angewandt werden kann, falls
ein bn0 existiert (vgl. den Beweis von Satz 3.45), so dass
|Q(z, α)| < 1 ≤ 1
exp{bn0 − 1} − 1
(ψ0(α) + ψ1(α)) csup,
wobei die rechte Ungleichung a¨quivalent zu
bn0 − 1 ≤ ln[(ψ0(α) + ψ1(α)) csup + 1]
ist. Setze bn0 = 1/n0 (vgl. den Beweis von Satz 3.45), dann folgt
bn0 = 1/n0 ≤ ln[(ψ0(α) + ψ1(α)) csup + 1] + 1
und damit die Abscha¨tzung
n0 ≥
(
ln[(ψ0(α) + ψ1(α)) csup + 1] + 1
)−1
.
Mit der Voraussetzung
(ψ0(α) + ψ1(α))csup ≥ exp{1} − 1
an die Mixingal-Eigenschaft gilt n0 ≥ 2, so dass die Aussage des Satzes 3.45 fu¨r alle
α ∈ Λ nicht von der Wahl eines n0 abha¨ngt. Mit der Anwendung von Satz 3.45 gilt
dann die Abscha¨tzung
P
(∣∣∣∣∣
∫
Q(z, α)dFZ(z)− 1
n
n∑
i=1
Q(zi, α)
∣∣∣∣∣ > ε
∣∣∣∣∣ z1, . . . , zn
)
≤ 6 exp
{
−nε
2
2
(exp {1/n− 1} − 1)2
(ψ0(α) + ψ1(α))2 c2sup
}
≤ 6 exp
{
−nε
2
2
(exp {1/n− 1} − 1)2
(ψ0 + ψ1)2 c2sup
}
fu¨r alle α ∈ Λ. Mit dieser Schranke folgt der U¨bergang zum Supremum analog zum
Beweis in Satz 4.6 bzw. 4.7. Aus der Abscha¨tzung folgt sofort, dass fu¨r die Nicht-
Trivialita¨t der Schranke die folgende Bedingung hinreichend ist:
HΛann(n)
n
−→
n→∞
0.
2
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Die exponentiellen Schranken, die in Satz 4.6 fu¨r Martingal-Strukturen sowie in den
Sa¨tzen 4.7 und 4.8 fu¨r Mixingal-Strukturen entwickelt worden sind, werden im Fol-
genden zusammen mit den hinreichenden Bedingungen dafu¨r genutzt, die Generalisie-
rungsfa¨higkeit des ERM-Prinzips in Abha¨ngigkeit der annealed VC-Entropie zu zeigen.
Wie in Abschnitt 2.4 werden dazu Abscha¨tzungen fu¨r den Wert des Risikos R(α˜n) fu¨r
die durch die Minimierung des empirischen Risikos gewa¨hlte Funktion Q(z, α˜n) ange-
geben. Mit Wahrscheinlichkeit (1− η), 0 < η ≤ 1, gilt:
R(α˜n) ≤ Remp(α˜n) +
√
E(n, η,HΛann, C) ,
wobei die Werte fu¨r E im Gegensatz zum Fall unabha¨ngiger Beobachtungen zusa¨tzlich
von den jeweiligen Abha¨ngigkeitsstrukturen abha¨ngen, was durch den Wert C in die
Schranke einfließt.
Fu¨r Martingal-Strukturen gilt unter den Voraussetzungen aus Satz 4.6 fu¨r 0 < η ≤ 1
dann mit Wahrscheinlichkeit (1− η) die Ungleichung
R(α˜n) ≤ Remp(α˜n) +
√
2
HΛann(n)− ln(η/2)
n
.
Damit kann E durch
E = E(n, η,HΛann, C1) =
HΛann(n)− ln(η/2)
n C1
angegeben werden, wobei C1 = 1/2 ist.
Fu¨r Mixingal-Strukturen mit den Voraussetzungen aus Satz 4.8 folgt fu¨r 0 < η ≤ 1 mit
Wahrscheinlichkeit (1− η) die Ungleichung
R(α˜n) ≤ Remp(α˜n) +
√
HΛann(n)− ln(η/6)
nC2
,
mit
C2 =
1
2
(exp {1/n− 1} − 1)2
(ψ0 + ψ1)2 c2sup
.
Mit Satz 4.7 ergibt sich noch eine weitere Schranke fu¨r R(α˜n) bei Mixingal-Strukturen
in den Daten, allerdings wird dann nur eine deutlich gro¨ßere Schranke erreicht, da fu¨r
die Abscha¨tzung in diesem Satz der Abstand ε nicht quadriert auftritt. Die Angabe fu¨r
diese Schranke ergibt sich analog.
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Die zweite Abscha¨tzung, die das Risiko begrenzen soll und deshalb fu¨r die Generali-
sierungsfa¨higkeit des ERM-Prinzips wichtig ist, gibt eine Schranke fu¨r die Differenz
des gescha¨tzten Risikos R(α˜n) zum minimalen Risiko infα∈ΛR(α) an. Unter Abha¨ngig-
keitsstrukturen gelten wegen Korollar 3.24 bzw. Satz 3.45 aus dem dritten Kapitel mit
Wahrscheinlichkeit (1− η), 0 < η ≤ 1, Abscha¨tzungen der Art
inf
α∈Λ
R(α) ≥ R(α˜n) ≥ Remp(α˜n)− 1
C
√
− ln(η∗(η))
2n
,
wobei C und η∗ von der jeweiligen Abha¨ngigkeitsstruktur, also von den Schranken in
Korollar 3.24 bzw. Satz 3.45, abha¨ngen. Zusammen mit der obigen Abscha¨tzung fu¨r
das Risiko R(α˜n) ergibt sich a¨hnlich wie fu¨r den Fall unabha¨ngiger Beobachtungen
(vgl. die Aussagen zu Satz 2.21) mit Wahrscheinlichkeit (1 − 2η) eine Abscha¨tzung
vom Typ:
R(α˜n)− inf
α∈Λ
R(α) ≤
√
E(n, η,HΛann, C)−
1
C
√
− ln(η∗(η))
2n
.
Fu¨rMartingal-Strukturen gilt unter den Voraussetzungen aus Satz 4.6 mit Wahrschein-
lichkeit (1− 2η) die Ungleichung
R(α˜n)− inf
α∈Λ
R(α) ≤
√
E(n, η,HΛann, C1)−
1
C1
√
− ln(η∗(η))
2n
mit C1 = 1/2 und η
∗(η) = η, so dass sich die Abscha¨tzung
R(α˜n)− inf
α∈Λ
R(α) ≤
√
2
HΛann(n)− ln(η/2)
n
− 2
√
− ln(η)
2n
ergibt. Die beiden Abscha¨tzungen des Risikowertes R(α˜n) fu¨r das durch Minimierung
des empirischen Risikos gewa¨hlte α˜n zusammen mit der Tatsache, dass die Bedingung
HΛann(n)
n
−→
n→∞
0
mit Satz 4.6 auch hinreichend fu¨r die einseitige gleichma¨ßige Konvergenz des empiri-
schen Risikos gegen das Risiko ist, ergeben insgesamt bei nur schwachen Voraussetzun-
gen die nicht-triviale Konsistenz des Prinzips der empirischen Risiko-Minimierung bei
Daten mit Martingal-Strukturen fu¨r infinite Mengen von Indikatorfunktionen
Q(z, α), α ∈ Λ. Die Voraussetzungen ergeben sich aus dem Kerntheorem fu¨r Mixingal-
Strukturen und aus Satz 4.6.
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Fu¨r Lr-Mixingal-Strukturen, r ≥ 1, gilt mit den Voraussetzungen aus Satz 4.8 mit
Wahrscheinlichkeit (1− 2η) die Abscha¨tzung
R(α˜n)− inf
α∈Λ
R(α) ≤
√
E(n, η,HΛann, C2)−
1
C2
√
− ln(η∗(η))
2n
mit η∗(η) = η/3 und damit die Abscha¨tzung
R(α˜n)− inf
α∈Λ
R(α) ≤
√
HΛann(n)− ln(η/6)
nC2
− 1
C2
√
− ln(η/3)
2n
,
wobei fu¨r C2 gilt:
C2 =
1
2
(exp {1/n− 1} − 1)2
(ψ0 + ψ1)2 c2sup
.
Analog zu Martingal-Strukturen in den Beobachtungen ergibt sich auch fu¨r Lr-Mixin-
gal-Strukturen dadurch die nicht-triviale Konsistenz fu¨r das ERM-Prinzip auf der Men-
ge der Indikatorfunktionen Q(z, α), α ∈ Λ unter schwachen Voraussetzungen fu¨r die
Mixingal-Struktur. Auch hier ist die hinreichende Bedingung fu¨r die einseitige gleich-
ma¨ßige Konvergenz des empirischen Risikos gegen das Risiko durch
HΛann(n)
n
−→
n→∞
0
gegeben.
Eine verteilungsfreie Analyse mit Hilfe von Abscha¨tzungen unter Ausnutzung der
Growth-Funktion kann wegen der Gu¨ltigkeit der Abscha¨tzung
HΛann(n) ≤ GΛ(n)
durch einfaches Einsetzen von GΛ(n) statt der annealed VC-Entropie HΛann(n) in die
obigen Ergebnisse erfolgen. Durch den Einsatz der VC-Dimension ko¨nnen dann auch
konstruktive und verteilungsfreie Schranken angegeben werden (vgl. Abschnitt 2.4 und
Vapnik, 1998). Damit ist die Generalisierungsfa¨higkeit des Prinzips der empirischen
Risiko-Minimierung auch fu¨r Martingal- und Mixingal-Strukturen in den Beobachtun-
gen nachgewiesen.
Wie zu Beginn dieses Abschnitts bereits erla¨utert wurde, lassen sich die hier ent-
wickelten Schranken auch auf beschra¨nkte, reelle Funktionen anwenden, wobei dazu
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ein weiteres Entropie-Konzept eingefu¨hrt werden muss, das im zweiten Kapitel bereits
kurz erla¨utert wurde. Zusammen mit den Kerntheoremen und den Sa¨tzen zur Kon-
vergenzrate aus diesem Kapitel kann so aber auch die Generalisierungsfa¨higkeit des
ERM-Prinzips fu¨r beschra¨nkte, reelle Funktionen nachgewiesen werden.
Hier sei nochmals darauf hingewiesen, dass die Bedingungen fu¨r die Generalisierungsfa¨hig-
keit im Gegensatz zum Fall unabha¨ngiger Beobachtungen nur hinreichend sind. Der
Nachweis einer notwendigen Bedingung oder der Beweis, dass die Bedingung
GΛ(n)
n
−→
n→∞
0
auch notwendig fu¨r die gleichma¨ßige einseitige Konvergenz ist, bleibt eine offene Fra-
ge fu¨r das theoretische Konzept des statistischen Lernens bei Abha¨ngigkeitsstrukturen.
125
5 Ausblick
Die statistische Lerntheorie, die auf den seit 1960 entwickelten Ergebnissen von Vapnik
und Chervonenkis aufbaut, wurde maßgeblich von Vapnik (1995) formuliert. Grund-
legende Idee dieser Theorie ist die Nutzung der empirischen Risiko-Minimierung an
Stelle der Minimierung des wahren Risikos. Fu¨r eine generelle Anwendung dieses Vor-
gehens als ein Prinzip muss gewa¨hrleistet sein, dass sich das Verfahren der empirischen
Risiko-Minimierung konsistent verha¨lt, also unter einem geeigneten allgemeingu¨ltigen
Konvergenz-Konzept gute Konsistenzeigenschaften besitzt, so dass das wahre durch
das empirische Risiko ersetzt werden kann. Im zweiten Kapitel wurde die Theorie,
die zur Generalisierungsfa¨higkeit des ERM-Prinzips fu¨hrt, vorgestellt. Dieses von Vap-
nik (1995, 1998) entwickelte einheitliche Konzept gilt allerdings nur fu¨r unabha¨ngige
Beobachtungen.
Unter Ausnutzung der strukturellen Risiko-Minimierung hat Vapnik (1998), aufbau-
end auf dem grundlegenden theoretischen Prinzip der empirischen Risiko-Minimierung,
auch den prinzipiellen Aufbau des Algorithmus vorgestellt, der eine schnelle und ef-
fiziente Mo¨glichkeit bietet, Zusammenha¨nge in den Daten zu erkennen. Eine große
Klasse solcher Algorithmen sind die Support Vector Machines (SVM), die auch fu¨r
große und vor allem hochdimensionale Datensa¨tze in den Bereichen Mustererkennung
(vgl. z. B. Heisele et al., 2003, und Belousov, Verzakov und von Frese, 2002) aber auch
bei Regressionmodellen (z. B. Ma, Theiler und Perkins, 2003, und Mangasarian und
Musicant, 2000) gute Ergebnisse liefern.
Es existieren zahlreiche Arbeiten zur Anwendbarkeit und Verbesserung der SVM-
Algorithmen (z. B. Joachims, 1998, und Vapnik und Chapelle, 2000) und auch theore-
tisch motivierte Arbeiten im Bereich der statistischen Lerntheorie (z. B. Chen, Wang
und Dong, 2003, und Scho¨lkopf, 2003). Jedoch befassen sich diese Arbeiten grundsa¨tz-
lich nur mit der Anwendung der empirischen Risiko-Minimierung oder der Support
Vector Machine auf unabha¨ngige Beobachtungen (bzw. Trainingsbeispiele). Fu¨r die
empirische Anwendung von SVM-Algorithmen auf zeitlich-dynamische Daten gibt es
allerdings bereits seit la¨ngerer Zeit Beispiele in der Literatur (Mukherjee, Osuna und
Girosi, 1997, und Mu¨ller et al., 1997) mit teilweise exzellenten Ergebnissen. Aber auch
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ju¨ngste Arbeiten zur Anwendung von Algorithmen, die auf der Idee der Support Vec-
tor Machine aufbauen (z. B. Cao, 2003, oder Cao und Tay, 2001), beschreiben zwar
Anwendungen auf zeitabha¨ngige Daten, ohne allerdings auf die Abha¨ngigkeitsstruktu-
ren in den Daten im Zusammenhang mit der dann in Frage gestellten Gu¨ltigkeit des
ERM-Prinzips einzugehen.
In dieser Arbeit wird, ausgehend von der Idee, die Allgemeingu¨ltigkeit des Prinzips der
empirischen Risiko-Minimierung mo¨glichst weitgehend zu erhalten, ein geeignetes Kon-
zept zur Modellierung von Abha¨ngigkeitsstrukturen in Daten entwickelt. Dabei wird
davon ausgegangen, dass fu¨r die empirischen Verluste an Stelle der Daten eine konkre-
te Abha¨ngigkeitsstruktur angenommen werden kann. Dadurch sind die Beobachtungen
zwar ebenfalls abha¨ngig modelliert, allerdings kann mit diesem Konzept in der Regel
die konkrete Struktur in der Stichprobe nicht spezifiziert werden. Da aber die hier be-
trachteten Theorien zur Abha¨ngigkeit sehr allgemeingu¨ltig sind und mit nur wenigen
Voraussetzungen bezu¨glich der Strukturen in den empirischen Verlusten auskommen,
kann davon ausgegangen werden, dass fu¨r eine Vielzahl verschiedener Abha¨ngigkeits-
strukturen in den Beobachtungen ein geeigneter stochastischer Prozess zur Modellie-
rung der Verluste angepasst werden kann. Zur Modellierung als zeitabha¨ngigen sto-
chastischen Prozess kann vor allem das von McLeish (1975, 1977) entwickelte Konzept
der Mixingale herangezogen werden. Durch dieses Konzept wird eine große Klasse von
dynamischen Prozessen, wie unter anderen die MA-, AR- und ARMA-Prozesse, abge-
deckt (Andrews, 1988).
Die Verknu¨pfung der Mixingal- und auch der Martingal-Theorie mit der Theorie zum
Prinzip der empirischen Risiko-Minimierung basiert vor allem auf der Tatsache, dass
zum Nachweis der Generalisierungsfa¨higkeit des ERM-Prinzips schwache Gesetze der
großen Zahlen beno¨tigt werden. Dabei haben sich die in Abschnitt 3.4 vorgestell-
ten Ergebnisse fu¨r Mixingale als genauso tragfa¨hig erwiesen wie die Ergebnisse fu¨r
Martingale, obwohl bei Mixingalen nicht die Geda¨chtnislosigkeit des Prozesses gefor-
dert werden muss. Mit der Annahme einer Mixingal- oder auch Martingal-Strukturen
als Abha¨ngigkeitsstruktur in den empirischen Verlusten kann das von Vapnik postu-
lierte Kerntheorem der statistischen Lerntheorie verallgemeinert werden, so dass die
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gleichma¨ßige einseitige Konvergenz des empirischen Risikos gegen das wahre Risiko
weiterhin hinreichend und notwendig fu¨r die Konsistenz des ERM-Prinzips ist. Da-
bei mu¨ssen sowohl fu¨r Martingal-Strukturen als auch fu¨r Mixingal-Strukturen in den
empirischen Verlusten nur schwache, in der Regel einfach erfu¨llbare, zusa¨tzliche Vor-
aussetzungen angenommen werden.
Der zweite Schritt, um fu¨r das Prinzip der empirischen Risiko-Minimierung Konsistenz
nachzuweisen, ist die Bestimmung von Bedingungen fu¨r die gleichma¨ßige einseitige
Konvergenz eines stochastischen Prozesses. Im Gegensatz zum Fall der Unabha¨ngig-
keit in den Daten ko¨nnen fu¨r dynamische Datenstrukturen, wie sie in dieser Arbeit
betrachtet werden, keine hinreichenden und notwendigen, sondern nur hinreichende
Bedingungen angegeben werden. Somit ist nicht ausgeschlossen, dass noch weitere hin-
reichende Bedingungen mit geringeren Anforderungen existieren. Sowohl im Fall der
Unabha¨ngigkeit als auch bei den betrachteten Abha¨ngigkeitsstrukturen ha¨ngen diese
Bedingungen hauptsa¨chlich von der Mannigfaltigkeit der Menge von Funktionen, die
fu¨r das Lernproblem zugelassen sind, und von der vorgegebenen Verlustfunktion ab.
Die verschiedenen, dazu von Vapnik und Chervonenkis entwickelten Entropien, wie
annealed VC-Entropie, Growth-Funktion bzw. VC-Dimension, sind so konzipiert, dass
die Komplexita¨t der Funktionenmenge in Bezug zu den beobachteten Daten bewertet
wird (Vapnik, 1993). Die Abha¨ngigkeitsstruktur in den empirischen Verlusten wird von
diesen Entropien nicht zusa¨tzlich beru¨cksichtigt, um die Funktionenmenge zu charakte-
risieren. Mit dieser Argumentation ist durch die Nutzung anderer Entropie-Konzepte,
welche die Abha¨ngigkeitsstrukturen in den Daten beru¨cksichtigen, eine Abschwa¨chung
der Bedingungen fu¨r die gleichma¨ßige einseitige Konvergenz denkbar.
Ein wichtiger Punkt, um das ERM-Prinzip fu¨r die statistische Lerntheorie auch prak-
tisch nutzbar zu machen, ist die Kontrolle der Konvergenzrate des empirischen Risikos
gegen das wahre Risiko, denn nur bei schneller Konvergenz kann erwartet werden,
dass Algorithmen entwickelt werden ko¨nnen, die fu¨r eine praktische Anwendung ef-
fizient sind. In dieser Arbeit sind dazu exponentielle Schranken fu¨r Mixingale und
auch Martingale entwickelt worden, die die schnelle Konvergenz stochastischer Prozes-
se sicherstellen. Die Anwendung dieser Schranken im Kontext der empirischen Risiko-
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Minimierung wird in dieser Arbeit ausfu¨hrlich fu¨r Indikatorfunktionen, also insbeson-
dere fu¨r die Klassifikation, gezeigt. Die entwickelten Schranken in Abha¨ngigkeit von
der zu Grunde liegenden Entropie sind gro¨ßer als die Schranken im Fall unabha¨ngiger
Beobachtungen. Dies hat seine Ursache darin, dass in der Information aus einer Be-
obachtung in Daten mit Abha¨ngigkeitsstrukturen auch schon Information aus anderen
Datenpunkten enthalten ist. Unter Beru¨cksichtigung der oben beschriebenen Entropie-
Konzepte, die Abha¨ngigkeitsstrukturen ausnutzen, sind hier Verbesserungen vorstell-
bar.
Eine Verallgemeinerung der Ergebnisse zur Konvergenzrate des empirischen Risikos auf
reelle Funktionen wird in dieser Arbeit nicht konkret durchgefu¨hrt. Diese ist allerdings
direkt mo¨glich, denn, wie aus der Herleitung der Schranken fu¨r reelle Funktionen bei
unabha¨ngigen Beobachtungen deutlich wird, kann dieser Fall auf Indikatorfunktionen
zuru¨ckgefu¨hrt werden.
Das generelle Ergebnis dieser Arbeit ist der Nachweis, dass die empirische Risiko-
Minimierung auch bei Mixingal- und auch Martingal-Strukturen in den Daten ein all-
gemeingu¨ltiges Prinzip darstellt. Diese Resultate beziehen sich ausschließlich auf den
konzeptionell theoretischen Teil der statistischen Lerntheorie. Dennoch geht daraus her-
vor, dass in einer Datensituation mit dynamischen Strukturen bei der Anwendung von
Verfahren bzw. Algorithmen, die das ERM-Prinzip nutzen, u¨berpru¨ft werden sollte, ob
die empirischen Verluste den Voraussetzungen und Bedingungen der in dieser Arbeit
untersuchten Abha¨ngigkeitsstrukturen genu¨gen. Insbesondere mu¨ssen die Verluste also
als Mixingal oder Martingal modelliert werden ko¨nnen.
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