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Abstract: This paper describes a new algorithm that is able to detect snowfall and retrieve the associated
snow water path (SWP), for any surface type, using the Global Precipitation Measurement (GPM)
Microwave Imager (GMI). The algorithm is tuned and evaluated against coincident observations of
the Cloud Profiling Radar (CPR) onboard CloudSat. It is composed of three modules for (i) snowfall
detection, (ii) supercooled droplet detection and (iii) SWP retrieval. This algorithm takes into account
environmental conditions to retrieve SWP and does not rely on any surface classification scheme.
The snowfall detection module is able to detect 83% of snowfall events including light SWP (down to
1 × 10−3 kg·m−2 ) with a false alarm ratio of 0.12. The supercooled detection module detects 97% of
events, with a false alarm ratio of 0.05. The SWP estimates show a relative bias of −11%, a correlation
of 0.84 and a root mean square error of 0.04 kg·m−2 . Several applications of the algorithm are
highlighted: Three case studies of snowfall events are investigated, and a 2-year high resolution
70◦ S–70◦ N snowfall occurrence distribution is presented. These results illustrate the high potential of
this algorithm for snowfall detection and SWP retrieval using GMI.
Keywords: snowfall detection; snow water path retrieval; supercooled droplets detection; GPM
Microwave Imager

1. Introduction
Snowfall plays a central role in the Earth’s climate system. Indeed, it is directly connected to
the occurrence of snow on the ground, which itself impacts the climate. First, the surface snow layer
strongly affects the water cycle at high latitudes and in mountainous regions by storing water during
the cold season and then releasing it progressively in the environment when the weather gets warmer.
Secondly, snow covered areas impact the Earth’s radiative budget. Indeed, snow covered surfaces have
a much higher albedo than bare land and thus reflect a significant portion of incoming sun radiation,
which limits the surface warming. Climate change could alter the spatial and temporal distribution
of global snowfall patterns and snow cover. Even a slight increase in temperature can, in some cases,
change the precipitation phase from snow to rain. In fact, several studies in the USA already reported
a decrease of the proportion of snow events versus rain events in winter time [1,2]. This problem
illustrates the strong need to better characterize snow distribution and variability at the global scale.
Global snowfall can only be monitored observationally using spaceborne instruments [3,4].
Spaceborne microwave sensors are particularly suitable for detecting and quantifying snowfall
Remote Sens. 2018, 10, 1278; doi:10.3390/rs10081278
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Despite these attempts, detecting and quantifying surface snowfall rates using spaceborne
microwave radiometers remains a challenging task [3,26,29]. The high-frequency radiometer channel
observations are very sensitive to environmental conditions (e.g., humidity, temperature, frozen or
snow-covered soils), which affect the measured signal. This problem is particularly acute at high
latitudes, where the low and variable emissivity of snow or ice-covered surfaces [22,30–32] can mask
snowflakes’ scattering signatures [33]. Moreover, low humidity in high latitude regions makes the
atmosphere more transparent for channels that probe around the water vapor absorption line and thus
increase surface contamination. The snow microphysics is also very complex, and a snow cloud is often
composed of a gamut of snow particles with a variety of densities, shapes, particle size distributions
and radiative properties [34–39]. In addition, supercooled droplets and melting snow frequently occur
and can strongly affect the observed signal [16,40–42]. Finally, while the active sensors, such as CPR,
provide vertical information on snow clouds, passive instruments only offer integrated information
that combines the radiative signal of every cloud layer.
Recently, Panegrossi et al. [43] highlighted the impact of falling snow on the high frequency GMI
channels using CloudSat CPR as a reference. This study focuses on higher latitude snowfall systems
(around 60◦ N/S) and includes very weak snowfall events that are not considered in studies where DPR
is used as a reference [26,33]. In particular, Panegrossi et al. [43] identified the environmental conditions
under which snow detection could be optimally achieved (e.g., high atmospheric moisture and sea ice
coverage) and characterized the sensitivity of GMI high-frequency channels and the polarization signal
at 166 GHz to falling snow. They also highlighted the impact of supercooled droplets on the GMI signal,
showing that a supercooled droplet layer on top of a snow cloud can filter out the scattering signal of the
snow particles below. This study, as well as that of You et al. [26] and Ebtehaj et al. [33], have evidenced
the need to characterize the extremely variable background surface for each GMI pixel at the time of the
overpass, especially at high latitudes (in cold and dry conditions), where high-frequency channels may
be affected by the emission and polarization signal from the surface. Interestingly, Panegrossi et al. [44]
have shown that GMI low frequency channels can be useful for providing information about the
background surface, such as the presence of sea ice and snow cover.
These results suggest that characterizing environmental conditions is essential to appropriately
retrieving snowfall using passive microwave observations. In this context, we built a new algorithm,
named SLALOM (for Snow retrievaL ALgorithm fOr gMi), to detect surface snowfall and retrieve
the associated Snow Water Path (SWP) using GMI radiometer observations. The SLALOM algorithm
is composed of three modules: The first, for surface snowfall detection, the second, for supercooled
droplet detection and the third, for SWP retrieval. It is trained and validated against CloudSat CPR
observations for surface snowfall detection and SWP retrieval, and against CloudSat CPR radar and
CALIPSO CALIOP lidar for supercooled droplet detection. Section 2 is devoted to the description of
the databases used and the methodology. The performance and characteristics of the algorithm are
assessed in Section 3. Applications of the algorithm are shown in Section 4. The last section presents
the conclusion and discussion.
2. Materials and Methods
The SLALOM algorithm is trained and evaluated using a coincident database between the
GMI-GPM radiometer and the CPR-CloudSat radar. Several products, detailed in the following
sections, are included in this database.
2.1. GMI-CPR Database
GMI is a conical scanning passive microwave radiometer that probes the atmosphere using
13 channels from 10.65 to 183.31 ± 7 GHz [45]. The 10.65, 18.7, 36.5, 89, and 166 GHz channels are
equipped with vertical and horizontal polarizations. The field of view of the channels ranges from
19 km × 32 km (10.65 GHz) to 4.4 km × 7.2 km (channels from 89 to 183.31 ± 7 GHz) for a swath of
about 900 km. This instrument flies onboard the GPM-Core Observatory (GPM-CO) satellite, launched
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2.2. Complementary Dataset
Several studies (e.g., [40–43,48]) indicated that the presence of supercooled droplets on the top
of the snow clouds could strongly affect TBs from high frequency channels. Specifically, supercooled
droplets tend to partially mask scattering by snow crystals, which complicates the detection of snow
using passive microwave radiometers. In order to take this into account, we used the water phase
mask provided by the DARDAR (liDAR + raDAR) product. This product combines the observations
of the CPR radar and of the CALIOP lidar (on-board CALIPSO) to provide insights, not only into
the water phase, but also into the ice water content and ice particle effective radius, with a vertical
(horizontal) resolution of 60 m [1.4 km (cross-track) × 1.7 km (along track)]. Thus, for each snow
measurement in the GMI-CPR coincident database, we associated a flag for cases without supercooled
droplets, cases with supercooled droplets embedded in the snow cloud and cases with supercooled
droplets on top of the snow cloud. It should be noted that Battaglia et Delanoë [49] suggested that
some supercooled layer occurrences might be missed by DARDAR due to lidar attenuation problems.
Supercooled droplets that are embedded in or on top of the snow cloud are widespread at all latitudes,
representing on average about 2/3 of snowfall events, as shown in Figure 2. Therefore, the presence
of supercooled water and its vertical distribution within the cloud should be considered in snowfall
retrieval algorithms.
Since the occurrence and content of snow are also strongly influenced by the vertical variability of
environmental conditions, we also extracted the closest profiles of temperature, specific humidity and
relative humidity from the European Reanalysis–Interim (ERAI) [50] at each point of the GMI-CPR
dataset using a nearest-neighbour approach. The ERA-Interim dataset provides meteorological variable
profile and surface estimations from 1979 to present, with a spatial resolution of 0.75◦ × 0.75◦ and
a temporal resolution of 6 hours. In order to reduce the number of variables for the vertical profiles,
we computed the principal component of each of the 3 variables and retained the 4 first components,
which represent more than 99% of the total variability.
Finally, Panegrossi et al. [43] showed that the sensitivity of TBs to snow depends on the
characteristics of the background surface (e.g., open sea, sea ice and snow-cover). In order to
evaluate the skill of the SLALOM algorithm for these different surface types, we added daily
sea ice concentration observations derived from Advanced Microwave Scanning Radiometer
(AMSR-E/AMSR2) measurements [51] to the GPM-CPR database.
3. SLALOM Algorithm
The SLALOM algorithm is composed of three modules for (i) snowfall detection, (ii) supercooled
droplet detection, and (iii) SWP estimation. Snowfall and supercooled detection modules rely mainly
on the random forest approach [52], while the SWP retrieval module uses a segmented multi-linear
regression approach [53].
The random forest is a classification method that combines the outputs of numerous decision
(regression) trees [54] to provide an optimal prediction of a given factor as a function of several input
variables. A decision tree is itself a classification method that hierarchically splits the dataset into groups
in order to minimize the variance within each group. Specifically, the decision tree chooses recursively
one of the input variables that splits the dataset into 2 groups for which the variance is minimal
(see also Section 5.1 for details). In general, a decision tree alone shows poor predictive skills. However,
when several decision trees are combined, their combined predictive skill increases drastically.
These qualities describe the general framework of the random forest algorithm. More specifically,
the random forest algorithm builds several decision trees using random samples of the training dataset
and of the input variables. Then, it combines the outputs of each tree to make an overall prediction.
If all trees agree for the same prediction, the random forest algorithm provides a global prediction,
with a probability of 100%. If trees disagree, the probability of the prediction decreases.
The segmented multi-linear regression method aims to find linear relationships between
a response variable and several predictors. Regression is performed to minimize the difference
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between the observations and the fitted linear relationship. This type of regression is called segmented
(or piecewise) because different multi-linear relationships are chosen for different segments (range of
values) of the predictors.
3.1. Snowfall Detection
For the snow detection module, we used the random forest algorithm to predict snowfall
occurrence. The training dataset was comprised of 408,254 observations, with 38,331 2CSP-defined
snowfall events. In order to build an optimal random forest model, we sought the best combinations
of input variables, associated with the 13 GMI radiometer channels, in order to obtain the most reliable
predictions. The input variables tested were sea ice concentration, T2m, TPW, the 4 first principal
components of the vertical profiles of temperature, specific humidity and relative humidity, snow cover,
and land-sea flag. Specifically, we selected 2000 random combinations of input variables and discarded
those which were systematically associated with the lowest predictive scores. The optimal random
forest chosen was built with the following input variables: T2m, TPW, the 4 first principal components
of the vertical profiles of temperature, specific humidity and relative humidity, together with the
13 GMI radiometer channels. It should be noted that surface type variables were systematically
associated with the lowest predictive scores in the selection process. This reveals that, by exploiting all
GMI channels at the time of the overpass, the random forest itself can combine the information related
to the surface conditions (deriving it from the low frequency channels) and the atmospheric variables
(e.g., T2m and TPW) with the cloud vertical structure (i.e., presence or absence of snowfall). It should
also be noted that, while 2CSP uses ERA-Interim temperature profiles to determine the phase of the
detected precipitation, the SLALOM snowfall detection module uses the ERA-Interim temperature
profile (together with the variables already listed) to detect snowfall occurrence. We evaluated the
impact of the decision tree number of which the random forest (up to 1000 decision trees) is composed
on the prediction skill. A 300 decision trees limit was adopted, since the predictive skill does not
improve significantly over this number. The output of the snowfall detection module gives a probability
of snowfall occurrence at the GMI high-frequency channel resolution, which is then used as an input
for the second module (applied only to snowfall pixels) to detect supercooled droplets.
3.2. Supercooled Droplets Detection
Supercooled droplets detection is also based on a random forest approach. Note that, as opposed
to Panegrossi et al. [43], we did not consider embedded supercooled droplet cases in the training
dataset. Indeed, Panegrossi et al. [43] showed that the strongest impact of supercooled droplets on the
measured TBs in the presence of snowfall is found when the supercooled droplets occur at the top
of snow clouds. Conversely, the impact of supercooled droplets embedded in the cloud is reduced.
The training dataset is the same as that for the snowfall detection module, except that it excludes any
embedded supercooled droplet cases. Specifically, it contains 397,033 observations: 10,783 snowfall
cases without supercooled droplets and 16,327 snowfall cases with supercooled droplets on top of
the cloud. The optimal random forest is similar to the snow detection module, with the same input
variables, i.e., T2m, TPW, the vertical profiles of temperature, specific humidity and relative humidity,
all 13 GMI channels and 300 decision trees. The output of the supercooled droplet detection module
gives a probability of supercooled droplet occurrence at the GMI high-frequency channel resolution,
which is then used as an input for the SWP retrieval module.
3.3. SWP Retrieval
In this last module, we sought to infer SWP associated with snowfall using GMI high frequency
channel observations. As GMI high frequency channels provide vertically integrated measurements
of the atmosphere, the signal of TBs in the presence of snowfall is related to SWP. However,
the relationship between SWP and GMI TBs is strongly affected by environmental conditions.
Thus, it appeared meaningful to develop an SWP retrieval model that adapts to these conditions.

Remote Sens. 2018, 10, 1278

7 of 21

With this aim, we first used a decision tree to split the observations into subsets using the following
input variables: T2m, TPW, supercooled occurrence flag and the low frequency GMI channels
(i.e., 10.65 H&V, 18.7 H&V, 23.8 V, and 36.5 H&V). We ensured that each subset contained at least
300 observations in order to keep a significant number of points in every subset for the regression
procedure. Then, for each of these subsets, we performed a segmented multi-linear regression of
SWP as a function of high frequency channel TBs (89 H&V, 166 H&V, 183.31 ± 7, and 183.31 ± 3).
Thus, this approach provides a different model for each of the defined subsets, each one of them being
adapted to a specific environmental condition.
4. Algorithm Evaluation
We evaluated the predictive capabilities of the algorithm using an independent dataset
(i.e., distinct from the training dataset), populated with a random selection of 20% from the observations
of the initial dataset (9839 snowfall cases and 102,064 no-snowfall cases). The snowfall and supercooled
detection are evaluated using the Probability of Detection (POD), False Alarm Ratio (FAR) and Heidke
Skill Score (HSS) metrics [55]:
Heidke Skill Score (HSS) =

2 ∗ (h ∗ cn − f a ∗ m)
(h + m) ∗ (m + cn) + (h + f a) ∗ ( f a + cn)

(1)

where h is the hits (both prediction and reference detect an event), cn is the correct negative
(prediction and reference do not detect an event), m is the misses (prediction does not detect any
event, but reference does) and fa is a false alarm (prediction detects an event, but reference does not).
A high POD means that a high proportion of events were correctly predicted, while a high FAR means
that a high proportion of predicted events did not occur. HSS combines h, cn, m and fa to assess the
prediction skill.
The SWP retrieval module was evaluated using the Pearson correlation coefficient (r), relative
bias (Bias) and root mean square error (RMSE) between the predicted and reference datasets. We also
computed the SWP fractional standard error percentage (FSE%), which is defined as follows:
FSE% =

100 ∗ RMSE
< SWP >

(2)

where <SWP> is the mean SWP from 2CSP.
Each module has been evaluated independently of the results of the others, e.g., for the
supercooled detection module, we considered cases in which snow is detected by the 2CSP, rather than
using the outputs of the snow detection module. This assessment strategy ensures that the skill
evaluation of each module does not include errors caused by other modules. Obviously, in the
operational version of the algorithm (and for the case studies presented in this study), the outputs
of the three modules are combined. Therefore, the full SLALOM algorithm, combining the results
of the 3 modules, is also evaluated (Section 5.4). The evaluation has been conducted for the whole
test dataset and for the following surface types: Open sea, sea ice (sea ice concentration > 90%) and
land. Land pixels in the coincident dataset are frozen or snow covered in 88% of the snowfall cases,
according to T2m from the GPM-CPR dataset.
5. Results
5.1. Snowfall Detection Module
The snowfall detection module, evaluated on the test dataset, reveals a POD of 0.83, with a FAR
of 0.12 and a HSS of 0.84. These statistics are rather similar among surface types: A POD of 0.83, 0.80
and 0.87, a FAR of 0.1, 0.14 and 0.1, and an HSS of 0.85, 0.82 and 0.84 for land, open sea and sea ice,
respectively. These results highlight that the performance of the snow detection module does not
depend on the surface type.
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The sensitivity of the detection module on the 2CSP SWP magnitude is evaluated in Figure 3a.
In this Figure, the test dataset is binned as a function of 2CSP SWP and, for each bin, the ratio of
the number of missed snow events to the total number of snow events is computed. The percentage
of missed snowfall events ranges from 55%, for the lowest SWP given by the 2CSP product
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A decision tree, with the absolute value of the difference between predicted and observed
SWP, normalized by the observed SWP, is shown in Figure 6. Every final leaf contains at least
300 observations, and partitioning variables are T2m, TPW, presence of supercooled droplets
and surface type. Note that we retained only cases for which SWP is greater than 0.01 kg·m−2 .
First, the normalized difference is overall lower when no supercooled droplets are present (i.e., left part
of the tree). In addition, if T2m is lower than 273 K, and TPW is higher than 6.7 kg·m−2 , the average
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normalized difference is minimized (34%). These conditions are very favorable for snow retrievals,
since the snow scattering signal is not attenuated by the supercooled droplets. Furthermore,
temperatures below freezing point prevent the presence of melting snow and rain that can contaminate
the snow radiative signature, while higher TPW reduces any surface contamination. On the right part of
the tree, which contains cloud top supercooled droplet occurrences, the worst case is found when TPW
is high (94% of normalized difference percentage). It is somewhat surprising that, when no supercooled
droplets are present, a high humidity is favorable for accurately retrieving snow, while when
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type. Note that we retained only cases for which SWP is greater than 0.01 kg·m−2. First, the normalized
difference is overall lower when no supercooled droplets are present (i.e., left part of the tree). In
addition, if T2m is lower than 273 K, and TPW is higher than 6.7 kg·m−2, the average normalized
difference is minimized (34%). These conditions are very favorable for snow retrievals, since the snow
scattering signal is not attenuated by the supercooled droplets. Furthermore, temperatures below
freezing point prevent the presence of melting snow and rain that can contaminate the snow radiative
signature, while higher TPW reduces any surface contamination. On the right part of the tree, which
contains cloud top supercooled droplet occurrences, the worst case is found when TPW is high (94%
of normalized difference percentage). It is somewhat surprising that, when no supercooled droplets
are present, a high humidity is favorable for accurately retrieving snow, while when supercooled
droplets are present, a high humidity is less favorable to the retrieval of snow. This TPW and
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A decision tree, with the absolute value of the difference between predicted and observed SWP,
normalized by the observed SWP, is shown in Figure 6. Every final leaf contains at least 300
observations, and partitioning variables are T2m, TPW, presence of supercooled droplets and surface
type. Note that we retained only cases for which SWP is greater than 0.01 kg·m−2. First, the normalized
difference is overall lower when no supercooled droplets are present (i.e., left part of the tree). In
addition, if T2m is lower than 273 K, and TPW is higher than 6.7 kg·m−2, the average normalized
difference is minimized (34%). These conditions are very favorable for snow retrievals, since the snow
scattering signal is not attenuated by the supercooled droplets. Furthermore, temperatures below
freezing point prevent the presence of melting snow and rain that can contaminate the snow radiative
signature, while higher TPW reduces any surface contamination. On the right part of the tree, which
contains cloud top supercooled droplet occurrences, the worst case is found when TPW is high (94%
of normalized difference percentage). It is somewhat surprising that, when no supercooled droplets
are present, a high humidity is favorable for accurately retrieving snow, while when supercooled
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(a) humidity is less favorable to the retrieval
(b)of snow. This TPW and
supercooled water relationship might be explained by the fact that snow events with supercooled
droplets
usually associated
with
lowervalue
SWPofvalues.
Indeed, difference
the median
value of between
SWP when
Figure 6.are
(a) Decision
tree, with the
absolute
the normalized
percentage
−2) is more than ten times lower than without supercooled
supercooled
droplets
occur
(about
0.01
kg·m
predicted and observed SWP indicated in boxes, and partitioning variables and thresholds indicated on
−2), as shown in Figure 6b. Therefore, under these conditions,
droplet
occurrence
(aboutof0.12
kg·mSWP,
branches;
and (b) Boxplot
observed
with supercooled droplets (left) and without supercooled
detecting
weak snowfall could be more difficult, because water vapor and cloud droplet emission
droplets (right).
obscure the weak scattering signal.

Remote Sens. 2018, 10, 1278

11 of 21

5.4. Full Algorithm Evaluation and Sensitivity Test
In the previous sections we evaluated each module output independently. In this section,
we evaluate the full SLALOM algorithm, combining the results of the 3 modules. Additionally,
we included the embedded supercooled droplet cases in this evaluation (while they have not been used
for the algorithm training). We also analyzed the sensitivity of the model by evaluating its performance
in two experiments: (i) Without supercooled droplet detection and (ii) without using environmental
conditions (i.e., only brightness temperatures).
In comparison to observations, global predictions have a correlation of 0.86, a relative bias of
−20% and RMSE of 0.04 kg·m−2 , as shown in Table 2. Supercooled droplet detection does not have
an effect on predictions, meaning that even if supercooled droplets can be detected accurately by
SLALOM (Section 5.2), it does not improve the overall SWP retrieval. This could mean that the SWP
retrieval module is not able to precisely retrieve SWP when supercooled droplets occur, even if they
are appropriately flagged by the supercooled detection module. This interpretation is supported by
the fact that the correlation and relative bias (between observations and predictions) are 0.73 and −32%
when supercooled droplets are present but reach 0.86 and −16% when no supercooled droplets are
present. The fact that supercooled droplets are often associated with a low SWP (Figure 6b) could
explain the difficulty of fitting the model to these cases. The importance of considering environmental
variables for precisely retrieving SWP is revealed in Table 2. If the model is trained without using
environmental conditions, the correlation decreases to 0.67, the relative bias increases to −49% and
RMSE increases to 0.13 kg·m−2 .
Table 2. Comparison of SWP observations from CPR, with SWP predictions for the full SLALOM
algorithm (SLALOM), without taking into account supercooled droplets occurrence (SLALOM w/o Sc)
and environmental conditions (SLALOM w/o Env).
Configuration

Correlation

Bias

RMSE

SLALOM
SLALOM w/o Sc
SLALOM w/o Env

0.86
0.86
0.61

−20%
−18%
−49%

0.04 kg·m−2
0.04 kg·m−2
0.13 kg·m−2

6. Applications of SLALOM Algorithm
In the two following sections, we highlight some applications of the SLALOM algorithm.
First, we used SLALOM to retrieve the snow water path in the three case studies, described in
detail in Panegrossi et al. [43]. These case studies have been chosen by Panegrossi et al. [43], since
they represent three distinct and somewhat complex snow situations that can be found at around 60◦
latitude. They allowed us to evaluate the skill of the algorithm in cases of complex meteorological and
environmental conditions. Secondly, we built a 0.1◦ × 0.1◦ map of snowfall occurrence from May 2014
to May 2016 in order to illustrate the potential of the SLALOM algorithm for climatological analyses.
6.1. Case Studies
The first case study took place on 30 April 2014 in Eastern Siberia and is associated with
an extended frontal system. A maximum SWP of 1.4 kg·m−2 is estimated along the CloudSat track
(Figure 7c). The frontal structure (around 60◦ N) is well captured by the snow and supercooled detection
modules (Figure 7a). This reveals that the front is composed of a snowy region without supercooled
droplets (in red) and, on the southern part of this region, a snowy region with supercooled droplets.
The evaluation of the predictions along the CloudSat track shows that the snow detection module
performs well in 85% of cases (here 85% is the ratio of the number of hits and correct negatives to the
total number of cases) and, in cases where snowfall has been detected successfully, the supercooled
detection module was correct in 90% of cases (i.e., the sum of cases with true supercooled droplets
detection and true snowfall without supercooled droplets detection). The SWP module predicts values
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Figure 7. Case study of 30 April 2014: (a) Supercooled droplet classification, predicted by SLALOM
Figure 7. Case study of 30 April 2014: (a) Supercooled droplet classification, predicted by SLALOM
(blue: Without snow; green: With snowfall and supercooled droplets; red: With snowfall and without
(blue: Without snow; green: With snowfall and supercooled droplets; red: With snowfall and without
supercooled droplets) and the CloudSat track in black; (b) retrieved SWP and the CloudSat track in
supercooled droplets) and the CloudSat track in black; (b) retrieved SWP and the CloudSat track in
black; and (c) SWP cross section along the CloudSat track for observations (black), SLALOM
black; and (c) SWP cross section along the CloudSat track for observations (black), SLALOM predictions
predictions (red), and the GPROF ice water path (IWP) (blue).
(red), and the GPROF ice water path (IWP) (blue).

The second case study is an orographic precipitation event that occurred on 14 December 2014
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is an orographic
precipitation
eventnot
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occurred
on 14intense
December
in
in Alaska
(Figure
8). study
Unfortunately,
the CloudSat
track does
the most
part2014
of this
Alaska (Figure 8). Unfortunately, the CloudSat track does not cross the most intense part of this snow
event, and very low values of SWP are estimated by 2CSP. Predictions show snowfall occurrences
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6.2. Climatology of Snowfall Occurrence
6.2. Climatology of Snowfall Occurrence
The snowfall percentage of occurrence, as given by the snow detection module of SLALOM from
The snowfall percentage of occurrence, as given by the snow detection module of SLALOM from
May 2014 to May 2016, is shown in Figure 10. For each of GMI orbits between those dates, we applied
May 2014 to May 2016, is shown in Figure 10. For each of GMI orbits between those dates, we applied
the snowfall detection module and identified snowfall cases. Then, we binned these detections on a
the snowfall detection module and identified snowfall cases. Then, we binned these detections on
0.1° × 0.1° grid and normalized it by the total number of GMI observations in each pixel of this grid.
a 0.1◦ × 0.1◦ grid and normalized it by the total number of GMI observations in each pixel of this grid.
For computing optimization reasons, we used here a simplified version of the algorithm to build this
For computing optimization reasons, we used here a simplified version of the algorithm to build this
climatology, i.e., we did not use vertical profiles of atmospheric variables in the snowfall detection
climatology, i.e., we did not use vertical profiles of atmospheric variables in the snowfall detection
module. The Antarctica coast is the region with the highest occurrence of snowfall, with values
module. The Antarctica coast is the region with the highest occurrence of snowfall, with values
reaching 40% in some areas. It is interesting to note the step decrease of snow occurrence as one
reaching 40% in some areas. It is interesting to note the step decrease of snow occurrence as one moves
moves away from the Antarctica coast. In the Northern Hemisphere, the situation is more complex
due to the presence of continental regions. The maximum is found over Greenland, with values over
40% and values of about 30% in the Labrador Sea. Siberia, Canada and the eastern side of continents
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from May 2014 to May 2016 on a 0.1° × 0.1° grid.
from May 2014 to May 2016 on a 0.1◦ × 0.1◦ grid.

7. Discussion and Conclusions
7. Discussion and Conclusions
In this paper, we described and evaluated a new algorithm, named SLALOM (Snow retrievaL
In this paper, we described and evaluated a new algorithm, named SLALOM (Snow retrievaL
ALgorithm fOr gMi), that is able to detect snowfall and to retrieve the associated snow water path
ALgorithm fOr gMi), that is able to detect snowfall and to retrieve the associated snow water path
(SWP). It is tuned for the GPM Microwave Imager (GMI) but can be adapted to other passive
(SWP). It is tuned for the GPM Microwave Imager (GMI) but can be adapted to other passive microwave
microwave radiometers. SLALOM is trained and evaluated using coincident measurements by the
radiometers. SLALOM is trained and evaluated using coincident measurements by the CloudSat Cloud
CloudSat Cloud Profiling Radar (CPR) and CALIPSO Cloud-Aerosol Lidar with Orthogonal
Profiling Radar (CPR) and CALIPSO Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP).
Polarization (CALIOP). This algorithm is composed of 3 modules: Snowfall detection, supercooled
This algorithm is composed of 3 modules: Snowfall detection, supercooled droplet detection and SWP
droplet detection and SWP retrieval. It is designed to take into account the impact of environmental
retrieval. It is designed to take into account the impact of environmental conditions (including the
conditions (including the occurrence of supercooled droplets) on GMI sensitivity to snowfall and
occurrence of supercooled droplets) on GMI sensitivity to snowfall and thus to obtain an optimal
thus to obtain an optimal estimation of SWP. Evaluation of the algorithm reveals that all modules
estimation of SWP. Evaluation of the algorithm reveals that all modules have good skill. Specifically,
have good skill. Specifically, the snow detection POD is 0.83, with a FAR of 0.12, and supercooled
the snow detection POD is 0.83, with a FAR of 0.12, and supercooled detection shows a POD of 0.97,
detection shows a POD of 0.97, with a FAR of 0.05. Overall, SWP retrieval shows a correlation of 0.86,
with a FAR of 0.05. Overall, SWP retrieval shows a correlation of 0.86,
a relative bias of −18% and a root
a relative bias of −18% and a root
mean square error of 0.04 kg·m−2. In addition, results show that the
−
2
mean square error of 0.04 kg·m . In addition, results show that the SLALOM algorithm is able to
SLALOM algorithm is able to detect light snowfall, even if it still misses 55% of the lightest events.
detect light snowfall, even if it still misses 55% of the lightest events. We also showed that SLALOM is
We also showed that SLALOM is less efficient in cases of mixed phase precipitation, supercooled
less efficient in cases of mixed phase precipitation, supercooled droplet occurrence, low humidity and
droplet occurrence, low humidity and low SWP, and we identified the essential role of environmental
low SWP, and we identified the essential role of environmental variables for a meaningful retrieval of
variables for a meaningful retrieval of SWP. We applied the SLALOM algorithm to three different
SWP. We applied the SLALOM algorithm to three different meteorological situations (frontal snowfall,
meteorological situations (frontal snowfall, orographic snowfall and synoptic snowfall). The
orographic snowfall and synoptic snowfall). The algorithm performs very well in the first and the
algorithm performs very well in the first and the third situations, but it has more difficulty in
third situations, but it has more difficulty in retrieving snowfall in the orographic snowfall situation,
retrieving snowfall in the orographic snowfall situation, which was characterized by dry conditions
which was characterized by dry conditions and a low SWP, according to 2CSP. Finally, we computed
and a low SWP, according to 2CSP. Finally, we computed a global climatology of snowfall occurrence
a global climatology of snowfall occurrence from May 2014 to May 2016, with a 0.1◦ × 0.1◦ resolution.
from May 2014 to May 2016, with a 0.1° × 0.1° resolution. This shows a very good consistency with
This shows a very good consistency with lower resolution climatologies using CloudSat CPR [4,11].
lower resolution climatologies using CloudSat CPR [4,11].
Overall, these results highlight the high efficiency of the SLALOM algorithm for every surface
Overall, these results highlight the high efficiency of the SLALOM algorithm for every surface
type. In particular, the high sensitivity of snow detection by the SLALOM algorithm, even for light
type. In particular, the high sensitivity of snow detection by the SLALOM algorithm, even for light
snowfall, is an important asset, as many studies pointed out that most snow events are associated
with very light snowfall rates at high latitudes [9,11,13]. In addition, the snowfall and supercooled
detection modules can be exploited to document the water phase at the global scale. As illustrated in
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snowfall, is an important asset, as many studies pointed out that most snow events are associated with
very light snowfall rates at high latitudes [9,11,13]. In addition, the snowfall and supercooled detection
modules can be exploited to document the water phase at the global scale. As illustrated in this paper,
the algorithm outputs can be useful for climatic studies related to the water cycle as well as case study
analyses, especially in regions where in-situ measurements are not available.
Interestingly, our results illustrate the limited impact of supercooled droplet detection on SWP
retrieval accuracy. The reason might be that the supercooled droplet occurrence is often associated
with a low SWP, as shown in Section 5.3. Thus, even if the SLALOM algorithm does not perform as
well in supercooled droplet cases, the overall error remains small. Therefore, the accurate detection of
supercooled mixed phase clouds for SWP retrieval might not be as crucial as it was initially thought
to be. In the future, it could also be worthwhile to evaluate the minimum SWP detectable for every
GMI channel when supercooled droplets are present, following work of Kneifel et al. [40]. To this end,
we could perform idealized radiative transfer simulations of mixed phase clouds and identify the SWP
threshold for which the scattering effects exceed cloud top supercooled droplet emission.
Several limitations of the SLALOM algorithm need to be highlighted. First, SLALOM fully
relies on the 2C-SNOW-PROFILE (2CSP) product and is therefore subject to the limitations of the
2CSP product. The main limitation is due to the fact that 2CSP does not provide measurements
close to the surface. Thus, it misses an important layer of snowfall and underestimates the total
SWP. On the other hand, ground clutter is sometimes not appropriately corrected in complicated
terrain (see [9,13]), thus leading to artificially high snow content. Another important limitation lies
in the fact that 2CSP SWP is subjected to high uncertainties due to the difficulties in quantifying
SWP using a single frequency instrument, such as CPR. Indeed, CPR does not provide enough
independent information on snow microphysics to be able to connect measured reflectivity to a unique
snowfall rate. Thus, the inversion problem is not fully constrained, which necessitates the use of
parameterizations in estimating the snowfall rate from measured reflectivity, implying uncertainties in
snowfall estimates [57]. Another difficulty comes from melting snow events. When the liquid fraction
is higher than 15%, 2CSP does not retrieve snowfall (these are therefore considered no-snowfall cases).
However, the high frequency GMI channels are affected by melting snowfall, even if the liquid fraction
is higher than 15%, which can create discrepancies between both SLALOM and 2CSP. In addition,
coincidences between CPR and GMI are unevenly distributed (Figure 1), which can also affect the
overall predictions.
Secondly, the SLALOM algorithm design itself has some limitations. For instance, the snow
retrieval module assumes a segmented multi-linear relationship between high frequency brightness
temperatures and SWP. It is probable that a more realistic (but complex) relationship could be found and
could reduce SWP retrieval uncertainties. In addition, we only trained the algorithm using supercooled
droplets on top of the cloud and discounted supercooled droplet layers embedded within the cloud.
However, embedded supercooled layers frequently occur in the coincident database (about 30% of
time). Depending on the position in the cloud, supercooled droplet layers can mask more or less of the
snow scattering signal. Considering the embedded cases could improve the algorithm predictions.
Previous studies on the GMI snowfall detection capability assessment [18,26,33,43] demonstrate
that GMI has great potential for snowfall observation. In this work, we have shown that, through
the exploitation of all 13 GMI channels and the optimal use of ancillary variables describing the
atmospheric conditions (and no ancillary information on the background surface conditions), SLALOM
is able to predict snowfall occurrence and SWP, with a very good agreement with the Cloudsat 2CSP
product, and has the advantage of ensuring a much larger spatial coverage, corresponding to the GMI
swath. In spite of some of the limitations already mentioned, SLALOM can be applied effectively
in case studies as well as in climatology analysis. SLALOM will be further developed to provide
the surface snowfall rate and incorporated in the global precipitation retrieval algorithm for GMI,
developed recently within the EUMETSAT Satellite Application Facility on support to Operational
Hydrology and Water Management (H SAF) program [58]. In the future, studies similar to that of
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Panegrossi et al. [43], based on the use of experimental datasets built from coincident observations by
Cloudsat and other passive microwave radiometers in the GPM constellation (conical and cross-track
scanning), will be carried out, and approaches similar to SLALOM will be developed to extend snowfall
detection and retrieval to higher latitudes, and they will have a global coverage of snowfall by the
passive microwave radiometer constellation. In addition, a comparison of the SLALOM product with
other operational products, such as GPROF, will be conducted. There are some important factors to
be considered in order to conduct such comparison. One is the difficulty in finding high-quality and
independent snowfall observations and estimates to be used as the “truth”. Then, there are product
differences, often difficult to reconcile, that can derive from different sources: the method used to
determine the phase of the precipitation on the surface; the differences in orbits and swath widths;
instrumentation differences (channel assortment and resolution); and differences in the algorithm
formulation and assumptions, which are oftenf not well understood [59]. Review papers, similar to
that of Levizzani et al. [3], summarizing the main snowfall retrieval techniques currently available, are
thus strongly needed.
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