Abstract-We address the problem of sharp iris image capture from moving subjects for the purpose of biometric identification. We utilize recent research from the field of computational photography, and capture images using the flutter shutter technique of [12] . Instead of capturing an image with traditional motion blur, we open and close the shutter several times during capture in order to effect invertible motion blur in the captured image. After applying automated blur estimation and de-blurring, we employ de-convolution to estimate a sharp image from the captured image. Through black-box testing with an existing iris matcher, we demonstrate the improved utility of these images for biometrics.
I. INTRODUCTION
Iris-based biometric identification [3] has great potential to enhance controlled access, law enforcement, and even surveillance of high-security areas. Like other applications that exploit visual information, however, iris-based biometrics is limited by the ability to acquire high-quality images in certain situations. Optical defocus due to a small depth of field (DOF) is one such problem, and recent work [5] has developed a system to mitigate its effects using image postprocessing. Another challenging situation is the acquisition of sharply-focused iris images from subjects undergoing lateral motion. Given a modest amount of light, the use of relatively long exposure durations results in motion blur, destroying crucial high-frequency information required for iris matching.
The field of Computational Photography has emerged in recent years, offering methods to mitigate both optical [7] and motion [12] blur. The underlying notion of Computational Photography is that the capture system (camera) and image processing methods should be jointly developed for a specific purpose. Though there is an extensive body of literature on estimating and removing motion blur from traditional images (e.g. [14] , [15] , [6] , [2] ), the elements of a traditional camera impose strict limitations on postprocessing.
The traditional open/close shutter is one such camera element. As we will discuss in Section IV, images of a moving object captured with a traditional shutter contain no information about the object at a number of spatial frequencies, and no image processing method can recover it from the image. Methods that attempt to de-blur the image will severely amplify sensor noise, hallucinate content, or both. Though it may be useful in improving subjective image quality, hallucinating image content is counter-productive for applications such as iris identification, and amplifying noise should certainly be avoided.
To avoid this loss of information during image capture, Raskar et al. have advocated the use of a fluttering shutter [12] . During exposure, the camera's shutter flutters between open and closed while exposure is accumulated on the sensor, producing an image with coded blur. Unlike traditional blur, which does not capture scene information at several spatial frequencies, coded blur conveys information about the subject at all frequencies. Given a suitably designed de-blurring method and an accurate estimate of the blur direction/extent, it is possible to recover a high quality image with information at all spatial frequencies and low levels of noise. Whereas images of a moving subject captured through a traditional shutter are often useless for iris recognition even after de-blurring, the de-blurred version of an image taken through a fluttering shutter will contain information necessary to determine the identity of the uncooperative subject. In this paper, we describe a preliminary study into the use of the flutter shutter technique for sharp iris image capture, based on a commercial, off the shelf (COTS) camera. We demonstrate, with synthetic and real images, that the use of the fluttering shutter allows us to capture recognizable images in situations where a traditional shutter cannot capture the necessary iris texture.
II. REVIEW OF PHOTOGRAPHIC TRADEOFFS
Given the incremental progress in improving camera sensitivities (despite rapid increases in spatial resolution), the ability to capture high-quality images in challenging photographic settings depends on a number of well-known tradeoffs. In order to produce a minimum level of exposure from a dimly-lit scene, one or more of the camera parameters can be adjusted. The simplest, increasing the gain of the acquired signal, has the detrimental effect of increasing the noise component of the recorded image. A second option is to increase the scene's radiance using active illumination such as a flash. Because a flash's reflected illumination is essentially a point source illuminating a 3D region, its radiance falls off with the square of the distance, thus requiring very high illumination for distant subjects. The amount of light output by the flash is limited by a number of engineering considerations, but more fundamentally by eye safety, in that high-power flashes may cause physical damage to nearby people's retinas.
Given a fixed gain and scene radiance, then, the level of exposure is determined by the camera's shutter speed and aperture size. When motion blur is problematic, the most obvious solution is to reduce the exposure duration and increase the size of the aperture. Figure 1 shows the combinations of exposure duration and aperture size that will result in the same level of exposure, which illustrates the fundamental photographic tradeoff. In order to acquire sufficient exposure of a scene with a low level of noise despite limited scene radiance (commonly found indoors) and without reducing the sampling resolution by binning pixels, one can use:
• a combination of long exposure and small aperture and suffer motion blur, or • a combination of small exposure and large aperture and suffer reduced depth of field. This tradeoff has existed since the advent of photography, and has already been exploited by engineers of optical biometrics systems.
Given the expected incremental nature of improvements to camera sensitivity, significantly expanding the operational capabilities of these systems requires a new way of capturing high-quality images of moving objects. The concept of a fluttering shutter does just that, capturing images that are useful over a wider range of exposure times. At acquisition, the fluttering shutter captures information about the subject that would be lost through a traditional open/closed shutter, as explained in Section IV. After a suitably-designed deblurring procedure, flutter shutter images have significantly richer texture than traditional shutter images, as we show in Section VI.
III. MOTION SENSITIVITY OF BIOMETRIC SYSTEMS
Whereas the previous section reviews some general photographic tradeoffs, it is also informative to understand the tolerance of iris matching biometric systems to motion blur. The current ANSI standard for iris images [1] specifies three levels (high, medium, and low) of image quality required for different applications. The least restrictive level (low image quality), intended for low security applications, specifies a resolution of 8.3 pixels per mm on the iris, and 60% contrast at a spatial frequency of 2 line pairs per millimeter. That spatial frequency corresponds to a line width of 0.25mm, meaning that subject motion of just 0.25mm over the exposure duration would reduce the contrast to 0%. In order to maintain the required 60% contrast, we approximate the upper bound of the lateral component of subject motion to be 0.025mm over the exposure duration. Though the level of lighting is unlikely to permit it, the use of a 1ms exposure duration means that the upper bound of subject velocity will be 0.025m/s, or about 1in/s. Given that a person's walking speed is approximately 1.5m/s, this is a significant limitation on (indoor) biometric acquisition.
Though interchange requirements may limit the degree of motion blur that can be accepted in biometric databases, it is also interesting to know how matching algorithms perform on motion-blurred images. Figure 2 shows ROC curves illustrating the performance degradation imposed by motion blur of various extents (details of this experiment are given in Section V). Though low-frequency iris texture allows for some robustness to motion, significant blur drastically reduces matching performance. In order to provide increased robustness to motion, then, images are typically post-processed. As we will demonstrate, post-processed images acquired using a fluttering shutter are significantly more robust to motion than post-processed images acquired using a traditional shutter. First, we review the theory behind the flutter shutter.
IV. FLUTTER SHUTTER: THEORY AND IMPLEMENTATION
In order to properly motivate the use of a fluttering shutter, we briefly review the image quality implications of motion blur as seen through different shutters. A motionblurred image I b for linear, constant-velocity, lateral motion is traditionally modeled as the convolution of the (desired) sharp image I s with a 1D Point Spread Function (PSF) B,
where η is Gaussian, zero-mean capture noise [12] , and ⊗ represents convolution. Note that, when both the object and camera are stationary, B = δ (the Dirac delta function) and the image is unblurred.
In the frequency domain, at each frequency k,
whereÎ b ,Î s ,B, andη are the Fourier transforms of I b , I s , B, and η, respectively.B is referred to as the Optical Transfer Function (OTF), and its absolute value as the Modulation Transfer Function (MTF). The key contribution of the flutter shutter concept is that, in cases where B = δ, the shutter's timing sequence should be chosen so that eq. 1 is invertible. Unfortunately, with a traditional open/closed shutter, B is a rectangle function and inversion of eq. 1 is ill-conditioned (with respect to noise η) at several spatial frequencies. Fig. 3 (red curve) shows the MTF arising from a traditional shutter when the object moves over 26 pixels during exposure. The MTF shows that contrast is significantly muted at the middle and high spatial frequencies, and goes to zero at a number of spatial frequencies, at which the inversion of equation 1 is ill-posed. These spatial frequencies are lost when captured through a traditional shutter, and post-processing the image cannot recover that information.
Using the flutter shutter sequence from [12] , on the other hand, gives rise to a filter B whose MTF is shown as the blue curve in Fig. 3 . B is broadband, and preserves all frequencies at a nearly uniform level of contrast so that equation 1 may be inverted by de-convolution. Because the shutter opens and closes during image capture, the total capture time required to acquire the image is longer than the corresponding traditional shutter. In the experiments below, we compare traditional shutter images to flutter shutter images with the same exposure time, i.e. the total time that the shutter is open, though the flutter shutter images have a longer capture time (generally by a factor of 2). Figure 4 shows an example flutter shutter image captured using our COTS camera, along with the de-blurred iris image produced by our method. In addition, the figure shows a de- Fig. 3 . The red curve shows the MTF of motion blur arising from a traditional shutter, which illustrates that several spatial frequencies are lost (i.e. the MTF goes to 0). The blue curve shows the MTF of motion blur arising from a flutter shutter, which has relatively uniform power at all spatial frequencies.
blurred image derived from a traditional shutter image, using Lucey-Richardson deconvolution [8] , [13] . The flutter shutter image is recovered with significantly more detail in the high spatial frequencies, and has fewer artifacts due to lost spatial frequencies. Whereas neither the traditionally motion-blurred iris image nor its de-blurred result can be matched to a sharp image of the same iris, the de-blurred flutter shutter image can be matched. In order to quantify the improved utility of the flutter shutter images, we next describe experiments with real and simulated images.
V. SYNTHETIC IMAGE EXPERIMENTS
In order to illustrate the improved robustness of flutter shutter imagery to motion, we have performed synthetic experiments using the NIST Iris Challenge Evaluation (ICE [10] ) dataset. We simulate motion-blurred capture and deblurring, and compare those images to the sharp images of the dataset. We use eq. 1 to synthesize motion-blurred images for both the traditional and flutter shutters. In both cases, the noise η has a standard deviation of 1, and in both cases we use the ground truth blur kernel in the de-blurring step.
For the traditional shutter images, the blur PSF B is a rectangle function of various widths: 8, 16, 24, and 32 pixels, and we estimate an unblurred image using Lucey-Richardson deconvolution [8] , [13] . For the flutter shutter images, the blur PSF B is a flutter shutter PSF generated using the method of [9] , with equivalent exposures to the 8, 16, 24, and 32 pixel rectangle PSFs, and images are de-blurred using the de-convolution code provided in [12] . At a resolution of 8 pixels per mm on the iris, and for an exposure time of 2ms, these correspond to velocities of 0.5, 1, 1.5 and 2 meters per second, respectively.
Comparisons of the iris images were fully automatic, and used Honeywell's POlar SEgmentation (POSE) template generation and matching algorithm. We emphasize that we treat these steps as a black box process, and that the algorithm is not optimized for de-blurred images. Though other template generation and matching algorithms will give different levels of baseline performance, we expect that the performance degradation imposed by motion blur and non-optimal de-blurring will be comparable for different algorithms, as they are related to quantifiable properties of the underlying images.
We have measured the Verification Rate (VR), False Rejection Rate (FRR) and the False Acceptance Rate (FAR) as performance metrics. For a given threshold Hamming distance t, two iris images are considered a computed match if the Hamming distance computed by POSE is less than or equal to t. VR, FRR and FAR are defined as:
• N a (t) is the number of iris matches that do not belong to the same subject as the test sample and the scores are lower than the threshold, t, • N r (t) is the number of iris matches that belongs to the same subject as the test sample and the scores are greater than the threshold, t • N sr is the total number of enrolled samples that belong to the test subject.
• N sa is the total number of enrolled samples that do not belong to the test subject. Figure 5 shows the Receiver Operator Characteristic (ROC) curves for the synthetic images. The solid curves show the performance of the de-blurred traditional shutter images which, though they are greatly improved from the blurred images used in Figure 2 , degrades sharply as the degree of blur increases. The dashed lines shown the performance of the de-blurred flutter shutter images, which show consistent performance despite increasing blur. These curves validate our claim that, when deblurred with the correct blur estimate, flutter shutter images are more useful than traditional shutter for iris matching. 
VI. REAL IMAGE EXPERIMENTS
We have implemented a flutter shutter image capture system using the Point Grey Flea R 2 camera, which supports multiple exposure capture [11] . The camera is tethered to a PC which controls the shutter via the serial port, and processes the captured image. As mentioned above, the captured image must be processed in order to estimate the underlying sharp image. The two-step processing involves: 1) Blur Estimation -Assuming that the underlying subject motion is linear with a constant velocity, we estimate the direction and extent of blur using a version of [4] that looks only at low spatial frequencies. The shutter sequence used to capture the image will, under different velocities, induce features in the blurred image's power spectrum, i.e. the local minima and maxima of the MTF, that are used to estimate the blur direction and extent. 2) De-blurring -Given the linear system of eq. 1, deblurring can be performed by de-convolving the filter B from I b . We use the code provided in [12] . Our real image experiments were performed with a stationary camera capturing moving iris patterns, as shown in Figure 6 . In this setup, the distance from the camera to the target is approximately 0.5m, and the target velocity can be manipulated via a voltage supply to the motor. The flutter shutter camera uses a lens with a 25mm focal length and a variable aperture. The iris target is a 4-by-6 inch photographic print mounted on a moving track, and the camera is fixed to the optical bench. When the iris print is within the camera's field of view, the camera is triggered to acquire an image. The captured flutter shutter images were manually reviewed to make sure that the eye was visible and reasonably centered in the image.
A. Real Image Dataset
With respect to motion blur, the key nuisance factor is the distance that the iris travels during capture, i.e. the image's blur width. This distance is determined by two explicit settings of our test setup: the velocity of the target (controlled by a voltage supply to the motor) and the capture time of the image (which is determined by the camera settings to account for the amount of light). Hence the evaluation was performed against the test conditions under which the velocity and illumination are varied. Under all test conditions, the distance between the subject/iris print and the camera was fixed. As the light level is related to exposure time, when changing the level of illumination the exposure time was changed to compensate. We collected 600 (5 eyes * 4 velocities * 3 exposure times * 10 repetitions) flutter shutter images for our evaluation.
Having captured the flutter shutter images, we apply our automatic blur estimation and de-blurring to produce a processed image. We note that many of the de-blurred images had artifacts from one or more sources. One prominent source was edge effects in the de-blurring, which is particularly problematic when the iris was captured near the edge of the image. A second source was from erroneous blur estimates, where either the direction or extent of the blur differed significantly from the ground truth.
B. Real Image Evaluation Protocol
The de-blurred images were compared to a set of enrollment images, each of which was acquired from a stationary capture of the same image; for our preliminary experiments described here, the enrollment database contained only the five images from which the prints were generated. As in the synthetic experiments, comparisons of the iris images were fully automatic, and used Honeywell's POlar SEgmentation (POSE) algorithm. Each comparison yields a Hamming distance measurement between the two patterns, with values below a given threshold indicating a match. Figure 7 (top) shows the ROC curve for selected images with reasonable image quality. In order to illustrate the fundamental performance of the flutter shutter technology, we have manually removed those images where the iris is distorted by edge effects in the de-blurring (due to the limited field of view of the lens), and those where the blur estimate is inaccurate, leaving approximately a third of the reconstructed images. From the ROC curve, we can see that the flutter shutter technique allows us to match 40% of the motionblurred images with a very small false accept rate of 0.001, and increased proportions when higher false accept rates can be tolerated. An alternate view of the same results is shown in Figure 7 (bottom). It shows a histogram of Hamming distances, separated by those that correspond to true matches (blue curve) and those corresponding to mis-matches (red curve). As is clear from the figure, using a Hamming distance of 0.3 allows for a significant number of true matches without introducing any false positive matches.
Comparing the ROCs of Figures 5 and 7 , it is clear that our real image system has not yet met the full potential of the technique. There are several causes for the differing results, most notably our use of estimated blur in the real image case. In addition, the model of eq. 1 assumes that motion is linear with constant velocity, that lighting is diffuse, and that the target has lambertian reflectance. Though most of these assumptions roughly hold in our experimental setup, there are deviations (as there would be a real-world application) that need to be addressed.
VII. CONCLUSIONS & FUTURE WORK
Though Figure 7 (bottom) does not show a clear separation between the matches and non-matches (ideally, the curves would have no overlap), it illustrates the potential of the flutter shutter approach for iris acquisition. The ultimate use in an operational system requires further development to improve automated blur estimation. The results of our experiments with synthetic images illustrates the potential upper bound of performance, presuming that blur estimation can be perfected. Note that, even when automated blur estimation fails, the flutter shutter image still contains iris texture necessary to perform iris matching and a high-fidelity sharp image can be estimated using manual blur estimation. Though erroneous blur estimates are the greatest limitation of our current automated method, we note that there are several cases where qualitatively similar de-blurred images give surprisingly inconsistent matching results. Figure 8 shows two de-blurred images of the same iris print that, despite having qualitatively similar image quality, produce different matching results. Though this could easily be blamed on the specific iris matching technique that we have used, it is important to note that the images have qualitative differences due to slightly different PSFs. Though such differernces exist with images acquired with traditional photographic techniques, they are more acute when using the flutter shutter or other methods that require post-capture image processing. In addition to raising policy questions regarding the use of postprocessed imagery, this suggests that biometric matching techniques should take such processing into consideration. We have begun to analyze such methods.
In order to handle more general motion types than the constant velocity, lateral motion addressed in this work, we have also begun to investigate invertibility conditions for 2D motion blur corresponding to human gait. 
