Let S be a finite subset of a field. For multivariate polynomials the generalized Schwartz-Zippel bound [2] , [4] estimates the number of zeros over S × · · · × S counted with multiplicity. It does this in terms of the total degree, the number of variables and |S|. In the present work we take into account what is the leading monomial. This allows us to consider more general point ensembles and most importantly it allows us to produce much more detailed information about the number of zeros of multiplicity r than can be deduced from the generalized Schwartz-Zippel bound. We present both upper and lower bounds.
Introduction
In this paper we consider multivariate polynomials over an arbitrary field F. Our studies focus on the zeros of given prescribed multiplicity, a concept to be defined more formally below. The definition of multiplicity that we will use relies on the Hasse derivative. This derivative coincides with the usual analytic derivative in the case of polynomials over the reals. Before recalling the definition of the Hasse derivative let us fix some notation. Assume we are given a vector of variables X = (X 1 , . . . , X m ) and a vector k = (k 1 , . . . , k m ) ∈ N m 0 then we will write X k = X k 1 1 · · · X km m . We will always assume that X and Z are vectors of m variables. Definition 1. Given F ( X) ∈ F[ X] and k ∈ N m 0 the k'th Hasse derivative of F , denoted by F ( k) ( X) is the coefficient of Z k in F ( X + Z). In other words
The concept of multiplicity for univariate polynomials is generalized to multivariate polynomials in the following way.
Definition 2. For F ( X) ∈ F[ X]\{ 0} and a ∈ F m we define the multiplicity of F at a denoted by mult(F, a) as follows. Let M be an integer such that for every k = (k 1 , . . . , k m ) ∈ N m 0 with k 1 + · · · + k m < M , F ( k) ( a) = 0 holds, but for some k = (k 1 , . . . , k m ) ∈ N m 0 with k 1 + · · · + k m = M , F ( k) ( a) = 0 holds, then mult(F, a) = M . If F = 0 then we define mult(F, a) = ∞.
It is of evident interest to investigate for multivariate polynomials F and a finite ensemble of points the following questions:
Q1 How many zeros can F have in total when counted with multiplicity? Q2 How many zeros of a given prescribed multiplicity can F have?
Clearly, assuming finite ensembles of points is not a restriction when F is a finite field F q . We note that the above questions have important implications in a number of applications, see [4] and [11] . What we would like to have for certain natural ensembles of points is bounds on the number of points in terms of the total degree of F or even better in terms of lm(F ). Here, lm(F ) denotes the leading monomial of F with respect to some fixed monomial ordering. The related problem of bounding the number of zeros (counted without multiplicity) has been dealt with using two completely different approaches. On the one hand a tight bound in terms of the leading monomial has be derived using the footprint bound from Gröbner basis theory (see [3] and [6] ). On the other hand a tight bound in term of the total degree, known as the Schwartz-Zippel bound, was derived using only very simple combinatorial arguments [12] , [13] . To answer partly question Q2 in terms of the total degree Pellikaan and Wu in [11] followed the footprint bound approach. Later a generalized SchwartzZippel bound that deals with question Q1 in terms of the total degree was suggested by Augot, El-Khamy, McEliece, Parvaresh, Stepanov, Vardy in [1] for the case of two variables, and by Augot, Stepanov in [2] for arbitrarily many variables. The bound was proven to be correct in a recent paper by Dvir, Kopparty, Saraf and Sudan [4] . The generalized Schwartz-Zippel bound goes as follows. As a corollary we get an immediate partial answer to question Q2 in terms of the total degree of F . Corollary 4. Let F ( X) ∈ F[ X] be a non-zero polynomial of total degree d and let S ⊆ F be finite. The number of zeros of F of multiplicity at least r from S m is at most d r |S| m−1 .
In the present paper we take the Schwartz-Zippel approach. We use the methods from [4] , but rather than taking into account only information about the total degree and allowing only point ensembles S n we
• use information about the leading monomial with respect to a lexicographic ordering.
• consider the more general point ensembles S 1 × · · · × S m , the sets S i all being finite.
In Section 2 we easily translate Theorem 3 into this setting and derive an immediate translation of Corollary 4. As will be shown in Section 6, Theorem 3 and its translation are tight for all products of univariate linear terms. A similar result by no means holds for Corollary 4 and its translation. Actually, a refinement of the methods from [4] yields for dramatic improvements to Corollary 4 and its translation. In its most general form in Section 3 we state an algorithm to upper bound the number of zeros of multiplicity at least r. Using this algorithm we then derive in Section 4 closed formulas in the case where the number of variables is two and the multiplicity is arbitrary. Section 5 further presents a simple closed formula for the case of arbitrary many variables where, however, the powers i 1 , . . . , i m in the leading monomial lm(F ) = X i 1 1 · · · X im m are all small. In Section 6 we consider the case when the polynomial is a product of univariate linear terms. Such polynomials are easy to analyze and by doing this we get in appendix A an algorithm to produce lower bounds on the maximal attainable number of zeros of multiplicity at least r. Section 7 describes various conditions under which our upper bound equals our lower bound. Having improved on the results in [4, Section 2] we conclude the paper by showing in Appendix B that Corollary 4 is stronger than the corresponding result given by Pellikaan and Wu in [11] . From this we can conclude that the results found in the present paper are the strongest known. The present paper comes with a webpage [8] where a large number of experimental results are presented.
Using information about the leading monomial
In the following we modify the method from [4, Section 2] . One could choose to prove the results of the present section using the original method, however, the modification will be needed in the section to follow. For simplicity we stick to the modified method in both sections. Throughout the paper S 1 , . . . , S m ⊆ F are finite sets and we write s 1 = |S 1 |, . . . , s m = |S m |. In the following the monomial ordering ≺ on the set of monomials in variables X 1 , . . . , X m will always be the lexicographic ordering with X m ≺ · · · ≺ X 1 .
We start our investigations by recalling two results from [4, Section 2] . The first corresponds to [4, Lemma 5] .
The next result that we recall corresponds to the last part of [4, Proposition 6] .
We get the following Corollary, which is closely related to [4, Corollary 7] .
We now write
be the leading monomial of F with respect to ≺. Then due to the definition of ≺,
We have
and due to the definition of ≺ and to the definition of r(a m ) we have 
We are now in the position that we can prove the main result of this section.
be a non-zero polynomial and let lm(F ) = X i 1 1 · · · X im m be its leading monomial with respect to a lexicographic ordering. Then for any finite sets S 1 , . . . , S m ⊆ F
Proof. We prove the theorem for the monomial ordering ≺. Dealing with general lexicographic orderings is simply a question of relabeling the variables. Clearly the theorem holds for m = 1. For m > 1 we consider (3). Assuming the theorem holds when the number of variables is smaller than m we get by applying (1) and (2) the following estimate
as required.
We have the following immediate generalization of Corollary 4.
be a non-zero polynomial and let lm(F ) = X i 1 1 · · · X im m be its leading monomial with respect to a lexicographic ordering. Assume S 1 , . . . , S m ⊆ F are finite sets. Then over S 1 × · · · × S m the number of zeros of multiplicity at least r is less than or equal to
Improvements to Corollary 9
In this section we shall see that a further analysis allows for dramatic improvements to Corollary 9. Let X
Here, r(a m ) are numbers that when summed over all possible a m ∈ S m give at most i m and the leading monomial of F (0,...,0,r(am)) (X 1 , . . . , X m−1 , a m ) with respect to ≺ is X i 1 · · · X 
where The next remark shows that we need only apply the algorithm to a restricted set of exponents (i 1 , . . . , i m ). 1 · · · X im m such that all points in S 1 × · · · × S m are zeros of multiplicity at least r. Hence, we need only apply the algorithm to cases that do not satisfy the above inequality. In Section 6, Example 31, we will explain this fact in more detail.
In a series of experiments we found that the above algorithm produces numbers that are often much lower than the minimum of the corresponding result from Corollary 9 and s 1 · · · s m . In the webpage [8] we list all results of our experiments. Here, we only mention a few. Example 13. In this example we bound the number of zeros of multiplicity 3 or more for polynomials in two variables. Both S 1 and S 2 are assumed to be of size 5. Table 1 shows information obtained from our algorithm for the exponents i 1 , i 2 not treated by Remark 12. Table 2 illustrates the improvement on the bound ⌊min{(i 1 + i 2 )5/3, 5 2 }⌋. Here, the first expression comes from Corollary 9 and the last expression is the number of points in S 1 × S 2 . Observe, that the tables are not symmetric meaning that 4 1 2 4 0 2 3 0 1 3 0 2 4 2 3 4 4 1 2 2 0 2 2 1 1 2 1 3 3 3 0 1 3 1 2 3 1 2 2 2 0 2 2 2 2 4 1 3 4 2 2 2 0 2 2 2 0 2 1 1 1 5 3 4 4 2 3 2 1 3 1 3 6 0 1 3 2 2 1 1 2 2 4 7 1 3 4 3 3 2 1 3 3 3 8 3 4 4 3 3 0 1 3 2 2 9 0 1 3 3 3 1 2 2 1 1 10 1 3 4 4 3 11 3 4 4 4 4 12 0 1 3 4 3 13 1 3 4 4 2 14 3 4 3 2 1 Example 14. In this example we bound the number of zeros of multiplicity 3 or more for polynomials in four variables. The sets S 1 , S 2 , S 3 and S 4 are all assumed to be of size 6. Table 3 shows information obtained from our algorithm for a small sample of values (i 1 , i 2 , i 3 = 3, i 4 = 5). Table 4 illustrates the improvement on the bound min{(i 1 + i 2 + i 3 + i 4 )6 3 /3, 6 4 }. Here, the first expression comes from Corollary 9 and the last expression is the number of points in Example 15. Let s 1 = · · · = s m = q. Our experiments listed in [8] show that the value D(i 1 , . . . , i m , r, q, . . . , q) often improves dramatically on the previous known bounds. We here list the maximal attained improvement for a selection of fixed values of m, q, r. We do this relatively to the number of points in
In other words we list in Table 5 the value
. . , i m , r, q, . . . , q)} /q m for various choices of m, q, r. The experiments also show a distinct average improvement. This is illustrated in Table 6 where for fixed q, r, m we list the mean value of
The average is taken over the set of exponents (i 1 , . . . , i m ) = 0 where ⌊i 1 /q⌋ + · · · + ⌊i m /q⌋ < r holds. 
zeros (of multiplicity 1 or more) over S 1 × · · ·× S m . (See [7] and [5] for the case of S 1 = · · · = S m = F q .) This result is known to be sharp meaning that polynomials exist with this many zeros. It is interesting to observe that (6) follows as an immediate corollary to Theorem 11 in the case where the monomial ordering ≺ is the pure lexicographic ordering with X m ≺ · · · ≺ X 1 . In contrast (6) only equals the result in Corollary 9 when lm(F ) is univariate; in general the two bounds can differ very much. In Section 5 we will see that for the case of the monomial ordering being ≺ (6) can be viewed as a special case of a more general result.
Example 18. Consider that the leading monomial is univariate, i.e. lm(F ) = X it t for some t ∈ {1, . . . , m}. Theorem 11 tells us that F can have at most
zeros of multiplicity r or more. In contrast Corollary 9 only gives us the bound
For m > 1 the bounds are the same only when r divides i t . Assume in larger generality that i t 1 , . . . , i tv , t u < t w for u < w are the non-zero elements in {i 1 , . . . , i m }. Then
. . , i tv , r, s t 1 , . . . , s tv ).
The case of two variables
In this section we derive closed formulas for the case of two variables and the multiplicity being arbitrary. By Remark 12 the following Proposition covers all non-trivial cases.
Proposition 19. For k = 1, . . . , r − 1, D(i 1 , i 2 , r, s 1 , s 2 ) is upper bounded by
if s 1 (r − 1) ≤ i 1 < s 1 r and 0 ≤ i 2 < s 2 . The above numbers are at most equal to min{(i 1 s 2 + s 1 i 2 )/r, s 1 s 2 }.
Proof. First we consider the values of i 1 , i 2 , r, s 1 , s 2 corresponding to one of the cases (C.1), (C.2), (C.3). Let k be the largest number (as in Proposition 19) such that i 1 < (r − k)s 1 . Indeed k ∈ {1, . . . , r − 1}. We have
where
We observe, that
holds for l ≤ k. Furthermore, we have the biimplication
Therefore, if the conditions in (C.1) are satisfied then (7) takes on its maximum when u k = i 2 k and the remaining u i 's equal 0. If the conditions in (C.2) are satisfied then (7) takes on its maximum at u k = (k + 1)s 2 − i 2 , u k+1 = (i 2 − ks 2 ) and the remaining u i 's equal 0. If the conditions in (C.3) are satisfied then (7) takes on its maximal value at u k+1 = i 2 k+1 and the remaining u i 's equal 0. Finally, if s 1 (r − 1) ≤ i 1 < s 1 r and 0 ≤ i 2 ≤ s 2 then D(i 1 , i 2 , r, s 1 , s 2 ) is the maximal value of
over B(i 2 , r, s 2 ). The maximum is attained for u 1 = i 2 and all other u i 's equal 0. The proof of the last result follows the proof of the last part of Theorem 11.
Remark 20. Experiments show (see [8] ) that the numbers produced by Proposition 19 are often much smaller than min{(i 1 s 2 + s 1 i 2 )/r, s 1 s 2 }. However, there are cases where they are the identical. This happens for example when i 1 = s 1 (r − 1) and r divides s 1 and s 2 . In the proof of (C.1), (C.2), (C.3) we allowed u 1 , . . . , u r to be rational numbers rather than integers. 
For r = 2, m = 3 and s 1 = s 2 = s 3 = q Condition A therefore reads
where I 1 = i 1 /q, I 2 = i 2 /q and I 3 = i 3 /q. For r = 2, m = 4 and s 1 = s 2 = s 3 = s 4 = q Condition A reads
where I 4 = i 4 /q. This is illustrated in Figure 1 .
In Example 17 we discussed a well known bound on the number of zeros of multiplicity at least r = 1. With Example 22 in mind the last part of the following Proposition can be viewed as a generalization of this bound. 
For general r we have
which is at most equal to min{(
Proof. We start by noting that (A.2) implies 
For t = 1 the result is clear. Let 1 < t < m and assume the result holds when t is substituted with t − 1. According to Definition 10 we have
follows from (8) . By the above assumptions this implies that
As t < m condition (A.2) applies and tells us that the maximal value is attained for u 1 = · · · = u l−1 = 0 and u l = it l . This concludes the induction proof of (10). To show (9) we apply similar arguments to the case t = m but use condition (A.3) rather than condition (A.2). The proof of the last result in the proposition follows the proof of the last part of Theorem 11.
Remark 26. Experiments show (see [8] ) that the bound in Theorem 11 is very often much better than min{(i 1 s 2 · · · s m + · · · + s 1 · · · s m−1 i m )/r, s 1 · · · s m }, however, they also reveal that in many cases one can get more information about the number of zeros by actually applying the algorithm from Section 3.
Example 27. This is a continuation of Example 23 where we translated Condition A into bounds on i 1 and i 2 in the case of two variables. Applying in turn Proposition 25 and (C.3) in Proposition 19 with k = r − 1 we see that the two bounds produce the very same values when m = 2.
Products of univariate linear terms
In this section we study the situation where F ( X) is a product of univariate linear terms. First we note that equivalently to Defintion 2 one can define the multiplicity of a polynomial as follows.
We have mult(F, a) = r if F ∈ J r \J r+1 . If F = 0 we have mult(F, a) = ∞.
The above definition makes it particularly simple to calculate the number of zeros of multiplicity at least r when F is a product of univariate linear terms. In the following write
Proposition 29. Consider
The multiplicity of (α
Proof. Without loss of generality assume j 1 = · · · = j m = 1. Clearly, the multiplicity is greater than or equal to r = r
1 . Using Gröbner basis theory we now show that it is not larger. We substitute X i = X i − α F (X 1 , . . . , X m ) modulo B is non-zero. It is well known that if a polynomial is reduced modulo a Gröbner basis then the remainder is zero if and only if it belongs to the ideal generated by the elements in the basis.
We now show that Theorem 8 is tight. It follows of course that so is Theorem 3 (a fact that has not been stated in the literature). Proof. Consider the polynomial by an appropriate monomial we get a polynomial having the prescribed leading monomial (with respect to any monomial ordering). Clearly, all points in the ensemble are zeros of multiplicity at least r. Based on Proposition 29 it is straightforward to describe an iterative algorithm that finds H(i 1 , . . . , i m , r, s 1 , . . . , s m ). For the convenience of the reader we include such an algorithm in Appendix A. holds. Experiments show (see [8] ) that the two functions are sometimes quite close. In the next section we present various conditions under which the two functions attain the same value. Clearly, when this happens we know what is the maximal number of zeros of multiplicity at least r that any polynomial with leading monomial X
Example 33. This is a continuation of Example 13 where we studied the upper bound D(i 1 , i 2 , 3, 5, 5) for relevant choices of i 1 , i 2 . Using the algorithm in Appendix A we calculated the corresponding values of the lower bound H(i 1 , i 2 , 3, 5, 5). We list in Table 7 the difference
. We see that for many choices of i 1 , i 2 the upper bound equals the lower bound.
Example 34. This is a continuation of Example 14 where we studied D(i 1 , i 2 , i 3 = 3, i 4 = 5, 3, 6, 6, 6, 6, ) for a collection of values i 1 , i 2 . In Table 8 we list the difference between these upper bounds and the lower bounds H(i 1 , i 2 , i 3 = 3, i 4 = 5, 3, 6, 6, 6, 6).
Example 35. Let s 1 = · · · = s m = q. Our experiments listed in [8] show that D(i 1 , . . . , i m , r, q, . . . , q) is often close to H(i 1 , . . . , i m , r, q, . . . , q). In Table 9 we list the mean value of 
of H is lower bounded by studying the zeros of
We leave the proofs of the following two results for the reader.
Proposition 37. Assume r ≤ s 1 . If 0 ≤ i 1 < r and 0 ≤ i 2 < rs 2 holds then 
and apply Proposition 25.
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A An algorithm to calculate H
We here give the details of the algorithm mentioned in Section 6. Definition 40. Consider vectors
Let s 1 , . . . , s m ∈ N. Define for k = 1, . . . , r
and for k ≤ r and m ≥ 2 
B Comparison of Theorem 3 to a bound by Pellikaan and Wu
As mentioned in the introduction for S 1 = · · · = S m = F q there is an alternative to Dvir et al.'s method from [4] , namely the method by Pellikaan and Wu in [10] and [11] . We conclude the paper by showing that this other approach is never better than Corollary 4. Thus the results in the present paper are the best known results.
In [10] Pellikaan and Wu presented two algorithms for decoding generalized Reed-Muller codes. The first algorithm is based on the fact that generalized Reed-Muller codes can be viewed as subfield subcodes of Reed-Solomon codes whereas the second algorithm is a straightforward generalization of the Guruswami-Sudan decoding algorithm in [9] . The analysis of the second algorithm in [10] relies on a generalization of the footprint bound from Gröbner basis theory. As the first algorithm outperforms the second, the details of the analysis of the second are not included in the journal paper [10] but can be found in [11] . To state the generalization of the footprint bound we will need the following two lemmas corresponding to [ Combining the two lemmas above we get the following result which is used in [11] without being stated explicitly.
Proposition 44. Let the notation be as in the above lemmas and assume d < qr. The number of points in F m q where F has at least multiplicity r is at most equal to Augot and Stepanov [2] gave another interpretation of Pellikaan and Wu's second decoding algorithm in [10] by using Theorem 3 instead of Proposition 44. Doing this they were able to correct much more errors which indicates that the generalized Schwartz-Zippel bound is stronger than Proposition 44. We here provide a direct proof of this fact. Proof. We consider Γ 1 and Γ 2 as functions in d on the interval [0, rq]. Our first observation is that Γ 1 is a continuously piecewise linear function, each piece corresponding to a particular value of w. The corresponding w slopes constitute a decreasing sequence. Combining this observation with the fact that Γ 2 is linear in d and with the fact that Γ 1 (q, r, m, 0) = Γ 2 (q, r, m, 0) and Γ 1 (q, r, m, rq) = Γ 2 (q, r, m, rq) proves the proposition.
