We establish several existence and uniqueness results for L p (p > 1) solutions of reflected BSDEs with two continuous barriers and generators satisfying a one-sided Osgood condition together with a general growth condition in y and a uniform continuity condition or a linear growth condition in z. To get the existence a necessary and sufficient condition relating the growth of generator with that of barriers is given. We also prove that the L p solutions can be approximated by the penalization method and by some sequences of the L p solutions of reflected BSDEs with two barriers.
Introduction
Backward stochastic differential equations (BSDEs) were first introduced in linear case by Bismut [4] in 1973, and extended to a fully nonlinear version at the first time by Pardoux and Peng [48] in 1990.
Later on, as a variation of the notion of nonlinear BSDEs, nonlinear reflected BSDEs (RBSDEs) with one and two continuous barriers were introduced by El Karoui et al. [10] and Cvitanić and Karatzas [8] respectively. At present it has been widely recognized that these equations have natural connections with many problems in different mathematical fields, such as partial differential equations, mathematical finance, stochastic control and game theory, optimal switching problem and other optimality problems and others (see, e.g. [2] , [3] , [10] , [11] , [12] , [21] , [25] , [27] , [29] , [30] , [35] , [43] , [47] , [49] , [50] , [51] , [52] , [53] and [54] etc.), and they provide a very useful and efficient tool for studying these problems.
In Pardoux and Peng [48] , El Karoui et al. [10] and Cvitanić and Karatzas [8] , the existence and uniqueness result of L 2 solutions of BSDEs and RBSDEs with L 2 data and continuous barriers are proved under the standard assumption that the generator g satisfies the linear growth condition and is Lipschitz continuous with respect to both variables y and z. Many attempts have been made to relax these assumptions, which are too strong for many interesting applications mentioned above. For example, many papers were devoted to solving RBSDEs with less regular barriers, see [3] , [21] , [22] , [23] , [38] , [42] and [52] ; many papers were interested in the existence and uniqueness result of solutions for BSDEs or RBSDEs with data that are in L p (p > 1) and L 1 , see [6] , [7] , [9] , [12] , [15] , [33] and [44] for non-reflected BSDEs, and [1] , [2] , [28] , [37] , [38] and [55] for reflected BSDEs; and more papers focused their attention on weakening the linear growth condition and Lipschitz-continuity condition of the generator g with respect to variables y and z, see [5] , [6] , [7] , [12] , [15] , [17] , [18] , [19] , [20] , [31] , [33] , [34] , [35] , [44] , [45] and [47] for non-reflected BSDEs, and [1] , [2] , [3] , [13] , [14] , [16] , [24] , [26] , [29] , [32] , [36] , [37] , [38] , [39] , [40] , [41] , [46] , [55] , [56] and [57] for reflected BSDEs.
Enlightened by these works, particularly by Klimsiak [38] and Fan [16] , in this paper we will establish several general existence and uniqueness results for L p (p > 1) solutions of reflected BSDEs with two continuous barriers under weaker assumptions, which improves considerably some corresponding works.
Our approach is based on a combination between existing methods, their refinement and perfection, but also on some new ideas.
The rest of this paper is organized as follows. Section 2 contains some notations, definitions, assumptions together with some preliminaries which will be used later. In Section 3, we first establish a key (H2')) in Section 2, and a generalized Mokobodzki condition which relates the growth of g and that of the barriers, see (H4) in Section 2. This generalized Mokobodzki condition (H4) is also proved to be necessary for existence of an L p solution in Theorem 4.1.
In Section 5, we first establish a general approximation result for L p (p > 1) solutions for reflected BSDEs with two continuous barriers under some elementary conditions, see Proposition 5.1, and based on it we prove an existence result of the minimal L p (p > 1) solutions for reflected BSDEs with two continuous barriers under (H4), see Theorem 5.5 , where the generator g has a general growth in y and a linear growth in z, but it is interesting that the g may be discontinuous in y as considered in Fan and Jiang [19] and Zheng and Zhou [57] .
Finally, we would like to mention that the results obtained in this paper can be regarded as a generalization of Klimsiak [38] in the sense that the conditions required for the generator are greatly relaxed, and also as a generalization of Fan [16] from reflected BSDEs with one continuous barrier to those with two continuous barriers.
Notations, definitions, assumptions and preliminaries
In the whole paper we fix a real number T > 0 and a positive integer d, and let (B t ) t∈[0,T ] be a standard d-dimensional Brownian motion defined on some complete filtered probability space (Ω, F , P),
is the completed σ-algebra filtration generated by (B t ) t∈[0,T ] and F = F T . We assume that if there is not a special illustration, all processes of this paper are defined on Ω × [0, T ], all notions whose definitions are related to some filtration are understood with respect to the filtration (
and all equalities and inequalities between random elements are understood to hold P − a.s. To avoid ambiguity we stress that writing X t = Y t , t ∈ [0, T ] we mean that
while writing X t = Y t for each t ∈ [0, T ] we mean that
It is clear that they are equivalent if (X t For n ≥ 1, the Euclidean norm of an element y ∈ R n will be denoted by |y|.
For p > 0, we define the following spaces:
• H the set of all progressively measurable processes X · satisfying P T 0 |X t |dt < +∞ = 1;
• H p the set of all processes X · ∈ H satisfying X H p := E T 0
• S the set of all progressively measurable and continuous processes;
• M the set of all progressively measurable processes Z · satisfying P T 0
• M the set of all continuous local martingales;
• V the set of all progressively measurable and continuous processes of finite variation;
• V + the set of all progressively measurable, continuous and increasing processes valued 0 at 0;
In the rest of this paper, we always assume that ξ is an
L · ∈ S and U · ∈ S with L t ≤ U t for each t ∈ [0, T ], and that a random function
is progressively measurable for each (y, z), which is usually called a generator. 
By a solution to RBSDE (ξ, g+dV, L) we understand a triple (Y t , Z t , K t ) t∈[0,T ] of progressively measurable processes such that
By a solution toRBSDE (ξ, g+dV, U ) we understand a triple (Y t , Z t , A t ) t∈[0,T ] of progressively measurable processes such that
sively measurable processes such that
It is easy to see that
is equivalent to anyone of the following three claims
is called the minimal (resp. maximal) one in some space if for any solution (Y
in this space, we have
Similarly, we can define that
In this paper, we will mainly use the following assumptions with respect to the generator, the terminal condition and the barriers, where p > 1.
(H1) g satisfies the one-sided Osgood condition in y, i.e., there exists a nondecreasing and concave function ρ(·) : R + → R + with ρ(0) = 0, ρ(u) > 0 for u > 0 and 0
(ii) g is uniformly continuous in z, i.e., there exists a nondecreasing and continuous function
(H2') (i) g is stronger continuous in (y, z), i.e., dP × dt − a.e., ∀ y ∈ R, g(ω, t, y, ·) is continuous, and g(ω, t, ·, z) is continuous uniformly with respect to z;
(ii) g has a stronger linear growth in z, i.e., there exist two constants µ, λ ≥ 0 and a nonnegative
(H3) (i) g has a general growth in y, i.e, ∀r > 0, ϕ · (r) := sup
(ii) There exists a
Remark 2.5. Without loss of generality, we will always assume that the functions ρ(·) and φ(·) defined respectively in (H1) and (H2) are of linear growth, i.e., there exists a constant A > 0 such that
In order to illustrate our results more clearly, the following several assumptions will also be used.
(H1s) g satisfies the monotonicity condition in y, i.e., there exists a constant µ ∈ R such that dP×dt−a.e.,
(ii) g satisfies the uniform Lipschitz condition in z, i.e., there exists a constant λ ≥ 0 such that
(H3s) g has a linear growth in y, i.e., there exists a constant µ ≥ 0 and a nonnegative process f · ∈ H p such that dP × dt − a.e., ∀ y ∈ R, |g(ω, t, y, 0)| ≤ f t (ω) + µ|y|.
Remark 2.6. It is clear that assumptions (H1s), (H2s) and (H3s) are respectively stronger than (H1), (H2) and (H3). And, (ii) of (H2) implies (ii) of (H2').
Moreover, the following several assumptions will be used in some technical results of this paper.
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(AA) There exist two nonnegative constantsμ andλ such that dP × dt − a.e.,
wheref t is a nonnegative process belonging to H p .
(HH) (i) g is continuous in (y, z), i.e, dP × dt − a.e., g(ω, t, ·, ·) is continuous;
(ii) g has a general growth in (y, z), i.e., there exists a constant λ ≥ 0, a nonnegative process
here and hereafter, S denotes the set of nonnegative functions ψ t (ω, r) :
satisfying the following two conditions:
e., the function r → ψ t (ω, r) is increasing and ψ t (ω, 0) = 0;
Remark 2.7. It is easy to verify that, see also Fan [16] for details,
Finally, let us recall some important results on reflected BSDEs with one continuous barrier and non-reflected BSDEs obtained in Fan [16] by virtue of (iv) in Remark 2.3, which will be used.
, V · ∈ V p and the generator g satisfies assumptions (H1), (H2) and (H3). Then,
(ii) Assume further that (H4L) holds.
This fact will be sufficiently utilized in Section 3.
Remark 2.11. Proposition 2.8, Proposition 2.9 and Remark 2.10 hold still true if we replace (H2) with (H2'), (2.6) with (2.8), and the word "unique" with the word "maximal (minimal)" in their statements.
Estimates, comparison and uniqueness of the L p solutions
In this section, we will first establish some uniform estimates on the sequence of L p (p > 1) solutions of penalized RBSDEs with one continuous barrier and non-reflected BSDEs, which will paly an important role in the proof of our main results. Then, we establish a general comparison theorem for
solutions of doubly RBSDEs. Finally, we show the uniqueness of the solution under (H1) and (H2) (ii).
Firstly, in view of (iv) in Remark 2.3, the following two lemmas can be regarded as direct corollaries of Lemma 3 and Propositions 1-2 in Fan [16] .
, and the generator g satisfies assumptions (H1) with ρ(·), (ii) of (H2') with f · , µ and λ, and (ii) of (H3). 
Then, there exists a constant C > 0 depending only on p, µ, λ, A, T such that for each
, and the following assumption (B2) hold:
Then, there exists a constant C > 0 depending only on p, µ, λ, A, T such that for each t ∈ [0, T ],
Let us now establish the following key estimate on L p (p > 1) solutions of the penalization equation
for reflected BSDEs with one continuous barrier and non-reflected BSDEs.
and (H3), and assumption (H4) holds for L · , U · , ξ and X · . We have
and there exists a random variable η ∈ L 1 (F T ) such that for each n ≥ 1 and
and there exists a random variableη ∈ L 1 (F T ) such that for each n ≥ 1 and
Then, for each n ≥ 1 and
And, there exists a random variable η ∈ L 1 (F T ) such that for each n ≥ 1 and t ∈ [0, T ],
, the generator g satisfy assumptions (H1) with ρ(·), (H2) with φ(·), and (H3) with ϕ · (r), and assumption (H4) hold for L · , U · , ξ and X · .
By representation property of Brownian filtration, we can let (C · , H · ) be the unique pair of processes in the space V p × M p such that
It follows from (ii) of (H2) that dP × dt − a.e.,
from which together with (H4) we know that g(·, X · , H · ) ∈ H p , and theň
where
Thus, the equation (3.9) can be rewritten in the form
On the other hand, by (i) of Proposition 2.8, let (X · ,Z · ) be the unique solution in S p × M p of the BSDĒ
and (X · , Z · ) be the unique solution in S p × M p of the following BSDE
It follows from (i) of Remark 2.7 that g satisfies assumption (AA). Then, Lemma 3.1 yields that g(·,X · ,Z · ) ∈ H p and g(·, X · , Z · ) ∈ H p , which together with (H2) leads to
In what follows, for each n ≥ 1, by (i) of Proposition 2.8, let (Ẏ 
Note that L · ≤ X · ≤ U · . We have, with t ∈ [0, T ] and n ≥ 1,
and
It then follows from (ii) of (H4) and (i) of Proposition 2.9 that for each n ≥ 1,
and 13) which means that for each n ≥ 1, (B1) in Lemma 3.2 holds for X · , the generator g andẎ n · , and (B2) in Lemma 3.2 holds for X · , the generator g andŸ n · . Thus, in view of the fact that g satisfies (H1), (H2') with f · = A, µ = 0 and λ = A, and (H3), by Lemma 3.2 together with (3.12) and (3.13) we obtain that there exists a constant C > 0 depending only on p, A, T such that for each t ∈ [0, T ],
In the sequel, we will prove (i)-(iii) respectively.
Firstly, in view ofX · ≥ L · by (3.13), it follows from (iii) and (i) of Proposition 2.9 that for each n ≥ 1,
Then, in view of (3.12), by (iii) of Proposition 2.9 with Remark 2.10 we deduce that for each n ≥ 1, 17) which means that for each t ∈ [0, T ],
Furthermore, it follows from (3.11) and (3.17) that for each n ≥ 1, (B2) in Lemma 3.2 holds for X · , the generator g and Y n · . Thus, in view of the fact that g satisfies (H1), (H2') with f · = A, µ = 0 and λ = A, and (H3), by (ii) of Lemma 3.2 we know that for each t ∈ [0, T ] and n ≥ 1,
It then follows from (3.16)-(3.19) and (3.14) that (3.4) holds true with
for some constantC > 0 depending only on p, A, T .
(
Firstly, in view of X · ≤ U · by (3.12), it follows from (i) and (ii) of Proposition 2.9 that for each n ≥ 1,
Then, in view of (3.13), by (ii) of Proposition 2.9 with Remark 2.10 we deduce that for each n ≥ 1, 21) which means that for each t ∈ [0, T ],
Furthermore, it follows from (3.10) and (3.21) that for each n ≥ 1, (B1) in Lemma 3.2 holds forX · , the generator g andȲ n · . Thus, in view of the fact that g satisfies (H1), (H2') with f · = A, µ = 0 and λ = A, and (H3), by (i) of Lemma 3.2 we know that for each t ∈ [0, T ] and n ≥ 1, 
It follows from (3.5) and (3.3) that, with t ∈ [0, T ] and n ≥ 1,
Then, (i) of Proposition 2.9 together with (3.17) and (3.21) yields that for each n ≥ 1, 24) which means that for each t ∈ [0, T ],
and 
Finally, in view of (3.24)-(3.27) and (3.14)-(3.15), we can deduce that (3.8) holds true with
for some constantC > 0 depending only on p, A, T . The proof of Proposition 3.3 is then complete. We now establish a general comparison theorem for L p (p > 1) solutions of doubly RBSDEs.
, and either    g 1 satisf ies (H1) and (H2)(ii);
Proof. It follows from Itô-Tanaka's formula that for each t ∈ [0, T ],
Thus, noticing that ξ 1 ≤ ξ 2 and dV 1 ≤ dV 2 , by virtue of the previous three inequalities we get that
Now, in view of the assumptions of g 1 and g 2 , the rest proof runs as the proof of Theorem 1 in Fan and
Jiang [18] . The only difference lies in that in order to deal with the L p solution we need to use
instead of the inequality
for any F T -measurable random variables X and Y . So the rest proof is omitted here.
By virtue of Proposition 3.5, the following corollary follows immediately.
1 or g 2 satisfies (H1) and (H2)(ii), and for each (y, z)
Remark 3.7. We note that in the proof of Proposition 3.5 the following two assumptions are not utilized:
In addition, it follows from Remark 2.3 that Proposition 3.5 and Corollary 3.6 improves Proposition 2.9 if the comparison of dK i and dA i is not considered.
S and the generator g satisfy assumptions (H1) and (H2)(ii). Then DRBSDE (ξ, g +dV, L, U ) admits at most one solution in
Proof. Firstly, it follows from Corollary 3.6 that Y t = Y ′ t for each t ∈ [0, T ]. Furthermore, by Itô's formula we know that dP × dt − a.e., Z · = Z ′ · , and then K t − A t = K 
Existence of the L p solutions: penalization method
In this section, we will prove the existence of L p solutions for DRBSDEs under the assumptions of show that under conditions of (H1), (H2) (ii) (resp. (H2')(ii)), (H3)(ii) and (H4)(i), (H4)(ii) is necessary to ensure the existence of L p solutions for DRBSDEs, which is one of our main results.
Theorem 4.1 (Necessary of (H4)(ii)). Assume that p > 1, V · ∈ V p , the generator g satisfies (H1), (H2)(ii) (resp. (H2')(ii)) and (H3)(ii), and that (H4)(i) holds for L · , U · and ξ.
That is to say, (H4)(ii) holds true.
Proof. We only prove the case of (H2')(ii). The case of (H2)(ii) can be proved in a same way. In fact, it is easy to verify that g satisfies (AA) withf · := |g(·, 0, 0)| + f · + A,μ := µ + A andλ := λ (see also Remark 2.7). It then follows from Lemma 3.1 that
Then, by (H2')(ii) together with Hölder's inequality we can deduce that
Thus, Theorem 4.1 is proved.
Let us now introduce the following lemma, which comes from Lemma 1 in Fan [16] . 
We have (i) There exists a constant C 1 > 0 depending only on p such that for each t ∈ [0, T ] and each stopping
(ii) IfȲ · ∈ S p for some p > 1, then there exists a constant C 2 > 0 depending only on p such that for each t ∈ [0, T ] and each stopping time τ valued in [0, T ],
In the sequel, we establish a general convergence result on the sequence of L p (p > 1) solutions of penalized RBSDEs with one continuous barrier under some elementary conditions.
Proposition 4.3 (Penalization).
Assume that p > 1, V · ∈ V p , (i) of (H4) holds for L · , U · and ξ, and the generator g satisfies (HH) with f · , ψ · (r) and λ. We have
, and there exists a random variable η ∈ L 1 (F T ) such that for each n ≥ 1 and t ∈ [0, T ],
and there exists a subsequence {K
, and there exists a random variable η ∈ L 1 (F T ) such that 
and there exists a subsequence {A 
Since dA n ≤ dA n+1 for each n ≥ 1, we know that there exists a progressively measurable and increasing process (A t ) t∈[0,T ] with A 0 = 0 such that A n t ↑ A t for each t ∈ [0, T ], and for each j ≥ n ≥ 1,
In the above inequality, first letting j → ∞, and then taking the superume with respect to t in [0, T ], finally letting n → ∞, we can obtain that Furthermore, by (4.3) we can also get that
The rest proof is divided into 6 steps.
Step 1. We show that Y · is a càdlàg process. For each integer l, q ≥ 1, introduce the following two stopping times:
Then we have, τ l → T as l → ∞, σ l,q → τ l as q → ∞ for each l ≥ 1,
Now, let us arbitrarily fix a pair of l, q ≥ 1. Since g satisfies (HH) with f · , ψ · (r) and λ, and (4.7) is satisfied, it follows from the definitions of τ l and σ l,q that dP × dt − a.e., for each n ≥ 1, 
In the sequel, we define
Then, in view of (4.6), (4.12), (4.13) and the fact that for each stopping timeτ valued
, we can deduce that for every stopping time τ with 0 ≤ τ ≤ σ l,q , the sequence
for any stopping times
· is a optional process with P− a.s. upper semi-continuous paths. Thus, Lemma A.3 in Bayraktar and Yao [3] yields that K l,q ·∧σ l,q is a nondecreasing process, and then it has P − a.s. right lower semi-continuous paths. Hence, K l,q ·∧σ l,q is càdlàg and so is Y ·∧σ l,q from the definition of K l,q · . Finally, it follows from (4.9) that Y · is also a càdlàg process.
Step 2. We show that Y t ≥ L t for each t ∈ [0, T ] and as n → ∞,
In fact, it follows from (4.8) and the definition of K n · that for each n ≥ 1,
Hence, by Fatou's lemma and Hölder's inequality,
which implies that
for each t ∈ [0, T ] and by Dini's theorem, (4.14) follows.
Step 3. We show the convergence of the sequence {Y n · }. Let τ l and σ l,q be the sequences of stopping times defined in Step 1. For each n, m ≥ 1, observe that
satisfies equation (4.1). It then follows from (ii) of Lemma 4.2 with p = 2, t = 0 and τ = σ l,q that there exists a constant C > 0 such that for each n, m, l, q ≥ 1, 
Combining (4.10), (4.16), (4.17) and (4.18) together with Hölder's inequality yields that
Thus, note that Y n t ↑ Y t for each t ∈ [0, T ]. In view of the definitions of τ l and σ l,q , (4.7), (4.8), (4.11) and (4.14), by (4.19) and Lebesgue's dominated convergence theorem we can deduce that for each l, q ≥ 1,
which implies that for each l, q ≥ 1, as n, m → ∞,
And, by (4.9) and the fact that Y n · increases in n we know that Step 4. We show the convergence of the sequence {Z 
Then, it follows from Hölder's inequality together with (4.18) that for each m, n ≥ 1,
Furthermore, noticing that Y n · ≤ U · and T 0 (U t − Y n t ) dA n t = 0 for each n ≥ 1 , from (4.21) and (4.6) we can deduce that Y t ≤ U t for each n ≥ 1, and
Finally, let us show that dK⊥dA. In fact, for each n ≥ 1, we can define the following progressively measurable set
Then, from the definition of K n · we know that for each n ≥ 1,
and, in view of
, by (4.24) and (4.6) we have
Hence, dK⊥dA. Proposition 4.3 is then proved.
Remark 4.4. From Remark 2.3, it is clear that Proposition 4.3 improves Proposition 3 in Fan [16] although some ideas of the proof of Proposition 4.3 are lent from there.
We are now at a position to state and prove an existence and unique result on the L p solutions of doubly RBSDEs.
and (H3), and assumption (H4) holds for L · , U · , ξ and
with g n (t, y, z) := g(t, y, z) − n(y − U t ) + , i.e., (3.5). Then, 28) and there exists a subsequence {K
Furthermore, using a similar argument to that in the proof of Theorem 4 of Fan [16] , we can obtain that
Then, (4.25) follows from (4.28) and (4.29). And, (4.26) can be proved in a same way.
In the sequel, we prove (iii). Firstly, by Proposition 3.3 we know that for each n ≥ 1 and t ∈ [0, T ],
Finally, we show the convergence of the sequence {Z n · }. Indeed, for each n ≥ 1, observe that
satisfies equation (4.1). It follows from (i) of Lemma 4.2 with t = 0 and τ = T that there exists a constant C ′ > 0 such that for each n ≥ 1,
It then follows from Hölder's inequality that 
Proof. For each n ≥ 1 and 
as n → ∞ by (iii) of Theorem 4.5, it follows that
which is the desired result.
At the end of this section, we put forward and prove a general existence result of the L p solutions for DRBSDEs under the assumptions of (H1), (H2'), (H3) and (H4). (ii) For each n ≥ 1, let (Ȳ n · ,Z n · ,K n · ) be the maximal solution (resp. the minimal solution) of RBSDE (ξ, g n + dV, L) in the space S p × M p × V +,p with g n (t, y, z) := g(t, y, z) − n(y − U t ) + , i.e., (3.5).
Then, DRBSDE (ξ, g + dV, L, U ) admits a maximal solution (resp. a solution) (Ȳ · Proof. We only prove (i), and (ii) can be proved in the same way.
In view of Remark 2.11 and Remark 3.4, using a similar argument to that in the proof of Theorem 4.5
we can prove that all the conclusions in ( 
Approximation of the L p solutions
In this section, we will establish a general approximation result for the L p (p > 1) solutions of DRBSDEs under some elementary conditions, and consider the DRBSDEs where the generator g may be discontinuous and have a general growth in y.
Proposition 5.1 (Approximation). Assume that for each n ≥ 1, the generator g n satisfies (ii) of (HH) with the same f · , ψ · (r) and λ. Let p > 1, V · ∈ V p and (i) of (H4) be satisfied for L · , U · and ξ. For n ≥ 1,
, dA n ≤ dA n+1 and dK n ≥ dK n+1 for each n ≥ 1, g n tends locally uniformly in (y, z) to the generator g as n → ∞ in the following sense:
For any sequence {(y n , z n )} ∞ n=1 in R × R d such that lim n→∞ (|y n − y| + |z n − z|) = 0, if y n ≤ y for each n ≥ 1, then lim n→∞ g n (t, y n , z n ) = g(t, y, z) dP × dt − a.e.,
and there exists a η ∈ L 1 (F T ) such that for each n ≥ 1 and t ∈ [0, T ],
Step 1. We show the convergence of the sequence {Y 
