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層，出力層が全結合で構成される Convolutional Neural Net-
work(CNN)を用いる．まず，入力されたノイジーな生体信号
は畳み込み層を経て，特徴量に変換される．本モデルの畳み























フィルタ 提案手法 フィルタ 提案手法 フィルタ 提案手法
ノイズ除去率 50.9% 52.1% 94.3% 94.2% 64.3% 65.7%
信号変化率 66.4% 44.1% 1.7% 1.7% 3.2% 9.8%























図 5 モーションアーチファクト除去の例．オレンジの線は EEG の 0∼0.5Hz 成分を示す．




る．Lg の最小化は，SimGANにおける Adversarial Loss with
Self-Regularizationの最小化とほぼ同様である．ディスクリミ























































j∈J |c(j)i − x(j)i |
(8)
ここで，x(j)i ，G(xi)(j)， c(j)i はそれぞれノイジー EEG，ノ
























(a) ノイズエリア (0∼0.5 Hz)．




























(a) ノイズエリア (25 Hz)．













図 7 25Hz 電源ノイズ除去の例．































行った（図 6, 7, 8）．本実験では，モーションアーチファクト



















Gated Convolutional Neural Network等，入力信号に合わせ
て処理を“切り替える”ことのできるネットワークを採用する
ことでより適切なノイズ除去処理を達成できる可能性がある．
5 関 連 研 究
5. 1 睡眠ステージ自動判定手法
これまでにも，マウス生体信号からの睡眠ステージ自動判定
に関する様々な手法が提案されている．特に FASTER [1] や













(a) ノイズエリア (0∼0.5 Hz)．















図 9 クリア EEG に対するモーションアーチファクト除去の例．
表 2 クリア信号・ノイジー信号のそれぞれに対する MASC のステージ判定精度 [2]
ノンレム睡眠 レム睡眠 覚醒
accuracy
sensitivity specificity sensitivity specificity sensitivity specificity
クリア信号 94.37 ± 1.44% 96.63 ± 1.30% 94.74 ± 2.86% 97.37 ± 0.94% 95.42 ± 2.25% 98.09 ± 0.93% 94.76 ± 1.02%
























また Michelsanti らは，pix2pix という SimGAN とは異なる
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