We extend the operations of shorting and parallel addition from the cone of bounded nonnegative selfadjoint operators in a Hilbert space to the set of all nonnegative selfadjoint linear relations. New properties of these operations and connections with the Cayley transforms are established. It is shown that for a pair of nonnegative selfadjoint linear relations there exist, in general, two arithmetic-harmonic means. Applications of the arithmetic, harmonic, and arithmetic-harmonic means to the theory of nonnegative selfadjoint extensions of nonnegative symmetric linear relations are given.
Introduction
We will use the following notations: dom A, ran A, and ker A are the domain, the range, and the kernel of a linear operator/linear relation A, ran A and clos L denote the closure of ran A and of the set L, respectively. By s − lim we denote the strong limit of operators and s − R − lim means the strong resolvent limit of operators/linear relations [17, 33] . The Banach space of all bounded operators acting between Hilbert spaces H 1 and H 2 is denoted by B(H 1 , H 2 ) and B(H) := B(H, H). The cone of all bounded self-adjoint nonnegative operators in a complex Hilbert space H is denoted by B + (H). If A 1 , A 2 are two bounded selfadjoint operators in H and the difference A 1 − A 2 belongs to B + (H), then we write A 1 ≥ A 2 . If L is a subspace (closed linear manifold) in H, then P L is the orthogonal projection in H onto L, and L ⊥ def = H ⊖ L. N is the set of natural numbers, N 0 := N ∪ {0}, C is the field of complex numbers, R + := [0, ∞).
Let H be a complex Hilbert space and let S ∈ B + (H). It was discovered by M.G. Kreȋn [34] that for an arbitrary subspace L of H the set has a maximal element S L . The operation S, L → S L was applied in [34] to the problem of a description contractive selfadjoint extensions of a non-densely defined Hermitian contraction.
The following representations of S L and associated quadratic form were established in [34] :
(1.2) S L = S :
where S * 11 = S 11 , S * 22 = S 22 . It is well known (see e.g. [47] 12 and is said to be the Schur complement of S w.r.t. L [53] . From (1.5) it follows that S L = 0 ⇐⇒ ran S 12 ⊂ ran S and S 22 = S * 12 S −1 11 S 12 . The function B + (H) ∋ S → S L has the following property [47] : in the strong convergence sense (1.6) B + (H) ⊃ {S n } ց S ∞ =⇒ (S n ) L ց (S ∞ ) L For the case of a nonnegative S acting on a finite-dimensional Hilbert space H, the operator S L in (1.5) was called by W.N. Anderson in [1] the shorted operator due to the its connection with electrical network theory. It was shown [1, Theorem 1] that if the shorted operator is defined by such a way, then it is the maximal element of the set Ξ(S, L) defined in (1.1). Basic properties of S L were studied in [1, 2, 3, 26, 34, 35, 39, 40, 42, 43, 47] .
The parallel sum B : G for B, G ∈ B + (H) for the case of finite-dimensional H was defined in [2] In [26] the following important property of the parallel sum is established:
(1.8) ran (B : G) { (Bf, f ) + (Gg, g) : ϕ = f + g } , see [3, 5, 26, 44] . It follows that B : G ≤ B and B : G ≤ G. As is known [44] , B : G can be calculated as follows
i.e., the parallel addition can be expressed [3] by means of the shorting:
The latter representation leads to the following statement, see [44, Theorem 2.5] :
Another connections between shorting and parallel addition were established in [3] and are given by the following equalities Various applications of shorting and parallel addition in complex analysis, operator theory, probability and statistics, numerical analysis are scattered in the literature. For matrices some of applications can be found in the books [38, 53] . Generalizations of the shorting and parallel additions to the cases of bounded operators, acting between two Hilbert spaces, on linear spaces, and on Kreȋn spaces, are given in [8, 19, 27, 37] . The operation of parallel addition has been extended to quadratic forms in [31, 32, 51, 52] .
In this article the shorting and parallel addition are defined and studied for nonnegative selfadjoint linear relations (l.r. for short) and, in particular, for unbounded nonnegative selfadjoint operators. We define the shorting A L similarly to Kreȋn's definition (1.1) for a bounded nonnegative selfadjoint operator. The parallel addition of two nonnegative selfadjoint l.r. we define as in (1.7), replacing the sum by the form sum. Recall that the form sum A+B of nonnegative selfadjoint l.r. A and B is the nonnegative selfadjoint l.r. associated with the closed quadratic form g[ϕ] = ||A [25, 29, 33] . We show, see Theorem 5.4, that the inclusion ran A There is a one-to-one correspondence between nonnegative selfadjoint l.r. L and selfadjoint contractions T given by the Cayley transform:
In Theorem 3.1 and Theorem 5.2 we establish the following equalities, connecting the Cayley transforms:
where A and B are nonnegative selfadjoint l.r. and L is a subspace. Using the above equalities and replacing the strong convergence by the strong resolvent convergence, in Proposition 3.2 and Corollary 5.3 we extend properties (1.6), (1.9), (1.10) to the set of all nonnegative selfadjoint l.r.. We prove in Theorem 5.4 analogues of the above inequalities:
The geometric mean A#B for A, B ∈ B + (H) can be defined as follows [6, 36, 45] :
For commuting A and B one has A#B = (AB) 1 2 . The following definition [4] of geometric mean as the arithmetic-harmonic mean is a straightforward generalization of this notion for positive numbers. Define
Then {A n }, {B n } are non-increasing and non-decreasing sequences, respectively, and they have the common strong limit g(A, B), which coincides with A#B and thus
In Section 6 we define similar sequences for nonnegative selfadjoint l.r. A and B and show that, in general, there is no a common strong resolvent limit, i.e., there are two arithmeticharmonic means ah(A, B). According to Kreȋn's results [34] and their generalizations in [7, 11, 18, 28, 29, 30] (see Section 7) , the Cayley transform of the set of all nonnegative selfadjoint extensions of a nonnegative symmetric l.r. forms an operator interval. In Theorem 7.1, in particular, we find parameters corresponding to the arithmetic and harmonic means of given two nonnegative selfadjoint extensions, in Proposition 7.2 we show that the pair of arithmetic-harmonic means ah( S 1 , S 2 ) for two extremal nonnegative selfadjoint extensions S 1 , S 2 of a nonnegative symmetric operator or linear relation consists of 1 2 ( S 1+ S 2 ) and h( S 1 , S 2 ). In Proposition 7.3 we show for differential operators in
In the case of a nonnegative symmetric l.r. having one-dimensional resolvent difference of its Friedrichs and Kreȋn extensions, we calculate in Theorem 7.4 parameters corresponding to the resolvents of the arithmetic-harmonic means of any two nonnegative selfadjoint extensions.
Nonnegative selfadjoint linear relations
Let H be a Hilbert space and let 
The domain, range, kernel and multi-valued part of a l.r. A are defined as follows:
The l.r.
The resolvent (A − λI) −1 of a selfadjoint l.r. A is defined for all regular points ρ(A o ) of the operator part A o and takes the form
where P A is the orthogonal projection onto dom A. We will identify ρ(A) with ρ(A o ).
If L is a subspace of H, then P L (A − λI) −1 ↾ L is called the compressed resolvent of A. The holomorphic family M A,L of l.r.
is a Nevanlinna function or a Nevanlinna family [21, 22] . Note that
If a bounded selfadjoint operator A in the Hilbert space H = L ⊥ ⊕ L is given by the block operator matrix
. In the sequel the notation A↾ L is used for the l.r. [50] that if A is a selfadjoint unbounded linear operator and L is a subspace with finite codimension, then the operator P L A↾ L is selfadjoint in the space L. In [41] has been proved that the compression P L A↾ L of a maximal dissipative operator A is maximal dissipative in L. Further in [16] similar assertions were obtained for selfadjoint and maximal dissipative l.r..
Let A = {{f, f ′ }} be a symmetric l.r. in the Hilbert space H. Then for any {f, f ′ } ∈ A one has the equality [46] (
If A is a nonnegative selfadjoint l.r. then the square root A 1 2 is defined as follows 
The form a is closable [33] if lim n→∞ ϕ n = 0, lim n,m→∞ a[ϕ n − ϕ m ] = 0,
The form a is closable if and only if it has a closed extension, and in this case the closure of the form is the smallest closed extension of a. The inequality a 1 ≥ a 2 for semi-bounded forms a 1 and a 2 is defined by
In particular, a 1 ⊂ a 2 implies a 1 ≥ a 2 . If the forms a 1 and a 2 are closable, the inequality a 1 ≥ a 2 is preserved by their closures. If A = {{f, f ′ }} is a nonnegative symmetric l.r., then the form
is closable [33, 46] . There is a one-to-one correspondence between all closed nonnegative forms a and all nonnegative selfadjoint l.r. A in H (the first representation theorem [33] ), see [33, 46] , via dom A ⊂ dom a and
In what follows the closed form associated with A is denoted by A[·, ·] and its domain by D[A]. By the second representation theorem
o . The formulas (2.5), (2.6) are analogs of Kato's representation theorems for, in general, nondensely defined closed semi-bounded forms in [33, Section VI]; see e.g. [46, 14, 30] .
If A is a nonnegative selfadjoint l.r. and if T = C(A) is its Cayley transform, then [12] (2.7)
, we conclude that ran A Given a sequence {A n } of nonnegative selfadjoint l.r., we say that {A n } converges in the strong resolvent sense [33] to a nonnegative selfadjoint l.r. A 
This means that the closed nonnegative forms A 1 [·, ·] and A 2 [·, ·] associated with A 1 and A 2 satisfy the inequality (2.6 ). Finally we note that the inequalities [29] . Besides,
Let A be a nonnegative selfadjoint l.r. in H. Then the resolvent (A + xI) −1 is a bounded nonnegative selfadjoint operator for an arbitrary positive number x.
.
Let A and B be two nonnegative selfadjoint l.r.. If dom A∩dom B = 0, then it is naturally defined the sum
which is nonnegative symmetric l.r. and it, in general, is not selfadjoint. On the other side, one can define a quadratic form
which is nonnegative and closed [33, 25, 29] . Hence, by the first representation theorem, [33, 46] there is a nonnegative selfadjoint l.r. associated with g. This l.r. is called the form sum of A and B [24, 25, 29, 33] and is denoted by A+B. Observe that
Shorted operators for non-negative selfadjoint linear relations
Theorem 3.1. Let A be a nonnegative selfadjoint l.r. in the Hilbert space H and let L be a subspace of H. Then the set
(2) the equality ran (A L )
Proof. The operator T := C(A) admits the following block operator matrix representation 
Recall (cf. [15, 20, 48] ), that the block operator-matrix (3.5) is a selfadjoint contraction if and only if the following properties of the entries are valid
From the structure (3.6) of entries of T we obtain that 
we obtain that max
Let (I − T ) L be the Kreȋn shorted operator. Then (3.5) and (1.5) yield
. Due to the properties of the shorted operator we have
The latter is equivalent to the conditions: mul A ∩ L = {0} and the linear manifold defined in (3.4) is closed.
The next proposition is an extension of the property (1.6) to the set of all nonnegative selfadjoint l.r.. Proposition 3.2. Let {A n } be a sequences of nonnegative selfadjoint l.r. and let L be a subspace in H. Then in the strong resolvent convergence sense [47] that in the strong convergence sense
Hence from (3.3)
The proof is complete.
Replacing A by A −1 in Theorem 3.1 we get that
Let A be a nonnegative selfadjoint l.r. in the Hilbert space H and let L be a subspace of H. Then
The equality (I − T ) + (I + T ) = 2I and the definition of the shorted operator produce the inequality
The operator T takes the block operator matrix form (3.5) . The entries C and F of T admit the representations (3.6), i.e.,
The function Φ belongs to the class RS(L) [13] , i.e., Φ is a Nevanlinna function and the Schur class function in the unit disk D. Then there exist strong limit values Φ(±1) and
Observe that
Therefore (3.3) and (3.9) yield
Note that according to the Schur-Frobenius formula for the resolvent of block-operator matrix the relation (3.11)
Further we will use the following notations
The resolvents of A and T are connected by the relations
From the equality C(A −1 ) = −T and the equality
Using (3.11) in the form
where Φ(·) is defined by (3.10), we get the equalities
Using (3.12), (3.13) and since
Hence
Similarly
Due to (1.4) the entry A 12 admits the representation
So, if A 22 has bounded inverse, then (A −1 ) L is bounded and vice versa. If this is a case, then (A −1 ) L = A −1 22 . On the other side the function M A,L defined in (2.3) takes the form
Remark 3.4. Suppose that codim L < ∞. Let A be a nonnegative selfadjoint l.r. in H. Then due to [50, 16] the l.r. P L A −1 ↾ L and P L A↾ L are selfadjoint and, therefore, they are associated with the closed forms c L and d L defined in (3.2) and in (3.7), respectively. Hence, due to Theorem 3.1 one gets
4. Parallel addition of nonnegative selfadjoint linear relations 
where+ is the form sum, is said to be the parallel sum of A and B. The l.r.
is said to be the harmonic mean of A and B.
Clearly, the parallel sum of two nonnegative selfadjoint l.r. is the nonnegative selfadjoint l.r. as well. From Definition 4.1 it follows that (4.1) is positive definite. In particular, if A or B is a bounded nonnegative selfadjoint operator, then the nonnegative selfadjoint l.r. A −1+ B −1 has a bounded inverse, hence in this case the l.r. A : B is a bounded nonnegative selfadjoint operator. The theorem below shows that such way defined parallel addition for nonnegative selfadjoint l.r. preserves basic properties of parallel addition for bounded nonnegative selfadjoint linear operators. (1) λA : λB = λ(A : B), λ > 0, Besides, the following relation
Proof. The first three properties follows directly from Definition 4. 
Since H ∞ ≤ H n ∀n, we get
Hence H ∞ ≤ A and H ∞ ≤ B.
Note that
is a bounded nonnegative seldfadjoint operator in H for each n ∈ N and
Besides ker H −1 n = mul A ∩ mul B ∀n ∈ N.
For each vector h ∈ H the sequence of numbers H
is non-decreasing. From (2.9) it follows that
Thus ran H holds.
Proof. Set A(t) := A : tP L , t > 0. Then A(t) ≤ A for all t > 0, A(t) is a non-decreasing sequences of nonnegative selfadjoint l.r., ran (A(t)) Since ker A(t) ⊇ L ⊥ , we get ker
Because ker A ⊇ L ⊥ and ker P L = L ⊥ , P L ↾ L = I L , we have that
↾ L for all n ∈ N and for all t > 0. Hence
Now the inequality A ≥ A for all A ∈ Ξ(A, L) implies A : tP L ≥ A : tP L for all t > 0 and letting t to +∞ from (4.3) we get
Due to Theorem 3.1, the shorted l.r. A L is the maximal element of Ξ(A, L). Therefore, A 0 = A L . The proof is complete. 
The inequality between the harmonic and arithmetic means of nonnegative selfadjoint linear relations
If a and b are positive numbers, then the harmonic mean and the arithmetic mean of a and b are connected by the inequality The goal of this section is to prove a similar inequality for the case of nonnegative selfadjoint l.r.. First, we find the Cayley transforms of the arithmetic and harmonic means. 
Proof. It is sufficient to consider the case ker M = ker( 
, where M is a nonnegative selfadjoint contraction acting in the subspace ran (L A + L B ) and such that
From (5.5) one gets
Now Lemma 5.1 and (5.4) yield that
Taking into account (2.7) we obtain that C( S) = L.
Since The next statement is an analogue of [44, Theorem 2.5].
Corollary 5.3. Let {A n } and {B n } be two sequences of nonnegative selfadjoint l.r.. Then in the strong resolvent convergence sense 
If a and b are positive numbers, then
Observe that the following inequalities are valid 2ab , ran (c 0 (A, B) )
Since
we obtain the inequality
Now the Douglas theorem [23] yields the inclusions
But, see [26, Theorem 2.2] , The proof is complete.
As a consequence of (5.9) we note, that if one of two nonnegative selfadjoint l.r. is a linear operator, then their parallel sum is a nonnegative selfadjoint linear operator as well, moreover, if one of two is a bounded operator, then the parallel sum is a bounded operator.
Arithmetic-harmonic means
We consider analogs of the arithmetic-harmonic means for the case of nonnegative selfadjoint l.r.. Then the sequence {A n } is a non-increasing, while the sequence {B n } is a non-decreasing and A n ≥ B n for all n ∈ N. Moreover, the nonnegative selfadjoint l.r.
posses the following properties:
∞ . If A −1 and B −1 are bounded (i.e. they are graphs of bounded nonnegative selfadjoint operators), then
Proof. By induction from the definitions of form sums, harmonic means and from Theorem 5.4 one can show that 
Fix n ∈ N. Then for any f ∈ D[A] ∩ D[B] by definition and from B n+1 ≥ B n we have
It follows that
Define the sesquilinear form t as follows : [17, Theorem 4.3] , we obtain that the closure of the form t[·, ·] coincides with A ∞ [·, ·]. Hence
, n ∈ N, the sequences {A −1 n }, {B −1 n } ⊂ B + (H) are the non-decreasing and non-increasing, respectively, and
Arguing as above we see that 
Due to the equalities
In the sequel we will denote by ah (A, B) the arithmetic-harmonic means of nonnegative selfadjoint l.r. A and B. By Theorem 6.1 we have
where A ∞ and B ∞ are defined in (6.1) and (6.2). Then from (4.1) Proof.
(1) If A is zero operator, defined on H, then for sequences {A n } and {B n }, defined in (6.1), we have
(2) If A = {0} ⊕ H, then A −1 is the zero operator defined on H. Hence we can use (4.1) and the arguments above. Proof. Set T := C(A), then C(A −1 ) = −T,
By induction
Using ( It follows that
Arithmetic, harmonic, arithmetic-harmonic means and nonnegative selfadjoint extensions of nonnegative symmetric linear relations
Basic results of the Kreȋn theory [34] can be extended to the case of a non-densely defined symmetric operator or a symmetric l.r. [7, 11, 18, 28, 29, 30] . Let S be a nonnegative symmetric l.r. in H. Then the set of all its nonnegative selfadjoint extensions consists of maximal and minimal elements. The maximal nonnegative selfadjoint extension is the Friedrichs extension S F [46] , which is associated with the closure of the sesquilinear form
The minimal nonnegative selfadjoint extension S K is called the Kreȋn or the Kreȋn-von Neumann extension and can be defined as follows [18] :
The closed form S F [·, ·] is a closed restriction of the closed form S[·, ·] associated with any nonnegative selfadjoint extension S of S [34, 11] . A nonnegative selfadjoint extension S of S is called extremal [11] if
It is proved in [11, Proposition 3] that if S is an extremal extension of S, then the closed form S[·, ·] is a closed restriction of the closed form S K [·, ·] associated with the Kreȋn extension of S.
Let Q = C(S) be the Cayley transform of S. Then Q is a non-densely defined Hermitian contraction with dom Q = ran (S + I). There is a one-to-one correspondence [34, 18] 
between the set of all nonnegative selfadjoint extensions and the set of all selfadjoint contractive extensions of Q. Let
The operators Q µ and Q M posses the following properties [34] :
if N := H ⊖ dom Q, then
N is the deficiency subspace of S corresponding to λ = −1. Set N 0 := ran (Q M − Q µ ). The set of all selfadjoint contractive extensions of Q forms the operator interval [Q µ , Q M ] [34] , which admits the parameterizations
A nonnegative selfadjoint extension S is extremal if and only if the parameter Z for Q = C( S) in the right hand side in (7.2) is a selfadjoint and unitary operator (a fundamental symmetry) in the subspace N 0 [12] . This is equivalent to the equality (I − Q 2 ) N = 0, see [12] . If dim N 0 = 1, then extremal extensions of S are only S F and S K . From (7.2) and (7.1) it follows the equalities
Note that from (7.1) and (3.3), (3.8) one gets the equalities for shorted operators
Moreover, the Kreȋn uniqueness criteria [34] is equivalent to the equality (S F ) N = 0. The next theorem shows connections of the arithmetic and harmonic means with the theory of nonnegative selfadjoint extensions of nonnegative symmetric l.r.. Theorem 7.1. Let S be a nonnegative symmetric l.r.. Then (1) for an arbitrary nonnegative selfadjoint extensions S 1 and S 2 of S their arithmetic mean 1 2 ( S 1+ S 2 ), harmonic mean h( S 1 , S 2 ), and nonnegative selfadjoint l.r. c 0 ( S 1 , S 2 ), given by (5.7), are nonnegative selfadjoint extensions of S;
(2) if Z 1 and Z 2 are parameters of C( S 1 ) and C( S 2 ) in formulae (7.2), respectively, then the corresponding parameters for C 1 2 ( S 1+ S 2 ) , C h( S 1 , S 2 ) and C(c 0 ( S 1 , S 2 )) are the operators Proof. If S is a nonnegative selfadjoint extension of S, then (see [11, 18, 29, 30] )
is the closed restriction of the form S[·, ·], and
. Let S 1 and S 2 be two nonnegative selfadjoint extensions of S. Then
is a nonnegative selfadjoint extension of S and 1 2 ( S −1 1+ S −1 2 ) is a nonnegative selfadjoint extension of S −1 . It follows that
is a nonnegative selfadjoint extension of S. Besides, we get equalities in (7.4) .
Let Q 1 := C( S 1 ) and Q 2 := C( S 2 ). The operators Q k , k = 1, 2 admit the representations by means of expression (7.2):
where Z k , k = 1, 2 are selfadjoint contractions in N 0 . Since the operator 1 2 ( Z 1 + Z 2 ) is a selfadjoint contraction and
) is a nonnegative selfadjoint extension of S. From (5.2) and (5.3) we get the equalities
Further, using (1.11), one obtains 
Now from (7.2), (7.3) and the uniqueness of the representation we get that
Let S be an extremal nonnegative selfadjoint extension of S and let Q = C( S) be its Cayley transform. Then Q admits the representation (7.2) with a fundamental symmetry Z in N 0 . The operator S −1 is a nonnegative selfadjoint extension of the operator S −1 and
Because Z is a selfadjoint and unitary (in N 0 ), the operator − Z is selfadjoint and unitary as well. Therefore, the operator S −1 is an extremal extension of S −1 . Let S 1 and S 2 be two extremal nonnegative selfadjoint extensions of S. Then the closed form S 1 [·, ·] and S 2 [·, ·] are closed restrictions of the closed form S K [·, ·]. Therefore the sesquilinear form 1 2 ( S 1+ S 2 )[·, ·] is a closed restriction of the closed form S K [·, ·]. It follows that 1 2 ( S 1+ S 2 ) is an extremal extension of S. Since S −1 1 and S −1 2 are extremal nonnegative selfadjoint extensions of S −1 ,
is an extremal extension of S −1 and this implies that
is an extremal extension of S.
For an arbitrary extremal extension S of S we have equalities
. It follows that equalities in (7.5) are valid.
The proof is complete. Then from (6.1) and (6.2) we get A ∞ = S F and B ∞ = S K . Recall [26, Theorem 4.3 ] that if L 1 , L 2 are two subspaces in the Hilbert space H, then
Let S k , k = 1, 2 be two extremal extensions of S. Then the corresponding operators Z k , k = 1, 2 in (7.2) for C( S k ) are fundamental symmetries in N 0 . Therefore, the operators 1 2 (I N 0 ± Z k ) are orthogonal projections in N 0 . Hence, the operators
are orthogonal projections in N 0 . It follows that the operators
are fundamental symmetries in N 0 . Define two sequences
Let us show that S
2 n ≥ 2. Define also two sequences of operators in N 0 :
By Theorem 7.1 the operators Z correspond for all n ∈ N to Q
2 ) in their representation in (7.2), respectively. Because S
Since the operators 1 2 
2 ) are orthogonal projections in N 0 , the equalities
2 ) and equality (7.6) imply that z cn = 1 − c n 1 + c n , z dn = 1 − d n 1 + d n , n ∈ N.
Then A n = L cn , B n = L dn ∀n ∈ N. Theorem 7.4. Let S be a nonnegative symmetric l.r. such that (7.8) holds. Suppose that S 1 and S 2 are two different non-extremal nonnegative selfadjoint extensions of S. Then the arithmetic-harmonic mean ah( S 1 , S 2 ) is singleton. Moreover, if the numbers z 1 , z 2 ∈ [−1, 1] correspond to S 1 and S 2 in the resolvent formula (7.9), then 
