Abstract. We sum multivariate generating functions composed of mixtures of Chebyshev polynomials of the first and second kind. That is we find closed form of expressions of the type j≥0 ρ j k m=1 T j+tm (xm) n+k m=k+1 U j+tm (xm), for different integers tm, m = 1, ..., n + k. We also sum Kibble-Slepian formula of n variables with Hermite polynomials replaced by Chebyshev polynomials of the first and the second kind. In all those cases that were considered, the obtained closed forms are rational functions with positive denominators. We perform all these calculations basically in order to simplify certain multivariate integrals or obtain multivariate distribution having compact support as well as for pure curiosity.
Introduction
The purpose of this note is to obtain close forms of some infinite sums involving Chebyshev polynomials of the first and the second kind. In particular we obtain close forms for the expressions:
1. of the following multivariate generating functions: where |t m | , k, n, j ∈ {0, 1, ...}, k + n ≥ 1, |ρ| < 1, |x m | ≤ 1, m = 1, ..., k + n and T j , U j denote j−th Chebyshev polynomials respectively of the first and second kind. 2. of the so called Kibble-Slepian formula for Chebyshev polynomials i.e. close forms of the expressions:
U sm (x m ), (1.3) where x = (x 1 , ..., x n ), K n denotes symmetric n × n matrix with zero diagonal and ρ ij as its ij − th entry, S denotes summation over all n(n − 1)/2 non-diagonal entries of the matrix S n a symmetric n × n matrix with zeros on the main diagonal and entries s ij being nonnegative integers, while s m denotes the sum of entries s ij along the m − th row of the matrix S n .
Notice that Chebyshev polynomials of the second kind play similar role in recently rapidly developing "free probability" as the Hermite polynomials play in classical probability. Hence the results presented below are of significance for the free probability theory.
We have the following immediate observation.
Remark 1.
Since ∀n ∈ N : T n (1) = 1 we have for all k ≥ 1 :
(1, x 2 ...x n+k |ρ) = χ (t2,...,t k+n ) k−1,n (x 2 ...x n+k |ρ).
We will show that in case 1. all functions χ k,n are rational with common denominator w n+k (x, ..., x k+n |ρ) which is a symmetric polynomial in x 1 , ..., x n+k of order 2 n+k−1 as well as in ρ of order 2 n+k . In case 2. also both functions f T (x|K n ) and f U (x|K n ) are rational with same denominator W n (x|K n ) = n−1 j=1 n k=i+1 w 2 (x i , x j |ρ ij ), where w 2 is defined by (1.9). Both statements will be proved in the sequel. The first one in Section 3 and the second in Section 4.
The possible applications of the results of the paper seem, for example, to help to (1) simplify calculations of multiple integrals of the form
where v m is some polynomial in variables x 1 , ..., x n and numbers m j ∈ {−1, 1}, p denotes set of parameters that depends which case 1. or 2. was considered. Then V n is equal to w n in case 1. or W n in case 2. (2) obtain some expansions of the form related to (1.3) and (1.2) by putting fixed values of some variables x j , (3) obtain families of multivariate distributions in R n with compact support of the form:
where polynomial p m can depend on many parameters can have any degree but must me positive on S = n j=1
[−1, 1] and such that f n integrates to 1 on
S.
Immediately we have the following properties of the functions :
Proof. The identity follows the fact that U n (1) = n + 1. Consequently we have:
In the sequel we will use convention that if all integer parameters t 1 , ..., t n+k are equal zero then we will drop them. Notice that the functions φ and ϕ are known for n = 1 and n = 2 and t 1 = 0, t 2 = 0. Namely we have:
where above and in the sequel we use the following bivariate, symmetric polynomial of order 1 and 2 :
Let us notice immediately that:
Proof. We have
Now recall that cos(α + β) + cos(α − β) = 2 cos(α) cos(β) and cos(α + β) cos(α − β) = cos 2 α + cos 2 β − 1.
Notice also that both χ 2,0 and χ 0,2 are positive on 1] . Recall that the formulae in (1.4) are well known. The first formula in (1.5) it is famous PoissonMehler formula for q−Hermite polynomials where we set q = 0. The second formula in (1.6) and in (1.7) have been recently obtained in [7] .
Recall also that we have:
(1.11) U n (cos α) = sin((n + 1)α)/ sin(α) and T n (cos α) = cos (nα) and that
Auxiliary results
To calculate these functions swiftly we need the following auxiliary results:
...
Proof. Proof is by induction. For n = 1 and k = 1 we have in case of (2.1) cos α = 1 2 (cos α + cos(−α)) while in case of (2.2) we get
Hence assume that they are true for n = m. In the case of the first one we have ...
On the way we used the fact that cos(α) cos(β) = (cos(α − β) + cos(α + β))/2.
In the case of the second one we first consider the case of k = 0. Assuming that m is even we get:
We used the fact that sin(α) cos(β) = (sin(α − β) + sin(α + β))/2. The case of m odd is treated in the similar way. Now to consider general case we expand both products of sines and cosines and notice that because of the properties of products of cosines with sines or cosines presented above, the number of sign changes does not depend on variables ξ 1 , ..., ξ k but only the number of negative and positive expressions doubles.
Let is M i,n denote a subset of the set S n containing i elements. Let Mi,n⊆Sn denote sumation over all M i,n contained in S n . We have:
.
Similarly:
Now notice that exp(−iβ)
To get (2.4) we put
We will need also the following special cases of formulae (2.3) and (2.4). We will formulate them as corollary.
Proof. We consider (2.4) and (2.3) and set n = 1 and α = α 1 .
One parameter sums. Multivariate generating functions of Chebyshev polynomials
Now we have the following theorem:
where w m (x 1 , ..., x m |q) is a symmetric polynomial of 2 m−1 order in x 1 ..., x m and of 2 m in ρ defined by the following recurrence with w 1 (x|q) given by (1.8) :
.., x n |q) is another polynomial given by the relationship:
Proof. Proof is based on the following observation. For α s ∈ R, t s ∈ Z, s = 1, ..., n + k, |ρ| < 1 we have.
If n is odd then,
, while when n is even or zero we get:
T j+ts (cos(α s )) = (3.5)
To justify it we use (1.11) first, then basing on Proposition 3 we deduce that for n odd we have to sum sinuses of the following arguments:
We identify "α" and "β" and apply formula (2.5). When n is even or zero we argue in a similar way but this time with cosines. Now let us analyse polynomial w n . Notice that denominator in both (3.4) and (3.5) is of the form
To get (3.6) we will argue by induction. Let us replace n+k by m to avoid confusion. To start with m = 1 for m = 2 we recall (1.10). Hence (3.6) is true for m = 1, 2. Let us hence assume that formula is true for n = k + 1. Hence taking α = α k+1 and β = k s=1 i s α s and noticing that i 2 k = 1we get:
by induction assumption. Now it is elementary to see that polynomials w n satisfy relationship (3.2) . Similarly the remarks concerning order of symmetry and order of polynomials w n follow directly (3.6). Now let us multiply both sides of (3.4) and (3.5) by w n+k (x 1 , ..., x n+k |ρ). We see that this product is equal to right hand sides of these equalities with an obvious replacement cos(α s )− > x s , s = 1, ..., n + k. Inspecting (3.4) and (3.5) we notice that these right hand sides are polynomials of order 2(2 n+k−1 − 1) + 1 = 2 n+k − 1 in ρ. Thus these polynomials can be regained by using well known formula
This leads directly to the differentiation of products of w n+k (x 1 , ..., x n+k |ρ) and right hand side of (1.1). Now we apply Leibnitz formula:
. and notice that
Having this we get directly (3.1).
Corollary 2.
For n ≥ 1 we have:
In particular
which after replacing cos(α 2 )− > x 2 and cos(α 3 )− > x 3 and with the help of Mathematica yields:
Remark 2. Notice that from Theorem 1 we deduce that for all integers t 1 , ..., t k+n the ratio χ
..x n+k |ρ) is a rational function of arguments x 1 , ..., x n , ρ.
Such observation for was first made by Carlitz for k + n = 2, and nonnegative integers t 1 and t 2 concerning the so called Rogers-Szegö polynomials and two variables x 1 and x 2 in [1] (formula 1.4). Later it was generalized by Szab lowski for the so called q−Hermite polynomials also for two variables in [3] . Now it turns out that for q = 0 the q−Hermite polynomials are equal to Chebyshev polynomials of the second kind hence one can state that so far the above mentioned observation was known for k = 0 and n = 2. Hence we deal with far reaching generalization both in the number of variables as well as for the Chebyshev polynomials of the first kind. (1 − ρ cos(
, which is nonnegative for all α i ∈ R, i = 1, ..., n and |ρ| < 1. Further
Let us now finish the case n = 2. That is let us calculate χ n,m
The case of χ n,m 0,2 (x, y|ρ) has been solved in eg. [4] (Lemma 3, with q = 0).
Proof. We apply formula (3.3). For i) we take n = 1 and notice that values of derivatives of w 1 respect to ρ at ρ = 0 are 1, −2x, 2. On the way we utilize also the formula P n+1 (x) − 2xP n (x) = −P n−1 (x), true for P n = U n as well as for P n = T n .
To get ii) we notice that subsequent derivatives of w 2 with respect to ρ at ρ = 0 are 1, −4xy, 8x 2 + 8y 2 − 4, −24xy. Having this and applying directly (3.3) we get certain defined formula expanded in powers of ρ. Now it takes Mathematica to get this form.
iii) and iv) We argue similarly getting expansions in powers of ρ. Then using Mathematica we try to get more friendly form.
As a corollary we get formulae presented in (1.5) and (1.6) when setting n = m = 0 and remembering that
where w 3 (x, y, z|ρ) is given by (3.7).
Proof. Again we apply formula (3.3). Besides we take n = 3, k = 0 for i), n = 0, k = 3 for ii), n = 1, k = 2 for iii) and n = 2, k = 1 for iv). Now we have to remember that successive derivatives of w 3 with respect to ρ taken at ρ = 0 are respectively 1, −8xyz,
Then we get certain formulae by applying directly formula (3.3). The expression are long and not very legible. We applied Mathematica to get forms presented in i), ii) iii) and iv).
Kibble-Slepian formula and related sums for Chebishev polynomials
Let f n (x 1 , ..., x n |K n ) denote density of the normal distribution with zero expactations and covariance matrix K n such that cov(X i , X j ) = 1 for i = j, i, j = 1, ..., n. Let ρ ij denote i, j − th entry of matrix K n . Consequently f 1 (x) = exp(−x 2 /2)/ √ 2π. Let us also denote by S n a symmetric n × n matrix with zeros on the diagonal and nonnegative integers as off diagonal entries. Let us denote i, j − th entry of the matrix S n by s ij . Recall that Kibble in 40-ties and Slepian in 70-ties presented the following formula:
where H i (x) denotes i − th (so called probabilistic) Hermite polynomial i.e. forming orthonormal base of the space of functions square integrable with respect to weight
s mj , and S denotes summation over all n(n − 1)/2 non-diagonal entries of the matrix S n . To see more details on Kibble-Slepian formula see e.g. recent paper [2] . A partially successful attempt was made by Szab lowski in [5] where for n = 3 the author replaced polynomials H n by the so called q−Hermite polynomials H n (x|q) and
Taking into account that H n (x|0) = U n (x/2) and [n] 0 ! = 1 we see that (4.1) has been generalized and summed already for other polynomials. The intension of summing in [5] was to find a generalization of Normal distribution that has compact support. The attempt was partially successful since also one has obtained relatively closed form for the sum however the obtained sum was not positive for suitable values of parameters ρ ij and all values of parameters |q| < 1.
In the present paper we are going to present closed form of the sum (4.1) where polynomials H n are replaced by Chebyshev polynomials of both the first and second kind and s ij ! are replaced by 1.
In other words we are going to find close forms for the sums:
where x = (x 1 , ..., x n ), K n as before denotes symmetric n × n matrix with zero diagonal and ρ ij as its ij − th entry. Additionally we will assume that all ρ ′ s are from the segment (−1, 1) and additionally that matrix K n + I n is positive definite.
We have the following result:
, while if n is odd then
Proof. Let us consider (4.2) first. Keeping in mind assertions of Proposition 3 we see that f T (cos(α 1 ), ..., cos(α n )|K n ) is the sum of 2 n summands depending on different arrangement of values of variables i k ∈ {−1, 1}, k = 1, ..., n. Each summand is equal to cosine taken at n j=1 i j s j α j . Recalling the definition of numbers s j we see that in such sum s mj , 1 ≤ m < j ≤ n appears twice once as s mj α m i m and s mj α j i j . Or in other words we have n j=1 i j s j α j = n−1 m=1 n j=m+1 s mj (α m i m + α j i j ). Having this in mind we can now apply summation formula (2.3) with β = 0 and have summed each cosine with particular system of values of the set {i j , j = 1, ..., n}. Now it remains to sum over all such systems of values.
As far as other assertions are concerned we use definition of Chebyshev polynomial of the second kind, formulae presented in Proposition 3. We have in this case n j=1 i j (s j + 1)α j = n j=1 i j α j + n−1 m=1 n j=m+1 s mj (α m i m + α j i j ). As the result we deal with signed sum of either sinuses or cosines depending on the fact if n(n − 1)/2 (the number of different s mj , 1 ≤ m < j ≤ n ) is odd or even. Now again we refer to either (2.4) or (2.3) depending on parity of n(n − 1)/2 this time with β = n j=1 i j α j . Corollary 5. Both functions f T (x|K n ) and f U (x|K n ) are rational functions of all its arguments. Moreover they have the same denominators given by the following formula:
W n (x|K n ) = n−1 j=1 n k=i+1 w 2 (x i , x j |ρ ij ), where w 2 is given by the formula (1.9).
Proof. First of all notice that following formulae given in Theorem 2 the functions f T (x|K n ) and f U (x|K n ) are rational functions of x 1 = cos(α 1 ), ..., x n = cos(α n ). Moreover it easy to notice that all formulae have the same denominators. To find these denominators notice that factors in each denominator referring to (i j , i m ) and (−i j , i m ) are the same since cosine is an even function and that cosines appear solely in denominators. Further we can group factors (1 − 2ρ jm cos(β j,m (i j , i m )) + ρ 
