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主論文要旨 
  This thesis presents advanced computational Intelligence algorithms based on 
neural and evolutionary mechanisms. Computational intelligence (CI), a branch of 
artificial intelligence, makes a clear distinction from the traditional artificial intelligence 
based on the mathematical logic. Computational intelligence uses heuristic algorithms 
such as fuzzy systems, neural networks, and evolutionary computation. Computational 
intelligence also uses techniques such as swarm intelligence, fractal, chaos theory, 
artificial immune system, and wavelet. Making full use of these elements such as 
adaptation, computational intelligence aims to create intellectual programs. Researchers 
have learned a lot of things from natural systems, using the knowledge which has been 
obtained to develop new algorithmic models to solve complex problems. Methods 
developed for low-level cognitive functions include supervised and unsupervised 
learning by adaptive systems, and they encompass not only neural, fuzzy, and 
evolutionary approaches but also probabilistic and statistical approaches, such as 
Bayesian networks or kernel methods. These methods are used to solve the same type of 
problems in various fields such as pattern recognition, signal processing, classification 
and regression, and data mining.  
In order to more effectively deal with intricate data in the real world, researchers 
have studied how to combine these intelligence methods to find the best way for 
real-world problems. Our study has been concentrated mainly on artificial neural 
networks, artificial immune systems, and evolutionary computation.  
Accumulative results of studies have suggested that synaptic nonlinearities of 
dendrites in a single neuron can possess a powerful computational capacity. We have 
established an approximate neuronal model that is able to capture the nonlinearities 
among excitatory and inhibitory inputs and thus is able to successfully make predictions 
about the morphology of neurons when the model has been used for specific learning 
tasks. Back-propagation (BP) method based on gradient has been used to train the 
dendritic neuron model. Because of its inherent local optima trapping problem, the BP 
method usually cannot find satisfactory solutions. Therefore we also propose an 
artificial immune algorithm to train the dendritic neuron model. The artificial immune 
algorithm has an advantage that the training process does not provide gradient 
information, which enables the dendritic model to utilize non-conventional 
transfer/activation functions in soma. The learning can be accomplished on the basis of 
the population of antibodies, where a potential parallel computing is used. It also greatly 
improves the probability of jumping out of the local optima during training.  
The single neuron model with synaptic nonlinearities in a dendritic tree was also 
applied to liver disease diagnosis. Artificial neural network has provided physicians 
with a powerful tool to analyze, compute, and figure out complex data across many 
medical applications. The single neuron model (NMSN) simulates the essence of 
nonlinear interactions among synaptic inputs in the dendrites. Experimental results 
suggested that NMSN was superior to the traditional BPNN with the similar 
computational architecture or with the best performance. NMSN has a distinct ability of 
pattern extraction through a pruning function, which is a metaphor of the neuronal 
morphology. 
We also focused on gravitational search algorithm (GSA) in dealing with complex 
optimization problems. Because it still has some drawbacks, such as slow convergence 
and the tendency to become trapped in local minima, we combined Chaos with GSA to 
enhance its searching performance. In our work, other four different chaotic maps are 
utilized to further improve the searching capacity of the hybrid chaotic gravitational 
search algorithm (CGSA), and six benchmark instances, which are widely used for 
optimization, are chosen from the literature as the test suit. All five chaotic maps can 
improve the performance of the original GSA in terms of the solution quality and 
convergence speed. The four newly incorporated chaotic maps exhibit a better influence 
on improving the performance of GSA than the logistic map, suggesting that the hybrid 
searching dynamics of CGSA is significantly affected by the distribution characteristics 
of chaotic maps. We still worked on the evolutionary algorithms, differential evolution 
in particular, which is well known as a stochastic search method for real-parameter 
optimization over continuous space. Differential evolution is still limited in finding 
uniformly distributed solutions near optimal Pareto fronts. To alleviate such limitations, 
we introduced an adaptive mutation operator to avoid the prematurity of convergence by 
tuning the mutation scale factor F and adopted ε-dominance strategy to update the 
archive that stores the non-dominated solutions. The effectiveness of our proposed 
approach was demonstrated with respect to the quality of solutions in terms of the 
convergence and diversity of the Pareto fronts. 
Computational intelligence is now playing a greatly important part in our daily life. 
The methods that we developed can help people get important information effectively 
from complex data and thus find optimal solutions. We plan to investigate the 
user-defined parameter sensitivities of the proposed artificial immune algorithm and 
apply the proposed model to more problems. We also try to adaptively use multiple 
chaotic maps simultaneously in the chaotic search to construct a more powerful CGSA 
and analyze the search dynamics of the algorithm. The study of computational 
intelligence, particularly of the mechanisms and constructions of single neuron and the 
swarm intelligence, will be continued in the future. 
【論文審査の結果の要旨】 
 当学位論文審査委員会は，標記の博士学位申請論文を詳細に査読し，また論文発表会を


















いて典型的な線形分離不可能問題である XOR 問題を解くことができることを証明した。 
第 4 章では，人工免疫的なアルゴリズムを提案し，単一ニューロンモデルによる樹状
突起の形態予測に適用し，人工免疫的なアルゴリズムの有効性を証明した。  
第 5 章では，提案した単一ニューロンモデルを肝臓疾患診断に適用し，その有効性を
示している。 
第 6 章では，カオス的な重力検索アルゴリズムを提案し，従来のカオス的な検索アル
ゴリズムより，解の質と収束速度において優れていることを示している。 
第 7 章では，新しい適応的突然変異に基づくε-優位差分進化アルゴリズムを提案し，
多目標問題に適用することにより，提案法の解の質と収束性および多様性のすべての面に
おいて非常に優れていることを示している。 
第 8章では，結論として本研究の成果を総括している。 
本学位申請論文で提案したモデルとその学習アルゴリズムは非常に有効で，工学的応用
のみならず，学術的にも価値が高い。 
 よって，当博士論文審査委員会は本博士学位申請論文が博士の学位を授与することに十
分に値するものと認め，合格と判断した。 
