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Mismatched Models to Lower Bound the Capacity
of Optical Fiber Channels
Francisco Javier Garcı´a-Go´mez and Gerhard Kramer Fellow, IEEE
Abstract—A correlated phase-and-additive-noise (CPAN) mis-
matched model is developed for wavelength division multi-
plexing over optical fiber channels governed by the nonlinear
Schro¨dinger equation. Both the phase and additive noise pro-
cesses of the CPAN model are Gauss-Markov whereas previous
work uses Wiener phase noise and white additive noise. Second
order statistics are derived and lower bounds on the capacity
are computed by simulations. The CPAN model characterizes
nonlinearities better than existing models in the sense that it
achieves better information rates. For example, the model gains
0.35 dB in power at the peak data rate when using a single carrier
per wavelength. For multiple carriers per wavelength, the model
combined with frequency-dependent power allocation gains 0.14
bits/s/Hz in rate and 0.8 dB in power at the peak data rate.
Index Terms—Achievable rate, regular perturbation, logarith-
mic perturbation, phase noise, particle filtering
I. INTRODUCTION
Computing the capacity of nonlinear optical channels is an
open problem. The spectral efficiency of the additive white
Gaussian noise (AWGN) channel, log2(1+ SNR) where SNR
is the signal-to-noise ratio, is known to be an upper bound
on the spectral efficiency of optical channels modeled by the
nonlinear Schro¨dinger equation (NLSE) [1], [2]. All existing
lower bounds reach an information rate peak at some launch
power and then decrease as the launch power increases. Over
the years, many simplified models of the NLSE have been
developed to obtain better lower bounds, see the review in [3,
Sec. I.A]. Our focus is on the regular perturbation (RP)
approach that was developed for dispersion-compensated on-
off keying systems with Gaussian pulses in [4]–[6] and that
was formalized for arbitrary waveforms in [7].
Numerical lower bounds on the capacity were developed
in [8] by using wavelength division multiplexing (WDM),
geometric and probabilistic shaping, and by treating nonlinear
distortions as additive Gaussian noise (AGN) whose statistics
depend on the transmit symbol amplitude (non-Gaussian noise
was also tested [8, Sec. X.C]). This model was refined in [9],
[10]. In [11]–[13], regular perturbation (RP) led to models with
correlated phase noise, improving the lower bounds in [8].
In [14], [15], logarithmic perturbation (LP) resulted in a time-
variant phase noise model, see also [16]. This model motivates
using multi-carrier modulation and particle filtering [17], [18]
which achieves the best lower bounds that we are aware of.
We propose an extension of the RP and LP models to in-
clude memory in both the phase and additive noise processes.
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We also replace the Wiener phase noise with a Gauss-Markov
process. This change does not increase the information rates,
but it better fits the statistics of the NLSE. On the other hand,
including memory in the additive noise improves the best
capacity lower bounds known to us [17]. For example, the
model gains 0.35 dB in power efficiency at the information
rate peak with a single carrier per wavelength. We further
show that a frequency-dependent power allocation for multi-
carrier systems gains 0.14 bits/s/Hz over the best existing rate
bounds and 0.8 dB in power at the peak data rate.
We remark that a combined regular and logarithmic pertur-
bation (CRLP) analysis of the NLSE was proposed in [19]
where the focus is on single-channel transmission and self-
phase modulation. Most capacity studies focus on WDM
where cross-phase modulation (XPM) is the limiting factor.
A. Notation
Random variables are written with uppercase letters such
as X and their realizations with the corresponding lowercase
letters x. The expectation of X is denoted by 〈X〉. The
expectation of X conditioned on Y = y is written as
〈X |Y = y〉. The inner product of the signals a(t) and b(t)
with time parameter t is written as 〈a(t), b(t)〉. The mutual
information of two random variables X and Y with joint
density p(x, y) = p(x)p(y|x) is given by
I(X ;Y ) =
〈
log2
p(Y |X)
p(Y )
〉
= h(Y )− h(Y |X) (1)
where the entropies are
h(Y ) = 〈− log2 p(Y )〉 (2)
h(Y |X) = 〈− log2 p(Y |X)〉 . (3)
We write the density of X as pX(·) if the argument is not the
lower-case version of the random variable.
Vectors are denoted as x = (x1, . . . , xL) and signals as
x(t). The Euclidean norms of x and x(t) are written as ‖x‖
and ‖x(t)‖, respectively. The Fourier transform of u(t) is
F(u(t))(Ω), where Ω denotes angular frequency. The inverse
Fourier transform of U(Ω) is F−1(U(Ω))(t). The dispersion
operator Dz is described by
Dzu(t) = F
−1
(
ej
β2
2 Ω
2zF(u(t))
)
. (4)
We write sinc(t) = sin(πt)
πt
. We write δ[ℓ] for the function that
maps integers to zero except for δ[0] = 1.
We consider the following parameters. The variables z and
t represent distance and time, respectively. The symbol period
is T . The launch position is z = 0 and the receiver position is
2z = L. The fiber span length is Ls. The attenuation coefficient
is α, the dispersion coefficient is β2, and the nonlinearity
coefficient is γ.
II. NONLINEAR SCHRO¨DINGER EQUATION AND RP
The NLSE [20] describes propagation along an optical fiber:
∂
∂z
u = −j
β2
2
∂2
∂t2
u+ jγf(z)|u|2u+
n(z, t)√
f(z)
(5)
where u(z, t) is the propagating signal and f(z) models loss
and amplification along the fiber [11]. We have f(z) = 1 for
ideal distributed amplification (IDA) and f(z) = exp(−αz +
αLs ⌊z/Ls⌋) for lumped amplification. For a receiver with
bandwidth B, the accumulated noise at z = L is usually
dominated by amplified spontaneous emission (ASE) noise
with autocorrelation function NASEB sinc(B(t− t
′)).
A. Continuous-Time RP model
RP [11, Sec. III] expands u(z, t) in powers of γ
u(z, t) = u0(z, t) + γ∆u(z, t) +O(γ
2). (6)
Assuming γ is small, the right-hand side of (6) is placed in (5),
and the equations are solved for the zeroth and first powers of
γ. The result is
u(z, t) = u0(z, t) + uNL(z, t) +O(γ
2) (7)
where the linear terms are
u0(z, t) = Dz [u(0, t) + uASE(z, t)] (8)
uASE(z, t) =
∫ z
0
D−z′
(
n(z′, t)√
f(z′)
)
dz′ (9)
and the nonlinear perturbation term is
uNL(z, t) = jγDz
[∫ z
0
f(z′)D−z′
[
|u0(z
′, t)|2u0(z
′, t)
]
dz′
]
.
(10)
The nonlinear term is responsible for signal-signal mixing
and signal-noise mixing because u0(z, t) includes noise. We
focus on WDM systems where the limiting factor is XPM,
so we ignore signal-noise mixing and replace u0(z
′, t) by
Dz′u(0, t) in (10).
B. Discrete-Time RP Model
Consider WDM and pulse amplitude modulation (PAM)
with C channels with indexes c between cmin ≤ 0 and
cmax ≥ 0:
c ∈ C = {cmin, . . . ,−1, 0, 1, . . . , cmax} (11)
with C = cmax − cmin + 1. Let the channel of interest have
index c = 0. The launch signal including all channels is
u(0, t) =
∑
m
xms(t−mT ) +
∑
c 6=0
ejΩct
∑
k
bc,ks(t− kT )
(12)
where Ωc is the center frequency of channel c ∈ C, and Ω0 =
0. The pulse shaping filter s(t) is taken to be a normalized
root-Nyquist pulse with ‖s(t)‖ = 1 and 〈s(t), s(t+nT )〉 = 0
for n 6= 0.
For the modulation, we model the sequences {Xm} and
{Bc,m}, c ∈ C \ {0}, as being independent, and as each
having independent and identically distributed (i.i.d.) and
proper complex symbols with energies 〈|Xm|
2〉 = E and
〈|Bc,m|
2〉 = Ec for all m and c. Note that the optical power
of channel c is Pc = Ec/T . The properness ensures that
the pseudo-covariances are zero. Since we will need fourth
moments, we define 〈|Bc,m|
4〉 = Qc for all m and c.
After digital back-propagation of the center channel, and
matched filtering and sampling, the discrete-time mismatched
model based on RP is (see [11, Sec. VI-VIII])
ym = xm + wm +
∑
c 6=0
∆xc,m (13)
where the noise realization is
wm = 〈uASE(t), s(t−mT )〉 (14)
and the noise process {Wm} is i.i.d., circularly-symmetric,
complex Gaussian with variance σ2W = NASE, and {Wm} is
independent of {Xm} and {Bc,m} for all c. The non-linear
interference (NLI) terms are (see [11, Eq. (60)])
∆xc,m = j
∑
n,k,k′
C
(c)
n,k,k′ · xn+m · bc,k+m b
∗
c,k′+m (15)
where the NLI coefficients are
C
(c)
n,k,k′ = 2γ
∫ L
0
f(z)
[∫ ∞
−∞
s(z, t)∗ s(z, t− nT )
s(z, t− kT + β2Ωcz) s(z, t− k
′T + β2Ωcz)
∗ dt
]
dz (16)
and s(z, t) = Dzs(t). Note that s(z, t) is in general complex-
valued even if the pulse s(t) is not. Observe also that
C
(c)
n,k,k′ =
(
C
(c)
−n,k′−n,k−n
)∗
. (17)
In particular, we have C
(c)
0,k,k′ = (C
(c)
0,k′,k)
∗ and C
(c)
0,k,k is real.
Several NLI coefficient magnitudes |C
(1)
n,k,k′ | are plotted in
the top of Fig. 1 with Ω1 = 2π50 GHz. Observe that C
(1)
0,k,k has
the largest magnitude. The top of Fig. 1 also shows |C
(1)
n,k,k′ |
for 0 < k ≤ 680, but these NLI coefficients are very small.
Due to different group velocities, the symbols from the channel
Ω1 = 2π50 GHz that interfere with the channel of interest are
mostly past symbols (k ≤ 0). The bottom of Fig. 1 shows
|C
(−1)
n,k,k′ | for the channel Ω−1 = −2π50. Note that if Ωc =
−Ω−c, then we have
C
(−c)
n,k,k′ = C
(c)
−n,−k,−k′ = (C
(c)
n,n−k′,n−k)
∗ (18)
where the last step is the same as (17). For example, the curve
|C
(−1)
0,k,k| is the same as |C
(1)
0,k,k| but flipped at position k = 0.
Similarly, the curve |C
(−1)
1,k,k| is the same as the curve |C
(1)
1,k,k|
but flipped at position k = 1 of the top plot.
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Fig. 1. NLI coefficients C
(c)
n,k,k′
with Ω1 = 2π50 GHz and Ω−1 = −2π50
GHz for a 1000-km link with the parameters in Table I. Note that C
(c)
0,k,k+1 =
C
(c)
1,k+1,k+1 and C
(c)
0,k,k+2 = C
(c)
2,k+2,k+2.
III. CPAN MISMATCHED MODEL
We separately consider the NLI involving xm and
{xn}n6=m. Consider (15) and collect the terms as
∆xc,m = jxmθc,m + vc,m (19)
where
θc,m :=
∑
k,k′
C
(c)
0,k,k′ · bc,k+m b
∗
c,k′+m (20)
vc,m := j
∑
n6=0,k,k′
C
(c)
n,k,k′ · xn+m · bc,k+m b
∗
c,k′+m. (21)
We now approximate
xm(1 + jθc,m) ≈ xme
jθc,m (22)
i.e., we view θc,m and vc,m as representing phase noise and
additive noise, respectively. Our new mismatched model is
thus a correlated phase-and-additive-noise (CPAN) model
ym = xme
jθm + wm + vm (23)
where
θm =
∑
c 6=0
θc,m and vm =
∑
c 6=0
vc,m. (24)
This model is the same as (13) except for the change (22). We
are thus considering a mixed RP and LP model.
Finally, we remark that θc,m is real-valued, because
θ∗c,m =
∑
k,k′
(C
(c)
0,k,k′ )
∗ · b∗c,k+m bc,k′+m (25)
=
∑
k′,k
C
(c)
0,k′,k · bc,k′+m b
∗
c,k+m = θc,m (26)
where we have used C
(c)
0,k,k′ = (C
(c)
0,k′,k)
∗.
A. First- and Second-Order Statistics
We are interested in studying the first- and second-order
statistics of the symbol sequences {Xm} and {Θc,m}, {Vc,m}.
1) Means: The mean values are:
〈Xm〉 = 〈Vc,m〉 = 0 (27)
〈Θc,m〉 =
∑
k,k′
C
(c)
0,k,k′〈Bc,k+m B
∗
c,k′+m〉 =
∑
k
C
(c)
0,k,k Ec.
(28)
If we condition on {Xℓ} = {xℓ}, then we have
〈Vc,m|{Xℓ} = {xℓ}〉 =
∑
n6=0
(
j
∑
k
C
(c)
n,k,kEc
)
· xn+m (29)
and one can view this term as an intersymbol interference
(ISI). The complete ISI at time m is therefore
∑
n6=0

j∑
c 6=0
∑
k
C
(c)
n,k,kEc

 · xn+m. (30)
2) Second-Order Statistics for Θc,m: Consider the (real-
valued) phase noise {Θc,m}.
The covariances are
r
(c)
Θ [ℓ] := 〈Θc,mΘc,m+ℓ〉 − 〈Θc,m〉〈Θc,m+ℓ〉
=
∑
k
C
(c)
0,k,kC
(c)
0,k−ℓ,k−ℓ(Qc − E
2
c )
+
∑
k,k′ 6=k
C
(c)
0,k,k′ (C
(c)
0,k−ℓ,k′−ℓ)
∗E2c . (31)
Setting ℓ = 0, we obtain the variance of Θc,m:
r
(c)
Θ [0] =
∑
k
(C
(c)
0,k,k)
2(Qc − E
2
c ) +
∑
k 6=k′
|C
(c)
0,k,k′ |
2E2c . (32)
3) Second-Order Statistics for Vc,m: Consider next the
additive noise {Vc,m}. As 〈XmXm+ℓ〉 = 0, the pseudo
crosscorrelations 〈Vc,mVc,m+ℓ〉 are zero for all m and ℓ, so
that Vc,m is proper complex (recall that 〈Vc,m〉 = 0). The
correlations and covariances are therefore
r
(c)
N [ℓ] := 〈Vc,mV
∗
c,m+ℓ〉
=
∑
n6=0
n6=ℓ
[∑
k
C
(c)
n,k,k(C
(c)
n−ℓ,k−ℓ,k−ℓ)
∗EQc
+
∑
k,k˜ 6=k
C
(c)
n,k,k(C
(c)
n−ℓ,k˜−ℓ,k˜−ℓ
)∗E E2c
+
∑
k,k′ 6=k
C
(c)
n,k,k′ (C
(c)
n−ℓ,k−ℓ,k′−ℓ)
∗E E2c

 . (33)
4On the other hand, if we condition on {Xℓ} = {xℓ} then
we have the time-varying covariances
r˜
(c)
N [m, ℓ] := 〈Vc,mV
∗
c,m+ℓ|{Xℓ} = {xℓ}〉
− 〈Vc,m|{Xℓ} = {xℓ}〉〈V
∗
c,m+ℓ|{Xℓ} = {xℓ}〉
=
∑
n6=0
n˜6=0
[∑
k
C
(c)
n,k,k(C
(c)
n˜,k−ℓ,k−ℓ)
∗(Qc − E
2
c )
+
∑
k,k′ 6=k
C
(c)
n,k,k′(C
(c)
n˜,k−ℓ,k′−ℓ)
∗E2c

xn+mx∗n˜+m+ℓ. (34)
The most important terms are those with n˜ = n− ℓ.
For example, for ℓ = 0 we have
r˜
(c)
N [m, 0] =
∑
n6=0
n˜6=0
[∑
k
C
(c)
n,k,k(C
(c)
n˜,k,k)
∗(Qc − E
2
c )
+
∑
k,k′ 6=k
C
(c)
n,k,k′ (C
(c)
n˜,k,k′)
∗ E2c

xn+mx∗n˜+m.
(35)
In other words, the variance of the noise Vm depends on the
previous and past symbols.
We repeat the above for the pseudo-covariances. We have
the time-varying function
˜˜r
(c)
N [m, ℓ] := 〈Vc,mVc,m+ℓ|{Xℓ} = {xℓ}〉
− 〈Vc,m|{Xℓ} = {xℓ}〉〈Vc,m+ℓ|{Xℓ} = {xℓ}〉
=
∑
n6=0
n˜6=0
[∑
k
(−1)C
(c)
n,k,kC
(c)
n˜,k−ℓ,k−ℓ(Qc − E
2
c )
−
∑
k,k′ 6=k
C
(c)
n,k,k′C
(c)
n˜,k′−ℓ,k−ℓE
2
c

xn+mxn˜+m+ℓ. (36)
The pseudo-covariance is not necessarily zero, and therefore
the additive noise is not necessarily proper complex when
conditioned on the symbol sequence {Xℓ} = {xℓ} even after
subtracting off the means.
The most important terms are again those with n˜ = n− ℓ.
For example, for ℓ = 0 we have
˜˜r
(c)
N [m, 0] =
∑
n6=0
n˜6=0
[∑
k
(−1)C
(c)
n,k,kC
(c)
n˜,k,k(Qc − E
2
c )
−
∑
k,k′ 6=k
C
(c)
n,k,k′C
(c)
n˜,k′,k E
2
c

xn+mxn˜+m. (37)
4) Intra-Channel Crosscorrelations: The intra-channel
crosscorrelations and pseudo-crosscorrelations are
〈XmΘc,ℓ〉 = 0 for all ℓ,m (38)
〈Vc,ℓΘc,m〉 = 0 for all ℓ,m (39)
〈XmV
∗
c,m〉 = 〈XmVc,m〉 = 0 for all m (40)
〈XmVc,ℓ〉 = 0 for ℓ 6= m (41)
but for ℓ 6= m we also have
〈XmV
∗
c,ℓ〉 = −j
∑
k,k′
(C
(c)
m−ℓ,k,k′)
∗ · 〈|Xm|
2〉〈B∗c,k+ℓ Bc,k′+ℓ〉
= −j
∑
k
(C
(c)
m−ℓ,k,k)
∗ ·EEc. (42)
Thus, the additive noise is correlated with the Xm.
5) Inter-Channel Crosscorrelations: Consider two channels
c and c′ where c 6= c′. The phase noise crosscorrelations are
〈Θc,mΘc′,m+ℓ〉
=
∑
k,k˜
C
(c)
0,k,kC
(c′)
0,k˜,k˜
E2c = 〈Θc,m〉〈Θc′,m+ℓ〉. (43)
Thus, the inter-channel phase noise processes have zero co-
variance and we have
rΘ[ℓ] =
∑
c 6=0
r
(c)
Θ [ℓ]. (44)
We similarly compute
〈Vc,mV
∗
c′,m+ℓ〉 =
∑
n6=0
n6=ℓ

∑
k,k˜
C
(c)
n,k,k(C
(c′)
n−ℓ,k˜−ℓ,k˜−ℓ
)∗E EcEc′


=
∑
n6=0
n6=ℓ
(∑
k
C
(c)
n,k,k
)∑
k˜
C
(c′)
n−ℓ,k˜−ℓ,k˜−ℓ

∗EEcEc′
(45)
and 〈Vc,mVc′,m+ℓ〉 = 0. In other words, the inter-channel
additive noise processes are correlated and we have
rN [ℓ] =
∑
c 6=0
c′ 6=0
〈Vc,mV
∗
c′,m+ℓ〉. (46)
Finally, we compute
〈Θc,mV
∗
c′,m+ℓ〉 = 〈Θc,mVc′,m+ℓ〉 = 0 (47)
so the phase and additive noise processes are uncorrelated.
B. Large Accumulated Dispersion
To illustrate the above derivations, consider the paper [12]
that studies links with large accumulated dispersion, i.e., µc =
⌊β2ΩcL/T ⌋ ≫ 1 for all c ∈ C. This paper uses the seemingly
coarse approximation
C
(c)
0,k,k ≈
{
2γ
|β2Ωc|
, if 0 ≤ −k sign(β2Ωc) ≤
|β2Ωc|L
T
;
0, otherwise
(48)
and all other C
(c)
0,k,k′ are approximated as zero. For C − 1
interfering channels, we thus have (cf. [12])
〈Θm〉 ≈ 2(C − 1)γEc
L
T
(49)
rΘ[ℓ] ≈
4γ2L
T
∑
c 6=0
Qc − E
2
c
|β2Ωc|
[
1−
|ℓ|T
|β2Ωc| L
]+
. (50)
Fig. 2 shows the numerical covariance rΘ[ℓ] computed from
simulated data using particle filtering (see Section V-B). It
can be seen that the covariance predicted by RP (44) and the
approximation (50) are very close to the numerical covariance
for a 1000-km link with IDA and the parameters in Table I.
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Fig. 2. Normalized covariance functions of the phase noise {Θm} for a
1000-km link with P = −6 dBm per channel and the parameters in Table I
(rΘ[0] = 0.0034).
TABLE I
SYSTEM PARAMETERS
Parameter Symbol Value
Attenuation coefficient α 0.2 dB/km
Dispersion coefficient β2 −21.7 ps2/km
Nonlinear coefficient γ 1.27 W−1km−1
Phonon occupancy factor η 1
Transmit pulse shape s(t) sinc
Number of WDM channels C 5
Channel bandwidth Bch 50 GHz
Subcarrier bandwidth Bsc 8.333 GHz
Channel spacing Bsp 50 GHz
Channel of interest c = 0 Center channel
IV. SIMPLIFIED MODELS FOR COMPUTATION
A. Wiener Phase Noise (WPN) Model
The covariance function of the phase noise {Θm} decays
slowly, see Fig. 2. A popular simplified model is the Wiener
phase noise (WPN) model [17] where Θ˜m := Θm − 〈Θm〉 is
a discrete-time Wiener process with realizations
θ˜m = θ˜m−1 + σ∆δm (51)
and where the {δm} are i.i.d. real Gaussian variables with zero
mean and unit variance. This model has memory µ = 1.
We remark that WPN seems simple and general, but it has
two issues. First, WPN has only one parameter σ2∆ which does
not permit to control the phase noise variance and correlation
length simultaneously. Next, WPN is a non-stationary process
in Euclidean (non-modulo) space, e.g., its variance grows
with time. As a result, in phase (modulo) space the WPN
steady-state distribution has a uniform phase irrespective of
the starting phase, which does not agree with the variance (32)
predicted by the LP or CPAN models.
B. Markov Phase Noise (MPN) Model
The above motivates modeling the phase noise {Θm} as a
Markov chain with memory µ and conditional density:
p
(
θ˜m|θ˜
m−1
1
)
= p
(
θ˜m|θ˜
m−1
m−µ
)
(52)
where θ˜
n
m is the vector (θ˜m, . . . , θ˜n). For each m, we model
(Θ˜m−µ, . . . , Θ˜m) as jointly Gaussian with zero mean and
with a symmetric Toeplitz covariance matrix Cµ whose first
column is (rΘ[0], . . . , rΘ[µ])
T from (44) where the superscript
T denotes transposition.
The conditional distribution (52) can be computed from the
mean vector and covariance matrix [21, Ch. 2, Sec. 3.4]. The
result is that Θ˜m|θ˜
m−1
1 is Gaussian with mean〈
Θ˜m
∣∣∣θ˜m−11 〉 = gµ (θ˜m−1m−µ)T (53)
and variance σ2µ, where
gµ = (rΘ[µ], . . . , rΘ[1]) (Cµ−1)
−1
(54a)
σ2µ = rΘ[0]− gµ (rΘ[µ], . . . , rΘ[1])
T
. (54b)
This yields the recursive Markov phase noise (MPN) model
θ˜m = gµ
(
θ˜
m−1
m−µ
)T
+ σµδm (55)
where the {∆m} are i.i.d. real Gaussian variables with zero
mean and unit variance. Note that σ2µ does not depend on
{θm}. Note also that we perform the computations (54)-(55)
in Euclidean (non-modulo) space.
For example, for memory µ = 1, the MPN model has
θ˜m =
rΘ[1]
rΘ[0]
θ˜m−1 +
√
rΘ[0]−
rΘ[1]2
rΘ[0]
δm (56)
which is different than (51), e.g., 〈Θ˜2m〉 does not increase with
m.
C. CPAN Model with Simplified Memory
We combine the ASE noise wm and the NLI noise vm in
one correlated noise term zm. The simplified CPAN model is
ym = xme
jθm + zm (57)
where θm = θ˜m + 〈Θm〉 and θ˜m is a real zero-mean
Gaussian Markov process generated according to (55), and zm
is circularly-symmetric Gaussian with autocorrelation function
rZ [ℓ] ,
〈
ZmZ
∗
m+ℓ
〉
= σ2W δ[ℓ] + rN [ℓ] (58)
where σ2W = NASE, and rN [ℓ] is given by (46). Fig. 3 shows
the simulated autocorrelation function of {Zm} in the center
channel of a 5-channel WDM system with L = 1000 km and
the parameters in Table I. With these parameters, the imaginary
part of the autocorrelation function turns out to be negligible.
V. ACHIEVABLE RATES AND PARTICLE FILTERS
Given an input distribution p(x), an achievable rate (lower
bound on capacity) of a channel with conditional distribution
p(y|x) can be obtained via a mismatched model q(y|x) as
Iq(X ;Y ) =
〈
log2
q(Y |X)
q(Y )
〉
≤ I(X ;Y ) (59)
where q(y) =
∫
p(x)q(y|x) dx is the mismatched output
distribution, and where the expectation is performed with
respect to the true distribution p(x, y). The expectation can
therefore be computed by simulations. One usually chooses
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Fig. 3. Real part of the autocorrelation function of the residual additive noise
wm + νm in the center channel of a 1000-km link with the parameters
in Table I. Channel power: P = −6 dBm. Symbol energy: E = PT =
5.02 · 10−15W · s.
q(y|x) to approach p(y|x) while at the same time being simple
enough to compute.
To develop an auxiliary channel model, we first compensate
for 〈Θm〉 and whiten the noise {Zm}. We use a real and
normalized whitening filter h = (h0, . . . , hL−1) with L taps
and ‖h‖2 = 1 and compute
um = e
−j〈Θm〉
L−1∑
ℓ=0
hℓ ym−ℓ
=
L−1∑
ℓ=0
hℓ xm−ℓ e
jθ˜m−ℓ + z˜m. (60)
We consider the channel from the {Xm} to the {Um},
i.e., our mismatched model is given by (60) assuming that
the {Z˜m} are i.i.d. Gaussian with variance σ
2
Z . In the rate
computations, this variance is estimated from simulated data
using a maximum-likelihood estimator, see (75) below.
A. Mismatched Output Density q(u)
The input symbols {Xm} are circularly symmetric i.i.d.
Gaussian with variance E = PT . The variables {Xme
jΘ˜m}
are thus also circularly symmetric i.i.d. Gaussian with variance
E = PT . This in turn implies that the {Um} in (60) are
Gaussian with zero mean and autocorrelation function
rU [ℓ] =
〈
UmU
∗
m+ℓ
〉
=
L−1∑
k=0
hkh
∗
k+ℓE + σ
2
Z δ[ℓ]. (61)
Consider the vector u = (u1, . . . , uM )
T of M output symbols
with density
q (u) =
1
det (πRU )
exp
(
−uHR−1U u
)
(62)
where the covariance matrix RU is anM×M Toeplitz matrix
whose first row is (rU [0], . . . , rU [M − 1]) and whose first
column is (rU [0], . . . , rU [−M + 1]), and where det(πRU ) is
the determinant of πRU . For small L, this is a sparse band
matrix and (62) can be computed efficiently. Our upper bound
on the output entropy is
hq(U) = 〈− log2 q (U)〉 ≈
1
N
N∑
n=1
− log2 q(un) (63)
where {un} is generated by N independent simulation runs.
B. Mismatched Channel Density q(u|x)
Similar to [17], [18], we apply particle filtering [22] to (60)
to estimate
hq(U |X) = 〈− log2 q(U|X)〉 . (64)
A particle filter tracks the phase noise state vector θ˜
m−1
m−µ
with a list of K particles that is updated for every new
received symbol um. More precisely, after processing um−1,
the k-th particle, k = 1, . . . ,K , is an ordered pair of a
realization
(
θˆ
(k)
m−µ, . . . , θˆ
(k)
m−1
)
of θ˜
m−1
m−µ and an importance
weight W
(k)
m−1 that approximates the relative posterior density
p(θ˜
m−1
m−µ|x,u
m−1
1 ) such that the weights sum to one:
K∑
k=1
W
(k)
m−1 = 1. (65)
Upon receiving um, the particle list is updated by perform-
ing the following steps.
1) Update the K realizations: for each k, k = 1, . . . ,K ,
generate θˆ
(k)
m via (55) (or (51) for the WPN model).
The goal is that θˆ
(k)
m is distributed according to (52):
θˆ(k)m ∼ pΘ˜m|Θ˜
m−1
m−µ
(
·
∣∣∣ θˆ(k)m−µ, . . . , θˆ(k)m−1) . (66)
2) Estimate q(um|x,u
m−1
1 ): We have
q(um|x,u
m−1
1 ) =
∫
p
(
um, θ˜
m
m−µ
∣∣∣x,um−11 ) dθ˜mm−µ
=
〈
q
(
um|x,u
m−1
1 , Θ˜
m
m−µ
)∣∣∣x,um−11 〉 (67)
where the expectation is with respect to
p
(
θ˜
m
m−µ
∣∣∣x,um−11 )
= p
(
θ˜
m−1
m−µ
∣∣∣x,um−11 ) · p(θ˜m ∣∣∣θ˜m−1m−µ) . (68)
The expressions (67) and (68) motivate computing the
average
Dm =
K∑
k=1
W
(k)
m−1 pZ˜
(
um −
L−1∑
ℓ=0
hℓxm−ℓe
jθˆ
(k)
m−ℓ
)
︸ ︷︷ ︸
q
(
um
∣∣∣x,um−11 ,θ˜(k)m−µ,...,θ˜(k)m
)
(69)
where Z˜m is circularly-symmetric Gaussian with vari-
ance σ2Z . Note that this step requires µ ≥ L−1 because
we need the L − 1 past samples of the phase noise
(alternatively, one can store more of the past of each
particle). By an argument similar to [22, Eqs. (14)-(16)],
for large K the value Dm is approximately (67).
3) Update the weights:
W (k)m = W
(k)
m−1
1
Dm
pZ˜
(
um −
L−1∑
ℓ=0
hℓxm−ℓe
jθˆ
(k)
m−ℓ
)
(70)
for k = 1, . . . ,K . Note that
∑
kW
(k)
m = 1.
4) The particle list tends to degenerate, i.e., to concentrate
the weight on one particle, while the weight of all
other particles becomes negligible. The effective number
7of particles can be measured, e.g., by counting the
number of particles with a probability greater than some
threshold. Another heuristic is to define the effective
number of particles as (see, e.g., [22])
Keff ,
1∑
k
(
W
(k)
m
)2 . (71)
Note that Keff takes on its largest value K when
W
(k)
m = 1/K for all k, and its minimum value 1 if
there is one particle with positive probability. Thus,
for some specified ǫ < 1, if Keff becomes smaller
than ǫK then we resample the particles by drawing K
new realizations from
{(
θ
(k)
m−µ+1, . . . , θ
(k)
m
)}K
k=1
with
probabilities W
(k)
m . Then set all W
(k)
m to 1/K . As
suggested in [22], we use ǫ = 0.3.
After the last iteration, our upper bound on the conditional
entropy is
hq(U |X) ≈
M∑
m=1
− log2Dm. (72)
For N independent simulation runs, we compute
hq(U |X) ≈
1
N
N∑
n=1
M∑
m=1
− log2D
(n)
m (73)
where D
(n)
m is the Dm of the nth simulation.
Finally, our lower bound on the capacity of the NLSE is
Iq(X ;U) = hq(U)− hq(U |X)
(a)
≤ I(X ;U)
(b)
≤ I(X ;Y ) (74)
where step (a) follows by (59) and step (b) follows by the
data processing inequality.
VI. ESTIMATING MODEL PARAMETERS
We estimate the parameters of the simplified CPAN
model (57) from simulated data in a training phase. Similar
to [18], we use a maximum-likelihood estimator for the
additive noise variance based on {|ym|} and {|xm|}:
σˆ2Z = argmax
σ2
M∑
m=1
logL(|ym|, |xm|;σ
2) (75)
where the likelihood function is a Rice density
L(|ym|, |xm|;σ
2) =
2|ym|
σ2
e−
|ym|
2+|xm|
2
σ2 I0
(
2|ym||xm|
σ2
)
.
(76)
From (57), we have
〈YmX
∗
m〉 = 〈|Xm|
2〉 · 〈ejΘ˜m〉 · ej〈Θm〉 (77)
and 〈ejΘ˜m〉 is real because Θ˜m and −Θ˜m have the same
statistics. We can thus estimate 〈Θm〉 via
〈Θˆm〉 = angle
(
1
M
M∑
m=1
ymx
∗
m
)
. (78)
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Fig. 4. (a) Phase-noise variance in a 1000-km link with 6 subcarriers, uniform
power allocation, and the parameters in Table I. (b) Spectral efficiency of each
subcarrier using particle filtering and the CPAN model. Due to symmetry, the
variances and rates for subcarriers 4, 5, and 6 are very close to those for
subcarriers 3, 2, and 1 respectively. The legend is valid for both graphs.
For the MPN model, we choose rˆΘ[0] . . . rˆΘ[µ] by assuming
that rΘ[ℓ] is a scaled version of (50) and by minimizing
h(Y |X) over the scaling factor, where h(Y |X) is com-
puted using the particle method. We use these estimated
rˆΘ[0] . . . rˆΘ[µ] in (55) to compute the parameters gµ and σv
of the MPN model.
We use a real symmetric whitening filter with L = 3 taps:
h =
(
h2,
√
1− 2h22, h2
)
. (79)
We estimate h2 by minimizing the cost function hq(U |X),
which is computed using (60) and particle filtering. Increasing
the number of taps above 3 did not improve the rate bounds
in our simulations.
In a subsequent testing phase, the achievable rate is com-
puted using (74) with the estimated model parameters σˆ2Z ,
rˆΘ[ℓ], and 〈Θˆm〉 on a new set of simulated data.
VII. MULTI-CARRIER COMMUNICATION
The phase noise statistics of the CPAN model are
frequency-dependent. For example, consider the digitally
back-propagated center channel (c = 0) with bandwidth Bch.
We approximate the auto-correlation function of the phase
noise at angular frequency Ω by (50) and replace Ωc with
Ωc − Ω, where Ω is limited to |Ω| ≤ πBch. Due to the terms
|β2(Ωc − Ω)| in the denominator, the variance of the phase
noise is largest at the edges of the center channel.
To treat such frequency dependencies, the authors of [17]
use a multi-carrier system where each channel has S sub-
carriers of bandwidth Bsc = Bch/S. These S subcarriers are
digitally back-propagated jointly and then each subcarrier is
processed independently by a particle filter. In Fig. 4 (a), we
plot the phase noise variance rΘ[0] for each subcarrier of a
simulated 6-subcarrier system (S = 6). Observe that rΘ[0] is
largest for subcarriers 1 and 6 at the channel band edges.
The paper [17] showed that using 6 subcarriers improves the
capacity by 0.2 bits/s/Hz as compared to using a single-carrier.
We adopt this approach and apply frequency-dependent power
allocation (FDPA) to give more power to the center subcarriers
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Fig. 5. Achievable rates for a 1000-km IDA link with five 50-GHz WDM
channels.
that have better channels. To choose the powers, we simulated
a 6-subcarrier (6SC) system with uniform power allocation and
computed the achievable rate of each subcarrier as a function
of power, obtaining the curves in Fig. 4 (b). For the FDPA
system, we used these curves as utility functions to maximize
the rate:
max
{Ps}
S∑
s=1
rates(Ps) s.t.
S∑
s=1
Ps = P (80)
where rates(·) is the rate function of the s-th subcarrier given
by the corresponding curve in Fig. 4(b).
VIII. NUMERICAL RESULTS
The spectral efficiency lower bounds are shown in Fig. 5.
For simulation, we used the split-step Fourier method for a
1000-km optical link with IDA and standard single-mode fiber
(SSMF). We used sinc pulses and the parameters in Table I
which are the same as those in [17]. Note that the ASE noise
spectral density NASE = αLhfη is 1.13 times smaller than
in [8] where the phonon occupancy factor was η = 1.13 rather
than η = 1. We used 5 WDM channels of 50 GHz bandwidth
and 50 GHz spacing.
We simulated a single carrier system and a multi-carrier
system with 6 subcarriers (6SC) per channel and with either
uniform power allocation or FDPA. The input symbols of each
subcarrier are i.i.d. circularly-symmetric Gaussian random
variables. The receiver filters the center channel (consisting of
one or six subcarriers) followed by digital back-propagation,
matched filtering, and sampling. The subcarriers of the center
channel are back-propagated jointly, and are then separated by
matched filters.
We used the MPN model to compute achievable rates for the
center channel (applying the WPN model with correlated noise
gives similar rates). The one-sided length of the autocorrela-
tion function rΘ[ℓ] is approximately 700 symbols. A training
set of 24 sequences of 6825 symbols (163 800 total symbols)
was used to estimate the parameters of the CPAN model with
phase noise memory µ = 2 (note that µ ≥ L − 1 = 2). A
testing set of N = 120 sequences of 6825 symbols (819 000
total symbols) was used to numerically compute the achievable
rate using particle filtering and the trained CPAN model. In the
6SC systems, the one-sided length of rΘ[ℓ] is approximately
117 symbols. Here, we used 24 sequences of 1137 symbols
per subcarrier for training, and N = 120 sequences of 1137
symbols per subcarrier for testing. The particle filter used
K = 512 particles.
A. Discussion
Consider Fig. 5. The curve labeled “Memoryless” uses
the phase noise model (57) but assumes that {Θm} is i.i.d.
Gaussian and {Zm} is circularly symmetric i.i.d. Gaussian.
This is similar to the models in [8] and gives similar lower
bounds on the spectral efficiency.
For a single carrier per channel, the CPAN model reaches
a peak of 8.83 bits/s/Hz at −6 dBm. This is 0.05 bits/s/Hz
larger than what the WPN model achieves in a single-carrier
system [17]. Moreover, the CPAN model gains 0.35 dB
in power efficiency at the rate peak of the model without
correlated additive noise.
For the 6SC system, the CPAN model reaches 9.01 bits/s/Hz
which slightly improves on the rates of [17]. In hindsight, the
small gain might have been expected given the compact auto-
correlation function shown in Fig. 3. The subcarrier approach
thus compensates for the correlation even if the number of
subcarriers is small.
The 6SC system with frequency-dependent power allocation
(FDPA) achieves 9.09 bits/s/Hz with the Wiener model, and
9.13 bits/s/Hz with the CPAN model. This is a gain of 0.14
bits/s/Hz with respect to the best bound known to us (Wiener
6SC). As can be seen in the inset, at the rate peak of Wiener
6SC, the 6SC-FDPA system with CPAN gains 0.8 dB in power
efficiency.
As already mentioned, a multi-carrier approach reduces the
correlations in the additive noise which reduces the gain of the
whitening filter. However, having too many subcarriers also
reduces the rate [17] because a narrower subcarrier bandwidth
reduces the temporal correlation length which in turn reduces
the NLI averaging effect in (20) and (21). The whitening filter
thus provides gains even when using multiple subcarriers.
IX. CONCLUSION
We used RP [11] and an approximation (22) to derive
a CPAN model based on the NLSE. Using this model and
particle filtering [17], [22], we computed lower bounds on the
capacity of the NLSE that outperform the best bounds we have
found in the literature. For example, the model gains 0.35 dB
in power at the peak data rate when using a single carrier per
wavelength. For six subcarriers, a FDPA scheme improves the
best existing rate bounds by 0.14 bits/s/Hz and gains 0.8 dB
in power at the peak data rate.
We expect that our lower bounds can be further improved
by using more sophisticated receiver filters, by modeling the
phase and additive noise across subcarriers as being corre-
lated, and by shaping the symbol input distribution. Another
direction for future work is extending the CPAN model to
dual polarization where the correlated phase noise can likely
9be characterized by a 2× 2 Jones matrix [18], and the phase
and additive noise processes may become correlated across
polarizations and subcarriers.
Finally, an interesting direction for future work is to build
receivers that can achieve the predicted gains in real systems.
X. ACKNOWLEDGMENT
The authors wish to thank Dr. Rene´-Jean Essiambre for
useful discussions about perturbation models. They also wish
to thank a Reviewer for pointing out an error in a previous
version of the paper.
REFERENCES
[1] G. Kramer, M. I. Yousefi, and F. R. Kschischang, “Upper bound on the
capacity of a cascade of nonlinear and noisy channels,” in IEEE Inf.
Theory Workshop, April 2015, pp. 1–4.
[2] M. I. Yousefi, G. Kramer, and F. R. Kschischang, “Upper bound on the
capacity of the nonlinear Schro¨dinger channel,” in IEEE Can. Workshop
Inf. Theory, July 2015, pp. 22–26.
[3] H. Ghozlan and G. Kramer, “Models and information rates for multiuser
optical fiber channels with nonlinearity and dispersion,” IEEE Trans. Inf.
Theory, vol. 63, no. 10, pp. 6440–6456, Oct 2017.
[4] A. Mecozzi, C. B. Clausen, and M. Shtaif, “Analysis of intrachannel
nonlinear effects in highly dispersed optical pulse transmission,” IEEE
Photon. Technol. Lett., vol. 12, no. 4, pp. 392–394, 2000.
[5] ——, “System impact of intra-channel nonlinear effects in highly dis-
persed optical pulse transmission,” IEEE Photon. Technol. Lett., vol. 12,
no. 12, pp. 1633–1635, 2000.
[6] A. Mecozzi, C. B. Clausen, M. Shtaif, Sang-Gyu Park, and A. H.
Gnauck, “Cancellation of timing and amplitude jitter in symmetric links
using highly dispersed pulses,” IEEE Photon. Technol. Lett., vol. 13,
no. 5, pp. 445–447, 2001.
[7] A. Vannucci, P. Serena, and A. Bononi, “The RP method: a new tool for
the iterative solution of the nonlinear Schro¨dinger equation,” J. Lightw.
Technol., vol. 20, no. 7, pp. 1102–1112, 2002.
[8] R. J. Essiambre, G. Kramer, P. J. Winzer, G. J. Foschini, and B. Goebel,
“Capacity Limits of Optical Fiber Networks,” J. Lightw. Technol.,
vol. 28, no. 4, pp. 662–701, Feb 2010.
[9] P. Poggiolini, G. Bosco, A. Carena, V. Curri, Y. Jiang, and F. Forghieri,
“The GN-Model of Fiber Non-Linear Propagation and its Applications,”
J. Lightw. Technol., vol. 32, no. 4, pp. 694–721, Feb 2014.
[10] A. Carena, G. Bosco, V. Curri, Y. Jiang, P. Poggiolini, and F. Forghieri,
“EGN model of non-linear fiber propagation,” Opt. Express, vol. 22,
no. 13, pp. 16 335–16 362, Jun 2014.
[11] A. Mecozzi and R. Essiambre, “Nonlinear Shannon limit in pseudolinear
coherent systems,” J. Lightw. Technol., vol. 30, no. 12, pp. 2011–2024,
June 2012.
[12] R. Dar, M. Feder, A. Mecozzi, and M. Shtaif, “Properties of nonlinear
noise in long, dispersion-uncompensated fiber links,” Opt. Express,
vol. 21, no. 22, pp. 25 685–25 699, Nov 2013.
[13] R. Dar, M. Shtaif, and M. Feder, “New bounds on the capacity of the
nonlinear fiber-optic channel,” Opt. Lett., vol. 39, no. 2, pp. 398–401,
Jan 2014.
[14] M. Secondini and E. Forestieri, “Analytical Fiber-Optic Channel Model
in the Presence of Cross-Phase Modulation,” IEEE Photon. Technol.
Lett., vol. 24, no. 22, pp. 2016–2019, Nov 2012.
[15] M. Secondini, E. Forestieri, and G. Prati, “Achievable information rate in
nonlinear WDM fiber-optic systems with arbitrary modulation formats
and dispersion maps,” J. Lightw. Technol., vol. 31, no. 23, pp. 3839–
3852, Dec 2013.
[16] F. Frey, J. K. Fischer, and R. F. H. Fischer, “On discrete-time/frequency-
periodic end-to-end fiber-optical channel models,” arXiv eprints, no.
1907.06087, 2019.
[17] M. Secondini, E. Agrell, E. Forestieri, and D. Marsella, “Fiber nonlin-
earity mitigation in WDM systems: Strategies and achievable rates,” in
2017 Eur. Conf. Optical Commun., Sep. 2017, pp. 1–3.
[18] M. Secondini, E. Agrell, E. Forestieri, D. Marsella, and M. R. Camara,
“Nonlinearity mitigation in WDM systems: Models, strategies, and
achievable rates,” J. Lightwave Technol., vol. 37, no. 10, pp. 2270–2283,
May 2019.
[19] M. Secondini, E. Forestieri, and C. R. Menyuk, “A combined regular-
logarithmic perturbation method for signal-noise interaction in amplified
optical systems,” J. Lightw. Technol., vol. 27, no. 16, pp. 3358–3369,
2009.
[20] G. P. Agrawal, Nonlinear Fiber Optics, 4th ed. Academic Press, 2012.
[21] M. Eaton, Multivariate Statistics: a Vector Space Approach, ser. Proba-
bility and Mathematical Statistics. Wiley, 1983.
[22] J. Dauwels and H. Loeliger, “Computation of information rates by
particle methods,” IEEE Trans. Inf. Theory, vol. 54, no. 1, pp. 406–
409, Jan 2008.
