We study multivariate integration and approximation for functions belonging to a weighted reproducing kernel Hilbert space based on half-period cosine functions in the worst-case setting. The weights in the norm of the function space depend on two sequences of real numbers and decay exponentially. As a consequence the functions are infinitely often differentiable, and therefore it is natural to expect exponential convergence of the worst-case error. We give conditions on the weight sequences under which we have exponential convergence for the integration as well as the approximation problem. Furthermore, we investigate the dependence of the errors on the dimension by considering various notions of tractability. We prove sufficient and necessary conditions to achieve these tractability notions.
Introduction
In this paper we study two instances of multivariate linear problems. We are interested in approximating linear operators S s : H s → G s , where H s is a certain Hilbert space of s-variate functions defined on [0, 1] s and where G s is a normed space, namely:
• Numerical integration of functions f ∈ H s : In this case, we have G s = R and Without loss of generality, see, e.g., [15] or [12, Section 4] , we approximate S s by a linear algorithm A n,s using n information evaluations which are given by linear functionals from the class Λ ∈ {Λ all , Λ std }. More precisely, we approximate S s by algorithms of the form
where L j ∈ Λ and α j ∈ G s for all j = 1, 2, . . . , n. For Λ = Λ all we have L j ∈ H * s whereas for Λ = Λ std we have L j (f ) = f (x j ) for all f ∈ H s , and for some x j ∈ [0, 1] s . Obviously, for multivariate integration only the class Λ std makes sense. Furthermore, we remark that in this paper we consider only function spaces for which Λ std ⊂ Λ all . We measure the error of an algorithm A n,s in terms of the worst-case error, which is defined as where the infimum is taken over all admissible algorithms A n,s . When we want to emphasize that the nth minimal error is taken with respect to algorithms using information from the class Λ ∈ {Λ all , Λ std }, we write e(n, S s ; Λ). For n = 0, we consider algorithms that do not use information evaluations and therefore we use A 0,s ≡ 0. The error of A 0,s is called the initial (worst-case) error and is given by e(0, S s ) := sup f ∈Hs f Hs ≤1 S s (f ) Gs = S s .
Since we will study a class of weighted reproducing kernel Hilbert spaces with exponentially decaying weights, which will be introduced in Section 1.2, we are concerned with spaces H s of smooth functions. We remark that reproducing kernel Hilbert spaces of a similar flavor were previously considered in [2, 3, 5, 6, 7, 8, 9] . In this case it is natural to expect that, by using suitable algorithms, we should be able to obtain errors that converge to zero very quickly as n increases, namely exponentially fast. By exponential convergence (EXP) for the worst-case error we mean that there exist a number q ∈ (0, 1) and functions p, C, M :
If the function p in (1) can be taken as a constant function, i.e., p(s) = p > 0 for all s ∈ N, we say that we achieve uniform exponential convergence (UEXP) for e(n, S s ). Furthermore, we denote by p * (s) and p * the largest possible rates p(s) and p such that EXP and UEXP holds, respectively.
When studying algorithms A n,s , we do not only want to control how their errors depend on n, but also how they depend on the dimension s. This is of particular importance for high-dimensional problems. To this end, we define, for ε ∈ (0, 1) and s ∈ N, the information complexity by n(ε, S s ) := min {n : e(n, S s ) ≤ ε e(0, S s )} as the minimal number of information evaluations needed to reduce the initial error by a factor of ε. Exponential convergence implies that asymptotically, with respect to ε tending to zero, we need O(log 1/p(s) ε −1 ) information evaluations to compute an ε-approximation. However, it is not clear how long we have to wait to see this nice asymptotic behavior especially for large s. This, of course, depends on how C(s), M(s) and p(s) depend on s, and this is the subject of tractability. Thus, we intend to study how the information complexity depends on log ε −1 and s by considering the following tractability notions, which were already considered in [2, 3, 5, 6, 8] . The nomenclature was introduced in [9] . We say that we have Exponential Convergence-Weak Tractability (EC-WT) if
with the convention log 0 = 0, i.e., we rule out the cases for which n(ε, s) depends exponentially on s and log ε −1 . If there exist numbers c, τ, σ > 0 such that
we say that Exponential Convergence-Polynomial Tractability (EC-PT) holds. This means that the information complexity depends at most polynomially on s and log ε −1 . If the upper bound is independent of the dimension s, i.e., (2) holds with σ = 0, then we say that we have Exponential Convergence-Strong Polynomial Tractability (EC-SPT). Furthermore, the infimum of all τ for which EC-SPT holds is called the exponent of EC-SPT and it is denoted by τ * . For further general remarks on exponential convergence and these tractability notions we refer to [2, 3, 5, 6, 8, 9] . Moreover, we remark that in many papers tractability is studied for problems where we do not have exponential, but usually polynomial, error convergence. For this kind of problems, tractability is concerned with the question how the information complexity depends on s and ε −1 , rather than log ε −1 , (for a detailed survey of such results, we refer to [12, 13, 14] ).
Relations between multivariate integration and approximation
It is well known that multivariate approximation using information from Λ std is not easier than multivariate integration, see, e.g., [11] . More precisely, for any algorithm A n,s (f ) = n k=1 α k f (x k ) for multivariate approximation using the nodes
for multivariate integration. Then it can easily be checked that
Since this holds for all algorithms A n,s we conclude that
If the initial errors of integration and approximation are equal, these observations imply that for ε ∈ (0, 1) and s ∈ N we have
The half-period cosine spaces with infinite smoothness
We now introduce the function spaces for which we will consider multivariate integration and approximation. First, we choose two weight sequences of real positive numbers, a = {a j } and b = {b j } such that
Moreover, we fix a parameter ω ∈ (0, 1) and define for any
The half-period cosine space with infinite smoothness is a reproducing kernel Hilbert space H(K 
where the kth cosine coefficient for a function f :
The corresponding norm is defined by
where Note that the half-period cosine space with infinite smoothness fits into the general setting which is discussed in [6] . Furthermore we refer to the recent paper [4] in which the integration problem is discussed in a half-period cosine space with weights of polynomial decay.
Finally, we remark that we can assume a * ≥ 1 without loss of generality, because we always can modify ω such that a * ≥ 1.
Integration in half-period cosine spaces
In order to approximate INT s with respect to the absolute value | · | we use linear algorithms A n,s , which are algorithms based on n function evaluations of the form
where each α k ∈ R and x k ∈ [0, 1] s for k = 1, 2, . . . , n. The worst-case error of an algorithm A n,s is defined as
The nth minimal worst-case error is denoted by
where the infimum is taken over all linear algorithms A n,s of the above given form. With [1, Proposition 2.11] it is easy to check the initial error is e(0, INT s ) = 1.
Upper and lower error bounds
An n-point midpoint rule is a linear integration rule of the form
The following lemma on midpoint rules applied to cosine functions has a simple proof which we omit for the sake of brevity.
Lemma 1. We have
For integration in the multivariate case, we use the cartesian product of one-dimensional midpoint rules. Let n 1 , . . . , n s ∈ N and let n = n 1 n 2 · · · n s . For j = 1, 2, . . . , s let T
. . .
Proposition 1. Let T n,s be the s-dimensional Cartesian product of n j -point midpoint rules given by (6) and let n = n 1 n 2 · · · n s . Then we have
Proof. With [1, Proposition 2.11] and (4) we get for the worst-case error of
Now it follows from Lemma 1 that
The following proposition states a lower bound on the nth minimal worst-case error which will be useful to derive the necessary conditions in Theorem 1. 
Proposition 2. Let t 1 , . . . , t s ∈ N. Then the nth minimal worst-case error satisfies
e(n, INT s ) ≥ ω s j=1 a j (2t j ) b j s j=1 (5(1 + t j )) −1 for any 1 ≤ n ≤ s j=1 (1 + t j ).
The main results for integration
The following theorem gives necessary and sufficient conditions on the weight sequences a and b for EXP, UEXP, and the notions of EC-WT, EC-PT, and EC-SPT. 
EC-WT implies that lim
j→∞ a j 2 b j = ∞.
A sufficient condition for EC-WT is that lim
j→∞ a j = ∞.
Proof. Proof of Point 1:
We first show that we always have EXP. For ε ∈ (0, 1), define
. . , n s be given by
for every j = 1, 2, . . . , s. Then we obtain with Proposition 1,
From the definition of m we have for all j = 1, 2, . . . , s,
This proves
Furthermore, note that
with the factor in the O notation independent of ε −1 but dependent on s. From (7) and (8) 
For fixed s, when t s,∞ = max 1≤j≤s t j → ∞, then the second term of the left hand side of (9) goes to zero, and it follows that lim inf
For a positive number t take now
Now if t → ∞, then
However, the expression (10) must be positive when t tends to infinity, so we must have p(s)
Proof of Point 2:
Obviously, EC-SPT implies EC-PT. In [8] it is shown that EC-PT implies UEXP. Now we assume that UEXP holds, then we can show in exactly the same way as above that lim inf 
.
We now estimate n j and then n = s j=1 n j . Clearly, n j ≥ 1 for all j ∈ N. We prove that n j = 1 for large j. Indeed, n j = 1 if 
Hence, there exists a positive β 1 such that
Then the inequality (11) holds for all j ≥ j * , where j * is the smallest positive integer for which
Clearly,
Without loss of generality we can restrict ourselves to ε ≤ e −e , where e = exp(1), so that log log ε −1 ≥ 1. Then there exists a number C 0 ≥ 1, independent of ε and s, such that n j = 1 for all j > C 0 + δ log 2 log log ε −1 .
We now estimate n j for j ≤ C 0 + δ log 2 log log ε −1 . Note that
Furthermore, there exists a number C 1 ≥ 1, independent of ε and s such that log C(a * , b * ) π
This yields
Let k = min s, C 0 + δ log 2 log log 1 ε .
Note that
Therefore for any positive δ there is a positive number C δ independent of ε −1 and s such that
This means that we have EC-SPT with τ * at most B.
Proof of Point 3:
Assume that EC-WT holds and that (a j 2 b j ) j≥0 is bounded, say a j 2 b j ≤ A < ∞ for all j ∈ N. From setting t 1 = t 2 = · · · = 1 in Proposition 2 it follows that for all n < 2 s we have
where η := ω A /10 ∈ (0, 1). Hence, for ε = η s /2 we have e(n, INT s ) > ε for all n < 2 s . This implies that n(ε, INT s ) ≥ 2 s and log n(ε, INT s ) s + log ε −1 ≥ s log 2 s + log 2 + s log η −1 −→ log 2 1 + log η −1 > 0 as s → ∞, but this contradicts EC-WT. Therefore, it must hold that lim j→∞ a j 2 b j = ∞.
Proof of Point 4:
By Point 3 of Theorem 2, the condition lim j→∞ a j = ∞ implies EC-WT for the approximation problem with Λ std , which, by (3), also implies EC-WT for the integration problem.
L 2 -approximation in half-period cosine spaces
s ) with APP s (f ) = f . In order to approximate APP s with respect to the norm in L 2 ([0, 1] s ) we use linear algorithms A n,s , which are algorithms based on n information evaluations of the form 
The nth minimal worst-case error for the information class Λ ∈ {Λ std , Λ all } is denoted by e(n, APP s ; Λ) = inf
where the infimum is taken over all linear algorithms A n,s using information from Λ. For n = 0, we simply approximate f by zero, and the initial error is e(0, APP s ; Λ) = 1.
Some auxiliary results
We proceed in a similar way to [2] and [7] . For M > 1 we define the set A(s, M) = {h ∈ N s 0 : ω −1
h < M} and we will study approximating f ∈ H(K cos s,a,b,ω ) by algorithms of the form
cos(πh j x j ), (12) where
We first show upper bounds on the worst-case error of A n,s,M . The following analysis is similar to that in [7, 10] . Using Parseval's identity we obtain
The first term can be estimated by
We now consider the second term in (13) .
As for the integration problem, we choose the points x 1 , . . . , x n used in the algorithm A n,s,M according to a centered regular grid G n,s with different mesh-sizes n 1 , . . . , n s ∈ N for successive variables, i.e.,
where n = s j=1 n j is the cardinality of G n,s . By G ⊥ n,s we denote the set
Since f h can be represented by a pointwise convergent cosine series, we have that
Using the fact that cos(πht) cos(πlt) = cos(π(h + l)t) + cos(π(h − l)t) 2 we obtain
where h(±) u l = (y 1 , y 2 , . . . , y s ) with
Thus we obtain
Using the Cauchy-Schwarz inequality we obtain
We know that the coefficient f(h(±) u l) can occur at most 2 s−|u| times in (15) and therefore we get
Altogether we achieve
For any h, l ∈ N 0 we have
for any h, l ∈ N 0 and for any b > 0. For h ∈ A(s, M) and u ⊆ [s] this implies
Therefore, and using (13), (14), and (18) for any
where
Furthermore,
Since M is assumed to be at least 1, we can bound 1 + log
where, as in the previous sections, B(s) :=
The main results for L 2 -approximation
The following theorem gives necessary and sufficient conditions on the weight sequences a and b for (uniform) exponential convergence, and the notions of EC-WT, EC-PT, and EC-SPT. 
UEXP holds iff a is an arbitrary sequence and b such that
3. We have EC-WT iff lim j→∞ a j = ∞.
EC-PT holds iff EC-SPT holds iff
Then the exponent τ * of EC-SPT satisfies
where ν = log 2 for Λ all and ν = log 3 for Λ std . In particular, if α
Proof. Proof for the class Λ all : For the class Λ all the theorem was proven in a more general setting in [6] .
Proof of Point 1 for the class Λ
std : To show EXP we will use (21). For s ∈ N and ε ∈ (0, 1) define
Let n = s j=1 n j with n j := m 1/(B(s)b j ) for j = 1, 2, . . . , s. Now we can write for F n , given by (20),
Hence,
We further estimate
From the definition of m we have ω
This proves
Now, plugging this into (21), we obtain
Because of the choice of η we can choose M as
which yields, inserting into (23),
as η tends to zero, with the factor in the O notation independent of ε −1 but dependent on s, see [8, 
Proof of Point 4 for the class Λ
std : Suppose that EC-PT holds for the class Λ std . Then EC-PT also holds for the class Λ all , which in turn implies that B < ∞ and α * > 0. Moreover, it is trivial that EC-SPT implies EC-PT. So it remains to show the sufficiency of the conditions on a and b for EC-SPT.
To this end, we analyze the algorithm A n,s,M given by (12) , where the sample points x k form a midpoint rule with
Here M > 1 and β ∈ (0, 1). Note that n j ≥ 1 and is always an odd number. Furthermore
Similar to [7, p. 25 ] it can be shown that for this choice of the n j it cannot happen that there exist l (1) , (15) occurs at most once and so we obtain
Thus, (24) together with (13) , (14) gives
We now estimate, for a fixed v ⊆ [s],
where we separated the cases for ℓ = 0 and ℓ = 0, and where
We estimate the second product by one so that
Recall that for h ∈ A(s, M) we have h j < (n j + 1)/2 for all j = 1, 2, . . . , s. In particular, if n j = 1 then h j = 0 and
where A 1 is a constant independent of s. Let n j ≥ 3. Then h j < (n j + 1)/2. Since h j ≥ 0 and (n j + 1)/2 is a positive integer, we conclude that h j ≤ (n j + 1)/2 − 1 = (n j − 1)/2, and so, since ℓ = 0,
In any case we obtain
Therefore, as n j ≥ 3,
where A 2 is another constant independent of s. The inequalities (25) and (26) can be combined to
where A = 2 max{A 1 , A 2 } is a constant independent of s. where the factor in the big O notation depends only on β and δ. This proves SPT with τ = B + log 3/(β δ). Since β can be arbitrarily close to one, and δ can be arbitrarily close to α * ,the exponent τ * of SPT is at most B + log 3 α * , where for α * = ∞ we have log 3 α * = 0.
Remark 1.
The only point where we need the monotonicity of the sequence a is where we show that EC-PT implies α * > 0.
