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SUBNORMALIZERS AND SOLVABILITY IN FINITE GROUPS
PIETRO GHERI
This work is dedicated to the memory of Carlo Casolo.
His knowledge, his curiosity, his humility and his humanity were an example to all of his students and friends.
ABSTRACT. For a finite groupG, we study the probability sp(G) that, given two elements
x, y ∈ G, the cyclic subgroup 〈x〉 is subnormal in the subgroup 〈x, y〉. This can be seen
as an intermediate invariant between the probability that two elements generate a nilpotent
subgroup and the probability that two elements generate a solvable subgroup. We prove
that sp(G) ≤ 1/6 for every nonsolvable group G.
1. INTRODUCTION
Let G be a finite group. Given a group theorethical property X one can define the
degree of X of G as the probability that two randomly chosen elements in G generate a
X -subgroup, that is
{(x, y) ∈ G×G | 〈x, y〉 is a X − group}
|G|2
.
What seems a necessary condition for this probability to be meaningful is that X is
closed under subgroups and quotient groups.
The degree of commutativity was widely studied since W.H. Gustafson first introduced
it in [11], proving that the degree of commutativity of a nonabelian finite group is at most
5/8. The degree of nilpotence and of solvability were the the focus of [9], where two
Gustafson-like results were proved for these probabilities: the degree of nilpotence of a
nonnilpotent group is at most 1/2 and that of solvability of a nonsolvable group is at most
11/30. All these bounds are best possible.
In [5], in order to treat the degree of nilpotence of G, two linked quantities turned out
to be useful, namely the ratio spG(x) and the probability sp(G) defined respectively by
(1) spG(x) =
|SG(x)|
|G|
(2) sp(G) =
1
|G|
∑
g∈G
spG(x),
where SG(x) is the Wielandt’s subnormalizer of the element x of G, that is,
SG(x) = {g ∈ G | 〈x〉✂✂ 〈x, g〉},
(where✂✂ means “is subnormal in”).
The probability sp(G) is clearly at most the degree of nilpotence and at least the degree
of solvability. Therefore, if sp(G) > 11/30, thenG is solvable. However the bound 11/30
is not best possible, as one can expect.
In this paper we prove the following theorem.
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Theorem A. Let G be a finite group. If sp(G) > 1/6, then G is solvable. Moreover, the
bound is best possible.
The proof relies on CFSG, while the fact that the bound is best possible follows from a
direct calculation that gives sp(A5) = 1/6.
A huge part of the proof of Theorem A consists in using known bounds on the so-called
fixed point ratio. Given an element x of a finite group G acting on a set Ω, the fixed point
ratio of x is the proportion of the elements of Ω that are fixed by x. The fixed point ratio
has been widely studied (see for example [1], [16], [7] and the survey by T.C. Burness [2])
and the reason why it is useful in our case is that when x is a p-element for some prime
p, then spG(x) is the fixed point ratio of x with respect to the action of G on its Sylow
p-subgroups.
All groups considered in the paper are finite.
2. OUTLINE OF THE PROOF
In this section we describe the main steps of the proof of Theorem A, whose details we
give in next sections.
Let G be a nonsolvable group. We want to prove that sp(G) ≤ 1/6. We state the
following lemma, whose proof is straightforward.
Lemma 2.1. Let N be a normal subgroup of G. Then sp(G/N) ≥ sp(G).
Arguing by induction, we can thus assume that G is nonsolvable, while all its proper
quotients are solvable. In particular, G admits a unique minimal normal subgroup N ,
which is nonabelian.
A group satisfying this property is called a minimal nonsolvable monolithic group and
we set Mns to be the class of these groups. Then we are assuming that G ∈ Mns.
To sketch the proof, we introduce a combinatorial meaning of spG(x), when x is a p-
element, for p a prime dividing |G|. In this case, the following nice formula proved by
C. Casolo, concerning the order of subnormalizers of p-subgroups, holds.
Theorem 2.2 ([3]). LetH be a p-subgroup ofG andP ∈ Sylp(G). Set λG(H) the number
of Sylow p-subgroups of G containing H and αG(H) the number of G-conjugates of H
contained in P . Then
(3) |SG(H)| = λG(H)|NG(P )| = αG(H)|NG(H)|.
It is then clear, that spG(x) is the proportion of Sylow p-subgroups of G containing x,
namely
spG(x) =
λG(x)|NG(P )|
|G|
=
λG(x)
np(G)
,
where λG(x) = λG(〈x〉) and np(G) is the number of Sylow p-subgroups of G.
Using this fact, in [5] the next proposition is proven.
Proposition 2.3. Let p be a prime dividing the order of G and x be a p-element of G
of order pr. If spG(x) > 1/(p
k + 1) for some positive integer k, 1 ≤ k ≤ r, then
xp
k−1
∈ Op(G).
Since in our assumptions G has trivial Fitting subgroup we can assume that
spG(x) ≤
1
q + 1
,
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where q is the maximum prime power dividing |x|. Therefore, if the order of an element
x ∈ G is divided by a prime power q ≥ 5, its contribution in the sum (2) is at most 1/6.
We denote with U2(G) the set of 2-elements in G, that is, the union of all 2-Sylow
subgroups of G. Moreover we let V be the set of {2, 3}-elements x in G such that |x| =
2n · 3 for some n ∈ N. For such an element x, set x3 := x2
n
. Note that for every x ∈ V,
we have spG(x) ≤ spG(x3). As we said above, if x ∈ G is not in V ∪ U2(G), then
spG(x) ≤ 1/6.
We can bound the probability sp(G) as follows:
sp(G) =
1
|G|
∑
g∈G
spG(g)
≤
1
|G|

 ∑
g∈U2(G)
spG(g)

+ 1
|G|

∑
g∈V
spG(g)

 + |G \ (U2(G) ∪V) |
6|G|
(4)
≤
1
|G|

 ∑
g∈U2(G)
spG(g)

+ 1
|G|

∑
g∈V
spG(g3)

 + |G \ (U2(G) ∪V) |
6|G|
.
We divide the rest of the argument in two steps.
Step 1 In order to bound the middle term, 1|G|
(∑
g∈V spG(g3)
)
, we prove (Proposition
3.1) that if G nonsolvable group and x is an element of order 3 of G, not lying in
the solvable radical of G, then
spG(x) ≤
1
6
.
Given Step 1 we can rewrite (4) as follows:
(5) sp(G) ≤
1
|G|

 ∑
g∈U2(G)
spG(g)

+ |G \ (U2(G)) |
6|G|
.
Step 2 As an easy consequence of Theorem 2.2, we will show (Lemma 4.1) that the sum
in the above formula is just the ratio between the cardinality of a Sylow 2-subgroup
of G and that of G. We then complete the proof of Theorem A by proving the
following statement
(6)
|U2(G)|
|P |
≥ 6.
We will show this for “almost” every nonsolvable group G. The exceptions will
be treated separately.
3. ELEMENTS OF ORDER 3
In this section we prove Step 1 of the proof. Namely we want to prove
Proposition 3.1. Let G be a finite nonsolvable group with no normal solvable subgroups
and let x be an element of G of order 3. Then
spG(x) ≤
1
6
.
Before proving Proposition 3.1, we make a remark about Theorem 2.2 which will be
useful in the rest of the paper.
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Remark 3.2. If H = 〈x〉 is a cyclic p-subgroup of G then, calling αG(x) the number of
G-conjugates of x that are contained in a fixed Sylow p-subgroup, we have
SG(x) = αG(〈x〉)|NG(〈x〉)| = αG(x)|CG(x)|.
In particular,
spG(x) =
αG(x)|CG(x)|
|G|
=
αG(x)
|xG|
.
Lemma 3.3. Let p be a prime dividing |G|,H a subgroup ofG and x ∈ H be a p-element.
Then the following holds.
i) spG(x) ≤ spH(x).
ii) If H ✂G, then spG(x) = spH(x).
Proof. Let S = Sylp(G) be the set of the Sylow p-subgroups ofG and let
Λ = {(y, P ) ∈ xH × S | y ∈ P}.
We count the elements in Λ first by summing on the first component, and then on the
second one. Using Theorem 2.2 and the fact that λG is invariant on the conjugacy classes,
we get
|Λ| =
∑
y∈xH
λG(y) = λG(x)|x
H |.
Also
(7) |Λ| =
∑
P∈S
|xH ∩ P | =
∑
P∈S
|xH ∩ (P ∩H)| ≤
∑
P∈S
αH(x) = αH(x)|S|,
since |xH ∩(P ∩H)| ≤ |xH ∩Q|, whereQ is a Sylow p-subgroup ofH containing P ∩H .
Finally we have that
λG(x)
|S|
≤
αH(x)
|xH |
,
which is part (i), by Remark 3.2.
Part (ii) follows by noticing that the inequality in (7) is an equality whenH ✂G. 
Lemma 3.4. Proposition 3.1 holds if and only if it holds forG in the following three cases:
(1) G is a nonabelian simple group.
(2) G = L〈x〉, with L a nonabelian simple group and x ∈ Aut(L) \ L.
(3) G = (L×L×L)〈x〉,L a nonabelian simple group and x an element that permutes
the three factors.
Proof. Let G and x ∈ G, |x| = 3 be a counterexample to Proposition 3.1, with G of
minimal order. Then spG(x) > 1/6. Let N be the minimal normal subgroup of G. Being
nonsolvable,N is a direct product of k copies of a simple group L:
N = L1 × · · · × Lk, Li ≃ L, ∀i ∈ {1, . . . , k}.
First suppose that x ∈ N . Then x = (x1, . . . , xk), with |xi| ∈ {1, 3}. Without loss of
generality, we can suppose that x1 6= 1. Let
H = L1 × 〈x2〉 × · · · × 〈xk〉.
so that x ∈ H . By Lemma 3.3, spG(x) is smaller than spH(x), which is equal to spL1(x1).
Suppose now that x /∈ N . We can assume L1  CN (x). If x ∈ NG(L1), then we can
takeH = L1〈x〉 and we are in case 2. Otherwise, for every a ∈ N ,
((L1)
x)a = (L1)
ax
−1
x = (L1)
x,
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so that Lx1 is a normal subgroup ofN . We know that the only normal subgroups of a direct
product of simple groups are the products of the factors and so Lx1 must be one of the
subgroups Li, say L2. If x ∈ NG(L2) then L
x2
1 = L
x
1 contradicting x /∈ NG(L1). Also
Lx2 6= L1, for otherwise
L1 = (L1)
x3 = (L2)
x2 = (L1)
x.
We conclude that L3 = L
x
2 is different from L1 and L2. Of course (L3)
x = (L1)
x3 = L1
and so x cyclically permutes L1, L2 and L3. 
We treat the third case first.
Proposition 3.5. Let p be a prime, H be a finite group and G = (H1 × · · · × Hp)〈x〉,
with Hi ≃ H for i = 1, . . . , p and x an element of order p such that H
x
i = Hi+1 for
i = 1, . . . , p− 1 andHxp = H1. Then
spG(x) ≤
1
np(H)p−1
.
Proof. Let K = H1 × · · · × Hp. The Sylow p-subgroups of G containing x are exactly
those of the formQ〈x〉, whereQ is a Sylow p-subgroup ofK normalized by x. Moreover
Q is uniquely determined as P ∩K , where P is the chosen Sylow p-subgroup containing
x. Thus
λG(x) = |{Q ∈ Sylp(K) | Q
x = Q}|.
A Sylow p-subgroupQ ofK is the direct product of the Sylow p-subgroupsQi ofHi. If P
is 〈x〉-invariant, thenQxi = Qi+1 for i = 1, . . . , p− 1 andQ
x
p = Q1, so that the number of
〈x〉-invariant Sylow p-subgroups ofK is less or equal to the number of Sylow p-subgroups
ofH .
Finally,
spG(x) =
λG(x)
np(G)
=
|{Q ∈ Sylp(K) | Q
x = Q}|
np(G)
≤
np(H)
np(K)
=
np(H)
np(H)p
=
1
np(H)p−1
.
(8)

We can now apply this fact to case 3 in Lemma 3.4. Since L is a simple group, n3(L) >
4 and so
spG(x) ≤
1
n3(L)2
<
1
16
.
By what we said as far as now, the proof of Proposition 3.1 is reduced to proving
Proposition 3.6. Let G a almost simple group, L ≤ G ≤ Aut(L), with L a nonabelian
simple group, and let x ∈ G be an element of order 3. Then spG(x) ≤ 1/6.
We now prove Proposition 3.6 for every family of simple groups.
3.1. Alternating groups. Here we consider L = An, where 5 ≤ n ∈ N. This is the
easiest case, but it is representative of the strategy used in all the others. In order to use
Lemma 3.3, we want to find a subgroupH of G such that x ∈ H and spH(x) ≤ 1/6.
A direct calculation shows that in G = A5 or G = A5 × C3 every noncentral element
y of order 3 is such that spG(y) = 1/10.
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Let n ≥ 6. Each element of order 3 is product of, say k, 3-cycles with pairwise disjoint
supports. Without loss of generality we can assume that
x = (1, 2, 3)(4, 5, 6) . . . (3k − 2, 3k − 1, 3k),
with 3k ≤ n. Put x1 = (1, 2, 3)(4, 5, 6), x2 = xx
2
1 and y = (3, 5)(4, 6). Clearly x2 ∈
CG(x1) ∩ CG(y). It follows that
H = 〈x1, x2, y〉 ≃ 〈x1, y〉 × 〈x2〉 ≃ A5 × C3.
By Lemma 3.3 we have that
spAn(x) ≤ spH(x) = 1/10.
The almost simple case here is trivial, since 3 does not divide |Out(An)| for any n. Thus
Proposition 3.6 holds when L ≃ An, n ≥ 5.
3.2. Finite groups of Lie type: the fixed point ratio. We know that for a p-element x of
a finite groupG,
(9) spG(x) =
λG(x)
np(G)
,
that is the ratio between the number of Sylow p-subgroups containing x and the total num-
ber of Sylow p-subgroups of G. If we consider the transitive action of G on its Sylow
p-subgroups, we see that λG(x) is the number of Sylow p-subgroups fixed (normalized)
by x. Therefore, spG(x) is what is commonly called the fixed point ratio (fpr) of x with
respect to this action.
A first remark to be made is that an equality similar to (9) holds even when the action
we consider is not the one on the Sylow p-subgroups. Namely, if the action of G on a set
Λ is transitive andH is a point stabilizer, then
fprΛ(g) =
|xG ∩H |
|xG|
.
The fixed point ratio has been much studied (see for example [1], [16], [7] and the
survey by Burness [2]), especially for what concerns primitive actions of finite groups of
Lie type.
The most general result in this area, which is very useful for our particular and circum-
scribed case, is the main theorem in [15].
Theorem 3.7 (Theorem 1 in [15]). LetL be a finite simple group of Lie type on Fq, q = pf ,
and let G be an almost simple group with socle L acting faithfully and primitively on a set
Ω. Then for all 1 6= g ∈ G
(10) fprG(x) =
|FixΩ(g)|
|Ω|
≤
4
3q
,
apart from a short list of known exceptions.
Let us observe that the result is true for transitive actions as well, since if an action of
G on Λ is transitive, then
fprΛ(x) =
|xG ∩H |
|xG|
≤
|xG ∩K|
|xG|
= fprG/K(x),
whereK is any maximal subgroup of G containingH and G/K is the set of cosets of K
in G, on whichG acts primitively.
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Consequently, when G is an almost simple group of Lie type on Fq with q ≥ 8, Propo-
sition 3.6 is immediate. There are even better bounds for the exceptional groups of Lie
type, studied in [14], which give fixed point ratios smaller than 1/6 even for values of q
smaller than 8.
Thus, in completing the proof of Proposition 3.6, we only have to deal with classical
groups on Fq with q < 8, besides the exceptions mentioned in Theorem 3.7, which can be
worked out with GAP ([4]), and the sporadic groups.
The following easy observation, whose proof is straightforward, allows us to work with
nonprojective classical groups.
Lemma 3.8. Let G be a group, p a prime, x ∈ G a p-element and Z = Z(G). Then
spG(x) = spG/Z(xZ).
We distinguish between two cases, whether or not q = 3.
3.3. Finite groups of Lie type: q 6= 3. We begin our analysis with the linear case.
Proposition 3.9. Let q = pr, with p 6= 3 a prime. Let x ∈ GLn(q), be a noncentral
element such that x3 ∈ Z(GLn(q)). Then there is a noncentral 3-element y ∈ GLm(q),
withm ∈ {2, 3}, such that
spSLn(q)〈x〉(x) ≤ spSLm(q)〈y〉(y).
Proof. We can assume that x has order a power of 3. Since x3 ∈ Z(GLn(q)), x
3 = ωI ,
with ω a root of unity.
Let then V = Fnq . Since x /∈ Z(G), we can take v1 ∈ V which is not an eigenvector for
x.
We then take v2 = v
x
1 and v3 = v
x
2 . LetW be the span of {v1, v2, v3}. Since
vx3 = v
x3
1 = ωv1
it is clear that W is an 〈x〉-invariant subspace of dimension 2 or 3. Since p 6= 3, by
Maschke’s theorem there exists an 〈x〉-invariant complement U ofW .
Then x ∈ A = GL(W ) × GL(U), say x = x1x2 in this decomposition. Clearly, for
our choice ofW , x1 does not centralize SL(W ).
Let N = A ∩ SL(V ). We have
spSL(V )〈x〉(x) ≤ spN〈x〉(x) ≤ sp(SL(W )×SL(U))〈x〉(x)
≤ spSL(W )〈x〉(x) = spSL(W )〈x1〉(x1).
All the inequalities follow from Lemma 3.3, while last equality follows from the fact
that x2 centralizes SL(W )〈x1〉. 
We now prove Proposition 3.6 when L ≃ PSLn(q).
If q ∈ {4, 5, 7}, we can check with GAP ([4]) that if
G = SLm(q)〈y〉
withm ∈ {2, 3} and |y| = 3, every element g of order 3 of G is such that spG(g) ≤ 1/6.
When q = 2 we need a bigger m, since SL2(2) and SL3(2) are solvable. As in the
proof of Proposition 3.9 we find an 〈x〉-invariant subspace W1 of dimension 2 or 3. We
then take an 〈x〉-invariant complement U ofW . If U is not an eigenspace for x, we repeat
the argument to find an 〈x〉-invariant subspaceW2 of U of dimension 2 or 3. Instead, if x
acts as a multiple of the identity on U we just takeW2 to be any subspace of dimension 2 of
U . We setW = W1 +W2 and repeat the conclusion of the proof of Proposition 3.9. Thus
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we have to check 3-elements in groups of the form PSLm(2)〈y〉 with 4 ≤ m ≤ 6 and y a
3-element. Again using GAP ([4]) we see that these elements are such that spG(g) ≤ 1/6.
This gives Proposition 3.6 for L ≃ PSLn(q), since any automorphism of order 3 of
PSLn(q), q < 8, comes from conjugation by elements of GLn(q).
Now we look at classical groups with forms, i.e., symplectic, unitary and orthogonal
groups. The next lemma is our main tool in inspecting these groups.
Lemma 3.10. Let V be a vector space over Fq of dimension n and f a nondegenerate
alternating, sesquilinear or symmetric bilinear form on V . Let x be an endomorphism of
V such that for all v, w ∈ V , f(v, w) = 0 if and only if f(vx, wx) = 0. Moreover letW
be an 〈x〉-invariant subspace of dimension d. Then there is a nonsingular 〈x〉-invariant
subspace of dimension k, with d ≤ k ≤ 2d.
Proof. The subspace W˜ = W +W⊥ is 〈x〉-invariant.
Let U be an 〈x〉-invariant complement of W˜ in V , whose existence is guaranteed by
Maschke’s theorem. We observe that
dim(U) = dim(V )− dim(W˜ ) =
= dim(V )− (dim(W ) + dim(W⊥)− dim(W ∩W⊥)) =
= dim(W ∩W⊥)
We now consider Y := W ⊕ U . Note that Y is 〈x〉-invariant and of dimension k, with
d ≤ k ≤ 2d. We show that Y is nonsingular. LetW =W0 ⊕W1 withW0 = W ∩W
⊥.
We have Y ⊥ = W⊥ ∩ U⊥ and V = W⊥ ⊕ (W1 ⊕ U).
Let v ∈ Y ∩ Y ⊥. Then v = w0 + w1 + u with w0 ∈ W0, w1 ∈ W1 and u ∈ U . Since
v and w0 belong toW
⊥, we have w1 + u ∈ W
⊥ ∪ (W1 ⊕ U) and so w1 + u = 0. Then
v = w0 ∈ W ∩W
⊥ ∩ U⊥, and so
〈v〉⊥ ≥W +W⊥ + U = V
which implies v = 0, that is Y is nonsingular. 
We can now prove Proposition 3.6 when L is a symplectic, unitary or orthogonal group
on Fq, q < 8. In this case an element x of order 3 in Aut(L) is inside L unless L =
PSUn(q) and x comes from an element in GUn(q), or L = PΩ
+
8 (q). Suppose we are not
in the latter case, which will be treated later.
Let ∆ be one of the following groups:
GUn(q), Spn(q), O
±
n (q).
As described in [13], the stabilizer in∆ of a decomposition
(11) V = W ⊥ U
is the direct product∆(W )×∆(U) (the sign of the orthogonal group can change). More-
over, let x be a 3-element in ∆, and G = S∆〈x〉 where S∆ is the quasi-simple group
contained in∆. If x stabilizes a decomposition (11), without centralizingW , we have that
x = x1x2 ∈ ∆(W ) ×∆(U), S∆(W ) is stabilized by x, x1 and x1 does not centralize it.
Then
spG(x) ≤ spS∆(W )〈x1〉(x1).
Our strategy will be to find a nonsingular subspace of small dimensionW , not central-
ized by x, such that PS∆(W ) is not solvable and then to check the finitely many resulting
groups with GAP ([4]).
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Let L ≃ PSUn(q). We prove the q 6= 2 case first. As in the proof of Proposition 3.9,
we find an invariant subspaceW of dimension 2 or 3 on which the action of x is not scalar.
By Lemma 3.10 we find an 〈x〉-invariant nonsingular subspace Y of dimension 2 ≤ d ≤ 6.
Then we only need to check the groups PSUd(q), with 2 ≤ d ≤ 6, and their extensions by
a 3-element. We use some bounds on the size of conjugacy classes of semisimple elements
contained in [1]. Namely, it is enough to use the inequality
(12) spG(x) ≤
|P |
|xG|
in order to get ratios smaller than 1/6.
Let q = 2. Again, using Lemma 3.10, we take an 〈x〉-invariant nonsingular subspace Y
of dimension 2 ≤ d ≤ 6, on which the action of x is not scalar. If 4 ≤ d ≤ 6 we can check
with GAP that Proposition 3.6 holds for L = PSUd(2). If instead d ∈ {2, 3}, we have to
consider a subspace of greater dimension, since PSUd(2) is solvable. We have two cases,
whether Y is or is not an eigenspace for x.
If not, we can repeat the argument of Lemma 3.10 to find a nonsingular subspace U ≤ Y ⊥
of dimension 2 ≤ d′ ≤ 6, on which x does not acts as a scalar. If 4 ≤ d′ ≤ 6 we can
replace Y with U . If on the contrary d′ ∈ {2, 3} we consider the nonsingular subspace
Y + U , whose dimension is between 4 and 6.
This proves Proposition 3.6 when L ≃ PSUn(q).
When L ≃ PSpn(q), the argument is similar to the one used for PSUn(q).
IfL ≃ PΩn(q), with q ∈ {5, 7}, the argument used for PSU works, since the quadratic
form defining L is equivalent to the related bilinear form.
In characteristic 2 we are only interested with PΩ±2n, since PΩ2n+1(2
r) ≃ PSp2n(2
r).
When the dimension is even, calling Q the quadratic form and f the related bilinear sym-
metric form, we have that Rad(f) = 0 if and only if Rad(Q) = 0.
Thus Lemma 3.10 still gives a subspace Y , nonsingular with respect to the bilinear form
and so also to the quadratic form (since Rad(Q) ⊆ Rad(f)). This allows to threat the
inner and diagonal elements of the orthogonal groups as we did for the unitary and the
symplectic case.
The only elements to be checked are hence the outer automorphisms of L = PΩ+8 (q) with
q ≤ 7 (this is the only case having graph automorphisms involved).
In [1], Lemma 3.48, the following bound is given for a 3-element x ∈ Aut(L) \ L:
|xL| ≥
1
8
q14.
Set G = L〈x〉. For q ∈ {2, 4, 5, 7} the 3-Sylow subgroup P in PΩ+8 (q) has order 243 and
so
spG(x) =
|xG ∩ P 〈x〉|
|xG|
≤
3|P |
|xL|
≤
8 · 729
q14
which is less than 1/6 for q ≥ 4.
As for PΩ+8 (2), we check with GAP ([4]).
3.4. Finite groups of Lie type: q = 3. Again the case of an outer automorphism of
PΩ+8 (3) can be checked with GAP ([4]). We thus only have to deal with elements inside
L.
In [8], a description of unipotent classes in classical groups is given in terms of Jordan
blocks. Since the element x has order 3, its Jordan blocks have dimensions between 1 and
3.
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In the linear case it is enough to take the subspace related to a Jordan block of dimension
3, two Jordan blocks of order 2, or one of order 1 and the other of order 2. We can use
GAP to check PSL3(3) and PSL4(3).
In the other cases call Ji a Jordan block of dimension i ∈ {1, 2, 3}, and if ri is the
multiplicity of that block we write the Jordan form of x as
(13) r1J1 + r2J2 + r3J3.
Following the description of [8], we describe what happens when L = PSUn(3).
Proposition 2.2 in [8] tells that for all i ∈ {1, 2, 3} there exist ri subspaces of V of di-
mension i which are pairwise orthogonal, 〈x〉-invariant and such that the sesquilinear form
is nonsingular on all of them. Choosing a sum of these subspaces on which x acts nontriv-
ially, we get a nonsingular subspace W of dimension d ∈ {3, 4} such that x|W 6= idW .
W⊥ is 〈x〉-invariant too and so
spL(x) ≤ spSUd(3)(y)
for some 3-element y.
In the symplectic and orthogonal case things go likewise, but dim(W ) ∈ {4, 5, 6}.
3.5. Sporadic groups. Looking at the ATLAS of finite simple groups, it comes out that
if L is each one of the twentysix sporadic simple groups, P ∈ Syl3(L), it is true the loose
inequality
spL(x) ≤
|P |
|xL|
≤
1
6
.
The almost simple case is trivial with sporadic groups, since for such an L we have
|Out(L)| ∈ {1, 2}.
This completes the proof of Proposition 3.6, which, together with Lemma 3.4 and
Proposition 3.5, prove Proposition 3.1 as well.
4. THE NUMBER OF 2-ELEMENTS IN NONSOLVABLE GROUPS
In this section we focus on Step 2 of the proof of Theorem A, as described at the end of
section 2.
We now prove the fact that the sum of spG(x) over all the p-elements of G gives the
cardinality of a Sylow p-subgroup.
Lemma 4.1. Let p be a prime dividing the order of a finite group G and P ∈ Sylp(G).
Moreover let Up(G) be the set of the p-elements in G. Then∑
x∈Up(G)
|SG(x)| = |P ||G|.
Proof. LetK1, . . .Kn be the conjugacy classes of p-elements inG and, for every i, choose
an element xi ∈ P ∩ Ki. Then by Theorem 2.2 and Remark 3.2∑
x∈Up(G)
|SG(x)| =
n∑
i=1
|Ki|αG(xi)|CG(〈xi〉)|
=
n∑
i=1
[G : CG(xi)] = |G|
n∑
i=1
αG(xi) = |G||P |.
The last equality holds since every element in P is conjugate to one of the elements xi. 
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As shown in the outline, this allow us to deal with the ratio |U2(G)|/|G|2 for nonsolv-
able groups. This ratio, when 2 is replaced by any prime p, is studied more in general in
[6].
We collect some information about Up(G) in the following lemma, whose proof is
straightforward.
Lemma 4.2. Let P be a Sylow p-subgroup of G.
i) If P ≤ H ≤ G, then
|U2(G)|
|G|2
≥
|U2(H)|
|H |2
.
ii) If N is a normal subgroup of G, then
|Up (G/N) |/|(G/N)|p ≤ |Up(G)|/|G|p.
Also, if N ≤ Z(G), then equality occurs.
iii) If H is a subgroup normalized by a p-element g and Q is a Sylow p-subgroup of
H , then
|Up(Hg)| ≥ |Q|.
The next lemma will be useful to deal with groups inMns.
Lemma 4.3. If N = N1 × · · · × Nt ✂ G and g ∈ Up(G) is an element such that g ∈
NG(Ni), ∀i ∈ {1, . . . , t}, we have
|Up(Ng)| =
t∏
i=1
|Up(Nig)|.
In particular,
|Up(N)| =
t∏
i=1
|Up(Ni)|.
Proof. It is enough to prove the lemma for t = 2, as the general case follows from it with
an easy induction. Arguing by induction on s ∈ N we see that
(xy)s = xxy
−1
xy
−2
· · ·xy
−(s−1)
ys,
for all x, y ∈ G.
Let |g| = pr and a ∈ N1, b ∈ N2 such that |(a, b)g| = p
l. If l ≥ r
1 = ((a, b)g)p
l
= (a, b)(a, b)g
−1
(a, b)g
−2
· · · (a, b)g
−(pl−1)
gp
l
=
= (aag
−1
· · · ag
−(pl−1)
, bbg
−1
· · · bg
−(pl−1)
).
and so
aag
−1
· · · ag
−(pl−1)
= 1
bbg
−1
· · · bg
−(pl−1)
= 1,
that is, |ag| and |bg| divide pl.
If on the contrary l < r, we have
1 =
(
((a, b)g)p
l
)pr−l
=
(
aag
−1
· · ·ag
−(pr−1)
, bbg
−1
· · · bg
−(pr−1)
)
,
and so again |ag| and |bg| divide pl.
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The following map is then well defined and injective
Φ : Up((N1 ×N2)g)→ Up(N1g)× Up(N2g),
(a, b)g 7→ (ag, bg).
As for the surjectivity, we observe that if |ag| = pl1 and |bg| = pl2 , then, setting
l = max{r, l1, l2}, we have
((a, b)g)p
l
= (aag
−1
· · ·ag
−(pl−1)
, bbg
−1
· · · bg
−(pl−1)
) = 1.

Now let G be a group in Mns and let N be the unique minimal normal subgroup of G.
ThenN is the direct product
L1 × · · · × Lk
of k copies of the same nonabelian simple groupL (so each Li ≃ L). MoreoverCG(N) =
1, G . Aut(N) (≃ Aut(L) ≀ Sk).
We shall prove that |U2(G)|/|G|2 ≥ 6.
Using part (i) of Lemma 4.2, it is enough to prove Proposition 4.5 in the case G = NP
with P a Sylow 2-subgroup of G.
As we said before, our arguments fail for a finite number of groups, which we treat
separately in the following lemma.
Lemma 4.4. Let G ∈ Mns andN be its minimal normal subgroup. IfN is isomorphic to
one of the following groups
A5, A5 ×A5, PSL2(7), PSL2(16)
then sp(G) ≤ 1/6.
Proof. Since CG(N) = 1, we have that G is isomorphic to a subgroup of Aut(N). If N
is simple, then G is an almost simple group with socle N , and these cases can be checked
by direct calculation with GAP ([4]).
If N ≃ A5 × A5, then, since CG(N) = 1, G is isomorphic to a subgroup of Aut(N),
which is an extension of N of index at most 8. Again by calculation one can see that the
ratio |U2(G)|/|G|2 of any such group is greater than 6. 
To be clearer we can now give the exact statement that is proved in the rest of the section.
Proposition 4.5. Let G ∈ Mns and N be its minimal normal subgroup. If N is not
isomorphic to one of the groups in Lemma 4.4, then
|U2(G)|/|G|2 ≥ 6.
A group G ∈ Mns can be embedded in the wreath product Aut(L) ≀ Sk. Let B be the
base of this wreath product,
B = Aut(L1)× · · · ×Aut(Lk).
SetK = B ∩G✂G, TK a right transversal of P ∩N in P ∩K and TG a right transversal
of P ∩N in P such that 1 ∈ TK ⊆ TG.
These are right transversals of N inK and G, respectively, and so
G = K ∪˙
⋃˙
g∈TG\TK
(Ng) .
SUBNORMALIZERS AND SOLVABILITY IN FINITE GROUPS 13
Observing that
|P | =
|P |
|P ∩N |
|P ∩N | =
|PN |
|N |
|P ∩N | =
∣∣∣∣GN
∣∣∣∣ |P ∩N |
and |P | = |G/K| |P ∩K| in the same way, we get
(14)
|U2(G)|
|P |
=
|U2(K)|
|P |
+
1
|P |
∑
g∈TG\TK
|U2(Ng)| = A+ B,
where we set
A =
|U2(K)|∣∣G
K
∣∣ |P ∩K|
B =
1∣∣G
N
∣∣ |P ∩N |

 ∑
g∈TG\TK
|U2(Ng)|

 .(15)
We now treat the two termsA and B separately.
4.1. A bound for B. First of all we observe that up to conjugation by an element of
Aut(N), we can take P inside Q ≀ R, the wreath product of a Q ∈ Syl2(Aut(L)) and
R ∈ Syl2(Sk). Set P0 = Q ∩ L, a Sylow 2-subgroup of L.
The next proposition, and the following corollary, give a bound for any summand of B,
that is, for the number of 2-elements in a coset of N not contained inK .
Proposition 4.6. Suppose that k = 2t and let σ = (1, 2, . . . , k) ∈ Sk. Let, moreover,
v = (v1, . . . , vk) ∈ B such that vσ ∈ P . Then
|U2(Nvσ)| ≥
|L|k
|CL(au)|
,
where a is any element of P0 and u = v1v2 . . . vk ∈ Aut(L).
Proof. Let a ∈ P0 and a˜ = (a, 1, . . . , 1) ∈ N . Since the direct product of k copies of P0
lies in P , we have that the element g = a˜vσ ∈ P . Moreover, for all x ∈ N we have
gx = a˜x(vσ)x = a˜xx−1x(vσ)
−1
vσ ∈ Nvσ,
and so gN ⊆ U2(Nvσ).
The size of the N -orbit of g is given by
|gN | =
|N |
|CN (g)|
.
Let x = (x1, . . . , xk) ∈ N . Then x ∈ CN (g) if and only if x
a˜vσ = x, that is, if an only if
(xvkk , x
av1
1 , . . . , x
vk−1
k−1 ) = (x1, . . . , xk),
or, equivalently:
x1 = x
vk
k = (x
vk−1
k−1 )
vk = · · · = xav1...vk1 = x
au
1 .
For every choice of x1 ∈ CL(au) the other components of x are uniquely determined and
so
|CN (g)| = |CL(au)| .

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Corollary 4.7. Let 1 6= σ ∈ R and v = (v1, . . . , vk) ∈ Q
k so that vσ ∈ Q ≀ R. Let s be
the maximal size of an orbit of σ. Then
|U2(Nvσ)| ≥
|L|s
|CL(g)|
|P0|
k−s
,
where g ∈ Aut(L).
Proof. Let σ = σ1 . . . σm be the expression of σ as a product of disjoint cycles (including
those of size 1) with decreasing sizes (so that σ1 has size s) and set
Oi = Supp(σi), Ni =
∏
j∈Oi
Lj, τ =
∏
i>1
σi.
Moreover, through the identification
Aut(Lj) ≃ 1× · · · ×Aut(Lj)× · · · × 1
we write v as v1 . . . vk and set
wi =
∏
j∈Oi
vj ,
w =
∏
i>1
wi.
Then N is the direct product of the subgroups Ni and vσ normalizes every Ni. We can
then apply Lemma 4.3 and obtain
(16) |U2(Nvσ)| =
m∏
i=1
|U2(Nivσ)|.
Since 〈N1, w1, σ1〉 and 〈w, τ〉 commute, we have
vσ = w1wσ1τ = (w1σ1)(wτ).
Moreover, an element aw1σ1wτ ∈ N1w1σ1wτ is a 2-element if and only if a(w1σ1) is
such. We can then apply Lemma 4.6 and get
|U2(N1vσ)| ≥
|L|s
|CL(g)|
,
for some g ∈ Aut(L). For the other terms of the product (16) we use part (iii) in Lemma
4.2. Finally we get
|U2(Nvσ)| =
|L|s
|CL(g)|
m∏
i=2
|P0|
|Oi| =
|L|s
|CL(g)|
|P0|
k−s
.

We can now obtain a useful bound for B. First of all, P ∩N is a Sylow 2-subgroup of
N and so its cardinality is |P0|
k. Every element g ∈ TG \ TK is the product of an element
v ∈ Qk by an element 1 6= σ ∈ Sk, so we can use Corollary 4.7. For such an element
g = vσ, set sg the maximal size of an orbit of σ.
Setting
c = max
x∈Aut(L)
|CL(x)|,
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we get
B =
1∣∣G
N
∣∣ |P ∩N |

 ∑
g∈TG\TK
|U2(Ng)|


≥
1∣∣G
N
∣∣ |P0|k

 ∑
g∈TG\TK
|L|
sg
c
|P0|
k−sg


≥
1∣∣G
N
∣∣ |P0|k ·
1
c
·

 ∑
g∈TG\TK
(
|L|
|P0|
)sg
|P0|
k


≥
|TG \ TK |∣∣G
N
∣∣ · 1c · |L|
2
|P0|
k
|P0|
k−2
=
|G| − |K|
|G|
·
|L|
c
·
|L|
|P0|2
The following theorem, whose proof relies on CFSG, ensures that the third factor of the
last product is greater than 1.
Theorem 4.8. [12] Let L be a nonabelian finite simple group, p a prime dividing |L| and
P ∈ Sylp(L). Then |P |
2 < |L|.
As for the factor |L|/c, we observe that a nonabelian simple group has a proper sub-
group of index smaller then 6 if and only if it is isomorphic to A5. Therefore, if L 6= A5,
|L|/c ≥ 6. For L = A5, we can calculate c directly to see that |L|/c = 10. Finally we
obtain the bound
(17) B ≥ 6
|G| − |K|
|G|
.
4.2. A bound for A. Since N ≤ K , we have that |U2(K)| ≥ |U2(N)| = |U2(L)|
k. If Pˆ
is a Sylow 2-subgroup of Aut(L), we get |P ∩K| ≤ |Pˆ |k and so
(18) A =
|U2(K)|∣∣G
K
∣∣ |P ∩K| ≥ |U2(L)|
k∣∣G
K
∣∣ |Pˆ |k =
|K|
|G|
(
|U2(L)|
|Pˆ |
)k
.
We will show that this bound is enough for proving thatA ≥ 6|K|/|G|, which, together
with (17), will complete the proof of Proposition 4.5. For everyL nonabelian simple group,
set
φ (L) =
|U2(L)|
|Pˆ |
.
We will show that this ratio is strictly greater than 5 for every L nonabelian simple group,
except for the cases treated in Lemma 4.4.
Again we consider the different cases separately.
4.2.1. Alternating groups. Let L = An, n ≥ 6 and let n = 2
m1 + 2m2 + · · ·+ 2ml , with
m1 > m2 > · · · > ml ≥ 0. Set ni =
∑i
j=1 2
mj for i ∈ {1, . . . , l}. Take
s = (1, 2, . . . , n1) . . .
(
nl−1 + 1, . . . , n
)
,
if this is an element of An, or
s = (1, 2, . . . , n1) . . .
(
nl−1 + 1, . . . , nl−1 + 2
ml−1)(nl−1 + 2
ml−1 + 1, . . . n),
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otherwise.
The conjugacy class of s in Sn has at least
|sL| ≥
n!
2 · 2m1 · · · 22ml
=
n!
2(
∑
l
i=1 mi)+ml+1
elements. Sinceml ≤ ⌊log2(n)⌋, we get that
l∑
i=1
mj ≤
⌊log2(n)⌋∑
i=1
i ≤ log22(n) + log2(n),
and so
|sL| ≥
n!
2
1
2 (log
2
2(n)+3 log2(n))+1
.
The order of a Sylow 2-subgroup of L is
|P0| =
1
2
22
m1−1 · · · 22
ml−1 =
2n
2l+1
≤ 2n−1.
Therefore, for n > 6 we have
φ(L) >
∣∣sL∣∣
2|P0|
≥
n!
2
1
2 (log
2
2(n)+3 log2(n))+n+1
.
The last term of this inequality is an increasing function in n. Since φ(A12) > 6, we have
that φ(An) ≥ 6 for n ≥ 12, while, for 6 ≤ n < 12, we can calculate φ(An) directly to get
the desired bound.
We observe that when L ≃ A5, we have φ(L) = 2. The bound (18) fails when k = 1, 2,
and this is the reason why these cases were treated separately in (4.4).
4.2.2. Groups of Lie type in odd characteristic. As we have just seen, for alternating
groups it is enough to bound |U2(L)| with the size of a single conjugacy class to get the
desired bound. We do the same thing with groups of Lie type in odd characteristic.
We use the results on 2-regular elements contained in [10], where the authors find ex-
plicit bounds for the size of the conjugacy classes of elements (Lemma 7.5 and following).
Namely, for every class of groups of Lie type in odd characteristic, the authors are able
to find a regular 2-element s and to give an upper bound for the order of its centralizer.
Clearly, this gives a lower bound for the order of the conjugacy class sL.
We then use the following inequality:
φ(L) ≥
∣∣sL∣∣
|Out(L)|2 · |L|2
.
The aforementioned results contained in [10], together with some easy estimates on the
2-parts of |L| and |Out(L)|, give the desired bound for all but a finite number of simple
groups, which can be checked directly using GAP.
4.2.3. Groups of Lie type in characteristic 2. A theorem of Steinberg gives an exact result
in this case for the ratio we are interested in.
Theorem 4.9. (15.2 in [17]). Let G be a connected reductive algebraic group over a field
of characteristic p and let F be a Frobenius map. Then
|Up(G
F )| = (|GF |p)
2.
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Since each finite quasisimple group of Lie typeL is the group of fixed points of a certain
Frobenius map F on a connected reductive group G, using Steinberg’s theorem together
with part (ii) of Lemma 4.2, we get
φ(L) =
|U2(L)|
|Out(L)|2 |P0|
=
∣∣U2(GF )∣∣
|Out(L)|2 |G
F |2
=
|GF |2
|Out(L)|2
.
Some easy estimates on the order of a Sylow 2-subgroups of the groups GF and on
|Out(L)|2 give the desired bound.
4.2.4. Sporadic groups. The CTblLib library of GAP ([4]) contains the conjugacy class
sizes of every sporadic group. One can thus compute the exact value of φ(L) forL sporadic
and see that this is always greater than 6.
. If N is not one of the groups in Lemma 4.4, then we have
|U2(G)|
|G|2
≥ A+ B ≥ 6
|K|
|G|
+ 6
|G| − |K|
|G|
= 6
This completes the proof of Proposition 4.5 and so that of Theorem A too.
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