Abstract-This paper compares two nonparametric linear classification algorithms-the zero empirical error classifier and the maximum margin classifier-with parametric linear classifiers designed to classify multivariate Gaussian populations [7] . Formulae and a table for the mean expected probability of misclassification MEP N are presented. They show that the classification error is mainly determined by N/p, a learning-set size/dimensionality ratio. However, the influences of learning-set size on the generalization error of parametric and nonparametric linear classifiers are quite different. Under certain conditions the nonparametric approach allows us to obtain reliable rules, even in cases where the number of features is larger than the number of training vectors.
INTRODUCTION
NONPARAMETRIC minimum empirical error and maximum margin classifiers are important theoretical tools that are frequently used to solve real-world pattern recognition problems (e.g., see abundant references in [6] ). Recently, it was shown that in batch-mode training of the two-class nonlinear single-layer perceptron (SLP), one can obtain a sequence of statistical classifiers [6] ; for a general guide on the discriminant analysis problems see [3] . After the first step, one can obtain a simple Euclidean distance classifier (EDC), and then a standard Fisher linear discriminant function F. After further training, the decision boundary approaches that of the minimum empirical error classifier. If the number of empirical errors is zero, then after further training with a progressively increasing learning step, the SLP approaches the maximal margin classifier (a support vector machine [2] ). In this classifier, after achieving zero empirical error, the training algorithm tries to place the discriminant boundary halfway between neighboring training pattern vectors of opposite classes.
In many applications, the dimensionality of the pattern space is very high. It is also important to compare the small-sample performance of classification methods. Expected classification errors (generalization errors) of the Euclidean distance classifier, the Fisher classifier, and a number of other parametric methods were discussed in [7] in the context of two overlapping multivariate Gaussian populations. One objective of this paper is to extend that work to cover the minimum empirical error and maximal margin classifiers.
Promising results in the estimation of generalization error are obtained using information theory, theoretical physics, and statistical mechanics [1] , [4] , [8] . These approaches analyze very structured data sets generated by well-defined rules, and lead to asymptotic estimates of the generalization error (in the sense that the learning-set size and dimensionality tend to infinity). It is important to compare these estimates with results for Gaussian classes obtained by using classical multivariate statistical analysis, an approach that results in very accurate estimates [10] .
A number of upper bounds for the true and estimated classification errors of the minimum empirical error classifier have been obtained for the least favorable distribution of pattern classes [9] . Error bounds indicate that, in theory, very "bad" distributions of pattern classes can occur, in which the number of learning examples required to train the classifier has to be very large. On the other hand, it is possible to create cases, albeit quite special, for which a perfect classifier can be trained using just one example per class.
In practice, one never has either the least favorable or the least unfavorable case to deal with. It is, therefore, important to extend learning theory to cover intermediate cases.
In this paper, we consider as an example of simple overlapping distributions for the pattern classes two equiprobable, spherical, p-variate Gaussian populations N(m 1 , I), N(m 2 , I). We analyze the zero empirical error linear classifier and the margin classifier trained by a specific "random search" optimization procedure. Let 
where D is a bound for the margin. We will find a mean expected probability of misclassification for pattern vectors which did not participate in the training. The expectation is taken both with respect to the 2N random training vectors and with respect to the random character of generating the (p + 1)-variate weight vector determined by a priori density f prior (w, w o ).
We consider two types of prior density f prior (w, w o ), as follows. 
, if the learning-set sizes are equal, and if zero initial weights are then used in batch-mode back propagation training of the single-layer perceptron, then the first iteration produces the weight vector of the Euclidean distance classifier [6] . In this case, the learning sets LS 1 , LS 2 , LS 3 , ..., provide a considerable amount of prior in-0162-8828/97/$10.00 © 1997 IEEE formation for the determination of the weights.
Note that the above random search training procedure will never be used in practice. The gradient training algorithms used in ANN design, as well as many other algorithms proposed in many research papers during last three decades in statistical pattern recognition (see references in [6] ), will generate weights w o , w 1 , ..., w p much more cheaply. Moreover, randomized optimization procedures are less effective than many other direct search methods. However, for random search optimization, it is possible to obtain analytical results which lead to numerical estimates that can serve as upper bounds for the mean expected classification errors of linear classifiers trained by more sophisticated optimization techniques.
MEAN EXPECTED PERFORMANCE OF THE ZERO EMPIRICAL ERROR CLASSIFIER
In this section, we derive MEP N , mean expected classification error probabilities of the zero empirical error and margin classifiers trained by the random search optimization procedure (2) for a model of two equiprobable spherical multivariate Gaussian classes, when m 1 = -m 2 and N 2 = N 1 = N. As in [5] ,
where P(error|w, w o ) is the conditional probability of misclassification, given the weights (w' w o )': 
Conditional probabilities (5) and (6) depend on the (p + 1)-variate vector (w′, w o )′. We show that, if x and (w′, w o )′ have spherical distributions these probabilities depend on only two (three) independent scalar random variables.
Let T be a p ¥ p orthonormal matrix with first row vector t 1 = d c h=
with both (9) and (10) involving three standard independent random variables. Use of representations (7), (8) , or (9), (10), in (3) and (4) allows us to calculate the mean expected error by numerical integration.
Different integration intervals and steps for variables n and w (or x, z, and ; p -1 2 ) were used to check the accuracy of the calculations.
Moreover, for D = 0 and prior of type (a), accuracy was validated by comparing the results with estimates obtained by using a certain asymptotic expansion and subsequent solving a particular differential equation (Diciunas and Basalykas, personal communication, 1995). For fixed Mahalanobis distance d, the deviation of the MEP N from the asymptotic value P ∞ depends mainly on N/p, the learning sample size/dimensionality ratio, and not on p. In Table 1 , for p = 50, five values of the Mahalanobis distance and different N we present values of k = MEP N /P ∞ . Table 1 shows that additional information presented in the form of prior information on the weights distribution can reduce the generalization error dramatically. The assumption that m 1 = -m 2 for spherical Gaussian patterns, in fact, represents additional information about the prior distribution of the weights. When the weights (w, w o ) are randomly generated from N(0, I), a displacement of the coordinate center away from 0.5 (m 1 + m 2 )/2 can both increase and reduce the generalization error. If the coordinate center is far away along the optimal discriminant hyperplane, then most of the hyperplanes that result in zero empirical error are almost parallel to this hyperplane. In that case, variable n in (7) and (8) gral. Calculations resulted in virtually the same values of k = MEP N /P ∞ as those presented in Table 1 . Numerical calculations indicate also that an increase in D, the value of the bound for the margin, diminishes the MEP N . For instance, for priors of type (a), p = 50, N = 30 and d = 4.65 we have: Note that, when considering differences in values of MEP N calculated for different D, one needs to remember that, according to conditions (2), the averages are calculated over different portions of the learning sets.
DISCUSSION
In the present paper, we have analytically investigated a simple randomized training algorithm for designing a nonparametric linear classifier: One generates many random discriminant hyperplanes, and selects those that classify the learning set without error. It was found that for spherical pattern classes, the increase in the classification error probability is considerably lower than predictions obtained for the least favorable case. The ZEE classifier can be used even when the dimensionality p exceeds the number of the training examples 2N. Also, performance depends on the particular learning set; the sets which lead to larger margins result, on average, in better generalization.
It is important to compare the generalization error of the ZEE classifier with that of the standard Fisher discriminant function and the Euclidean distance classifier; see formulae and Table 1 in [7] . For the Fisher classifier, the expected probability of misclassification is
In (11), the term T S = + - arises from the inexact estimation of the two mean vectors. Thus, for the Euclidean distance classifier, only T m will be present. We see from (11) that, when p > 2N, the Fisher classifier does not work at all.
The results in the left-hand half of Table 1 are obtainable approximately from the following approximate formula for the ZEE classifier with random priors:
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. / , and depends on d and the ratio N/p itself. For the parametric classifiers EDC and F, the expected error probability decreases as (N/p) -1 . It is interesting to note that for spherically Gaussian patterns, the speed of decrease of MEP N ZEE b g with N differs from that predicted by computational learning theory, statistical mechanics, and information-theoretic approaches. This may be because we analyzed the mean value averaged over a part of the learning sets for which it was possible to obtain a margin larger than D = 0.
For both parametric and nonparametric classifiers, for fixed N/p, k = MEP N /P ∞ depends on P ∞ , increasing as P ∞ decreases. In contrast, the difference D error = MEP N -P ∞ increases with P ∞ . For Gaussian patterns, the ZEE classifier is preferable to the Fisher classifier when p is close or exceeds the number of learning examples. Use of prior information about the weights makes the ZEE classifier preferable in almost all situations.
In real world problems, one will never use the randomized search procedure theoretically analyzed in this paper. However, experiments with the single-layer perceptron (SLP) confirmed the above theoretical results; a properly trained SLP can be successfully used to classify Gaussian and non-Gaussian pattern classes when dimensionality exceeds the number of training examples. The SLP is preferable to the parametric Fisher classifier when the number of learning examples is small and the pattern classes differ from Gaussians with common covariance matrix.
When the classes are spherical Gaussian, the result depends on initialization of the weights. In Fig. 1 , we present conditional classification error P n versus the margin width m for one particular learning set and three different initializations. When w (o) = 0 and N 2 = N 1 , after the first iteration, one obtains the EDC, which in certain conditions is an optimal sample-based classifier. Thus, further training iterations can only increase the generalization error (curve AF in Fig. 1) . In simulation experiments, we translated the learning data center 0 5 In numerous simulations with spherical Gaussian patterns and the SLP initialized in a very wide interval, the average generalization error, w P n , over many repetitions of the experiment was a bit smaller than that calculated from (3) for the less efficient random search optimization procedure; for the bound of the margin D = 0. Initialization in a narrower interval reduces the generalization error and causes an obvious over-training effect; after a few iterations curve, BF in Fig. 1 joins curve AF. As s in 2 0 AE , w P n gets extremely close to that of EDC, as predicted by the theory. Thus, the use of the prior information on the weights of the classifier can reduce the generalization error probability dramatically. One can either, before training, transform the distributions of the pattern classes into spherical ones and then to use the zero initialization, or try to initialize the weights using information gained in related experiments. Fig. 1 , above, briefly illustrates the properties of the adaptive SLP training process. Details will be presented in forthcoming papers. The earlier theoretical analysis indicates however that, in contrast, the least favorable case analysis, the nonparametric minimum empirical error and maximum margin classifiers, can be used with small learning sets.
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