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CENTERS OF PROJECTIVE VECTOR FIELDS OF SPATIAL
QUASI-HOMOGENEOUS SYSTEMS WITH WEIGHT (m,m, n)
AND DEGREE 2 ON THE SPHERE
HAIHUA LIANG AND JOAN TORREGROSA
Abstract. In this paper we study the centers of projective vector fields QT of three-
dimensional quasi-homogeneous differential system dx/dt = Q(x) with the weight (m,m, n)
and degree 2 on the unit sphere S2. We seek the sufficient and necessary conditions under
which QT has at least one center on S2. Moreover, we provide the exact number and
the positions of the centers of QT . First we give the complete classification of systems
dx/dt = Q(x) and then, using the induced systems of QT on the local charts of S2, we
determine the conditions for the existence of centers.
The results of this paper provide a convenient criterion to find out all the centers
of QT on S2 with Q being the quasi-homogeneous polynomial vector field of weight
(m,m, n) and degree 2.
1. Introduction
We consider the polynomial differential systems in R3
dx
dt
= Q(x), (1)
where x = (x1, x2, x3) and Q(x) = (Q1(x), Q2(x), Q3(x)). System (1) is called a quasi-
homogeneous polynomial differential system with weight (α1, α2, α3) and degree d if Q(x)
is a quasi-homogeneous polynomial vector field with weight (α1, α2, α3) and degree d, i.e.,
Qi(λ
α1x1, λ
α2x2, λ
α3x3) = λ
αi−1+dQi(x1, x2, x3), i = 1, 2, 3, (2)
where λ ∈ R and d, α1, α2, α3 ∈ Z+. In particular, if (α1, α2, α3) = (1, 1, 1), then system
(1) is a homogeneous polynomial system of degree d.
The three-dimensional polynomial differential systems occur as models or at least as
simplifications of models in many domains in science. For example, the population models
in biology. In recent years, the qualitative theory of three-dimensional polynomial differ-
ential systems has been and still is receiving intensive attention [1, 2, 5, 7, 9, 10, 13, 15].
Just as the author of [16] point out that, the study of three-dimensional polynomial
differential system is much more difficult than that of planar polynomial system. For
example, it is an arduous task to determine the global topological structure of the Lorenz
system
x˙1 = σ(x2 − x1), x˙2 = ρx1 − y − xz, x˙3 = −βz + xy (σ, β, ρ ≥ 0),
although this system has a simply form, see [14].
An efficient method for studying the qualitative behavior of orbits of system (1) is to
project the system to the unit sphere S2. In what follows we will adopt the notations used
in [6] to introduce some basic theory of the projective system on S2.
By taking the transformation of coordinates
x = (x1, x2, x3) = (r
α1y1, r
α2y2, r
α3y3), y = (y1, y2, y3) ∈ S2, r ∈ R+,
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we get from system (1) that
dr
dτ
= r〈y,Q(y)〉 := r ·R(y), (3)
dy
dτ
= 〈y¯,y〉Q(y)− 〈y,Q(y)〉y¯ := QT (y), (4)
where y¯ = (α1y1, α2y2, α3y3), dτ = (r
d−1/〈y¯,y〉) dt.
System (4) plays an important role in the analysis the topology of system (1). Indeed,
if we write Γ, g and C for trajectory, singularity and closed orbit of system (4) on the S2
respectively, and let y = y(τ,y0) be the expression of Γ ( resp. g, C) with initial value
y0 = y(τ0,y0), then y(τ,y0) is defined on R and
r(τ, τ0) = r0 exp
∫ τ
τ0
R(y(s,y0)) ds
is the solution of (3). Hence we obtain the corresponding trajectory of system (1)
WΓ ( resp. Wg,WC) = {(rα1(τ, τ0)y1(τ,y0), rα2(τ, τ0)y2(τ,y0), rα3(τ, τ0)y3(τ,y0))|τ ∈ R}.
For any y ∈ S2, we define a curve as S(y) = {(rα1y1, rα2y2, rα3y3)|r > 0}. The orbit Γ
of system (4) on S2 can be regarded as the projection of WΓ along the family of curves
{S(y)|y ∈ S2}. In this sense, we call QT (y) the projective vector field of Q(y) on S2 and
call (4) the projective system of (1).
To study the behavior of orbits of system (4), we will use the local charts of S2. Denoted
by
H+i = {x ∈ R3 : xi > 0}, H−i = {x ∈ R3 : xi < 0}
and
Π+i = {x¯ ∈ R3 : x¯i = 1}, Π−i = {x¯ ∈ R3 : x¯i = −1}.
Define respectively the coordinate transformations φi+ : H
+
i ∩S2 → Π+i and φi− : H−i ∩S2 →
Π−i
x¯ = φi+(y) =
(
y1
y
α1/αi
i
,
y2
y
α2/αi
i
,
y3
y
α3/αi
i
)
and
x¯ = φi−(y) =
(
y1
|yi|α1/αi
,
y2
|yi|α2/αi
,
y3
|yi|α3/αi
)
,
for i = 1, 2, 3. It is easy to see that {(H±i ∩ S2, φi±) : i = 1, 2, 3}, is the set of local charts
of S2. System (4) in these local charts is topologically equivalent to
dx¯
dτ¯
= W i+(x¯) =
(
Q1(x¯)− α1
αi
x¯1Qi(x¯), Q2(x¯)− α2
αi
x¯2Qi(x¯), Q3(x¯)− α3
αi
x¯3Qi(x¯)
)
,
dx¯
dτ¯
= W i−(x¯) =
(
Q1(x¯) +
α1
αi
x¯1Qi(x¯), Q2(x¯) +
α2
αi
x¯2Qi(x¯), Q3(x¯) +
α3
αi
x¯3Qi(x¯)
)
,
where i = 1, 2, 3 and dτ¯ = 〈y¯,y〉|yi|(d−1)/αidτ .
In the literature many authors study the projective vector field of system (1) with
degree two (d = 2). Most of them consider the homogeneous case, i.e., α1 = α2 = α3 = 1.
For instance, Camacho in [1] investigates the projective vector fields of homogeneous
polynomial system of degree two. The classification of projective vector fields without
periodic orbits on S2 is given. Wu in [15] corrects some mistakes of [1] and provide several
properties of homogeneous vector fields of degree two. Llibre and Pessoa in [10] study the
homogeneous polynomial vector fields of degree two, it was shown that if the vector field
on S2 has finitely many invariant circles, then every invariant circle is a great circle. [11]
deals with the phase portraits for quadratic homogeneous polynomial vector fields on S2,
they verify that if the vector field has at least a non-hyperbolic singularity, then it has no
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limit cycles. They also give necessary and sufficient conditions for determining whether a
singularity of (4) on S2 is a center. Pereira and Pessoa in [12] classify all the centers of a
certain class of quadratic reversible polynomial vector fields on S2.
Under the homogeneity assumption we know that whenever x(t) is a solution of system
(1), then so is x˜ = λx(λd−1t). But this conclusion is not true for the quasi-homogeneous
system. Recently, the authors of [6] study the projective vector field of a three-dimensional
quasi-homogeneous system with weight (1, 1, α) (α > 1) and degree d = 2. Some inter-
esting qualitative behaviours are determined according to the parameters of the systems.
Another meaningful work about the spatial quasi-homogeneous systems is [7]. In that pa-
per the authors generalize the results of [2, 13] by studying the limit set of trajectories of
three-dimensional quasi-homogeneous systems. They also point out, by a counterexample,
the mistake of [2].
However, to the best of our knowledge, there is no paper dealing with the center of
the projective vector field of spatial quasi-homogeneous. Motivated by this fact, in the
present paper we study the sufficient and necessary conditions for the projective vector
field QT of the system (1) with the weight (m,m, n) and degree 2 to have at least one
center on S2. We would like to emphasize that, in the above mentioned papers dealing
with homogeneous systems, many authors concern on the periodic orbits of system (4),
see [1, 6, 11]. This is because the periodic behavior of system (4) provide a threshold to
investigate the periodic and spirally behaviors of the spatial system. Our work provides a
criterion for the projective vector field associated to system (1) to have a family of periodic
orbits.
This paper is organized as follows. In Section 2, we prove some properties and establish
the canonical forms of quasi-homogeneous polynomial system (1) with weight (m,m, n)
and degree 2. In Sections 3, 4, and 5, we are going to seek the sufficient and necessary
conditions under which the projective system (4) has at least one center on S2, where
Section 3 (resp. Section 4 and Section 5) deals with the case that n = 1 (resp. m > 1, n > 1
and m = 1).
2. Properties and canonical forms for quasi-homogeneous systems with
weight (m,m, n) and degree d = 2
The first goal of this section is to derive some properties of the three-dimensional quasi-
homogeneous polynomial vector field with weight (m,m, n) and degree d = 2. The results
obtained will be used in the next sections.
Define a homomorphism ψ : R3 → R3 as ψ(x1, x2, x3) = ((−1)mx1, (−1)mx2, (−1)nx3).
Proposition 2.1. Assume that Q is a quasi-homogeneous polynomial vector field with
weight (m,m, n) and degree d = 2. Then
Q(ψ(x)) = −Dψ ·Q(x), QT (ψ(y)) = −Dψ ·QT (y).
Proof. Firstly, it follows from the quasi-homogeneity property of Q that
Q(ψ(x)) = Q((−1)mx1, (−1)mx2, (−1)nx3)
= ((−1)m+1Q1(x), (−1)m+1Q2(x), (−1)n+1Q3(x))
= −Dψ ·Q(x).
Secondly, by the expression of QT (y) we have
QT (ψ(y)) = 〈ψ(y), ψ(y)〉Q(ψ(y))− 〈ψ(y),Q(ψ(y))〉ψ(y).
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Since ψ(y) = Dψ · y¯, it follows that 〈ψ(y), ψ(y)〉 = 〈y¯,y〉. Hence
QT (ψ(y)) = −〈y¯,y〉Dψ ·Q(y) + 〈ψ(y), Dψ ·Q(y)〉ψ(y)
= −〈y¯,y〉Dψ ·Q(y) + 〈y,Q(y)〉ψ(y)
= −Dψ · (〈y¯,y〉Q(y)− 〈y,Q(y)〉y¯) = −Dψ ·QT (y).
The proof is finished. 
Proposition 2.2. Assume that Q is a quasi-homogeneous polynomial vector field with
weight (m,m, n). Let L = {(λ cosα0, λ sinα0, 1)|λ ∈ R} be a straight line on Π+3 . If
S ⊂ S2 is a great circle which contains the points (0, 0,±1) and (cosα0, sinα0, 0), then
(φ3+)
−1(L) = H+3 ∩ S.
Proof. Since S is a great circle containing the points (0, 0,±1) and (cosα0, sinα0, 0), we
find
H+3 ∩ S = {(± cosα0 sin θ,± sinα0 sin θ, cos θ)|θ ∈ [0, pi/2)}.
Hence
φ3+(H
+
3 ∩ S) =
{(
y1
(y3)m/n
,
y2
(y3)m/n
, 1
) ∣∣∣∣(y1, y2, y3) = (± cosα0 sin θ,± sinα0 sin θ, cos θ),
θ ∈ [0, pi/2)
}
=
{
(λ cosα0, λ sinα0, 1)
∣∣∣∣λ = ± sin θ/(cos θ)m/n, θ ∈ [0, pi/2)}
= {(λ cosα0, λ sinα0, 1) |λ ∈ (−∞,∞)}.
The proof finishes because the above expression is equivalent to (φ3+)
−1(L) = H+3 ∩S. 
The second purpose of this section is to obtain the canonical form for the quasi-
homogeneous polynomial vector fields with weight (m,m, n) and degree d = 2, where
m and n are two different positive integers.
Lemma 2.3. Every three-dimensional quasi-homogeneous polynomial differential system
(1) with weight (m,m, n) and degree d = 2 can be written in one of the following forms:
(1) If m = 1 then
dx1
dt
=
∑
i+j=2
ai,j,0x
i
1x
j
2 + (1− sgn(n− 2))a0,0,1x3,
dx2
dt
=
∑
i+j=2
bi,j,0x
i
1x
j
2 + (1− sgn(n− 2))b0,0,1x3, (5)
dx3
dt
= a1,0,1x1x3 + a0,1,1x2x3 +
∑
i+j=n+1
ci,j,0x
i
1x
j
2.
(2) If n = 1 then
dx1
dt
= a1,0,1x1x3 + a0,1,1x2x3 + a0,0,m+1x
m+1
3 ,
dx2
dt
= b1,0,1x1x3 + b0,1,1x2x3 + b0,0,m+1x
m+1
3 , (6)
dx3
dt
= (1− sgn(m− 2))(c1,0,0x1 + c0,1,0x2) + c0,0,2x23.
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(3) If m ≥ 2 and n ≥ 2 then
dx1
dt
= a0,0,m+1
n
x
m+1
n
3 ,
dx2
dt
= b0,0,m+1
n
x
m+1
n
3 ,
dx3
dt
=
∑
i+j=n+1
m
ci,j,0x
i
1x
j
2. (7)
Here sgn(·) is the sign function and in (7) we define a0,0,m+1
n
= b0,0,m+1
n
= 0 if (m+1)/n /∈
N+, and ci,j,0 = 0 if i+ j = (n+ 1)/m /∈ N+.
Proof. It follows from (2) that Qi(0, 0, 0) = (0, 0, 0). Thus we set
Qi(x1, x2, x3) =
ni∑
k=1
qik(x1, x2, x3),
where
qik(x1, x2, x3) =
k∑
k1+k2=0
a
(i)
k1,k2,k−k1−k2x
k1
1 x
k2
2 x
k−k1−k2
3 , i = 1, 2, 3.
Substituting the above expressions into (2) with (α1, α2, α3) = (m,m, n) and d = 2 yields
a
(i)
k1,k2,k−k1−k2(λ
m(k1+k2−1)+n(k−k1−k2)−1 − 1) = 0, k = 1, 2, · · · , ni, i = 1, 2, (8)
a
(3)
k1,k2,k−k1−k2(λ
m(k1+k2)+n(k−k1−k2−1)−1 − 1) = 0, k = 1, 2, · · · , n3. (9)
We will apply (8) and (9) to find out all the coefficients which vanish.
Case 1. m = 1, n ≥ 2. If a(i)k1,k2,k−k1−k2 6= 0, i = 1, 2, then by (8) we have
k1 + k2 + n(k − k1 − k2)− 2 = 0. (10)
Noting that 0 ≤ k1 + k2 ≤ k, we deduce from (10) that k1 + k2 = 0, k = 1, n = 2 or
k1 + k2 = k = 2. This prove the first and the second equation of (5).
If a
(3)
k1,k2,k−k1−k2 6= 0, then by (9)
k1 + k2 + n(k − k1 − k2 − 1)− 1 = 0. (11)
The equation (11) is satisfied if and only if k1 + k2 = 1, k = 2 or k1 + k2 = k = n+ 1 ≥ 3.
This proves the third equation of (5).
Case 2. n = 1,m ≥ 2. If a(i)k1,k2,k−k1−k2 6= 0, i = 1, 2, then we get
m(k1 + k2 − 1) + k − k1 − k2 − 1 = 0. (12)
We deduce from (12) that k1 + k2 = 0, k = m+ 1 ≥ 3 or k1 + k2 = 1, k = 2. This proves
the first and the second equation of (6).
If a
(3)
k1,k2,k−k1−k2 6= 0, then
m(k1 + k2) + k − k1 − k2 − 2 = 0. (13)
The equation (13) is satisfied if and only if k1 + k2 = 0, k = 2 or k1 + k2 = k = 1,m = 2.
This proves the third equation of (6).
Case 3. n ≥ 2,m ≥ 2. If a(i)k1,k2,k−k1−k2 6= 0, i = 1, 2, then we have
m(k1 + k2 − 1) + n(k − k1 − k2)− 1 = 0. (14)
Since m(k1 +k2−1) = 1−n(k−k1−k2) ≤ 1, it is enough to consider two cases: k1 +k2 = 0
and k1 + k2 = 1 ≤ k. Furthermore, k1 + k2 = 1 ≤ k is impossible because n(k− 1) 6= 1 for
all n ≥ 2. If k1 + k2 = 0, then we get from (14) that kn = m+ 1. This means that the Q1
and Q2 are two nonzero functions if and only if n|(m + 1). And hence the first and the
second equation of (7) are obtained.
If a
(3)
k1,k2,k−k1−k2 6= 0, then m(k1 + k2) + n(k − k1 − k2 − 1)− 1 = 0. This equality holds
if and only if k1 + k2 = k ≥ 1, km = n+ 1. Thus we obtain the third equation of (7). 
6 H. LIANG AND J. TORREGROSA
We get from the above lemma that
Theorem 2.4. Suppose that Qi(i = 1, 2, 3) of system (1) are nonzero functions. Then
every quasi-homogeneous polynomial vector field (1) with weight (m,m, n) and degree d = 2
can be changed, under a suitable affine transformation, to:
(i) System
dx1
dt
=a1x
2
1 + a2x1x2 + a3x
2
2,
dx2
dt
=b1x
2
1 + b2x1x2 + b3x
2
2,
dx3
dt
=c1x1x3 + c2x2x3 +
n+1∑
i=0
dix
i
1x
n+1−i
2 ,
(15)
with weight (1, 1, n), where n ≥ 3, or
(ii) system
dx1
dt
=a1x
2
1 + a2x1x2 + a3x
2
2,
dx2
dt
=b1x
2
1 + b2x1x2 + b3x
2
2 + x3,
dx3
dt
=c1x1x3 + c2x2x3 +
3∑
i=0
dix
i
1x
3−i
2 ,
(16)
with weight (1, 1, 2), or
(iii) system
dx1
dt
=a1x1x3 + a2x2x3,
dx2
dt
=b1x1x3 + b2x2x3 + ηx
3
3,
dx3
dt
=c1x1 + c2x2 + c0x
2
3,
(17)
with weight (2, 2, 1), where η = 0, 1, or
(iv) system
dx1
dt
=a1x1x3 + a2x2x3,
dx2
dt
=b1x1x3 + b2x2x3 + ηx
m+1
3 ,
dx3
dt
=x23,
(18)
with weight (m,m, 1), where η = 0, 1, and m ≥ 3, or
(v) system
dx1
dt
= x3,
dx2
dt
= x3,
dx3
dt
= c1x
2
1 + c2x1x2 + c3x
2
2, (19)
with weight (2, 2, 3), or
(vi) system
dx1
dt
= x23,
dx2
dt
= x23,
dx3
dt
= c1x1 + c2x2, (20)
with weight (3, 3, 2).
Proof. Firstly, in the case that m = 1, the canonical forms (15) and (16) follow from the
result of [6] directly.
Let us consider the case that n = 1 and m = 2. If a0,0,3 = b0,0,3 = 0, then system (6)
becomes (17) with η = 0. If a20,0,3 + b
2
0,0,3 6= 0, then by noting that system (6) has the
same form under the change of variables (x1, x2) → (x2, x1), we can assume with loss of
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generality that b0,0,3 6= 0. Taking the transformation z = (b0,0,3x1 − a0,0,3x2, b−10,0,3x2, x3),
and then using the symbol x instead of z, we can change system (6) to (17) with η = 1.
The case n = 1 and m ≥ 3 can be dealt with in a similar way.
Finally consider the case that m ≥ 2, n ≥ 2. Since Qi(i = 1, 2, 3) is nonzero function,
it follows that (m+ 1)/n, (n+ 1)/m ∈ N+. Thus m = n− 1 or m = n+ 1. If m = n− 1,
we get from n|(m+ 1) and m|(n+ 1) that n = 3,m = 2. If m = n+ 1, then n = 2,m = 3.
Consequently, we obtain
dx1
dt
= ax3,
dx2
dt
= bx3,
dx3
dt
= c1x
2
1 + c2x1x2 + c3x
2
2, ab 6= 0
with weight (2, 2, 3) and
dx1
dt
= ax23,
dx2
dt
= bx23,
dx3
dt
= c1x1 + c2x2, ab 6= 0
with weight (3, 3, 2). By taking an affine transformation of variables, we get systems (19)
and (20). 
The systems (15) and (16) are considered in [6]. It is shown that the projective system
of system (15) has no closed orbits on S2. But the authors do not give the conditions for
projective systems of system (16) to acquire at least one center. The purpose of the rest of
this paper is to find the sufficient and necessary conditions for all the projective systems
(4) of the systems in Theorem 2.4 to have at least one center.
3. Center of the quasi-homogeneous systems with weight (m,m, 1)
In this section we deal with the canonical forms of (17) and (18). The main results of
this section are the following two theorems.
Theorem 3.1. Suppose that QT is the projective vector field of system (17), then the
following statements hold.
(A) For η = 0, QT has at least one center if and only if one of the following two conditions
is satisfied:
(1) a1 + b2 = 4c0, (b2 − a1)2 + 4a2b1 < 0;
(2) J(c1, c2) = a2c
2
1 + (b2 − a1)c1c2 − b1c22 6= 0.
In addition,
(i) If (1) is satisfied and c21 + c
2
2 6= 0, then QT has exactly three centers respectively
at (0, 0, 1), (0, 0,−1) and E(c2/
√
c21 + c
2
2, −c1/
√
c21 + c
2
2, 0) when J(c1, c2) > 0
or −E when J(c1, c2) < 0.
(ii) If (1) is satisfied and c1 = c2 = 0, then QT has exactly two centers at (0, 0, 1)
and (0, 0,−1), respectively.
(iii) If (2) is satisfied but (1) is not satisfied, then QT has a unique center at E when
J(c1, c2) > 0 or at −E when J(c1, c2) < 0.
(B) For η = 1, QT has at least one center if and only if J(c1, c2) 6= 0 or one of following
conditions is satisfied:
(1) a2 = 0, b¯2 = 2a¯1, a¯1c1 − b1c2 6= 0, a¯21 + 2c2 < 0;
(2) a2 6= 0, b¯2 = −a¯1, c1a2 = a¯1c2, (a¯41 + 2a¯21a2b1 + a22b21 + 2a2b1c2)(a2b1 + a¯21) < 0;
(3) a2 6= 0, 2a¯31−3a¯21b¯2+9a¯1a2b1−3a¯1b¯22−36a¯1c2+v9a2b1b¯2+2b¯32+54a2c1+18b¯2c2 = 0,
(9a¯21a2c1+27a
2
2b1c1−9a¯1a2b¯2c1+9a2b¯22c1−8a¯31c2−27a¯1a2b1c2+12a¯21b¯2c2−6a¯1b¯22c2+
b¯32c2) · (3a2c1 + b¯2c2 − 2a¯1c2) < 0,
with a¯1 = a1 − 2c0, b¯2 = b2 − 2c0.
Moreover, if J(c1, c2) > 0 (resp. J(c1, c2) < 0), then at the equator QT has a unique
center at E (resp. −E). If the condition (i) (i ∈ {1, 2, 3}) of (B) holds, then QT has a
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unique center at yi on S2∩H+3 and has a unique center at −yi on S2∩H−3 which satisfies
φ3+(yi) = (x
∗
i , y
∗
i , 1), where
x∗1 =
a¯21 + 2c2
2a¯1c1 − 2b1c2 , y
∗
1 = −
a¯1b1 + 2c1
2a¯1c1 − 2b1c2 ,
x∗2 = −
a2
a2b1 + a¯21
, y∗2 =
a¯1
a2b1 + a¯21
,
x∗3 =
a2(a¯1 + b¯2)
2(3a2c1 + b¯2c2 − 2a¯1c2)
, y∗3 =
(b¯2 − 2a¯1)(b¯2 + a¯1)
6(3a2c1 + b¯2c2 − 2a¯1c2)
.
(21)
Theorem 3.2. The projective vector field QT of system (18) with m > 2 has at least one
center on S2 if and only if
a1 + b2 = 2m, ∆1 = (b2 − a1)2 + 4a2b1 < 0. (22)
Furthermore, if (22) is satisfied then QT has exactly two centers at the points(
ηa2λ
m
0
∆1
,
η(m− a1)λm0
∆1
, ηλ0+ 1−η
)
and
(
ηa2(−λ0)m
∆1
,
η(m− a1)(−λ0)m
∆1
,−ηλ0+η−1
)
,
where λ = λ0 is the unique positive solution of equation
(a22 + (m− a1)2)λ2m + ∆21λ2 = ∆21. (23)
3.1. Quasi-homogeneous systems with weight (2, 2, 1). In this subsection we assume
that QT is the projective vector field of system (17). We will firstly study the centers on the
H+3 ∩S2. The centers on H−3 ∩S2 can be obtained by the symmetry (see Proposition 2.1).
By straightforward calculations we find that the induced system of QT on Π
+
3 is
dx¯1
dτ¯
= Q1(x¯)− 2x¯1Q3(x¯) = (a1 − 2c0)x¯1 + a2x¯2 − 2c1x¯21 − 2c2x¯1x¯2,
dx¯2
dτ¯
= Q2(x¯)− 2x¯2Q3(x¯) = η + b1x¯1 + (b2 − 2c0)x¯2 − 2c1x¯1x¯2 − 2c2x¯22, η = 0, 1.
(24)
Proposition 3.3. Assume that p = (p1, p2, p3) ∈ S2∩H+3 with p3 6= 0,±1 is a singularity
of QT . If η = 0, then p is not a center of QT .
Proof. Since QT (p) = 0, it follows that
〈q,p〉Qi(p)− 2〈p,Q(p)〉pi = 0, i = 1, 2,
where q = (2p1, 2p2, p3). Thus
0 = p1(Q2 + 2p2Q3)− p2(Q1 + 2p1Q3) = p1Q2 − p2Q1 = p3[I(p1, p2) + ηp23], (25)
where I(x, y) = b1x
2 − a2y2 + (b2 − a1)xy.
Let l+ = {(p¯1λ, p¯2λ, 1)|λ ∈ R} be a straight line on Π+3 , where p¯1 = p1/
√
1− p23, p¯2 =
p2/
√
1− p23. By direct computation we obtain that on l+, writing x = (p¯1λ, p¯2λ, 1), we
have
f(λ) := p¯1(Q2(x¯)− 2x¯2Q3(x¯))− p¯2(Q1(x¯)− 2x¯1Q3(x¯)) = λI(p¯1, p¯2) + p¯1η, η = 0, 1.
If η = 0, then it follows from (25) that I(p¯1, p¯2) = I(p1, p2)/(1 − p23) = 0. This means
that f(λ) ≡ 0. Therefore, l+ is an invariant straight line of W+3 . Let S be the great circle
containing the points (p¯1, p¯2, 0) and (0, 0,±1). Clearly, p ∈ S. By Proposition 2.2, the
half-great circle S ∩ H+3 is an integral curve of the vector field QT . Thus p can no be a
center of QT . 
Next consider the critical point (0, 0,±1) of QT with η = 0. We need the following
result.
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Lemma 3.4 ([8]). The origin is a center of the following system
dx
dt
= ax+ by + a20x
2 + a11xy + a02y
2,
dy
dt
= cx− ay + b20x2 + b11xy + b02y2,
with a2 + bc < 0, if and only if one of the following conditions holds:
(1) Aα−Bβ = γ = 0,
(2) α = β = 0,
(3) 5A− β = 5B − α = δ = 0,
where A = a20 + a02, B = b20 + b02, α = a11 + 2b02, β = b11 + 2a20, γ = b20A
3 − (a20 −
b11)A
2B + (b02 − a11)AB2 − a02B3, and δ = a202 + b220 + a02A+ b20B.
Proposition 3.5. Assume that η = 0. The points (0, 0,±1) are centers of QT on S2 if
and only if
a1 + b2 = 4c0, (b2 − a1)2 + 4a2b1 < 0. (26)
Proof. To study the singularity (0, 0, 1), we will use the induced system on Π+3 , which is
(24) with η = 0.
Clearly, φ3+(0, 0, 1) = (0, 0, 1). The characteristic equation of the linear approximation
system of (24) at the singularity (0, 0) is
λ2 − (a1 + b2 − 4c0)λ+ (a1 − 2c0)(b2 − 2c0)− a2b1 = 0.
The singularity (0, 0) is a center or focus of the system (24) if and only if
a1 + b2 − 4c0 = 0, (a1 − 2c0)(b2 − 2c0)− a2b1 > 0,
which is equivalent to (26). By straightforward calculations, we find that Aα−Bβ = γ = 0,
where A = −2c1, B = −2c2, α = −6c2, β = −6c1. Therefore, (0, 0) is a center of system
(24) if and only if the relation (26) is satisfied.
By applying the Proposition 2.1, we can conclude that the relations (26) are also the
sufficient and necessary conditions for (0, 0,−1) to be a center of QT on S2. 
Let us consider the case η = 1.
Proposition 3.6. Assume that η = 1, then QT has at least a center on S2 ∩H+3 if and
only if one of the conditions of Theorem 3.1.(B) is satisfied. Moreover, if the condition
(i) (i ∈ {1, 2, 3}) of Theorem 3.1.(B) holds, then QT has a unique center yi on S2 ∩H+3
and has a unique center −yi on S2 ∩H−3 which satisfy φ3+(yi) = (x∗i , y∗i , 1), where x∗i and
y∗i are defined in (21).
Proof. Suppose that p ∈ H+3 ∩ S2 is a singularity of QT , and let (x0, y0, 1) = φ+3 (p). It
is easy to see that (x0, y0) is a singularity of system (24). By taking the transformation
u = x¯1 − x0, v = x¯2 − y0, we change system (24) to
du
dτ¯
= (a¯1 − 4c1x0 − 2c2y0)u+ (a2 − 2c2x0)v − 2c1u2 − 2c2uv,
dv
dτ¯
= (b1 − 2c1y0)u+ (b¯2 − 2c1x0 − 4c2y0)v − 2c1uv − 2c2v2.
(27)
In what follows we will consider the singularity (0, 0) of system (27).
One can check directly that system (27) satisfies the condition (1) of Lemma 3.4. Thus
the point (0, 0) is a center of system (27) if and only if the following two equalities hold
a¯1 − 4c1x0 − 2c2y0 + b¯2 − 2c1x0 − 4c2y0 = 0, (28)
∆ = (a¯1 − 4c1x0 − 2c2y0)2 + (a2 − 2c2x0)(b1 − 2c1y0) < 0, (29)
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where x0 and y0 are the isolated solutions of the following equations
a¯1x0 + a2y0 − 2c1x20 − 2c2x0y0 = 0, (30)
1 + b1x0 + b¯2y0 − 2c1x0y0 − 2c2y20 = 0. (31)
By equations (28) and (30), we get 3a2y0 = (b¯2−2a¯1)x0. We will now split our discussion
into two cases.
Case 1. a2 = 0. By the inequality (29) we know that x0 6= 0. It follows from 3a2y0 =
(b¯2 − 2a¯1)x0 that b¯2 = 2a¯1. Hence under the condition a2 = 0, (28)-(31) are equivalent to
b¯2 = 2a¯1, 2c1x0 + 2c2y0 − a¯1 = 0, b1x0 + a¯1y0 + 1 = 0, ∆ = (2a¯1c1 − 2b1c2)x0 < 0. (32)
In view of 2a¯1c1 − 2b1c2 6= 0, we can get the solution (x0, y0) and then find that (32) is
equivalent to
b¯2 = 2a¯1, a¯1c1 − b1c2 6= 0, a¯21 + 2c2 < 0,
x0 =
a¯21 + 2c2
2a¯1c1 − 2b1c2 := x
∗
1, y0 = −
a¯1b1 + 2c1
2a¯1c1 − 2b1c2 := y
∗
1.
Consequently, under the condition a2 = 0, the origin of system (27) is a center if and
only if
b¯2 = 2a¯1, a¯1c1 − b1c2 6= 0, a¯21 + 2c2 < 0. (33)
And if the above conditions are satisfied, then QT has a unique center y1 ∈ S2 ∩H+3 such
that φ3+(y1) = (x
∗
1, y
∗
1, 1). By the symmetry, we know that QT also has a unique center
−y1 ∈ S2 ∩H−3 if the condition (33) is satisfied.
Case 2. a2 6= 0. By 3a2y0 = (b¯2 − 2a¯1)x0 and (28) we obtain
a2(a¯1 + b¯2) = (6a2c1 + 2b¯2c2 − 4a¯1c2)x0.
If 6a2c1 + 2b¯2c2 − 4a¯1c2 = 0, then a¯1 = −b¯2 and thus (28)-(31) are equivalent to
c1x0 + c2y0 = 0, a¯1x0 +a2y0 = 0, 1 + b1x0− a¯1y0 = 0, ∆ = a¯21 +a2b1−2b1c2x0 < 0. (34)
Further, by using (34), (28)-(31) are equivalent to
a¯1 = −b¯2, c1a2 = a¯1c2, a2b1 + a¯21 6= 0, ∆ =
a¯41 + 2a¯
2
1a2b1 + a
2
2b
2
1 + 2a2b1c2
a2b1 + a¯21
< 0,
x0 = − a2
a2b1 + a¯21
:= x∗2, y0 =
a¯1
a2b1 + a¯21
:= y∗2.
It turns out that, under the condition a2 6= 0 and 6a2c1 + 2b¯2c2 − 4a¯1c2 = 0, the origin
of system (27) is a center if and only if
a¯1 = −b¯2, c1a2 = a¯1c2, a2b1 + a¯21 6= 0,
a¯41 + 2a¯
2
1a2b1 + a
2
2b
2
1 + 2a2b1c2
a2b1 + a¯21
< 0. (35)
If (35) is true, then QT has a unique center y2 ∈ S2∩H+3 such that φ3+(y2) = (x∗2, y∗2, 1).
By the symmetry, we know that QT also has a unique center −y2 ∈ S2∩H−3 if the condition
(35) is satisfied.
Next assume that
6a2c1 + 2b¯2c2 − 4a¯1c2 6= 0.
The equations (28) and (30) have a unique solution
x0 =
a2(a¯1 + b¯2)
6a2c1 + 2b¯2c2 − 4a¯1c2
:= x∗3, y0 =
(b¯2 − 2a¯1)(b¯2 + a¯1)
6(3a2c1 + b¯2c2 − 2a¯1c2)
:= y∗3.
Substituting into (31) yields
2a¯31 − 3a¯21b¯2 + 9a¯1a2b1 − 3a¯1b¯22 − 36a¯1c2 + 9a2b1b¯2 + 2b¯32 + 54a2c1 + 18b¯2c2 = 0.
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Moreover, it follows that
∆ =
1
9(3a2c1 + b¯2c2 − 2a¯1c2)
· (9a¯21a2c1 + 27a22b1c1 − 9a¯1a2b¯2c1 + 9a2b¯22c1 − 8a¯31c2
− 27a¯1a2b1c2 + 12a¯21b¯2c2 − 6a¯1b¯22c2 + b¯32c2) < 0.
This complete the proof. 
Next we are going to study the singularities of QT at the equator.
Proposition 3.7. (i) If c1 = c2 = 0, then the equator is a singular circle of QT . In
other words, each point of the equator is a singularity of QT .
(ii) If c21 + c
2
2 6= 0, then on the equator QT has two singularities at E1 = E and E2 = −E
respectively, where E(c2/
√
c21 + c
2
2,−c1/
√
c21 + c
2
2, 0). The direction of QT at the
equator is shown in Figure 1.
·
·
·
−E
E
Figure 1. The direction of QT at the equator.
Proof. The conclusion follows directly from
QT |(±p1,±p2,0) = (0, 0,±2c1p1 ± 2c2p2).

Let J(x, y) = a2x
2 + (b2 − a1)xy − b1y2.
Proposition 3.8. QT has centers on the equator if and only if J(c1, c2) 6= 0. Moreover,
if J(c1, c2) > 0 (resp. J(c1, c2) < 0), then QT has a unique center at E1 (resp. E2).
Proof. By Proposition 3.7, the equator contains centers only if c21 +c
2
2 6= 0. In what follows
we will split our discussion into three cases.
Case 1, c2 > 0. Obviously, E1 ∈ H+1 , E2 ∈ H−1 . By taking the transformation φ1+ :
H+1 ∩ S2 → Π+1 , we obtain the induced system of QT on Π+1 :
dx¯2
dτ¯
= x¯3(b1 + (b2 − a1)x¯2 − a2x¯22 + ηx23) := p+1 (x¯2, x¯3),
dx¯3
dτ¯
= c1 + c2x¯2 + (c0 − 1
2
a1)x¯
2
3 −
1
2
a2x¯2x¯
2
3 := q
+
1 (x¯2, x¯3),
(36)
where η = 0, 1 and dτ¯ = (2y21 + 2y
2
2 + y
2
3)
√
y1dτ . In particular, φ
1
+(E2) = (1,−c1/c2, 0).
The characteristic equation of the linear approximation system of (36) at the critical point
(−c1/c2, 0) is λ2 + J(c1, c2)/c2 = 0.
Therefore, if J(c1, c2) < 0, then (−c1/c2, 0) is a saddle of system (36). If J(c1, c2) > 0,
then (−c1/c2, 0) is a center or a focus. Noting that
(p+1 (x¯2,−x¯3), q+1 (x¯2,−x¯3)) = (−p+1 (x¯2, x¯3), q+1 (x¯2, x¯3)),
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we conclude that the critical point (−c1/c2, 0) is a center. If J(c1, c2) = 0, then the
equation (36) becomes
dx¯2
dτ¯
= −x¯3(x¯2 + c1
c2
)(a2x¯2 − b1c2
c1
) + ηx¯33,
dx¯3
dτ¯
=
1
c2
[2c22(x¯2 +
c1
c2
) + (a2c1 − a1c2 + 2c0c2)x¯23 − a2c2(x¯2 +
c1
c2
)x¯23.
(37)
In the case η = 0, the straight line x¯2 = −c1/c2 is an invariant line of system (36) when
a2c1 − a1c2 + 2c0c2 6= 0 and it is a singular line when a2c1 − a1c2 + 2c0c2. In any case, the
critical point (−c1/c2, 0) can not be a center.
When η = 1, on the straight line x¯2 = −c1/c2 we have dx¯2dτ¯ = x¯33, meaning that the
orbits of system (37) pass through the straight line x¯2 = −c1/c2 from the left to the right
on the upper half-plane and from the right to the left on the lower half-plane. On the
other hand, noting also that the direction of vector field (37) at the x¯2 axis is upward on
the right hand side of the critical point (−c1/c2, 0) and is downward on the left hand side
of the critical point (−c1/c2, 0). See Figure 2. We conclude that there is no closed orbit
around the singularity (−c1/c2, 0). So the singularity (−c1/c2, 0) is not a center.
·
x¯2 = −c1/c2
x¯2
x¯3
Figure 2. The direction of system (37).
Next we study the singular point E2 of QT . With the transformation φ
1− : H
−
1 ∩ S2 →
Π−1 , we obtain the induced system of QT on Π
−
1 :
dx¯2
dτ¯
= x¯3(−b1 + (b2 − a1)x¯2 + a2x¯22 + ηx¯23) := p−1 (x¯2, x¯3),
dx¯3
dτ¯
= −c1 + c2x¯2 + (c0 − 1
2
a1)x¯
2
3 +
1
2
a2x¯2x¯
2
3 := q
−
1 (x¯2, x¯3),
(38)
where η = 0, 1 and dτ¯ = (2y+1 2y
2
2 + y
2
3)
√
y1 dτ . Moreover, φ
1−(E2) = (1, c1/c2, 0). The
characteristic equation of the linear approximation system of (38) at the critical point
(c1/c2, 0) is
λ2 − 1
c2
J(c1, c2) = 0, where J(x, y) = a2x
2 + (b2 − a1)xy − b1y2. (39)
In the same way, we can easily verify that the critical point (c1/c2, 0) is a center if and
only if J(c1, c2) < 0.
Case 2, c2 < 0. Obviously, E1 ∈ H−1 and E2 ∈ H+1 . We make the transformation
φ1− : H
−
1 ∩S2 → Π−1 and then we obtain the induced system of QT on Π−1 , which is system
(38).
By direct calculation we get φ1−(E1) = (1, c1/c2, 0). The characteristic equation of the
linear approximation system of (38) at the critical point (c1/c2, 0) is the equation (39).
Thus the critical point (c1/c2, 0) is a center if and only if c2J(c1, c2) < 0.
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Using analog arguments we conclude that E2 is a center of QT on S2 if and only if
c2J(c1, c2) > 0.
Case 3, c2 = 0, c1 6= 0. That is, E1 = (0,− sgn(c1), 0), E2 = (0, sgn(c1), 0). Suppose
firstly that c1 > 0. By taking the transformation φ
2− : H
−
2 ∩ S2 → Π−2 , we obtain the
induced system of QT on Π
−
2 :
dx¯1
dτ¯
= x¯3(−a2 + (a1 − b2)x¯1 + b1x¯21 + ηx¯1x¯23),
dx¯3
dτ¯
= c1x¯1 + (c0 − b2
2
)x¯23 +
b1
2
x¯1x¯
2
3 +
η
2
x¯43.
(40)
Obviously, φ2−(E1) = (0, 0).
The characteristic equation of the linear approximation system of (40) at the critical
point (0, 0) is λ2 +a2c1 = 0. By similar arguments as above, we find that the critical point
(0, 0) is a center of system (40) if and only if a2c1 > 0, i.e., c1J(c1, 0) > 0.
Analogously, the singularity E2 = (0, 1, 0) is a center of QT on S2 if and only if
c1J(c1, 0) < 0.
The case that c1 < 0 can be studied in a similar way, we omit the discussion for the
sake of brevity.
In conclusion, the vector field QT has a center at the equator if and only if J(c1, c2) 6=
0. 
Remark 3.9. If η = 0 and a1 + b2 = 4c0, (b2 − a1)2 + 4a2b1 < 0, then J(c1, c2) =
a2c
2
1 + (b2 − a1)c1c2 − b1c22 and it is different from zero except for c1 = c2 = 0. It follows
from Proposition 3.5 that QT has exactly three centers at (0, 0, 1), (0, 0,−1), and E or
−E.
Proof of Theorem 3.1. The proof follows from Propositions 3.3, 3.5, 3.6, 3.8 and Re-
mark 3.9. 
3.2. Quasi-homogeneous systems with weight (m,m, 1). Throughout this subsection
we suppose that QT is the projective vector field of system (18).
Proof of Theorem 3.2. It is easy to see that the equator of S2 is a singular great circle of
QT . Thus the center (if exists) is located on S2 ∩H±3 .
A direct computation shows that, the induced systems of QT on Π
+
3 and Π
−
3 are re-
spectively
dx¯1
dτ¯
= (a1 −m)x¯1 + a2x¯2, dx¯2
dτ¯
= η + b1x¯1 + (b2 −m)x¯2 (41)
and
dx¯1
dτ¯
= (m− a1)x¯1 − a2x¯2, dx¯2
dτ¯
= (−1)m+1η − b1x¯1 + (m− b2)x¯2, (42)
where η = 0, 1 and dτ¯ = (my21 +my
2
2 + y
2
3)|y3|dτ .
System (41) (resp. system (42)) has a center if and only if a1 + b2 = 2m, (a1 −
m)(b2 − m) − a2b1 > 0, which is equivalent to (22). If (22) is true, then the center is
(ηa2/∆1, η(m− a1)/∆1) (resp. ((−1)mηa2/∆1, (−1)mη(m− a1)/∆1)).
Let y+ = (y+1 , y
+
2 , y
+
3 ) ∈ S2 such that(
ηa2
∆1
,
η(m− a1)
∆1
, 1
)
= φ3+(y
+) =
(
y+1
(y+3 )
m
,
y+2
(y+3 )
m
, 1
)
, y+3 > 0.
Then
(y+1 , y
+
2 , y
+
3 ) =
(
a2λ
m
0
∆1
,
(m− a1)λm0
∆1
, λ0
)
, η = 1,
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or (y+1 , y
+
2 , y
+
3 ) = (0, 0, 1), η = 0. Similarly, let y
− = (y−1 , y
−
2 , y
−
3 ) ∈ S2 such that(
(−1)mηa2
∆1
,
(−1)mη(m− a1)
∆1
,−1
)
) = φ3−(y
−) =
(
y−1
(y−3 )m
,
y−2
(y−3 )m
,−1
)
, y−3 < 0.
Then
(y−1 , y
−
2 , y
−
3 ) =
(
(−1)ma2λm0
∆1
,
(−1)m(m− a1)λm0
∆
,−λ0
)
, η = 1
or (y−1 , y
−
2 , y
−
3 ) = (0, 0,−1), η = 0, where λ0 is the unique positive solution of (23). 
4. Center of the quasi-homogeneous systems with weight (2, 2, 3) and (3, 3, 2)
This section is devoted to derive the sufficient and necessary conditions for the projective
vector field QT of systems (19) and (20) to possess at least one center. The main results
of this section are the following two theorems.
Theorem 4.1. Suppose that QT is the projective vector field of system (19), then QT has
at least one center on S2 if and only if one of the following conditions holds:
(1) c1 6= 0, ∆2 = c22 − 4c1c3 > 0, 2c1 + c2 +
√
∆2 6= 0,
(2) c1 = 0, c2 < 0 or c1 = 0, c2 > 0, c2 + c3 > 0.
Moreover,
(i) If (1) is satisfied and 2c1 + c2 +
√
∆2 > 0 (resp. < 0), then QT has exactly two
centers at ±G1 (resp. ±G2), where
Gi =
 −c2 + (−1)i√∆2√
4c21 + ((−1)ic2 −
√
∆2)2
,
2c1√
4c21 + ((−1)ic2 −
√
∆2)2
, 0
 , i = 1, 2. (43)
(ii) Suppose that (2) is satisfied. If c2 < 0, c2 + c3 > 0, then QT has exactly four centers
at ±(0, 0, 1) and ±D; If c2 < 0, c2 + c3 ≤ 0, then QT has exactly two centers at
±(0, 0, 1); If c2 + c3 > 0, c2 > 0, then QT has exactly two centers at ±D. Here
D =
(
−c3/
√
c22 + c
2
3, c2/
√
c22 + c
2
3, 0
)
.
Theorem 4.2. The projective vector field QT of system (20) has no centers on S2.
To prove our results, we need the following lemma, which is a part of the Nilpotent
Singular Points Theorem. The readers are referred to [3] for the complete result.
Lemma 4.3. Let (0, 0) be the isolate singularity of system
dx
dt
= y +A(x, y),
dy
dt
= B(x, y), (44)
where A and B are analytic in a neighborhood of (0, 0) and also j1A(0, 0) = j1B(0, 0) = 0.
Let y = f(x) be the solution y + A(x, y) = 0 in a neighborhood of the point (0, 0). And
let F (x) = B(x, f(x)), G(x) = (∂A/∂x + ∂B/∂y)(x, f(x)). If F (x) = axm + 0(xm) and
G(x) = bxn + 0(xn) with m,n ∈ N,m ≥ 2, n ≥ 1 and ab 6= 0, then we have
(i) if m is even and m < 2n+ 1, then the origin of system (44) is a cusp.
(ii) if m is even and m > 2n+ 1, then the origin of system (44) is a saddle-node.
Let us consider firstly system (19).
Proof of Theorem 4.1. The induced systems of QT on Π
+
3 is
dx¯1
dτ¯
= 1− 2
3
x¯1(c1x¯
2
1 + c2x¯1x¯2 + c3x¯
2
2),
dx¯2
dτ¯
= 1− 2
3
x¯2(c1x¯
2
1 + c2x¯1x¯2 + c3x¯
2
2). (45)
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System (45) has an isolated singularity if and only if c1 + c2 + c3 6= 0. Assume that
c1 + c2 + c3 6= 0, then system (45) has a unique isolated singularity at the point
E
(
31/3(2c1 + 2c2 + 2c3)
−1/3, 31/3(2c1 + 2c2 + 2c3)−1/3
)
.
The characteristic equation of the linear approximation system of (45) at the singularity
E is
31/3λ2 + 27/3(c1 + c2 + c3)
1/3λ+ 62/3(c1 + c2 + c3)
2/3 = 0.
Hence it is easy to see that E is not a center of system (45). This mean that QT has
no centers on S2 ∩H+3 . By the symmetry of system (19), we know that QT has also no
centers on S2 ∩H−3 .
By direct computation, we have
QT |(y1,y2,0) = 2(0, 0, c1y21 + c2y1y2 + c3y22), with y21 + y22 = 1.
Therefore,
(i) if c22 − 4c1c3 < 0, then QT has no singularities on the equator; (ii) if c22 − 4c1c3 = 0
and c21 + c
2
2 6= 0, then QT has exactly two singularities at G0
(
−c2√
4c21+c
2
2
, 2c1√
4c21+c
2
2
, 0
)
and
−G0, respectively; If c1 = c2 = 0, then QT has exactly two singularities at (1, 0, 0) and
(−1, 0, 0), respectively; (iii) if c22 − 4c1c3 > 0, then QT has exactly four singularities ±G1
and ±G2 at the equator, where ±Gi(i = 1, 2) are defined in (43).
Suppose that c1 > 0. The induced system of QT giving by φ
2
+ : H
+
2 ∩ S2 → Π+2 is
dx¯1
dτ¯
= x¯3 − x¯1x¯3, dx¯3
dτ¯
= c3 + c2x¯1 + c1x¯
2
1 −
3
2
x¯23. (46)
Let
(x¯0, 1, 0) =
{
φ2+(Gi), i = 1, 2, if c
2
2 − 4c1c3 > 0,
φ2+(G0), i = 1, 2, if c
2
2 − 4c1c3 = 0.
Taking the transformation u = x¯1 − x¯0, v = x¯3, system (46) changes to
du
dτ¯
= (1− x¯0)v − uv, dv
dτ¯
= (c2 + 2c1x¯0)u+ c1u
2 − 3
2
v2. (47)
The singularity Gi(i = 0, 1, 2) is a center of QT if and only if the origin is a center of
system (47).
If c22 − 4c1c3 = 0, then c2 + 2c1x¯0 = 0. Obviously, in this case the origin of system (47)
is not a center if 1− x¯0 = 0. Thus we assume that 1− x¯0 6= 0, which means that, by the
time rescaling, system (47) can be transformed to the same form as (44). By the result of
Lemma 4.3 we know that the origin of system (47) is a cusp.
If c22 − 4c1c3 > 0, then c2 + 2c1x¯0 6= 0. By Lemma 3.4, the origin is a center of system
(47) if and only if (c2 + 2c1x¯0)(1− x¯0) < 0. Therefore, using the explicit expression of x0,
Gi (and hence −Gi) is center of QT if and only if
(−1)i
√
c22 − 4c1c3(2c1 + c2 − (−1)i
√
c22 − 4c1c3)
2c1
< 0, i = 1, 2.
In other words, ±G1 are centers of QT if and only if
c22 − 4c1c3 > 0, c1(2c1 + c2 +
√
c22 − 4c1c3) > 0,
and ±G2 are centers of QT if and only if
c22 − 4c1c3 > 0, c1(2c1 + c2 −
√
c22 − 4c1c3) < 0.
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Similarly, if c1 < 0, then by the induced system of QT on Π
−
2 , we conclude that ±G1
are centers of QT if and only if
c22 − 4c1c3 > 0, c1(2c1 + c2 +
√
c22 − 4c1c3) < 0,
and ±G2 are centers of QT if and only if
c22 − 4c1c3 > 0, c1(2c1 + c2 −
√
c22 − 4c1c3) > 0.
Finally consider the case that c1 = 0. If c2 6= 0, then QT has two pairs of singularities
at the equator: ±(1, 0, 0) and ±D. Using the procedure as above, we conclude that ±D
are centers of QT if and only if c2 + c3 > 0.
To study the singularities ±(1, 0, 0), we use the induced system of QT giving by φ1+ :
H+1 ∩ S2 → Π+1 , which is
dx¯2
dτ¯
= x¯3 − x¯2x¯3, dx¯3
dτ¯
= c2x¯2 + c3x¯
2
2 −
3
2
x¯23. (48)
And φ1+(1, 0, 0) = (0, 0, 0). If c2 6= 0, then by the result of Lemma 3.4 we know that the
origin is a center of system (48) if and only if c2 < 0. If c2 = 0, then ±(1, 0, 0) is the unique
pair of singularities of QT at the equator. By Lemma 4.3, the origin is not a center of
system (48), meaning that QT has no centers in this case. 
We are now in the position to prove the result for system (20).
Proof of Theorem 4.2. The induced system of QT on Π
+
3 is
dx¯1
dτ¯
= 1− 3
2
x¯1(c1x¯1 + c2x¯2),
dx¯2
dτ¯
= 1− 3
2
x¯2(c1x¯1 + c2x¯2). (49)
System (49) has an isolated singularity if and only if c1 + c2 > 0. And if c1 + c2 > 0, then
system (45) has a unique isolated singularity at(√
2
3c1 + 3c2
,
√
2
3c1 + 3c2
)
.
By direct computation, we obtain that the eigenvalues of the linear approximation of
system of (49) at that singularity are
λ1 = λ2 =
√
3c1 + 3c2
2
> 0.
Hence it is not a center of system (45), meaning that QT has no centers on S2 ∩H+3 . By
the symmetry of (49), we know that QT also has no centers on S2 ∩H−3 .
At the equator, we have
QT |(y1,y2,0) = 3(0, 0, c1y1 + c2y2), with y21 + y22 = 1.
Therefore, QT has two singularities at E(−c2/
√
c21 + c
2
2, c1/
√
c21 + c
2
2, 0) and −E respec-
tively.
Assume firstly that c1 > 0. Then E ∈ H+2 ∩ S2. The induced system of QT giving by
φ2+ : H
+
2 ∩ S2 → Π+2 is
dx¯1
dτ¯
= x¯23 − x¯1x¯23,
dx¯3
dτ¯
= c2 + c1x¯1 − 3
2
x¯23. (50)
And φ2+(E) = (−c2/c1, 0, 0).
Taking the transformation u = x¯3, v = c1x¯1 + c2, system (50) changes to
du
dτ¯
= v − 2
3
u2 := u+A(u, v),
dv
dτ¯
= (c1 + c2)u
2 − u2v := B(u, v). (51)
The singularity E is a center of QT if and only if the origin is a center of system (51).
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Let f(u) = 23u
2 and F (u) = B(u, f(u)) = (c1 + c2)u
2 − 23u5, G(u) = (∂A/∂u +
∂B/∂v)(u, f(u)) = −3u3. By the result of Lemma 4.3, we know that the origin of system
(51) is a cusp. Therefore, E (and hence −E) is not a center of QT . 
5. Center of the quasi-homogeneous systems with weight (1, 1, n)
In this section we will study the centers of projective vector field QT of system (1)
with weight (1, 1, n) and degree d = 2. By Theorem 1.1 of [6], the corresponding QT of
system (15) has no centers on S2. Thus in the rest of this section we assume that QT is
the projective vector field of system (16). The main result of this section is the following
theorem.
Theorem 5.1. The QT of system (16) has at least one center on S2 if and only if one of
the following conditions is satisfied:
(1) a3 = 0, 2B3 + C2 6= 0, G(x∗1) = 0, F1(x∗1) = 0, F2(x∗1) = 0, (2B3 − C2)2 + 8d0 < 0,
with x∗1 = −(B2 + C1)/(2B3 + C2),
(2) a3 = 2B3 + C2 = B2 + C1 = 0, G(x
∗
2) = 0, F1(x
∗
2) = 0, 2B
2
3 + d0 < 0, with x
∗
2 =
−(3B2B3 + d1)/(6B23 + 3d0),
(3) a3 = 0, 2B3 + C2 6= 0, G(x∗3) = 0, F1(x∗3) < 0, F2(x∗3) = 0, with x∗3 = −(B2 +
C1)/(2B3 + C2),
(4) a3 = 2B3 + C2 = B2 + C1 = 0, and there exists x
∗
4 such that G(x
∗
4) = 0, F1(x
∗
4) < 0,
(5) a3 6= 0, and there exists x∗5 such that D(x∗5) = F4(x∗5) = F3(x∗5) = G(x∗5) = 0, F1(x∗5) <
0,
where B2 = b2 − a1, B3 = b3 − a2, C1 = c1 − 2a1, C2 = c2 − 2a2, and
G(x) = d3 − b1c1 + (d2 − b1C2 −B2C1)x+ (d1 + 2a3b1 −B3C1 −B2C2)x2
+ (d0 + 2a3B2 + a3C1 −B3C2)x3 + a3(2B3 + C2)x4 − 2a23x5,
D(x) = B2 + C1 + (2B3 + C2)x− 5a3x2,
F1(x) = B
2
2 − b1C2 + d2 + (4B2B3 −B2C2 + 4a3b1 + 2d1)x
+ (4B23 −B3C2 − 2a3B2 + 3d0)x2 − a3(8B3 − C2)x3 + 5a23x4,
F2(x) = −B2B3 +B2C2 − d1 + (2B3C2 − 2B23 − 3d0)x,
F3(x) = 5a3F1(x)− (B3 + C2 − 7a3x)F2(x),
F4(x) = 13B3C2 − 25a3B2 − 12B23 − 3C22 − 25d0 − 15a3(2B3 + C2)x+ 75a23x2.
Moreover, if the condition (i) (i ∈ {1, 2, 3, 4, 5}) holds, then (±y∗1,±y∗2, y∗3) ∈ S2 are two
centers of QT if and only if y
∗
2 = y
∗
1x
∗
i and y
∗
3 = (y
∗
1)
2f(x∗i ), where f(x) = a3x
3 −B3x2 −
B2x− b1.
We get from Theorem 5.1 that
Corollary 5.2. The set of number of centers of the projective vector field QT of system
(16) on S2, for all possible Q with weight (1, 1, 2) and degree 2, is {0, 2, 4}.
The condition (5) of Theorem 5.1 can be replaced by the following criterion which is
more convenient to be manipulated with a computer.
Corollary 5.3. The QT of system (16) with a3 6= 0 has at least one center on S2 if and
only if one of the following conditions is satisfied:
(1) β1 6= 0, D(x∗5,1) = 0, F1(x∗5,1) < 0, F3(x∗5,1) = 0, F4(x∗5,1) = 0, with x∗5,1 = α1/β1,
(2) β1 = α1 = 0, ∆3 ≥ 0, F1(x∗5,2) < 0, F3(x∗5,2) = 0, F4(x∗5,2) = 0, with x∗5,2 =
(2B3 + C2 +
√
∆3)/(10a3) or x
∗
5,2 = (2B3 + C2 −
√
∆3)/(10a3),
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where ∆3 = (2B3 + C2)
2 + 20a3(B2 + C1),
α1 = 250a
2
3b1B2 + 110a3B
2
2B3 + 24B2B
3
3 − 375a23b1C1 + 45a3B2B3C1
+ 24B33C1 − 65a3B3C21 − 70a3B22C2 − 14B2B23C2 − 40a3B2C1C2 − 14B23C1C2
+ 30a3C
2
1C2 − 7B2B3C22 − 7B3C1C22 + 3B2C32 + 3C1C32 + 50B2B3d0
+ 50B3C1d0 + 25B2C2d0 + 25C1C2d0 + 125a3B2d1 + 125a3C1d1 + 625a
2
3d3,
and
β1 = −(200a23B22 + 500a23b1B3 + 280a3B2B23 + 48B43 − 350a23B2C1 − 70a3B23C1
+ 75a23C
2
1 − 375a23b1C2 − 95a3B2B3C2 − 4B33C2 − 70a3B3C1C2 − 55a3B2C22
− 28B23C22 + 45a3C1C22 −B3C32 + 3C42 + 125a3B2d0 + 100B23d0 + 125a3C1d0
+ 100B3C2d0 + 25C
2
2d0 + 250a3B3d1 + 125a3C2d1 + 625a
2
3d2).
Before proving the above results, we give some necessary information about the projec-
tive vector field QT . Firstly, we have
QT |y1=0 = (a2(1− y43), y3 − y2p4(y2, y3), q4(y2, y3)), with y22 + y23 = 1,
where p4(y2, y3) and q4(y2, y3) are two polynomials of degree not more than 4. Therefore,
QT has no singularities at S1 := {(y1, y2, y3) ∈ S2|y1 = 0} if a2 6= 0. Suppose that a2 = 0,
then the first component of QT is identically zero. This means that S1 is invariant under
the vector field QT . In any case, QT has no centers at S1.
Next let us study the singularity of QT on S2 \ S1. By the symmetry (see Proposi-
tion 2.1), it is enough to study the singularity on S2 ∩H+1 . The induced system of QT on
Π+1 is
dx¯2
dτ¯
= b1 +B2x¯2 + x¯3 +B3x¯
2
2 − a3x¯32,
dx¯3
dτ¯
= d3 + d2x¯2 + C1x¯3 + d1x¯
2
2 + C2x¯2x¯3 + d0x¯
3
2 − 2a3x¯22x¯3.
(52)
Suppose that (x0, y0) is a singularity of system (52), i.e.,
y0 = f(x0) = a3x
3
0 − b1 −B2x0 −B3x20,
G(x0) = d3 − b1c1 + (d2 − b1C2 −B2C1)x0 + (d1 + 2a3b1 −B3C1 −B2C2)x20
+ (d0 + 2a3B2 + a3C1 −B3C2)x30 + a3(2B3 + C2)x40 − 2a23x50 = 0.
(53)
Taking the transformation u = x¯2 − x0, v = x¯3 − y0, we change system (52) to
du
dτ¯
= au+ v + bu2 − a3u3, dv
dτ¯
= cu+ a¯v + du2 + euv + d0u
3 − 2a3u2v, (54)
where
a = B2+2B3x0−3a3x20, a¯ = C1+C2x0−2a3x20, b = B3−3a3x0,
c = d2−b1C2+(4a3b1−B2C2+2d1)x0+(4a3B2−B3C2+3d0)x20+a3(4B3+C2)x30−4a23x40,
d = d1+2a3b1+(2a3B2+3d0)x0+2a3B3x
2
0−2a23x30, e = C2−4a3x0.
(55)
Thus, the point (x0, y0) is a center of system (52) if and only if system (54) has a center
at the origin.
By regarding x0 and y0 as the parameters of system (54), we have the following result.
Lemma 5.4. The origin is a center of system (54) if and only if (x0, y0) satisfies one of
the following conditions:
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(1) a3 6= 0, D(x0) = 0 and α1 − β1x0 = 0;
(2) a3 = 0, 2B3 + C2 6= 0, x0 = −(B2 + C1)/(2B3 + C2) and G(x0) = 0;
(3) a3 = 2B3 + C2 = B2 + C1 = 0, G0(x0) = 0,
where G0 = G|a3=2B3+C2=B2+C1=0, i.e.,
G0(x) = b1B2 + d3 + (2b1B2 +B
2
2 + d2)x+ (3B2B3 + d1)x
2 + (2B2B3 + d0)x
3.
Proof. It is easy to see that system (54) has a center at the origin only if (x0, y0) satisfies
the relations (53) and
a+ a¯ = B2 + C1 + (2B3 + C2)x0 − 5a3x20 = D(x0) = 0. (56)
If we regard the equality (56) as an equation in the variable x0, then (56) has solution if
and only if one of the following three conditions is satisfied:
(i1) a3 6= 0, ∆3 = (2B3 + C2)2 + 20a3(B2 + C1) ≥ 0,
(i2) a3 = 0, 2B3 + C2 6= 0,
(i3) a3 = 2B3 + C2 = B2 + C1 = 0.
If a3 6= 0, then we use (56) to reduce the power of x0 in (53) and we obtain that
α1 − β1x0 = 0.
If a3 = 0, 2B3 + C2 6= 0, then we get from (56) that x0 = −(B2 + C1)/(2B3 + C2).
Then, substituting into (56) yields that G(−(B2 + C1)/(2B3 + C2)) = 0.
Finally, if a3 = 2B3 + C2 = B2 + C1 = 0, then a + a¯ = 0 holds automatically and the
function G reduces to G0. 
Remark 5.5. We would like to point out here that if a3 = 2B3 +C2 = B2 +C1 = 0, then
the divergence of system (54) is identically zero.
Next, to obtain the sufficient and necessary conditions under which the origin is a center
of system (54), we will apply a result of [4], which provides a criterion to decide whether
the origin is a center of the following Lie´nard differential equation
x˙ = y− (a1x+ a2x2 + a3x3 + a4x4 + a5x5), y˙ = −(b1x+ b2x2 + b3x3 + b4x4 + b5x5). (57)
Lemma 5.6 ([4]). A system of type (57) has either a center or a focus at the origin if
and only if one of the following three conditions holds:
(i) a21 − 4b1 < 0,
(ii) a1 = b1 = b2 = 0 and 2a
2
2 − 4b3 < 0,
(iii) a1 = a2 = b1 = b2 = b3 = b4 = 0 and 3a
2
3 − 4b5 < 0.
The next lemma gives the sufficient and necessary conditions under which system (57)
has a center at the origin. By using the result of the above lemma and for the sake of
simplicity we only consider the cases that b1 = 1 or b1 = b2 = 0, b3 = 1, or b1 = b2 = b3 =
b4 = 0, b5 = 1.
Lemma 5.7 ([4]). A system of type (57) has a center at the origin if and only if one of
the following conditions holds:
(i) b1 = 1 and
(a) a3 = a5 = b2 = b4 = 0,
(b) a2 = a3 = a4 = a5 = 0,
(c) a4 = a5 = 0, 3a3 = 2a2b2, 3b5 = 2b
2
2b3 and 3b4 = 5b2b3,
(d) b5 = 0, 3a3 = 2a2b2, 2a4 = a2b3 and 5a5 = 2a2b4.
(ii) b1 = b2 = 0, b3 = 1, a
2
2 < 2 and
(a) a3 = a5 = b4 = 0,
(b) a2 = a3 = a4 = a5 = 0,
(c) a2 = a3 = b5 = 0, 5a5 = 4a4b4,
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(d) a4 = a5 = 0, 5a3 = 2a2b4 and 25b5 = 6b
2
4.
(iii) b1 = b2 = b3 = b4 = 0, b5 = 1 and a1 = a2 = a3 = a5 = 0.
Proof of Theorem 5.1. From now on we will assume in (54) that one of the conditions of
Lemma 5.4 is satisfied and hence a¯ = −a. By taking the transformation x = u, y =
v − (a¯u+ e2u2 − 23a3u3), system (54) is changed to the Lie´nard differential system
dx
dτ¯
= y − (a¯2x2 + a¯3x3), dy
dτ¯
= −(b¯1x+ b¯2x2 + b¯3x3 + b¯4x4 + b¯5x5), (58)
where
a¯2 = −b− e
2
, a¯3 =
5
3
a3, b¯1 = −a2 − c, b¯2 = a(e− b)− d,
b¯3 = be− a3a− d0, b¯4 = −a3(2b+ e) = 2a3a¯2, b¯5 = 2a23.
We will apply Lemma 5.7 to prove our results. Noting firstly that a¯3 = 0 implies
b¯4 = b¯5 = 0, we find that the condition (iii) of Lemma 5.7 is not true for system (58).
Consider the case that b¯1 = b¯2 = 0, b¯3 6= 0. By the second condition of Lemma 5.6 we will
assume that b¯3 > 0. Taking the transformation X =
√
b¯3x, Y =
√
b¯3y, we change system
(58) to
dX
dτ¯
= Y − (a˜2X2 + a˜3X3), dY
dτ¯
= −(X3 + b˜4X4 + b˜5X5),
where
a˜2 = a¯2/
√
b¯3, a˜3 = a¯3/b¯3, b˜4 = b¯4/(
√
b¯3)
3, and b˜5 = b¯5/b¯
2
3.
By a carefully manipulation we find that the condition (ii) of Lemma 5.7 is equivalent to
the following condition (keeping in mind that a¯3 = 0 implies b¯4 = b¯5 = 0)
a2 + c = a(e− b)− d = 0, (2b+ e)2 < 8(be− a3a− d0) = 8b¯3, and
(a) a3 = 0, or (b) 25(be− a3a− d0) = 3(2b+ e)2.
Furthermore, as condition (b) can not be satisfied, it follows that the above condition is
equivalent to
a3 = 0, a
2 + c = a(e− b)− d = 0, and (2b− e)2 + 8d0 < 0. (59)
Using the expressions (55), (59) turns out to
a3 = 0,
F1(x0) = B
2
2−b1C2+d2+(4B2B3−B2C2+2d1)x0+(4B23−B3C2+3d0)x20 = 0,
F2(x0) = −B2B3+B2C2−d1+(2B3C2−2B23−3d0)x0 = 0,
(2B3−C2)2+8d0 < 0.
(60)
Therefore, if 2B3 +C2 6= 0, then according to Lemma 5.4, we conclude that system (54)
has a center at the origin if
a3 = 0, 2B3 +C2 6= 0, G(x∗1) = 0, F1(x∗1) = 0, F2(x∗1) = 0, (2B3−C2)2 +8d0 < 0,
where x∗1 = −(B2 +C1)/(2B3 +C2) is the unique solution of D(x) = 0. This confirms the
condition (1) of the statement.
If 2B3 + C2 = B2 + C1 = 0, then (60) reduces to
a3 = 0, F1(x0) = B
2
2 + 2b1B3 + d2 + (6B2B3 + 2d1)x0 + 3(2B
2
3 + d0)x
2
0 = 0,
F2(x0) = −3B2B3 − d1 − 3(2B23 + d0)x0 = 0, 2B23 + d0 < 0.
Thus F2(x0) = 0 can be replaced by x0 = −(3B2B3 +d1)/3(2B23 +d0) := x∗2. This confirm
the condition (2) of the statement.
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Next consider the case that b¯1 6= 0. By the first condition of Lemma 5.6 we will assume
that b¯1 > 0. Taking the transformation X =
√
b¯1x, Y = y, dτ˜ =
√
b¯1dτ¯ , we change system
(58) to
dX
dτ˜
= Y − (a˜2X2 + a˜3X3), dY
dτ˜
= −(X + b˜2X2 + b˜3X3 + b˜4X4 + b˜5X5),
where
a˜2 = a¯2/b¯1, a˜3 = a¯3/(
√
b¯1)
3, b˜2 = b¯2/(
√
b¯1)
3, b˜3 = b¯3/b¯
2
1, b˜4 = b¯4/(
√
b¯1)
5, b˜5 = b¯5/b¯
3
1.
By a careful inspection we find the condition (i) of Lemma 5.7 is equivalent to the
following condition (also keeping in mind that a¯3 = 0 implies b¯4 = b¯5 = 0):
a2 + c < 0 and (a) a3 = 0, a(e− b)− d = 0, (b) a3 = 0, 2b+e = 0,
(c) 5a3(a
2+c)=(2b+e)(ae−ab−d), 3a23(a2+c)2 =(ae−ab−d)2(be−a3a−d0),
3a3(a
2+c)(2b+e) = 5(ae−ab−d)(be−a3a−d0), a3 6= 0.
(61)
Noting further that the three equalities of (c) in (61) are equivalent to the more simple
equalities
(c) : 5a3(a
2 + c) = (2b+ e)(ae− ab− d), 25(be− a3a− d0) = 3(2b+ e)2.
Consequently, using (55), the condition (61) turns out to
F1(x0) = a
2 + c = B22 − b1C2 + d2 + (4B2B3 −B2C2 + 4a3b1 + 2d1)x0
+ (4B23 −B3C2 − 2a3B2 + 3d0)x20 − a3(8B3 − C2)x30 + 5a23x40 < 0 and
(a) a3 = 0, F2(x0) = ae− ab− d = −B2B3 +B2C2 − d1 + (2B3C2 − 2B23 − 3d0)x0 = 0,
(b) a3 = 0, 2B3 + C2 = 0,
(c) a3 6= 0, F3(x0) = 5a3F1(x0)−(2b+e)F2(x0) = 5a3B22 +4a3b1B3+2B2B23−3a3b1C2
−B2B3C2−B2C22 +2B3d1+C2d1+5a3d2+(2B3+C2)(8a3B2+2B23−2B3C2+3d0)x0
− a3(40a3B2−2B23−22B3C2−3C22 +15d0)x20−30a23(2B3+C2)x30+75a33x40 = 0,
F4(x0) = 13B3C2 − 25a3B2 − 12B23 − 3C22 − 25d0 − 15a3(2B3 + C2)x0 + 75a23x20 = 0.
(62)
A comparison between (a) and (b) means that we can assume in (a) that 2B3 +C2 6= 0,
and hence the condition (3) of Theorem 5.1 follows from the condition (a) of (62) and
Lemma 5.4.
Suppose that F1(x0) < 0 and (b) is true. Then by Lemma 5.4 we must impose another
condition B2 + C1 = 0 on (b). Thus we obtain the condition (4) of Theorem 5.1.
Similarly, the conditions (5) of the statement of Theorem 5.1 are obtained by using
Lemma 5.4 and the condition (c) of (62).
Finally, if the condition (i) (i ∈ {1, 2, 3, 4, 5}) of Theorem 5.1 is true, then system (52)
has a center at (x∗i , f(x
∗
i )). Hence by the relationship of systems (16) and (52) as well as
the symmetry of QT , we know that (±y∗1,±y∗2, y∗3) ∈ S2 are two centers of QT if and only
if
φ+1 (±y∗1,±y∗2, y∗3) = (1, x∗i , f(x∗i )), for i = 1, 2, 3, 4, 5, 6.

Proof of Corollary 5.2. In Theorem 5.1, if one of the conditions (1), (2), (3) is satisfied,
then it is clear that QT has exactly two centers on S2. If condition (5) is satisfied, then
by degD(x) ≤ 2 we know that QT has at most four centers on S2.
Suppose that the condition (4) is true. Noting, in this case, that F3(x) = G
′(x). If
G(x) ≡ 0, then there exists no x∗4 such that F3(x∗4) < 0. So we assume that G(x) is
a nonzero polynomial and hence it has at most three zeros. Suppose that G has three
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differential zeros x∗4,1, x∗4,2 and x∗4,3. It is obvious that the polynomial F3(x), as the
derivative of G(x), can not be negative simultaneously at x∗4,1, x∗4,2 and x∗4,3. This means
that there are at most two x∗4 satisfying the conditions (4). Thus QT has at most 4 centers.
The proof finishes showing that, under the condition (4), QT could possess 0, 2 or 4
centers on S2. This is done in Propositions 5.8, 5.9, and 5.10. 
Proposition 5.8. Let a3 = b1 = d1 = 0, d0 = 1, d3 = −1, b2 = a1, b3 = a2, c1 = 2a1, and
c2 = 2a2. Then QT of system (16) has no centers on S2.
Proof. It is easy to check that in Theorem 5.1 only the condition (4) is true. A directly
computation leads to F3(x) = 3x
2, G(x) = x3 − 1. Since G(x) has a unique real zero
x∗4 = 1 which does not verify F3(x∗4) < 0, we conclude from Theorem 5.1 that QT has no
centers on S2. 
Proposition 5.9. Let a3 = 0, b1 = b2−a1 = b3−a2 = 1, c1−2a1 = d0 = −1, c2−2a2 = −2,
d1 = 3, d2 = −16, and d3 = −43. Then QT of system (16) has exactly two centers on S2.
Proof. Obviously, the parameters only satisfy the condition (4) of Theorem 5.1. By direct
computation we have F3(x) = 3x
2 + 12x − 13 and G(x) = (x + 2)(x + 7)(x − 3). Then
G(x) has a unique zero x∗4 = −2 which verifies that F3(x∗4) < 0. Hence by Theorem 5.1,
QT has exactly two centers at
(
±
√√
61−5
18 ,∓2
√√
61−5
18 ,−
√
61−5
6
)
. 
Proposition 5.10. Let a3 = b1 = d3 = C2 = 0, d0 = −5, d1 = 9, d2 = −5, b2 − a1 = 1,
c1− 2a1 = −1, c2 = 2a2, b3 = a2. Then QT of system (16) has exactly four centers on S2.
Proof. By direct computation we have F3(x) = −15x2+18x−4, G(x) = −x(5x−4)(x−1).
G(x) has exactly two zeros x∗4 = 0, 1 which verify that F3(x∗4) < 0. Hence by Theorem 5.1,
QT has exactly four centers at (±1, 0, 0) and (±
√√
2− 1,±
√√
2− 1, 1−√2) respectively.

Proof of Corollary 5.3. Suppose that x0 is a common zero of D(x) and G(x). By the
expression of D(x) we have x20 = (B2+C1+(2B3+C2)x0)/(5a3). Using this formula we can
derive by computation that G(x0) = α1−β1x0. Therefore, if β1 6= 0, then x0 = α1/β1 and
hence the condition (5) of Theorem 5.1 is equivalent to the condition (1) of Corollary 5.3.
If β1 = α1 = 0, then G(x) vanishes whenever D(x) = 0. Thus the common zeros of D(x)
and G(x) are (2B3 + C2 ±
√
∆3)/(10a3). Consequently the condition (5) of Theorem 5.1
is equivalent to the condition (2) of Corollary 5.3. 
Acknowledgements
This work was done when H. Liang was visiting the Department of Mathematics of
Universitat Auto`noma de Barcelona. He is very grateful for the support and hospitality.
The first author is supported by the NSF of China (No. 11201086), the Founda-
tion for Distinguished Young Talents in Higher Education of Guangdong, China (No.
2012LYM 0087) and the Excellent Young Teachers Training Program for colleges and
universities of Guangdong Province, China (No. Yq2013107). The second author is par-
tially supported by the MINECO/FEDER grants MTM2008-03437, MTM2013-40998-P,
UNAB10-4E-378, and UNAB13-4E-1604; the AGAUR grant 2014 SGR568; and the Eu-
ropean grants FP7-PEOPLE-2012-IRSES 318999 and 316338.
References
[1] M. Camacho, Geometric properties of homogeneous vector fields of degree two in R3, Trans. Amer.
Math. Soc., 268 (1981), 79–101.
[2] C. Coleman, A certain class of integral curves in 3-space. Ann. of Math., 69 (1959), 678–685.
[3] F. Dumortier, J. Llibre and J. C. Arte´s, Qualitative theory of planar differential systems, Springer-
Verlag, Berlin, Heidelberg, 2006.
CENTERS OF PROJECTIVE QUASI-HOMOGENEOUS VECTOR FIELDS 23
[4] A. Gasull and J. Torregrosa, Center problem for several differential equations via Cherkas’ method, J.
Math. Anal. Appl. 228(1998), 322–343.
[5] R. E. Gomory, Trajectories tending to a critical point in 3-space, Ann. of Math., 61 (1995), 140–153.
[6] J. Huang and Y. Zhao, The projective vector field of a kind of three-dimensional quasi-homogeneous
system on S2, Nonlin. Anal., 74 (2011), 4088–4104.
[7] J. Huang and Y. Zhao, The limit set of trajectory in quasi-homogeneous system on R3, Appl. Anal.
91 (2012), 1279–1297.
[8] C. Li, Two problems of planar quadratic systems, Scientia Sinica A, 26 (1983), 471–481.
[9] J. Llibre and C. Pessoa, Invariant circles for homogeneous polynomial vector fields on the 2-
dimensional sphere, Rend. Circ. Mat. Palermo, 55 (2006), 63–81.
[10] J. Llibre and C. Pessoa. Homogeneous polynomial vector fields of degree 2 on the 2-dimensional sphere,
Expo. Math. 21 (2006), 167–190.
[11] J. Llibre and C. Pessoa. Phase portraits for quadratic homogeneous polynomial vector fields on S2,
Rend. Circ. Mat. Palermo, 58 (2009), 361–406.
[12] W. Pereira and C. Pessoa, A class of reversible quadratic polynomial vector fields on S2, J. Math.
Anal. Appl., 371 (2010), 203–209.
[13] Sh. R. Sharipov, Classification of integral manifolds of a homogeneous three-dimensional system ac-
cording to the structure of limit sets. Diff. uravn., 7 (1971), 355–363.
[14] S. Wiggins, Introduction to Applied Nonlinear Dynamical Systems and Chaos, Springer-Verlag, World
publ. Corp., 1990.
[15] K. Wu, Some property of homogeneous of vector fields of degree two in R3 and the classification
problem, Chinese Sci. Bull. 18 (1988), 1364–1368.
[16] Y. Ye, Qualitative theory of polynomial differential systems, Shanghai Science Technical Publisher,
Shanghai, 1995.
Department of Computer Science, Guangdong Polytechnic Normal University,
Guangzhou, Guangdong 510665, P. R. China
E-mail address: haiihuaa@tom.com
Departament de Matema`tiques, Universitat Auto`noma de Barcelona, 08193 Bellaterra,
Barcelona, Catalonia, Spain
E-mail address: torre@mat.uab.cat
