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Perspektivenorientierte Erkennung chirurgischer Aktivitäten im
Operationssaal
Universität Leipzig, Dissertation
159 S., 110 Lit., 34 Abb., 52 Tab.
Referat
Die Dissertation beschäftigt sich mit der automatischen Erkennung chirur-
gischer Aktivitäten im Operationssaal, welche einen wichtigen Bestandteil
im automatischen chirurgischen Assistenzprozess darstellt. Die automatische
Assistenz ist eine der wichtigen Entwicklungen bei der fortschreitenden Tech-
nisierung in der Chirurgie. Es werden Anforderungen an ein Erkennungssys-
tem definiert sowie ein entsprechendes Erkennungsmodell entworfen und un-
tersucht. Die Evaluation bedient sich simulierter chirurgischer Eingriffe mit
hoher Realitätsnähe. Die Ergebnisse zeigen eine grundlegende Eignung des
Modells für die automatische Aktivitätserkennung multipler Eingriffstypen.
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Der medizinische Alltag ist geprägt von Geräten und Informationssystemen,
die darauf ausgerichtet sind, eine effiziente und optimale Therapie für Pati-
enten zu ermöglichen. Die Bandbreite an unterschiedlichen Systemen reicht
von Krankenhausmanagement-Software bis zu bildgebenden Geräten wie
Magnetresonanztomographen (MRT) oder Computertomographen (CT). Die
fortschreitende Technisierung und Digitalisierung des medizinischen Alltags
ist allgegenwärtig. Dies ist auch im Operationssaal (OP) zu beobachten.
Allgemein kann von einer raschen Zunahme unterschiedlichster Geräte im OP
gesprochen werden. Die aktuelle Forschung in diesem Bereich bezieht sich da-
bei auf den Begriff des Operationssaals der Zukunft (Future OR) (Sutherland
u. a., 2005). Hinter diesem Begriff stand bis vor einigen Jahren die Idee des
automatisierten Eingriffs, d.h. einen chirurgischen Eingriff vollautomatisch
z.B. durch Robotersysteme durchzuführen, sodass der Operateur nur das
Operationsziel vorgibt, den Eingriff plant und überwacht. Aus verschiedenen
Gründen ist diese Vision gescheitert. Maßgeblich ist dabei unter anderem die
hohe Variabilität chirurgischer Eingriffe und die immer verschiedenen Vor-
aussetzungen unter denen eine OP stattfindet. Automatische Systeme be-
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sitzen bisher nicht die geforderte Flexibilität und sind allenfalls für wenige
standardisierte Spezialfälle einsetzbar.
Der Automatisierungsbegriff lässt sich jedoch in der Ausprägung der Au-
tomatisierung abstufen (Manzey u. a., 2009). Dies und eine verbesserte Zu-
sammenarbeit mit Medizinern führt zu der Einsicht, dass der OP eher als
Cockpit des chirurgischen Teams anzusehen ist und darin enthaltene Systeme
dem Team assistierend zur Seite stehen sollen. Die Anzahl der Geräte im OP
steigt rasant und damit auch die Komplexität der Bedienung der bisher nicht
ausreichend vernetzten und sich nicht sinnvoll integrierenden Systeme. Der
OP der Zukunft versteht sich als voll-integriertes System, in dem komplexe
Abhängigkeiten zwischen Teilsystemen und dem OP-Personal existieren. Im
OP der Zukunft werden Informationen über den Verlauf des Eingriffs erhoben
und passende Assistenz angeboten (Kranzfelder u. a., 2012b; Niederlag u. a.,
2012). Der Chirurg spielt dabei eine zentrale Rolle. Alles ist darauf ausgerich-
tet, seine Arbeitsschritte zu unterstützen. Dafür ist die Kenntnis der aktu-
ellen Situation im OP notwendig - der Kontext. Vorhandene Entwicklungen
reichen von kontextabhängigen Anzeigen pre- und intraoperativer Patienten-
daten bis hin zu geführten Eingriffen. Auch die bereits etablierte Technik
der intraoperativen Navigation findet zusätzlichen Verwendung, z.B. zur De-
tektion risikobehafteter Strukturen, um etwa eine Knochenfräße in solchen
Gebieten selbsttätig abzuschalten (Navigated Control) (Shi u. a., 2011).
Die Vernetzung innerhalb des OPs ist ein weiterer aktueller Forschungs-
schwerpunkt. Ähnlich wie in den Anfängen der Automatisierungsindustrie
zeichnet sich ein Paradigmenwechsel ab hin zu offenen Kommunikations-
standards und Schnittstellen. Eine Reihe von Entwicklungsprojekten arbei-
ten dafür an möglichen Lösungen u.a (Bohn, 2013; Universitätsklinikum-
Heidelberg, 2013).
Um das Ziel des vollintegrierten und kontextabhängigen Operationssaals zu
erreichen sind u.a. folgende Voraussetzungen zu erfüllen.
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1. Eine standardbasierte Geräteinfrastruktur
2. Die semi- oder vollautomatische Situationserkennung
3. Verfügbares maschinell verarbeitbares Wissen
4. Assistenzsysteme, die Prozessinformationen nutzen
Das Wissen über Abläufe wird auch als Workflow bezeichnet und enthält
Informationen zu den detaillierten Arbeitsschritten, die das OP-Team durch-
führt. Im Speziellen spricht man vom chirurgischen Workflow, wenn es um
die Handlungen der an einem Eingriff beteiligten Personen geht. Der chir-
urgische Workflow stellt das kontextabhängige Wissen über den Verlauf der
OP dar, welches durch eine entsprechende Modalität akquiriert werden muss.
D.h. die aktuelle Situation sollte sich im erkannten Workflow widerspiegeln.
Dessen Informationen können im nächsten Schritt durch Assistenzsysteme
genutzt werden.
Der Schwerpunkt dieser Arbeit liegt in der automatischen Erkennung von
chirurgischen Arbeitsschritten (Punkt 2) und leistet damit einen wichtigen





Abb. 1.1: Aktivitätserkennug als Teil des chirurgischen Assistenzprozesses; (gepunktete)
nicht in dieser Arbeit betrachtete Prozessschritte
Abbildung 1.1 zeigt die Einordnung der Aktivitätserkennung im chirurgischen
Assistenzprozess als Ganzes. Der chirurgische Prozess steht am Anfang. Die
Aktivitätserkennung extrahiert Informationen aus dem Prozess und stellt
sie der Workflowverarbeitung zur Verfügung. Diese wiederum ermöglicht die
chirurgische Assistenz. Der Kreis schließt sich, indem die Assistenz auf den
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chirurgischen Prozess einwirkt. Die Aktivitätserkennung ist demnach Vor-
raussetzung für autonome chirurgische Assistenzsysteme und nimmt damit
eine kritische Rolle im Assistenzprozess ein.
1.2 Medizinischer Kontext
Der direkte klinische Nutzen automatischer Aktivitätserkennung und damit
automatischer Assistenz liegt in der Effizienzsteigerung chirurgischer Ein-
griffe sowohl im Hinblick auf das Wohl der Patienten als auch im Bezug
auf wirtschaftliche Gesichtspunkte. Fehlbedienungen könnten reduziert, Res-
sourcen optimal eingesetzt und Operationszeiten verkürzt werden. Die Ver-
schiebung der Aufmerksamkeit des OP-Teams von der Bedienung der Geräte
zurück zum eigentlichen Eingriff kann erfolgen. Neben der wichtigen Rolle
der Aktivitätserkennung im Assistenzprozess lässt sie sich z.B. auch für eine
automatische Dokumentation von Eingriffen nutzen und damit personeller
Aufwand reduzieren. Im Rahmen der Arbeit werden mikrochirurgische und
minimalinvasive Eingriffe betrachtet. Ermöglicht wurde dies durch eine Zu-
sammenarbeit mit der Klinik für Neurochirurgie und der Klinik für Hals-,
Nasen- und Ohrenheilkunde des Universitätsklinikums Leipzig.
1.3 Probleme und Ziele
Folgenden Probleme ergeben sich aus Motivation und klinischem Kontext:
Problem 1 Um situationsabhängige chirurgische Assistenz zu ermöglichen,
ist es nötig, den aktuellen Kontext im OP ermitteln zu können. Wel-
che Beschaffenheit hat ein Erkennungsystem und welche Informationen
müssen aus dem chirurgische Prozess gesammelt werden, damit eine




Problem 2 Das Erkennungsmodell und die dazugehörigen technischen Lö-
sungen müssen evaluiert werden, um zu zeigen, dass sie anwendbar sind.
Was sind die Anforderungen an eine solche Evaluation? Wie sieht eine
konkrete Durchführung aus?
Da ein wichtiger Teil der Arbeit die Entwicklung einer Lösung für die Aktivi-
tätserkennung ist, sind einige der den Problemen zugeordneten Ziele vorerst
allgemeiner Natur. Diese werden jedoch nach der Erarbeitung des grundsätz-
lichen Lösungsansatzes präzisiert und beziehen sich auf die darauf folgenden
Ausführungen.
Zu Beginn können folgende Ziele Problem 1 betreffend gesetzt werden:
Ziel 1.1 Vorhandene Lösungsansätze für die automatische Aktivitätserken-
nung werden untersucht. Dazu müssen Anforderungen definiert und
bereits existierende Methoden dahingehend bewertet werden.
Ziel 1.2 Ausgehend von der Bewertung vorhandener Ansätze muss ein Er-
kennungskonzept erarbeitet werden, dass die definierten Anforderungen
erfüllt. Ziel dabei ist es, die Schwächen anderer Systeme zu vermeiden.
Ziel 1.3 Dem Erkennungskonzept folgend, müssen konkrete technische Lö-
sungen entwickelt werden, welche ebenso die gestellten Anforderungen
erfüllen. Hier liegt der Fokus auf konkreten Methoden und deren Um-
setzung.
Die Ziele, welche sich aus Problem 2 ergeben, sind folgende:
Ziel 2.1 Erarbeitung eines Evaluationskonzeptes, welches in der Lage ist,
Evaluationsergebnisse zu generieren, die eine Aussage über die Ver-
wendbarkeit der entwickelten Lösung erlauben. Dabei spielt die klini-
sche Relevanz ein große Rolle. Ziel ist die möglichst kliniknahe Umset-
zung unter Berücksichtigung realer chirurgischer Prozesse.
Ziel 2.2 Die konkrete Evaluation des Erkennungsmodells in all seinen Teilen
soll die Anwendbarkeit zeigen. Wichtig hierbei sind detaillierte Aussa-
gen über Stärken und Schwächen des Ansatzes.
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1.4 Aufbau der Arbeit
Die grundlegende Struktur dieser Arbeit teilt sich in einen Abschnitt der
Analyse und Konzeption (Kapitel 2 bis 4) sowie einen Teil der konkreten
Umsetzung und Evaluation (Kapitel 5 bis 7). Letzterer von beiden geht aus
dem konzeptionellen Teil hervor und bezieht sich dabei auf die dann präzisier-
ten Ziele. Tabelle 1.1 zeigt die Zuordnung der Ziele zu den einzelnen Kapiteln.
Ziel Kapitel Beschreibung
1.1 2, 3 Anforderungsdefintion und Bewertung
1.2 3 Entwicklung eines Erkennungskonzeptes
1.3 5–7 Entwicklung technischer Lösungen
2.1 4 Erarbeitung eines Evaluationskonzeptes
2.2 5–7 Evaluation des Erkennungsmodells
Tabelle 1.1: Übersicht der gestellten Ziele und die Kapitel, in denen sie bearbeitet werden
Demnach wird zu Beginn in Kapitel 2 der Stand der Forschung untersucht.
Hier liegt der Schwerpunkt im Bereich informationeller Beschreibung chir-
urgischer Prozesse und der Methoden automatischer Aktivitätserkennung.
In Kapitel 3 wird darauf aufbauend eine Anforderungsanalyse durchgeführt,
vorhandene Ansätze bewertet und ein entsprechendes Erkennungskonzept
abgeleitet. Im Zuge dessen findet eine Präzisierung der zuvor allgemein de-
finierten Ziele der Arbeit statt. Ein Evaluationskonzept zur Messung der
Leistungsfähigkeit des Konzeptes und der darauf aufbauenden technischen
Umsetzung wird in Kapitel 4 erarbeitet. Die konkrete Entwicklung techni-
scher Teillösungen und Methoden zur Umsetzung des Erkennungskonzeptes
finden sich jeweils in den Kapiteln 5, 6 und 7. In jedem dieser Abschnitte wird
zuerst eine genaue Problembeschreibung, eine Methodenentwicklung und an-
schließende Evaluation durchgeführt. Die Ergebnisse dieser Arbeit, mögliche
Kritikpunkte, eine umfassende Bewertung und ein Resümee sind im letzten
Kapitel dargelegt. Zusätzlich zu den Ergebnisstabellen in den entsprechenden




Dieses Kapitel stellt einen aktuellen Querschnitt auf den Gebieten der in-
formationellen Beschreibung chirurgischer Arbeitsprozesse und der automa-
tischen Erkennung chirurgischer Arbeitschritte dar. Die ersten beiden Ab-
schnitte beschäftigen sich mit chirurgischen Workflows und chirurgischen
Aktivitäten. Darauf folgend werden Erkennungsstrategien erläutert und im
Detail untersucht. Eine Bewertung schließt sich im Kapitel 3 an.
2.1 Chirurgischer Workflow
Die Beschreibung von chirurgischen Arbeitsabläufen ist ein sehr junges For-
schungsgebiet. Ähnlich wie für Geschäftsprozesse soll hier der Workflow hel-
fen, chirurgische Prozesse maschinell erfassbar zu machen. Mit Hilfe einer
Prozessbeschreibung lassen sich verschiedene Prozessmodelle erzeugen.
In (Cao u. a., 1999; MacKenzie u. a., 2001) wurden laparoskopische Eingrif-
fe betrachtet und in Steps, Sub-Steps, Tasks, Sub-Tasks und Motions unter-
teilt, wobei die Motions die höchste Detailstufe darstellten. Sie untersuchten,
ob eine detaillierte Beschreibung auf unterschiedlichen Abstraktionsebenen
möglich ist.
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Die Autoren in (Neumuth u. a., 2011a) entwickelten eine formale Metho-
de, um chirurgische Workflows auf allen Granularitätsebenen beschreiben zu
können. Dabei gehen sie die Problematik auf vier Modellebenen an, um von
natürlicher Beschreibung durch Sprache zur konkreten mathematischen Be-
schreibung und Implementierung zu kommen.
Abbildung 2.1 gibt ein Beispiel für ein mögliches hierarchisches Modell ei-
nes Eingriffs mit der chirurgischen Aktivität als detaillierteste Beschreibung.
Dargestellt ist eine Schrittkette.





Abb. 2.1: Mögliche hierarchische Beschreibung von Operationsphasen; Die Indizes be-
schreiben das Detaillevel von Aktivitäten (0) bis Phasen (2) mit unterschiedlichen Schrit-
ten A bis C auf jedem Detaillevel.
Im Beitrag (Neumuth u. a., 2011b) werden die Beschreibungsmöglichkeiten
genutzt, um einerseits individuelle Workflows einzelner Eingriffe zu dokumen-
tieren und andererseits ein generalisiertes Modell des Eingriffs zu erhalten.
Das individuelle Prozessmodell Dieses Prozessmodell - Individual Surgi-
cal Process Model (ISPM) genannt - beschreibt jeden erfassten Eingriff
separat. Jeder Arbeitsschritt findet sich hier eindeutig in einer Kette
von aufeinander folgenden Arbeitsschritten. Der Prozess wird damit in
seinem zeitlichen Verlauf in Gänze erfasst.
Das generalisierte Prozessmodell Das General Surgical Process Model
(GSPM) ist die einheitliche Beschreibung mehrerer individueller Pro-
zessmodelle. Die Arbeitsschritte besitzen mit dieser Beschreibung kei-
ne eindeutige Abfolge, sondern erhalten Übergangswahrscheinlichkei-
ten von einem Schritt zum nächsten. Diese sind durch die statistische
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Auswertung der ISPMs bestimmt. Das GSPM erlaubt damit eine Be-
trachtung des gemittelten Verlaufs eines Eingriffstyps.
Abbildung 2.2 verdeutlicht diesen Zusammenhang. Sie zeigt zwei Varianten
einer Schrittkette, die grundsätzlich aus gleichen Arbeitsschritten bestehen.
A B A C C





















Abb. 2.2: Vergleich von individuellem und generalisiertem Prozessmodell; Ausschnitt aus
einer einfachen Schrittkette mit drei verschiedenen Arbeitsschritten A,B,C (oben) zwei
Varianten eines ISPM (unten) GSPM der zwei ISPM - die Übergangswahrscheinlichkeiten
sind an den Kanten verzeichnet
Das GSPM fasst die Informationen der ISPM zusammen. Anhand des GSPM
lassen sich z.B. die einzelnen OP-Phasen, die Effizienz des Verlaufs oder die
Abschätzung der Restdauer eines Eingriffs ermitteln (Neumuth u. a., 2011c;
Franke, Meixensberger und Neumuth, 2013; Franke, Schreiber und Neumuth,
2012). Andere Methoden werden dazu genutzt, verschiedene ISPM zu ver-
gleichen (Forestier u. a., 2012) oder die Qualifikation des OP-Personals zu
überprüfen (Guerlain u. a., 2005; Jun u. a., 2012; Leong u. a., 2006; Reiley
und Hager, 2009; Jun u. a., 2012).
Bisher ist es nur möglich, die Daten für ISPMs mit Hilfe von menschlichen
Beobachtern zu erheben. Dies geschieht entweder live im Operationssaal,
indem geschulte Beobachter den Verlauf der OP auf einem Tablet-PC do-
kumentieren, oder mit Hilfe von während der OP aufgenommenen Videos,
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welche nachträglich manuell analysiert werden (Neumuth u. a., 2009). Weite-
re Ansätze setzen auf das Aufzeichnen von Signalen aus dem OP-Geräten u.
-Systemen, um später den vollzogenen Workflow mit Signalanalysetechniken
zu erkennen (Ikuta, Kato und Ooe, 2008; Rockstroh, Franke und Neumuth,
2013) oder auf eine vom Operateur kontollierte Schrittsteuerung zur situta-
tionsabhängigen Anzeige von Patientendaten (Dressler u. a., 2011).
2.2 Der chirurgische Arbeitsschritt und seine
Beschreibung
Eine der wichtigsten Voraussetzungen für die Erkennung bzw. Klassifizierung
von chirurgischen Arbeitsschritten ist eine flexible und allgemein gültige Be-
schreibung der Vorgänge im OP.
In der aktuellen Literatur wird von atomaren chirurgischen Schritten gespro-
chen (MacKenzie u. a., 2001; Rosen u. a., 2002). Dabei gibt es Unterschiede
bei der Auffassung, was ein chirurgischer Schritt ist. Es existiert der Be-
griff der surgeme. Diese stellen chirurgische Gesten dar, wie z.B. Endoskop
einführen, wobei dies die kleinstmögliche Beschreibungs-Entität ist. Andere
Arbeiten verwenden den Begriff chirurgische Aktivität und unterteilen den
chirurgischen Schritt noch einmal in Perspektiven, um ihn zu charakterisie-
ren. Bewährt hat sich hier folgende Unterteilung (Vergleich Neumuth u. a.,
2011a):
Handelnder Akteur (actor) Diese Perspektive bezeichnet die handelnde
Person, welche die Aktivität durchführt. Dies kann eine der direkt an
dem Eingriff beteiligten Personen sein, wie z.B. Chirurg oder Assistent.
Genutztes Körperteil (body part) Das genutze Körperteil bezeichnet
die vom jeweiligen Akteur eingesetzte Extremität, mit der die Akti-
vität durchgeführt wird, wie z.B. rechte Hand oder Sichtfeld.
Verwendetes Instrument (instrument) Diese Perspektive betitelt das
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Instrument, das es der Akteur gerade nutzt. Skalpell oder Sauger sind
Beispiele.
Behandelte Struktur (structure) Der Bereich des Patienten, an dem ei-
ne Aktivität durchgeführt wird, ist mit behandelte Struktur bezeichnet
und umfasst alle Bereiche des Situs. Am Beispiel einer Bandscheiben-
Operation kann dies z.B. die Bandscheibe sein.
Durchgeführte Aktion (action) Ein weiterer wichtiger Bestandteil ist
die durchgeführte Aktion, die stark mit dem verwendeten Instrument
und der behandelten Struktur korrespondiert, z.B Schneiden oder Sau-
gen.
Die Verwendung dieser Beschreibungsart ist in Tabelle 2.1 exemplarisch für
verschiedene chirurgische Aktivitäten dargestellt.
Akteur Körperteil Instrument Struktur Aktion
Chirurg rechte Hand Skalpell Ligament schneiden
Assistent linke Hand Endoskop Naris einführen
Tabelle 2.1: Beispiele für die Beschreibung chirurgischer Aktivitäten mittels Perspekti-
ven; Jede Spalte ist eine Perspektive, jede Zeile eine Aktivität.
Die Beschreibung des chirurgischen Schrittes als Aktivität wird bei der
Workflow-Aufnahme verwendet, mit deren Hilfe chirurgische Abläufe doku-
mentiert werden können. Mittels der Aktivitätsfolgen können übergreifende
Analysen zu intraoperativen Prozessen angefertigt und allgemeingültige Be-
schreibungen verschiedener OP-Typen erstellt werden.
2.3 Erkennungsstrategien
Das Erkennen von Aktivitäten im Operationssaal gehört zu einer Klasse von
Problemen, die seit dem Aufkommen der Computertechnik eine sehr große
Rolle in der Wissenschaft spielt. Die sogenannten Mustererkennungsmetho-
den stellen sich der Aufgabe, aus vorhandenen Daten sinnvolle und nützliche
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Informationen zu extrahieren. Dies beinhaltet auch die Signal- und Bild-
bearbeitung, welche durch die fortschreitende Digitalisierung an Bedeutung
gewinnt (Schalkoff, 2008; Fu und Cover, 1976).
Ein Teilgebiet der Mustererkennung beschäftigt sich mit der Analyse von
Signalen. Dabei handelt es sich um Sensorwerte oder andere beliebige Infor-
mationen. Da sich die vorliegende Arbeit mit der Aktivitätserkennung im OP
befasst, wird sich dieser Abschnitt auf die sensorbasierten Signale beschrän-
ken. Sensorbasiert bedeutet, die untersuchten Signale sind z.B. Ausgaben von
Bewegungssensoren, Videokameras oder anderen Sensoren, die einen Teil der
physikalischen Welt erfassen. In diesem Fall ist dies der Operationssaal und
im Speziellen der Bereich der chirurgischen Aktivität.
Der Mustererkennungsprozess folgt in der Literatur immer einem Konzept
(siehe Abb. 2.3), welches als Analogie auf die verschiedenen Mustererken-
nungsmethoden angewandt werden kann (Kuncheva, 2004). Grundlage dafür
ist die Aufgabenstellung, dass ein stochastischer Prozess in eine logische Re-
präsentation überführt und damit eine Klassifizierung vorgenommen wird.
Die Wiederholbarkeit des Klassifizierungsergebnisses soll dabei möglichst
hoch sein, d.h. bei ähnlichen Signalwerten soll die Klassifikationsmethode
auch ähnliche Ergebnisse produzieren. Der Erkennungsprozess ist damit eine
Abbildung eines stochastischen Prozesses auf eine finite Menge.
Vorverarbeitung Extraktion Klassifizierung
Signal Musterklasse
Abb. 2.3: Konzept eines Mustererkennungsprozesses
Die Bezeichnung Muster impliziert Merkmale in den untersuchten Daten, die
sich wiederholen. Es ist die Aufgabe des Erkennungsprozesses, diese Merk-
male zu ermitteln und den Klassen zuzuordnen. Der Prozess beginnt oft mit
einer Vorverarbeitung der Daten. Das können das Entfernen von Artefak-
ten oder das Transformieren der Daten sein. Darauf folgend schließt sich die
Extraktion von Merkmalen an. Hier ist es völlig frei, was als Merkmal defi-
niert wird. Es handelt sich um bestimmte Kennzahlen, die ein Signal oder
einen Aspekt des Signals charakterisieren, wie z.B. bei einer morphologischen
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Analyse (Aubin, 1999).
Für jede Signalart gibt es Verfahren, die auf die jeweiligen typischen Merk-
male abgestimmt sind. Am Beispiel der Bildanalyse sind es Methoden, die
z.B. besonders kontrastreiche Bildbereiche identifizieren oder fokussierte und
nicht fokussierte Bildteile unterscheiden. Das Resultat der Merkmalsextrak-
tion ist eine Beschreibung des Signals in Form eines Merkmalsvektors, dessen
Elemente die spezifischen Kennzahlen enthalten. Dieser Vorgang kann auch
als eine Reduktion oder Kompression der im Signal vorhandenen Informa-
tionen betrachtet werden. Das Ziel dabei ist, die wesentlichen Eigenschaften
des Signals zu erfassen und redundante oder unwichtige Teile zu filtern. Je
nach Art des zu erkennenden Musters müssen die passenden Merkmale richtig
gewählt werden.
Ebenso von der Art des Musters abhängig ist der anschließende Schritt, mit
dem die gewonnenen Merkmale klassifiziert werden. Der Klassifizierung geht
immer ein Lernprozess voraus, bei dem die Zuordnung von Merkmalen zu
Klassen erfolgt. Man kann diese Prozesse grundlegend in zwei Kategorien
teilen – in das überwachte und das unüberwachte Lernen (Alpaydin und
Linke, 2008). Das überwachte Lernen zeichnet sich hierbei durch die Vor-
gabe der zu lernenden Klassen aus, wohingegen bei unüberwachtem Lernen
die Klassen automatisch aus den vorhanden Signalen segmentiert werden.
Letztere Vorgehensweise erweist sich oft als leistungsfähiger, da hier die tat-
sächlich vorhandene inhärente Struktur der Signaldaten eine Unterteilung
impliziert. Das überwachte Lernen hingegen prägt dem Klassifizierungspro-
zess diese Struktur auf.
Um den Vorteil des unüberwachten Lernens zu nutzen und dennoch vordefi-
nierte Klassen verwenden zu können, folgt meist ein weiterer Prozessschritt,
in welchem die automatisch erzeugten Klassen den vorgegebenen zugeordnet
werden. Dies kann zum Einen bedeuten, dass die Klassen surjektiv abgebildet
werden und zum Anderen, dass eine Sequenz von Klassen analysiert wird.
Als Erweiterung dieser Vorgehensweisen gibt es auch Methoden, die diesen
Prozess wiederholt auf verschiedenen Ebenen anwenden und somit einen hier-
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archischen Ansatz verfolgen, d.h. das Klassifizierungsresultat einer vorgela-
gerten Ebene wird als Eingangssignal der nächsten Ebene verwendet. Die
Folge ist eine zunehmende Abstraktion der Signalinformation. Die Abstrak-
tion ermöglicht, nicht nur einfache Muster in den Daten zu erkennen, sondern
identifiziert auch übergeordnete Muster.
Tatsächlich wird sowohl der rein auf Merkmalsklassen basierte Ansatz als
auch der Klassensequenzansatz auf dem Gebiet der Aktivitätserkennung an-
gewandt. Die Unterscheidung lässt sich durch die Art und Weise, wie eine
Aktivität beschrieben wird, treffen - die Aktivität und die korrespondieren-
den Signale als ein Merkmal oder unterteilt in Abschnitte, die in Sequenz die
Aktivität ergeben.
Die folgenden Abschnitte befassen sich mit den Schritten Merkmalsextrakti-
on und Merkmalsklassifizierung des Mustererkennungsprozess, zeigen aktu-
elle Ansätze und erläutern die verwendeten Methoden.
2.4 Identifikation und Extraktion von
Aktivitätsmerkmalen
2.4.1 Videobasierte Klassifizierungsmerkmale
Die Klassifizierung von Aktivitäten auf Basis von Videomaterial ist ein An-
satz, zu dem einige Beiträge veröffentlicht wurden. Vor allem der Fachbereich
des maschinellen Sehens ist hier sehr präsent. Die Aufgabe besteht darin, re-
levante Informationen aus gegebenem Videomaterial zu extrahieren, diese
im temporalen Kontext zu analysieren und Rückschlüsse auf die gesuchte
Aktivität zu schließen.
Um den Informationsstrom an Videomaterial sinnvoll auswerten zu können,
ist es notwendig, die Informationsmenge zu reduzieren. Dies geschieht meist
mit Hilfe einer Merkmalssuche und -auswahl (Feature Extraction). Es werden
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aussagekräftige Merkmale im Bild identifiziert und verarbeitet. Die Bildkan-
ten - also kontrastreiche Bildbereiche - sind ein einfaches Beispiel hierfür.
Bilddatenfilter wie z.B. der Sobel-Filter dienen der Kantenextraktion und
geben Hinweis auf die Stärke und Richtung der Kante. Andere Filter ah-
men die Funktionalität von biologischen Sehsystemen nach, indem sie die
Anordnung und Verschaltung von Sinneszellen zum Vorbild nehmen (Ortiz,
2012; Bay, Tuytelaars und Gool, 2006). In jedem Fall geht es darum, die
Informationsmenge auf sinnvolle Weise zu reduzieren und für die maschinelle
Verarbeitung handhabbar zu machen.
Die Autoren in (Oliver, Garg und Horvitz, 2004) teilen das Videobild in vier
gleiche vertikale Streifen und berechnen Merkmalswerte anhand der Dich-
te von hautfarbenen, bewegten und Vorder- bzw. Hintergrund-Pixeln sowie
Pixeln, die sich einem Gesicht zuordnen lassen. Den entstandenen Merkmals-
vektoren nutzen sie, um die Präsenz von Personen zu detektieren.
In (Grange, Fong und Baur, 2004) werden Stereobilddaten und Farbwer-
te genutzt, um Gesicht und Hände des Chirurgen zu verfolgen. Merkmals-
werte werden über die Silhuette des Chirurgen in einem Tiefenbild berech-
net und Farbinformationen im Video segmentiert. Resultat ist eines 3-DOF-
Verfolgung der Hände und des Gesichts des Chirurgen (siehe Abb. 2.4(a)).
(a) (Grange, Fong und Baur, 2004) (b) (Bhatia u. a., 2007)
Abb. 2.4: Stereobilddaten und Farbwertanalyse
Der Ansatz in (Bhatia u. a., 2007) beruht auf der statistischen Farbwertana-
lyse der Videodaten. Ein Histogram über alle Farbwerte eines Bildes wird
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erstellt und ein Klassifizierer ordnet dieses anschließend einer Markmalsklas-
se zu. Ziel der Analyse ist es, zwischen vier OP-Zuständen zu unterscheiden
(siehe Abb. 2.4(b)).
Im Beitrag (Lea u. a., 2012) werden Tiefenbilder ausgewertet, um Personen
detektieren und verfolgen zu können (siehe Abb. 2.5(a)). Die zu den Personen
gehörigen Bildbereiche werden einer morphologischen Analyse unterzogen.
Die Komponenten der resultierenden Merkmalsvektoren werden genutzt, um
die Szenerie zu analysieren.
(a) (Lea u. a., 2012) (b) (Béjar Haro, Zappella und Vidal,
2012)
Abb. 2.5: Tiefenbildauswertung und robotergestütze Bewegungsanalyse
In (Béjar Haro, Zappella und Vidal, 2012; Zappella u. a., 2013) vergleichen
die Autoren drei verschiedene Methoden für die Merkmalsextraktion (siehe
Abb. 2.5(b)). Sie beschreiben zum einen die zu extrahierenden Merkmale mit
Hilfe eines Linearen Dynamischen Systems (LDS), welches die Pixelintensi-
täten im Bild mit Merkmalsklassen verknüpft. Die Systemparameter müs-
sen hier für jede Merkmalsklasse im Vorfeld identifiziert werden. Die zweite
Methode bedient sich spatio-temporaler Merkmale (STIP) (Laptev und Lin-
deberg, 2003), bei denen nicht nur die Pixelwerte eines Bild, sondern die
Information mehrerer aufeinanderfolgender Bilder ausgewertet werden. Das
Merkmal besteht hierbei aus einem Histogram der orientierten Bildgradienten
und des optischen Flusses, welches als Basis für die Aktivitätsklassifizierung
genutzt wird. Als dritte Methode schlagen die Autoren vor, die zwei be-
schriebenen Methoden zu kombinieren, da sie komplementäre Eigenschaften
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aufweisen und auf ähnliche Weise Verwendung finden. Sie verfolgen damit
einem Sensor-Fusions-Ansatz.
2.4.2 Auswertung von Gerätesignalen
Ein weiterer Ansatz zur Extraktion von Aktivitätsmerkmalen ist die Verwen-
dung von Signalen, die bereits im Operationssaal vorhanden sind. Beispiele
hierfür sind Signale, die aus den elektrischen Verbrauchsmustern medizini-
scher Geräte herrühren, oder Steuersignale von Systemen, die direkten Ein-
fluss auf den chirurgischen Ablauf nehmen. Insbesondere die Verfahren, die
sich auf die Verwendung von robotischen Assistenzsystemen stützen, sind
hier stark vertreten. Im Vergleich zur videobasierten Analyse weisen diese
Signale eine geringe Dimensionalität von 1D bis 3D auf, jedoch liegen die
Abtastraten im Bereich von 10 bis 100Hz. Das Videosignal ist in diesem
Sinne ein weitaus redundanteres Signal mit einer weitaus größeren Anzahl
an Werten pro Frame, welches stark komprimiert werden kann. Die in Vi-
deosignalen verwendeten Merkmale sind zudem eher struktureller Natur und
beziehen sich auf Zusammenhänge, die innerhalb eines einzigen oder weniger,
aufeinanderfolgender Videobilder auftreten. Die Signale der Geräte werden
hingegen meist über einen längeren Zeitraum zu einem Sample zusammen-
gefasst und auf ihre temporale Struktur hin überprüft. Die Trajektorie einer
Person im OP kann hier als Beispiel genannt werden.
Ein Verfahren auf Basis eines robotischen Systems ist in (Lin u. a., 2005)
dargestellt. Die Autoren nutzten die kinematischen Sensorsignale eines da
Vinci Robotersystems, wobei die Positions- und Geschwindigkeitsdaten der
Manipulatoren zur Analyse verwendet wurden. Mehrere Inputsamples eines
Zeitintervalls wurden zu einem Vektor zusammengefasst und die einzelnen
Dimensionen entsprechend ihres Wertebereichs normalisiert. Dadurch wur-
de die Leistungsfähigkeit des anschließenden Klassifizierungsvorgangs gestei-
gert. Für die effizientere Zugänglichkeit des Informationsgehalts des Vektors
wurde eine Lineare Diskriminanzanalyse angewandt, welche die Fisher Dis-
kriminanzfunktion maximiert (Fisher, 1936). Die daraus resultierende linea-
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re Transformation überführte den ursprünglichen Vektor in einen niederdi-
mensionalen Raum (in diesem Fall drei Dimensionen), welcher eine optimale
Klassenseperabilität gewährleisten sollte.
2.4.3 Zusätzliche Sensorik im Operationssaal
Neben den bereits beschriebenen Möglichkeiten, Aktivitätsmerkmale aus dem
chirurgischen Prozess zu extrahieren, ist das Einbringen von zusätzlichen,
nicht originär der Chirurgie zugeordneten Systemen sinnvoll. So lassen sich
gezielt bestimmte Vorgänge beobachten und ausgewählte Aspekte betrach-
ten. Im Gegensatz zu den anderen Vorgehensweisen sind hier die Anforderun-
gen im Bezug auf den Einfluss der Systeme auf den operativen Verlauf und die
Sterilität hoch. Wünschenswert ist in jedem Fall, dass die eingebrachte Senso-
rik weder die chirurgischen Handlungen beeinflusst, noch das Patientenwohl
durch eine zusätzliche Keimbelastung gefährdet. Es gibt nur wenige Systeme,
die diese Anforderungen erfüllen und gleichzeitig einen direkten Zugang zu
den gewünschten Signalen bereitstellen. Oft werden Systeme untersucht, die
noch nicht den Anforderungen entsprechen, bei denen aber perspektivisch
eine Erfüllung dieser möglich ist. Die Methoden der Signalanalyse gleichen
jedoch erheblich jenen der Gerätesignalnutzung. Auch hier werden oft nie-
derdimensionale Signale akquiriert und verarbeitet.
Der Ansatz in (Nara u. a., 2011) verwendet eine Personenlokalisierung, um
die aktuelle Phase des Eingriffs zu ermitteln. Ein auf Ultraschall basierendes
System zeichnete die Trajektorien jedes Mitglieds des OP-Teams auf. An de-
ren OP-Kleidung waren Sender angebracht, welche Ultraschallimpulse an die
Empfänger sandten, die in regelmäßigen Abständen an der Decke des OP-
Saals befestigt waren. Über Laufzeitmessung und Triangulation wurden dar-
aufhin die einzelnen Positionen im dreidimensionalen Raum bestimmt. Jedem
OP-Mitglied konnte so eine Trajektorie während des OP-Verlaufs zugeord-
net werden. Im folgenden Schritt verwendeten die Autoren charakteristische
Punkte in den Trajektorien, um diese zu partitionieren (Lee, Han undWhang,
2007). Anschließend wandten sie eine Metrik auf diese Trajektorienabschnitte
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an, welche aus der Kurvendistanz in X-Y-Richtung und Z-Richtung, Distanz
zwischen Start- und Endpunkt sowie Dauer des Abschnitts bestand (siehe
Abb. 2.6(a)). Ein Merkmalsvektor fasste diese Werte zusammen. Der Merk-
malsraum wurde normalisiert und mittels k-Means segmentiert und somit
Merkmalsklassen gebildet.
(a) Partitionierung und Klassifizierung von Trajek-
torien aus (Nara u. a., 2011)
(b) Mit SDE ermittelte Subse-
quenzdichte und darin enthaltene
lokale Maxima aus (Ahmadi u. a.,
2009)
Abb. 2.6: Trajektorienmerkmale und Subsequenzdichte
Im Beitrag (Ahmadi u. a., 2009) wurden Beschleunigungssensoren an den
Händen und der Hüfte des Chirurgen montiert, um die OP-Phasen und Ak-
tivitäten zu erkennen. Mit Hilfe der Subsequence Density Estimation (SDE)
(Minnen u. a., 2006) lassen sich sogenannte motifs in den Beschleunigungs-
daten identifizieren und wiedererkennen (siehe Abb. 2.6(b)). Die Methode
beruht auf einer Quantisierung der Signale mit Hilfe eines Gaussian Mixture
Models (Reynolds, 2009) und der anschließenden Untersuchung auf Regionen
mit sich wiederholenden Subsequenzen und damit semantischer Aussagekraft.
Den motifs wurden schließlich Symbole zugeordnet und diese im weiteren Er-
kennungsprozess genutzt.
Daten auf Basis von Radio Frequency Identification (RFID) wurden in (Par-
lak, Marsic und Burd, 2011) erhoben. Chirurgische Instrumente und Objekte
einer Notfallambulanz waren mit RFID-Markern versehen und über im Raum
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(a) Mit RFID markierte medizinische Ge-
genstände aus (Parlak, Marsic und Burd,
2011)
(b) RFID Detektionszonen und Antennen-
konfiguration aus (Parlak, Marsic und Burd,
2011)
Abb. 2.7: RFID-Tags und RFID-Detektionszonen
installierte RFID-Antennen detektierbar (siehe Abb. 2.8(a) u. Abb. 2.8(b)).
Die gemessenen Signalstärken (RSSI) dienten als Ausgangswerte für statisti-
sche Metriken, mit deren Hilfe verschiedene instrumentenspezifische Aspekte
betrachtet werden konnten. Aus der temporalen Kombination dieser konnten
die Autoren bestimmte Aktivitäten identifizieren.
(a) Aufenthaltszonen im OP aus (Bardram u. a., 2011) (b) OP-Personal mit RFID
Sensorik aus (Bardram u. a.,
2011)
Abb. 2.8: Aufenthaltszonen im OP und Sensorik am OP-Personal
Der Ansatz in (Bardram u. a., 2011) verwendet verschiedene Sensorik, um
Personen und Instrumente zu verfolgen. Die Autoren nutzten eine auf Ul-
tra Wide Band (UWB) Funk basierende Technologie, um die Positionen der
Mitglieder des Operationsteams zu messen. Außerdem definierten sie Aufent-
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haltszonen innerhalb des OPs (siehe Abb. 2.8(a)). Der Ablageort von Instru-
menten wurde mit Hilfe von in OP-Tischen integrierten RFID-Lesegeräten
erkannt. Welches Instrument von welcher Person genutzt wurde, konnte
über einen am Körper getragenen RFID-Leser bestimmt werden (siehe Abb.
2.8(b)). Die Autoren nutzten dafür verschiedene Arten von RFID-Markern
mit unterschiedlicher Funkcharakteristik. Die einzelnen Signale der Messsys-
teme formten den Merkmalsvektor, welcher anschließend klassifiziert wurde.
2.5 Klassifizierungsmethoden
Der nächste Schritt nach der Merkmalsextraktion ist die Klassifizierung der
Merkmale zur Erkennung von Aktivitäten. Die Ansätze sind in folgende zwei
Kategorien unterteilbar. Die merkmalsbasierte und die sequenzbasierte Klas-
sifizierung.
2.5.1 Merkmalbasierte Klassifizierung
Unter merkmalbasierter Klassifizierung sind Methoden zu verstehen, die die
Klassifizierungsaufgabe direkt unter Verwendung der extrahierten Merkmale
durchführen, d.h. mit den konkreten Merkmalsvektoren arbeiten. Die zu klas-
sifizierende Information ist dann entweder der Vektor zu einem bestimmten
Zeitpunkt oder eine Verkettung von Vektoren mehrerer Zeitpunkte.
In (Lea u. a., 2012) vergleichen die Autoren zwei Methoden zur Klassifizie-
rung von 3D-Videodaten - Support Vector Machines (SVM) und Extremely
Randomized Trees (Geurts, Ernst und Wehenkel, 2006), einer Erweiterung
von Random Forests. Mit SVM stellen sie jeweils zwei Merkmalsklassen ge-
genüber und ermitteln die Klasse, welche die meisten Vergleiche gewinnt.
Mit Extremely Randomized Trees verwenden sie mehrere gewöhnliche Ent-
scheidungsbäume, um zufällig gewählte Merkmalselemente miteinander zu
vergleichen.
26
KAPITEL 2. STAND DER FORSCHUNG
Die Autoren aus (Béjar Haro, Zappella und Vidal, 2012) nutzen ebenfalls
SVM, welche über eine Multiple Kernel Learning Methode trainiert werden.
Sie kombinieren die Merkmale aus deren LDS und Bag of Features (BoF)
Ansatz zu einem neuen Kernel, dessen lineare Parameter sie dann simultan
mit den SVM-Parametern abschätzen.
Im Beitrag (Bardram u. a., 2011) wenden die Autoren Binary Decision Trees
(BDT) (Lee und Oh, 2003) an, um die zuvor gewonnenen Merkmale zu klas-
sifizieren. Nachteil ist, dass damit keine zeitliche Einordnung möglich ist.
Der Ansatz wurde gewählt, weil dadruch der Beitrag einzelner Sensoren und
Merkmale zum Klassifizierungsergebnis untersucht werden kann.
2.5.2 Sequenzbasierte Klassifizierung
Die sequenzbasierte Klassifizierung verwendet nicht einzelne Merkmale oder
einen Satz an Merkmalen. Die Idee ist, eine zeitliche Sequenz an Merkmalen
zu unterscheiden und deren temporalen Zusammenhang zu erkennen. Ein
weit verbreitetes Verfahren sind Markov-Ketten und im Speziellen Hidden
Markov Modelle (HMM) (Rabiner, 1989). In diesem Zusammenhang wird
auch oft die Vektorquantisierung genannt, welche den Merkmalsraum auf
eine finite Menge abbildet (Cover und Hart, 1967). Nähere Details zu diesen
Methoden sind im Anhang A beschrieben, da sie im weiteren Verlauf der
Arbeit verwendet werden.
In (Bhatia u. a., 2007) wird mit Hilfe der HMM der übergeordnete Zustand
im OP erkannt, wie z.B. Start der Operation oder Patient wird in den OP
geschoben. Hier dienen die quantisierten Merkmalsvektoren als Observatio-
nen.
Die Autoren von (Bouarfa, Jonker und Dankelman, 2011) nutzen HMM, um
High Level Tasks (HLT) aus Low Level Tasks (LLT) zu erkennen. Die LLTs
werden als beobachtbare Symbole genutzt. Die Autoren untersuchten außer-
dem den Einfluss von verrauschten Observationen.
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Der Ansatz im Beitrag (Lin u. a., 2005) verwendet einen Bayes Klassifizierer
(Zolnierek und Rubacha, 2008), um Trajektorien zu klassifizieren. Grundlage
ist ein Netzwerk aus bedingten Wahrscheinlichkeiten.
In (Padoy u. a., 2012) werden HMM genutzt, um die Phasen einer OP zu
modellieren. Für jede Phase werden individuelle Links-Rechts-HMM trai-
niert und diese dann an ihren Start- und Endzuständen verknüpft. Diese
Vorgehensweise wird mit anderen HMM-Strukturen verglichen.
Die Autoren aus (Ahmadi u. a., 2008) verwenden HMM, um chirurgische






In diesem Abschnitt werden Anforderungen definiert, um die vorhandenen
Ansätze bewerten zu können. Anschließend wird ausgehend von dem Stand
der Technik ein Erkennungskonzept erarbeitet, welches mögliche Schwach-
stellen der bekannten Lösungen vermeidet.
Eine erste wichtige Anforderung an ein Erkennungssystem ist die Möglich-
keit, den Ablauf mit angemessenem Detailgrad verfolgen zu können. Dies ist
wichtig, damit ein Assistenzsystem auf allen Abstraktionsebenen des chir-
urgischen Prozesses arbeiten kann und keine Detailinformationen verloren
gehen.
Anforderung 1 (Hoher Detailgrad) Die Prozessschritterkennung muss dem
für die chirurgische Assistenz verlangten Detailgrad entsprechen, um eine
spezifische Verarbeitung zu ermöglichen, d.h. die atomaren Schritte des chir-
urgischen Arbeitsablaufes müssen erkennbar sein.
Des Weiteren sollten die verwendeten Algorithmen in der Hinsicht robust
sein, dass die Variabilität der chirurgischen Handlung abgedeckt wird. Dies
beinhaltet auch, dass die Aktivitäten von unterschiedlichen Personen durch-
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geführt werden können und das System nicht nur unter Laborbedingungen
funktioniert.
Anforderung 2 (Robuste Algorithmen) Die verwendeten Algorithmen
müssen so robust auslegbar sein, dass die Variabilität des chirurgischen Pro-
zesses abgedeckt ist.
Eine weitere wichtige Eigenschaft ist die Übertragbarkeit des Konzeptes auf
verschiedene Eingriffstypen. Damit wird eine der Voraussetzungen für den
Einzug der automatische Aktivitätserkennung in den realen OP erfüllt.
Anforderung 3 (Übertragbarkeit) Der Lösungsansatz muss sich leicht auf
verschiedene Eingriffstypen übertragen lassen, sodass das Konzept ohne auf-
wendige Migrationsarbeiten breit anwendbar ist.
Ebenso wichtig ist die Anforderung, dass ein Erkennungssystem möglichst
wenig in den vorhandenen OP-Ablauf eingreift, d.h. die Ausübung der chir-
urgischen Tätigkeit behindert oder sogar unmöglich macht. Auswirkungen,
die das Patientenwohl oder den erfolgreichen Ausgang eines Eingriffs gefähr-
den, sollten vermieden werden.
Anforderung 4 (Geringe Beeinflussung) Das Erkennungskonzept sollte den
Eingriff in bestehende OP-Abläufe vermeiden, sodass eine Beeinflussung die-
ser ausgeschlossen werden kann und das Patientenwohl nicht gefährdet wird.
Diese grundlegenden Anforderungen dienen als Basis, um die vorhandenen
Ansätze zur Aktivitätserkennung zu bewerten.
3.2 Bewertung vorhandener Ansätze
Die deutlichste Gemeinsamkeit der meisten Erkennungsstrategien ist, dass
sie auf bestimmte Einsatzszenarien zugeschnitten sind, d.h. nicht ohne Wei-
teres übertragen werden können. Das ist ein großer Nachteil, denn die große
Bandbreite und Variabilität chirurgischer Eingriffe fordert genau dies, wenn
deren Arbeitsschritte automatisch erkannt werden sollen.
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Bei Ansätzen, welche Signale robotischer Unterstützungssysteme nutzen,
wird davon ausgegangen, dass dieses Konzept der chirurgischen Assistenz
zunimmt und damit auch die Anzahl der Signale, die zur Verfügung stehen.
Allerdings ist bisher noch offen, ob dies tatsächlich so eintreten wird. Min-
destens in einer Studie wird vermutet, dass der Einsatz robotischer Systeme
keinen Vorteil gegenüber herkömmlichen Eingriffen bietet und dass die Tech-
nologie in den Markt gedrückt wird (Cooper u. a., 2013). Die Nutzung von
Signalen, die von bereits vorhandenen Geräten im OP stammen, ist trotz
dieser Zweifel ein guter und auch übertragbarer Ansatz. Gleichzeitig birgt
er Probleme, da das Abgreifen der Daten momentan noch zu schwierig ist.
Die Gründe sind der stark verbreitete Einsatz von nicht offenen Lösungen
wie proprietärer Standards und nicht vorhandene Schnittstellen der Geräte
nach außen. Dieser auch in den Anfängen der industriellen Automatisierung
aufgetretene Zustand verhindert, dass Geräte miteinander kommunizieren.
Außerdem hemmt er die Innovationskraft, da eine Lösung mit Mehrwert im-
mer auf der Technologie einer Firma basieren muss. Obwohl abzusehen ist,
dass sich dies in Zukunft - mit Blick auf die Automatisierungsindustrie -
möglicherweise ändert, wird es in den nächsten Jahren nicht dazu kommen,
dass die Signale aller Geräte im OP abgreifbar werden, obwohl Projektinitia-
tiven auf diesem Gebiet aktiv sind (ICCAS, 2013). Es gibt auch Ansätze, die
versuchen, diesen Nachteil zu umgehen, indem sie Signale von den Anzeigen
der Geräte ermitteln (Rockstroh, Wittig und Neumuth, 2013).
Die Fortschritte auf dem Gebiet der Bild- und Videoanalyse sind immens.
Es ist naheliegend, diese Methodik auch für die Erkennung von chirurgischen
Aktivitäten zu nutzen. Es sind tatsächlich auch einige Erfolge zu verzeichnen,
aber die Problematik ist, dass dieser Ansatz allein den chirurgischen Prozess
niemals bis ins Detail ermitteln werden kann. Die Technik ist zu anfällig
in Bezug auf optische Mehrdeutigkeiten und Verdeckung, zudem hochkom-
plex, sodass sich zur Variabilität des Prozesses die Unsicherheit der Methodik
addiert. Die Anwendungen begrenzen sich momentan auf nur wenige chir-
urgische Spezialfälle wie z.B. laproskopische Eingriffe (Blum, Feußner und
Navab, 2010) oder Kataraktoperationen (Baldas u. a., 2010) oder ermitteln
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den Prozess auf einem nur unzureichenden Detaillevel.
Die sensorbasierte Methodik ist ein vielversprechender Ansatz, der auf zu-
sätzliche Sensorik im OP setzt. Die Signale haben eine geringe Komplexi-
tät und sind somit robuster auswertbar. Nachteilig an diesen Lösungen ist
hauptsächlich das Einbringen von zusätzlichen Geräten in den OP, was sich
möglicherweise auf die Patientensicherheit auswirkt und hohe Anforderungen
an die Geräte stellt, wie z.B. Sterilisierbarkeit. Auch die mögliche Beeinflus-
sung des chirurgischen Prozesses ist nicht auszuschließen. Fortschritte bei der
Integration von Sensorik sind z.B. bei der RFID-Messtechnik mit direkt in
Instrumenten integrierten RFID-Tags zu verzeichnen .
Anforderung videobasiert gerätebasiert sensorbasiert
1 Hoher Detailgrad ✳ ✓
2 Robustheit ✳ ✓ ✓
3 Übertragbarkeit ✳ ✓ ✓
4 Geringe Beeinflussung ✓ ✓ ✳
Tabelle 3.1: Überblick der Bewertung zur Anforderungsanalyse (✓= Anforderung erfüllt,
✳= Anforderung nur teilweise erfüllt)
Tabelle 3.1 resümiert die dargelegte Bewertung der vorhandenen Ansätze.
Es ist erkennbar, dass die gerätebasierten und sensorbasierten Systeme mo-
mentan die meisten der Anforderungen erfüllen. Im Kontext der Machbarkeit
sind jedoch die sensorbasierten Lösungen zu bevorzugen.
3.3 Perspektivenorientierte
Aktivitätserkennung
Für ein erfolgreiches Erkennungskonzept müssen Prozessbeschreibung und
Erkennungsmethodik gut aufeinander abgestimmt sein und sollten sich nicht
strukturell oder logisch behindern. Diesem Grundsatz folgend, wird in die-
sem Abschnitt ein Erkennungsansatz entwickelt, welcher auf der bereits im
Abschnitt 2.2 erwähnten Aktivitätsbeschreibung beruht. Als Basis dient die
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Unterteilung der chirurgischen Aktivität in Perspektiven. Die Idee dabei ist,
die Komplexität der Aktivitätserkennung zu reduzieren, indem der Erken-
nungsprozess aufgespalten und jede Perspektive getrennt behandelt wird.
Die Ergebnisse der Perspektivenerkennung können dann zu einer Aktivitäts-
abschätzung zusammengeführt werden.
Diese Vorgehensweise bringt eine Reihe von Vorteilen mit sich, welche helfen,
die in Abschnitt 3.1 definierten Anforderungen zu erfüllen. Zum einen kann
mit dieser Verfahrensweise ein Teilerkennungsverfahren durch ein anderes er-
setzt oder redundant ausgelegt werden und somit zur Robustheit beitragen
(Anforderung 2). Zum anderen beziehen sich die Perspektiven nicht auf spe-
zielle chirurgische Verfahren, sondern bilden ein allgemeingültiges Vokabular
ab (Neumuth u. a., 2011a) Das ermöglicht eine Übertragbarkeit mit geringem
Aufwand (Anforderung 3). Ein hoher Detailgrad der Erkennung ist ebenso
gewährleistet, da hier mit einer Beschreibung gearbeitet wird, welche den
chirurgischen Prozess bis auf einzelne atomare Handlungen herunterbricht
(Anforderung 1).
Der kritischste Punkt dieser Verfahrensweise ist die Auswahl der Systeme,
welche für die Perspektivenerkennung eingesetzt werden. Bezogen auf die
Anforderungsanalyse können sensorbasierte Lösungen als gute Wahl bezeich-
net werden. Geht man davon aus, dass die Sensorik nah am Prozess ist,
ergeben sich zusätzliche Vorteile, welche die Perspektivenerkennung verein-
fachen und somit die Aktivitätsabschätzung erleichtern. Zu nennen wären
hier z.B. Sensoren, die am Körper der OP-Mitarbeiter getragen werden, wie
in (Bardram u. a., 2011). Dadurch wird eine Ermittlung der handelnden Per-
son überflüssig. Das Wissen über den Ort der Sensorbefestigung impliziert
die Perspektiven Handelnder Akteur und Genutztes Körperteil. Andere Gerä-
tesignale könnten ebenso Hinweise auf die Art eines verwendeten Instruments
in Kombination mit der durchgeführten Aktion liefern.
Die Grafik in Abbildung 3.1 verdeutlicht dieses Prinzip. Am Anfang steht der
chirurgische Prozess, aus dem Informationen und Signale extrahiert werden









Abb. 3.1: Erkennungskonzept; (gepunktet) implizite Perspektiven; (gestrichelt) momen-
tan nicht betrachtete Perspektive
einer chirurgischen Aktivität besteht. Die indirekten Perspektiven werden
über die Sensorzuordnung ermittelt. Sie benötigen keine Signale aus dem
Prozess, sondern ergeben sich aus dem technischen Setup. Die verbleibenden
Perspektiven erhalten Signale und Daten aus dem Prozess unter Verwendung
von verschiedenen Messsystemen. Da die Perspektiven getrennt erkannt wer-
den, ergibt sich die Notwendigkeit der Zusammenführung der Ergebnisse, um
auf die durchgeführte Aktivität zu schließen (Aktivitätsinferenz).
Im Rahmen dieser Arbeit wird auf sensorbasierte Messsysteme gesetzt, wel-
che primär die Perspektiven Verwendetes Instrument und Durchgeführte Ak-
tion erkennen sollen. Die Perspektive Behandelte Struktur ist nicht Teil der
Ausführungen, da dieses Problem eine besondere Komplexität aufweist und
einer sehr aufwendigen eigenständigen Bearbeitung bedarf.
Mit dem Wissen um das verwendete Erkennungskonzept können die am An-
fang der Arbeit definierten Ziele präzisiert werden.
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3.4 Präzisierung der Ziele der Arbeit
Die Erarbeitung des Erkennungskonzeptes ermöglicht die Präzisierung der
Ziele 1.3 (Entwicklung technischer Lösungen) und 2.2 (Evaluation des Er-
kennungsmodells). Aus der Erläuterung des Konzeptes und anhand der Ab-
bildung 3.1 ist erkennbar, dass für die Perspektiven Verwendetes Instrument
und Durchgeführte Aktion Erkennungssysteme entwickelt werden müssen.
Außerdem muss eine Methodik zur Ermittlung der durchgeführten Aktivität
erarbeitet werden, welche Ergebnisse der Perspektivenerkennung verwendet.
Folgende Präzisierung kann für Ziel 1.3 durchgeführt werden:
Ziel 1.3.1 Entwicklung eines Erkennungssystems zur Ermittlung der Per-
spektive Verwendetes Instrument, im Weiteren als Instrumentenerken-
nung bezeichnet.
Ziel 1.3.2 Entwicklung eines Erkennungssystems zur Ermittlung der Per-
spektive Durchgeführte Aktion, im Weiteren als Aktionserkennung be-
zeichnet.
Ziel 1.3.3 Entwicklung einer Methodik zur Aktivitätsermittlung. Hierfür
wird die Bezeichnung Aktivitätsinferenz verwendet.
Ebenso wie das Entwicklungsziel müssen die Ziele der Evaluation angepasst
werden. Aus den präzisierten Entwicklungszielen 1.3.1 - 1.3.3 ergeben sich
folgende detailliertere Evaluationsziele:
Ziel 2.2.1 Evaluation der Instrumentenerkennung
Ziel 2.2.2 Evaluation der Aktionserkennung
Ziel 2.2.3 Evaluation der Aktivitätsinferenz und damit Ermittlung ab-
schließender Ergebnisse zur perspektivenorientierten Aktivitätserken-
nung
Wie in Tabelle 3.2 ersichtlich, finden Entwicklung und Evaluation für je-
des Teilerkennungssystem individuell statt. Dies impliziert folgende weitere




1.3.1 5 Entwicklung Instrumentenerkennung
1.3.2 6 Entwicklung Aktionserkennung
1.3.3 7 Entwicklung Aktivitätsinferenz
2.2.1 5 Evaluation Instrumentenerkennung
2.2.2 6 Evaluation Aktionserkennung
2.2.3 7 Evaluation Aktivitätsinferenz
Tabelle 3.2: Übersicht der präzisierten Ziele und die Kapitel in denen sie bearbeitet
werden
Aktionserkennung wird in Kapitel 6 entwickelt und evaluiert. Die Aktivi-
tätsinferenz ist abschließend in Kapitel 7 erläutert und stellt außerdem das
Gesamtergebnis der Aktivitätserkennung dar. Ein übergeordnetes Evalua-
tionskonzept, welches alle Teilerkennungssysteme berücksichtigt, wird, wie
bereits zu Beginn erwähnt, in Kapitel 4 erarbeitet. Metriken und Methoden





Um das beschriebene Erkennungskonzept überprüfen zu können, muss das
Evaluationskonzept bestimmte Anforderungen erfüllen. Diese werden im Fol-
genden definiert.
Ausgehend von der Struktur des Erkennungskonzeptes mit seinen Perspek-
tiven und der übergeordneten Aktivitätsinferenz, kann festgestellt werden,
dass die Evaluation auf mehreren Ebenen stattfinden muss, um das kom-
plette Modell auf seine Leistungsfähigkeit überprüfen zu können. Dies wurde
bereits bei der Präzisierung der Ziele der Arbeit ersichtlich.
Somit ergibt sich:
Anforderung 1 Das Evaluationskonzept muss in der Lage sein, das Erken-
nungskonzept auf all seinen Ebenen zu untersuchen und die an das Erken-
nungskonzept gestellten Anforderungen zu prüfen.
Um die Eignung belegen zu können, muss eine ausreichende klinische Rele-
vanz vorhanden sein. Das bedeutet, die Untersuchung des Erkennungskon-
zeptes muss möglichst realitätsnah sein.
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Anforderung 2 Die Studiendurchführung muss eine ausreichende klinische
Realitätsnähe aufweisen, um die Eignung zu belegen.
Für eine aussagekräftige Beurteilung der Erkennungsleistung sollte die Da-
tenbasis ausreichend groß sein. Zum einen kann damit das Erkennungssystem
optimal trainiert werden, zum anderen existieren damit genügend Stichpro-
ben, aus denen Ergebniswerte ermittelt werden können. Dies wird erreicht,
wenn man die Datenaufnahme unter gleichen Bedingungen wiederholen kann
und so die geforderte Datenbasis schafft.
Anforderung 3 Die Datenaufnahme muss unter gleichen Bedingungen wie-
derholbar sein, um eine ausreichende Datenbasis für das Modelltraining und
die Auswertung zu erhalten.
4.2 Methodik
Ausgehend von den Anforderungen an die Evaluation, wird in diesem und
den folgenden Abschnitten das Evaluationskonzept entwickelt.
Die grundlegende Methodik besteht darin, das Erkennungskonzept mit Hilfe
von verschiedenen medizinischen Eingriffstypen zu evaluieren. Die Idee da-
bei ist, das Erkennungssystem zuerst individuell mit der Datenbasis jedes
Eingriffstyps zu testen. Anschließend werden die Datenbasen vereint und das
System mit dieser neuen Basis evaluiert. Dies setzt voraus, dass alle Messda-
ten gleichzeitig erhoben werden und ermöglicht zudem die Leistungsmessung
der einzelnen Teile des Erkennungskonzeptes. Die klinische Relevanz kann
hergestellt werden, indem auf ein möglichst kliniknahes Setting gesetzt wird.
Gleichzeitig soll die Durchführung oft wiederholbar und reproduzierbar sein.
Eine Lösung für dieses Problem stellt die Simulation von chirurgischen Ein-
griffen in einem dem OP ähnlichen Umfeld dar. Hier wird auf einen vordefi-
nierten Handlungsablauf gesetzt, der den betreffenden Eingriffstyp möglichst
realitätsnah abbildet. Zum Setting im OP gehört auch der Patient, welcher
aus naheliegenden Gründen nicht der Teil der Simulation sein kann. Hier
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muss ein Patientenmodell verwendet werden. Eine Einschränkung, die sich
jedoch positiv auf die Wiederholbarkeit der Durchführungen auswirkt. Ein
weiterer Vorteil der Simulation ist, dass die Anforderungen an Geräte im
realen OP nicht erfüllt werden müssen, wie z.B. die Sterilisierbarkeit, welche
bei bisher nicht im OP genutzten Messsystemen ein Problem darstellt.
Die folgenden Abschnitte gehen detailliert auf die verwendeten OP-Typen ein
und erläutern die Durchführung der Studien sowie die verwendeten Metriken
zur Leistungsermittlung.
4.3 Simulierte Eingriffe
Idealerweise wird eine Evaluierung von Methoden im realen Umfeld durchge-
führt. Aufgrund der hohen technischen Anforderungen des OP-Bereichs, der
Beeinträchtigung der OP-Abläufe und möglicher Einflussnahmen auf den Er-
folg von Eingriffen, wurde auf die Ausstattung eines realen Operationssaales
mit der notwendigen Technik verzichtet. Stattdessen wurde auf das Nachstel-
len von realen Eingriffen gesetzt. Dies umgeht nicht nur die oben genannten
Risiken, sondern bietet auch eine Reihe von Vorteilen. Zum einen fällt Sterili-
tät als kritische Anforderung weg, zum anderen kann ein Eingriff beliebig oft
wiederholt und auf verschiedene Art und Weise durchgeführt werden. Nicht
zu unterschätzen ist auch die dadurch entstehende zeitliche Flexibilität. Mit
simulierten Eingriffen lassen sich mehrere Durchläufe pro Tag realisieren, was
hingegen bei realen Eingriffen Wochen und Monate beanspruchen würde.
Die Simulation basiert auf bei realen mikrochirurgischen und minimalinvasi-
ven Eingriffen aufgenommenen Workflows, die in Zusammenarbeit mit den
Kliniken der Neurochirurgie und HNO der Universität Leipzig erhoben wur-
den. Die Eingriffstypen sind die Funktionale Nasen- und Nasennebenhölen-
chirurgie (siehe Abschnitt 4.3.1) sowie die Mikrochirurgische Bandscheiben-
operation (siehe Abschnitt 4.3.2). Auswahlkriterien waren die Durchführbar-
keit im Demonstrations-OP des ICCAS, die Komplexität der Eingriffe und
das Vorhandensein von bereits im Vorfeld aufgenommen Workflow-Daten als
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Vorgabe für den Handlungsablauf. D.h., ein realer Ablauf bildet die Grundla-
ge für die Simulation. Zu diesem Zweck wird der originale Workflow bearbei-
tet und reduziert, wobei der wesentliche Ablauf und Charakter des Eingriffs
erhalten bleiben.
Der originale Workflow wird auf mehrere Arten modifiziert. Zuerst werden
Aktivitäten gelöscht, die für die Studie irrelevant oder nicht darstellbar sind.
Dies können Aktivitäten sein, die in Zusammenhang mit Instrumenten ste-
hen, die nicht verfügbar sind, oder Strukturen, die im Patientenmodell nicht
berücksichtigt wurden. Weiterhin werden sich zu oft wiederholende Aktivi-
tätssequenzen auf wenige Wiederholungen reduziert. Abschließend wird die
Dauer der einzelnen Aktivitäten moderat gekürzt, sodass die gesamte Dau-
er der Simulation zwischen 15 und 30 Minuten beträgt. Diese Dauer stellt
einen guten Kompromiss zwischen Originaltreue und Durchführbarkeit im
Rahmen der Evaluation dar. Um die Konformität der modifizierten Abläufe
zu gewährleisten, sind diese vor der Verwendung in der Studie von einem
Facharzt geprüft und freigegeben worden.
Ergebnis der Modifikation ist ein Ablaufskript, welches im letzten Schritt
zu einer Audio-Datei verarbeitet wird. Die einzelnen Schritte werden hier
verbal in ihrer zeitlichen Abfolge genannt. Das Audioskript dient als Hand-
lungsgrundlage für die an der Durchführung teilnehmenden Akteure und wird
für jeden Durchlauf erneut abgespielt.
Weitere wichtige Bestandteile der Simulation sind die verwendeten Instru-
mente, die weitestgehend den Originalen entsprechen, sowie ein Modell der
behandelten Körperregion. Da kein lebender Patient verfügbar sein kann,
werden realitätsnahe Modelle verwendet. Einzelne Details dazu werden in
den folgenden Abschnitten erläutert.
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4.3.1 Funktionale Nasen- und
Nasennebenhöhlenchirurgie
Einführung
Die Funktionale Nasen- und Nasennebenhöhlenchirurgie (Functional Endos-
copic Sinus Surgery - FESS) ist eine minimalinvasive chirurgische Metho-
de zur Wiederherstellung der mukoziliären Funktion im Nasenraum (Mian,
2010). Die mukoziliäre Funktion ist ein wichtiger Abwehrmechanismus des
Atemtraktes und stellt sicher, dass Krankheitserreger und Partikel aus den
Atemwegen abtransportiert werden. Das Zusammenspiel zweier Bestandteile
ist hierbei von Bedeutung (Striegl, 2008):
1. Der Schleim (Mukus) muss eine bestimmte Zusammensetzung haben,
um eine optimale Viskoelastizität aufzuweisen.
2. Spezielle Zellfortsätze (Zilien) müssen schlagen, um den Schleim in
Richtung Rachen (Pharynx) zu transportieren.
Der Schleim wird dann durch Schlucken oder Auswurf von den Atemwegen
entfernt. Dieses Zusammenspiel kann durch vielfältige Weise beeinträchtigt
werden, u.a. durch Polypen oder eine Nasennebenhöhlenentzündung. Die
FESS ist ein minimalinvasiver Eingriff, der u.a. mit Hilfe eines Endoskops
durchgeführt wird. Es dient der Visualisierung des zu operierenden Bereiches
(Situs) und wird über das Nasenloch (Naris) eingeführt. Weitere Instrumen-
te sind Zangen, Elevatoren und Sauger, um organisches Material abzutragen
und zu entfernen. Pinzetten und Tupfer werden genutzt, um die Wunde zu
reinigen und zu stillen. Sie werden ebenfalls durch das Nasenloch geführt. Ein
nasales Spekulum dient zur Weitung des Nasenlochs. Eine komplette Liste




Für die Evaluation wurde eine FESS-Variante gewählt, bei der Polypen aus
den Nasennebenhöhlen entfernt werden. Drei Ablaufskripte wurden, wie im
vorhergehenden Abschnitt beschrieben, gekürzt und für die Simulation opti-
miert. Als Patientenmodell wurde der Teil des menschlichen Schädels, wel-
cher auch die Nasennebenhöhlen umfasst, nachgebildet. Das auch als Phan-
tom bezeichnete Modell wurde zuvor in einem 3D-Druckverfahren aus den
CT-Daten eines Menschen hergestellt (Möckel u. a., 2007; Möckel und Haase,
2014b). Die Schleimhäute und Polypen wurden mit Silikon nachgebildet.
Abb. 4.1: FESS Phantom mit Arretierung (links) und während der Simulation (rechts)
Das Modell wurde für die Simulation auf einem regulären OP-Tisch einge-
spannt und mit OP-Tüchern verhüllt, sodass sich eine realistische chirurgi-
sche Arbeitsumgebung ergab. Die in der Simulation genutzten Instrumen-
te und Materialien wurden auf einem Instrumententisch bereitgestellt. Eine
komplette Liste der verwendeten Instrumente ist in Tabelle 4.1 dargestellt.
















Tabelle 4.1: Instrumente und Materialen, die in der FESS-Simulation genutzt wurden
(mit * gekennzeichnete Instrumente/Materialien sind messtechnisch nicht erfasst)
Abb. 4.2: Verwendete Instrumente und Materialen in der FESS-Simulation; von links
nach rechts: obere Reihe 2-6, untere Reihe 7-11
4.3.2 Mikrochirurgische Bandscheibenoperation
Einführung
Eine mikrochirurgische Bandscheibenoperation (Mikrodiskektomie) kommt
häufig zum Einsatz, wenn ein Bandscheibenvorfall vorliegt (Lühmann u. a.,
2005; Schirmer, 2005). Die Bandscheibe (Discus intervertrebalis) ist ein Teil
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der Wirbelsäule und dient als Verbindungselement zwischen den Wirbelkör-
pern (Vertebrae). Ihre Eigenschaft als Polster und Stoßdämpfer ist ein wich-
tiger Bestandteil der Wirbelsäulenmechanik. Die einzelnen Wirbel besitzen
ein durch den Wirbelkörper (Corpus vertebrae) und den Wirbelbogen (Ar-
cus vertebrae) begrenztes Wirbelloch (Foramen vertebrale). Die Gesamtheit
aller Wirbellöcher bildet den Spinalkanal/Wirbelkanal (Canalis vertebralis),
in dem das Rückenmark (Medulla spinalis), umgeben von seinen Häuten
(Meninges medullae spinalis),verläuft. Die am Rückenmark ansetzenden Spi-
nalnerven laufen seitlich durch die Zwischenwirbellöcher (Foramina interver-
tebralia). Die Verbindung der Wirbel wird zudem durch verschiedene Bänder
(Ligamenta) gesichert. Diese verlaufen längs an Vorder- und Rückseite der
Wirbelkörper, zwischen den Wirbelbögen, sowie zwischen und auf den Dorn-
fortsätzen (Processus spinosi). Die Bandscheibe besteht aus einem Gallert-
kern (Nucleus pulposus), der von einem fest verwachsenen Faserring (Anu-
lus fibrosus) umschlossen ist. Durch Verschleiß- oder Abbauerscheinungen an
Wirbeln und Bandscheiben können sich Anteile oder auch die gesamte Band-
scheibe aus ihrer physiologischen Lage verschieben. Dies kann mittig (medial)
geschehen und in einer Kompression des Rückenmarks resultieren. Ein ande-
rer Fall ist der laterale Bandscheibenvorfall, bei dem die Bandscheibe seitlich
austritt und Druck auf die Spinalnerven ausübt. Beide Varianten können zu
Schmerzen, Lähmungen oder Störungen der Sensibilität führen. Am häufigs-
ten betroffen ist der Bereich der Lendenwirbel (Vertebrae lumbales). Ziel
der Bandscheibenoperation ist es, die Kompression der Nerven zu beseitigen.
Bei der Mikrodiskektomie wird über einen zwei Zentimeter großen Schnitt in
der Haut ein Zugang zum Vorfall freigelegt. Darüber liegende Bänder wer-
den entweder abpräpariert oder beiseite geschoben. Die Nerven werden mög-
lichst schonend beiseite gehalten, Knochen nur selten entfernt. Dieser Vor-
gang wird als Erweiterte Interlaminäre Fensterung (EILF) bezeichnet. Das
erkrankte Bandscheibengewebe kann darüber entfernt werden. Die Wunde
wird zum Ende der OP wieder geschlossen. Zur Durchführung der Mikrodis-
kektomie wird ein Operationsmikroskop verwendet, um das Operationsgebiet
(Situs) vergrößert und ausgeleuchtet darzustellen. Weitere Instrumente wie
Knochenstanze, Zange, Skalpell und Schere werden zur Bearbeitung des Ge-
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webes und der Knochen verwendet. Pinzette, Sauger und Spreizer dienen
zum Beiseitehalten und Säubern.
Simulation
Für die Simulation wurde eine Mikrodiskektomie am untersten Discus in-
tervertrebalis (L5/S1) zwischen fünftem Lumbalwirbel und Kreuzbein (Os
sacrum) gewählt. Drei vorbereitete Ablaufskripte bilden diese Operation in
verschiedenen Varianten ab. Dabei wurde auf das Öffnen und Schließen der
Haut durch einen Schnitt verzichtet. Das verwendete Patientenmodell ist
ein aus Gips bestehender Teil der Wirbelsäule, welcher auf einem realen CT-
Datensatz basiert und in einem 3D-Druckverfahren hergestellt wurde (Möckel
und Haase, 2014a). Es sind die Vertebrae L1-L5 sowie das Os sacrum und die
dazwischen liegenden Disci intervertrebales nachgebildet. Die Disci interver-
trebales bestehen aus Silikon. Die Medulla spinalis wird durch einen Schlauch
aus Kunststoff, der durch den Spinalkanal geführt ist, simuliert, wobei die
Spinalnerven nicht berücksichtigt sind. Zu den dargestellten Ligamenta ge-
hören das Ligamentum longitudinale posterius, welches an der Vorderseite
des Spinalkanals verläuft, sowie zum Teil die Ligamenta flava zwischen den
Wirbelbögen und die Ligamenta interspinalia zwischen den Dornfortsätzen.
Umgebendes Gewebe wurde durch eine Umwicklung mit Schaumstoff nach-
geahmt. Abb. 4.3 und Abb. 4.4 zeigen das verwendete Phantom und dessen
Arretierung am OP-Tisch.
Eine komplette Liste der während der Simulation verwendeten Instrumente




(a) Draufsicht L5/S1: (1) Vertebra/L5, (2)
Ligamenta, (3) Medulla spinalis, (4) Os sa-
crum/S1
(b) Draufsicht L5/S1 mit zur Seite gezo-
gener Medulla spinalis und Ligamenta: (1)
Vertebra/L5, (2) Ligamentum longitudi-
nale posterius, (3) Discus intervertrebalis
Abb. 4.3: Detailansicht des Mikrodiskektomie-Phantoms
Abb. 4.4: Mikrodiskektomie-Phantom mit Schaumstoffummantlung und Arretierung

















Tabelle 4.2: Instrumente und Materialen, die in der Mikrodiskektomie-Simulation ver-
wendet wurden (mit * gekennzeichnete Instrumente/Materialien sind messtechnisch nicht
erfasst)
Abb. 4.5: Verwendete Instrumente und Materialen in der Mikrodiskektomie Simulation;




Die verwendeten technischen Ressourcen, die zur Durchführung der Studi-
en notwendig sind, unterscheiden sich für beide Eingriffstypen weitestgehend
nicht. D.h., das technische Setup ist jeweils exakt das gleiche. Die Daten der
Messsysteme gelangen über Ethernet bzw. Funk zu dem für die Aufnahme
von Messwerten reservierten Rechnern. Zu diesem Zweck werden zwei se-
parate, speziell für diese Aufgabe entwickelte Anwendungen ausgeführt. Sie
stellen den Empfang der Daten sicher und hinterlegen diese in einer Daten-
bank. Ein zweiter Rechner hat die Aufgabe, das Videosignal des Endoskops
bzw. Mikroskops abzugreifen und zu speichern. Die verwendete Anwendung
nutzt dafür einen Video-Grabber. Zwei Videokameras nehmen zusätzlich das
Geschehen im OP auf. Sie sind zum einen auf den Instrumententisch und zum
anderen auf den Situs gerichtet. Für die spätere Auswertung ist es sehr wich-
tig, dass die aufgenommenen Daten synchron sind. Gewährleistet wird dies
durch einen im Laufe der Studien wiederholten Uhrenabgleich der beteiligten
Rechner mit einer im OP befindlichen Uhr sowie einer Synchronisationsges-
te, die auf allen Videos erkennbar ist. Die spezielle technische Ausstattung
der einzelnen Messsysteme wird in den entsprechenden Abschnitten in den





Für die Evaluation wurden zwei Datenerhebungen durchgeführt. Die simu-
lierte FESS- und die Mikrodiskektomie-Simulation (DISK) kamen zum Ein-





Tabelle 4.3: Anzahl an Durchführungen pro Datenerhebung/Studie
Die Durchführungen fanden im Demonstrations-Operationssaal des Innova-
tion Center Computer Assisted Surgery (ICCAS) statt. Es wurde darauf ge-
achtet, dass das Setup soweit wie möglich übereinstimmte. Die Sinnhaftigkeit
des Evaluierungskonzeptes beruht auch darauf, dass eine Schnittmenge der
Instrumente und Aktionen der zwei verschiedenen OP-Typen existiert. Ta-
belle 4.4 zeigt die Anzahl der in den Datenbasen verwendeten Entitäten.




Tabelle 4.4: Anzahl der Instrumente und Aktionen der Datenbasen
Die folgenden Abschnitte beschreiben die Vorgehensweise nach der Datener-
hebung und erläutern die Auswertungsmethoden.
4.5.1 Videoanalyse
Die während der Studie aufgenommenen Videodaten dienen als Basis für
die anschließende Analyse. Ziel ist die Ermittlung des tatsächlichen Work-
flows und der tatsächlichen Aufenthaltsorte der Instrumente. In einem ersten
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Schritt werden die verschiedenen Videos synchronisiert und zu einem Video
zusammengeschnitten (siehe Abb. 4.6). Die Synchronisation erfolgte über ei-
ne Geste, welche am Anfang eines jeden Durchgangs ausgeführt wurde und
auf jedem der Videos sichtbar ist. Es handelt sich um das Aufdecken des
vorher durch ein Tuch verdeckten Situs.
Abb. 4.6: Beispiel Video zur Analyse von FESS (links) und Diskektomie (rechts)
Die geschnittenen Videos zeigen die wichtigsten Ausschnitte des Endoskop-
bzw. Mikroskopbildes sowie den Situs und den Instrumententisch. Eine Über-
blickansicht erleichtert die Orientierung im Videomaterial.
Nach dem Videoschnitt erfolgt die Analyse des Workflows und der Aufent-
haltsorte der Instrumente. Zu diesem Zweck wird die Workflow-Analyse-
Software von S.W.A.N. genutzt (siehe Abb. 4.7). Mit ihr ist es möglich, Ab-
läufe entweder live oder in Videoaufzeichnungen zu annotieren. Die einzelnen
Handlungen des Chirurgen sind als Aktivitäten in Form von Quintupeln und
die Aufenthaltsorte der Instrumente als Zustände modelliert. Ergebnis der
Analyse ist ein Workflow-Dokument, welches zu den Sensordaten synchrone




Abb. 4.7: Workflow-Analyse-Software von S.W.A.N.
4.5.2 Datenaufbereitung
Um die aufgenommenen Daten während der Auswertung reibungslos nutzen
zu können, müssen diese im Vorfeld aufbereitet und zentral zur Verfügung
gestellt werden. Das betrifft zum einen die Daten der Messsysteme und zum
anderen die aus der Videoanalyse hervorgegangenen Workflow-Dokumente.
Zu diesem Zweck wurden alle Daten in einer SQL-Datenbank strukturiert
abgelegt. Im Zuge dessen wurden kleine Fehler und Abweichungen, die wäh-
rend der Studiendurchführung und Analyse festgestellt wurden, behoben.
Das beinhaltet die Korrektur von zeitlichen Verschiebungen und fehlerhaften
Workflow-Daten. Die damit erreichte Konformität ist Voraussetzung für die
Vergleichbarkeit der Daten.
Mit Hilfe von Auswerteskripten können nun die einzelnen Werte bezogen und
verarbeitet werden. Da die Auswertung samplebasiert erfolgt, ist es wichtig,
dass alle Daten eine definierte Samplingrate aufweisen. Aus den Aufnahmen
und aus den Datenblättern der Sensorsysteme wurde eine optimale Abtastra-
te von 20Hz ermittelt. Daten mit original niedrigerer Samplingrate wurden
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interpoliert und Daten mit höherer Rate mit einem entsprechenden Mittel-
wertfilter bearbeitet.
4.5.3 Auswertungsmethoden
Dieser Abschnitt beschäftigt sich mit den Auswertungsmethoden der erhobe-
nen Daten. Wie bereits erwähnt, soll das Erkennungskonzept auf all seinen
Ebenen untersucht werden. Auf Grund der Komplexität werden zuvor Ab-
kürzungen definiert, welche die einzelnen Teilauswertungen bezeichnen.
Datenbasis FESS DISK FESS + DISK
Hand Links Rechts Links Rechts Links Rechts
Instrumentenerkennung IF ID IZ
Aktionserkennung LAF* RAF* LAD* RAD* LAZ* RAZ*
Aktivitätsinferenz LHF RHF LHD RHD LHZ RHZ
Tabelle 4.5: Abkürzungen für Teilauswertungen der Evaluation; L=linke Hand, R=rechte
Hand, I=Instrumentenerkennung, A=Aktionserkennung, H=Aktivitätsinferenz, F=FESS-
Daten, D=Diskektomie-Daten, Z=FESS- und Diskektomie-Daten kombiniert
Wie in Tabelle 4.5 verzeichnet, werden die drei Teilsysteme Instrumentener-
kennung (*I*) , Aktionserkennung (*A*) und Aktivitätsinferenz (*H*) eva-
luiert. Jedes Teilssystem wird dabei jeweils einmal auf FESS-Daten (**F),
Diskektomie-Daten (**D) und auf die zusammengefassten Daten aus den
FESS- und Diskektomie-Studien (**Z) angewandt. Betrachtet werden sowohl
die linke (L**) als auch die rechte (R**) Hand des Chirurgen. Die Teilaus-
wertungen sind in den entsprechenden Abschnitten der Kapitel zu finden, die
sich mit den einzelnen Teilerkennungssystemen beschäftigen (siehe Kapitel
5-7).
Metriken
Wie bereits im Abschnitt 4.5.2 erwähnt, erfolgt die Auswertung sampleba-
siert, d.h. Referenz und erkanntes Signal werden immer in einem definierten
Zeitabschnitt k der Länge τS =
1
20Hz
verglichen. Das Ziel der Evaluation ist
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die Feststellung der Leistungsfähigkeit des Systems in Bezug auf korrekte
Klassifikation. Daher wird die Auswertung als binäre Klassifikation formu-
liert (Baeza-Yates, Araújo Neto Ribeiro und Ribeiro-Neto, 1999). Zu diesem
Zweck findet in jedem Zeitabschnitt k ein Vergleich zwischen Referenzklas-
se R(k) und ermittelter Klasse S(k) statt. Es wird eine Kontingenztabelle
CN×N erstellt (auch Konfusions-Matrix genannt), auf Basis derer Vergleichs-
maße für N Klassen definiert werden. Die Werte in der Tabelle basieren auf
den Symbolfolgen R(k) für Referenz und S(k) für das erkannte Signal. Beide
Symbolfolgen besitzen die gleiche Länge L. Der Parameter k referenziert ein
Sample und bezieht sich dabei auf den Zeitabschnitt [tk, tk+1[ der Signale.







1, falls R(k) = i ∧ S(k) = j
0, sonst
, i ∈ {1, . . . , N}], j ∈ {1, . . . , N}
(4.1)
Das Element ci,j beziffert die Anzahl an Zeitpunkten, zu denen die Referenz-
klasse i und die ermittelte Klasse j zusammen aufgetreten sind. In Abb. 4.8
ist eine Kontingenztabelle beispielhaft dargestellt. Sind Referenzfolge und er-
kannte Folge exakt gleich, ergibt sich eine Diagonale in der Tabelle. Werte













1 2 3 4 5 6 7 8 9 10
i
Abb. 4.8: Beispiel einer Kontingenztabelle mit zehn Klassen; Die Schattierung der Ele-
mente ist proportional zu dem Wert der Summe in den Zellen
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Aus der Kontingenztabelle werden drei Metriken pro untersuchter Klasse r
extrahiert: Korrektklassifikationsrate C, Empfindlichkeit R und Genauigkeit
P . Damit diese Werte berechnet werden können, müssen zuvor weitere Grö-
ßen, die den Vergleichsfällen entsprechen, aus der Tabelle bestimmt werden.
Folgend sind diese Vergleichsfälle erläutert:
Richtig-Positiv (TP) Bezeichnet den Fall, dass die betrachtete Klasse r
und die ermittelte Klasse j übereinstimmen.
TPr = cr,r , r ∈ {1, . . . , N} (4.2)
Falsch-Negativ (FN) Bezeichnet den Fall, dass die betrachtete Klasse r




ci,j, falls i = r ∧ j 6= r
0, sonst
, r ∈ {1, . . . , N} (4.3)
Richtig-Negativ (TN) Bezeichnet den Fall, dass die betrachtete Klasse r




ci,j, falls i 6= r ∧ j 6= r
0, sonst
, r ∈ {1, . . . , N} (4.4)
Falsch-Positiv (FP) Bezeichnet den Fall, dass die betrachtete Klasse r




ci,j, falls i 6= r ∧ j = r
0, sonst
, r ∈ {1, . . . , N} (4.5)
Die beschriebenen Fälle entsprechen Teilbereichen der Kontingenztabelle.
Diese Bereiche sind in Abb. 4.9 dargestellt.



























































1 2 3 4 5 6 7 8 9 10
i
Abb. 4.9: Summationsbereiche innerhalb der Kontingenztabelle für die betrachtete Klasse
r = 4 bei zehn Klassen; Von Links nach Rechts: (1) Richtig-Positiv (2) Falsch-Negativ
(3) Richtig-Negativ (4) Falsch-Positiv. Blaue Elemente werden zu einer Bereichssumme
addiert
Korrektklassifikationsrate Die Korrektklassifikationsrate (engl. accura-
cy) Cr gibt an, in welchem Verhältnis eine Klasse r als korrekt auf-
getretene TPr und korrekt nicht aufgetretene TNr erkannt wurde.
Cr =
TPr + TNr





Aus der Gleichung (4.6) ist erkennbar, dass diese Metrik nur aussa-
gekräftig ist, wenn das Auftreten und Nicht-Auftreten der Klasse im
gleichen Verhältnis stehen. Tritt einer der beiden Fälle vergleichsweise
häufiger auf, ist die Metrik zugunsten des weniger häufig auftretenden
Falls verschoben. Grundlegend kann die Metrik jedoch als Richtwert
genutzt werden.
Empfindlichkeit Die Empfindlichkeit (engl. recall) Rr vergleicht die als
richtig positiv ermittelten Fälle TPr mit allen tatsächlich positiv auf-





Diese Metrik ermittelt die Fähigkeit, den positiven Fall zu erkennen,
wenn er Auftritt.
Genauigkeit Die Genauigkeit (engl. precision) Pr vergleicht die als rich-
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tig positiv ermittelten Fälle TPr mit Fällen, die als positiv ermittelt





Hier liegt der Fokus auf der Fehlerkennung der Fälle.
Ein idealer Klassifikator erreicht bei allen Metriken 100%, hat also eine ma-
ximale Empfindlichkeit und Genauigkeit. Für die Evaluation werden die Me-
triken jeweils über alle Simulationsdurchgänge und Klassen gemittelt.
Validierungsverfahren
Die Validierung erfolgt, indem die Menge an Simulationen in eine Trainings-
und eine Testmenge aufgeteilt wird. Als Validierungsverfahren wird die
Leave-One-Out-Kreuzvalidierung verwendet (Geisser, 1993). Im Unterschied
zur einfachen Kreuzvalidierung bzw. stratifizierten Kreuzvalidierung kann
mit diesem Verfahren die größtmögliche Menge von M − 1 Simulationen als
Trainingsmenge bei M Simulationen verwendet werden. Das ist wichtig, da
zum einen die Größe der Trainingsmenge entscheidend für die Qualität des
Klassifikators und zum anderen die Anzahl an aufgenommenen Simulationen
relativ gering ist. Ein Nachteil ist die aufwendige Berechnung, da hier für
jede Simulation ein Trainings- und Testdurchlauf durchgeführt werden muss.
Auswertungssystem
Für die Auswertung der Daten und die Berechnung der Metriken wurde auf
MATLAB in der Version 2012b zurückgegriffen. MATLAB ist eine Software-
umgebung, mit deren Hilfe nummerische Berechnungen durchgeführt werden
können. Der gesamte Erkennungsprozess sowie die Auswertung der Ergebnis-





5.1 Einführung und Problembeschreibung
Die Instrumentenerkennung hat zum Ziel, das aktuell im Situs verwende-
te Instrument zu ermitteln. Im Gegensatz zum Instrumententracking (West
und Maurer, 2004) ist nicht die möglichst genaue Position des Instruments
ausschlaggebend, sondern die Information, ob das Instrument momentan ge-
nutzt wird, also welches Instrument der Perspektive Verwendetes Instrument
zugeordnet werden kann. Dies vereinfacht die Problemstellung zu einem lo-
gistischen Problem, nämlich der Detektion der Präsenz eines Instruments.
Verschiedene Arbeiten behandeln diese Fragestellung z.B im Rahmen von
laproskopischen Eingriffen wie in (Kranzfelder u. a., 2009; Miyawaki, Nami-
ki und Kano, 2011). Dort werden Barcodes und RFID eingesetzt, um das in
den Trokar eingeführte Instrument zu erkennen. In (Kranzfelder u. a., 2012a)
wird RFID genutzt, um vergessene Schwämme und Instrumente im Körper
des Patienten zu detektieren und das OP-Team zu verfolgen. Es gibt auch
Arbeiten, die sich mit der Materialverfolgung per RFID im Krankenhaus be-
schäftigen (Busch, 2013; Gamble, 2010). Gemäß dem Ansatz, sensorbasierte
Systeme zu verwenden, ist die Nutzung von RFID-Technologie naheliegend
und erfüllt die in Abschnitt 3.1 gestellten Anforderungen weitestgehend. Die
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weiteren Ausführungen in diesem Abschnitt beziehen sich auf die Veröffent-
lichungen (Meißner u. a., 2009; Meißner und Neumuth, 2012b; Neumuth und
Meißner, 2012b).
5.2 RFID-basiertes Erkennungssystem
Die grundlegende Idee bei der RFID-basierten Instrumentenerkennung ist,
die Instrumente mit maschinenlesbaren Merkmalen zu markieren und in vor-
definierten Bereichen wiederzuerkennen. RFID wird in der Logistik breit
eingesetzt, z.B. um Waren zu verfolgen. In ähnlicher Weise werden hier
Instrumente mit sogenannten RFID-Tags ausgestattet. Hierbei handelt es
sich um kleine Chips, die mit einer Funkantenne versehen sind. Eine Va-
riante, das Verfahren mit passiven RFID-Tags, kommt auch ohne eigene
Stromversorgung aus. Die nötige Energie wird von RFID-Antennen, die am
Rand der Detektionszone aufgestellt sind, bereitgestellt. Über ein sogenann-
tes Backscatter-Verfahren reagiert der RFID-Tag auf eine Anfrage des RFID-
Lesegerätes, welches über die Antennen Leseanfragen und damit auch Ener-
gie für den Chip emittiert. Je nach Einsatzzweck liegen die Sendefrequen-
zen in unterschiedlichen Frequenzbändern. Das Frequenzband beeinflusst so-
wohl die Fähigkeit des Signals, organisches Material zu durchdringen, als
auch die Reichweite des Signals und spezifische Reflexions- und Absorptions-
Eigenschaften. Wie bei jedem elektromagnetischen Signal treten Reflexionen
jedoch besonders an metallischen Oberflächen auf.
Das Konzept zur Instrumentenerkennung sieht nun vor, bestimmte Regionen
im OP als Detektionszonen einzurichten, d.h. dort RFID-Antennen aufzu-
stellen. Wird ein Instrument in eine dieser Zonen bewegt, kann das RFID-
Lesegeräte den angebrachten RFID-Tag lesen und das Instrument damit re-
gistrieren.
Charakteristisch für Funksysteme ist eine nicht homogene Abstrahlung der
elektromagnetischen Wellen, was physikalisch begründet ist (Detlefsen und
Siart, 2006). Es führt zu dem Problem, dass RFID-Tags bei einer bestimm-
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ten Ausrichtung zur Antenne des Lesegerätes nur sehr schlecht bis gar nicht
lesbar sind. Zur Lösung dieses Problems bietet sich an, pro Lesezone mehre-
re Antennen verschiedener Ausrichtung zu installieren, damit zumindest eine
der Antennen den Tag detektiert. Die Ausrichtung der Antennen sollte dabei
möglichst orthogonal zueinander erfolgen, um die maximale Lesewahrschein-
lichkeit zu gewährleisten.
5.2.1 Technischer Aufbau
Die RFID-basierte Instrumenten-Lokalisierung wird mit Hilfe von mit RFID-
Tags versehenen Instrumenten (siehe Abb. 5.2), mehrereren Patch-Antennen
und einem UHF-RFID-Lesegerät aus der Logistikbranche realisiert (sie-
he Abb. 5.1). Das Geräte ist in der Lage, vier 2.4GHz Antennen simul-
tan mit hoher Leserate zu betreiben und liefert die gelesenen Tag-Daten
u.a. über eine Ethernet-basierte Schnittstelle aus. Mit einer zusätzlichen
Abb. 5.1: RFID-Lesegerät Sirit Infinity; Installations Schema (Sirit, 2009)
Listen-Before-Talk-Antenne (LBT) kann vor dem Lesevorgang festgestellt
werden, ob das verwendete Frequenzband bereits genutzt wird. So können
elektromagnetische Interferenzen mit anderen Geräten minimiert werden. Die
Anordnung der Patch-Antennen, die zwei Lokalisierungszonen aufspannen,
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wurde bereits in vorangegangenen Arbeiten untersucht und evaluiert (Meiß-
ner u. a., 2009; Thiem, 2009; Wolf, 2010). Abb. 5.3 zeigt die Montage der An-
tennen am Situs und am Instrumententisch. Baulich bedingt besitzen Anten-
nen immer eine bestimmte Richtwirkung, d.h. nicht in allen Raumrichtungen
kann dieselbe Abstrahlleistung/Empfangsempfindlichkeit realisiert werden.
Abb. 5.2: Einige chirurgische Instrument mit montierten RFID-Tags
Abb. 5.3: Ausrichtung der RFID-Patch-Antennen im FESS-Setup; Weiße Kreise markie-
ren die Antennen am Situs (links) und am Instrumententisch (rechts).
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Folglich muss es unter allen möglichen Ausrichtungen zwischen Lese-Antenne
und Tag-Antenne Orientierungen geben, bei denen die letztendliche Verbin-
dungsqualität sehr schwach ist. Ist diese Qualität zu niedrig, ist das Lesegerät
nicht mehr in der Lage, den Tag zu erkennen. Um Tags in allen möglichen
räumlichen Orientierungen lesen zu können, ist es wichtig, die zu einer Zo-
ne gehörigen Antennen möglichst orthogonal zueinander anzuordnen (siehe
Abb. 5.3). So werden die Tags mit Ausrichtungen, die für eine Antenne nicht
lesbar sind, von der anderen abgedeckt. Ein Mischung aus redundanter und
komplementärer Sensorfusion kommt hier zum Tragen.
Ein weiterer wichtiger Aspekt bei der Ausrichtung ist die Vermeidung von
Reflexion und Absorption der von den Antennen ausgesandten elektromagne-
tischen Wellen. Im Extremfall führen diese Phänomene zu einer verminderten
Erkennungsleistung oder zu gehäuften Fehldetektionen.
5.2.2 Detektionszonen und Detektionsraten
Die akquirierten Rohdaten sind eine Menge an Detektionsereignissen D. Das
Detektionsereignis d ist ein Triplett aus dem zum Zeitpunkt t an Antenne α
detektierten Instruments ι. Die Menge an Detektionsereignissen an Antenne
α mit Instrument ι wird in Dα,ι zusammen gefasst.
d := (α, ι, t), α ∈W, t ∈ R, ι ∈ I, d ∈ D (5.1)
Dα,ι := {d|d ∈ D ∧ d1 = α ∧ d2 = ι} (5.2)
Für die spätere Verarbeitung muss die instrumenten- und antennenspezifische
Detektionsereignismenge Dα,ι in ein zeitkontinuierliches Signal transformiert
werden. Die Leserate Rα,ι(t) eines Instrumentes ι an Antenne α beziffert die
mittlere Rate der Detektionsereignisse in einem zurückliegenden Intervall mit




|{d|d ∈ Dα,ι ∧ ((t− τR) < d3 ≤ t)}|
τR
, Rα,ι(t) ∈ R+ (5.3)
Eine wichtige Eigenschaft eines RFID-Lesegerätes wirkt sich auch auf die
sich ergebenden Rohsignale aus. Ein RFID-Lesegerät kann nur ein RFID-
Tag auf einmal lesen. D.h., das Gerät kann nur eine bestimmte Anzahl von
Tags in einem Zeitraum lesen und besitzt somit eine maximale Leserate. Je
mehr Tags sich in einer Detektionszone befinden, desto seltener wird das
einzelne Instrument detektiert. Dies macht es schwierig, die Leseraten der
Instrumente in verschiedenen Lesezonen zu vergleichen. Aus diesem Grund
muss das Signal im ersten Schritt normalisiert werden. Es wird ein Konfi-
denzwert Cα,ι(t) gebildet, indem die instrumenten- und antennenspezifische
Leserate Rα,ι(t) in Relation zur maximalen Leserate der Antenne α gesetzt
wird. Die maximale Leserate Rαmax ist das mittlere Maximum über die ein-
zelnen instrumentenspezifischen Leseraten Rα,ι(t) in einem Intervall mit der
Länge τmax ∈ R+. Dabei ist Iα die Menge an Instrumenten, welche sich zum











, Cα,ι(t) ∈ R+ (5.5)
Wie bereits im vorherigen Abschnitt erwähnt, ist es sinnvoll, mehrere Anten-
nen pro Detektionszone aufzustellen. Folglich müssen die Signale mehrerer
Antennen α zusammengefasst werden. Hier bietet sich das Komplementär-
bzw. Redundanzschema an, welches die einzelnen Signale kombiniert. Am
Beispiel von zwei Antennen α1 und α2 soll dies verdeutlicht werden. Das
kombinierte Konfidenzsignal Cz,ι eines Instrumentes ι in der Detektionszone
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z ergibt sich als Disjunktion zu:
Cz,ι(t) : = Cα1,ι(t) ∨ Cα2,ι(t) (5.6)
= Cα1,ι(t) + Cα2,ι(t)− Cα1,ι(t)Cα2,ι(t) (5.7)
Die Signale Cz,ι ergeben nun ein Gesamtbild an Konfidenzen für jedes In-
strument in jeder Zone und können für die Ermittlung des letztendlichen
Aufenthaltsortes herangezogen werden.
5.2.3 Ermittlung der Instrumentenlokalität
Mit der Konfidenz Cz,ι(t) für jede Zone z ist es nun möglich, zu entscheiden,
wo sich ein Instrument ι befindet. Ein naiver Ansatz wäre, die Werte zu





Verschiedene Arten von Interferenzen verhindern diese einfache Lösung, in-
dem sie die Konfidenzwerte verfälschen.
Reflexion Die verwendeten elektromagnetischen Wellen reflektieren an Ob-
jekten, die im Bereich der Detektionszonen positioniert sind. Das kön-
nen z.B. der Patient, das OP-Team oder auch der OP-Tisch sein. Das
Resultat sind Fehldetektionen.
Absorption Bestimmte Materialien und Stoffe absorbieren elektromagne-
tische Wellen und verhindern, dass Tags gelesen werden können. Aus-
bleibende Detektionen sind die Folge.
Instrumentspezifische Abstrahlung Aufgrund der unterschiedlichen Be-
schaffenheiten von OP-Instrumenten und der Art und Weise, wie diese
benutzt werden, ergibt sich für jedes Instrument ein charakteristisches
Abstrahlverhalten. Dies führt dazu, dass die Instrumente unterschied-
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lich gut detektierbar sind.
5.2.4 Merkmalsextraktion und Sequenzklassifikation
Die oben beschriebenen Verfälschungen lassen sich durch ein differenzier-
teres Erkennungsverfahren kompensieren. Dieses Verfahren basiert auf der
Verwendung von Hidden Markov Modellen (HMM) (Rabiner, 1989). HMM
sind dazu geeignet, interne Zustände eines Systems über dessen observierba-
re Symbole v ∈ ΩV zu ermitteln. Übertragen auf das Lokalisierungsproblem
stellen sich die internen möglichen Zustände ΩQ des Modells als Lokalitäten
dar. Somit existiert für jede definierte Zone z im Modell ein Zustand qz.
ΩQ := {qz|z ∈ Z}, N := |ΩQ| (5.9)
ΩV := {v1, . . . , vM}, M := |ΩV | (5.10)
Verwendet wird ein diskretes Modell, welches demnach auch diskrete Sym-
bole v als Observationen erwartet. Die Symbole beziehen sich jeweils auf ein




















Abb. 5.4: Merkmalsextraktion in der Instrumentenerkennung für ein Instrument ι mit
vier Antennen α1 bis α4 und zwei Zonen z1 und z2
Das Konfidenzmerkmal Fι ist die Verkettung aller Zonenkonfidenzen Cz,ι(t)
eines Instruments ι zum Zeitpunkt t.
Fι(t) :=
[
Cz1,ι(t), . . . , Cz|Z|,ι(t)
]T




Die Abbildung des Konfidenzmerkmalsraums R|Z| auf eine Menge an Obser-
vationssymbolen ΩV ist beschreibbar über eine Funktion f .
f : R|Z| → ΩV (5.12)
Diese Zuordnung kann nach einer vorherigen Segmentierung des möglichen
Konfidenzmerkmalsraums erfolgen. Hier bieten sich Verfahren zur Vektor-
quantisierung an, wie z.B. k-Means++ (Arthur und Vassilvitskii, 2007). Zu
den quantisierten Merkmalsklassen werden jeweils mittlere Merkmalsvek-
toren (Klassenzentren) ΓFι ermittelt, die als Vergleichswerte dienen. Ein
Distanzmaß bestimmt jeweils die Ähnlichkeit eines Merkmalsvektors zu
den Klassenzentren. Die Merkmalsklasse mit der geringsten Distanz wird
dem Vektor zugeordnet. Diese Vorgehensweise wird als Nearest-Neighbor-
Verfahren (NN) bezeichnet (Cover und Hart, 1967). Als Distanzmaß wird
oft die euklidische Norm angewendet, denkbar sind jedoch auch andere Me-
thoden, wie z.B. die City-Block-Metrik oder ein Korrelationskoeffizient. Als
Ergebnis entsteht eine Sequenz an Zuordnungen bzw. Symbolen V , die mit
dem diskreten HMM verwendet werden können.
Damit die internen Zustände qz des Modells anhand der Symbolsequenz
ermittelt werden können, müssen zuvor die Modellparameter Zustands-
übergangswahrscheinlichkeiten A und Emmissionswahrscheinlichkeiten B be-
stimmt werden. Dies geschieht über eine Maximum-Likelihood-Methode (Blo-
bel und Lohrmann, 1998), welche über das Auszählen der Zustandsübergange
und der zugehörigen Symbolemissionen die Wahrscheinlichkeiten der Über-
gänge und der Emissionen berechnet. Als Eingabe für die Modellparamter-
schätzung dienen zum einen eine Symbolsequenz Vιt und zum anderen eine
korrespondierende Sequenz an Zuständen Qι,ref , die anhand der Annotation
der Trainingsdaten generiert wurde.
Die beschriebene Methodik wird nun auf jedes Instrument individuell ange-
wendet und resultiert in einem HMM λι pro Instrument ι, anhand dessen die
Wahrscheinlichkeit P (Qιt = qz), dass sich das Instrument ι zum Zeitpunkt
t in einer Detektionszone z befindet, ermittelt werden kann. Die Anfangs-
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zustandswahrscheinlichkeit πι, die Menge an Observationssymbolen ΩVι , die
Übergangswahrscheinlichkeiten Aι und die Emissionswahrscheinlichkeiten Bι
sind dabei instrumentenspezifisch.





Fι(t) Vιt P (Qιt = qz)
ΓFι λι
Qιt,ref
Abb. 5.5: Sequenzklassifikation in der Instrumentenerkennung für ein Instrument ι und




Das Ziel der Instrumentenerkennung ist nicht allein die Lokalisierung der
Instrumente, sondern beinhaltet auch die Abschätzung, ob ein Instrument
momentan in Nutzung ist und damit die Festlegung für die Perspektive Ver-
wendetes Instrument.
Ein Instrument muss sich im Situs befinden, um verwendet werden zu kön-
nen. Folglich haben alle, sich im Situs befindendenen Instrumente eine hohe
Wahrscheinlichkeit, genutzt zu werden. Ein Akteur im OP hat nur bestimm-
te Körperteile, mit denen er ein Instrument verwenden kann. Das sind z.B.
die Hände. Betrachtet man nur eine dieser Möglichkeiten, z.B. die rechte
Hand des Chirurgen, so lässt sich eine Wahrscheinlichkeit bestimmen, dass
mit diesem Körperteil ein bestimmtes Instrument verwendet wird. Dieser
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Schätzwert berechnet sich über die Informationen aus der Instrumentenloka-
lisation – der Wahrscheinlichkeit, dass sich ein Instrument im Situs befindet
P (Qιt = qSitus).
Die Nutzungswahrscheinlichkeit ist demnach eine Verteilung P (Ut) über alle
möglichen Instrumente ι und die Möglichkeit, dass kein Instrument verwendet
wird ∅.
ΩU = U := {∅} ∪ I (5.14)
P (Ut = ∅) := (1 +
∑
ι∈I P (Qιt = qSitus)∏
ι∈I (1− P (Qιt = qSitus))
)−1 (5.15)
P (Ut = ι) :=
P (Qιt = qSitus)∑
ι∈I P (Qιt = qSitus) + P (Ut = ∅)
(5.16)
Das am wahrscheinlichsten genutzte Instrument lässt sich über den Maxi-
malwert der Verteilung ermitteln.
uˆ(t) := arg max
u∈ΩU
P (Ut = u) (5.17)
5.3 Evaluation
5.3.1 Methodik
Für die Evaluation der Instrumentenerkennung wird nur der Teil der erhobe-
nen Daten herangezogen, welcher in Beziehung zur Perspektive Verwendetes
Instrument steht. D.h., es werden die Informationen über die Aufenthaltsor-
te der Instrumente, die per Videoanalyse erhoben wurden (siehe Abschnitt
4.5.1), als Referenzdaten genutzt. Die getrennte Auswertung von linker und
rechter Hand kann nicht erfolgen, da dies nur bei Betrachtung der Instru-
mentennutzung funktioniert. Aus den Modellgleichungen geht hervor, dass
die Wahrscheinlichkeit der Instrumentennutzung von der Anzahl der Instru-
mente im Situs abhängt und jedem Instrument die gleiche Wahrscheinlich-
keit zugeordnet wird. Damit ist abzusehen, dass ein Auswertungsergebnis
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niemals eine Erkennungsrate von 100% erreichen kann. Aus diesem Grund
setzt die Auswertung der Instrumentenerkennung einen Schritt vorher an
und vergleicht die ermittelten mit den gemessenen Aufenthaltsorten der In-




P (Qιt = qs)
C∗,ι(t)
Rα,ι(t)
17.5 18 18.5 19 19.5 20
Abb. 5.6: Typisches Beispiel für RFID-Signale und Lokalisationsergebnis für ein Instru-
ment ι; normierte Darstellung; (obere Zeile) Leserate an zwei Situs-Antennen; (mittlere
Zeile) Konfidenzen an den zwei Situs-Antennen [farbig] und Zonenkonfidenz [schwarz]; (un-
tere Zeile) Aufenthaltswahrscheinlichkeit des Instruments im Situs [schwarz] und Referenz
[rot]
Abbildung 5.6 zeigt einen typischen Datensatz, wie er aus den Studiendaten
hervorgeht. Zu sehen sind die Leseraten für ein Instrument an zwei Situs-
Antennen. Die berechneten Antennenkonfidenzen sowie die Zonenkonfidenz
sind ebenfalls dargestellt. Das Ergebnis der Instrumentenerkennung ist in der
untersten Zeile ersichtlich. Hier sind Referenz und ermittelte Aufenthalts-
wahrscheinlichkeiten über die Zeit abgetragen. Die vom Erkennungssystem
ermittelten Aufenthaltsorte der Instrumente wurden mit diesen Referenzda-
ten verglichen. Dabei finden die Metriken aus Abschnitt 4.5.3 Anwendung.
Die Auswertung erfolgt für jedes Instrument individuell.
Die Tabellen B.1 bis B.3, welche im Anhang zu finden sind, zeigen die Ergeb-
nisse der Evaluation der Instrumentenerkennung. Jede Zeile in den Tabellen
68
KAPITEL 5. INSTRUMENTENERKENNUNG
repräsentiert dabei das Ergebnis für die Erkennung eines bestimmten Instru-
ments in der Situs-Zone. Da nur eine weitere Zone Instrumententisch exis-
tierte, sind deren Ergebnisse symmetrisch zur Situs-Zone und bedürfen keiner
gesonderten Darstellung. Verzeichnet sind jeweils Mittelwert X¯, Standardab-
weichung σX und Median X˜ für die Metriken Korrektklassifikationsrate C,
Empfindlichkeit R und Genauigkeit P . Die Stichproben für die Ermittlung
der statistischen Werte wurden gemäß Kreuzvalidierungsansatz erhoben. Al-
le zur Testmenge gehörigen Studiendurchläufe wurden dabei berücksichtigt.
Die jeweils letzte Zeile der Ergebnistabellen bezieht zusätzlich die gesamte
Menge an verwendeten Instrumenten in die Berechnung ein. Die Anzahl der
zur Wertbildung genutzten Stichproben N ist in der letzten Spalte rechts
verzeichnet.
FESS-Daten
Die auf den FESS-Daten basierenden Ergebnisse (IF) sind in Tabelle B.1
dargestellt. Sie zeigen eine hohe Gesamt-Korrektklassifikationsrate von 98%
mit einer geringen Standardabweichung von 1%. Auch Empfindlichkeit mit
95% und Genauigkeit mit 92% sind mit hohen Werten vertreten. Betrachtet
man jedes der neun Instrumente einzeln, fallen Pinzette, gerade mit einer ver-
gleichsweise niedrigen Genauigkeit von 76% und die Sauger, gewinkelt/gerade
mit niedrigen Empfindlichkeiten und Genauigkeiten auf.
Diskektomie-Daten
Tabelle B.2 zeigt die Ergebnisse auf Basis der Diskektomiedaten (ID).
Hier liegt die Gesamt-Korrektklassifikationsrate im Vergleich zu den FESS-
Ergebnissen etwas niedriger bei 95%. Die Empfindlichkeit mit 84% und Ge-
nauigkeit mit 81% sind ebenfalls geringer. Es fällt auf, dass das Ergebnis für
Sauger, gerade einen sehr niedrigen Empfindlichkeitswert von 39% aufweist.
Die Ergebnisse der übrigen elf der zwölf Instrumente bewegen sich hinsicht-
lich der Korrektklassifikationsrate im Bereich zwischen 92% und 98% und
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Werten um 80% bei Empfindlichkeit und Genauigkeit. Die Standardabwei-
chungen sind insgesamt vergleichsweise hoch im Bereich von 1% bis 29%
angesiedelt.
Kombinierte FESS- und Diskektomie-Daten
Die Ergebnisse der Instrumentenerkennung auf Basis der kombinierten FESS-
und Diskektomie-Daten sind in Tabelle B.3 dargestellt. Das Modelltraining
wurde hier mit allen vorhandenen Instrumenten-Daten nach dem Kreuzvali-
dierungsansatz durchgeführt. Die Gesamt-Korrektklassifikationsrate liegt im
oberen Bereich bei 96%. Eine Empfindlichkeit von 89% und eine Genauigkeit
von 86% sind ebenfalls als akzeptabel zu betrachten. Die Ausreißer aus den
FESS- und Diskektomie-Ergebnissen Sauger, gerade/gewinkelt und Pinzette,
gerade sind auch hier auffällig. Eine Gesamt-Standardabweichung im Bereich
von 3% bis 9% ist ebenfalls akzeptabel.
Zusammenfassung der Einzelergebnisse
Auswertung C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
IF 98 1,0 99 95 2,7 97 92 3,9 94 8.481
ID 95 4,4 97 84 11,8 90 81 11,4 83 7.769
IZ 96 3,1 98 89 8,8 95 86 8,7 92 16.249
Tabelle 5.1: Zusammenfassung der Metriken der Instrumentenerkennung für alle Daten-
basen (I*); Metrik-Werte Korrektklassifikationsrate (C), Empfindlichkeit (R) und Genau-
igkeit (P) in % mit Mittelwert (x¯), Standardabweichung (σx) und Median (x˜); Anzahl
Stichproben (N)
Tabelle 5.1 stellt alle Teilauswertungen der Instrumentenerkennung gegen-




Die Ergebnisse der Evaluation der Instrumentenerkennung zeigen, dass das
Erkennungsmodell in der Lage ist, Instrumente im OP zu lokalisieren. Dabei
wird deutlich, dass das Konzept sowohl speziell für individuelle OP-Typen als
auch OP-übergreifend einsetzbar ist. Einzelne niedrige Ergebnisse basieren
möglicherweise auf einer suboptimalen Anbringung der RFID-Tags am In-
strument und den individuellen Geometrien der Instrumente selbst. Gerade
am Beispiel Sauger, gerade/gewinkelt und Pinzette, gerade ist zu erkennen,
dass die beeinträchtigte Erkennungsleistung studienunabhängig ist. Eine Op-
timierung könnte die Verwendung von anderen RFID-Tags oder Instrumenten
mit bereits integrierten Tags sein (Xerafy, 2014). Der größte Nachteil dieser
Technologie ist die Abhängikeit von Umgebungsbedingungen. So haben Per-
sonen und metallische Objekte einen großen Einfluss auf Fehldetektionen
und ausbleibende Detektionen. Auch wenn die vorgestellte Lösung dies zu




6.1 Einführung und Problembeschreibung
Die Aktionserkennung hat zum Ziel, die von einem Akteur durchgeführte
chrirurgische Aktion oder Bewegung zu ermitteln und damit die Perspektive
Durchgeführte Aktion zu bestimmen. Grundlage für eine Aktion ist zumeist
eine physikalische Bewegung, die über Sensorik gemessen werden kann. Im
Vergleich zur Ermittlung des verwendeten Instruments, ist die Klassifizie-
rung der Bewegung jedoch weitaus schwieriger zu bewerkstelligen. Folgende
Probleme sind maßgeblich:
Hohe Intra-Klassen-Variabilität Die Unterschiedlichkeit der Bewegun-
gen innerhalb einer Klasse von Aktionen ist sehr hoch, denn eine be-
stimmte Aktion wird nie absolut gleich ausgeführt und die Umgebungs-
bedingungen variieren stark. Beispiele dafür sind verschiedene Opera-
teure oder Vorgehensweisen bei der Instrumentennutzung.
Niedrige Inter-Klassen-Diskriminanz Die verschiedenen Aktionsklas-
sen können nur schwer separiert werden, d.h. sie sind sich sehr ähn-




Bewegungserfassung erfolgt zumeist über Beschleunigungssignale, da diese
einfach am sich bewegenden Objekt gemessen werden können. Die Verwen-
dung von sensorbasierten Systemen ist auch hier von Vorteil, denn die Signa-
le sind direkt am Prozess abgreifbar. Einige Veröffentlichungen beschäftigen
sich insbesondere mit der Auswertung dieser Daten auf Basis von Spracher-
kennungsmethoden, da Sprachsignal ähnliche Eigenschaften aufweisen (Ah-
madi u. a., 2008; Reiley u. a., 2008). Die Verwendung des Cepstrums ist in
diesem Kontext weit verbreitet (Oppenheim und Schafer, 2004). Es ist eine
Signaltransformation, welche die harmonischen Anteile des Signals erkennen
lässt und die Trennung der vom Übertragungsweg implizierten Interferenzen
ermöglicht. Die Ausführungen in diesem Abschnitt beziehen sich auf (Meiß-
ner u. a., 2014; Meißner u. a., 2013; Meißner und Neumuth, 2012a).
6.2 Erkennung mit Hilfe von Beschleuni-
gungssensoren
Die hier vorgestellte Methodik verwendet Beschleunigungssensoren, da dies
dem sensorbasierten Ansatz entspricht und hier die meisten der gestellten
Anforderungen erfüllt werden (siehe Abschnitt 3.1). Der Ansatz sieht vor,
die Sensoren an den Ort zu bringen, an dem die durchgeführte Aktion phy-
sikalisch gemessen werden kann - die Hände des Akteurs. Die geeignete An-
bringung der Sensoren ist eine Frage, die auch im Rahmen dieser Arbeit
untersucht werden soll. Handrücken und Handgelenk sind Vorschläge für ei-
ne geeignete Befestigung, welche möglichst wenig die Funktion der Hand
behindern soll. In (Ahmadi u. a., 2008) sind Beschleunigungssensoren in ähn-
licher Weise als Armreif am Handgelenk positioniert. Im Gegensatz zu deren
Ansatz, werden die hier ermittelten Beschleunigungsdaten jedoch nicht am
Sensor gespeichert, sondern live an ein Auswertesystem übertragen, eine der
Voraussetzungen für eine Echtzeiterkennung von Aktionen. Die Übertragung
erfolgt per Funk, um eine größtmögliche Bewegungsfreiheit zu erhalten. Die
Kombinations- und Befestigungsmöglichkeiten der Sensorik sowie das letzt-
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endlich eingesetzte System werden im Evaluationsteil behandelt.
6.2.1 Technischer Aufbau
Die Aufnahme der Bewegungsdaten erfolgt mit Hilfe von funkbasierten Be-
schleunigungssensoren (siehe Abb. 6.1), die Beschleunigungswerte an einen
zentralen Funkknoten senden. Dieser ist mittels USB an einen Messwertrech-
ner angeschlossen. Die Funkkommunikation erfolgt über ein 2.4GHz ZigBee-
Netzwerk mit Sterntopologie. Das Design der Sensoren basiert auf einem digi-
Abb. 6.1: ZStar Beschleunigungssensor (links) und zentraler Funkknoten (rechts) (Frees-
cale, 2009)
talen Beschleunigungssensorchip, der Beschleunigungswerte aus drei Raum-
richtungen (X, Y, Z) mit einer maximalen Samplingrate von 120Hz misst.
Die Übertragung der Werte erfolgt dabei nicht zeitkontinuierlich. Sie vari-
iert zwischen 1Hz und 100Hz (siehe Abb. 6.2). Für die Auswertung werden
die gemessenen Werte der im Evaluationskonzept festgelegten Samplingrate
angepasst und entsprechend interpoliert bzw. gemittelt.
Die Messdaten beinhalten Beschleunigungssignale der Handgelenke und Hän-
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Abb. 6.2: Analyse der relativen Häufigkeit der Abtastraten der Beschleunigungssensoren
de des Chirurgen. Die genaue Befestigung der Sensoren ist in Abb. 6.3 erkenn-
bar. Für die spätere Auswertung der Daten ist es wichtig, dass die Sensoren
Abb. 6.3: Befestigung der Beschleunigungssensoren am Körper des Chirurgen; (1) rechtes
Handgelenk (2) linkes Handelenk (3) rechter Handrücken (4) linker Handrücken
immer an der gleichen Position befestigt sind, sodass die Daten vergleichbar
werden.
6.2.2 Merkmalsextraktion und Sequenzklassifikation
Die Aufgabe der Aktionserkennung besteht darin, aus den vom Messsys-
tem erhobenen Signalen charakteristische Muster zu identifizieren und einer
Aktion zuzuordnen. Dabei ist die Auswahl des Merkmalstyps kritisch. Wie
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bereits erwähnt, setzen einige Arbeiten auf Methoden aus der Sprachanaly-
se, die jedoch nicht alle verfügbaren Informationen eines dreidimensionalen
Beschleunigungssignals verarbeitet. Dies ist dem Problem geschuldet, dass
die gemessenen Werte nur in Bezug auf das Koordinatensystem des Sen-
sors Gültigkeit besitzen. Führt der Akteur dieselbe Bewegung der Hand mit
verschiedenen Orientierungen aus, ergeben sich zwei stark unterschiedliche
Signalcharakteristika. Zumeist wird aus diesem Grund von einem dreidimen-
sionalen Ausgangssignal ~a(t) nur die Amplitude m(t) verwendet.
m(t) := ‖~a(t)‖, ~a(t) ∈ R3 (6.1)
Probleme mit dieser Vorgehensweise entstehen, wenn die Amplitude allein
keine ausreichende Diskriminanz aufweist, wie es bei dem vorliegenden Ein-
satzgebiet der Fall ist. Alle verfügbaren Informationen müssen dann heran-
gezogen werden. Das Orientierungsproblem kann gelöst werden, indem man
einen Drehratensensor am Beschleunigungssensor verbaut und die auftreten-
den Winkelbeschleunigungen für die Orientierungsabschätzung heranzieht.
Nachteil dieses Lösungsansatzes sind der vergrößerte Bauraum und der erhöh-
te Energiebedarf des Sensorgeräts. Zudem ist für die Orientierungsschätzung
ein aufwendiges Verfahren notwendig, welches, abhängig vom eingesetzten
Sensortyp, zum Teil große Unsicherheiten aufweist.
Andere Lösungen versuchen, eine orientierungsunabhängige Signalverarbei-
tung bereitzustellen. Die Rotation Invariant Feature Transformation (RIFT)
(Kobayashi, Hasida und Otsu, 2011) ist ein solches Verfahren findet in die-
sem Modell Verwendung. Es beruht auf einer Autokorrelation der Frequenz-
bilder der einzelnen Dimensionen ad(t), d ∈ {x, y, z} des Signals. Im ersten
Schritt werden die Frequenzinformationen des Signals über eine gefensterte
Fourier Transformation ermittelt. Eine Fensterung ermöglicht die spezifi-
sche Betrachtung von Zeitabschnitten des Signals und ist Vorraussetzung für
die zeitabhängige Auswertung. Die verwendete symmetrische Fensterfunktion
w(tw) ist am Zeitpunkt t zentriert. Sie kann entweder eine einfache Rechteck-
funktion sein oder eine komplexere Variante darstellen, welche die Seitenef-
fekte an den Fensterrändern berücksichtigt. Diese Funktionen blenden meist
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das Signal sanft an den Fensterbegrenzungen aus, wie z.B. das Hamming-
oder von-Hann-Fenster. Das Frequenzspektrum fd(ω, t) der Signaldimension
d zum Zeitpunkt t ergibt sich zu:
fd(ω, t) :=
∫
e−iωtwad(t)w(tw − t)dt, fd(ω, t) ∈ C (6.2)
~f(ω, t) := [fx(ω, t), fy(ω, t), fz(ω, t)]
T , ~f(ω, t) ∈ C3 (6.3)
Für die rechentechnische Verarbeitung ist die diskrete Variante dieser Formel
notwendig. Es werden N equidistante Frequenzen ωn bestimmt und die For-
mel wird dementsprechend modifiziert. Die Fourier Transformierten fd(ωn, t)
der Signaldimensionen d sind in der Matrix F (t) zusammengefasst.
Fdn(t) := fd(ωn, t), Fdn(t) ∈ C (6.4)









 , F (t) ∈ C3×N (6.6)




vor, so muss nach dem Nyquist-Shannon-Abtasttheorem
(Shannon, 1998) die Abtastfrequenz fAbtast mindestens doppelt so hoch sein,
wie die maximal zu messende Frequenz fN :=
ωN
2π
. Es sollten also mindestens
2N Samples vorliegen, um N Frequenzen in ausreichender Qualität messen
zu können.
fAbtast > 2fN (6.7)
Um die Übersicht zu gewährleisten, wird t in den folgenden Formeln nicht
mehr ausgewiesen. Somit wird F (t) zu F . Die Autokorrelation R der Fre-
quenzen des Ausgangssignals ergibt sich, indem F mit dem transponierten
konjugiert komplexen F ∗ multipliziert wird.
R := F ∗F, R ∈ CN×N (6.8)
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Die diagonalen Elemente von Rnn ergeben sich zum ordinären Leistungs-
spektrum. Die nebendiagonalen Elemente Rnm bilden die Kreuzkorrelation











∗Fdm, n ∈ {1, . . . , N},m ∈ {1, . . . , N}, n 6= m
(6.10)
Die Autoren in (Kobayashi, Hasida und Otsu, 2011) zeigen, dass diese Trans-
formation invariant gegenüber Rotation und Verschiebung ist. Damit ist die
Orientierungsunabhängigkeit gewährleistet.
Da die enstandende Matrix R symmetrisch in ihren Elementen ist, werden
nur die diagonalen und oberen nebendiagonalen Matrixelemente zu einem
Merkmalsvektor FA zusammengefasst. Es werden nur die Magnituden |Rnm|
der Elemente verwendet. R ist die Matrix, welche diese beinhaltet.
FA := vector(upper(R)), Fa ∈ R
N(N+1)
2 (6.11)
In gleicher Weise, wie es auch im Abschnitt 5.1 beschrieben wird, kommen
diskrete HMM zum Einsatz. Diese haben die Aufgabe, Merkmalssymbolfol-
gen den durchgeführten Aktionen zuzuordnen. Folglich muss auch hier der
Merkmalsraum R
N(N+1)
2 segmentiert und eine Abbildung f von diesem auf
Merkmalssymbole ΩV bereitgestellt werden.
f : R
N(N+1)
2 → ΩV (6.12)
Durch Vektorquantisierung werden die Symbol-/Klassenzentren ΓFA , die zur
Klassifizierung der Merkmalsvektoren Fa dienen, gebildet. Für jede mögliche
Aktion a wird ein Modell λa generiert. Dessen verborgene Zustände ΩQ sind




ΩQ := {qT , qF} (6.13)
ΩV := {v1, . . . , vM}, M := |ΩV | (6.14)
Die Zustandsübergangswahrscheinlichkeiten A und Emmissionswahrschein-
lichkeiten B können analog zu Abschnitt 5.1 über eine Maximum-Likelihood-
Methode ermittelt werden. Die dafür notwendigen Trainingsdaten liegen als
annotierte Beschleunigungswerte vor. Die individuellen HMM λa sind so für
jede Aktion individuell trainierbar.





~a(t) FA(tw) Vt P (Qat = qT )
ΓFA λa
Qat,ref
Abb. 6.4: Merkmalsextraktion und Sequenzklassifikation in der Aktionserkennung für
eine Aktion a; gestrichelte Pfade und Blöcke werden zusätzlich während des Trainings
angewandt
6.2.3 Wahrscheinlichkeit der durchgeführten Aktion
Das Ziel der Aktionserkennung ist, eine zeitabhängige Wahrscheinlichkeits-
verteilung über alle möglichen Aktionen A zu generieren. Die indiviuellen
HMM für jede Aktion λa bilden die Grundlage dafür. Die gesuchte Vertei-
lung P (At) ergibt sich aus den Wahrscheinlichkeiten für die Durchführung
einzelner Aktionen P (Qat = qT ) der HMM λa (siehe Abb. 6.4), wobei At hier
die Zufallsvariable der Verteilung zum Zeitpunkt t bezeichnet.
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P (At = a) :=
P (Qat = qT )∑
a∈A
P (Qat = qT )
(6.16)
Die am wahrscheinlichsten durchgeführte Aktion lässt sich über den Maxi-
malwert der Verteilung ermitteln.
aˆ(t) := argmax
a∈A
P (At = a) (6.17)
6.3 Evaluation
6.3.1 Methodik
Die Evaluation der Aktionserkennung beruht auf den Teil der Studiendaten,
welcher der Perspektive Durchgeführte Aktion zugeordnet werden kann. Das
sind zum einen die Messdaten der Beschleunigungssensoren und zum anderen
die Daten aus den Referenzworkflows. Dieser wurden, wie auch bei der In-
strumentenerkennung, aus dem aufgenommenen Videomaterial entnommen.
t [min]
P (Qat = qT )
~a(t)
0 1 2 3 4 5
Abb. 6.5: Typisches Beispiel für einen Datensatz der Aktionserkennung; Darstellung
normiert; (obere Zeile) Roh-Beschleunigungsdaten des Sensors am rechten Handrücken
[x=rot, y=grün, z=blau]; (untere Zeile) Berechnete Wahrscheinlichkeit [schwarz] und Re-
ferenzdaten [rot] einer Aktion a
Betrachtet wird der Vergleich zwischen Referenzworkflows und erkannten
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Workflows, d.h. die Abfolge an gegebenen und erkannten Aktionen. Abbil-
dung 6.5 zeigt einen typischen Datensatz der Aktionserkennung. Die obere
Zeile des Diagramms stellt die dreidimensionalen Beschleunigungswerte ei-
nes Sensors dar. Die untere Zeile zeigt das Referenzsignal und die berechnete
Wahrscheinlichkeit einer Aktion.
Welche Beschleunigungssensoren am Körper des Chirurgen sinnvoll sind, ist
eine weitere Fragestellung, die auch geklärt werden soll. Aus diesem Grund
wird hier nicht nur die Leistunggsfähigkeit der Aktionserkennung in Bezug
auf die Datenbasis und verwendete Hand betrachtet, sondern auch die mög-
lichen Kombinationen an Sensorik. Das Erkennungsmodell ist soweit modifi-
zierbar, dass nicht nur ein dreidimensionales Beschleunigungssignal als Basis
für den Merkmalsvektor dienen kann. Im Fall der Kombination von zwei
Sensoren entsteht ein sechsdimensionales Signal, welches ebenso invariant
gegenüber Zeitverschiebungen und Rotation ist. Wie in Abbildung 6.3 (Seite
75) erkennbar, wurden an jeder Hand des Chirurgen jeweils zwei Beschleu-
nigungssensoren befestigt und mit den Nummern 1 bis 4 bezeichnet. Die
Sensoren 1 und 2 sind dem rechten und linken Handgelenk und die Sensoren
3 und 4 dem rechten bzw. linken Handrücken zugeordnet. Die Zuordnung ist
in Tabelle 6.1 noch einmal dargstellt.
Rechts Links
Handgelenk Sensor 1 Sensor 2
Handrücken Sensor 3 Sensor 4
Tabelle 6.1: Bezeichnung der Beschleunigungssensoren
Aus dieser Zuordnung lassen sich folgende Kombinationen von Sensorsigna-
len, welche als Eingangsdaten für das Modell verwendet werden können, defi-
nieren (siehe Tabelle 6.2). Die zugehörigen Abkürzungen der Teilauswertun-
gen sind ebenfalls verzeichnet.
Die Ergebnisse der Untersuchungen weisen eine hohe Komplexität auf. Daher
werden die einzelnen Metriken für alle Sensorkombinationen in individuellen
Tabellen aufgeführt. Die detaillierten Ergebnisse sind im Anhang zu finden
(siehe Abschnitt B.2 Seite 131).
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Kombination A B C
Rechts 1 (RA*1) 3 (RA*3) 1 u. 3 (RA*13)
Links 2 (LA*2) 4 (LA*4) 2 u. 4 (LA*24)
Tabelle 6.2: Kombinationsmöglichkeiten der Beschleunigungssensorsignale und Benen-
nung der jeweiligen Auswertung (in Klammern)
6.3.2 Ergebnisse - Rechte Hand des Chirurgen
FESS-Daten
Die Tabellen B.4 bis B.6 zeigen die Ergebnisse der Aktionserkennung an der
rechten Hand des Chirurgen für die FESS-Daten (RAF). Die Korrektklassifi-
kationsrate (siehe B.4) liegt für die Kombination RAF3 im Bereich von 62%
bis 97% und hat damit eine hohe Streubreite. Im Mittel liegen die Metriken
für alle Kombinationen zwischen 80% und 81% nahe zusammen, mit einer
Streuung von ca. 5%. Die Ergebnisse für die Empfindlichkeit (siehe Tabelle
B.5) zeigen ein relativ ungünstiges Bild. Hier sind Werte von maximal 57%,
bei gleichzeitig extrem hoher Streuung von 25% zu erkennen. Einige Wer-
te zeigen zudem, das bestimmte Aktionen kaum erkannt wurden, mit 9%
bis 12% für die Kombination RAF3. Die Genauigkeiten (siehe Tabelle B.6)
bestätigen die bisher schlechten Werte. Wieder sind einige Aktionen unter-
durchschnittlich schlecht bei 11% bis 13%. Mit maximal 25% ist die Streuung
ebenfalls sehr hoch.
RAF1 RAF3 RAF13
Metrik x¯ σx x˜ x¯ σx x˜ x¯ σx x˜
C 80 5,2 81 81 4,6 82 80 5,4 79
R 32 13,3 37 36 16,4 42 35 16,8 40
P 31 10,6 38 35 15,5 39 36 16,5 37
Tabelle 6.3: Zusammenfassung der Metriken der Aktionserkennung der rechten Hand, an-
gewandt auf die FESS-Daten (RAF*); Metrik-Werte Korrektklassifikationsrate (C), Emp-
findlichkeit (R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung (σx)
und Median (x˜); Die beste Kombination ist hervorgehoben.
Aus der Zusammenfassung (siehe Tabelle 6.3) geht hervor, dass die Kombi-
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nation RAF3 die besten Ergebnisse aufweist. Die mittlere Korrektklassifika-
tionsrate beträgt 81% und die niedrigen Empfindlichkeits- und Genauigkeits-
werten liegen bei etwa 36%.
Diskektomie-Daten
Die Tabellen B.7 bis B.9 zeigen die Ergebnisse der Aktionserkennung an der
rechten Hand des Chirurgen für die Diskektomie-Daten (RAD). Die Korrekt-
klassifikationsrate (siehe B.7) liegt für die Kombination RAD3 im Bereich
von 60% bis 95% und hat damit ebenso eine hohe Streubreite. Im Mittel lie-
gen die Metriken für alle Kombinationen bei 85% nahe zusammen mit einer
Streuung von ca. 4%. Die Ergebnisse für die Empfindlichkeit (siehe Tabel-
le B.8) zeigen wieder ein ungünstiges Bild. Hier sind Werte von maximal
73% zu erkennen, wobei dei Streuung sehr hoch ist. Bestimmte Aktionen
wurden nahezu nicht erkannt mit 1% bis 9% für die Kombination RAD3.
Die Genauigkeiten (siehe Tabelle B.9) liegen ebenso im niedrigen Bereich,
mit maximal 52% für die Kombination RAD3. Am ungenausten wurden die
Aktionen einsetzen und schneiden erkannt.
RAD1 RAD3 RAD13
Metrik x¯ σx x˜ x¯ σx x˜ x¯ σx x˜
C 85 4,4 91 85 4,4 91 85 4,7 91
R 26 18,3 14 24 12,2 14 25 15,4 18
P 26 17,2 27 26 18,1 29 25 16,6 23
Tabelle 6.4: Zusammenfassung der Metriken der Aktionserkennung der rechten Hand,
angewandt auf die Diskektomie-Daten (RAD*); Metrik-Werte Korrektklassifikationsrate
(C), Empfindlichkeit (R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabwei-
chung (σx) und Median (x˜); Die beste Kombination ist hervorgehoben.
In der Zusammenfassung (siehe Tabelle 6.4) ist erkennbar, dass die Kombi-
nation RAD3 die besten Ergebnisse aufweist, mit einer mittleren Korrekt-




Kombinierte FESS- und Diskektomiedaten
Die Tabellen B.10 bis B.12 zeigen die Ergebnisse der Aktionserkennung an der
rechten Hand des Chirurgen für die kombinierten FESS- und Diskektomie-
Daten (RAZ). Die Korrektklassifikationsrate (siehe B.10) liegt für die Kom-
bination RAD3 im Bereich von 68% bis 98%, mit einer mittleren Streubreite
von 9%. Die Ergebnisse für die Empfindlichkeit (siehe Tabelle B.11) variie-
ren sehr stark und ähneln den Werten aus den FESS- und Diskektomieer-
gebnissen. Es sind Werte von maximal 73% zu erkennen, wobei die Streuung
ebenfalls hoch ist. Auch hier werden einige Aktionen nicht ausreichend er-
kannt. Die berechneten Genauigkeiten in Tabelle B.12 zeigen ähnlich niedrige
Werte.
RAZ1 RAZ3 RAZ13
Metrik x¯ σx x˜ x¯ σx x˜ x¯ σx x˜
C 89 8,6 96 89 9,1 96 89 9,3 96
R 26 13,3 15 28 15,2 14 27 15,8 13
P 19 16,8 13 20 16,4 16 21 15,6 14
Tabelle 6.5: Zusammenfassung der Metriken der Aktionserkennung der rechten Hand,
angewandt auf die FESS- und Diskektomie-Daten (RAZ*); Metrik-Werte Korrektklas-
sifikationsrate (C), Empfindlichkeit (R) und Genauigkeit (P) in % mit Mittelwert (x¯),
Standardabweichung (σx) und Median (x˜); Die beste Kombination ist hervorgehoben.
Tabelle 6.5 fast noch einmal alle Ergebnisse zusammen. Erkennbar ist, dass
die Kombination RAD3 wieder die besten Ergebnisse aufweist, mit einer
mittleren Korrektklassifikationsrate von 89% und niedrigen Empdflichkeits-
und Genauigkeitswerten.
6.3.3 Ergebnisse - Linke Hand des Chirurgen
FESS-Daten
Die Tabellen B.13 bis B.15 zeigen die Ergebnisse der Aktionserkennung an
der linken Hand des Chirurgen für die FESS-Daten (LAF). Die wesentlich
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geringere Anzahl an zu erkennenden Aktionen (3) führt zu vergleichweise
höheren Werten für Korrektklassifikation, Empfindlichkeit und Genauigkeit
mit 79%, 71% bzw. 63%. Die Streubreiten liegen in einem akzeptablen Be-
reich zwischen 3% und 13%. Erwähneswert ist das sehr ungleiche Verhältnis
an Trainingsdaten mit 114 · 105 zu 3323 · 105.
LAF2 LAF4 LAF24
Metrik x¯ σx x˜ x¯ σx x˜ x¯ σx x˜
C 74 11,7 85 79 3,3 85 78 6,3 85
R 59 24,4 59 71 13,2 75 69 16,2 71
P 60 12,8 61 63 9,8 59 62 9,9 57
Tabelle 6.6: Zusammenfassung der Metriken der Aktionserkennung der linken Hand, an-
gewandt auf die FESS-Daten (LAF*); Metrik-Werte Korrektklassifikationsrate (C), Emp-
findlichkeit (R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung (σx)
und Median (x˜); Die beste Kombination ist hervorgehoben.
In der Zusammenfassung (siehe Tabelle 6.6) schneidet die Kombination LAF4
am besten ab. Sie zeigt die höchsten Ergebnisse mit einer Korrektklassifika-
tionsrate von 79% und guten Empfindlichkeits- und Genauigkeitswerten.
Diskektomie-Daten
Die Tabellen B.16 bis B.18 zeigen die Ergebnisse der Aktionserkennung an der
linken Hand des Chirurgen für die Diskektomie-Daten (LAD). Die Korrekt-
klassifikationsrate dieser Teilauswertung (siehe Tabelle B.16) zeigt durchweg
hohe Werte zwischen 84% und 99% für die Kombination LAD4. Eine Aus-
nahme bildet das Ergebnis von keine Aktion (–) mit einem Wert von 56%.
Dagegen stehen die Empfindlichkeiten (siehe Tabelle B.17) bei einem nied-
rigen Mittel von 36%. Die Genauigkeiten (siehe Tabelle B.18) ergeben mit
34% ein ähnliches Bild. Erkennbar ist, dass wieder einige Aktion sehr schlecht




Metrik x¯ σx x˜ x¯ σx x˜ x¯ σx x˜
C 88 5,7 95 88 7,1 96 89 5,8 96
R 32 10,6 56 36 14,5 63 36 13,4 67
P 33 15,0 29 34 14,0 54 40 18,1 53
Tabelle 6.7: Zusammenfassung der Metriken der Aktionserkennung der linken Hand, an-
gewandt auf die Diskektomie-Daten (LAD*); Metrik-Werte Korrektklassifikationsrate (C),
Empfindlichkeit (R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung
(σx) und Median (x˜); Die beste Kombination ist hervorgehoben.
In der Zusammenfassung (siehe Tabelle 6.7) ist die Kombination LAF24 mit
den besten Werten vertreten. Sie zeigt Ergebnisse mit einer Korrektklassifi-
kationsrate von 89% und den vergleichsweise höchsten Empfindlichkeits- und
Genauigkeitswerten.
Fess- und Diskektomie-Daten
Die Tabellen B.19 bis B.21 zeigen die Ergebnisse der Aktionserkennung an
der linken Hand des Chirurgen für FESS- und Diskektomie-Daten (LAZ). Die
Korrektklassifikationsrate dieser Teilauswertung (siehe Tabelle B.19) zeigt
durchweg hohe Werte zwischen 71% und 99% für die Kombination LAZ4.
Wieder bildet das Ergebnis von keine Aktion (–) mit einem Wert von 56%
die Ausnahme. Auch hier sind die Empfindlichkeiten (siehe Tabelle B.20) mit
einem niedrigen Mittel von 40% gegeben. Die Genauigkeiten (siehe Tabelle
B.21) ergeben ein ähnliches Bild mit 31%. Wieder wurden einige Aktion sehr
schlecht oder gar nicht erkannt.
Tabelle 6.8 fasst die Ergebnisse zusammen. Die Kombination LAZ4 weist
insgesamt die höchste Korrektklassifikationsrate mit 90% und die höchsten




Metrik x¯ σx x˜ x¯ σx x˜ x¯ σx x˜
C 89 10,7 98 90 9,3 99 90 9,7 98
R 35 20,4 36 40 16,9 59 41 22,0 53
P 30 25,8 17 31 25,1 34 29 21,2 27
Tabelle 6.8: Zusammenfassung der Metriken der Aktionserkennung der linken Hand an-
gewandt auf die FESS- und Diskektomie-Daten (LAZ*); Metrik-Werte Korrektklassifika-
tionsrate (C), Empfindlichkeit (R) und Genauigkeit (P) in % mit Mittelwert (x¯), Stan-
dardabweichung (σx) und Median (x˜); Die beste Kombination ist hervorgehoben.
6.4 Diskussion
Im Vergleich zur Instrumentenerkennung weisen die vorgestellten Ergebnisse
geringere Werte auf. Zudem wurden wenige Aktionen nur sehr schlecht oder
gar nicht erkannt. Ein erkennbarer Unterschied besteht außerdem zwischen
linker und rechter Hand. Es ist anzunehmen, dass die hohe Intra-Klassen-
Variabilität und Inter-Klassen-Diskriminanz (siehe Abschnitt 6.1) einen sehr
großen Einfluss haben. Es konnte beobachtet werden, dass die Erkennungs-
rate bei wenigen zu unterscheidenden Aktionen höher ist. Gut erkennbar ist
dies auch bei dem Vergleich der Ergebnisse mit unterschiedlicher Datenba-
sis. Die Erkennungsraten für linke sowie rechte Hand sind am niedrigsten,
wenn die kombinierten FESS-Diskektomie-Daten als Basis dienen und da-
mit die Anzahl der zu erkennenden Aktion maximal ist. Offensichtlich sind
die Bewegungsmuster der einzelnen Aktionen zueinander sehr ähnlich und
lassen eine Erkennung ohne zusätzliche Einschränkung des Suchraums nur
bedingt zu. Dieser Umstand wurde im Gesamterkennungskonzept berücksich-
tigt. Laut diesem (siehe Abschnitt 3.3) wertet die Aktivitätsinferenz Wahr-
scheinlichkeitsverteilungen aus. Somit können Aktionen mit leicht niedrigeren
Wahrscheinlichkeiten ebenso berücksichtigt werden. Erst während der Aktivi-
tätsinferenz werden sie möglicherweise ausgeschlossen. Die Ergebnisse zeigen
auch, dass die Sensoren an den Handrücken (Sensor 3 und 4) des Chirurgen
das Signal mit der höchsten Diskriminanz liefern. Die Signalkombinationen
1+3 und 2+4 sind entgegen der Erwartung nicht diskriminanzfördernd. Die
Aktionserkennung könnte sich verbessern, indem sie mit Signale zusätzlicher
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Messsysteme angereichert wird. Eine Möglichkeit wäre, z.B. die Muskelkon-
traktionen am Unterarm durch einen myoelektrischen Sensor zu messen, um
Finger- und Handbewegungen genauer zu erfassen. Videobasierte Methoden
könnten eine zusätzliche Redundanz einführen. Die Architektur des Erken-




7.1 Einführung und Problembeschreibung
Der letzte Schritt im Aktitivtätserkennungskonzept fügt die Informationen
der einzelnen Perspektivenerkennungssysteme zusammen und ermittelt die
Wahrscheinlichkeiten möglicher durchgeführter Aktivitäten. Die Vorgehens-
weise ist analog zu den bereits beschriebenen Perspektivenerkennungskon-
zepten und verwendet eine ähnliche Signalverarbeitungskette aus Merkmals-
extraktion, Segmentierung und Sequenzklassifikation. Die Ausführungen in
diesem Abschnitt beziehen sich auf (Meißner u. a., 2014; Meißner u. a., 2013).
7.2 Probabilistische Aktivitätserkennung
Im Unterschied zu Instrumentenerkennung und Aktionserkennung ist hier
kein Messsystem notwendig, welches physikalische Gegebenheiten misst und
als Signal bereitstellt. Stattdessen dienen die Ausgaben der Perspektivener-
kennung als Eingabesignale. Es sind die Wahrscheinlichkeitsverteilungen, die




7.2.1 Merkmalsextraktion und Sequenzklassifikation
Der erste Schritt ist die Generierung der Eingangssignalmerkmale. Wie aus
der Beschreibung der chirurgischen Aktivität hervorgeht (siehe Abschnitt
2.2), besteht diese aus fünf Perspektiven ρ, welche als Elemente eines Quin-
tupels h angesehen werden können. Alle möglichen Aktivitäten h sind in der
Aktivitätsmenge H zusammengefasst.
h := (ρ1, ρ2, ρ3, ρ4, ρ5), h ∈ H (7.1)
(7.2)
Die Aktivitätselemente ρ1 bis ρ5 sind Elemente der perspektivenspezifischen
Entitätsmengen. Geht man davon aus, dass jeder Perspektive eine Wahr-
scheinlichkeitsverteilung zugrunde liegt, kann die Wahrscheinlichkeit für die
sich ergebende Aktivität wie folgt definiert werden:
P (Ht = h) : = P (ρ1 ∩ ρ2 ∩ ρ3 ∩ ρ4 ∩ ρ5) (7.3)
= P (ρ1) · P (ρ2) · P (ρ3) · P (ρ4) · P (ρ5) (7.4)
Konkret werden den Elementen ρ1 bis ρ2 die Perspektiven Instrumentennut-
zung und Durchgeführte Aktion zugewiesen, sodass:
ρ1 ∈ U, ρ2 ∈ A (7.5)
Die Elemente ρ3 bis ρ5 korrespondieren mit den Perspektiven Akteur, genutz-
tes Körperteil und behandelte Struktur, wobei Akteur und genutztes Körper-
teil durch die Sensoranordnung fix vorgegeben sind und behandelte Struktur
im Rahmen dieser Arbeit nicht betrachtet wird. Folglich reduziert sich der
Wahrscheinlichkeitsausdruck für eine bestimmte Aktivität h zu:
P (Ht = h) = P (ρ1) · P (ρ2) (7.6)
P (Ht = hu,a) = P (Ut = u) · P (At = a), u ∈ U, a ∈ A (7.7)
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Die einfachste Variante, die gesuchte Aktivität hˆ(t) zu ermitteln, ist, die
wahrscheinlichste Kombination aus Perspektiven zu finden.
hˆ(t) = arg max
u∈U,a∈A
P (Ht = hu,a) (7.8)
Die Signale der einzelnen Perspektiven liegen jedoch in unterschiedlicher
Qualität vor. Daher ist es sinnvoller, auch hier auf eine weitere Klassifizierung
zu setzen. Diese hängt von der Leistung der Perspektivenerkennung ab. Eine
Sequenzklassifizierung in Form eines HMM ist in der Lage, Artefakte und
Schwächen auf der Perspektivenebene teilweise zu kompensieren. Dazu ist es
auch hier notwendig, einen Merkmalsraum zu bilden. Um allen Kombinatio-
nen aus Instrument und Aktion Rechnung zu tragen, besteht der zugehörige
Merkmalsvektor aus |U| · |A| Elementen, in denen die Wahrscheinlichkeits-
werte eingetragen sind. Unter der Annahme, dass die Wahrscheinlichkeits-
verteilungen für U und A als Vektoren vorliegen, lassen sich die Elemente
mit dem dyadischen Produkt berechnen.
~vU := [P (Ut = u1), . . . , P (Ut = u|U|)]
T , ~vU ∈ R
|U| (7.9)
~vA := [P (At = a1), . . . , P (At = a|A|)]
T , ~vA ∈ R
|A| (7.10)
FH := vector(~vU ⊗ ~v
T
A
), FH ∈ R
|U|·|A| (7.11)
Der entstandene Merkmalsraum wird nun mittels Vektorquantisierung seg-
mentiert, um die für die Sequenzklassifizierung notwendigen Symbole ΩV
ermitteln zu können, z.B. mit dem k-Means++ Algorithmus.
fH : R
|U|·|A| → ΩV (7.12)
Zur Klassifizierung der Sequenzen kommen diskrete HMM λh zum Einsatz,
die für jede Aktivität h individuell trainiert werden. Wie bei der Aktionser-
kennung, gibt es zwei verborgene Zustände ΩQ des Modells: Aktivität wird
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durchgeführt qT und Aktivität wird nicht durchgeführt qF .
ΩQ := {qT , qF} (7.13)
ΩV := {v1, . . . , vM}, M := |ΩV | (7.14)
Die weiteren Parameter des Modells wie Zustandsübergangswahrscheinlich-
keiten A und Emissionswahrscheinlichkeiten B werden anhand von annotier-
ten Trainingsdaten ermittelt.







FH(t) Vt P (Qht = qT )
ΓFH λh
Qht,ref
Abb. 7.1: Merkmalsextraktion und Sequenzklassifizierung der Aktivitätsinferenz für ei-
ne Aktivität h; gestrichelte Pfade und Blöcke werden zusätzlich während des Trainings
angewandt
7.2.2 Wahrscheinlichkeit der durchgeführten Aktivität
Um die gesuchten Wahrscheinlichkeiten der Aktivitäten h zu erhalten, wer-
den die Ergebnisse P (Qht) der einzelnen HMM λh zusammengefasst. Die
Verteilung P (Ht = h) ergibt sich so zu:
P (Ht = h) :=
P (Qht = qT )∑
h∈H




Die am wahrscheinlichsten durchgeführte Aktivität hˆ(t) lässt sich über den
Maximalwert der Verteilung ermitteln.
hˆ(t) := argmax
h∈H
P (Ht = h) (7.17)
7.3 Evaluation
Die Leistungsfähigkeit der Aktivitätsinferenz und damit die Leistungsfä-
higkeit der gesamten Aktivitätserkennung wird mit dieser Auswertung be-
stimmt. Als Eingangssignale für das Inferenzmodell dienen, wie im Abschnitt
7.1 beschrieben, die Wahrscheinlichkeitsverteilungen aus der Perspektivener-
kennung. Die Auswertung der Aktionserkennung ergab, dass die Beschleuni-
gungssensoren an den Handrücken des Chirurgen die höchste Erkennungsrate
ermöglichen. Folglich werden nur die Signale der Sensoren 3 und 4 in die Aus-
wertung der Aktivitätsinferenz einfließen. Auch hier wird zwischen rechter
und linker Hand unterschieden. Das Kreuzvalidierungsschema wird in so-
fern eingehalten, dass die Trainingsdaten aller Stufen des Erkennungsprozes-
ses frei von Testdaten sind. D.h., dass Instrumenten- und Aktionserkennung
ebenso ohne Testdaten trainiert wurden, wie das Aktivitätsinferenzmodell.
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Abb. 7.2: Beispiel für Eingangsdaten aus der Instrumentenerkennung. Jede Farbe im
gestapelten Flächendiagramm repräsentiert eine Instrumentennutzung. Die jeweilige Hö-
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Abb. 7.3: Beispiel für Eingangsdaten aus der Aktionserkennung. Jede Farbe im gesta-
pelten Flächendiagramm repräsentiert eine Aktion. Die jeweilige Höhe der Fläche gibt die
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Abb. 7.4: Beispiele für Referenzaktivitäten (obere Zeile) und erkannte Aktivitäten (untere
Zeile). Jede Farbe korrespondiert mit einer Aktivität. Beide Zeilen sollten im Idealfall
deckungsgleich sein.
In den folgenden Abschnitten werden die Ergebnisse dieser Auswertung dar-
gestellt. Die detaillierten Ergebnistabellen können im Anhang (siehe Ab-
schnitt B.3) nachgeschlagen werden. Jede Zeile der Tabellen steht für das
Ergebnis einer bestimmten Aktivität. Verzeichnet sind jeweils Mittelwert X¯,
Standardabweichung σX und Median X˜ für alle drei Metriken (siehe Ab-
schnitt 4.5.3). Die letzte Spalte zeigt die Anzahl der Stichproben, die zur
Bildung der Metriken verwendet wurden.
7.3.1 Ergebnisse - Rechte Hand des Chirurgen
Die Tabellen B.22 bis B.24 zeigen die detaillierten Ergebnisse der Evaluation




Die auf FESS-Daten basierenden Ergebnisse (RHF) sind in Tabelle B.22 ver-
zeichnet. Zu sehen sind hohe Korrektklassifikationsraten von 89% bis 98%,
wobei (–,–)(keine Aktivität) mit einem Wert von 71% einen Ausreißer dar-
stellt. Die Empfindlichkeit und Genauigkeit von 65% und 48% zeigen eine
mittelmäßige Leistung. Vor allem (Doppelelevatorium, beiseite halten) weist
hier einen niedrigen Wert auf und kann als nicht erkannt bewertet werden.
Die Ergebnisse für (–,–)(keine Aktivität) sind ebenfalls unterdurchschnitt-
lich. Bemerkenswert ist die Aktivität (–, injizieren), welche ohne ein mar-
kiertes Instrument erkannt wurde. Hier ergibt sich die Erkennungsleistung
vollständig aus der Aktionserkennung.
Diskektomie-Daten
Alle Ergebnisse, die auf Basis der Diskektomie-Daten ermittelt wurden
(RHD), sind in Tabelle B.23 dargestellt. Hier zeigt sich eine ebenso hohe
Korrektklassifikationsrate von 92%, eine mittlere Empfindlichkeit von 49%
und eine Genauigkeit von 33%. Die Standardabweichung von 15% bis 23%
ist hoch. Besonders auffällig ist (–,–)(keine Aktivität) mit einer sehr gerin-
gen Empfindlichkeit von 1%. Ebenso niedrige Ergebnisse sind bei (Bipolar,
koagulieren) und (Spreizer, einsetzen) zu verzeichnen.
Kombinierte FESS- und Diskektomie-Daten
Die unter Verwendung der kombinierten FESS- und Diskektomiedaten er-
haltenen Ergebnisse finden sich in Tabelle B.24. Diese Auswertung berück-
sichtigt alle möglichen Aktivitäten aus allen vorhandenen Datensätzen. Es
sind durchweg hohe Korrektklassifikationsraten von 71% bis 98% bei nied-
riger Streubreite von 4% erkennbar. Die Empfindlichkeit ist breit gestreut
und reicht von 16% bis 97%. Die Genauigkeit ist ebenso breit gestreut, liegt
aber im Mittel etwas niedriger bei 35%. Problematische Aktivitäten sind
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(–,–)(keine Aktivität), (Doppelelevatorium, beiseite halten), (Nasal Speku-
lum, einführen) und (Bipolar,koagulieren). Sie wurden nur sehr schlecht oder
gar nicht erkannt.
Zusammenfassung der Einzelergebnisse
Auswertung C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
RHF 92 1,9 96 65 12,5 77 48 17,9 59 4.063
RHD 92 3,0 95 49 22,7 52 33 14,9 43 2.402
RHZ 96 3,9 99 55 16,7 59 35 19,5 40 6.465
Tabelle 7.1: Zusammenfassung der Metriken der Aktivitätsinferenz der rechten Hand
(RH*); Metrik-Werte Korrektklassifikationsrate (C), Empfindlichkeit (R) und Genauigkeit
(P) in % mit Mittelwert (x¯), Standardabweichung (σx) und Median (x˜); Anzahl Stichpro-
ben (N)
Tabelle 7.1 resümiert noch einmal die Gesamtergebnisse der Teilauswertun-
gen der Aktivitäten der rechten Hand des Chirurgen. Die besten Werte wur-
den demnach unter Verwendung der FESS-Daten erreicht. Die beiden ande-
ren Auswertungen kommen jedoch auf ähnliche Werte.
7.3.2 Ergebnisse - Linke Hand des Chirurgen
Die detaillierten Ergebnisse für die Evaluation an der linken Hand des Chir-
urgen sind in den Tabellen B.25 bis B.27 im Anhang zu finden.
FESS-Daten
Alle Ergebnisse, die mit Hilfe der FESS-Daten ermittelt wurden, finden
sich in Tabelle B.25. Während der FESS-Studie wurden nur wenige Akti-
vitäten (4) mit der linken Hand durchgeführt. Dementsprechend sind auch
in der Auswertung nur wenige Aktiväten zu unterscheiden. Am besten
schneidet hier (Endoskop, abbilden) ab, mit hohen Korrektklassifikations-,
Empfindlichkeits- und Genauigkeitswerten von 61%, 88% und 98%. Schlecht
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erkannt wurde (Pinzette, einführen). Auffällig ist ausßerdem die Anzahl der
Strichproben, welche sich teilweise um zwei Größenordnungen unterscheiden.
Disketomie-Daten
Die auf Diskektomie-Daten basierende Auswertung ist in Tabelle B.26 zu fin-
den. Da hier mehr Handlungen mit der linken Hand durchgeführt wurden, ist
die Anzahl der Aktivitäten höher (7) als im FESS-Datensatz. Die Korrekt-
klassifikationsraten und Empfindlichkeiten zeigen hohe Werte mit 88% bzw.
54%. Die Genauigkeiten sind etwas unterdurchschnittlich mit 32% im Mittel.
Auffällig sind (Fasszange, gerade, entfernen) und (Knochenstanze, entfernen)
mit Genauigkeiten unter 10%, was einen sehr niedrigen Wert darstellt.
Kombinierte FESS- und Diskektomie-Daten
Die Tabelle B.27 zeigt die Ergebnisse für die kombinierten FESS- und
Diskektomie-Daten. Obwohl die Korrektklassifikationsergebnisse insgesamt
im hohen Bereich bei 88% liegen, sind Empfindlichkeit und Genauigkeit sehr
fragmentiert mit durchschnittlich 37% und 23%. Besonders (Doppelelevato-
rium, freilegen), (Operationsmikroskop, einstellen) und (Spreizer, einsetzen)
wurden so gut wie nicht erkannt. Hier weist das Verhältnis der Stichproben-
anzahl einen Unterschied von drei Größenordnungen auf.
Zusammenfassung der Einzelergebnisse
In der Zusammenfassung (siehe Tabelle 7.2) ist erkennbar, dass auch hier die
auf FESS-Daten basierende Auswertung die besten Ergebnisse liefert, wobei
die zwei weiteren Auswertungen ähnliche Werte aufweisen.
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Auswertung C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
LHF 85 2,7 92 67 4,6 84 45 13,8 57 4.063
LHD 88 4,8 95 54 28,4 67 32 13,6 24 2.402
LHZ 88 13,9 99 37 16,3 13 23 16,6 0 6.465
Tabelle 7.2: Zusammenfassung der Metriken der Aktivitätsinferenz der linken Hand
(LH*); Metrik-Werte Korrektklassifikationsrate (C), Empfindlichkeit (R) und Genauigkeit
(P) in % mit Mittelwert (x¯), Standardabweichung (σx) und Median (x˜); Anzahl Stichpro-
ben (N)
7.4 Diskussion
Im Vergleich zur linken Hand weisen die Ergebnisse der rechten Hand des
Chirurgen bessere Werte auf. Dies kann vor allem dadurch bedingt sein,
dass dort die Trainingsdaten besser verteilt waren, als bei den Daten der
linken Hand. Allgemein kann die Erkennungsleistung rechts als wesentlich
höher bewertet werden, da hier weitaus mehr Aktivitäten unterschieden wer-
den mussten. Die Auswertungen zeigen jedoch auch, dass einige Aktivitäten
viel besser erkannt wurden als andere. Ein Grund dafür könnte sein, dass
zum einen die Aktionsdaten für diverse Aktivitäten eindeutigere Ergebnisse
liefern, und zum anderen könnte die Instrumentenerkennung die Aktivitä-
ten schon sehr stark vorprägen. D.h., die sehr gut erkannten Instrumente
erhalten eine starke Relevanz im Inferenzprozess und geben damit die zu
erkennende Aktivität vor. Fehlt die Erkennung des Instruments, beruht die
Inferenz allein auf den Aktionsdaten, welche jedoch sehr indiskriminant sind.
Dies wiederum führt zu einer schlechteren Inferenzleistung.
Die Ergebnistabellen zeigen jedoch, dass die einzelnen Teilauswertungen ähn-
liche Erkennungsleistungen aufweisen. Das lässt den Schluss zu, dass das
Erkennungskonzept auf individuelle oder mehrere OP-Typen gleichzeitig an-
wendbar ist. Die eher mittlere Gesamterkennungsleistung wird von der mä-
ßigen Leistung der Aktionserkennung beeinflusst. Verbesserungen an dieser




8.1 Diskussion und Ausblick
Das Ergebnis dieser Arbeit ist das Konzept für eine perspektivenorientierte
Erkennung von chirurgischen Aktivitäten. Ziel war es, die Schwächen vor-
handener Ansätze zu vermeiden und ein universell einsetzbares Aktivitätser-
kennungssystem zu entwickeln. Die vorgestellten Ergebnisse zeigen, dass die
Methodik grundsätzlich in der Lage ist, dies zu leisten, obwohl Teile des ent-
wickelten Systems nicht optimale Leistung erbrachten. Ausgehend von dem
in dieser Arbeit vorgestellten Erkennungsmodell lassen sich mehrere mögliche
Entwicklungen ableiten und Verbesserungen vorschlagen:
Erweiterung der Methodik Vor allem die Aktionserkennung weist noch
eine zu geringe Erkennungsleistung auf. Die Ursachen sind im Abschnitt
6.1 erläutert. Dennoch existiert Potential zur Verbesserung der Er-
gebnisse. Zum einen könnten die extrahierten Merkmale einer zusätz-
lichen Principle-Component- (PCA), Independent-Component- (ICA)
oder Linear-Discriminant-Analyse (LDA) unterzogen werden, um die
maximale Diskriminanz zu erhalten. Zum anderen könnte die Topo-
logie des HMM modifiziert werden. Die Qualität der aufgenommenen
Messdaten ist ebenfalls ein Punkt, welcher genauer untersucht werden
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könnte. Andere Klassifikationsmethoden wie Support Vector Machines
(SVM) oder Random Forests (RF) könnten angewendet werden.
Zusätzliche Sensorik Die bisher gesammelten Daten könnten durch Signa-
le zusätzlicher Messsysteme angereichert werden. Eine Möglichkeit wä-
re, die Muskelkontraktionen am Unterarm durch einen myoelektrischen
Sensor zu messen, um Finger- und Handbewegungen genauer zu er-
fassen. Videobasierte Methoden könnten eine zusätzliche Redundanz
einführen. Die Architektur des Erkennungskonzeptes lässt dies zu.
Verkleinerung der Sensorik Eine Verkleinerung der Sensorik würde den
Einfluss auf den Ablauf der OP weiter verringern.
Erweiterte Aktivitätsinferenz Es ist vorstellbar, dass ein erweitertes Mo-
dell des Eingriffs die Erkennungsleistung erhöht. D.h., dass übergeord-
nete OP-Phasen eine größere Rolle im Erkennungsprozess spielen könn-
ten. Die nötigen Daten dafür würden aus Expertenwissen generiert und
eine entsprechende Methode dahingehend modelliert werden.
Modifikation der Aktivitätsbeschreibung Eine weitere Möglichkeit
wäre die Modifikation des bestehenden Beschreibungsmodells der
chirurgischen Aktivitäten. Man könnte dazu übergehen, einen Ar-
beitsschritt in noch kleinere Einheiten zu unterteilen. Das würde die
Informationslücke zwischen verbaler Beschreibung eines Vorgangs und
den tatsächlich messbaren Signalen reduzieren und somit die Anfor-
derungen an eine Klassifizierungsmethode herabsetzen. Vorstellbar
ist, eine Aktion in Sub-Aktionen zu unterteilen. Ein Beispiel wäre die
Aktivität Skalpell, schneiden in Skalpell, ansetzen → schneiden →
absetzen zu zerlegen.
Neben den Verbesserungsmöglichkeiten ist auch die Erkennung der bisher
fehlenden Perspektive Behandelte Struktur von Bedeutung. Hier stellt sich
die Erkennung, über Spezialfälle hinaus, als schwierig dar. Zum einen ist der
menschlichen Körper ein sehr komplexes Gebilde mit verschiedenen Struk-
turebenen. Zum anderen wird während eines Eingriffs diese Struktur ver-
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ändert. Ein adäquates Strukturerkennungssystem müsste deshalb auf umfas-
sende Methoden zugreifen können. Eine naheliegende Idee wäre, maschinelles
Sehen in Form von Videoaufzeichnungen zu nutzen. Es könnten visuelle Land-
marken präoperativ definiert werden, was schwierig ist, wenn die Landmarken
unzugänglich im Inneren des Körpers lokalisiert sind. Ein anderer Weg wäre,
präoperative Körpersscans wie MRT oder CT und bewerte Navigationskom-
ponenten im OP zu kombinieren. Dafür müssten alle verwendeten Instrumen-
te verfolgt und deren Position relativ zum Patienten registriert werden. So
könnte man anhand der Patientendaten die behandelte Struktur ermitteln.
Dies ist jedoch momentan aus praktischen und technischen Gründen wenig
vorstellbar. So scheitert es momentan daran, dass nicht alle Instrumente ver-
folgt werden können und der präoperative Aufwand für die Segmentierung
der Patientendaten zu groß ist. Wenngleich die Strukturerkennung ein span-
nendes Feld darstellt, steht eine Lösung des Problems momentan noch ganz
am Anfang.
Das angewandte Evaluationskonzept war in der Lage, die gestellten Anforde-
rungen an Datenbasengröße, Realitätsnähe und Wiederholbarkeit zu erfüllen.
Eine mögliche Erweiterung wäre eine Untersuchung der Erkennungsleistung
in Bezug auf die Variabilität zwischen verschiedenen Operateuren, um zu
zeigen, dass das System nicht nur eingriffsübergreifend, sondern auch per-
sonalübergreifend verwendet werden kann. Weiterhin könnte die Anzahl der
unterschiedlichen Eingriffe erhöht und die Anwendung auf reale OPs unter-
sucht werden.
Ein nächster Schritt in der Entwicklung wäre, die Einsetzbarkeit der ver-
wendeten Technologien im realen OP herbeizuführen. Teile der technischen
Systeme werden bereits eingesetzt (siehe RFID). Für andere gibt es noch
keine nutzbare technische Lösung.
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8.2 Fazit
Die automatische Erkennung von chirurgischen Aktivitäten bildet einen wich-
tigen Baustein für Assistenzsysteme im OP und fungiert als Bindeglied zwi-
schen dem chirurgischen Prozess und der Technik, die Assistenz ermöglichen
soll. Daher ist es wichtig, dass diese Erkennung ausreichend Daten vom Pro-
zess sammelt und interpretiert, d.h. Informationen extrahiert, die sinnvoll
und belastbar sind.
Die zuerst aufgeführte Problemstellung in dieser Arbeit stellt die Frage nach
der Beschaffenheit und den Anforderungen an ein automatisches System zur
Aktivitätenerkennung. Die Ziele 1.1 bis 1.2 beschäftigten sich mit der Analyse
vorhandener Lösungsansätze, der Definition von Anforderungen sowie der
Erarbeitung eines Erkennungskonzeptes.
Die Analyse des Standes der Forschung hatte zum Ergebnis, dass es bisher
keinen Lösungsansatz gab, der eine Methodik verwendet, die auf verschiedene
OP-Typen übertragbar ist. Weiterhin war der Detailgrad der Erkennung oft
nicht ausreichend hoch, sodass eine Beschreibung des Workflows nicht auf
Aktivitätenlevel möglich war.
Ein Konzept zur Erfüllung der Anforderungen wurde erarbeitet. Die grund-
legende Idee dabei war eine separate Erkennung der zu einer chirurgischen
Aktivität gehörigen Perspektiven. Die Ermittlung der chirurgischen Aktivität
basierte auf den Ergebnissen der Perspektivenerkennung.
Auf Grundlage des erarbeiteten Erkennungskonzeptes konnte Ziel 1.3 präzi-
siert und ein Erkennungsmodell entwickelt werden, welches technische Syste-
me und Methoden für die Erkennung der Perspektiven Verwendetes Instru-
ment und Durchgeführte Aktion sowie für die Aktivitätsinferenz umfasst. Für
die Instrumentenerkennung wurde RFID-Technologie verwendet und die Ak-
tionen wurden mit Hilfe von Beschleunigungssensoren erkannt. Die resultie-
rende Aktivität konnte unter Verwendung von Wahrscheinlichkeitsverteilun-
gen, die die Perspektivenerkennungsysteme bereitstellten, ermittelt werden.
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Eine weitere Problemstellung, welche in dieser Arbeit behandelt wurde, um-
fasst die Durchführung einer umfassenden Evaluation. Hierbei sollte das Sys-
tem möglichst realitätsnah getestet und validiert werden. Ziel 2.1 war es, dazu
ein fundiertes Evaluationskonzept zu entwickeln.
Das erstellte Konzept basiert auf simulierten Nasen- und Nasennebenhöh-
lenoperationen sowie mikrochirurgischen lumbalen Diskektomien. Es wurde
eine entsprechende OP-Umgebung hergestellt, sodass vordefinierte chirurgi-
sche Ablaufskripte von Personen mit medizinischer Kenntnis nachgespielt
werden konnten. Weiterhin wurden Metriken für die Auswertung der Erken-
nungsleistung der entwickelten Modelle definiert. Grundlage dafür waren drei
Varianten an Datenbasen – zum einen jene Messwerte, die zu den jeweiligen
Eingriffstypen gehörten und zum anderen ein Datensatz, der alle Messwerte
enthielt. Dadurch sollte gezeigt werden, dass das System sowohl bei indivi-
duellen Eingriffstypen als auch eingriffstypenübergreifend eingesetzt werden
kann.
Jedes entwickelte Teilsystem wurde gemäß Ziel 2.2 evaluiert. Die Auswertung
nach dem Schema des Evaluationskonzeptes ergab, dass die Perspektive des
verwendeten Instruments mit bis zu 98% Korrektheit erkannt werden konnte.
Die durchgeführte Aktion konnte mit einem Ergebnis von 89% für die rechte
Hand und mit 89% für die linke Hand korrekt erkannt werden. Zudem erwie-
sen sich die auf den Handrücken des Chirurgen angebrachten Sensoren als
jene mit der höchsten Diskriminanz. Die Auswertung der Aktivitätsinferenz
zeigte die Eignung des Erkennungsmodells für die eingriffstypenübergreifende
Anwendung. Die Erkennungsleistung lag hier zwischen 92% und 96% für die
rechte Hand und unterschied sich kaum im Bezug auf die Datenbasen. Die
Auswertung für die linke Hand kam auf ein ähnliches Ergebnis, das jedoch
etwas niedriger bei 88% lag.
Abschließend lässt sich festhalten, dass die gestellten Ziele der Arbeit er-
reicht und ein eingriffstypenübergreifendes, perspektivenorientiertes Modell
zur Erkennung von chirurgischen Aktivitäten entwickelt wurde.
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Die automatische Erkennung von chirurgischen Aktivitäten stellt einen ent-
scheidenden Schritt hin zum assistierenden Operationssaal dar. Wenn dessen
Entwicklung weiter voranschreitet, werden sich neue Anwendungen schnell
erschließen und den Weg für eine effizientere, sicherere und auf Standards
basierende Chirurgie frei machen.
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A.1 Vektorquantisierung – k-Means und
Nearest-Neighbor
A.1.1 Einführung
Die k-Means-Algorithmus (Lloyd, 1982) als Methode der Vektorquantisierung
wird eingesetzt, wenn Vektoren eines Vektorraums in k Gruppen unterteilt
werden soll. Es ist einer der am häufigsten verwendeten Algorithmen auf
diesem Problemgebiet. Ziel ist es, den Vektorraum so zu unterteilen, dass die
ermittelten Gruppen eine ähnliche Größe und geringe Varianz aufweisen. Er
kann unter anderem zur Kompression von Daten oder zur Überführung von
reellwertigen Vektoren in ganzzahlige Skalare genutzt werden. Letzteres ist
relevant für diese Arbeit. Resultat des Algorithmus sind sogenannte Cluster-
Zentren, die den Mittelwert aller Objekte einer Gruppe darstellen.
Möchte man einen während der Anwendung des k-Means-Algorithmus nicht
gegebenen Vektor ebenfalls einem Cluster-Zentrum zuweisen, kann man den
Nearest-Neighbor-Algorithmus verwenden. Dem Vektor wird die Klasse zuge-




Ziel des Algorithmus ist es die Intra-Cluster-Varianzen V AR(Si) der k Clus-
ter zu minimieren. Der Vektor ~xj ∈ Si bezeichnet dabei einen Datenpunkt im
Vektorraum RN mit N Dimensionen und ~µi das Clusterzentrum von Cluster











Die zu meist verwendete k-Means Variante ist Lloyd’s Algorithmus, der aus
folgenden Schritten besteht.
1. Initiale Clusterzentren ~µ(t=0)i werden zufällig aus den Daten gewählt.




i := {~xj : ‖~xj − ~µ
(t)
i ‖
2 ≤ ‖~xj − ~µ
(t)
l ‖
2 ∀ 1 ≤ l ≤ k} (A.2)











Schritt 2 und 3 werden so oft wiederholt, bis keine Änderung der Cluster-
zuordnung mehr auftritt oder die Anzahl der Iterationen t einen Grenzwert
erreicht hat. Erweiterungen des Algorithmus wie k-Means++ (Arthur und
Vassilvitskii, 2007) verbessern die Wahl der initialen Clusterzentren.
A.1.3 Nearest-Neighbor-Algorithmus
Sind alle Clusterzentren durch die Anwendung des k-Means-Algorithmus ge-
geben, kann man einem neuen Datenpunkt ~x∗, welcher nicht im Trainingsda-
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tensatz enthalten war, über den Nearest-Neighbor-Algorithmus (Cover und
Hart, 1967) einem Clusterzentrum Si zuordnen. Die Methode besteht aus
einem Schritt: der Suche nach dem Clusterzentrum mit dem geringsten Ab-
stand zum Vektor.
f : RN → {1, . . . , k} (A.4)




A.2 Sequenzklassifikation – Hidden Markov
Modelle
A.2.1 Einführung
Viele Vorgänge in Natur und Technik verlaufen nicht deterministisch, d.h sie
folgen zwar grundlegenden Regeln, aber das Verhalten kann nicht exakt vor-
ausgesagt werden. Außerdem ist es oft so, dass die Zustände eines Vorgangs
bzw. Systems nicht direkt gemessen werden können, d.h. im verborgen liegen
(hidden). Man ist somit nur in der Lage z.B. die Ausgaben eines Systems
zu registrieren und versucht auf Grundlage derer die internen Zustände des
Systems zu ermitteln.
A.2.2 Modellbeschreibung
Systeme können mit Hilfe eines gewöhnlichen Zustandsautomaten beschrie-
ben werden, welcher aus Zuständen qi ∈ ΩQ und Zustandsübergängen aij
besteht. Die Zustandsübergänge aij geben die bedingte Wahrscheinlichkeit
an, das ein Wechsel von Zustand qi in Zustand qj zum Zeitpunkt t erfolgt.
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aij := P (Qt+1 = qj|Qt = qi) (A.6)
|ΩQ|∑
j=1
aij = 1 (A.7)
Alle Übergangswahrscheinlichkeiten werden in einer Übergangswahrschein-
lichkeitsmatrix oder auch Transitionsmatrix A ∈ R|ΩQ|×|ΩQ| zusammenge-
fasst. Deren Zeilenelemente müssen sich stets zu 1 summieren. Betrachtet
man nun die Sequenz an Zuständen über die Zeit t, erhält man eine Markov-
Kette, im Speziellen eine Markov-Kette erster Ordnung, bei welcher der
nächste Zustand nur vom vorherigen abhängt (Bremaud, 1999).
Die Wahrscheinlichkeitsverteilung der aktuellen Zustände wird in einem Vec-
tor π zusammen gefasst, welcher über die temporal betrachtet zu πt wird. Die
Wahrscheinlichkeit für den Anfangszustand der Kette wird mit π0 angegeben.
Ein Hidden Markov Modell modelliert solch ein System, wobei die Zustände
nicht direkt beobachtet werden können und somit verborgen sind. Das ein-
zige was beobachtbar ist, sind Symbole vi ∈ ΩV , welche nur abhängig vom
aktuellen Zustand qj emittiert werden. Die bedingte Wahrscheinlichkeit für
eine Emission ergibt sich zu:
bij := P (Vt = vj|Qt = qi) (A.8)
|ΩV |∑
j=1
bij = 1 (A.9)
Die Wahrscheinlichkeiten der Emissionen bij werden ebenso in einer Emis-
sionsmatrix B ∈ R|ΩQ|×|ΩV | zusammengefasst. Ein HMM λ ist vollständig
beschrieben, wenn folgendes Quintupel aus Anfangszustandswahrscheinlich-
keiten π, Zustandsmenge ΩQ, Symbolmenge ΩV , Zustandsübergangswahr-
scheinlichkeiten A und Emissionswahrscheinlichkeiten B definiert ist.
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λ := (π,ΩQ,ΩV , A,B) (A.10)
A.2.3 Problemlösungen
Mit einem HMM lassen sich verschiedenen Probleme im Bezug auf Syste-
me mit verborgenen Zuständen lösen. Die folgende Aufstellung gibt einen
Überblick.
Filtern Ziel ist es die Wahrscheinlichkeit für einen Zustand qi am Ende einer
Symbolequenz zu berechnen.
Vorhersagen Ziel ist es die Wahrscheinlichkeit für einen Zustand qi nach
dem Ende einer Symbolsequenz zu berechnen, also einen Zeitschritt
später.
Glätten Ziel ist es die Wahrscheinlichkeit für einen Zustand qi zu einem
Zeitpunkt vor dem Ende einer Symbolsequenz zu berechnen.
Dekodieren Ziel ist es die wahrscheinlichste Folge von Zuständen bei gege-
bener Symbolsequenz zu ermitteln.
Training Ziel ist es die komplette Beschreibung λ des HMM zu ermitteln.
Hier kann entweder (1.) nur eine Symbolfolge und die Anzahl der Zu-
stände oder (2.) die Symbolfolge und Zustandsfolge vorliegen.
Die Probleme Filtern und Vorhersagen lassen sich mit dem sogennanten
Forward-Algorithmus lösen. Zum Glätten wird der Backward-Algorithmus
angewendet. Die für diese Arbeit relevanten Probleme sind Dekodieren und
Training, welche mit dem Viterbi-Algorithmus bzw. mit dem (1.)Baum-
Welch-Algorithmus oder (2.) über eine Maximum-Likelyhood-Methode gelöst






Instrument C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
Fasszange, gewinkelt 98 1,0 99 97 1,3 98 94 3,5 95 792
Fasszange, gerade 96 1,4 96 92 3,7 94 93 3,7 95 1.274
Doppelelevatorium 99 0,7 99 98 1,2 98 92 2,4 92 373
Endoskop 99 0,6 99 99 0,5 99 99 0,6 99 4.063
Nasal Spekulum 100 0,2 100 99 1,1 99 95 3,4 96 190
Sauger, gerade 96 1,7 96 95 2,0 95 88 3,2 89 916
Sauger, gewinkelt 97 1,4 96 84 7,9 81 92 3,0 92 520
Pinzette, gewinkelt 100 0,3 100 95 3,4 96 99 1,3 99 188
Pinzette, gerade 98 1,3 99 95 3,1 96 76 14,3 81 164
Gesamt 98 1,0 99 95 2,7 97 92 3,9 94 8.481
Tabelle B.1: Teilergebnisse der Instrumentenerkennung am Situs, angewandt auf die
FESS-Daten (IF); Metrik-Werte Korrektklassifikationsrate (C), Empfindlichkeit (R) und




Instrument C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
Fasszange, gerade 93 4,9 96 89 10,2 93 84 9,6 88 619
Doppelelevatorium 96 3,9 98 92 9,6 96 75 22,6 76 94
Sauger, gerade 88 8,1 90 39 29,0 27 87 16,9 96 427
Pinzette, gerade 96 5,0 98 86 13,4 86 65 18,3 67 118
Bipolar 97 2,9 98 82 11,8 77 85 12,2 87 223
Nervenhäkchen 93 5,7 97 84 9,5 90 88 10,2 91 574
Operationsmikroskop 98 5,7 100 98 4,7 100 100 1,5 100 2.390
Spreizer 92 6,8 94 92 6,9 95 100 1,3 100 2.390
Knochenstanze 96 3,0 97 91 8,0 96 85 7,6 85 413
Salzlösung 93 3,5 94 88 9,7 90 69 9,2 70 304
Skalpell 97 2,2 98 80 13,6 83 73 11,0 74 133
Schere 98 1,1 98 85 14,8 93 66 16,7 64 82
Gesamt 95 4,4 97 84 11,8 90 81 11,4 83 7.769
Tabelle B.2: Teilergebnisse der Instrumentenerkennung am Situs, angewandt auf die
Diskektomie-Daten (ID); Metrik-Werte Korrektklassifikationsrate (C), Empfindlichkeit
(R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung (σx) und Median
(x˜); Anzahl Stichproben (N)
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Instrument C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
Fasszange, gewinkelt 98 1,1 99 97 1,3 98 94 3,7 95 792
Fasszange, gerade 94 3,8 96 90 8,0 94 90 8,3 94 1.893
Doppelelevatorium 97 3,9 99 95 7,3 98 84 19,2 92 468
Endoskop 99 0,5 99 99 0,6 99 99 0,6 99 4.063
Nasal Spekulum 100 0,2 100 99 1,2 99 95 3,3 97 190
Sauger, gerade 89 7,8 93 63 32,3 79 76 20,2 84 1.344
Sauger, gewinkelt 97 1,4 96 84 7,7 82 92 3,0 93 520
Pinzette, gewinkelt 100 0,3 100 96 3,3 96 98 1,5 99 188
Pinzette, gerade 97 3,7 98 91 10,7 96 70 17,6 76 282
Bipolar 97 2,9 98 81 11,5 76 85 12,3 89 223
Nervenhäkchen 93 5,7 97 84 9,4 90 88 10,2 91 574
Operationsmikroskop 98 5,6 100 98 4,6 100 100 1,5 100 2.390
Spreizer 92 6,8 94 92 6,9 95 100 1,3 100 2.390
Knochenstanze 96 2,9 97 91 8,0 95 85 7,5 85 413
Salzlösung 93 3,5 94 89 9,1 90 68 8,7 70 304
Skalpell 97 2,3 98 80 13,6 79 72 13,1 70 133
Schere 98 1,1 98 85 14,7 95 64 16,5 59 82
Gesamt 96 3,1 98 89 8,8 95 86 8,7 92 16.249
Tabelle B.3: Teilergebnisse der Instrumentenerkennung, angewandt auf die kombinierten
FESS- und Diskektomie-Daten (IZ); Metrik-Werte Korrektklassifikationsrate (C), Emp-
findlichkeit (R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung (σx)




B.2.1 Rechte Hand des Chirurgen
RAF1 RAF3 RAF13
Aktion C¯ σC C˜ C¯ σC C˜ C¯ σC C˜ N · 10−5
– 65 8,5 69 62 9,4 68 63 8,1 66 1.191
abtragen 59 5,8 59 66 4,6 65 65 4,8 64 1.719
beiseite halten 95 2,7 95 93 2,8 93 91 6,7 93 138
einführen 92 4,8 92 93 4,2 95 92 6,3 94 131
injizieren 96 2,2 97 97 1,3 97 96 1,1 96 94
saugen 71 7,0 72 73 5,2 73 73 5,4 74 791
Gesamt 80 5,2 81 81 4,6 82 80 5,4 79 4.063
Tabelle B.4: Korrektklassifikationssrate der Aktionserkennung der rechten Hand, ange-
wandt auf die FESS-Daten (RAF*); Metrik-Werte in % mit Mittelwert (C¯), Standardab-
weichung (σC) und Median (C˜); Anzahl Stichproben (N)
RAF1 RAF3 RAF13
Aktion R¯ σR R˜ R¯ σR R˜ R¯ σR R˜ N · 10−5
– 52 9,1 52 57 7,6 55 54 8,8 57 1.191
abtragen 50 17,3 52 57 14,8 54 53 17,4 46 1.719
beiseite halten 5 11,4 0 12 17,7 0 14 21,0 0 138
einführen 42 27,6 42 43 24,7 40 40 19,3 44 131
injizieren 0 0,0 0 9 20,1 0 11 16,3 0 94
saugen 44 14,3 45 37 13,2 40 38 18,0 41 791
Gesamt 32 13,3 37 36 16,4 42 35 16,8 40 4.063
Tabelle B.5: Empfindlichkeit der Aktionserkennung der rechten Hand, angewandt auf die
FESS-Daten (RAF*); Metrik-Werte in % mit Mittelwert (R¯), Standardabweichung (σR)




Aktion P¯ σP P˜ P¯ σP P˜ P¯ σP P˜ N · 10−5
– 51 7,2 52 48 5,6 49 50 6,2 49 1.191
abtragen 63 11,6 65 76 7,3 76 75 8,2 76 1.719
beiseite halten 7 11,7 0 11 20,6 0 14 26,1 0 138
einführen 29 25,5 21 29 24,0 23 29 25,2 25 131
injizieren 0 0,0 0 13 25,9 0 15 22,6 0 94
saugen 35 7,9 37 35 9,7 37 33 11,0 36 791
Gesamt 31 10,6 38 35 15,5 39 36 16,5 37 4.063
Tabelle B.6: Genauigkeit der Aktionserkennung der rechten Hand, angewandt auf die
FESS-Daten (RAF*); Metrik-Werte in % mit Mittelwert (P¯ ), Standardabweichung (σP )
und Median (P˜ ); Anzahl Stichproben (N)
RAD1 RAD3 RAD13
Aktion C¯ σC C˜ C¯ σC C˜ C¯ σC C˜ N · 10−5
– 60 4,6 60 60 5,4 61 59 5,9 59 734
beiseite halten 95 3,7 98 95 2,6 96 96 2,9 97 71
einsetzen 95 1,9 94 95 2,7 95 95 2,6 95 88
einstellen 91 5,9 93 91 5,7 92 91 5,1 91 176
entfernen 66 8,7 63 66 8,3 64 68 8,0 67 614
freilegen 77 5,4 76 77 5,1 78 78 7,1 79 371
koagulieren 92 3,1 91 94 3,0 95 92 4,8 93 100
schneiden 95 3,4 96 95 3,0 95 94 3,0 95 100
spuelen 92 2,7 92 92 3,6 93 92 2,8 92 148
Gesamt 85 4,4 91 85 4,4 91 85 4,7 91 2.402
Tabelle B.7: Korrektklassifikationssrate der Aktionserkennung der rechten Hand, ange-
wandt auf die Diskektomie-Daten (RAD*); Metrik-Werte in % mit Mittelwert (C¯), Stan-




Aktion R¯ σR R˜ R¯ σR R˜ R¯ σR R˜ N · 10−5
– 33 9,7 34 37 4,6 36 39 8,7 39 734
beiseite halten 17 27,8 0 13 19,2 0 15 26,4 0 71
einsetzen 8 18,9 0 1 4,6 0 5 8,9 0 88
einstellen 56 26,4 60 50 22,3 47 52 25,4 53 176
entfernen 70 13,9 69 73 10,7 70 68 13,8 63 614
freilegen 17 12,4 12 18 10,7 19 18 13,8 21 371
koagulieren 18 31,8 3 9 14,7 0 23 28,3 6 100
schneiden 4 12,4 0 2 6,1 0 0 0,2 0 100
spuelen 10 11,6 5 10 16,9 2 9 13,1 4 148
Gesamt 26 18,3 14 24 12,2 14 25 15,4 18 2.402
Tabelle B.8: Empfindlichkeit der Aktionserkennung der rechten Hand, angewandt auf die
Diskektomie-Daten (RAD*); Metrik-Werte in % mit Mittelwert (R¯), Standardabweichung
(σR) und Median (R˜); Anzahl Stichproben (N)
RAD1 RAD3 RAD13
Aktion P¯ σP P˜ P¯ σP P˜ P¯ σP P˜ N · 10−5
– 40 6,1 39 42 6,1 43 41 7,3 42 734
beiseite halten 18 19,5 8 19 24,5 5 8 14,3 0 71
einsetzen 10 16,4 0 2 5,5 0 16 29,4 1 88
einstellen 50 27,4 53 52 29,5 47 51 29,7 50 176
entfernen 46 9,2 46 46 10,4 44 48 9,5 44 614
freilegen 21 13,2 21 24 15,9 24 25 17,9 23 371
koagulieren 12 15,6 2 16 26,9 0 17 19,9 7 100
schneiden 21 33,9 0 9 15,2 0 1 2,1 0 100
spuelen 13 13,9 9 20 28,6 1 15 19,6 7 148
Gesamt 26 17,2 27 26 18,1 29 25 16,6 23 2.402
Tabelle B.9: Genauigkeit der Aktionserkennung der rechten Hand, angewandt auf die
Diskektomie-Daten (RAD*); Metrik-Werte in % mit Mittelwert (P¯ ), Standardabweichung




Aktion C¯ σC C˜ C¯ σC C˜ C¯ σC C˜ N · 10−5
– 69 5,4 69 68 7,1 70 70 5,0 71 1.925
abtragen 75 21,5 65 78 19,4 70 78 20,3 68 1.719
beiseite halten 96 2,7 96 96 2,4 95 94 6,8 96 209
einführen 97 4,1 98 97 4,1 98 96 4,8 99 131
einsetzen 97 4,0 100 95 5,8 99 96 4,9 99 88
einstellen 95 5,2 97 93 7,6 98 93 8,0 99 176
entfernen 80 20,8 97 82 19,3 99 82 19,0 100 614
freilegen 86 13,7 94 87 13,9 99 87 13,6 99 371
injizieren 98 2,0 98 98 1,8 99 98 2,5 99 94
koagulieren 97 4,2 99 96 4,9 99 96 5,5 100 100
saugen 82 18,4 79 79 20,8 75 81 19,0 78 791
schneiden 96 4,4 100 96 5,2 100 96 4,9 100 100
spuelen 95 5,5 98 95 5,4 100 94 6,2 100 148
Gesamt 89 8,6 96 89 9,1 96 89 9,3 96 6.465
Tabelle B.10: Korrektklassifikationssrate der Aktionserkennung der rechten Hand, ange-
wandt auf die FESS- und Diskektomie-Daten (RAZ*); Metrik-Werte in % mit Mittelwert




Aktion R¯ σR R˜ R¯ σR R˜ R¯ σR R˜ N · 10−5
– 23 11,6 22 16 10,8 14 17 10,8 15 1.925
abtragen 53 15,8 54 60 18,6 64 61 16,8 62 1.719
beiseite halten 1 3,8 0 1 6,5 0 2 8,1 0 209
einführen 44 23,4 50 39 19,3 40 40 28,5 28 131
einsetzen 6 13,1 0 8 14,9 0 9 13,6 0 88
einstellen 37 23,9 36 44 24,3 46 42 27,5 43 176
entfernen 73 17,9 80 70 13,6 71 71 13,6 69 614
freilegen 28 15,6 27 17 12,4 15 23 15,8 18 371
injizieren 1 3,6 0 8 15,8 0 4 9,7 0 94
koagulieren 2 4,2 0 15 20,3 5 11 13,9 0 100
saugen 59 13,0 60 58 18,8 59 57 19,2 57 791
schneiden 12 16,7 1 12 11,8 7 8 9,2 5 100
spuelen 6 10,7 0 9 10,8 7 12 19,0 7 148
Gesamt 26 13,3 15 28 15,2 14 27 15,8 13 6.465
Tabelle B.11: Empfindlichkeit der Aktionserkennung der rechten Hand, angewandt auf
die FESS- und Diskektomie-Daten (RAZ*); Metrik-Werte in % mit Mittelwert (R¯), Stan-




Aktion P¯ σP P˜ P¯ σP P˜ P¯ σP P˜ N · 10−5
– 55 13,8 53 58 16,0 55 62 18,2 64 1.925
abtragen 30 29,5 43 33 32,7 50 36 32,1 52 1.719
beiseite halten 14 32,2 0 1 3,0 0 3 10,4 0 209
einführen 34 29,1 25 25 21,2 22 28 29,6 14 131
einsetzen 3 7,1 0 3 4,4 0 4 5,3 0 88
einstellen 29 23,8 30 25 25,7 21 21 23,7 12 176
entfernen 29 20,5 37 32 20,5 39 41 13,6 43 614
freilegen 14 13,3 13 11 10,3 9 17 11,8 17 371
injizieren 1 3,9 0 18 28,9 0 4 8,2 0 94
koagulieren 5 11,2 0 12 15,6 9 9 12,5 0 100
saugen 26 14,9 35 26 10,4 28 25 13,3 29 791
schneiden 10 14,3 1 9 9,1 4 12 15,2 4 100
spuelen 3 5,0 0 11 15,1 6 7 8,4 5 148
Gesamt 19 16,8 13 20 16,4 16 21 15,6 14 6.465
Tabelle B.12: Genauigkeit der Aktionserkennung der rechten Hand, angewandt auf die
FESS- und Diskektomie-Daten (RAZ*); Metrik-Werte in % mit Mittelwert (P¯ ), Standard-
abweichung (σP ) und Median (P˜ ); Anzahl Stichproben (N)
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B.2.2 Linke Hand des Chirurgen
LAF2 LAF4 LAF24
Aktion C¯ σC C˜ C¯ σC C˜ C¯ σC C˜ N · 10−5
– 85 1,6 86 85 1,5 85 85 1,7 85 627
abbilden 49 10,5 52 58 6,3 59 54 14,9 57 3.323
einführen 89 23,0 95 95 2,0 95 95 2,2 95 114
Gesamt 74 11,7 85 79 3,3 85 78 6,3 85 4.063
Tabelle B.13: Korrektklassifikationssrate der Aktionserkennung der linken Hand, ange-
wandt auf die FESS-Daten (LAF*); Metrik-Werte in % mit Mittelwert (C¯), Standardab-
weichung (σC) und Median (C˜); Anzahl Stichproben (N)
LAF2 LAF4 LAF24
Aktion R¯ σR R˜ R¯ σR R˜ R¯ σR R˜ N · 10−5
– 32 12,6 33 47 9,3 48 46 15,0 46 627
abbilden 90 23,6 97 94 3,0 94 93 3,6 94 3.323
einführen 54 36,9 60 72 27,5 75 68 29,9 57 114
Gesamt 59 24,4 59 71 13,2 75 69 16,2 71 4.063
Tabelle B.14: Empfindlichkeit der Aktionserkennung der linken Hand, angewandt auf die
FESS-Daten (LAF*); Metrik-Werte in % mit Mittelwert (R¯), Standardabweichung (σR)
und Median (R˜); Anzahl Stichproben (N)
LAF2 LAF4 LAF24
Aktion P¯ σP P˜ P¯ σP P˜ P¯ σP P˜ N · 10−5
– 63 14,8 61 58 8,7 58 58 12,4 56 627
abbilden 92 2,6 92 94 2,4 95 94 3,7 95 3.323
einführen 25 21,1 23 36 18,4 31 34 13,6 29 114
Gesamt 60 12,8 61 63 9,8 59 62 9,9 57 4.063
Tabelle B.15: Genauigkeit der Aktionserkennung der linken Hand, angewandt auf die
FESS-Daten (LAF*); Metrik-Werte in % mit Mittelwert (P¯ ), Standardabweichung (σP )




Aktion C¯ σC C˜ C¯ σC C˜ C¯ σC C˜ N · 10−5
– 55 10,6 58 56 15,8 54 59 13,1 61 1.877
beiseite halten 89 7,1 92 90 5,9 92 90 6,4 92 290
einsetzen 99 1,5 99 99 1,4 99 99 1,4 99 23
einstellen 88 10,1 93 84 16,9 93 89 8,6 93 176
entfernen 98 2,3 99 99 1,7 100 98 2,3 98 22
freilegen 98 2,5 99 99 1,0 100 98 2,8 99 14
Gesamt 88 5,7 95 88 7,1 96 89 5,8 96 2.402
Tabelle B.16: Korrektklassifikationssrate der Aktionserkennung der linken Hand, ange-
wandt auf die Diskektomie-Daten (LAD*); Metrik-Werte in % mit Mittelwert (C¯), Stan-
dardabweichung (σC) und Median (C˜); Anzahl Stichproben (N)
LAD2 LAD4 LAD24
Aktion R¯ σR R˜ R¯ σR R˜ R¯ σR R˜ N · 10−5
– 87 8,9 93 83 16,7 90 88 9,7 91 1.877
beiseite halten 34 30,3 47 45 36,4 63 45 35,3 60 290
einsetzen 0 0,0 0 8 14,1 0 3 7,7 0 23
einstellen 69 20,1 72 78 19,7 82 75 20,5 82 176
entfernen 3 4,4 0 0 0,0 0 3 5,6 0 22
freilegen 0 0,0 0 0 0,0 0 1 1,7 0 14
Gesamt 32 10,6 56 36 14,5 63 36 13,4 67 2.402
Tabelle B.17: Empfindlichkeit der Aktionserkennung der linken Hand, angewandt auf die
Diskektomie-Daten (LAD*); Metrik-Werte in % mit Mittelwert (R¯), Standardabweichung




Aktion P¯ σP P˜ P¯ σP P˜ P¯ σP P˜ N · 10−5
– 93 6,0 95 94 6,2 95 95 5,7 97 1.877
beiseite halten 47 38,0 64 48 35,6 57 56 38,5 66 290
einsetzen 0 0,0 0 18 23,6 10 33 32,6 33 23
einstellen 46 17,3 47 44 18,4 44 51 18,3 50 176
entfernen 10 28,6 0 0 0,0 0 4 13,1 0 22
freilegen 0 0,0 0 0 0,0 0 0 0,3 0 14
Gesamt 33 15,0 29 34 14,0 54 40 18,1 53 2.402
Tabelle B.18: Genauigkeit der Aktionserkennung der linken Hand, angewandt auf die
Diskektomie-Daten (LAD*); Metrik-Werte in % mit Mittelwert (P¯ ), Standardabweichung
(σP ) und Median (P˜ ); Anzahl Stichproben (N)
LAZ2 LAZ4 LAZ24
Aktion C¯ σC C˜ C¯ σC C˜ C¯ σC C˜ N · 10−5
– 64 21,4 77 65 21,9 82 69 18,3 79 2.503
abbilden 71 27,7 61 71 25,4 60 72 25,1 59 3.323
beiseite halten 92 9,5 97 94 6,8 99 94 7,6 98 290
einführen 93 17,2 96 94 10,0 96 96 3,7 97 114
einsetzen 99 1,2 100 99 1,2 100 99 1,4 100 23
einstellen 96 5,1 97 96 6,1 99 96 5,3 98 176
entfernen 99 2,0 100 99 1,8 100 96 15,2 100 22
freilegen 99 1,5 100 99 1,2 100 99 1,0 100 14
Gesamt 89 10,7 98 90 9,3 99 90 9,7 98 6.465
Tabelle B.19: Korrektklassifikationssrate der Aktionserkennung der linken Hand, ange-
wandt auf die FESS- und Diskektomie-Daten (LAZ*); Metrik-Werte in % mit Mittelwert




Aktion R¯ σR R˜ R¯ σR R˜ R¯ σR R˜ N · 10−5
– 51 35,9 34 44 38,0 21 52 36,2 55 2.503
abbilden 89 23,7 97 98 2,0 98 90 23,5 97 3.323
beiseite halten 33 23,2 36 42 33,1 44 46 31,0 48 290
einführen 43 31,7 33 74 25,3 77 66 29,6 68 114
einsetzen 1 1,3 0 2 4,6 0 1 3,9 0 23
einstellen 45 19,0 49 55 24,0 62 47 17,6 46 176
entfernen 14 22,9 0 3 5,3 0 6 5,2 8 22
freilegen 3 5,9 0 1 2,6 0 18 29,1 0 14
Gesamt 35 20,4 36 40 16,9 59 41 22,0 53 6.465
Tabelle B.20: Empfindlichkeit der Aktionserkennung der linken Hand, angewandt auf
die FESS- und Diskektomie-Daten (LAZ*); Metrik-Werte in % mit Mittelwert (R¯), Stan-
dardabweichung (σR) und Median (R˜); Anzahl Stichproben (N)
LAZ2 LAZ4 LAZ24
Aktion P¯ σP P˜ P¯ σP P˜ P¯ σP P˜ N · 10−5
– 70 25,1 79 73 22,2 77 74 22,6 82 2.503
abbilden 62 42,4 90 53 44,3 89 53 45,2 89 3.323
beiseite halten 26 28,5 14 40 37,0 43 41 31,9 48 290
einführen 12 13,9 8 21 16,2 20 17 14,6 17 114
einsetzen 17 34,5 0 24 41,9 0 2 5,9 0 23
einstellen 42 36,1 41 37 32,1 38 36 33,6 30 176
entfernen 7 22,4 0 1 4,7 0 2 3,7 0 22
freilegen 1 3,5 0 1 2,5 0 6 12,2 0 14
Gesamt 30 25,8 17 31 25,1 34 29 21,2 27 6.465
Tabelle B.21: Genauigkeit der Aktionserkennung der linken Hand, angewandt auf die
FESS- und Diskektomie-Daten (LAZ*); Metrik-Werte in % mit Mittelwert (P¯ ), Standard-




B.3.1 Rechte Hand des Chirurgen
Instrument Aktion C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
– – 71 2,4 71 28 8,3 27 63 10,9 61 1.191
– injizieren 96 1,5 96 48 38,5 54 27 21,4 27 94
Fasszange, gewinkelt abtragen 95 1,8 96 89 7,5 90 84 5,1 85 626
Fasszange, gerade abtragen 89 3,2 90 83 8,2 86 79 6,4 81 951
Doppelelevatorium abtragen 96 1,7 96 78 6,2 76 27 40,4 0 142
Doppelelevatorium beiseite halten 96 0,8 97 0 0,5 0 20 34,9 0 138
Nasal Spekulum einführen 98 0,9 98 51 25,3 46 57 25,1 63 116
Sauger, gerade saugen 88 3,6 89 89 6,8 91 55 7,2 53 505
Sauger, gewinkelt saugen 95 2,2 95 94 8,0 98 63 7,2 62 286
Pinzette, gewinkelt einführen 98 1,1 98 85 15,3 85 7 20,4 0 15
Gesamt 92 1,9 96 65 12,5 77 48 17,9 59 4.063
Tabelle B.22: Teilergebnisse der Aktivitätsinferenz der rechten Hand, angewandt auf
die FESS-Daten (RHF); Metrik-Werte Korrektklassifikationsrate (C), Empfindlichkeit (R)




Instrument Aktion C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
– – 69 2,5 69 1 0,7 1 59 18,2 63 734
Fasszange, gerade entfernen 88 2,8 88 60 13,7 60 60 12,8 60 357
Doppelelevatorium freilegen 95 3,9 97 66 15,2 61 20 16,8 17 34
Sauger, gerade beiseite halten 96 2,5 96 40 31,2 33 21 20,0 16 52
Pinzette, gerade beiseite halten 97 2,0 98 68 30,1 83 12 19,5 0 10
Pinzette, gerade einsetzen 97 3,6 98 45 33,8 46 24 24,4 20 51
Bipolar einsetzen 89 4,0 89 58 32,2 68 3 4,5 0 13
Bipolar koagulieren 95 3,4 96 15 15,2 10 32 19,7 37 100
Nervenhäkchen freilegen 87 7,0 86 63 15,7 66 54 9,6 54 337
Operationsmikroskop einstellen 95 1,5 95 75 16,9 81 68 14,8 66 176
Spreizer einsetzen 95 2,5 96 23 27,4 7 6 10,2 0 25
Knochenstanze beiseite halten 93 2,8 92 40 33,7 26 2 3,0 0 9
Knochenstanze entfernen 92 2,9 93 59 20,4 51 58 21,6 65 256
Salzlösung spuelen 93 2,9 94 26 21,4 19 41 18,6 36 148
Skalpell schneiden 96 2,8 97 66 27,9 75 38 12,6 38 66
Schere schneiden 97 1,6 97 78 27,0 86 27 12,6 29 33
Gesamt 92 3,0 95 49 22,7 52 33 14,9 34 2.402
Tabelle B.23: Teilergebnisse der Aktivitätsinferenz der rechten Hand, angewandt auf die
Diskektomie-Daten (RHD); Metrik-Werte Korrektklassifikationsrate (C), Empfindlichkeit
(R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung (σx) und Median
(x˜); Anzahl Stichproben (N)
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Instrument Aktion C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
– – 71 3,8 71 16 15,7 15 61 24,9 67 1.925
– injizieren 98 2,3 98 55 42,5 76 25 19,2 32 94
Fasszange, gewinkelt abtragen 98 2,6 98 90 7,6 92 85 4,7 86 626
Fasszange, gerade abtragen 94 6,0 93 84 7,7 85 69 25,3 79 951
Fasszange, gerade entfernen 94 7,1 99 48 17,3 43 50 25,2 57 357
Doppelelevatorium abtragen 98 2,7 98 64 29,5 74 18 33,5 0 142
Doppelelevatorium beiseite halten 98 1,9 97 0 0,3 0 11 29,8 0 138
Doppelelevatorium freilegen 98 3,9 100 77 20,5 75 23 18,4 22 34
Nasal Spekulum einführen 98 1,7 98 11 14,1 9 52 34,7 53 116
Sauger, gerade beiseite halten 98 3,7 100 41 31,7 43 14 19,4 0 52
Sauger, gerade saugen 94 5,9 94 92 5,1 92 36 28,8 54 505
Sauger, gewinkelt saugen 97 3,3 98 97 4,1 99 55 15,0 59 286
Pinzette, gewinkelt einführen 98 2,0 97 20 4,9 20 6 20,4 0 15
Pinzette, gerade beiseite halten 99 4,3 100 92 7,4 94 19 31,5 0 10
Pinzette, gerade einsetzen 99 1,9 100 58 24,1 64 28 27,1 28 51
Bipolar einsetzen 96 4,9 100 73 17,5 76 3 5,2 0 13
Bipolar koagulieren 98 3,3 100 13 14,4 4 37 21,1 40 100
Nervenhäkchen freilegen 94 7,1 100 60 15,8 63 55 16,4 61 337
Operationsmikroskop einstellen 97 3,5 100 86 12,3 89 57 7,5 56 176
Spreizer einsetzen 98 2,2 100 19 18,7 16 9 14,2 0 25
Knochenstanze beiseite halten 95 7,2 99 35 19,3 42 1 1,7 0 9
Knochenstanze entfernen 96 6,0 100 36 22,4 33 59 23,2 67 256
Salzlösung spuelen 96 4,6 100 45 19,8 48 44 16,2 44 148
Skalpell schneiden 98 3,0 100 81 18,1 85 40 13,0 43 66
Schere schneiden 98 1,8 100 81 26,8 99 26 12,0 27 33
Gesamt 96 3,9 99 55 16,7 59 35 19,5 40 6.465
Tabelle B.24: Teilergebnisse der Aktivitätsinferenz der rechten Hand, angewandt auf
die FESS- und Diskektomie-Daten (RHZ); Metrik-Werte Korrektklassifikationsrate (C),
Empfindlichkeit (R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung
(σx) und Median (x˜); Anzahl Stichproben (N)
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B.3.2 Linke Hand des Chirurgen
Instrument Aktion C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
– – 86 2,7 87 82 9,9 85 57 6,7 58 627
Endoskop abbilden 61 3,9 63 88 3,5 89 98 1,6 99 3.323
Nasal Spekulum einführen 96 1,2 96 97 3,4 97 9 24,0 0 19
Pinzette, gewinkelt einführen 97 0,8 98 1 1,7 0 14 22,8 0 95
Gesamt 85 2,1 92 67 4,6 84 45 13,8 57 4.063
Tabelle B.25: Teilergebnisse der Aktivitätsinferenz der linken Hand, angewandt auf die
FESS-Daten (LHF); Metrik-Werte Korrektklassifikationsrate (C), Empfindlichkeit (R) und
Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung (σx) und Median (x˜);
Anzahl Stichproben (N)
Instrument Aktion C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
– – 50 11,2 51 76 13,1 77 96 4,0 98 1.877
Fasszange, gerade entfernen 93 7,1 94 29 37,1 18 1 2,6 0 14
Doppelelevatorium freilegen 99 1,7 100 58 32,8 60 11 16,2 0 14
Sauger, gerade beiseite halten 87 5,1 88 53 24,4 60 41 24,8 42 290
Operationsmikroskop einstellen 92 4,3 94 77 21,9 86 54 15,7 57 176
Spreizer einsetzen 98 2,5 98 37 33,5 33 13 20,0 0 23
Knochenstanze entfernen 98 1,5 98 49 35,8 48 7 12,1 0 9
Gesamt 88 4,8 95 54 28,4 67 32 13,6 24 2.402
Tabelle B.26: Teilergebnisse der Aktivitätsinferenz der linken Hand, angewandt auf die
Diskektomie-Daten (LHD); Metrik-Werte Korrektklassifikationsrate (C), Empfindlichkeit
(R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung (σx) und Median
(x˜); Anzahl Stichproben (N)
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Instrument Aktion C¯ σC C˜ R¯ σR R˜ P¯ σP P˜ N · 10−3
– – 55 32,1 40 29 21,8 21 81 18,6 84 2.503
Fasszange, gerade entfernen 97 4,4 99 32 36,6 28 3 8,5 0 14
Doppelelevatorium freilegen 96 13,8 100 1 2,4 0 0 0,0 0 14
Endoskop abbilden 76 23,8 68 91 16,1 95 60 44,7 92 3.323
Nasal Spekulum einführen 98 1,9 99 100 0,0 100 9 24,7 0 19
Sauger, gerade beiseite halten 63 40,7 95 82 32,7 95 6 9,1 0 290
Pinzette, gewinkelt einführen 99 1,3 100 10 13,8 1 47 44,2 49 95
Operationsmikroskop einstellen 96 4,0 100 0 0,0 0 0 0,0 0 176
Spreizer einsetzen 99 1,1 100 0 0,0 0 23
Knochenstanze entfernen 97 15,8 100 20 40,0 0 1 0,0 1 9
Gesamt 88 13,9 99 37 16,3 13 23 16,6 0 6.465
Tabelle B.27: Teilergebnisse der Aktivitätsinferenz der linken Hand, angewandt auf die
FESS- und Diskektomie-Daten (LHZ); Metrik-Werte Korrektklassifikationsrate (C), Emp-
findlichkeit (R) und Genauigkeit (P) in % mit Mittelwert (x¯), Standardabweichung (σx)
und Median (x˜); Anzahl Stichproben (N)
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Die vorliegende Arbeit beschäftigt sich mit der automatischen Erkennung von
chirurgischen Aktivitäten im Operationssaal. Die chirurgische Aktivität wird
dabei als elementarer Arbeitsschritt des Arbeitsablaufes oder auch Workflows
im OP betrachtet. Die Notwendigkeit für die Ermittlung des aktuellen Ar-
beitsschrittes ergibt sich aus der fortschreitenden Entwicklung des klassischen
zum assistierenden OP, in dem eine große Anzahl von unterstützenden Sys-
temen und Geräten vorhanden sind. Ein chirurgisches Assistenzsystem muss
vom Personal gesteuert werden oder selbst Informationen über den aktuellen
Status des Eingriffs ermitteln. Da die zunehmende Anzahl an Geräten im OP
eine sichere und fehlerfreie Steuerung immer mehr erschwert, kann die au-
tomatische Aktivitätserkennung einen wertvollen Beitrag leisten. Weiterhin
sind Assistenzsysteme denkbar, welche bisher nicht umsetzbar waren.
Die automatische Aktivitätserkennung nimmt eine wichtige Stellung im As-
sistenzprozess ein. Ohne sie haben folgende Assistenzsysteme keine Informa-
tionen über den aktuellen Status im OP. Die Ansätze im bisher noch über-
schaubaren Forschungsfeld bedienen sich verschiedener Methoden, um diese
Aufgabe zu lösen. Vor allem Videoauswertung, Sensorsignale und Geräte-
überwachung stehen im Fokus. Allen Lösungen gemein ist das Fehlen eines
ganzheitlichen Ansatzes, welcher sich nicht auf Spezialfälle der Chirurgie be-
schränkt. In der Arbeit werden entsprechende Anforderungen definiert und
analysiert, bestehende Lösungen bewertet und ein alternatives Erkennungs-
konzept entworfen sowie evaluiert.
Das entworfene Erkennungsmodell stützt sich dabei auf das Beschreibungs-
modell einer chirurgischen Aktivität mit deren einzelnen Perspektiven. Jede
der Aktivitätsperspektiven wird gesondert behandelt und jeweils ein Erken-
nungssystem mit entsprechendem Messsystem konzipiert. In einem überge-
ordneten Schritt werden die Ergebnisse aus der Perspektivenerkennung zu
einer Aktivitätsabschätzung integriert. Das somit entstandene hierarchische
Modell bedient sich dabei einer sich wiederholenden Erkennungsmethodik aus
Signalaufbereitung, Merkmalsextraktion und Sequenzklassifikation. Dadurch
wird eine fortschreitende Abstraktion der erhobenen Informationen erreicht.
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In einer Evaluation wurde das entworfene System auf seine Leistungsfä-
higkeit und die Erfüllung der gestellten Anforderungen getestet. Die dazu
durchgeführten Studien beruhten auf simulierten Eingriffen, welche in ei-
nem Demonstrations-OP mit realen Personen und einem plastischen Patien-
tenmodell durchgeführt wurden. Es wurden Nasen- und Nasennebenhöhlen-
(FESS) sowie mikrochirurgische Bandscheibeneingriffe (Diskektomie) durch-
geführt. Die während der Studien erhobenen Messdaten dienten der Para-
metrisierung und zum Training des Erkennungsmodells, welches mit einem
Kreuzvalidierungsverfahren getestet wurde.
Die erhaltenen Ergebnisse belegen eine grundlegende Eignung des Erken-
nungsmodells für die automatische Aktivitätserkennung in unterschiedlichen
Eingriffsszenarien, wenngleich die Erkennungsleistung einzelner Perspekti-
ven steigerbar ist. Dies ist in einer detaillierten Darstellung der Ergebnisse
und der Diskussion thematisiert. Mögliche Erweiterungen und Modifikatio-
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