This project was designed to demonstrate the use of the Radiation Detection Scenario Analysis Toolbox (RADSAT) radiation detection transport modeling package (developed in a previous NA-22 project) for specific radiation detection scenarios important to proliferation detection. RADSAT is founded on a 3-dimensional deterministic radiation transport solver capable of efficiently computing the radiation field at all points in complex, large-scale problems (e.g. buildings). These results are then coupled to a Monte Carlo detector response simulator. For this project Pacific Northwest National Laboratory (PNNL) staff applied RADSAT to two specific instruments and scenarios, in close collaboration with the developers of each technology. The first is a neutron-scatter camera for detection of concealed neutron-emitting sources developed at Sandia National Laboratories (SNL) and the second is a spent-fuel verification system for fuel assemblies in storage casks developed at Idaho National Laboratory (INL).
However, it was demonstrated that RADSAT calculated the correct individual detector response, which indicates that RADSAT could be an appropriate tool for modeling neutron scatter cameras if MCNP-PoliMi were to be used as the RADSAT Monte Carlo detector response module. Incorporating MCNP-PoliMi into RADSAT in addition to MCNP5 would require a minimal amount of code development, testing, and quality assurance. In terms of computational run time, for very simple low scattering scenarios, RADSAT may not have a computational speed advantage over MCNP5, but for more complicated, larger, or highly scattering problems (which are probably more realistic), RADSAT may have computational run times shorter than MCNP5.
For the simulation of the spent fuel cask gamma-ray scanner, the solution accuracies for the RADSAT simulations were reasonable (less than 15% different from experimental results) and comparable to the current standard (MCNPX) for all of the compared values for both full and empty assembly positions. RADSAT also ran 60% faster than Monte Carlo N-Particle eXtended (MCNPX), with both codes optimized for speed. In addition, the time to set up a RADSAT run is probably much less than the time to set up and optimize an MCNPX input deck with appropriate variance reduction, making the total time to solution even faster for RADSAT than just the computational run time advantage. 
Tables

Introduction and Background
The primary objective of this one-year effort was to exercise the Radiation Detection Scenario Analysis Toolbox (RADSAT) package in modeling problems relevant to proliferation detection, and to evaluate RADSAT's efficacy as an assessment and design optimization tool for technologies being developed in the Special Nuclear Material (SNM) Movement Detection portfolio. The primary metrics for evaluation (and comparison to purely Monte Carlo methods) were solution accuracy and computational efficiency. The two case-study instrument development projects were the Neutron Scatter Camera at Sandia National Laboratories (SNL) and the Spent Fuel Cask Gamma-Ray Scanner at Idaho National Laboratory (INL).
RADSAT for SNM Movement Detection Scenarios
Radiation transport methods fall into one of two broad categories: stochastic (Monte Carlo) and deterministic. Monte Carlo methods are typically the tool of choice for simulating the response of neutron and gamma-ray detectors operating in national security settings, but deterministic codes that discretize the linear Boltzmann transport equation in space, angle, and energy offer potential advantages in computational efficiency for many complex 3-D scenarios, particularly those with a high degree of attenuation or scattering. The RADSAT package was developed to couple both methods to realize the benefits and mitigate the shortcomings of both methods. To do so, RADSAT is founded on a 3-dimensional deterministic radiation transport solver capable of efficiently computing the radiation field at all points in complex, large-scale problems. The deterministically calculated fluxes at locations of interest are then converted into Monte Carlo source terms. These source terms are then used in Monte Carlo simulations of radiation transport through radiation detectors to determine the detector response. Currently, the deterministic code that RADSAT uses is Attila [1] and the Monte Carlo code it is coupled to is source modified version Monte Carlo N-Particle Version 5 (MCNP5) [2] with the coupling algorithm.
RADSAT was developed by PNNL during FY06-FY09 under support from the NA-22 Simulation, Analysis, and Modeling portfolio. Through a series of benchmarking problems, RADSAT was shown to provide considerable advantages (in terms of computational time) over Monte Carlo methods for a number of scenario types, particularly those with a high degree of scatter or attenuation. These computational-time benefits, however, do not necessarily extend to all problem types due to issues associated with deterministic transport methods (e.g. mitigation of ray effects, mesh refinement, solutionaccuracy assessment). Applications considered in previous RADSAT development included radiation portal monitors, instrumented containers for in-transit monitoring of maritime cargo, UF 6 cylinder verification for fuel-cycle safeguards, and prompt gamma neutron activation analysis for chemical munitions assay [3] 
Feasibility studies for particular radiation detection scenarios, requested by DOE and other agencies, are a common exercise at DOE laboratories and were the primary motivating application for RADSAT development. Potential users include SNM Movement Detection Research and Development (R&D) projects that have plans to utilize modeling for viability studies, design optimization or performance evaluation. Other potential users of RADSAT would include emergency response teams, analysts at the United States Department of Energy (DOE) laboratories, and intelligence agencies. Modeling tools such as RADSAT are also frequently used by instrument developers for design optimization. This demonstration project will provide a valuable assessment of how well RADSAT performs when used for these purposes in instrument development projects relevant to proliferation detection. The two case-study instrument development projects will be the Neutron Scatter Camera at Sandia National Laboratories (SNL) and the Spent Fuel Cask Scanner at Idaho National Laboratory (INL).
Modeling of the Fast Neutron Scatter Camera from SNL
For the simulations of the Neutron Scatter Camera, Sandia National Laboratories (SNL) uses Monte Carlo N-Particle -Politecnico di Milano (MCNP-PoliMi) because it has been designed to model interactions as closely as possible by faithfully reproducing the physics for a Monte Carlo scattering event [7] [8] . MCNP-PoliMi is a modified version of MCNP4c. The concern with MCNP5 is that in its source coding, it neglects energy/ momentum conservation in its variance reduction in order to reduce the computation time needed to estimate average quantities (be that energy deposition, track length, and other tally variables). This is very problematic when tracking single particles between multiple detectors is necessary, as it is in the scatter camera. While the average scattering quantities should be correct, individual particles need to be tracked correctly for coincidence counting.
For a simulation, events are generated from simulated sources in MCNP-PoliMi to determine the total neutron energy deposition per interaction within the detectors. It can happen that a neutron interacts by scattering multiple times in multiple detectors. The ROOT framework is then used to process the calculated collection of energy depositions to derive detector hits. A real detector's response is simulated with experimental inputs from calibration files; these are the energy, pulse shape discrimination, and time-of-flight. These calibrations can be used to model things like resolution, gain, offset, etc. A flow diagram of the first step in the ROOT code is shown below in Figure 1 . At this point, the MCNP-PoliMi data resembles real, experimental data, and its analysis follows the same analysis chain as the real data. The data is then processed and imaged. The nominal set of cuts is to ensure that the energies and the pulse shape discriminator (PSD) are not negative or saturated. To image, it is required that a neutron scatters in both a front and rear plane detector, and that the time-of-flight (TOF) is reasonable. The PSD is used to give the likelihood for being a neutron or a gamma, and the TOF also enters into this likelihood analysis. The cuts are hard coded into the analysis [10] [11].
The detector transport module of RADSAT, called the detector response function (DRF), currently uses MCNP5, so it does not produce all of the information required for the SNL scatter camera data processing code, as described above. Thus, RADSAT currently will not work for generating images for the scatter camera system. However, with minimal code development, MCNP-PoliMi could be added as an alternate detector response module in RADSAT and the simulations would be possible.
Until then, another metric we can use to compare simulated results from RADSAT and MCNP-PoliMi is the detector response (F8) tally. Demonstrating that the count rates and spectra in the detectors are similar for RADSAT, MCNP5, and MCNP-PoliMi with the F8 tally may indicate that RADSAT would be an appropriate tool for modeling scatter cameras if MCNP-PoliMi were used as the RADSAT DRF. This is because it would prove that the particle transport is handled correctly throughout the problem, excepting for the particle by particle Monte Carlo scattering information between detectors needed for the image processing. However, if the average quantities in the two codes match, then the modifications made by MCNP-PoliMi would be the only difference. Therefore, the main comparison metric between all of the codes is the sum of the normalized detector responses in all of the detectors.
To test this analysis, the simulations of two test cases done at SNL were compared to the experimental data. The first test case for comparison is an unshielded, 104µCi, 252 Cf source located three meters away from the front of the detector. This test had a count time of just less than 10 minutes. The second case for comparison was the same 104µCi, 252 Cf source, but shielded with a cylindrical polyethylene pig and located two meters out, sixty cm left, and one meter down from the front of the detector. This test had a count time of just less than 3½ hours. For both cases, MCNP-PoliMi, MCNP5, and RADSAT are all used to compare to the experimental data. The MCNP model of the detector was provided by SNL and used for the MCNP-PoliMi, MCNP5, and the detector response module in the RADSAT simulation. This provided a consistent and correct detector model for all simulations which allows for a consistent comparison of the codes.
To compare the run times, all actual computer run times were normalized to a single Intel Xeon E5506 CPU at 2.13GHz on a machine with a Microsoft Windows operating system. While most of the runs were actually run on a machine that matches those specifications, some were run on a slightly different machine, so they are normalized by processor speed to provide an appropriate and consistent comparison. No variance reduction was used in any of the MCNP5 cases or the detector response module in RADSAT so that the run times compare RADSAT to purely analog Monte Carlo transport.
Modeling of the First (Bare, Unshielded) 252 Cf Source Test Case for the Neutron Scatter Camera
The first scenario is the simplest test case, being a bare source and no shielding between the source and the detector. Simulations of this scenario are very computationally inexpensive because there is no scattering except for in the detector. A visualization of the MCNP5 model of the scenario is shown below in Figure 2 . For the RADSAT simulation of the bare 252 Cf scenario the mesh is a void block 50cm x 50cm x 330 cm meshed to a tightness of 0.1 m. The cross section library used was kynea_4Ee18. The maximum outer and inner iterations were both 100, and the convergence criterion was 1E-4. The quadrature used was Triangle Chebychev Double Legendre, S N = 12, P N = 3, with Galerkin Scattering turned on. While this is much more scattering fidelity than needed for the transport, it is necessary to have all of the angular data when porting to the detector response module in RADSAT. An uncollided point source flux edit was taken by space and energy at points centered on the front face of each detector in the front array. There were no collided calculations performed as there is no material in the far field transport for the source to scatter on. The calculation was simply a ray-tracing calculation and the FSDS calculation halted after this. However, an uncollided flux file was created, so the uncollided scalar flux edits at the detectors were merged with a blank collided file (all values were 0) in order to use the merger application to generate an LCF file that was compatible with the MCNP5 source subroutine executable.
A plot comparing the sum of the detector responses are shown below in Figure 3 . As can be seen, all of the simulation tools yield consistent results both with each other and with the experimental data.
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1.E-01 While post-processing these data from the experiment and the MCNP-PoliMi run, SNL's ROOT code calculates the intrinsic efficiency of the detectors. This is a ratio of how many particles enter the detector to how many contribute a coincidence count that is used for the image. A plot of the energy dependent intrinsic efficiency of the detector is shown below in Figure 4 . From this parameter, a "neutron effective area" is also calculated in the ROOT code. This parameter is the surface area of the detector multiplied by the intrinsic efficiency of the detector. Essentially, this represents the cross section of the detector that the neutrons from the source are exposed to. An energy dependent plot of this parameter is shown below in Figure 5 . As can be seen, the MCNP-PoliMi results are consistent with the experimental results. When comparing the actual coincidence counting detector response that leads to a count for the image, there two methods of comparing solution accuracy. The first is the image that it produces and the second is the energy spectra of the counts. Because of the limitations in MCNP5 previously mentioned, only the experimental data and the MCNP-PoliMi run can actually generate an image. These are both shown below respectively in Figure 6 . The black dots represent the actual location of the source. For both the experiment and MCNP-PoliMi, the correct location of the source is encompassed by the maximum likelihood region indicated in the images. The energy spectra of the counts that generated the images above in Figure 6 are also important to compare. For the MCNP5 and RADSAT simulations, the MCNP-PoliMi intrinsic efficiency is assumed to generate the spectra. This is what the spectra would look for those two codes if the same modification in the MCNP-PoliMi scattering were made in MCNP5 and RADSAT. A plot of these comparisons are shown below in Figure 7 . As can be seen, they once again yield consistent results.
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1.E+01 Along with solution accuracy (both image and spectra), the other performance metric is computational run time. The results of both the computational accuracy and run times are compared below in Table 1 . First, the MCNP-PoliMi results matches the experimental data for both the image and the spectra. This shows that MCNP-PoliMi can faithfully simulate this scenario. MCNP5 and RADSAT results also match the experimental data (as well as MCNP-PoliMi) for the bulk transport and individual detector response. Assuming they would have the same intrinsic efficiency as MCNP-PoliMi, their spectra of the coincidence counts would match as well.
As for the run time, both MCNP5 and MCNP-PoliMi took about 44 minutes to simulate the almost 10 minute experimental run, while the RADSAT simulation took only about 16 minutes to simulate the same amount of real time. This shows that there is possibly a computational advantage to using RADSAT for very simple cases with no scattering because Attila only has to run a ray tracing calculation. However, it could be possible to reduce the MCNP5 run times dramatically using variance reduction such as source biasing. For cases this simple, with no scattering, MCNP5, with variance reduction, could run faster than RADSAT. However, most real life scenarios will have scattering in them which would increase the run time of both methods. 
Modeling of the Second (Polyethylene Pig Shielded) 252 Cf Source Test Case for the Neutron Scatter Camera
To test a somewhat more representative scenario of how the Neutron Scatter Camera would be used, the same 252 Cf source as the first scenario was placed in a Polyethylene pig shield to provide both shielding and moderation of the neutron source. The source was also placed off center to provide a more complicated image reconstruction. A diagram of this scenario is shown below in Figure 8 . For the RADSAT simulation a first scattered distributed source (FSDS) calculation was performed angular flux distribution within the polyethylene that was stored as a .dat file. An Attila calculation was performed, using this .dat file as a volume source to generate an angular flux distribution on the surface of the polyethylene cylinder. The sn2ptsrc utility was used to collapse this angular flux distribution into a non-isotropic point source. This point source was used for another FSDS calculation that calculated the point edit angular flux in front of the center of each individual detector in the front array of the scatter camera. This second Attila run was comparable to the run in the first scenario. The results were then used as input in an MCNP5 calculation using a source subroutine.
The mesh is composed of two regions. The first is a large cylinder with a small cylinder bored out of the center of the top half of the large cylinder. The large cylinder has a diameter of 26.67 cm and a height of 30.48 cm. The small cylinder has a diameter of 6.35 cm and a height of 15.24 cm. A void box is placed around the large cylinder. The box is 36cm x 36cm x 36cm. The large cylinder is filled with polyethylene with a density of 1 g/cc and everything else is void. The region filled with polyethylene is meshed to a tightness of 0.05 m, while the void is meshed to a tightness of 1 m. The cross section library used was kynea_4Ee18. The quadrature used was Square Chebychev Lobatto, with S N =32, P N =3, and Galerkin Scattering turned on. The maximum outer iterations were 50 and the maximum inner iterations were 100. The convergence criterion was 1E-4. An uncollided point source flux edit was taken by space and energy at points centered on the front face of each detector in the front array. Those uncollided scalar flux edits were then merged with a blank collided file (all values were 0) in order to used the merger application to generate an LCF file that was compatible with the MCNP5 source subroutine executable.
A plot comparing the sum of the detector responses are shown below in Figure 9 . As can be seen, all of the simulation tools yield consistent results both with each other and with the experimental data.
1.E-05
1.E-02 While post-processing these data from the experiment and the MCNP-PoliMi run, SNL's ROOT code calculates the intrinsic efficiency of the detectors. This is a ratio of how many particles enter the detector to how many contribute a coincidence count that is used for the image. A plot of the energy dependent intrinsic efficiency of the detector is shown below in Figure 10 . From this parameter, a "neutron effective area" is also calculated in the ROOT code. This parameter is the surface area of the detector multiplied by the intrinsic efficiency of the detector. Essentially, this represents the cross section of the detector that the neutrons from the source are exposed to. An energy dependent plot of this parameter is shown below in Figure 11 . As can be seen, the MCNP-PoliMi results are consistent with the experimental results. When comparing the actual coincidence counting detector response that leads to a count for the image, there two methods of comparing solution accuracy. The first is the image that it produces and the second is the energy spectra of the counts. Because of the limitations in MCNP5 previously mentioned, only the experimental data and the MCNP-PoliMi run can actually generate an image. These are both shown below respectively in Figure 12 . The black dots represent the actual location of the source. For both the experiment and MCNP-PoliMi, the correct location of the source is encompassed by the maximum likelihood region indicated in the images, although not as well as in the previous scenario. The energy spectra of the counts that generated the images above in Figure 12 are also important to compare. For the MCNP5 and RADSAT simulations, the MCNP-PoliMi intrinsic efficiency is assumed to generate the spectra. This is what the spectra would look for those two codes if the same modification in the MCNP-PoliMi scattering were made in MCNP5 and RADSAT. A plot of these comparisons are shown below in Figure 13 . As can be seen, they once again yield consistent results. Along with solution accuracy (both image and spectra), the other performance metric is computational run time. The results of both the computational accuracy and run times are compared below in Table 2 . The run times for this scenario were much longer than the previous scenario because of the transport through the shield/moderator. The MCNP-PoliMi results match the experimental data for both the image and the spectra. This shows that MCNP-PoliMi can faithfully simulate this scenario. MCNP5 and RADSAT results also match the experimental data (as well as MCNP-PoliMi) for the bulk transport and individual detector response. Assuming they would have the same intrinsic efficiency as MCNP-PoliMi, their spectra of the coincidence counts would match as well.
As for the run time, both MCNP5 and MCNP-PoliMi took almost two weeks to simulate the almost three and a half hour experimental run, while the RADSAT simulation took only about 2 days to simulate the same amount of real time. Therefore, RADSAT was more than seven times faster than MCNP5 for this scenario. This shows that there is possibly a computational advantage to using RADSAT for more complicated and realistic cases with scattering and shielding. It could be possible to reduce both the MCNP5 run times using variance reduction and the RADSAT run times using Attila's up-scatter acceleration capabilities as well as optimizing the deterministic parameters. 
Modeling of the Spent Fuel Cask Gamma-Ray Scanner from INL
The Spent Fuel Cask Gamma-Ray Scanner is a highly collimated detector that measures the gamma-ray response above each fuel assembly location in the cask. A visualization of the scanner is shown below in Figure 14 and the pattern over which it moves to scan all locations is shown below in Figure 15 . Because spent fuel casks are made to shield the radiation from the spent fuel, this is a computationally expensive problem to solve by modeling.
To get around much of this difficulty, the Monte Carlo N-Particle eXtended (MCNPX) [12] model made by INL to evaluate the effectiveness of the detection system has multiple variance reduction techniques in it. First, due to self shielding of the assemblies, only the top 75 cm of the fuel is modeled. Next, there is source biasing in the upward direction toward the scanner. Finally, there are weight windows in sections of the cask lid to increase the gamma importance as the location becomes closer to the detector. All MCNPX simulations described below employ these variance reduction techniques, so the comparison of run times between MCNPX and RADSAT are both for optimized cases, and therefore, fair comparisons.
To compare the run times, all actual computer run times were normalized to a single Intel Xeon E5506 CPU at 2.13GHz on a machine with a Microsoft Windows operating system.
One advantage of RADSAT for this scenario is that the flux can be taken above all assembly locations in a single run. The detector response could then be taken from each location, so the deterministic transport would only have to be run once and the detector response module of RADSAT, which runs on the order of minutes or tens of minutes, could be run for each location. Something similar could be done in MCNPX where the detector is modeled above each of the locations. However this would increase the complexity (and therefore, runtime) of the MCNPX model. Besides run time, total time to solution is important. For this problem it is time and effort intensive to set up the MCNPX model with correct variance reduction techniques. Variance reduction techniques require testing and iteration to optimize their effectiveness, whereas that is not required for the RADSAT model. Therefore, the time to set up the model in RADSAT should be less than that to set up the model in MCNPX.
The specific scenario provided by INL is for Turkey Point Nuclear Reactor spent fuel in a Westinghouse MC-10 spent fuel cask. A diagram of the cask and assembly locations is shown below in Figure 16 . The two assembly positions that were modeled for comparison were the full C2 and empty A4 slots. These positions are indicated by being circled on in Figure 16 . To generate the gamma source term in the spent fuel the Origen-ARP Turkey Point PWR Sample Problem D1.4.4 was used [14] . The only modifications to the run were changing the burnup to 29 MWd/MTU and the cooling time to 29 years to match the particular cask that was measured. This source term was then used in both MCNPX and RADSAT full positions. Visualizations of the cask RADSAT model and the detector MCNP model are shown below in Figures 17 and 18 respectively. The MCNP model of the detector was used for both the RADSAT and MCNPX simulations. For the RADSAT simulation of the spent fuel cask scanner scenario, the mesh was meshed to a tightness of 0.1 m every where in the problem except for the lid, which was meshed to 0.05 m. The cross section library used was 101 groups and generated by the CEPXS module of RADSAT. The maximum outer and inner iterations were both 100, and the convergence criterion was 1E-4. The quadrature used was Triangle Chebychev Lobatto, with an S N of order 8 and a P N of order 2, and Galerkin Scattering turned on. A point source flux edit was taken by space and energy at points centered above each assembly. 
Modeling of the Full C2 Assembly Position
The spectral results of the experimental data, MCNPX and RADSAT for the full C2 assembly position are shown for comparison below in Figure 19 . For analysis of the spent fuel, INL looks at the spectra between 700 keV and 1100 keV as well as certain peaks from different isotopes. The peaks of interest are shown above in Figure 19 and include 662 keV from 137 Cs, 1173 keV from 60 Co, 1274 keV from 254 Eu, and 1332 keV from 60 Co. A comparison of the two simulations methods is compared to the experimental data in Table 3 below. The comparison metric is the integrated area under the energy region for the spectra and the integrated area under the peaks for the discrete isotope lines. As can be seen MCNPX and RADSAT yield consistent results with each other and with the experimental data, less than 15% deviation from experimental in all cases. In terms of run time, it took MCNPX over two days to simulate the 1,000 minutes of detector live time and RADSAT took just over one day to simulate the same detector live time. This means that RADSAT took less than 60% of the time of MCNPX to yield comparable answers. Both codes have been optimized for the best run time, including the MCNPX variance reduction mentioned previously. 
Modeling of the Empty A4 Assembly Position
The spectral results of the experimental data, MCNPX and RADSAT for the empty A4 assembly position are shown for comparison below in Figure 19 . For analysis of the spent fuel, INL looks at the spectra between 700 keV and 1100 keV as well as certain peaks from different isotopes. The peaks of interest are shown above in Figure 19 and include 662 keV from 137 Cs, 1173 keV from 60 Co, 1274 keV from 254 Eu, and 1332 keV from 60 Co. A comparison of the two simulations methods is compared to the experimental data in Table 4 below. The comparison metric is the integrated area under the energy region for the spectra and the integrated area under the peaks for the discrete isotope lines. As can be seen MCNPX and RADSAT yield consistent results with each other and with the experimental data, less than 15% deviation from experimental in all cases. In terms of run time, it took MCNPX over two days to simulate the 1,000 minutes of detector live time and RADSAT took just over one day to simulate the same detector live time. This means that RADSAT took less than 60% of the time of MCNPX to yield comparable answers. Both codes have been optimized for the best run time, including the MCNPX variance reduction mentioned previously. 
Comparison of the Modeling of the Full C2 and Empty A4 Assembly Positions
Comparing the two assembly position cases (the full C2 slot and the empty A4 slot) produces Figure 21 below. It is apparent that both MCNPX and RADSAT faithfully represent the difference in magnitude in the spectra between the full and empty locations in the cask. It is important to note that there are certain features in the simulated data that are not apparent in the experimental data and vice versa. The 511 keV peak does not show up in the simulated data because the positron annihilation after pair production is not modeled in the Monte Carlo simulations. Therefore, this peak does not show up in either MCNPX or RADSAT. Also, it is quite common for simulated gammaray detector responses show fewer counts than experimental data in the energies just higher than a peak. Again this feature is apparent for both MCNPX and RADSAT. Lastly, the peak heights do not completely match up in the simulated data because of the Gaussian energy broadening terms not being quite the same as the measured data. The metric compared is the integrated counts under each of the peaks or the region of interest.
The only computational feature not shared between MCNPX and RADSAT results is that RADSAT does begin to deviate somewhat in the lower energies due to scattering parameters and convergence. These issues could be resolved to match the spectra at lower energies with longer run times. That was not done for these cases because it is below the region of interest for the problem.
Conclusions
The detector response module of RADSAT uses MCNP5, which does not produce all of the information required for the SNL scatter camera data processing code. SNL models the scatter camera with MCNPPoliMi, which utilizes more accurate neutron elastic scattering physics and secondary gamma-ray production essential for modeling time-dependent events in multiple detectors. Therefore, RADSAT currently will not work for generating images for the scatter camera system. However, another metric used to compare simulated results from RADSAT and MCNP-PoliMi is the individual detector responses. It was demonstrated that the count rates and spectra in the detectors are consistent for RADSAT, MCNP5, MCNP-PoliMi, and the experimental data. This indicates that RADSAT could be an appropriate tool for modeling scatter cameras if MCNP-PoliMi were to be used as the RADSAT Monte Carlo detector response module. Incorporating MCNP-PoliMi into RADSAT in addition to MCNP5 would require a minimal amount of code development, testing, and quality assurance.
For simple and low to no scattering problems, there may not be a computational speed advantage for RADSAT over MCNP5, but for more complicated, larger, or neutron scattering problems (which are probably more realistic), RADSAT may have computational run times shorter than MCNP5. While variance reduction can help speed up the MCNP5 simulations, more large and complex scenarios may see a larger advantage for RADSAT in terms of computational speed.
For the simulation of the spent fuel cask gamma-ray scanner, the solution accuracies for the RADSAT simulations were reasonable (less than 15% different from experimental results) and comparable to the current standard (MCNPX) for all of the compared values for both the full and empty assembly positions. RADSAT also ran 60% faster than MCNPX, with both codes optimized for speed. Also, the time to set up the RADSAT run is probably much less than the time to set up and optimize an MCNPX input deck with appropriate variance reduction, making the total time to solution even faster for RADSAT than just the computational run time advantage.
