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SET-THEORETIC SOLUTIONS OF THE YANG-BAXTER
EQUATION, BRACES AND SYMMETRIC GROUPS
TATIANA GATEVA-IVANOVA
Abstract. We involve simultaneously the theory of matched pairs of groups
and the theory of braces to study set-theoretic solutions of the Yang-Baxter
equation (YBE). We show the intimate relation between the notions of a sym-
metric group (a braided involutive group) and a left brace, and find new results
on symmetric groups of finite multipermutation level and the corresponding
braces. We introduce a new invariant of a symmetric group (G, r), the derived
chain of ideals of G, which gives a precise information about the recursive
process of retraction of G. We prove that every symmetric group (G, r) of
finite multipermutation level m is a solvable group of solvable length ≤ m. To
each set-theoretic solution (X, r) of YBE we associate two invariant sequences
of symmetric groups: (i) the sequence of its derived symmetric groups; (ii) the
sequence of its derived permutation groups and explore these for explicit de-
scriptions of the recursive process of retraction. We find new criteria necessary
and sufficient to claim that (X, r) is a multipermutation solution.
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1. Introduction
Let V be a vector space over a field k. It is well-known that the “Yang–Baxter
equation” on a linear map R : V ⊗ V → V ⊗ V , the equation
R12R23R12 = R23R12R23
(where Ri,j denotes R acting in the i, j place in V ⊗ V ⊗ V ), gives rise to a linear
representation of the braid group on tensor powers of V . When R2 = id one
says that the solution is involutive, and in this case one has a representation of the
symmetric group on tensor powers. A particularly nice class of solutions is provided
by set-theoretic solutions, where X is a set and r : X ×X → X ×X obeys similar
relations on X × X × X , [Dri]. Of course, each such solution extends linearly to
V = kX with matrices in this natural basis having only entries from 0,1 and many
other nice properties.
Associated to each set-theoretic solution are several algebraic constructions: the
monoid S(X, r), the group G(X, r), the semigroup algebra kS(X, r) = kR[V ] gen-
erated by X with relations xy = ·r(x, y) (where · denotes product in the free
semigroup, resp free group) and the permutation group G(X, r) ⊂ Sym(X) defined
by the corresponding left translations y 7→ xy for x ∈ X , where r(x, y) = (xy, yx)
(under assumptions which will be given later).
Lu, Yan and Zhu, [LYZ] proposed a general way of constructing set-theoretical solu-
tions of the Yang-Baxter equation using braiding operators on groups, or essentially,
the matched pairs of groups. In his survey Takeuchi [Ta] gave an introduction to
the ESS-LYZ theory, reviewing the main results in [LYZ, ESS], from a matched
pair of groups point of view, among them a good way to think about the properties
of the group G(X, r) universally generated from (X, r). In particular it is known
that the group G(X, r) is itself a braided set in an induced manner and this is the
starting point of these works. Following Takeuchi, [Ta], in this paper ”a symmetric
group” means ”a braided group (G, σ) with an involutive braiding operator σ”. In
2006 Rump introduced new algebraic structures called ”braces” as a generaliza-
tion of radical rings. In a series of works, see for example [Ru06, Ru07, Ru14], he
suggested systematic study of braces and developed, ”a brace theory approach”
to cycle sets and set-theoretic solutions of YBE. Recently the study of braces
intensified and the ”braces approach” to YBE produced new interesting results,
[CJO14, BC, BCJ, BCJO, Mat, Ru14, Smok, CGIS16, LV16, AGV], et all.
We propose a new integral approach: to involve simultaneously the theory of
matched pairs of groups and the theory of braces in the study of set-theoretic
solutions of YBE. In the paper we follow two main directions. 1. We study gen-
eral symmetric groups and general braces. More specifically, we are interested in
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the properties of symmetric groups (G, r) which have finite multipermutation level,
or satisfy various special conditions. 2. We study symmetric sets (X, r) and the
associated symmetric groups G = G(X, r) and G = G(X, r), each endowed canoni-
cally with a left brace structure. In this case we find a strong correlation between
certain properties of the generating symmetric set and the properties of G and G,
respectively, each of them considered as a symmetric group and as a brace. We find
new criteria, each necessary and sufficient to claim that (X, r) is a multipermuta-
tion solution (we write m = mplX < ∞ in this case). The paper is organized as
follows. Section 2 contains preliminary material and collects some known results
and facts which are used throughout the paper. In Section 3 we discuss matched
pairs of groups, symmetric groups in the sense of [Ta] and braces. Theorem 3.6
verifies the equivalence between the notion of a symmetric group (G, σ), and the
notion of a left brace (G,+, ·). It is known that each of these two structures on G
implies that (G, σ) forms a (non-degenerate) symmetric set in the sense of [ESS],
see [LYZ, Ru06]. Sections 4 and 5 are central for the paper. In Section 4 we study
the recursive process of retraction of general symmetric groups and braces. Subsect.
4.1 gives some useful technical results, Subsect. 4.2, discusses briefly the retraction
of a general symmetric group (G, r). In Subsect. 4.3 we introduce the derived chain
of ideals of G (or abbreviated: DCI ), study its properties, and show that it is
an invariant of the group which encodes a precise information about the recursive
process of retraction on (G, r), see Proposition 4.17. Theorem 4.21 gives some new
conditions equivalent to mpl(G, r) = m < ∞. An important application of DCI of
a group (G, r) is Theorem 4.22 which proves that every symmetric group (G, r) of
finite multipermutation level m is a solvable group of solvable length ≤ m. In Sec-
tion 5 we describe the retractions of the symmetric group (G, rG) associated with a
general solution (X, r) and apply these to study the process of retraction of a solu-
tion in the most general case. Our starting point is the isomorphism of symmetric
groups Ret(G, rG) ≃ (G, rG), where G = G(X, r) is the corresponding permutation
group. To iterate this and describe higher retractions we introduce the notions of
derived symmetric groups (Gj , rGj ) = G(Ret
j(X, r)), j ≥ 0, and derived permuta-
tion groups, Gj = G(Ret
j(X, r)), j ≥ 0, related to a solution (X, r). Theorem 5.7
verifies our new formula: Retj G(X, r) ≃ (G(Retj−1(X, r)), j ≥ 1. Theorem 5.15
shows that the symmetric group G(X, r) has finite multipermutation level iff (X, r)
is a multipermutation solution. In this case mplG = m− 1 ≤ mplX ≤ mplG = m.
Moreover, if (X, r) is a square-free solution of arbitrary cardinality, then G and X
have the same multipermutation level, mplG = mplX . In Section 6 we study the
brace (G,+, ·) canonically associated to a symmetric set (X, r), where G = G(X, r).
Theorem 6.1 shows that conditions like ”G is a two-sided brace” or ”(G, rG) is
square-free” are too rigid, each of them implies that (X, r) is a trivial solution. This
motivates our study of some, in general, milder conditions on symmetric groups and
their associated left braces. In Sec 7 we introduce special conditions on the actions
of a symmetric group (G, r) upon itself, such as lri, or Raut and study the effect
of these on the properties of (G, r) and the associated brace (G,+, ·). In Section
8 we study square-free solutions (X, r) with condition lri on a derived symmetric
group, or on a derived permutation group. Theorem 8.2 shows that the symmetric
group G = G(X, r) of a nontrivial square-free solution (X, r) satisfies lri iff (X, r)
is a multipermutation solution of level 2. More generally, mplX = m ≥ 2 iff its de-
rived group (Gm−2, rGm−2) satisfies lri. Theorem 8.5 verifies that mpl(X, r) <∞,
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whenever (X, r) is a finite square-free solution whose permutation group (G, rG)
satisfies lri. The result is generalized by Corollary 8.7.
2. Preliminaries on set-theoretic solutions of YBE
During the last three decade the study of set-theoretic solutions and related struc-
tures notably intensified, a relevant selection of works for the interested reader is
[WX, GIB, ESS, LYZ, GI04, CES, Ru05, Ta, GIM08, GI11, GI12, GIC12, De15,
Mat, CJO14, Ru14, Ve, MS], et all. In this section we recall basic notions and
results which will be used in the paper. We shall use the terminology, notation and
some results from [GI04, GIM07, GIM08, GIM11, GIC12].
Definition 2.1. Let X be a nonempty set (not necessarily finite) and let r :
X×X −→ X×X be a bijective map. In this case we use notation (X, r) and refer
to it as a quadratic set. The image of (x, y) under r is presented as
r(x, y) = (xy, xy).
This formula defines a “left action” L : X × X −→ X, and a “right action” R :
X × X −→ X, on X as: Lx(y) =
xy, Ry(x) = x
y, for all x, y ∈ X . (i) r is non-
degenerate, if the maps Lx and Rx are bijective for each x ∈ X . (ii) r is involutive
if r2 = idX×X . (iii) (X, r) is said to be square-free if r(x, x) = (x, x) for all x ∈ X.
(iv) r is a set-theoretic solution of the Yang–Baxter equation (YBE) if the braid
relation
r12r23r12 = r23r12r23
holds in X ×X ×X, where r12 = r× idX , and r
23 = idX × r. In this case we refer
to (X, r) also as a braided set. A braided set (X, r) with r involutive is called a
symmetric set.
Remark 2.2. Let (X, r) be a quadratic set. The map r is involutive iff the actions
satisfy:
(2.1)
uv(uv) = u, (uv)u
v
= v, ∀u, v ∈ X.
Clearly, an involutive quadratic set (X, r) is square-free iff aa = a, ∀a ∈ X . For
a finite symmetric set (X, r) one-sided non-degeneracy implies non-degeneracy.
Convention 2.3. In this paper we shall consider only the case when r is non-
degenerate. By ”solution” we mean a non-degenerate symmetric set (X, r), where
X is a set of arbitrary cardinality. We shall also refer to it as ”a symmetric set”,
keeping the convention that we consider only non-degenerate symmetric sets. It
is known that in this case X is embedded in G(X, r). We do not assume (unless
stated explicitly) that (X, r) satisfies additional special conditions on the actions.
To each quadratic set (X, r) we associate canonical algebraic objects generated by
X and with quadratic defining relations ℜ = ℜ(r), defined by xy = zt ∈ ℜ(r), iff
r(x, y) = (z, t), and (x, y) 6= (z, t). (i) The monoid S = S(X, r) = 〈X ;ℜ〉, with
a set of generators X and a set of defining relations ℜ(r), is called the monoid
associated with (X, r). (ii) The group G = G(X, r) associated with (X, r) is defined
as G = G(X, r) = gr〈X ;ℜ〉. (iii) Furthermore, to each non-degenerate braided set
(X, r) we also associate a permutation group, denoted G = G(X, r), see Definition
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2.5. If (X, r) is a solution, then S(X, r), resp. G(X, r), G(X, r) is called the Yang–
Baxter monoid, resp. the Yang–Baxter group, resp. the Yang–Baxter permutation
group, or shortly the YB permutation group, associated to (X, r). The YB groups
G(X, r) and G(X, r) will be of particular importance in this paper. In [ESS] G(X, r)
is called the structure group of (X, r), whenever (X, r) is a solution.
Each element a ∈ G can be presented as a monomial
(2.2) a = ζ1ζ2 · · · ζn, ζi ∈ X
⋃
X−1.
We shall consider a reduced form of a, that is a presentation (2.2) with minimal
length n. By convention, length of a, denoted by |a| means the length of a reduced
form of a.
Example 2.4. For arbitrary set X , |X | ≥ 2, denote by τX = τ the flip map
τ(x, y) = (y, x) for all x, y ∈ X. Then (X, τ) is a solution called the trivial solution
on X . Clearly, an involutive quadratic set (X, r) is the trivial solution if and only if
xy = y, for all x, y ∈ X, or equivalently Lx = idX for all x ∈ X . In this case S(X, r)
is the free abelian monoid generated by X , G(X, r) is the free abelian group, and
G(X, r) = {idX} is the trivial group.
It is well known that if (X, r) is a braided set, and G = G(X, r), then the equalities
l1 : x(yz) =
xy(x
y
z), r1 : (xy)
z
= (x
yz)y
z
,
hold for all x, y, z ∈ X . So the assignment x −→ Lx for x ∈ X extends canonically
to a group homomorphism L : G −→ Sym(X), which defines the canonical left
action of G on the set X . Analogously, there is a canonical right action of G on X .
Definition 2.5. Let (X, r) be a non-degenerate braided set, let L : G(X, r) −→
Sym(X) be the canonical group homomorphism defined via the left action. We
set K := kerL. The image L(G(X, r)) is denoted by G = G(X, r) and called the
YB-permutation group of (X, r), [GI04, GIC12]). We shall often refer to it simply
as ”G(X, r)”. The group G is generated by the set {Lx | x ∈ X}.
In a series of works we have shown that the combinatorial properties of a solution
(X, r) are closely related to the algebraic properties of its YB structures. Especially
interesting are solutions satisfying some of the following conditions.
Definition 2.6. [GIM08, GI04] Let (X, r) be a quadratic set.
(1) The following are called cyclic conditions on X .
cl1 : (y
x)x = yx, for all x, y ∈ X ; cr1 : x(
xy) = xy, for all x, y ∈ X ;
cl2 : (
xy)x = yx, for all x, y ∈ X ; cr2 : x(y
x) = xy , for all x, y ∈ X.
(2) Condition lri on (X, r) is defined as
lri: (xy)x = y = x(yx) for all x, y ∈ X.
In other words lri holds if and only if (X, r) is non-degenerate, Rx = L
−1
x ,
and Lx = R
−1
x
It is known that every square-free solution (X, r) satisfies the cyclic conditions
cc and condition lri, so it is uniquely determined by the left action: r(x, y) =
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(Lx(y),L
−1
y (x)), see [GI04, GIM08]. Solutions with lri are studied in sections 7
and 8.
The cyclic conditions was introduced by the author in [GI94, GI96], and was crucial
for the proof that every binomial skew polynomial algebra defines canonically (via
its relations) a set-theoretic solution of YBE, see [GIB]. Algebraic objects with
relations satisfying the cyclic condition were studied later, [GIJO, JO04, CJO06].
Remark 2.7. [GIM08], Proposition 2.25. Suppose (X, r) is a quadratic set. Then
any two of the following conditions imply the remaining third condition: (i) (X, r)
is involutive; (ii) (X, r) is non-degenerate and cyclic; (iii) (X, r) satisfies lri.
Corollary 2.8. Let (X, r) be a solution of arbitrary cardinality. Then (X, r) sat-
isfies condition lri if and only if it satisfies the cyclic conditions cc.
The notions of retraction of a symmetric set and multipermutation solutions were
introduced in the general case in [ESS]. The active study of multipermutation
solutions started in 2004, when the author conjectured that every finite square-
free solution (X, r) has a finite multipermutation level, [GI04]. Multipermutation
solutions were studied in [GI04, GIM07, Ru07, GIM08, GIM11, GIC12, CJO10,
CJO14], et all.
Let (X, r) be a non-degenerate symmetric set. An equivalence relation ∼ is defined
on X as x ∼ y if and only if Lx = Ly. In this case we also have Rx = Ry, see
[ESS]. Denote by [x] the equivalence class of x ∈ X and by [X ] = X/∼ the set of
equivalence classes. The following can be extracted from [GIM08]. The left and
the right actions of X onto itself naturally induce left and right actions on the
retraction [X ], via
[α][x] := [αx], [α][x] := [αx], ∀ α, x ∈ X.
The new actions define a canonical map r[X] : [X ] × [X ] −→ [X ] × [X ], where
r[X]([x], [y]) = (
[x][y], [x][y]). Then ([X ], r[X]) is a non-degenerate symmetric set.
Note that the canonical map µ : X −→ [X ], x 7→ [x] is a braiding-preserving map,
(epimorphism of solutions) that is, (µ×µ)◦r = r[X] ◦ (µ×µ). Furthermore, various
special properties of (X, r) are inherited by its retraction: (i) (X, r) is lri =⇒
([X ], r[X]) is lri. (ii) (X, r) satisfies the cyclic conditions =⇒ ([X ], r[X]) does so.
(iii) (X, r) is square-free =⇒ ([X ], r[X]) is square-free. The solution Ret(X, r) =
([X ], r[X]) is called the retraction of (X, r). For all integers m ≥ 0, Ret
m(X, r) is
defined recursively as Ret0(X, r) = (X, r), Ret1(X, r) = Ret(X, r), Retm(X, r) =
Ret(Retm−1(X, r)). (X, r) is a multipermutation solution of level m, if m is the
minimal number (if any), such that Retm(X, r) is the trivial solution on a set
of one element. In this case we write mpl(X, r) = m. By definition (X, r) is a
multipermutation solution of level 0 if and only if X is a one element set.
The trivial solution (X, τ) is a multipermutation solution of level 1. More generally,
a symmetric set (X, r) has mplX = 1 if and only if it is an involutive permutation
solution of Lyubashenko, see Example 4.1.
We made the following conjecture in [GI04]: Every finite square-free solution (X, r)
is retractable, and therefore it is a multipermutation solution with mpl(X, r) < |X |.
Several independent results verify the Conjecture for the case when the YB-permutation
group G(X, r) is abelian, see [CJO10, CJO14], and [GIC12], where we give also an
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upper bound for the multipermutation level of X : mplX is at most the number
of G-orbits of X . The Conjecture is also true for all square-free solutions (X, r)
of cardinality ≤ 7. Leandro Vendramin was the first who constructed an infinite
family of square free-solutions which are not multipermutation solutions, see [Ve],
hence the Conjecure is not true for general finite square-free solutions. Moreover
Vendramin’s counter example of minimal order (|X | = 8) satisfies both: (i) (X, r)
is an irretractable square-free solution of finite order 8 and (ii) (X, r) is a strong
twisted union of two solutions of multipermutation level 2, see for details Remark
5.12. A natural question arises:
Where is the borderline between the classes of retractable and the nonretractable
solutions? More generally, what can be said about symmetric sets which are not
multipermutation solutions?
Some answers are given by Proposition 4.17, which presents a precise information
about the recursive process of retraction on (G, r) in terms of its derived chain of
ideals.
It is also natural to search new conditions which imply mpl(X, r) < ∞ and this is
one of the main themes discussed in the paper.
3. Matched pairs of groups, symmetric groups, and braces
3.1. Matched pairs of groups, braided groups, and symmetric groups.
The notion of matched pairs of groups in relation to group factorisation has a
classical origin. For finite groups it was used in the 1960’s in the construction of
certain Hopf algebras [KP66]. Later such ’bismash product’ or ’bicrossed product’
Hopf algebras were rediscovered by Takeuchi [Ta81] and Majid [Ma90, Ma90a,
Ma90b]. By now there have been many works on matched pairs in different contexts,
see [Ma95] and references therein. This notion was used by Lu, Yan, and Zhu to
study the set-theoretic solutions of YBE and the associated ’braided group’, see
[LYZ] and the survey [Ta]. Matched pairs of monoids were studied in [GIM08], and
used to characterise general solutions of YBE and extensions of solutions in terms
of matched pairs of their associated monoids.
Definition 3.1. [Ta, Ma95] A matched pair of groups is a triple (S, T, σ), where S
and T are groups and σ : T × S −→ S × T, σ(a, u) = (au, au) is a bijective map
satisfying the following conditions
(3.1)
ML0 : a1 = 1, 1u = u, MR0 : 1u = 1, a1 = a,
ML1 : abu = a(bu), MR1 : auv = (au)v,
ML2 : a(u.v) = (au)(a
u
v), MR2 : (a.b)u = (a
bu)(bu),
for all a, b ∈ T, u, v ∈ S.
Definition 3.2. (1) [LYZ] A braided group is a pair (G, σ), where G is a group and
σ : G×G −→ G×G is a map such that the triple (G,G, σ) forms a matched pair
of groups, and the left and the right actions induced by σ satisfy the compatibility
condition:
(3.2) M3 : uv = (uv)(uv) is an equality in G, ∀u, v ∈ G.
(2) [Ta] A braided group (G, σ), with an involutive braiding operator σ is called a
symmetric group (in the sense of Takeuchi).
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The following results can be extracted from [LYZ], Theorems 1, 2, and 4.
Facts 3.3. (1) The pair (G, σ) is a braided group iff conditions ML1, MR1 and the
compatibility condition M3 (for S = T = G) are satisfied. (2) If (G, σ) is a braided
group, then σ satisfies the braid relations and is non-degenerate. So (G, σ) forms a
non-degenerate braided set in the sense of [ESS]. (3) Let (X, r) be a non-degenerate
braided set, let G = G(X, r) be the associated YB-group, and let i : X −→ G(X, r)
be the canonical map. Then there is unique braiding operator rG : G×G −→ G×G,
such that rG ◦ (i × i) = (i × i) ◦ rG. In particular, if X is embedded in G then the
restriction of rG on X ×X is exactly the map r. Furthermore, (rG)
2 = idG×G iff
r2 = idX×X , so (G, rG) is a symmetric group iff (X, r) is a symmetric set.
We shall refer to the group (G, rG) as the symmetric group associated to (X, r).
3.2. Braces, definition and basic properties. In 2006 Rump introduced and
initiated a systematic study of a new algebraic structure called a brace as a general-
ization of radical rings. In a series of papers he developed ”a brace theory approach”
to cycle sets and set-theoretic solutions of YBE, [Ru06, Ru07, Ru14], et all. He
proved that given a brace (G,+, ·) one can define explicitly a left and a right actions
on G (considered as a set), which define a non-degenerate involutive set-theoretic
solution of YBE denoted by (G, r), see [Ru07] and also [CJO14]. Rump has shown
that for every non-degenerate symmetric set (X, r) one can define canonically an
operation + on the YB group G = G(X, r), which makes (G,+, ·) a left brace, and
therefore a set-theoretic solution of YBE. Recently the number of works on braces
increased rapidly and the ”braces approach” to YBE produced new interesting re-
sults, [CJO14, BC, LV16, Mat, Ru14, BCJ, Smok, CGIS16, LV16, AGV], et all. In
this paper we work with a definition of a brace, given explicitly in [CJO14]. It is
equivalent to Rump’s original definition, [Ru06, Ru07].
Definition 3.4. Let G be a set with two operations ”·” and ”+” such that (G, ·)
is a group, and (G,+) is an abelian group. (i) (G,+, ·) is called a left brace if
(3.3) a(b + c) + a = ab+ ac, for all a, b, c ∈ G.
(ii) (G,+, ·) is a right brace if (a+b)c+c = ac+bc, for all a, b, c ∈ G. (iii) (G,+, ·)
is a two-sided brace if (i) and (ii) are in force. The groups (G, ·) and (G,+) are
called, respectively, the multiplicative and the additive groups of the brace.
Denote by 0 and e, respectively, the neutral elements with respect to the two
operations ”+” and ”·” in G. Setting b = 0 in (3.3) one obtains 0 = e in G. In any
left brace (G,+, ·) one defines another operation ∗ by the rule
(3.4) a ∗ b = a · b− a− b, ∀ a, b ∈ G.
In general, the operation ∗ in a left brace G is not associative, but it is left dis-
tributive with respect to the sum, that is
a ∗ (b + c) = a ∗ b+ a ∗ c, ∀ a, b, c ∈ B.
It was proven in [Ru07] that if (G,+, ·) is a two-sided brace, then the operation
∗ makes (G,+, ∗) a Jacobson radical ring. The following facts can be extracted
from Rump’s works [Ru06, Ru07]. (1) If (G,+, ·) is a left brace, then there is a
canonically associated solution (G, r) uniquely determined by the operations in G.
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(2) If G is a finite non-trivial two-sided brace, then the (non-degenerate) symmetric
set (G, r ) associated to G is a multipermutation solution.
We shall prove that, more generally, every symmetric group (G, r) (in the sense of
Takeuchi) has a left brace structure, and conversely, on every left brace G, one can
define a braiding operator r, so that (G, r) is a symmetric group, and therefore it
is a solution to YBE, see Theorem 3.6 (this is independent of Rump’s result).
Suppose (G,+, ·) is a set with two operations, such that (G, ·) is a group, and (G,+)
is an abelian group, but no more restrictions on G are imposed. We define a “left
action” G×G −→ G, on G as:
(3.5) La(b) =
ab := ab− a, a, b ∈ G.
It is straightforward that the map La is bijective for each a ∈ G, so we have a map
(of sets)
L : G −→ Sym(G), a 7→ La,
where Sym(G) denotes the symmetric group on the set G.
We shall verify that G is a left brace iff the map L defines a left action of the
multiplicative group (G, ·) upon itself. In this case the equality (3.8) given below
presents the operation ”+” in terms of the left action and the operation ”·”. The
following proposition contains formulae which will be used throughout the paper.
The statement extends results of Rump, see also [CJO14], Lemma 1. More precisely,
the implications (1)=⇒ (2), (1)=⇒ (3) and (1) =⇒ (4) can be extracted from
[Ru07], see also [CJO14]. We suggest a direct and independent verification of the
equivalence of the four conditions.
Proposition 3.5. Let (G,+, ·) be a set with two operations, ”·” and ”+” such that
(G, ·) is a group and (G,+) is an abelian group. Assume that the map L : G −→
Sym(G), a 7→ La, is defined via (3.5). The following conditions are equivalent.
(1) (G,+, ·) is a left brace, i.e. condition (3.3) holds. (2) G satisfies:
(3.6) a(b − c)− a = ab− ac, ∀a, b, c ∈ G.
(3) The map L determines a left action of the multiplicative group (G, ·) on the set
G, that is
(3.7) (ab)c = a(bc), ∀ a, b, c ∈ G.
(Equivalently, L : (G, ·) −→ Sym(G), a 7→ La, is a homomorphism of groups). In
this case the operation ”+” can be presented as
(3.8) a+ b = a(a
−1
b), or equivalently, a+ ab = ab, ∀a, b ∈ G.
(4) For every a ∈ G, the map La is an automorphism of the additive group (G,+)
that is condition Laut defined below is in force:
(3.9) Laut : a(b+ c) = ab+ ac, ∀ a, b, c ∈ G.
In this case the map L : (G, ·) −→ Aut(G,+) is a homomorphism of groups.
Proof. (1) =⇒ (2). Assume (1) holds. Let a, b, c ∈ G. We set d = b−c, so b = c+d,
and the left brace condition ac + ad = a(c + d) + a, see (3.3), can be written as
ac + a(b − c) − a = ab or, equivalently, a(b − c) − a = ab − ac, as desired. (2)
=⇒ (1). Suppose, a, c, d ∈ G, set b = d + c, so d = b − c. The equality (3.6) is
in force for a, b, c, hence replacing b − c with d we obtain ad − a = a(c + d) − ac,
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or equivalently a(c + d) + a = ac + ad, as desired. (3) =⇒ (2). The equalities
abc = (ab)c − ab and a(bc) = a(bc − b) − a show that L is a left action (i.e. (3.7)
holds) if and only if (ab)c − ab = a(bc − b) − a, for all a, b, c ∈ G. Now choose
arbitrary a, b, c ∈ G and set d = bc in the above equality to deduce that it is
equivalent to ad−ab = a(d− b)−a, ∀a, b, d ∈ G, which is exactly condition (3.6).
(3.7) =⇒ (3.8). Assume (3.7) is in force. We have to show that the operation
+ and the left action defined via (3.5) are related by the identity (3.8). We set
c = a
−1
b. Then ac − a = ac = a(a
−1
b) = (a.a
−1)b = 1b = b, and therefore a + b =
ac = a(a
−1
b), as desired. (4) ⇐⇒ (1). Suppose a, b, c ∈ G. It follows from the
definition of the left action that the equality a(b + c) = ab + ac is equivalent to
a(b+ c)− a = (ab− a)+ (ac− a), which, after canceling −a from both sides implies
(and is equivalent to) the equality (3.3) defining a left brace. 
Note that the left brace (G,+, ·) is a two-sided brace iff
(3.10) (a+ ab)c+ c = ac+ (ab)c, ∀ a, b, c ∈ G.
Lemma 6.2, (6.1) provides an identity in the multiplicative group (G, ·), which is
equivalent to (3.10).
3.3. The close relation between symmetric groups and braces.
Theorem 3.6. The following two structures on a group (G, ·) are equivalent.
(1) The pair (G, σ) is a symmetric group, i.e. a braided group with an involutive
braiding operator σ.
(2) (G,+, ·) is a left brace.
Furthermore, each of these conditions implies that (G, σ) forms a non-degenerate
symmetric set, so (G, σ) is a solution of YBE.
Proof. (1) =⇒ (2). Define on G a second operation ”+” via the formula
(3.11) a+ b := a(a
−1
b), ∀ a, b ∈ G.
This is equivalent to ab = a+ ab, ∀ a, b ∈ G, which is exactly (3.8). We shall prove
that the operation + is commutative and associative. By hypothesis σ is involutive,
it follows then from (2.1) that the actions satisfy:
(3.12) ab = (
ab)−1a.
The operation + defined above is commutative. This follows from the equalities
a+ b= a(a
−1
b) = (a(a
−1
b)).(a(
a−1 b)) by (3.11) and M3
= b.((
a(a
−1
b))−1a) = b(b
−1
a) = b+ a by (3.12) and (3.11).
Clearly, a + e = e + a = a, so the identity element e of the group G is the zero-
element of (G,+). Moreover, a + (a(a−1)) = a(a−1) = e, for each a ∈ G, so
a(a−1) = −a is the inverse of a in (G,+). We shall verify that the operation + is
associative, but before proving this we shall show that the group G acts from the
left on (G,+) as automorphisms, that is condition Laut, see (3.9), is in force. Due
to the non-degeneracy condition Laut is equivalent to
(3.13) a(b+ bc) = ab+ a(bc), ∀a, b, c ∈ G.
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We apply (3.11) and ML2 to the LHS and obtain:
(3.14) a(b + bc) = a(bc) = (ab)(a
b
c).
Compute the RHS applying first ML1 and M3, and then (3.8):
(3.15) ab+ a(bc) = ab+
ab(a
b
c) = (ab)(a
b
c).
Now (3.14) and (3.15) imply (3.13), therefore condition Laut is in force. The
associativity of the operation + follows from (3.16) and (3.17):
(3.16)
a+ (b+ c) = a(a
−1
(b+ c)) = a(a
−1
b+ a
−1
c) by (3.11) and Laut
= a(a
−1
b).((
a−1 b)−1(a
−1
c)) = a(a
−1
b)((a(
a−1 b))−1c) by (3.11).
(3.17) (a+ b) + c = (a+ b)((a+b)
−1
c) = a(a
−1
b)((a(
a−1 b))−1c).
We have verified that (G,+) is an abelian group, and the multiplicative group
(G, ·) acts from the left on (G,+) as automorphisms. By (3.8) the left action can
be presented as ab = ab − a, ∀a, b ∈ G. In other words one has ab = La(b), for
all a, b ∈ G, where the maps La are defined in (3.5). This implies that (G,+, ·)
satisfies the hypothesis of Proposition 3.5, and condition Laut is in force, hence G
is a left brace, see Prop. 3.5 (4). The implication (1) =⇒ (2) has been proved.
(2) =⇒ (1). Some steps in this implication can be extracted from [CJO14]. For
completeness (and simplicity) we give a different proof which is compatible with
our settings and involves relations and conditions that will be used throughout
the paper. Assume (G,+, ·) is a left brace. We first define a left and a right
action of (G, ·) upon itself. As in the previous subsection define the bijective maps
La : G × G −→ G as La(b) =
ab := ab − a, see (3.5). It follows from Proposition
3.5 that the map
L : G −→ Sym(G) a 7→ La
defines a left action of (G, ·) upon itself, that is condition ML1 and ML0 hold.
Furthermore, condition Laut and the equalities (3.11), (3.8) are in force. We next
define a right ”action” of (G, ·) upon itself, R : G −→ Sym(X), b 7→ Rb, by the
equality
(3.18) Rb(a) = a
b := (
ab)−1a, ∀ a, b ∈ G.
We shall verify that this is, indeed, an action. Clearly, MR0 is in force, we have to
verify MR1. The argument will involve the compatibility condition M3 , see (3.2)
and condition ML2, so we shall prove these first. Condition M3 is verified by the
following equalities:
(3.19)
ab = a+ ab= ab+ a by (3.8), and ”+ commutative”
= (ab)((
ab)−1a) = (ab)(ab) by (3.11) and (3.18).
Next we show that ML2 is also in force. Indeed, one has
(3.20)
a(bc) = a(b + bc) = ab+ a(bc) by (3.8) and Laut
= ab+ (
ab.ab)c = (ab)((a
b)c) by ML1, M3, and (3.8).
Finally we verify MR1. Let a, b, c ∈ G. One has
(3.21)
a(bc) = (
a(bc))−1a = ((
ab)(a
b
c))−1a by (3.18) and by ML2
= (
abc)−1((
ab)−1a) = (
abc)−1(ab) = (ab)c by ML1 and (3.18).
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Hence condition MR1 is in force, and therefore the formula (3.18) defines a right
action of (G, ·) upon itself.
We have shown that the (multiplicative) group (G, ·) acts upon itself from the left
and from the right via the actions defined above. These actions satisfyML1,MR1,
ML2 and the compatibility condition M3. Define a map
σ : G×G −→ G×G, σ(a, b) := (ab, ab).
It follows from the results of [LYZ], see Fact 3.3, that the pair (G, σ) is a braided
group, so condition MR2 is also in force. To show that the map σ is involutive we
verify conditions (2.1). The definition (3.18) of the right action implies straightfor-
wardly that
ab(ab) =
ab((
ab)−1a) = a, for all a, b ∈ G. We leave the reader to verify
the remaining equality (ab)a
b
= b, for all a, b ∈ G. We have shown that (G, σ) is
a symmetric group (in the sense of Takeuchi), so the implication (2) =⇒ (1) is in
force.
It follows from Fact 3.3 again that each of the equivalent conditions (1) and (2)
implies that (G, σ) forms a non-degenerate symmetric set in the sense of [ESS]. 
Till the end of the paper we shall assume that the following is in force.
Definition-Convention 3.7. (1) Let (G, σ) be a symmetric group. We shall
always consider the left and the right actions of G upon itself defined via the
formula σ(u, v) = (uv, uv). We call the left brace (G,+, ·) with operation
”+” defined via (3.11) the left brace associated to (G, σ).
(2) Conversely, given a left brace (G,+, ·), the associated symmetric group
(G, σ) is ”built” on the multiplicative group of the brace (G, ·) with a left
action L and a right action R defined as in the proof of Theorem 3.6, see
(3.5) and (3.18), respectively.
(3) Let (X, r) be a (non-degenerate) symmetric set with YB-groupG = G(X, r),
let (G, rG) be the symmetric group associated to (X, r), see Facts 3.3. The
left brace (G,+, ·) associated to (G, rG) is called the left brace associated to
the solution (X, r).
Theorem 3.6 gives a valuable information on left braces: every left brace (G,+, ·)
is equipped (canonically) with an involutive braiding operator rG, so that G has an
additional structure - the structure of a symmetric group. In particular, the power-
ful matched pairs conditionsML2 andMR2 in G can be and will be used to study
various properties of the given brace. We shall study the close relation between the
properties of a symmetric set (X, r) and the corresponding two structures (i) the
symmetric group (G, rG), and (ii) the left brace (G,+, ·) each of them built on the
YB group G = G(X, r). Theorem 3.6 can be used also to directly ”translate” re-
sults from braces to braided groups or vice versa. The theorem was already applied
in this way by Agata Smoktunowicz, who obtained interesting results on two-sided
braces and Engel groups, see [Smok].
3.4. More details about the YB monoid S = S(X, r). Let (X, r) be a solution,
let S = S(X, r) be its associated monoid, and let (G, rG), (G,+, ·) be its associated
symmetric group and left brace, respectively. We shall prove, see Proposition 3.11,
that if the monoid S = S(X, r) is embedded in G = G(X, r) then S is invariant
under the actions of G upon itself.
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Remark 3.8. Recall that a subset Y ⊂ X is r-invariant if r(Y ×Y ) ⊆ Y ×Y. The
restricted map rY = (r|Y×Y ) : Y × Y −→ Y × Y defines canonically the induced
solution (Y, rY ) on Y . A nonempty subset Y ⊂ X is a (left) G-invariant subset
of X , if Y is invariant under the left action of G. Since r is involutive, Y is left
G-invariant if and only if it is right G-invariant, so we shall refer to it simply as a G-
invariant subset. Each G-invariant subset Y of X is also r-invariant, the converse,
in general, is not true. Clearly, Y is (left) G-invariant iff it is a G-invariant subset.
Each G-orbit X0 under the left action of G on X is G-invariant and therefore it is
an r-invariant subset.
Remark 3.9. It follows from [ESS], and [LYZ], p.18, that the additive group
(G,+) is isomorphic to the free abelian group, gr [X ] generated by X , so the set X
is embedded in G. It is well-known that if (X, r) is a finite symmetric set then the
monoid S = S(X, r) is with cancellation law and satisfies the O¨re conditions. The
YB group G is the group of quotients of S, so S is embedded in G (clearly X is
embedded in S).
Convention 3.10. In the cases when (X, r) is an infinite symmetric set we shall
assume that the associated YB monoid S = S(X, r) is embedded in G = G(X, r).
Note that for any pair x, y ∈ X ×X the only nontrivial equality of degree 2 in the
monoid S involving the word xy (if any) has the shape xy = xy.xy.
Proposition 3.11. Let (X, r) be a non-degenerate symmetric set, S = S(X, r), G =
G(X, r), (G, rG) in the usual notation. Then the following three conditions hold.
(1) The monoid S is invariant under the left and the right actions of G upon
itself, so S is an rG-invariant subset of (G, rG).
(2) Let rS : S × S −→ S × S be the restriction of rG on S × S. Then (S, rS) is
a solution. Moreover, it is a braided M3-monoid in the sense of [GIM08].
(3) S is closed under the operation + in G. So (S,+, ·) is an algebraic structure
such that (i) (S, ·) is a monoid with unit 1. (ii) (S,+) is an abelian monoid
generated by X and with the same neutral element (0 = 1). More precisely,
(S,+) is isomorphic to the free abelian monoid mon[X ] generated by X.
(iii) the left brace equality a(b+ c) + a = ab+ ac holds for all a, b, c ∈ S;
Proof. (1). One has a1 = 1, ∀a ∈ G (by ML0). We use induction on the length
|u| of u ∈ S to show that au ∈ S for all a ∈ G, u ∈ S. The group G acts on X from
the left, so this gives the base for the induction. Assume au ∈ S for all a ∈ G and
all, u ∈ S with |u| ≤ n. Suppose a ∈ G, u ∈ S with |u| = n+1. Then u = vx, where
x ∈ X, v ∈ S, |v| = n. We use ML2 to yield au = a(vx) = (av)((a
v)x). One has
(av)x ∈ X , and by the inductive assumption av ∈ S, hence au ∈ S, ∀a ∈ G, u ∈ S.
It follows that S is invariant under the left action of G upon itself. The braiding
operator rG is involutive, hence S is also invariant under the right action of G
upon itself. Therefore S is rG-invariant. (2). The left and the right actions of
G on S induce a left and a right actions ( )•, •( ) of S upon itself. It follows
straightforwardly that S, S is a matched pair of monoids in the sense of [GIM08].
Let rS : S × S −→ S × S be the restriction of rG on S × S. Then the map rS
is bijective, non-degenerate, involutive and satisfies the braid relation. Therefore
(S, rS) is a non-degenerate symmetric set. It follows that (S, rS) is a braided M3-
monoid in the sense of [GIM08]. Part (3) is straightforward. 
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4. The retractions of a symmetric group and its derived chain of
ideals. Symmetric groups and symmetric sets of finite
multipermutation level
This section is central for the paper. We study the recursive process of retraction
of general symmetric groups and braces. We are particularly interested in symmet-
ric groups, braces, and symmetric sets of finite multipermutation level. The first
question to be asked is ”what is the retraction of a symmetric group?” The answer
is given in Subsect. 4.2 for a general symmetric group (G, r). In Subsect. 4.3 we
introduce the derived chain of ideals of G, or abbreviated DCI and study its prop-
erties. Proposition 4.17 shows that DCI is an invariant of the group which gives a
precise information about the recursive process of retraction on (G, r). Theorem
4.21 gives new conditions equivalent to mpl(G, r) = m < ∞. An important appli-
cation of DCI is Theorem 4.22 which proves that every symmetric group (G, r) of
finite multipermutation level m is a solvable group of solvable length ≤ m.
4.1. Some technical results on multipermutation solution, general case.
In this subsection we collect some notions and technical results on multipermutation
solutions. We recall first an important class of solutions.
Example 4.1. [Dri] (Involutive permutation solution of Lyubashenko). Let X be
a set of cardinality ≥ 2, let f ∈ Sym(X). Then the map r : X × X −→ X × X
defined as
r(x, y) := (f(y), f−1(x)), ∀x, y ∈ X
is a non-degenerate involutive solution of YBE, we shall refer to it as a permutation
solution. Clearly, Lx = f, and Rx = f
−1, for all x ∈ X , so condition lri holds.
This is a solution of multipermutation level 1. Moreover, (X, r) is a (square-free)
trivial solution iff f = idX .
The following is straightforward.
Remark 4.2. A non-degenerate symmetric set (X, r) has mplX = 1 if and only
if it is a permutation solution. The notion ”a multipermutation solution” is a
generalization of a permutation solution.
Let (X, r), be a symmetric set of order |X | ≥ 2. The recursive definition of retrac-
tions, Retm(X, r) = Ret(Retm−1(X, r)) implies straightforwardly that the process
of taking retractions of higher order ”halts” at the m-th step iff m ≥ 1 is the
minimal integer (if any), such that Retm+1(X, r) = Retm(X, r). Moreover, there
are obvious equivalences
[mplX = m]⇐⇒ [mpl(Ret(k)(X, r)) = m− k, ∀ k, 0 ≤ k ≤ m]
⇐⇒ [Ret(m−1)(X, r) is a permutation solution].
In particular, if (X, r) is a square-free solution, then mplX = m iff Ret(m−1)(X, r)
is a trivial solution of order ≥ 2.
Definition 4.3. Let (X, r) be a symmetric set, |X | ≥ 2. We define Condition (*)
on X as follows.
Condition (∗) : For every x ∈ X there exist some a ∈ X, such that ax = x.
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Condition (*) is satisfied by every square-free solution (X, r) and by every symmet-
ric group (G, r). Indeed in the first case xx = x, holds for all x ∈ X, while in the
second case one has L1 = idG (condition ML0 in G).
Lemma 4.4. Let (X, r) be a symmetric set, |X | ≥ 2. Suppose that X satisfies
condition (*). Then the following hold. (1) mplX = 1 iff (X, r) is a trivial solution.
(2) One has 2 ≤ mplX = m < ∞ iff Retm−1(X, r) is a trivial solution with ≥ 2
elements. (3) mplX = 2 if and only if (X, r) satisfies
(4.1) Lyx = Lx, ∀x, y ∈ X, and Lx 6= idX for some x ∈ X.
Moreover, in this case (X, r) satisfies lri.
In particular, Lemma 4.4 is in force for symmetric groups (G, r).
In cases when we have to write a sequence of successive actions in X (or in G) we
shall use one also well known notation
(4.2) α⊲x = αx.
Definition 4.5. [GIC12] Let ζ1, ζ2, · · · , ζm ∈ X . The expression
ω = (· · · ((ζm⊲ζm−1)⊲ζm−2)⊲ · · · ⊲ζ2)⊲ζ1
is called a tower of actions (or shortly a tower) of length m.
Denote by u the tower (· · · ((ζm⊲ζm−1)⊲ζm−2)⊲ · · · ⊲ζ3)⊲ζ2, then, obviously, the el-
ement ω = uζ1, belongs to the G-orbit of ζ1.
Remark 4.6. Suppose (X, r) is a non-degenerate symmetric set, |X | ≥ 2. Then
the conditions (4.3) and (4.4) given below are equivalent:
(4.3)
(· · · ((a⊲ym)⊲ym−1)⊲ · · · ⊲y2)⊲y1 = (· · · ((b⊲ym)⊲ym−1)⊲ · · · ⊲y2)⊲y1,
∀a, b, y1, · · · ym ∈ X.
(4.4)
(· · · (([a]⊲[ym])⊲[ym−1])⊲ · · · ⊲[y3])⊲[y2] = (· · · (([b]⊲[ym])⊲[ym−1])⊲ · · · ⊲[y3])⊲[y2],
∀a, b, y2, · · · ym ∈ X.
The following statement is a generalization of Theorem 5.15, [GIC12] which initially
was proven for square-free solutions.
Proposition 4.7. Suppose (X, r) is a solution, |X | ≥ 2.
(1) (X, r) is a multipermutation solution with mplX ≤ m < ∞, if and only if
(4.3) is in force. Moreover, mplX = m iff m is the minimal integer for
which (4.3) holds.
(2) Suppose furthermore that X satisfies condition (*). Then mplX ≤ m <∞
iff the following is in force.
(4.5)
((· · · ((ym⊲ym−1)⊲ym−2)⊲ · · · ⊲y2) ⊲y1)⊲x
= ((· · · (ym−1⊲ym−2)⊲ · · · ⊲y2)⊲y1)⊲x,
∀x, y1, · · · ym ∈ X.
Moreover, mpl(X, r) = m iff m is the minimal integer for which (4.5) holds.
The proof is technical and we skip it here, but it can be found in [GI15] Variant 2,
see Proposition 5.6.
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Corollary 4.8. Let (G, r) be a symmetric group. Then mplG ≤ m <∞ iff (4.5) is
in force. Furthermore, mpl(G, r) = m iff m is the minimal integer for which (4.5)
holds.
4.2. The retraction of a symmetric group. Let (G, r) be a symmetric group.
Let Γ = Γl be the kernel of the left action of G upon itself. In a symmetric set
(X, r) one has Lx = Ly iff Rx = Ry, see [ESS], section 3.2. Therefore Γ coincides
with the kernel Γr of the right action of G upon itself:
(4.6) Γ = Γl = {a ∈ G |
au = u, ∀u ∈ G} = {a ∈ G | ua = u, ∀u ∈ G} = Γr.
Moreover, Γ is invariant with respect to the left and the right actions of G upon
itself. Indeed, let a ∈ Γ, u, v ∈ G. Then the equalities
(au)(av) = uv = a(uv) = (au)(a
u
v)
imply a
u
v = av = v for every a ∈ Γ, u, v ∈ G. Therefore au ∈ Γ, ∀ u ∈ G, so Γ is
invariant with respect to the right action of G upon itself. Then by Remark 3.8 Γ
is G-invariant. It follows that Γ is also r-invariant. It is clear that Γ is an abelian
normal subgroup of G. Let G˜ = G/Γ, be the quotient group of G, modulo Γ. The
following result can be extracted from [Ta], Proposition 2.9.
Fact 4.9. [Ta] The matched pair structure r : G × G −→ G × G induces a map
r
G˜
: G˜× G˜ −→ G˜× G˜ , which makes G˜ a braided group. The pair (G˜, r
G˜
) is called
a quotient braided group of (G, r).
Note that the map r
G˜
is in fact involutive, since r is involutive. Therefore (G˜, r
G˜
)
is a symmetric group, we call it the quotient symmetric group of (G, r). We shall
use notation a˜ for the image of a under the canonical group epimorphism G −→ G˜.
Consider now (G, r) as a symmetric set, with retraction Ret(G, r) = ([G], r[G]).
Then the obvious implications
La = Lb ⇐⇒ L(b−1a) = idG ⇐⇒ b
−1a ∈ Γ ⇐⇒ aΓ = bΓ
and an easy argument implies the following.
Lemma 4.10. Notation and assumption as above. Let (G, r) be a symmetric group,
let (G˜, r
G˜
) be its quotient symmetric group, and let Ret(G, r) = ([G], r[G]) be its
retraction, where (G, r) is considered as a symmetric set. Then the map
ϕ : (G˜, r
G˜
) −→ ([G], r[G]), a˜ 7→ [a],
is an isomorphism of symmetric sets. Moreover, the retraction ([G], r[G]) is also a
symmetric group and ϕ is an isomorphism of symmetric groups.
We shall often identify the retraction Ret(G, r) = ([G], r[G]) of (G, r) and its quo-
tient symmetric group (G˜, r
G˜
), where G˜ = G/Γ.
Remark 4.11. Analogous results but in terms of braces, (and the socle of a brace)
were proven in works of Rump some years after Takeuchi, see [Ru07], Proposition
7, for details. One can find helpful interpretation of some Rump’s results and other
results on braces in [CJO14].
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4.3. The derived chain of ideals of a symmetric group. Let (G,+, ·) be a
left brace. Recall that a subset I ⊂ G is called an ideal of G if it is (i) a normal
subgroup of the multiplicative group (G, ·), (ii) a subgroup of the additive group of
(G,+), and (iii) I is invariant with respect to the left actions La, a ∈ G, [CJO14].
Suppose now that (G, r) is a symmetric group, (G,+, ·) is the associated left brace,
and H is a subgroup of (G, r). By Remark 3.8 H is left G-invariant iff H is G-
invariant, hence H is also r-invariant. Moreover, in this case H is (automatically)
a subgroup of the additive group (G,+) of the brace. Indeed, the equalities a− b =
a+ b(b−1) = a((a
−1b)(b−1)) imply that a− b ∈ H, whenever a, b ∈ H. So a subgroup
H of (G, r) is an ideal of the brace (G,+, ·) if and only if it is a G-invariant normal
subgroup of (G, r).
Definition 4.12. We say that H is an ideal of the symmetric group (G, r) if H is
a normal subgroup of G which is G-invariant.
Suppose H is an ideal of the symmetric group (G, r). Then the (multiplicative)
quotient G = G/H has also a canonical symmetric group structure (G, rG) induced
from (G, r). Analogously, (and independently) there is a canonical brace structure
(Gbr,+, ·) on the quotient brace Gbr = (G,+, ·)/H modulo the (brace) ideal H .
Note that the left brace (G,+, ·) associated with the quotient symmetric group
(G, rG) (by Definition-Convention 3.7) and the quotient brace Gbr coincide, so we
shall simply use the notation (G,+, ·).
The following Isomorphism Theorems for Symmetric Groups are in force. The
proofs are routine and we leave them for the reader.
Remark 4.13. (1) [First Isomorphism Theorem for Symmetric Groups ] Let
f : (G, r) −→ (G˜, r
G˜
) be an epimorphism of symmetric groups. The kernel
K = ker f is an ideal of (G, r), and there is a natural isomorphism of
symmetric groups G/K ≃ G˜.
(2) [Third Isomorphism Theorem for Symmetric groups ] Let (G, r) be a sym-
metric group, let K be an ideal of G, G˜ = G/K, and let f : G −→ G˜ be
the canonical epimorphism of symmetric groups (one has ker f = K).
(a) There is a bijective correspondence
{ideals H of G containing K} ←→ {ideals H˜ of G˜},
given by
H ֌ f(H) ≃ H/K, f−1(H)֋ H˜.
(b) For every ideal H ⊃ K of G one has
(G/K)/(H/K) ≃ G/H, gK.(H/K) 7→ gH.
Analogous statements are in force for braces.
Suppose (G, r) is a symmetric group, then the kernel Γ of the left action of G upon
itself, see (4.6), is a G-invariant normal subgroup of G, so it is an ideal, called the
socle of G, and denoted Soc(G). Clearly, Soc(G) is an abelian subgroup of G,
(Soc(G) = {1} is also possible). Moreover, Soc(G) = G iff (G, r) is the trivial
solution and G 6= Soc(G) = {1} iff (G, r) is not retractable.
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We call (G, r) a prime symmetric group if G does not have proper, nontrivial ideals.
Prime braces are defined analogously.
Remark 4.14. Suppose (G, r) is a prime symmetric group. Then either (i) SocG =
G, thus (G, r) is the trivial solution, or (ii) SocG = {1}, hence G is not retractable.
More generally, if K is a maximal ideal of a symmetric group (G, r), then the
quotient symmetric group G˜ = G/K is either a trivial solution, or G˜ can not be
retracted.
Remark 4.15. Let G = (G, r) be a symmetric group, denote by (Gj , rj), j ≥ 0,
its j-th retraction. So for each j ≥ 1 one has (Gj , rj) = Retj(G, r) ≃ Gj−1/Γj,
where Γj = Soc(G
j−1). We have G0 = Ret0(G, r) = G, Γ1 = Γ. For j ≥ 0 denote
by ϕj+1 the canonical epimorphism of symmetric groups
Gj
ϕj+1
−→ Gj/Γj+1 ≃ G
j+1, kerϕj+1 = Γj+1.
Observe the canonical sequence of epimorphisms of symmetric groups (some of these
possibly coincide):
G
ϕ1
−→ G1 = G/Γ
ϕ2
−→ G2 = G1/Γ2
ϕ3
−→ G3 = G2/Γ3
ϕ4
−→ · · · .
Set K0 = {1}, K1 = Γ = Γ1, and for all j > 1 denote by Kj the pull-back of Γj in
G, that is Kj = (ϕj−1 ◦ · · ·ϕ2 ◦ ϕ1)
−1(Γj). Each set Kj, j ≥ 0, is an ideal of G,
thus we obtain a (non-decreasing) chain of ideals in G:
(4.7) {1} = K0 ⊂ K1 ⊂ K2 ⊂ · · · ⊂ Kj ⊂ · · · .
Definition 4.16. We shall call the chain (4.7) the derived chain of ideals of the
symmetric group (G, r) or shortly, the derived chain of G.
The derived chain is an invariant of the symmetric group G which reflects the re-
cursive process of retraction. In particular, it gives an explicit information whether
(G, r) has a finite multipermutation level.
Proposition 4.17. Let (G, r) be a symmetric group with derived chain of ideals
(4.7). Notation as above.
(1) For all j ≥ 1 there are isomorphisms
Kj/Kj−1 ≃ Γj , G/Kj ≃ Ret
j(G, r),
and canonical epimorphisms of symmetric groups
µj : G/Kj−1 −→ G/Kj, kerµj ≃ Kj/Kj−1.
In particular, Kj/Kj−1 = Soc(G/Kj−1), j ≥ 1, are abelian symmetric
groups (Kj/Kj−1 = 1 is possible). The following diagram is commutative:
G
‖

µ1
// G/K1
≀

µ2
// G/K2
≀

µ3
// . . . // G/Km−1
≀

µm
// G/Km
≀

// · · ·
G0 ϕ1
// Ret(G, r)
ϕ2
// Ret2(G, r)
ϕ3
// . . . // Retm−1(G, r)
ϕm
// Retm(G, r) // · · ·
(The vertical arrows denote isomorphisms of symmetric groups).
(2) The derived chain of G stabilizes if and only if Retj+1(G, r) = Retj(G, r)
(or equivalently, Kj+1 = Kj) for some j ≥ 0.
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(3) Let m be the minimal integer (if any) such that Km+1 = Km. Then the
derived chain has length m + 1, Retm(G, r) = Retm+1(G, r), so the pro-
cess of recursive retraction halts in m steps. Moreover, exactly one of the
following two conditions is satisfied:
(a) Km = G. Then m ≥ 1, and (G, r) is a multipermutation solution with
mpl(G, r) = m;
(b) Km $ G (m = 0 is possible). Then Retm(G, r) is a symmetric group
of order ≥ 2 which can not be retracted.
Proof. (1) We ”iterate” the Third Isomorphism Theorem for symmetric groups to
yield the following:
(4.8)
Γ1 =K1, Ret
1(G, r) = (G1, r1) ≃ G/K1,
Γ2 ≃K2/K1, Ret
2(G, r) = (G2, r2) ≃ G/K2,
Γj ≃Kj/Kj−1, Ret
j(G, r) = (Gj , rj) ≃ G/Kj,
∀ j ≥ 1.
The isomorphisms Γj ≃ Kj/Kj−1 imply that each of the quotient groups Kj/Kj−1,
j ≥ 1, is abelian. The commutativity of the diagram is straightforward.
(2) The above argument implies that there is an equality Kj+1 = Kj iff Γj+1 = 1,
which is equivalent to Retj+1(G, r) = Retj(G, r). In this case one has Retj+p(G, r) =
Retj(G, r), therefore Kj+p = Kj, for every p ≥ 1, and the derived chain sta-
bilizes. Suppose that this is the case and let m be the minimal integer with
Km+1 = Km. Without loss of generality we may assume m ≥ 1. Then the
derived chain of G is exactly {1} = K0 $ K1 $ · · · $ Km. It follows from
our discussion above that all retractions Retj(G, r), 0 ≤ j ≤ m are distinct, but
Retm(G, r) = Retm+p(G, r), ∀p ≥ 1, therefore the process of recursive ”retraction”
halts exactly at the m-th step.
(3) (a). Assume Km = G is in force. Then m > 1, the symmetric group G
m−1 =
Retm−1(G, r) ≃ G/Km−1 has order > 1 and Γm = Soc(G
m−1) ≃ Km/Km−1,
G/Km−1 = G
m−1. Clearly, then Ret(Gm−1) = Retm(G, r) is a one element solu-
tion, so mpl(G, r) = m.
(b). Suppose now Km $ G holds. In this case Retm(G, r) ≃ G/Km is a symmetric
group of order > 1 whose socle is trivial, so Retm(G, r) = Retm+1(G, r), and the
process of ”retracting” (G, r) halts in m steps, but without reaching a one element
solution. Clearly, in this case (G, r) is not a multipermutation solution. 
Corollary 4.18. The derived chain of ideals of G has the shape
(4.9) {1} = K0 $ K1 $ K2 $ · · · $ Km−1 $ Km = G
if and only if Km−1 $ Km = G.
Let B = (B,+, ·) be a left brace, the operation ∗ on B is defined via (3.4). By
B(s), s = 1, 2, · · · , we denote the chain of ideals introduced by Rump in [Ru07],
one has B(1) = B and B(s+1) = B(s) ∗B. B is called a right nilpotent brace if there
exists a positive integer n such that B(n) = 0, [CGIS16]. Using (3.5) and (3.4) one
can present the usual left action of B upon itself as
(4.10) ab = a ∗ b+ b, a ∗ b = ab− b.
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So the socle of B satisfies
(4.11) Soc(B) ∗B = 0, Soc(B) = {a ∈ B | a ∗ b = 0, ∀b ∈ B}.
Remark 4.19. Suppose (B,+, ·) is a left brace, |B| > 1. Then B ∗ B = 0 if and
only if mplB = 1. In this case a · b = a+ b, ∀a, b ∈ B and B is a two-sided brace.
Remark 4.20. The following theorem provides four different conditions, each of
which is equivalent to mpl(G, r) = m. The equivalence of conditions (2a) and (2d)
was proved first by the author for the case when (G,+, ·) is a two-sided brace,
see Proposition 5.16, [GI15]. Later this equivalence was proven for the general
case when (G,+, ·) is an arbitrary left brace, [CGIS16], Proposition 6. Using our
technique with derived chains we provide an independent (and different) proof of
this particular equivalence and find new equivalent conditions.
Theorem 4.21. Let (G, r) be a nontrivial symmetric group, (G,+, ·) its associated
left brace, and let {1} = K0 ⊆ K1 ⊆ K2 ⊆ · · · be its derived chain of ideals.
(1) The derived chain of ideals satisfy
(4.12) ((· · · ((Kj ∗
s times︷ ︸︸ ︷
G) ∗G) ∗ · · · ) ∗G) ⊆ Kj−s, ∀j, s, 1 ≤ s ≤ j.
(2) The following conditions are equivalent.
(a) (G, r) has a finite multipermutation level mplG = m ≥ 1.
(b) The derived chain of ideals of G has the shape (4.9).
(c) The ideals G(j) satisfy:
(4.13) G(j+1) ⊆ Km−j, 0 ≤ j ≤ m; G
(j+1)  Km−j−1, 0 ≤ j ≤ m− 1.
(d) The brace G is right nilpotent of nilpotency class m+1, i.e. G(m+1) =
0, and G(m) 6= 0.
Proof. We shall use the notation and results of Proposition 4.17. Recall first that
1 = 0 in (G,+, ·), so we also have {0} = K0.
(1). We have shown that for each j ≥ 0 there are isomorphisms of symmetric
groups
(4.14) Ret j(G, r) = Gj ≃ G/Kj, Soc(G/Kj) = Kj+1/Kj,
where for completeness Ret0(G, r) = G0 = G. In each of the braces (Gj ,+, ·)
we also have the induced operation ∗. Then the first equality in (4.11) implies
(Soc(G/Kj)) ∗ (G/Kj) = 0, or equivalently, (Kj+1/Kj) ∗ (G/Kj) = 0 holds in
G/Kj. This implies Kj+1 ∗ G ⊆ Kj, for each j ≥ 0, which verifies (4.12), where
s = 1. The general equalities (4.12), where s is an integer, 1 ≤ s ≤ j, follows by
induction on s.
(2). (2a) =⇒ (2b). Assume mplG = m. Then (4.14) implies that (4.9) is exactly
the derived chain of ideals for G.
(2b) =⇒ (2a). Suppose the derived chain ofG is given by (4.9), then Retm−1(G, r) ≃
G/Km−1 is a solution of order ≥ 2, and Ret
m(G, r) ≃ G/Km = {1} is a one element
solution, therefore mplG = m.
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(2c) =⇒ (2b). Setting j = 0 in (4.13) we get G = G(1) = Km  Km−1, but by
definition Km ⊇ Km−1, so Km−1  Km and by Corollary 4.18 the derived chain of
ideals has the shape (4.9).
(2b) =⇒ (2c). Assume now the derived chain has the shape (4.9). Then G(1) = Km,
and the equalities (4.12) imply
G(j+1) = ((· · · ((Km ∗
j times︷ ︸︸ ︷
G) ∗G) ∗ · · · ) ∗G) ⊆ Km−j , ∀j, 1 ≤ j ≤ m.
We shall use induction on m to prove G(j+1)  Km−j−1, ∀j, 1 ≤ j ≤ m. If
m = 1, the derived chain is trivial: {1} = K0 $ K1 = G, so clearly G(1) = K1, and
G(1) ( K0, which gives the base for induction. Assume for all m, 1 ≤ m ≤ n, (4.9)
implies
(4.15) G(j+1)  Km−j−1, ∀j 0 ≤ j ≤ m.
Suppose the derived chain of ideals has lengthm+1 and shape (4.9) withm = n+1.
We consider the quotient group G˜ = G/K1. Then the ideals of the derived chain
of G˜ are exactly K˜s = Ks/K1, 1 ≤ s ≤ m, so the chain has length m = n+ 1 and
shape
{1} = K˜1 = K1/K1 $ K˜2 = K2/K1 $ · · · $ K˜m−1 $ K˜m = G˜.
By the inductive assumption G˜(j+1)  K˜n−j−1 for all j, 1 ≤ j ≤ n. This implies
G(j+1)  Kn−j−1, hence (4.15) is in force.
Next we shall show (2c) =⇒ (2d) =⇒ (2b) using again ”the derived cains technique”.
The implication (2c) =⇒ (2d) is straightforward.
(2d) =⇒ (2b). Assume G(m+1) = 0, and G(m) 6= 0. We shall use induction on m to
show Km−1 ( Km = G. The following implications are clear:
(4.16) G(m+1) = 0⇐⇒ G(m) ⊆ K1, G
(m) 6= 0⇐⇒ G(m−1)  K1.
If m = 1 then the equalities G ∗ G = G(2) = 0, and G = G(1) 6= 0 imply G =
SocG = K1 ! K0 which gives the base for induction. Assume our statement
is true for all m, 1 ≤ m ≤ n − 1. Suppose G(m+1) = 0, and G(m) 6= 0, where
m = n. Consider the quotient group G˜ = G/K1 and its derived chain of ideals
{1} = K˜1 = K1/K1 ⊆ K˜2 = K2/K1 ⊆ · · · . Our assumption and (4.16) imply
G˜(m) = 0, and G˜(m−1) 6= 0. Thus by the inductive hypothesis the derived chain of
ideals of G˜ has length m and K˜m−1 = Km−1/K1 ( K˜m = Km/K1 = G˜. By the
Third Isomorphism Theorem for symmetric groups this implies Km−1 ( Km = G,
hence by Corollary 4.18 the derived chain of G satisfies (4.9). 
Theorem 4.22. Every symmetric group (G, r) of finite multipermutation level
mplG = m is a solvable group of solvable length slG ≤ m.
Proof. By Theorem 4.21 mplG = m implies that G has a chain of normal subgroups
given by (4.9). Moreover, by Proposition 4.17 each quotientKj/Kj−1, 1 ≤ j ≤ m, is
abelian. It follows then that G is a solvable group with solvable length slG ≤ m. 
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Remark 4.23. Note that solvability of a symmetric group (G, r) does not imply
mpl(G, r) <∞. Recall that the symmetric groupG = G(X, r) is solvable, whenever
(X, r) is a finite solution, [ESS]. Suppose that the solution (X, r) is finite but (X, r)
is not a mulipermutation solution, e.g. Vendramin’s example of order 8, see Remark
5.12. Then the associated group G = G(X, r) is a solvable group which is not a
multipermutation solution (this follows from Theorem 5.15).
5. The symmetric group G(X, r) of a symmetric set (X, r). Derived
symmetric groups and derived permutation groups of a solution
In this section as usual (X, r) is a non-degenerate symmetric set of arbitrary car-
dinality, G = G(X, r) = (G, rG), (G,+, ·), G = G(X, r), Γ = SocG, K = kerL, see
Definition 2.5.
5.1. The symmetric group G(X, r) of a symmetric set (X, r) and its re-
traction.
Remark 5.1. [Ta], p. 15. Let (X, r) be a (non-degenerate) symmetric set, notation
as above. Then the following conditions hold. (i) The kernels Γ and K coincide,
so:
Γ = Γl = {a ∈ G |
au = u, ∀u ∈ G} = Γr = {a ∈ G | u
a = u, ∀u ∈ G}
=K = {a ∈ G | ax = x, ∀x ∈ X}.
(ii) Γ = K is an abelian normal subgroup of G. (iii) G˜ = G/Γ is a quotient
symmetric group of (G, rG), in the sense of Takeuchi, so Ret(G, rG) ≃ G˜ = G/Γ is
an isomorphism of symmetric groups.
Lemma 4.10 and the equality of the two kernels Γ = K imply the following.
Corollary 5.2. Let (X, r) be a non-degenerate symmetric set, notation as above.
(1) There is an equality SocG = K and an isomorphism of symmetric groups
(5.1) Ret(G, rG) ≃ G(X, r).
(2) If mpl(G, rG) = m <∞ then
(5.2) m = mpl(G, rG) ≥ mplG(Ret(X, r)) ≥ mpl(G, rG) = m− 1.
(3) If the solution (X, r) is finite then the retraction Ret(G, rG) ≃ G(X, r) is a
finite symmetric group.
The equality Γ = K for the symmetric groups G = G(X, r) was published first by
Takeuchi in 2003, ([Ta], see p. 15). A natural questions arises.
How can we express the higher retractions Retj(G, rG), j ≥ 2? In particular, what
is the retraction Ret(G, rG) ≃ Ret
2(G, rG)?
We shall answer this questions in terms of derived permutation groups of (X, r),
see Definition 5.9, Lemma 5.6 and Theorem 5.8.
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5.2. Derived symmetric groups and derived permutation groups of a so-
lution. In assumption and conventions as above we collect a list of notation which
will be used throughout the paper. The existence of all objects and maps given
below is proven in Proposition 5.7. Here j ≥ 0 is an integer.
Notation 5.3.
We set Ret0(X, r) = (X, r), Retj(X, r) = Ret(Retj−1(X, r)) is the j-th retraction
of (X, r), j ≥ 1, but when j = 1 we use both notations Ret(X, r) = Ret1(X, r) and
([X ], r[X]).
x(j) denotes the image of x in Retj(X, r) (x(0) = x).
Gj := G(Ret
j(X, r)), G0 = G(X, r) = G; Gj := G(Ret
j(X, r)), G0 = G(X, r) = G.
Lj : Gj −→ Gj is the epimorphism extending the assignment x
(j) 7→ Lx(j) ∈
Sym(Retj(X, r)), x ∈ X , L0 = L : G −→ G, extends x 7→ Lx, x ∈ X.
Kj is the pull-back of kerL
j in G, in particular K0 = kerL.
νj : Gj −→ Gj+1 is the epimorphism extending the assignment x
(j) 7→ x(j+1). Nj
is the pull-back of ker νj in G, N0 = ker ν0.
ϕj : Gj −→ Gj+1 is the epimorphism extending the assignments Lx(j) 7→ Lx(j+1) , x ∈
X , see Proposition 5.7. Hj is the pull-back of kerϕj in G.
Lemma 5.4. In assumption and notation as above the following conditions hold.
(1) The canonical epimorphism of solutions ν0 : (X, r) −→ ([X ], r[X]), x 7→ [x],
extends to a group epimorphism ν0 : G0 −→ G1. Analogously, for each
j ≥ 1 there exists an epimorphism of symmetric groups
νj : (Gj , rGj ) −→ (Gj+1, rGj+1).
(2) There is a canonical epimorphism of symmetric groups
ϕ0 : G0 −→ G1, Lx 7→ L[x], ∀x ∈ X.
(3) The subgroups N0,K0 = K,K1, H0 of G are ideals of the symmetric group
(G, rG). One has
(5.3)
N0 $ K0 ⊂ K1 = H0
ker ν1 ≃ N1/N0; kerL
1 ≃ K1/N0; kerϕ0 ≃ K1/K0.
In particular, N0 and K0 are abelian.
(4) There is a canonical epimorphism of symmetric groups
f0 : G1 −→ G0, [x] 7→ Lx, x ∈ X, where ker f0 ≃ K0/N0, and f0 ◦ ν0 = L
0.
(5) There are short exact sequences:
(5.4)
1 −→ N0 −→ G
ν0−→ G1 −→ 1 1 −→ K0 −→ G
L0
−→ G0 −→ 1
1 −→ N1/N0 −→ G1
ν1−→ G2 −→ 1 1 −→ K0/N0 −→ G1
f0
−→ G0 −→ 1
1 −→ K1/N0 −→ G1
L1
−→ G1 −→ 1 1 −→ K1/K0 −→ G
ϕ0
−→ G1 −→ 1.
(6) The following diagram is commutative:
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(5.5)
1
1
→
−→
1
K1/K0
N0
ւ
→
−→
ր
1
↓
G0
↓L0
G0
↓
K0
↓
1
−→
φ0
ւf0
−→
ν0
K1
ր ց
1
↓
G1
↓L1
G1
↓
K1/N0
↓
1
−→
−→
ւ
1
1
K0/N0
ւ
1
Proof. (1). The canonical map ν0 : X −→ [X ], x 7→ [x], from X to its retract is a
braiding-preserving map, (epimorphism of solutions) therefore, by [LYZ], Proposi-
tion 6, its canonical extension ν0 : G −→ G1 is an epimorphism of symmetric groups
(that is a braiding preserving group epimorphism) ν0 : (G, rG) −→ (G1, rG1). Con-
dition (2) is clear. We shall verify (3). We know that K = K0 = Γ = SocG,
so it is an ideal of G. The kernel N = N0 = ker ν0 is a normal subgroup of
G which consists of all a ∈ G, such that [a] = 1G1 . Suppose a ∈ N. One has
[ua] = [u][a] = [u]1G1 = 1G1 hence N is left G-invariant, and therefore N is an ideal
of G. To verify N0 ⊂ K it will be enough to show the implication
[a] = 1G1 =⇒ La = idX .
Note first that the retraction [X ] is embedded in G1, and [x] 6= 1G1 , for all x ∈ X.
Suppose a ∈ N , a 6= 1. Then a has a reduced length |a| ≥ 2, and can be written
as a = uv, where u, v ∈ G, |u|, |v| ≥ 1. One has [a] = [uv] = [u][v] = 1G1 , hence
[u] = [v]−1 = [v−1]. This gives [a] = [v−1][v]. Let x ∈ X , one has ax = v
−1
(vx) = x.
Therefore ax = x, for every x ∈ X, so La = idX . This verifies N0 ⊆ K0. The socle
Γ = K0 is an abelian group and so is N0.
The kernel K˜1 of the map L
1 : G1 −→ G1 is the socle of G1, hence, an ideal of
G1. But, by definition K1 = ν
−1
0 (K˜1) (K˜1 = ν0(K1)) so by the Third Isomorphism
theorem, K1 is also an ideal of (G, r), which contains N0. The equality H0 = K1
follows from the implications:
u ∈ H0⇐⇒ L[u] = id[X] ⇐⇒
[u][x] = [ux] = [x], ∀x ∈ X
⇐⇒ (
ux)z = xz, ∀x, z ∈ X⇐⇒ L(ux) = Lx, ∀x ∈ X
⇐⇒ u ∈ K1.
Now the inclusions (5.3) for the three kernels are clear. This implies the second line
in (5.3). The existence of the short exact sequences (5.4) is straightforward from
(5.3). It is easy to see that (3), (4), and (6) are in force. 
Remark 5.5. Suppose (X, r) is a solution of finite order, which is not a permuta-
tion solution (mplX ≥ 2 is not necessarily finite). Then K0 is a normal subgroup
of G of finite index p = [G : K0]. In contrast, the index [G : N0] of N0 is not finite.
Indeed, the retraction ([X ], r[X]) is a solution of order > 1, which generates the
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group G1 = G([X ], r[X]). Note that [x] 6= 1G[X] , for all x ∈ X . The group G1 is tor-
sion free as a YB group of a solution of order > 1. In particular, [xp] = [x]p 6= 1G[X] ,
so xp is not in N0, ∀x ∈ X . On the other hand x
p ∈ K0, ∀x ∈ X.
Lemma 5.6. There is an isomorphism of symmetric groups:
(5.6) Ret(G, rG) ≃ G(Ret(X, r)), where Soc(G) ≃ K1/K0.
Proof. Recall that G(Ret(X, r)) was denoted as (G1, rG1). We shall prove that
Soc(G) = kerϕ0, where ϕ0 : G0 −→ G1, Lx 7→ L[x], is the canonical epimorphism
from Lemma 5.4. This follows from the implications
Lu ∈ Soc(G)⇐⇒
Lu(La) = La, ∀a ∈ G ⇐⇒ L(ua) = La, ∀a ∈ G
⇐⇒ [u][a] = [ua] = [a], ∀a ∈ G⇐⇒ L[u] = idG1
⇐⇒ L[u] = id[X] ⇐⇒ L[u] ∈ kerϕ0 ≃ H0/K0.
For the first implication on the last line we use (5.7). By Lemma 5.4 one has
H0 = K1 and kerϕ0 ≃ K1/K0, hence Soc(G) ≃ K1/K0. Moreover, there are
isomorphisms of symmetric groups G1 ≃ G/(kerϕ0) = G/ Soc(G) ≃ Ret(G, rG). 
Proposition 5.7. Let (X, r) be a solution.
(1) For all j ≥ 0 there are canonical group epimorphisms
νj : Gj −→ Gj+1, x
(j) 7→ x(j+1); Lj : Gj −→ Gj , x
(j) 7→ Lx(j) ;
fj : Gj+1 −→ Gj , x
(j+1) 7→ Lx(j) ; ϕj : Gj −→ Gj+1, Lx(j) 7→ Lx(j+1) .
(2) For j ≥ 0 let Nj, (respectively, Kj , Hj) be the pull-back in G of the kernel
ker νj , (respectively, the pull-back of kerL
j, kerϕj). These are ideals of
(G, r) and there are inclusions
N0 ⊂N1 ⊂N2 ⊂ · · · ⊂ Nj ⊂Nj+1 ⊂ · · ·⋂ ⋂ ⋂ ⋂ ⋂
K0 ⊂ K1 ⊂ K2 ⊂ · · · ⊂ Kj ⊂Kj+1 ⊂ · · ·
‖ ‖ ‖ ‖
H0 ⊂H1 ⊂ · · · ⊂Hj−1 ⊂ Hj ⊂ · · ·
The kernels satisfy
ker νj ≃ Nj/Nj−1 kerL
j ≃ Kj/Nj−1
ker fj ≃ Kj/Nj , kerϕj ≃ Kj+1/Kj ≃ Hj/Hj−1,
where N−1 := {1} =: H−1.
(3) One has
Gj ≃ G/Nj−1, SocGj ≃ Kj/Nj−1
Gj ≃ G/Kj , Soc(Gj) ≃ Kj+1/Kj ≃ Hj/Hj−1, ∀j ≥ 0.
So there are isomorphisms of symmetric groups:
Ret(Gj , rGj ) ≃ (Gj , rGj ), Ret(Gj , rGj ) ≃ (Gj+1, rGj+1), ∀j ≥ 0.
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Proof. Applying Remark 5.1 to the solution ([X ], r[X]) and its symmetric group
G1 = G([X ], r[X]), and more generally, to Ret
j(X, r) and its symmetric group
Gj = G(Ret
j(X, r)), j ≥ 1, one yields
(5.7)
K1 = {u ∈ G | L[u] = id[X]} = {u ∈ G | L[u] = idG1}
Kj = {u ∈ G | L(u(j)) = idRetj(X,r)} = {u ∈ G | L(u(j)) = idGj}, j ≥ 1.
A routine iteration of Lemmas 5.4, and 5.6 verifies the proposition. 
Theorem 5.8. Let (X, r) be a solution, notation as above.
(1) The retractions of the symmetric group (G, rG) satisfy
(5.8) Ret j+1(G, rG) ≃ G(Ret
j(X, r)), for all j ≥ 0.
(2) The following diagram is commutative:
(5.9) G0
L0

ν0
// G1
f0
~~⑥⑥
⑥
⑥
⑥
⑥
⑥
⑥
L1

ν1
// G2
f1
~~⑥⑥
⑥
⑥
⑥
⑥
⑥
⑥
L2

ν2
// . . . // Gm−1
fm−2
||②②
②
②
②
②
②
②
②
②
Lm−1

νm−1
// Gm
fm−1
{{①①
①
①
①
①
①
①
①
Lm

νm
// · · ·
G0 ϕ0
// G1 ϕ1
// G2 // . . . ϕm−2
// Gm−1 ϕm−1
// Gm ϕm
// · · ·
(3) The derived chain of ideals of G satisfies
(5.10) {1} = K0 $ K1 = K0 ⊆ K2 = K1 ⊆ · · · ⊆ Km = Km−1 ⊆ · · · .
The following implications are in force
(mplG = m+ 1)⇐⇒ (Km−1 $ Km = G)⇐⇒ (mpl G = m).
Proof. The theorem follows from Proposition 5.7. 
We introduce derived symmetric groups and derived permutation groups of a so-
lution, these are in the spirit of the notion derived chain of ideals of a symmetric
group.
Definition 5.9. Let (X, r) be a solution. We shall call (Gj , rGj ) = G(Ret
j(X, r)),
j ≥ 0, the derived symmetric groups of (X, r). Similarly, the symmetric groups
(Gj , rGj ) = G(Ret
j(X, r)), j ≥ 0, will be called the derived permutation groups of
(X, r). As usual (Gj ,+, ·) and (Gj ,+, ·) denote the corresponding derived braces.
It follows from Proposition 5.7, and Theorem 5.8 that every solution (X, r) has two
sequences of derived symmetric groups,{(Gj, rGj )|j ≥ 0} and {(Gj , rGj ) | j ≥ 0}.
Each of these sequences is an invariant of the solution and reflects the process of
retraction. The sequences are closely related and satisfy
(Gj , rGj ) ≃ Ret(Gj , rGj ), Ret(Gj , rGj ) ≃ (Gj+1, rGj+1), Ret
j+1(G, rG) ≃ (Gj , rGj ).
In general, each of the derived sequences may have repeating members, see Example
5.13. In the special case when (X, r) is non-retractable one has (Gj , rGj ) = (G, rG),
and (Gj , rGj ) = (G, rG), for all j ≥ 0. Each derived symmetric group and each
derived permutation group encodes various combinatorial properties of the solution
(X, r) and may have strong impact on it. This is illustrated by Corollary 5.16, (2),
Theorem 8.2, and Corollary 8.7.
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Corollary 5.10. If the groups G(X, r) and G1(X, r) are not isomorphic, then
(X, r) 6= Ret(X, r) and therefore the solution (X, r) is retractable.
Remark 5.11. There are numerous examples of solutions (X, r) such that Ret(X, r) 6=
(X, r), but G = G(X, r) ≃ G(Ret(X, r)) = G1. In fact any trivial extension
(X, r) = Y
⋃
Z of an irretractable solution (Y, rY ), |Y | ≥ 2, with a trivial solution
(Z, rZ), where |Z| ≥ 2, satisfies (X, r) 6= Ret(X, r) but G(X, r) ≃ G(Ret(X, r)).
Example 5.13 presents a concrete solutions with these properties.
The unique non-retractable square-free solution (Y, rY ) of order 8 was noticed first
by Vendramin in the complete list of solutions of order 8 presented by Schedler
(who used a computer programme). Vendramin wrote: ”It is remarkable that this
is the only counterexample to the Gateva-Ivanova’s conjecture among the 2471
square-free solutions of size |X | = 8!”. We recall its definition below.
Remark 5.12. Let (Y, rY ) be the square-free solution of order 8 given in [Ve]
Example 3.9. It is defined as
(5.11)
Y = {x1, x2, x3, x4, x5, x6, x7, x8}, r(x, y) = (Lx(y),L
−1
y (x)),
Lx1 = (x5x7),Lx3 = (x5x7)(x2x6)(x4x8),Lx5 = (x1x3),Lx7 = (x1x3)(x2x6)(x4x8),
Lx2 = (x6x8),Lx4 = (x6x8)(x1x5)(x3x7),Lx6 = (x2x4),Lx8 = (x2x4)(x1x5)(x3x7).
Clearly, the solution (Y, rY ) is irretractable. One has G = G(Y, rY ≃ D4, the
dihedral group of 8 elements, see [Ve]. The set Y splits into two G-orbits: Y1 =
{x1, x3, x5, x7} and Y2 = {x2, x4, x6, x8}, denote the induced solution by (Y1, r1),
(Y2, r2). Then mpl(Yi, ri) = 2, i = 1, 2 . It is easy to see that (Y, rY ) = Y1 ♮ Y2 is a
strong twisted union of solutions of multipermutation level 2.
Therefore (Y, rY ) provided the first negative answer to a question posed by the au-
thor and Cameron: ”Is it true that a strong twisted union of two multipermutation
solutions is also a multipermutation solution?”, [GIC12], Open Questions 6.13.
Example 5.13. Let X = Y ♮0Z be the trivial strong twisted union of the solutions
(Y, rY ) and (Z, rZ), where (Y, rY ) is the irretractable solution (5.11), and (Z, rZ)
is the trivial solution on the two-elements set Z = {a, b}. By definition X = Y
⋃
Z
and the map r is defined as r(u, v) = (Lu(v),L
−1
v (u)), u, v ∈ X, where La = Lb =
idX , and the maps Ly, y ∈ Y , are given in (5.11). Thus Ly 6= Lv, whenever y ∈
Y, v ∈ X , v 6= y. The permutation group G(X, r) is a subgroup of Sym(X) = S10
and is generated by Lu, u ∈ X . In fact, each map Ly considered as permutation of
X moves only elements of Y , so (Ly)|Y = Ly, and the set Ly, y ∈ Y generates the
whole group G(X, r). Therefore G(X, r) ≃ G(Y, rY ) ≃ D4. It is clear that [a] = [b]
in the retraction ([X ], r[X]), and [y] 6= [v], whenever y ∈ Y, v ∈ X, y 6= v, hence the
retraction ([X ], r[X]) = Ret(X, r) is a solution with cardinality 9. More precisely,
Ret(X, r) = Y ♮0 {[a]}, is a strong twisted union of Y with a one element solution.
Obviously, (X, r) is not isomorphic to Ret(X, r), but G1 = G(Ret(X, r)) ≃ G ≃ D4
and the socle Soc(G) = {1} is trivial. In contrast the groups G = G(X, r) and
G1 = G(Ret(X, r)) are not isomorphic. Moreover Ret
2(X, r) = Ret1(X, r), so
Ret1(X, r) is non-retractable and the process of retraction of (X, r) halts after the
first step. The derived chain of ideals satisfies 1 6= K0 = K1 $ G.
It is known that the minimal order of a non-retractable solution (X, r) is |X | = 4.
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Lemma 5.14. Assumptions and notation as above. The diagram (5.9) is finite iff
there exists an integer m ≥ 0, such that Retm(X, r) = Retm+1(X, r). Suppose this
is the case, and let m be the minimal integer with this property. Exactly one of the
following two conditions is satisfied:
(1) The retraction Retm(X, r) is a one element solution, so mplX = m ≥ 1.
Then m ≤ mplG(X, r) ≤ m+ 1, and the diagram has the shape
(5.12)
G0
L00

ν0
// G1
f0
~~⑥⑥
⑥
⑥
⑥
⑥
⑥
⑥
L1

ν1
// G2
f1
~~⑥⑥
⑥
⑥
⑥
⑥
⑥
⑥
L2

ν2
// . . . // Gm−2
fm−3
||②②
②
②
②
②
②
②
②
②
Lm−2

νm−2
// Gm−1
fm−2
zz✈✈
✈
✈
✈
✈
✈
✈
✈
Lm−1

νm−1
// Gm = 〈ξ〉 ≃ C∞
fm−1
ww♦♦
♦
♦
♦
♦
♦
♦
♦
♦
♦
Lm

G0 ϕ0
// G1 ϕ1
// G2 // . . . ϕm−3
// Gm−2 ϕm−2
// Gm−1 ϕm−1
// Gm = 1
,
where ξ = x(m) is the m-th retraction of an arbitrary x ∈ X, and Gm−1 is
a finite cyclic group (Gm−1 = 1 is possible).
(2) Retm(X, r) is a non-retractable solution of order n ≥ 4, Gm = Gm+1 is an
n-generated torsion-free group. Moreover Gm = Gm+1 is a nonabelian finite
group with SocGm = {1}.
Theorem 5.15. Let (X, r) be a non-degenerate symmetric set of order |X | ≥ 2
(not necessarily finite), notation as above.
(1) The symmetric group (G, rG) has finite multipermutation level iff (X, r) is
a multipermutation solution. In this case one has
(5.13) 0 ≤ mpl(G, rG) = m− 1 ≤ mpl(X, r) ≤ mpl(G, rG) = m <∞.
(2) Suppose furthermore that (X, r) satisfies condition (*). Then
(5.14) mplX = m <∞ iff mplG = m <∞.
In particular, (5.14) is in force for square-free solutions (X, r) of arbitrary
cardinality.
Proof. (1). Consider (G, rG) as a symmetric set. Then X is an rG-invariant subset
of G. Suppose (G, rG) has a finite multipermutation level mplG = m < ∞. Note
that the left action of G upon itself extends canonically the left action of G upon
X . Moreover, the equality K = SocG = Γ implies that two elements x, y ∈ X
have the same action Lx = Ly on X if and only if they have the same action
on G. Our assumption mplG = m implies that (4.5) is in force for every choice
of x, y1, · · · , ym ∈ G. But X is embedded in G, hence, (4.5) is satisfied by any
x, y1, · · · , ym ∈ X , and therefore by Proposition 4.7 mplX ≤ m. This verifies the
implication
(5.15) mplG = m <∞ =⇒ 1 ≤ mplX ≤ mplG.
Assume now that (X, r) is a multipermutation solution of level m = mplX . Then,
by Lemma 5.14 Gm = {1} is a one element solution. But Gm ≃ Ret
m+1(G, rG),
hence mplG ≤ m + 1. More precisely, either (a) Gm−1 is a nontrivial finite cyclic
group, then mplG = m + 1, and mplG = mplX = m; or (b) Gm−1 = {1},
then Retm(G, rG) is a one element solution (m is minimal with this property).
In this case mplX = m = mplG, and mpl(G, rG) = m − 1. (2). Suppose (X, r)
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satisfies condition (*), and mplX = m. Then Retm−1(X, r) is a trivial solution of
order ≥ 2, Gm−1 is a free abelian group of finite rank, hence Gm−1 = {1}. By
Theorem 5.8 Retm(G, rG) ∼= Gm−1 so it is a one element solution, and if m ≥ 2,
Retm−1(G, rG) = Gm−2 has order ≥ 2. Therefore mplG = m = mplX . 
Corollary 5.16. Let (X, r) be a finite solution, notation as usual.
(1) Suppose the left brace (G,+, ·) is a nontrivial two-sided brace.
(a) The corresponding radical ring G⋆ is nilpotent, say of class m > 1;
(b) In this case (X, r) is a multipermutation solution, with m − 1 ≤
mplX ≤ m, and the inequalities (5.13) are in force. Moreover, if
(X, r) is a square free-solution, then
mpl(X, r) = m = the nilpotency degree of G⋆.
(2) (X, r) is a multipermutation solution with mplX ≥ 2 iff there exist some
j ≥ 0 such that (Gj ,+, ·) is a two-sided brace of order > 1.
Proof. (1). It is well-known that the Jacobson radical of a left Artinian ring is
nilpotent, see for example [Lam], Theor. 4.12. This straightforwardly implies that a
finite radical ring R is nilpotent, so (1a) holds. By Theorem 4.21 mpl(G, rG) = m−1
so mpl(G, rG) = m. Now part (1b) follows straightforwardly from Theorem 5.13.
(2). Assume (Gj ,+, ·) is a two-sided brace for some j ≥ 0, |Gj | > 1. Part (1)
implies that Retj(X, r) is a multipermutation solution, say mplRetj(X, r) = s,
hence mpl(X, r) = s+ j <∞. Conversely, suppose mplX = m ≥ 2. Then m− 1 ≤
s = mplG ≤ m, so mplGs−1 = 1, and therefore, by Remark 4.19 Gs−1 is a two-sided
brace. 
6. A symmetric set (X, r) whose brace G(X, r) is two-sided, or
square-free must be a trivial solution
In this section (X, r) denotes (a non-degenerate) symmetric set, not necessarily
finite. As usual, S = S(X, r) is the associated YB monoid, (G, rG) and (G,+, ·),
are the associated symmetric group and left brace, respectively, where G = G(X, r).
We shall show that each of the conditions: ”G is a two-sided brace”; or ”(G, rG) is
a square-free solution”, is extremely restrictive. The main result of the section is
the following theorem.
Theorem 6.1. Suppose (X, r) is a non-degenerate symmetric set (not necessarily
finite). The following conditions are equivalent.
(1) The associated left brace (G,+, ·) is a two-sided brace.
(2) The associated symmetric group (G, rG) is a square-free solution.
(3) (X, r) is a square-free solution and xy(xy) = xy, ∀x, y ∈ G, holds in G.
(4) The multiplicative group G = G(X, r) is a free abelian group generated by
X, so (G, rG) is the trivial solution.
(5) (X, r) is a trivial (square-free) solution.
The implication (2) =⇒ (1) was proven independently in [CJO14, Theorem 5]. Our
proof of Theorem 6.1 does not use their result. We apply our ”symmetric groups
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-braces” approach to show a stronger statement: each of the conditions (1) and (2)
is equivalent to ”(X, r) is a trivial solution”. We prove first some more results.
Lemma 6.2. Let (G,+, ·) be a left brace, and let (G, r) be the corresponding sym-
metric group. (1) G is a two-sided brace if and only if
(6.1) c((abc)
−1
c) = (b
−1
c)(((a
b)(b
−1
c))−1c), ∀ a, b, c ∈ G.
(2) Assume that (G, r) satisfies lri. Then G is a two-sided brace if and only if
(6.2) c(c(abc)) = (cb)(c(a
bcb)), ∀ a, b, c ∈ G.
The proof of Lemma 6.2 involves technical computations in the symmetric group
(G, r) and can be found in the first two versions of our preprint, see arXiv:1507.02602
[math.QA]. The original proof of Theorem 6.3 can be also found in the first two
versions of the same preprint. Here we give a second proof whose idea was kindly
suggested to the author by Ferran Cedo´.
Theorem 6.3. Let (X, r) be a symmetric set (not necessarily finite), and let
(G,+, ·), be the associated left brace. If (G,+, ·) is a two-sided brace then (X, r) is
the trivial solution on the set X.
Proof. Assume (G,+, ·) is a two-sided brace and consider the associated Jacobson
radical ring G∗ = (G,+, ∗), where a∗b := ab−a−b or equivalently, ab = a∗b+a+b.
In particular, a left, and a right distributive law hold in G⋆. Moreover, by (4.10),
one has ab = a ∗ b+ b, ∀a, b ∈ G. Let x, y ∈ X, then one has:
(x+x)y = (x + x) ∗ y + y = x ∗ y + x ∗ y + y = 2(x ∗ y + y)− y = 2(xy)− y.
So the following identity is in force in the additive group (G,+):
(6.3) y + (x+x)y − 2(xy) = 0, ∀x, y ∈ X.
Note first that y, (x+x)y, xy ∈ X . Recall that the set X is embedded in G and
the additive group (G,+) is isomorphic to the (additive) free abelian group, gr[X ]
generated by X , see Remark 3.9. Then (6.3) must be a trivial relation, which is
possible if and only if xy = y = (x+x)y. This proves that xy = y, for all x, y ∈ X,
and therefore (X, r) is a trivial solution. 
Proof of Theorem. 6.1. The implications (5)⇐⇒ (4) =⇒(1), (5) =⇒(2) =⇒(3) are
obvious. Theorem 6.3 verifies the implication (1) =⇒ (5).
(3) =⇒ (5). Let x, y ∈ X, x 6= y. Then xy = xy(xy) = (xyx)((xy)
x
y), by ML2.
Therefore the following equality of monomials of length two holds in the monoid
S = S(X, r):
(6.4) xy = (xyx)((xy)
x
y).
Two cases are possible. 1. The equality (6.4) holds in the free monoid 〈X〉. In
this case (xy)x = x. Moreover, (xy)x = x(yx) = xx, which by the non-degeneracy
of (X, r) implies yx = x. 2. (6.4) is not an equality of words in 〈X〉. Then it
is a (non-trivial) relation for S, therefore (xy, xy) = r(x, y) = (xyx, (xy)
x
y) holds
in X × X . Hence xy = xyx = x(yx). The non-degeneracy again implies y = yx.
But (X, r) is a square-free solution, so y = yy, and yx = y = yy imply x = y,
which contradicts our assumption x, y ∈ X, x 6= y. Therefore case 2 is impossible.
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It follows that the equality yx = x holds for all x, y ∈ X, that is Ly = idX , for all
y ∈ X , hence (X, r) is a trivial solution. 
7. Symmetric groups with conditions lri and Raut
In this section we introduce some special conditions on the actions of a symmetric
group (G, r) upon itself and study their effect on the properties of (G, r) and the
associated brace (G,+, ·).
7.1. Symmetric sets (X, r) with condition lri. We present first some useful
technical results. As usual, (X, r) denotes a non-degenerate symmetric set, (G, rG),
and (G,+, ·) denote its associated symmetric group and left brace, respectively.
Recall that condition lri holds on (X, r) iff (X, r) satisfies the cyclic conditions cc,
see Corollary 2.8. Moreover, every square-free solution satisfies lri. The permuta-
tion solutions, see Example 4.1, are a well known class of solutions with condition
lri. Recently, an interesting class of non-retractable solutions each of which satis-
fies lri but is not necessarily square-free were introduced and studied in [BCJO].
Proposition 7.13 shows that every symmetric group (G, r) with mplG = 2 satisfies
lri and conditions (7.1) given below. Note that if (X, r) is with lri, then its sym-
metric group (G, rG) is a symmetric set which, in general, may not satisfy condition
lri. However, a mild generalization of lri denoted by lri⋆ is always in force, see
Proposition 7.6. The special cases when some of the symmetric group (G, rG), or
(G, rG) satisfies lri will be studied in the next section.
Lemma 7.1. Let (X, r) be a nontrivial symmetric set of arbitrary cardinality,
|X | ≥ 2. The following two conditions are equivalent.
(7.1) (i) Lxa = La, ∀a, x ∈ X ; (ii) Lax = La, ∀a, x ∈ X.
Moreover, each of these conditions implies condition lri.
Proof. (i) =⇒ (ii) and lri. Assume (i) is in force, and let a, x ∈ X . Applying
first (2.1) and then (7.1) (i) we obtain x =
xa(xa) = a(xa). This gives the first lri
identity x(ax) = a, ∀a, x ∈ X which together with (7.1) (i) imply La = L(x(ax)) =
Lax , ∀ a, x ∈ X, hence (ii) is in force. We use (2.1) and (ii) to yield
x = (ax)(a
x) = ((a
x)x)(a
x),
hence (by the non-degeneracy) the second lri identity (ax)a = x, ∀a, x ∈ X, is
also in force. Analogous argument verifies the implication (ii) =⇒ (i) and lri. 
Proposition 7.2. Let (X, r) be a non-degenerate symmetric set, with associated
symmetric group G = G(X, r). Let Xi, i ∈ I, be the set of all G-orbits in X (possibly
infinitely many). Suppose that for each i ∈ I, (Xi, ri) is a trivial solution, or one
element solution. Then
(1) The following equalities hold for all y ∈ X, a, b ∈ Xi, i ∈ I:
(7.2)
bya = ya, y
b
a = ya, ay
b
= ay, a
by = ay.
(2) X is a strong twisted union X = ♮i∈IXi, in the sense of [GIC12].
(3) (X, r) satisfies condition lri.
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Proof. (1). By hypothesis each orbit is a trivial or one element solution, therefore
(7.3) ba = a = ab, ∀a, b ∈ Xi.
Assume now a, b ∈ Xi, i ∈ I, and y ∈ X . Then a, b,
ya, by ∈ Xi so we apply
(7.3) twice to deduce ya = b(ya) =
by(b
y
a) =
bya. This verifies the first equality
in (7.2). The proof of the remaining three equalities is analogous. (2). Clearly,
X is a disjoint union X =
⋃
i∈I Xi of its G-orbits. It follows from (7.2) that for
each pair i, j ∈ I, i 6= j, Xi♮Xj is a strong twisted union, but this means that X is
a strong twisted union X = ♮i∈IXi, in the sense of [GIC12]. (3). We shall prove
that lri holds. Let a, x ∈ X , say x ∈ Xi, i ∈ I. Then x, x
a ∈ Xi, so (2.1) and (7.2)
imply x =
xa(xa) = a(xa), which gives the first lri equality, x = a(xa). The second
equality, (ax)a = x, is proven analogously. 
Remark 7.3. If (X, r) is a symmetric set with lri then
(7.4) c(bc) = b(cb), for all b, c ∈ X.
Indeed, conditions M3, lri and the cyclic condition cc imply: c(bc) = (c(bc))cb
c
=
b(cb).
Notation 7.4. X⋆ := X
⋃
X−1, where X−1 = {x−1 | x ∈ X}.
Lemma 7.5. Let (X, r) be a symmetric set, G = G(X, r) in the usual notation.
(1) The following implications are in force for all a, b ∈ G.
(7.5) (a
−1
b = ba)⇐⇒ (a(ba) = b); (ba
−1
= ab)⇐⇒ ((ab)a = b).
(2) The following equalities hold for all a, b ∈ G.
(7.6)
a(
a−1 b) = b
−1
a, (a−1)b = (a(
a−1b))−1, b(a−1) = ((b
a−1 )a)−1,
(ba)−1 = (a−1)(b
−1), (b(a−1))−1 = a(b
−1), (b
−1
a)−1 = (a−1)b, (b
−1
a−1)−1 = ab.
The proof of this lemma is given in [GI15], p.18.
The condition lri on (X, r) can be extended for the actions of the whole group G
upon X⋆, as shows the following result.
Proposition 7.6. In notation as above, let (X, r) be a symmetric set with lri, and
let G = G(X, r) be its YB group.
(1) The following generalization of lri holds:
(7.7) lri⋆ : a(xa) = x = (ax)a, ∀ x ∈ X⋆, a ∈ G.
(7.8) a
−1
x = xa, xa
−1
= ax, ∀ x ∈ X⋆, a ∈ G.
(2) The following equalities hold:
(7.9) (xa)−1 = (x−1)a, (ax)−1 = a(x−1), ∀ x ∈ X⋆, a ∈ G.
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(3) The following generalization of the cyclic conditions is in force.
(7.10) cl1⋆ : a
x
x = ax, cr1⋆ : x
xa = xa, ∀ x ∈ X⋆, a ∈ G.
More generally,
(7.11) (a(x
k))x = ax, x(
(xk)a) = xa, ∀ k ∈ N, x ∈ X⋆, a ∈ G.
(4) The following equalities hold.
(7.12) a(xk) = (ax)k, (xk)a = (xa)k ∀ k ∈ N, x ∈ X⋆, a ∈ G.
A detailed proof of the proposition can be found in [GI15].
Corollary 7.7. Let (X, r) be a symmetric set with lri. (1) The set X⋆ is rG-
invariant. (2) Let r⋆ be the restriction of rG on X
⋆ × X⋆. Then (X⋆, r⋆) is a
symmetric set which satisfies lri and the cyclic conditions cc.
Remark 7.8. In assumption and notation as in Proposition 7.6, the following
equality is in force for all a, x, y ∈ X⋆:
(7.13) xa + (xy)a = a
−1
(xy).
Proof. Suppose a, x, y ∈ X⋆, then the following equalities hold in G:
xa + (xy)a = a
−1
(x) + a
−1
(xy) by lri⋆
= a
−1
(x+ xy) = a
−1
(xy) by Laut.

7.2. Symmetric groups with conditions lri and Raut. In this subsection, as
usual, (G, r) is a symmetric group and (G,+, ·) is the associated left brace.
Definition 7.9. (1) The symmetric group G acts upon itself as automor-
phisms if condition MLaut given below is in force:
(7.14) MLaut : a(bc) = (ab)(ac), ∀ a, b, c ∈ G.
(2) The brace (G,+, ·) satisfies condition Raut if
(7.15) Raut : (a+ b)c = ac + bc, ∀ a, b, c ∈ G.
In this case the group (G, ·) acts upon (G,+) from the right as automor-
phisms. The map R : (G, ·) −→ Aut(G,+) is a homomorphism of groups.
We have shown in Proposition 3.5 that under the assumption that (G,+, ·) is a
nonempty set with operations ”·” and ”+” such that (G, ·) is a group, (G,+) is
an abelian group, and the map G × G −→ G is defined as (a, b) 7→ ab := ab − a,
condition Laut, see (3.9), is equivalent to the property ”(G,+, ·) is a left brace”.
In contrast, condition Raut which seems to be ”a right analogue” of Laut, does
not imply that the left brace (G,+, ·) is also a right brace. The difference is due to
the ’asymmetric’ definitions of the left and the right actions, see (3.18).
Suppose (G, r) is a symmetric group and aa = a, ∀a ∈ G, i.e., (G, r) is a square-free
solution. Then (i) (G, r) satisfies conditions lri, cc and Raut; (ii) The correspond-
ing left brace (G,+, ·) is a two-sided brace, see [CJO14], Theorem 5.
Theorem 7.10. Let (G, r) be a symmetric group and let (G,+, ·) be the associated
left brace. Then the following conditions hold.
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(1) If (G, r) satisfies condition lri then condition Raut holds in (G,+, ·). More-
over the following equality is in force
(7.16) ((
va)u)(av) = (au)((a
u)v), ∀ a, u, v ∈ G.
(2) Suppose that G = G(X, r0) is the symmetric group of a solution (X, r0).
If (X, r0) satisfies lri and condition Raut holds in (G,+, ·), then (G, r)
satisfies condition lri.
Proof. (1). Suppose a, u, v ∈ G. We apply successively lri for the first, Laut, for
the second, and lri for the third equality below and yield:
(u+ v)a = a
−1
(u+ v) = a
−1
u+ a
−1
v = ua + va.
Hence (u + v)a = ua + va, for all a, u, v ∈ G, that is Raut is in force.
We shall verify (7.16). Suppose a, u, v ∈ G. We apply successively MR2, Lemma
7.5 and lri and obtain:
(7.17) (uv)a
−1
= (u(
v(a−1)))(va
−1
) = (u(
va)−1)(va
−1
) = ((
va)u)(av).
Applying lri and ML2 we get (uv)a
−1
= a(uv) = (au)((a
u)v), which together with
(7.17) implies (7.16).
(2) Assume now that (X0, r0) is a solution with lri, and its associated left brace
(G,+, ·) satisfies Raut. We have to show that the symmetric group (G, r) satisfies
lri. First we use induction on the length |a| of a to prove that
(7.18) a(x
−1) = xa, (x
−1)a = ax, for all a ∈ G, x ∈ X⋆.
By hypothesis (X, r) satisfies lri, hence, by Proposition 7.6, condition lri⋆ is also
in force. Therefore (7.18) is satisfied for all a ∈ G, |a| = 1, which gives the base
for induction. Assume (7.18) is true for all a ∈ G, |a| ≤ n. Let x ∈ X⋆, and let
b ∈ G, |b| = n+ 1. Then b = at = a+ at, where a ∈ G, |a| = n, t ∈ X⋆. One has
b(x
−1) = (at)(x
−1) = (a+ at)(x
−1) = a(x
−1) + (at)(x
−1) by Raut
= xa+ x(at) = x(a+ at) = x(at) = xb by IH, and by Laut,
which proves the first equality in (7.18). The second equality in (7.18) follows
straightforwardly. Next, using induction on the length |u| of u ∈ G we verify
(7.19) (ua)
u
= a, u(au) = a, ∀a, u ∈ G.
The base for induction follows from (7.18). Assume that (7.19) is true for all a ∈ G
and all u ∈ G, |u| ≤ n. Let a ∈ G, and v ∈ G, with |v| = n + 1. Then v = ux,
where u ∈ G, |u| = n, x ∈ X⋆. In the following computation we use ML1, and
MR1 for the second equality, and the inductive hypothesis for the third and fourth
equalities:
(va)v = (uxa)ux = ((u(xa))u)x = (xa)x = a.
This proves the first identity in (7.19), the second one is verified analogously. Hence
(G, r) satisfies lri. 
Corollary 7.11. Suppose (X, r) is a solution with lri, (G, rG) and (G,+, ·) are its
symmetric group and its left brace, respectively. Then (G, rG) satisfies lri if and
only if (G,+, ·) satisfies Raut.
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7.3. A symmetric group acting upon itself as automorphisms is a multi-
permutation solution of level ≤ 2.
Lemma 7.12. Let (G, r) be a symmetric group. The following four conditions are
equivalent.
(7.20)
(i) L(ba) = La, ∀ a, b ∈ G; (ii) L(ab) = La, ∀ a, b ∈ G;
(iii) R(ba) = Ra, ∀ a, b ∈ G; (iv) R(ab) = Ra, ∀ a, b ∈ G.
Moreover, each of these four condition implies conditions lri and cc on (G, r).
Proof. The implications (i)⇐⇒ (ii) =⇒ (condition lri) are verified by Lemma 7.1
for arbitrary symmetric sets. An argument analogous to the proof of Lemma 7.1
verifies (iii) ⇐⇒ (iv) =⇒ (condition lri).
(i) =⇒ (iv). Suppose (i) holds, then (ii) is also in force. Let a, b, c ∈ G. We use
successively condition lri, Lemma 7.5, and (ii) to obtain
ca
b
= (a
b)−1c = (a
−1)bc = a
−1
c = ca,
which implies (iv). One verifies (iv) =⇒ (i) analogously. 
Proposition 7.13. Let (G, r) be a symmetric group, and let G = (G,+, ·) be the
associated left brace. Suppose (G, r) is a nontrivial solution. The following three
conditions are equivalent.
(1) (G, r) is a multipermutation solution of YBE of level 2.
(2) G acts upon itself from the left as automorphisms, that is, MLaut, (7.14)
holds.
(3) At least one of the four identities (7.20) (i), (ii), (iii), (iv) is in force.
Moreover, each of the above conditions implies the following.
(i) The symmetric set (G, r) satisfies lri and the cyclic conditions cc.
(ii) The brace G = (G,+, ·) satisfies condition Raut.
Proof. (1)⇐⇒ (3). The equivalence (1)⇐⇒ (7.20) (ii) follows from Lemma 4.4.3.
Hence, by Lemma 7.12, condition (1) is equivalent to each of the four conditions
listed in (7.20). (2)⇐⇒ (3). We shall verify (7.14) ⇐⇒ (7.20) (i). The symmetric
group G satisfies ML2, so a(bc) = (ab)((a
b)c), ∀a, b, c ∈ G. Therefore the following
implications are in force:
(7.14)⇐⇒ [(ab)(ac) = a(bc) = (ab)((a
b)c), ∀a, b, c ∈ G]
⇐⇒ [(a
b)c = ac, ∀a, b, c ∈ G].
This proves the equivalence (7.14) ⇐⇒ (7.20) (i). Our argument above shows
that conditions (2) and (3) are equivalent. It follows then that (1), (2) and (3) are
equivalent, and by Lemma 7.12 each of them implies lri, hence, by Corollary 2.8 the
cyclic conditions cc are also in force. By Theorem 7.10 (1) lri implies Raut. 
Remark 7.14. Let (G, r) be a symmetric group which acts upon itself as automor-
phisms, i.e. MLaut holds. Then the semidirect product G⋉G is also a symmetric
group, with a braiding operator canonically extending r.
This agrees with analogous statement of Rump about braces, see [Ru14], Proposi-
tion 6.2.
36 TATIANA GATEVA-IVANOVA
7.4. The symmetric groups (G, rG) and (G, rG) of a nontrivial permutation
solution. We consider the class of involutive permutation solutions of Lyubashenko
(or shortly, the permutation solutions) : (X, r) = (X, r, σ), where X is a set, not
necessarily finite, |X | ≥ 2, σ ∈ Sym(X) is a permutation (bijective map), and r
is the map r : X ×X −→ X ×X defined as r(x, y) := (σ(y), σ−1(x)), ∀ x, y ∈ X.
(X, r) satisfies lri, and is a nontrivial solution iff σ 6= idX . Recall that a symmetric
set (X, r) has mplX = 1 iff (X, r) is a permutation solution, see Remark 4.2.
Moreover, mplG(X, r) = mplX = 1 iff σ = idX , and (X, r) is the trivial solution.
The proof of the following proposition is given in our preprint [GI15], p. 40.
Proposition 7.15. Let (X, r) = (X, r, σ) be the permutation solution defined by
σ ∈ Sym(X), σ 6= idX . Let (G, rG) and (G, rG) be the associated symmetric groups.
Let x ∈ X. Then the following conditions hold.
(1) G ∼= 〈σ〉. The retraction Ret(G, rG) = ([G], r[G]) is a trivial solution of
order |σ|.
(2) More precisely, either (i) the permutation σ has finite order m, then Ret(G, rG)
is the trivial solution on the set [G] = {[1], [x], [x2], [x3], · · · [xm−1]}; or
(ii) the permutation σ has infinite order, then Ret(G, rG) is the trivial solu-
tion on the countably infinite set: [G] = {· · · , [x−2], [x−1], [1], [x], [x2], · · · }.
(3) G acts upon itself as automorphisms, that is conditions MLaut holds.
Moreover, G satisfies conditions lri and Raut.
(4) There is a strict inequality 1 = mplX < mplG = 2.
Clearly if (X, r) is a permutation solution of finite order, then the permutation
σ ∈ Sym(X) has finite order m, so Ret(G, rG) is a finite (trivial) symmetric set of
order m. We give two concrete examples in which X is a countably infinite set.
Example 7.16. Let X = {xi | i ∈ Z}. We consider the following two solutions.
(1) (X, r, σ1) = (X, r1), where σ1 ∈ Sym(X) is the shift σ1(xi) = xi+1, i ∈ Z.
Denote by (G(1), r(1)) the associated symmetric group. The permutation
σ1 has infinite order, Ret(G
(1), r(1)) is the trivial solution on the countably
infinite set [G(1)] = {· · · , [x−2], [x−1], [1], [x], [x2], [x3], · · · }, where x ∈ X is
an arbitrary fixed element of X .
(2) (X, r, σ2) = (X, r2), where σ2 ∈ Sym(X) is the infinite product of transpo-
sitions σ2 =
∏
k∈Z(x2k x2k+1). In other words, σ(x2k) = x2k+1, σ(x2k+1) =
x2k, for all k ∈ Z, so σ2 = idX . Denote by (G(2), r(2)) the associated sym-
metric group. Then Ret(G(2), r(2)) is a trivial solution of order 2, one has:
[G(2)] = {[1], [x]}, where x ∈ X is an arbitrary fixed element of X .
In both cases there are equalities mpl(X, ri) = 1,mpl(G
(i), r(i)) = 2, i = 1, 2.
8. Square-free solutions (X, r) with condition lri on a derived
symmetric group, or on a derived permutation group
In this section (X, r) denotes a square-free solution of arbitrary cardinality |X | ≥ 2.
We shall indicate explicitly the cases when X is a finite set. As usual (G, rG) and
(G,+, ·) are the associated symmetric group and the corresponding left brace. Let
Xi, i ∈ I, be the set of all G-orbits in X (we consider the left action of G upon X),
(Xi, ri), i ∈ I, denotes the induced solution on Xi.
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8.1. The symmetric group G(X, r) satisfies lri if and only if mplX ≤ 2. The
main result of the subsection is Theorem 8.2. We first study how condition lri on
the associated symmetric group (G, rG) affects the properties of (X, r).
Proposition 8.1. If (X, r) is a nontrivial square-free solution, whose associated
symmetric group (G, rG) satisfies condition lri, then the following conditions hold.
(1) For each G-orbit Xi, i ∈ I, the induced solution (Xi, ri), is a trivial, or one
element solution.
(2) mpl(X, r) = mpl(G, rG) = 2.
Proof. (1). We shall verify the equalities
(8.1) (
bx)x = x, x(
bx) = x, for all b ∈ G, x ∈ X.
By Theorem 7.10 (1) condition lri implies
(8.2) ((
bv)u)(vb) = (vu)((v
u)b), ∀ b, u, v ∈ G.
We set u = x, v = x in this equality to obtain ((
bx)x)(xb) = (xx)((x
x)b) = x(xb)
which, after cancelling xb from both sides, implies the first equality in (8.1). We use
lri to deduce the second equality in (8.1). Clearly, (8.1) implies r(x, y) = (xy, xy) =
(y, x), for every x, y ∈ Xi, so (Xi, ri), i ∈ I, is a trivial, or one element solution.
(2). We shall prove mplX = 2. By hypothesis (X, r) is a nontrivial (square-free)
solution. Let a, x, y ∈ X . Then (
ya)x, ay, ax, (a
x)y ∈ X , so writing (8.2) in terms of
a, x, y we obtain the following equality of words of length two in S = S(X, r):
(8.3) ((
ya)x)(ay) = (ax)((a
x)y).
Two cases are possible. Case i. The equality (8.3) holds in the free monoid
〈X〉. In this case ((
ya)x, ay) = (ax, (a
x)y) in X × X , hence (
ya)x = ax. Case ii.
((
ya)x)(ay) 6= (ax)((a
x)y) in 〈X〉, so (8.3) is a non-trivial relation in S. Then
(8.4) ((
ya)x, (ay)) = r(ax, (a
x)y) = (
ax((a
x)y), (ax)(
(ax)y))
is an equality in X ×X . Comparing the first components we get
(8.5) (
ya)x =
ax((a
x)y),
so x and y are in the same orbit Xi, for some i. Now (8.5) together with (8.3) and
the fact that (Xi, ri), i ∈ I, is a trivial solution imply
ax = (
ya)x =
ax((a
x)y) = (a
x)y = ay.
Thus ax = ay, which by the non-degeneracy implies x = y, and therefore (ii) is
impossible. We have shown that (
ya)x = ax, for all a, x, y ∈ X , or equivalently,
L(ya) = La, ∀ a, y ∈ X . This implies that mplX = 2. By hypothesis (X, r) is a
square-free solution, so Theorem 5.15 implies mplG = mplX = 2. 
Theorem 8.2. Let (X, r) be a nontrivial square-free solution of arbitrary cardinal-
ity.
(1) The following conditions are equivalent
(a) (X, r) is a multipermutation solution of level 2.
(b) (G, rG) is a multipermutation solution of level 2.
(c) G acts upon itself as automorphisms that is L(ba) = La, ∀ a, b ∈ G.
(d) (G, rG) satisfies condition lri.
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(e) The left brace (G,+, ·) satisfies condition Raut.
(2) More generally, mpl(X, r) = m ≥ 2 iff the derived group (Gm−2, rGm−2) is
nonabelian and satisfies lri.
Proof. (1). The implication (1a) ⇐⇒ (1b) follows from Theorem 5.15 part (3).
Note that each of the solutions (X, r) and (G, rG) satisfies condition (*), see Defini-
tion 4.3. Then Lemma 4.4, part (3) verifies the implications (1b)⇐⇒ (1c) =⇒ (1d).
Proposition 8.1 verifies (1d) =⇒ (1a). Since every square-free solution (X, r) sat-
isfies lri, Corollary 7.11 gives the implication (1d) ⇐⇒ (1e). (2). By definition
(Gm−2, rGm−2) = G(Ret
m−2(X, r)), moreover there are equivalences:
[mpl(X, r) = m ≥ 2]⇐⇒ [mplRetm−2(X, r) = 2]⇐⇒ [mpl(Gm−2, rGm−2) = 2].
Part (1) implies mpl Retm−2(X, r) = 2 iff (Gm−2, rGm−2) satisfies lri and is non-
abelian, which verifies part (2). 
8.2. A finite square-free symmetric set (X, r) whose permutation group
G(X, r) satisfies lri is a multipermutation solution. The conventions given in
the beginning of this section are in force. So (X, r) denotes a nontrivial square-
free solution of arbitrary cardinality, |X | ≥ 2, (G, rG), (G, rG) are the associated
symmetric groups, S = S(X, r) is the associated monoid, (Gj , rGj ), and (Gj , rG),
j ≥ 0 are the corresponding derived groups. In particular, G1 = G([X ], r[X]) is the
symmetric group of the retraction Ret(X, r) = ([X ], r[X]). We denote by Xi, i ∈ I,
the set of all G-orbits in X (possibly infinite) and by (Xi, ri), i ∈ I, the induced
solutions. Clearly, a subset Y ⊂ X is a G-orbit iff it is a G-orbit. The main result
of the subsection is Theorem 8.5.
Consider the group epimorphism L : G −→ G, extending the assignment x 7→
Lx, x ∈ X . For a ∈ G we shall often write a := La ∈ G, so every element u ∈ G
can be written as u = a, for some a ∈ G. If a, b ∈ G we write a ∼ b to express that
La = Lb on X (by Remark 5.1 this implies equality of the left actions La = Lb of G
upon itself). We shall involve again computation with long actions, or, as we call
these, ”towers of actions”.
Lemma 8.3. Notation as above. Let (X, r) be a nontrivial solution, |X | ≥ 2, such
that: (i) for each i ∈ I, the G-orbit (Xi, ri) is a trivial solution, or one element
solution; and (ii) the symmetric group (G, rG) satisfies condition lri. Then the
equality:
(8.6) ((· · · ((b⊲yn)⊲yn−1)⊲ · · · ⊲y2)⊲y1)⊲a = ((· · · (yn⊲yn−1)⊲ · · · ⊲y2)⊲y1)⊲a
holds for any integer n ≥ 1, any choice of y1, · · · , yn ∈ X, and any pair a, b, such
that a ∈ Xi, b ∈ Xi
⋃
X−1i , i ∈ I.
Proof. By hypothesis (G, rG) satisfies condition lri, hence by Theorem 7.10, the
identity (7.16) hods in G. We write it using the alternative notation, ” α⊲x = αx”:
((v⊲u)⊲b)(u⊲v) = (u⊲b).((ub)⊲v), ∀ u, v, b ∈ G.
Equivalently, one has
(8.7) ((v⊲u)⊲b)(u⊲v) = (u⊲b).((ub)⊲v), ∀ u, v, b ∈ G.
We shall use induction on n to prove that (8.6) holds for any n, any choice of
y1, · · · , yn ∈ X , and any a and b such that a ∈ Xi, b ∈ Xi
⋃
X−1i , i ∈ I. The
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base for the induction follows straightforwardly from Proposition 7.2, (7.2). Due to
condition lri on (X, r), the equalities (7.2) are satisfied for all y ∈ X , and all a, b,
such that a ∈ Xi, b ∈ Xi
⋃
X−1i , i ∈ I. Assume (8.6) is in force for all n, 1 ≤ n ≤ k.
Chose y1, · · · , yk, yk+1 ∈ X , a and b as above. We write (8.7) in terms of yk, yk+1, b
to obtain
(8.8) ((yk⊲yk+1)⊲b).(yk+1⊲yk) = (yk+1⊲b).((ybk+1)⊲yk).
This implies an equivalence of elements of G with respect to their left action upon
X :
(8.9) ((yk⊲yk+1)⊲b).(yk+1⊲yk) ∼ (yk+1⊲b).((y
b
k+1)⊲yk).
Now we set
(8.10)
b′ = (yk⊲yk+1)⊲b, yk
′ = yk+1⊲yk,
b′′ = yk+1⊲b, yk
′′ = (ybk+1)⊲yk.
Substitute these in (8.9) and obtain b′.yk
′ ∼ b′′.yk
′′. Recall that G acts on X∗, see
Section 7.1. By Proposition 7.6 one has (cb)−1 = c(b−1), ∀c ∈ G, b ∈ X∗, hence
b−1 ∈ Xi implies (
cb)−1 ∈ Xi, ∀c ∈ G. Therefore each of the pairs a, b
′ and a, b′′
satisfies the inductive assumption.
Without loss of generality we may assume that k ≥ 2. (In the case when k = 1,
replace yk−1 by a in the argument). Then acting on the left upon yk−1 we yield
(b′.yk
′)⊲yk−1 = (b
′′.yk
′′)⊲yk−1, which by condition ML1 gives
ω = b′⊲(yk
′⊲yk−1) = b
′′⊲(yk
′′⊲yk−1).
Using these two presentations of the element ω we have the following equalities of
”towers of actions” denoted by τ and τ1
(8.11)
τ = (· · · ((b′⊲(yk
′⊲yk−1))⊲yk−2)⊲ · · · ⊲y1)⊲a
= ((· · · (b′′⊲(yk
′′⊲yk−1))⊲yk−2)⊲ · · · ⊲y1)⊲a = τ1.
Next we apply the inductive assumption to each of the elements τ and τ1 occurring
in (8.11). For τ we have
(8.12)
τ = (· · · ((b′⊲(yk
′⊲yk−1))⊲yk−2)⊲ · · · ⊲y1)⊲a
= (· · · ((yk
′⊲yk−1)⊲yk−2)⊲ · · · ⊲y1)⊲a by IH
= (· · · ((yk+1⊲yk)⊲yk−1)⊲ · · · ⊲y1)⊲a by (8.10),
where IH is the inductive hypothesis. Similarly, for τ1 we have
(8.13)
τ1 = ((· · · (b
′′⊲(yk
′′⊲yk−1))⊲yk−2) · · · ⊲y1)⊲a
= (· · · ((yk
′′⊲yk−1)⊲yk−2) · · · ⊲y1)⊲a by IH
= (· · · ((((ybk+1)⊲yk)⊲yk−1)⊲yk−2)⊲ · · · ⊲y1)⊲a by (8.10)
= (· · · ((((b−1⊲yk+1)⊲yk)⊲yk−1)⊲yk−2)⊲ · · · ⊲y1)⊲a by lri
= (· · · ((((c ⊲yk+1)⊲yk)⊲yk−1)⊲yk−2)⊲ · · · ⊲y1)⊲a, where c = b
−1.
The presentations of τ1 and τ given in (8.13) and (8.12), together with τ1 = τ imply
that the equality
(· · · (((c ⊲yk+1)⊲yk)⊲yk−1)⊲ · · · ⊲y1)⊲a = (· · · ((yk+1⊲yk)⊲yk−1)⊲ · · · ⊲y1)⊲a
holds, whenever a ∈ Xi and c ∈ Xi
⋃
X−1i , i ∈ I. 
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Proposition 8.4. Let (X, r) be a nontrivial solution, whose symmetric group
(G, rG) satisfies condition lri. Suppose X has a finite number of G-orbits Xi, 1 ≤
i ≤ m, and that each (Xi, ri), 1 ≤ i ≤ m, is a trivial solution, or one element
solution. Then (X, r) is a square-free multipermutation solution, with |X | ≥ 3,
2 ≤ mpl(X, r) ≤ m and presents as a strong twisted union X = X1 ♮ X2 · · · ♮Xm of
solutions with 0 ≤ mpl(Xi) ≤ 1.
Proof. It is clear that (X, r) is a square-free solution, since each orbit is a trivial
solution and therefore a square-free symmetric set. But a square-free solution of
order |X | = 2 is trivial, hence the hypothesis of the proposition implies |X | ≥ 3. It
follows from Proposition 7.2 that X is a strong twisted unionX = X1♮X2 · · ·♮Xm of
solutions with 0 ≤ mpl(Xi) ≤ 1. We shall prove that (X, r) is a multipermutation
solution, with 2 ≤ mpl(X, r) ≤ m. The square-free solution (X, r) satisfies the
hypothesis of Proposition 4.7, (2), therefore it will be enough to show that
(8.14)
ω = (· · · ((ym+1⊲ym)⊲ym−1)⊲ · · · ⊲y2)⊲y1
= (· · · (ym⊲ym−1)⊲ · · · ⊲y2)⊲y1 = ω
′,
for all y1, · · · , ym+1 ∈ X.
Let y1, · · · , ym+1 ∈ X. There are exactlym orbits, hence there will be some integers
λ, µ, 1 ≤ λ < λ + µ ≤ m + 1, such that yλ, yλ+µ are in the same orbit, say
Xi. Two cases are possible. Case 1. µ = 1. In this case λ + µ = λ + 1, so
(· · · (ym+1⊲ym)⊲ · · · )⊲yλ+1 = u ∈ Xi, and since Xi is a trivial solution, one has
(· · · (ym+1⊲ym)⊲ · · · ⊲yλ+1)⊲yλ =
uyλ = yλ. Thus
ω = (· · · ((ym+1⊲ym)⊲ym−1)⊲ · · · ⊲y2)⊲y1 = (· · · (yλ⊲yλ−1)⊲ · · · ⊲y2)⊲y1.
Similarly, ω′ = (· · · (ym⊲ym−1)⊲ · · · ⊲y2)⊲y1 = (· · · (yλ⊲yλ−1)⊲ · · · ⊲y2)⊲y1. This gives
the desired equality ω = ω′, which proves (8.14). Case 2. µ > 1. We shall assume
λ+ µ < m+ 1 (The proof in the case λ+ µ = m+ 1 is analogous). We set
(8.15)
z = yλ, u = yλ+µ, u
′ = (· · · (ym+1⊲ym)⊲ · · · )⊲yλ+µ,
ωλ = ((· · · (u
′⊲yλ+µ−1)⊲yλ+µ−2) · · · ⊲yλ+1)⊲z.
In this notation ω presents as
(8.16) ω = (· · · (ωλ⊲yλ−1)⊲ · · · )⊲y1.
By assumption u = yλ+µ ∈ Xi, hence u
′ is also in Xi. The tower ωλ contains the
elements u′ and z which belong to the same orbit Xi, therefore by Lemma 8.3 we
can ”cut” u′ to yield
ωλ = ((· · · (u
′⊲yλ+µ−1)⊲yλ+µ−2) · · · ⊲yλ+1)⊲z = (· · · (yλ+µ−1⊲yλ+µ−2) · · · ⊲yλ+1)⊲z
= (· · · (yλ+µ−1⊲yλ+µ−2) · · · ⊲yλ+1)⊲yλ.
We use this equality and (8.16) to yield a truncation of ω:
ω = (· · · ((ym+1⊲ym)⊲ym−1)⊲ · · · ⊲y2)⊲y1 = (· · · (ωλ⊲yλ−1)⊲ · · · )⊲y1
= ((· · · ((· · · (yλ+µ−1⊲yλ+µ−2) · · · ⊲yλ+1)⊲yλ)⊲ · · · )⊲y2)⊲y1.
Analogous argument verifies that the tower ω′ of length m can also be truncated:
ω′ = (· · · (ym⊲ym−1)⊲ · · · ⊲y2)⊲y1
= ((· · · ((· · · (yλ+µ−1⊲yλ+µ−2) · · · ⊲yλ+1)⊲yλ)⊲ · · · )⊲y2)⊲y1 = ω.
Therefore (8.14) is in force, and Proposition 4.7 implies mplG ≤ m. 
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Theorem 8.5. Let (X, r) be a square-free solution, |X | ≥ 2, with associated per-
mutation group G = G(X, r). Suppose that the symmetric group (G, rG) satisfies
lri. Then the following is in force.
(1) At least one of the following two conditions holds: (a) The solution (X, r)
is retractable; (b) Each induced solution (Xi, ri), i ∈ I, is a trivial solution,
or one element solution and X is a strong twisted union X = ♮i∈IXi.
(2) If X is a finite set, then (X, r) is a multipermutation solution.
Proof. (1). By hypothesis (G, rG) satisfies condition lri, hence the equality (8.7)
holds for all u, v, b ∈ G. We choose x ∈ X, v ∈ G, set b = x, u = x, and replace
these in (8.7). Then the following equalities hold for all x ∈ X, v ∈ G:
((v⊲x)⊲x).(x⊲v) = ((v⊲x)⊲x)(x⊲v) = (x⊲x).((xx)⊲v) = x.(x⊲v) = x.(x⊲v).
Now cancel x⊲v from the first and from the last monomial to obtain ((v⊲x)⊲x) = x,
for all x ∈ X and all v ∈ G. This implies the equality of actions
L((v⊲x)⊲x) = Lx, ∀x ∈ X, v ∈ G.
Two cases are possible. Case (i). There exist x ∈ X and v ∈ G such that
(v⊲x)⊲x 6= x, but L((v⊲x)⊲x) = Lx.
This implies that (X, r) is retractable. Case (ii). (v⊲x)⊲x = x for all x ∈ X , and
all v ∈ G. This is equivalent to
yx = x, ∀ x, y ∈ Xi, i ∈ I.
It follows that the induced solution (Xi, ri), i ∈ I, is a trivial solution, or one element
solution. The hypothesis of Proposition 8.4 is satisfied and therefore X is a strong
twisted union X = ♮i∈IXi, in the sense of [GIC12]. Part (1) has been proved.
(2). Assume that (X, r) is a finite square-free solution. Then it has a finite set of
G-orbits, say X1, · · ·Xt. Now consider each of the two cases (i) and (ii) occurring
in the argument of part (1). In the case when (ii) holds, each induced solution
(Xi, ri), 1 ≤ i ≤ t, is a trivial solution or one element solution. So Proposition 8.4
implies that (X, r) is a multipermutation solution with mplX ≤ t. Suppose case
(i) is in force, then (X, r) is retractable. Its retraction Ret(X, r) = ([X ], r[X]) is a
square-free symmetric set of order < |X |. The corresponding symmetric group G1 =
G([X ], r[X]) is a (braiding-preserving) homomorphic image of (G, rG), so (G1, rG1)
inherits condition lri from G. It follows by induction on the order |X | of X that
(X, r) is a multipermutation solution with mplX ≤ |X | − 1. 
Suppose (X, r) a (nontrivial) square-free solution, (G, rG), (G, rG) in usual nota-
tion. We have shown that the conditions ”mplX = 2” and ”(G, rG) satisfies lri”
are equivalent (Theorem 8.2). Moreover, condition lri on (G, rG) is sufficient for
”mplX < ∞” but it does not give information about the precise value of mplX .
We shall show that ”(G, rG) satisfies lri” is a necessary condition for ”mplX = 3”.
Lemma 8.6. Assumption and notation as above. Suppose (X, r) is a square-free
solution with mplX = 3. Then (G, rG) satisfies lri and therefore Raut.
42 TATIANA GATEVA-IVANOVA
Proof. It follows from Theorem 8.2 that mplX = 3 if and only if the derived
symmetric group (G1, rG1) satisfies condition lri and is a nontrivial solution. The
canonical map f : (G1, rG1) −→ (G, rG), [x] 7→ Lx, see Lemma 5.4, is an epimor-
phism of symmetric groups, so (G, rG) also satisfies conditions lri and Raut. 
Corollary 8.7. Suppose (X, r) is a finite nontrivial square-free solution. The fol-
lowing conditions are equivalent.
(1) 2 ≤ mplX = m <∞.
(2) There exists an integer j ≥ 0, such that the derived permutation group
(Gj , rGj ) satisfies lri, and Gj 6= {1}.
Proof. If mplX = 2, then mpl(G, rG) = 1, so (G, rG) satisfies lri. Assume now
m = mplX ≥ 3. Then mplRetm−3(X, r) = 3, and by Lemma 8.6 the derived
permutation group Gm−3 satisfies lri. Moreover, mplGm−3 = mplRet
m−3(X, r) −
1 = 2, so Gm−3 6= {1}. Conversely, if (Gj , rGj ) satisfies lri for some j ≥ 0 and
Gj 6= {1} then the corresponding retraction Ret
j(X, r) has finite multipermutation
level, 2 ≤ mplRetj(X, r) = s, hence 2 ≤ mpl(X, r) = j + s <∞. 
9. Epilogue
Suppose (X, r) is an arbitrary non-degenerate symmetric set, |X | ≥ 2, no additional
restrictions are imposed on (X, r), unless specified explicitly. Let (G, rG), (G, rG)
be the associated symmetric groups, and let (Gj , rGj ) = G(Ret
j(X, r)), j ≥ 0, Gj =
G(Retj(X, r)), j ≥ 0, be the derived symmetric groups, and the derived permutation
groups related to (X, r). m ≥ 1 denotes an integer. We have verified the following.
(1) [(G,+, ·) is a two sided brace] ⇐⇒ [(X, r) is a trivial solution].
(2) [mplG <∞] ⇐⇒ [mplX <∞] ⇐⇒ [mplG <∞]. In this case
(9.1) 0 ≤ mplG = m− 1 ≤ mplX ≤ mplG = m <∞.
(3) If (X, r) is square-free, then the following are equivalent: (i) mplX = m;
(ii) mplG = m; (iii) (Gm−2, rGm−2) satisfies lri and is not abelian; (iv)
(Gm−2,+, ·) satisfiesRaut and is not abelian; (v) the derived chain of ideals
for G has the shape {1} = K0 $ K1 $ K2 $ · · · $ Km−1 $ Km = G; (vi)
The brace G is right nilpotent of nilpotency class m+ 1, i.e. G(m+1) = 0,
and G(m) 6= 0.
(4) If X is finite then
[2 ≤ mplX <∞]⇐⇒ [∃j ≥ 0, such that (Gj ,+, ·) is a two-sided brace, Gj 6= {1}].
(5) If (X, r) is finite and square-free then
[2 ≤ mplX <∞]⇐⇒ [∃j ≥ 0, s.t. (Gj , rGj ) satisfies lri, Gj 6= {1}].
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