This paper addresses the solution of inverse problems in imaging given an additional reference image. We combine a modification of the discrete geodesic path model of Berkels, Effland and Rumpf with a variational model, actually the L 2 -T V model, for image restoration. We prove that the space continuous model has a minimizer and propose a minimization procedure which alternates over the involved sequences of deformations and images. The minimization with respect to the image sequence exploits recent algorithms from convex analysis to minimize the L 2 -T V functional. For the numerical computation we apply a finite difference approach on staggered grids together with a multilevel strategy. We present proof-of-the-concept numerical results for sparse and limited angle computerized tomography as well as for superresolution demonstrating the power of the method.
Introduction
In certain applications it makes sense to account for qualitative prior image information to improve the image reconstruction. Typical examples are tomographic imaging problems with sparsely or limited angle sampled sinogram data. One possibility to incorporate a reference image into the reconstruction process is to take its deformation towards the image of interest, which is only indirectly given by measurements, into account. Recent work in this direction show promising results. Schumacher, Modersitzki and Fischer [42] have dealt with the combined reconstruction and motion correction in SPECT imaging. Karlsson and Ringh [25] coupled the optimal transport model with inverse problems. Chen andÖktem [14] tackled hard inverse problems with shape priors under the name indirect image registration within the large deformation diffeomorphic metric mapping (LDDMM) framework and in an earlier paper [34] via linearized deformations. [6, 15, 17, 43, 44] based methods can only deal with images having the same intensities. The metamorphosis model of Miller, Trouvé and Younes [29, 45, 46] is an extension of the LDDMM approach which allows the variation of the image intensities along trajectories of the pixels. A comprehensive overview over the topic is given in the book [50] as well as in the review article [28] . For a historic account see also [27] . In a recent preprint, Gris andÖktem [21] have enlarged the ideas in [14, 34] to the metamorphosis setting.
In our paper, we also follow the metamorphosis idea, but in a completely different way than in [21] . We built up on the time discrete geodesic calculus proposed for shape spaces by Rumpf and Wirth [39, 40] and for images by Berkels, Rumpf and Effland [7] . For convergence of the time discrete path model to the metamorphosis one we refer to these papers. Here deformations are modeled via a smoothness term and the linearized elastic potential, which is also a usual choice in registration problems. We combine this model with a ,,usual" variational image reconstruction model, actually the L 2 -T V model, which originated from [38] . Then we can merge recent primal-dual minimization algorithms from convex analysis with a Quasi-Newton approach from image registration.
Let X , Y be Hilbert spaces and A ∈ L(X , Y) a linear, continuous operator. A typical space X will be the space of square integrable function L 2 (Ω) defined over some image domain Ω ⊂ R 2 . We want to reconstruct an unknown image I orig ∈ X having the following information available: I1) an image B = AI orig + η ∈ Y, where η denotes some small error, e.g. due to noise.
I2) a reference image R which is similar to the original image.
A usual variational model to approximate I orig from B using only I1) is given by 
where D is a data term and P a prior or regularizer. A model for edge-preserving image restoration is the L 2 -T V model, which will be also our model of choice.
To incorporate the reference image R, we want to combine model (1) with a modified version of the time discrete geodesic model of Berkels, Effland and Rumpf [7] . Given a template image I 0 = T and a reference image I K = R, this model aims to find a chain of smooth deformations (ϕ 0 , . . . , ϕ K−1 ) from an appropriately defined admissible set A together with a sequence of images (I 1 , . . . , I K−1 ) such that the sum of the quadratic distances
together with a prior
on the deformations becomes small, see Fig. 1 . The first part of the deformation regularization enforces the smoothness of the mappings, while the second term, circumscribed by W , will be chosen as linearized elastic potential. By (2) , the image sequence (T, I 1 , . . . , R) may differ from the deformed image sequence (T,
, which makes the model flexible for intensity changes. Figure 1 : Illustration of the image and diffeomorphism path, where
Outline of the Paper In Section 2, we introduce the necessary preliminaries concerning the spaces of deformations and images. In particular, we highlight properties of the concatenations of admissible deformations and L 2 images. This motivates the modification of the time discrete path model [7] and also of our generalized model for manifold-valued images in [32] . In Section 3, we establish our space continuous restoration model. Since it combines time discrete morphing with inverse problems we call it TDM-INV model. We prove that it has a minimizer. Section 4 deals with a minimization procedure. For minimizing the image sequence we incorporate primal-dual algorithms from convex analysis. Further, we explain computational issues in the space discrete setting. The numerical examples in Section 5 demonstrate the very good performance of our algorithm. We finish with conclusions in Section 6.
Preliminaries
In the rest of this paper, let Ω ⊂ R n be a nonempty open connected bounded set with Lipschitz boundary. In this section, we introduce admissible sets A of deformations and consider the concatenations of such mappings with images from L 2 (Ω). We will see that I •ϕ considered in [7] is in general not in L 2 (Ω) while I •ϕ −1 ∈ L 2 (Ω). Therefore we prefer to modify the time discrete geodesic path model by using use the later concatenation. Note that the image space L ∞ was treated in [18] , while we have used a restricted admissible set for the diffeomorphisms in [32] .
Admissible Deformations
First, we introduce the smoothness spaces of our deformation mappings. Let C k,α (Ω), k ∈ N 0 , denote the Hölder space of functions f ∈ C k (Ω) for which
is finite. With this norm C k,α (Ω) is a Banach space. By W m,p (Ω), m ∈ N, 1 ≤ p < ∞, we denote the Sobolev space of functions having weak derivatives up to order m in L p (Ω) with norm
We apply the usual abbreviation
We assume that the mappings ϕ lie in the following admissible set
where m > 1 + n 2 . Then ϕ has certain useful properties. By a result of Ball [3] , we have
ii) ϕ maps measurable sets inΩ to measurable sets inΩ and the change of variable formula
I(y) dy holds for any measurable set B ⊂Ω and any measurable function I : R n → R provided that one of the above integrals exists.
iii) ϕ is injective a.e., i.e., the set S := {x ∈Ω : ϕ −1 (x) has more than one element} has Lebesgue measure zero.
By property i) and since Ω is bounded, it follows immediately for all ϕ ∈ A that
with constants depending only on Ω. By the embedding properties of Sobolev spaces we have ϕ ∈ Ä C 1,α (Ω) ä n . Further, by the inverse mapping theorem ϕ −1 exists locally around a.e. x ∈ Ω and is continuously differentiable on the corresponding neighborhood. However, to guarantee that ϕ −1 is continuous (or, even more, continuously differentiable) further assumptions are required, see [3, Theorem 2] . Take for example the function ϕ(x) := x 3 on Ω := (−1, 1) which is in A but ϕ −1 = sgn(x)|x| 1 3 is not continuously differentiable.
Space of Images
In this paper, we consider images as functions in X := L 2 (Ω). Unfortunately, the concatenation of I ∈ L 2 (Ω) with ϕ ∈ A can result in a function
as the example 1) ) and ϕ(x) := x 2 shows. However, we will see that
where we have to define the function properly. To this end, let N be a Borel null set containing S from iii). Then B := Ω\N is a Borel set with µ(B) = µ(Ω). Note that ϕ −1 (B) is itself a Borel set since ϕ ∈ W m,2 (Ω) n is measurable. Consider ϕ −1 : B → ϕ −1 (B) and let B ⊆ ϕ −1 (B) be a Borel set. Then, by ii), we see that (
is a Borel set, so that ϕ −1 is a measurable function on B. For I ∈ L 2 (Ω) and ϕ −1 as above, the concatenation I • ϕ −1 : B → R is measurable if defined as follows
Then we get
which is finite since Dϕ has components in C 0,α (Ω). This verifies (4). The same argument can be used to show that
Further, the following lemma on the image of null sets under the mappings ϕ and ϕ −1 will be needed.
Lemma 2.2.1. For ϕ ∈ A, both ϕ and its pre-image mapping ϕ −1 map null sets to null sets.
Proof. Since ϕ is Lipschitz continuous, it maps null sets to null sets, see [49, Theorem 3.33 and it's proof].
Assume that there exists a Borel null set N with µ(ϕ −1 (N )) > 0. Then we obtain with characteristic function 1 N on N the contradiction
This finishes the proof.
Finally, we prove a continuity result for the L p norm with respect to mappings ϕ from A .
, there exits a sequence {I k } k∈N of uniformly continuous functions with
Then we conclude, using the fact that ϕ −1 maps null sets on null sets,
Due to the convergence of ϕ (j) , there exists a constant C such that det
The last term goes to zero as k → ∞. Fix k ∈ N. Since ϕ (j) converges uniformly toφ, we can use the uniform continuity of I k to conclude that I k • ϕ (j) converges uniformly to I k •φ. Then boundedness of Ω implies that the second term converges to zero as j → ∞.
For the first term we obtain by the uniform continuity of I k that for every > 0 there exits j ∈ N large enough such that
This concludes the proof.
Space Continuous Model
In this section, we establish our space continuous model, which takes the information I1) and I2) into account and prove that it has a minimizer.
Model
Starting with the information I1), we are interested in reconstructing an original twodimensional image from its measurements based on the variational approach (1) . In this paper, we restrict our attention to the total variation semi-norm as regularizer P.
More precisely, recall that the space of functions of bounded variation BV (Ω) consists of those functions I ∈ L 1 loc (Ω) having weak first order derivatives which are finite Radon measures. For I ∈ L 1 (Ω), we know that I ∈ BV (Ω) if and only if
The space BV (Ω) becomes a Banach space with the norm I BV := I L 1 + T V (I). For Ω ⊂ R 2 , i.e. n = 2, the space BV (Ω) can be continuously embedded into L 2 (Ω), see [2, Theorem 3.47] . Therefore we can define
We know that P in (6) 
Having a reference image R ∈ L 2 (Ω) available, we want to add this information to the model. To this end, let W : R 2,2 → R ≥0 be a lsc mapping, ν > 0 and m > 2. Let K ≥ 2 be an integer. For a sequence I := (I 0 , . . . , I K−1 ) of images in L 2 (Ω) and a sequence of admissible mappings ϕ := (ϕ 0 , . . . , ϕ K−1 ) we consider the time discrete geodesic path model
where
. Then our whole model reads
where β > 0. We call this model TDM-INV model referring to 'time discrete morphing -inverse' problems.
Remark 3.1.1. The linearized elastic potential will be our choice for W in (8). More precisely, rewriting the deformation as ϕ(x) = x + v(x) and introducing the notation of the (Cauchy) strain tensor of the displacement vector field
we will apply
Note that the linearized elastic potential is a usual regularizer in the context of registration, see [23, 30, 36] .
Existence of a Minimizer
In this subsection, we show that J (I, ϕ) has a minimizer. First, we fix an image sequence I ∈ L 2 (Ω) K and show that J(I, ·) has a minimizer ϕ ∈ A K . Then the consideration can be restricted to F(I, ·) and it suffices to prove that each of the summands
Theorem 3.2.1. Let W : R n,n → R ≥0 be a lsc mapping with the property
Further, let R ∈ L 2 (Ω) be given. Then there exists a minimizerφ ∈ A of
The proof applies similar ideas as in [7, 32] . However, since the setting in those papers was different, we prefer to carefully follow the lines and make the necessary modifications.
Proof. Let {ϕ (j) } j , ϕ (j) ∈ A , be a minimizing sequence of R. Then we have that R(ϕ (j) ; T, R) ≤ C for all j ∈ N. This implies that {ϕ (j) } j has uniformly bounded (W m,2 (Ω)) n semi-norm, and by (3) the sequence is also uniformly bounded in (L 2 (Ω)) n . Now we apply the Gagliardo-Nirenberg inequality, Theorem A.0.1 in the form given in Remark A.0.2, which states that for all 0 ≤ i < m it holds
All terms on the right-hand side are uniformly bounded. Hence, the (W m,2 (Ω)) n norm of {ϕ (j) } j is uniformly bounded. Since W m,2 (Ω) is reflexive, there exists a subsequence which converges weakly to some functionφ in W m,2 n . By the compact embedding
, this subsequence, which we denote by {ϕ (j) } j again, converges strongly toφ in
ää n and Dϕ (j) converges uniformly to Dφ.
Next we show thatφ is in the set A. Since W is lsc, we conclude
for all x ∈ Ω and since W is nonnegative we obtain by Fatou's lemma
By (12) this implies det(Dφ(x)) > 0 a.e.. Further the boundary condition is fulfilled so thatφ ∈ A .
It remains to show lim j→∞ R(ϕ (j) ; T, R) = R(φ; T, R). By Lemma 2.2.2, we know
so that by the continuity of the norm
This together with the previous steps of the proof implies that the three summands in R are (weakly) lsc. We get
which proves the claim.
Next, we fix a sequence of mappings ϕ ∈ A K and ask for a minimizer of J (·, ϕ). 
Proof. Neglecting the constant terms it remains to consider
Setting ψ 0 (y) := y,
and substituting x := ψ k (y) in the k-th summand of (13), we obtain
We are concerned with the minimization of
Note that by 0 < w k (x) ≤ C a.e., k = 1, . . . , K and
. . , K and f K fixed, is strictly convex, we have that the sum of the integrals inJ is strictly convex. Clearly, this sum which can be rewritten as
convex and lsc, we obtain that the same holds true forJ over
(Ω). Thus,J is also weakly lsc, see [41, Lemma 10.4 ].
Next we show thatJ is coercive. Assume conversely that , k = 1, . . . , K − 1 is bounded which contradicts our assumption.
Thus,J is coercive and together with its weak lsc property and the strict convexity, we conclude that the functional has a unique minimizer F. By definition of F we get the unique minimizer I with
For our computations, the following corollary on the minimizer of first part of the functionalJ in (15) will be useful.
is given by
Proof. Setting the first derivative of the functional to zero we obtain a.e. on Ω,
a.e. on Ω. This can be rewritten as linear system of equations
Since the tridiagonal matrix is irreducible diagonal dominant, the system has a unique solution. Straightforward computation shows that the solution is given by (17) .
Finally, we can prove the main result of this section.
be a minimizing sequence of J . Then
By Theorem 3.2.1, we find for each I (j) a sequence of diffeomorphisms ϕ (j) such that
ν C for all j ∈ N and k = 0, . . . , K − 1. As in the first part of the proof of Theorem 3.2.1 we conclude that {ϕ
n , so that there exists a subsequence converging weakly in W m,2 (Ω) n and strongly in
k=0 . Let us denote this subsequence again by {ϕ
Successive continuation shows that the sequence
Hence, there exists a weakly convergent subsequence, also denoted by {I (j) } j∈N , which converges toÎ ∈ L 2 (Ω) K .
3. Next, we show the weak convergence of I
Using the transformation formula, we obtain
, we conclude by the weak convergence of the I (j)
2 converges to zero as j → ∞. Using the transformation formula again, we get
Since {I
k } j is bounded, it suffices to show the convergence of the second factor. Using that
, we may assume that g ∈ C ∞ 0 (Ω). Then, it follows with g (j)
The first term converges to zero since Dϕ 
We use that the components of ϕ 
(Ω) together with the fact that the first summand is lsc and the second one weakly lsc and f − g 2 L 2 is weakly lsc (convex and lsc) in both arguments to get
Minimization Algorithm
To minimize J (I, ϕ) we apply a minimization scheme which alternates over the admissible sequence of deformations ϕ := (ϕ 0 , . . . , ϕ K−1 ) and the sequence of images I := (I 0 , . . . , I K−1 ). Starting with I (0) we iterate for j = 0, . . .:
(Ω), we solve
Then, for the alternating process, the sequence of functional values {J
By the analysis of the previous section, the sequence {(ϕ (j) , I (j) )} j is bounded so that at least the weak convergence of a subsequence can be guaranteed. So far, we have not proved the strong convergence of the whole sequence to a (local) minimizer. 
Spatial Discretization
In practice, we have to work in a spatially discrete setting. Dealing with rectangular digital images, we propose a finite difference approach, where we work on staggered grids, see Fig. 2 . For an application of mimetic grid techniques in optical flow computation see also [51] . In the following, we briefly sketch the space discrete approach.
The domain of the images I is the (primal) grid G := {1, . . . , n 1 } × {1, . . . , n 2 }. All integrals are approximated on the integration domain Ω := [ 
where · F is the Frobenius norm of matrices and D i,x j denotes the forward differences operator (matrix) for v i in x j -direction. The higher order term Ω |D m ϕ| 2 dx with m = 3 is discretized by
where we use central differences operators for the partial derivatives of order two and three. Note that we have added the squared Frobenius norm of the v i , i = 1, 2 to better control the displacement value. To cope with the remaining term in (18), we approximate ϕ −1 ≈ id − v such that the data term becomes
We evaluate this integral using again the midpoint quadrature rule. Since v i is only defined on G i , i = 1, 2 and not on G, we use instead of v its bilinear interpolation at the grid points, i.e., the averaged version
In general x − P v(x) ∈ G, so that the image I k (x − P v(x)) has to be interpolated from its values on G. Here we use spline interpolation with Akima splines [16] . For simplicity, we keep the notation I k .
Summarizing, the functionals in (18) become
for k = 0, . . . , K − 1. We apply a Quasi-Newton method to find minimizers of all these functionals. The method is described in detail in [32] , see also [36] .
For the computation of the image sequence in the second step of the alternating minimization process we use the substitution in the proof of Theorem 3.2.2. Setting
we can transform (19) to the problem arg min
and discretize the functional on G, using again the midpoint rule for the integral. Note that F K is known. For the TV-term we use the forward differences
where the square and the square root are meant componentwise, and · 1 is the sum of the entries of the matrix. If F 0 is fixed, then by Corollary 3.2.3 the minimizer of the first summand is given analytically. Therefore we propose an alternating algorithm which fixes alternately F 0 andF := (F 1 , . . . , F K−1 ). This alternating method is also known as block-coordinate descent and the following convergence result was proved in [4, Theorem 14.9, Theorem 14.15], see also [5] .
Theorem 4.1.1. Let E 1 , E 2 be Euclidean spaces and G :
be proper, convex lsc functions. Assume further that G is continuously differentiable and that the level sets of G + G 1 + G 2 are bounded. Then the minimization problem arg min
can be solved by alternating minimization in x 1 and x 2 , i.e., every accumulation point of the generated iteration sequence is a minimizer. The convergence rate for the functional values is O( 1 k ). For our specific discretized problem (22) with
the conditions of the theorem are obviously fulfilled. If F 0 is fixed, Corollary 3.2.3 implies that the minimizer of G(F 0 ,F) + G 1 (F) is given analytically. In the second step of the algorithm, we have to minimize, for fixedF, i.e., fixed F 1 , the functional
This can be done efficiently by primal-dual algorithms from convex analysis as for example by the Chambolle-Pock algorithm [12, 37] or the parallel Douglas-Rachford algorithm [9] . Indeed there is a vast literature how to solve problems of this kind. For an overview we refer, e.g. to [11, 13] . Finally, we use scattered interpolation to obtain the images in I at grid points from F.
Remark 4.1.2. Instead of using the the transformed version F, we can also compute a solution of arg min
or the I directly. Bilinear interpolation of the I k (x), x ∈ R 2 results in a linear combination of bilinear basis functions. Thus, applying the quadrature rule in (20) , the minimization can be done via the coefficients of the linear combinations which also leads to the solution of triangular linear systems of equations with respect to the coefficients.
Multilevel approach
As usual in optical flow and image registration, we apply a coarse-to-fine strategy with lev ∈ N levels. First, we iteratively smooth our given images by convolution with a truncated Gaussian and downsampling using bilinear interpolation. Here special care is necessary for the operator A, as well as for the downsampling procedure of the data B, which is dependent on the operator choice. Both procedures are described in the respective numerical examples.
To obtain a deformation on the coarsest level we perform a single registration with the solution of the L 2 -TV problem, i.e., I 0,lev = arg min
where lev ∈ N is number of levels. For better results we decrease the regularization parameters for v as recommended by Modersitzki [31] . Then, we apply bilinear interpolation to construct a deformation on the next finer level. The sequence ofK − 1,K < K, intermediate finer level images is initialized from the end
where R is the end image at the current level. Using this we obtain an initial image sequence on this level. Then we start the alternating minimization to obtain better deformations and intermediate images. We go to the next finer level by bilinear interpolation of the deformation and image sequence. Then we construct more intermediate images by deforming the images from behind similar to (25) , i.e., to get new images between I k and I k+1 we use the later image I k+1 . We repeat this procedure until we reach the maximal number K of images and the finest level. The complete multilevel strategy is sketched in Algorithm 1. repeat(Alternating outer iteration) 10: find deformationsṽ repeat(Alternating inner iteration)
13:
For fixed F For fixed
as solution of (23) using a PD-method 15: j → j + 1 16: until convergence criterion is reached 17: compute I (i) l from F (j) using scattered interpolation 18: i → i + 1
19:
until convergence criterion is reached 20:
if l > 0 then 22: use bilinear interpolation to get I l and v l on G l
23:
for k = 1, . . . ,K l do 24: calculateK l intermediate images between I l,k−1 , I l,k with v l,k using (25) 25: I := I 0
Numerical Examples
In this section, we present numerical examples demonstrating the potential of the method. In the first part, we use the Radon transform as operator. We implemented Algorithm 1 in Matlab. To represent our images on a grid during the registration step we applied the mex interface of the spline library by E. Bertolazzi [8] with the Akima splines. To reduce the number of involved parameters in (21), we use λ = µ = ν = 100η in all our experiments. The remaining parameters α, β, λ are optimized with respect to the SSIM via a gridsearch. The parameters in comparison algorithms are SIMM optimized, too. For solving the appearing linear systems of equations in the Quasi-Newton method, we apply a GPU implementation.
In the first part of our experiments, we consider the Radon transform as operator. The second part deals with superresolution, which does not have a continuous counterpart.
Limited Angle and Sparse CT
We are given a reference image R ∈ [0, 1] 256,256 and sinogram data of a target image I orig ∈ [0, 1] 256,256 , which we want to reconstruct. For the numerical implementation of the (discrete) Radon transform, we applied the Astra toolbox [35, 47, 48] , which allows more flexibility compared to the built-in Matlab function.
In our first example, the reference image consists of 6 triangular shaped objects, which are deformed to stars in the target image, see Fig. 3 1 . The sinogram is obtained by the Radon transform using 10 measurement directions equally distributed (with steps of 9 degrees) from 0 to 81 degrees, i.e. the measurement angle is limited to less than the half domain. The sinogram is additionally corrupted with 5 percent Gaussian noise. We are interested in the reconstruction of the target given the sinogram data. We use a multi grid approach with a down-sampling by a factor of 0.5. For the down-sampling of the sinogram, two neighboring rays are averaged and rescaled to the correct intensity. Note that this is easily possible if the number of rays is chosen appropriately. The result of our TDM-INV algorithm is shown in Fig. 3 (c) , where we used the parameters lev = 4, λ = 0.07, α = 0.05 and β = 10. Compared to the reconstruction by the L 2 -T V model (with λ TV = 0.05) in Fig. 3 (d) , our method is able to deal with the missing data from 81 to 180 degrees. Visually, the result is almost perfect and also the SSIM value is very good.
The second example deals with a more structured image. The given reference image depicts an artificial brain image, and the target can be considered as a deformed version, see Fig. 4 2 and [22] . The sinogram of the target is created using the Radon transform with 20 measurements equally distributed from 0 to 180 degrees and by adding 5 percent Gaussian noise.
The setup is similar to the problem before. The result of TDM-INV shown in Fig. 4 (c) was calculated with the parameters lev = 5, λ = 0.08, α = 0.025 and β = 2. Since our model can use the reference information as compensation for the sparse data set, our reconstruction is better than those with the L 2 -T V model (with λ TV = 0.1) in Fig. 4 (d) . In other words, B = P 4 I orig P T 4 . See Fig. 5 (a)-(c) . For the multi grid approach we use a downscaling by 50% such that we can use the given image B for the first three levels, i.e., B 0 = B 1 = B 2 ∈ R 64,64 . We adapt the matrix P 4 ∈ R 256,64 to P 2 ∈ R 128,64 for the second level and use the identity matrix for all higher levels.
Superresolution
In our third example we consider the same reference and target images as in the previous example. The result of TDM-INV is shown in Fig. 5 (d) , where used the parameters lev = 4, where λ = 0.01, andK 3 = 2,K 2 = 0,K 1 = 0, α = 0.001, β = 0.5. We compare our method with the single image superresolution method of He and Siu [24] , which is based on a self-similarity assumption of the high and low resolution image together with a Gaussian process regression. In contrast to the result obtained by this method in cf. Fig. 5 (e) , we do not have artifacts around the bright features. Using the Matlab function imresize, the best reconstruction is obtained with the "lanczos3" kernel, see Fig. 5 (f) , which is affected by a strong blur. For this example, the L 2 -TV (parameter λ TV = 0.001) reconstruction yields the result shown in Fig. 5 (g) . Comparing all methods, we see that our method is able to recover the fine details as well as the overall structure best.
In our last example , we not only deform and scale the given image, but also include a new detail in the image. As mass can be created during the image path, our method is able to reconstruct also the small detail, cf. Fig. 6 3 , where λ = 0.01, andK 3 = 3,K 2 = 1,K 1 = 0, α = 0.001, β = 0.5. For this simpler image, our method leads to best result in SSIM and PSNR. The result produced by [24] in Fig. 6 (e) yields almost the same SSIM , but visually the method recovers a lot of background noise. The best result of Matlab's imresize is given by the "bilinear" interpolation here. However, this result affected by a strong blur. The L 2 -T V approach (parameter λ TV = 0.001) works better for this simpler image than in the previous example, but is still not able to match our result. Especially the overlapping part in the center of the phantom is only recovered by TDM-INV.
Conclusions
This paper merges the edge-preserving L 2 -T V variational model for solving inverse image restoration problems with a metamorphosis-inspired approach to utilize information from a reference image. The approach, called TDM-INV, can handle intensity changes between the reference and the image we want to reconstruct. The method gives very good results for artificial images so that we are looking forward to real-world applications in material sciences or medical imaging, e.g. motion models for organs [19, 20] . Several extensions of the model are possible. Due to the finite difference approach more sophisticated regularizers than the TV-term can be simply involved. Another possible modification would be to apply different transport models, see e.g. [26] . Further, the usage of multiple reference image can be taken into account. 
A. Gagliardo-Nirenberg inequality
Theorem A.0.1 (Gagliardo-Nirenberg [33] ). Let Ω ⊂ R n be a bounded domain satisfying the cone property. For 1 ≤ q, r ≤ ∞, suppose that f belongs to L q (Ω) and its derivatives of order m to L r (Ω). Then for the derivatives D j f , 0 ≤ j < m the following inequalities hold true with constants C 1 , C 2 independent of f : 
where the second inequality follows by estimating the product by the maximum of both factors.
