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Abstract
In this paper, we give an existence theorem for the extremal solutions for second order impulsive dynamic
equations on time scales.
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1. Introduction
This paper is concerned with the existence of extremal solutions of second order impulsive
dynamic equations on time scales. More precisely, we consider the following initial value prob-
lem:
−y(t) = f (t, y(t)), t ∈ J := [0, b] ∩T, t = tk, k = 1, . . . ,m, (1)
y
(
t+k
)− y(t−k )= Ik(y(t−k )), k = 1, . . . ,m, (2)
y
(
t+k
)− y(t−k )= I¯k(y(t−k )), k = 1, . . . ,m, (3)
y(0) = y0, y(0) = y1, (4)
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t1 < · · · < tm < tm+1 = b, y(t+k ) = limh→0+ y(tk + h) and y(t−k ) = limh→0+ y(tk − h) represent
the right and left limits of y(t) at t = tk .
Impulsive differential equations have become more important in recent years in some math-
ematical models of real processes and phenomena studied in physics, chemical technology,
population dynamics, biotechnology and economics. There has been a significant development
in impulse theory, in recent years, especially in the area of impulsive differential equations with
fixed moments; see the monographs of Lakshmikantham et al. [10], and Samoilenko and Per-
estyuk [12] and the references therein.
The theory of dynamic equations on time scales has been developing rapidly and have re-
ceived much attention in recent years. The study unifies existing results in differential and finite
difference equations, and provides powerful new tools for exploring connections between the tra-
ditionally separated fields. We refer to the books by Bohner and Peterson [6,7], Lakshmikantham
et al. [11] and to the papers cited therein.
The time scales calculus has a tremendous potential for applications in some mathematical
models of real processes and phenomena studied in physics, chemical technology, population
dynamics, biotechnology and economics, neural networks, social sciences, see the monographs
of Aulbach and Hilger [2], Bohner and Peterson [6,7], Lakshmikantham et al. [11] and to the
references therein.
Very recently, impulsive dynamic equations on time scales have been studied by Agarwal
et al. [1], Benchohra et al. [4,5], and Henderson [8]. In [3] the existence of extremal solutions for
a class of first order impulsive dynamic equations is considered under the usual order on lower
and upper solutions. In this paper we shall prove our existence theorem for the problem (1)–(4)
by using the Heikkilä and Lakshmikantham fixed point theorem [9] about the existence of the
least and the greatest fixed points for an operator defined on an order interval and with a reversed
order between lower and upper solutions. To our best knowledge, the question of the existence
of extremal solutions for second order impulsive dynamic equations on time scales has not been
yet considered. Hence, these results can be considered as a contribution to this field.
2. Preliminaries
We will briefly recall some basic definitions and facts from the time scales calculus that we
will use in the sequel.
A time scale T is a nonempty closed subset of R. It follows that the jump operators
σ,ρ :T→ T defined by
σ(t) = inf{s ∈ T: s > t} and ρ(t) = sup{s ∈ T: s < t}
(supplemented by inf∅ := supT and sup∅ := infT) are well defined. The point t ∈ T is left-
dense, left-scattered, right-dense, right-scattered if ρ(t) = t , ρ(t) < t , σ(t) = t , σ(t) > t , respec-
tively. If T has a right-scattered minimum m, define Tk := T − {m}; otherwise, set Tk = T. If
T has a left-scattered maximum M , define Tk := T− {M}; otherwise, set Tk = T. The notations
[c, d], [c, d), and so on, will denote time scales intervals such as
[c, d] = {t ∈ T: c t  d},
where c, d ∈ T with c < ρ(d).
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vided it is continuous at each right-dense point and has a left-sided limit at each point; write
f ∈ Crd(T) = Crd(T,X).
For t ∈ Tk , let the  derivative of f at t , denoted f (t), be the number (provided it exists),
such that for all ε > 0 there exists a neighborhood U of t such that∣∣f (σ(t))− f (s) − f (t)[σ(t) − s]∣∣ ε∣∣σ(t) − s∣∣
for all s ∈ U .
A function F is called an antiderivative of f :T→ X provided
F(t) = f (t) for each t ∈ Tk.
C([0, b],R) is the Banach space of all continuous functions from [0, b] into R where
[0, b] ⊂ T with the norm
‖y‖∞ = sup
{∣∣y(t)∣∣: t ∈ [0, b]}.
Remark 2.1. Let L1([0, b],R) represents the space of functions which are Lebesgue inte-
grable in the time scale sense and ACi ([0, b],R) be the space of i-times differentiable functions
y : [0, b] →R whose ith delta derivative, y(i) , is absolutely continuous.
(i) If f is continuous, then f is rd-continuous.
(ii) If f is delta differentiable at t , then f is continuous at t .
We use the following fixed point theorem of Heikkilä and Lakshmikantham [9] in the sequel.
Theorem 2.1. Let [a, b] be an order interval in a subset Y of an ordered Banach space X and let
Q : [a, b] → [a, b] be a nondecreasing mapping. If each sequence {Qxn} ⊂ Q([a, b]) converges,
whenever {xn} is a monotone sequence in [a, b], then the sequence of Q-iteration of a converges
to the least fixed point x∗ of Q and the sequence of Q-iteration of b converges to the greatest
fixed point x∗ of Q. Moreover,
x∗ = min
{
y ∈ [a, b]: y Qy} and x∗ = max{y ∈ [a, b]: y Qy}.
Definition 2.2. A mapping f :J ×R→R is said to be L1-Chandrabhan if
(i) t → f (t, x) is measurable for each x ∈R;
(ii) x → f (t, x) is nondecreasing in x for almost every t ∈ J ;
(iii) for each q > 0, there exists hq ∈ L1(J,R+) such that∣∣f (t, x)∣∣ hq(t)
for all |x| q and for almost each t ∈ J .
3. Main result
We will assume for the remainder of the paper that, for each k = 1, . . . ,m, the points of im-
pulse tk are right dense. In order to define the solution of (1)–(4), we shall consider the following
space:
428 M. Benchohra et al. / J. Math. Anal. Appl. 324 (2006) 425–434PC = {y : [0, b] →R is continuous except at the points tk, k = 0, . . . ,m, for which
y
(
t−k
)
and y
(
t+k
)
, k = 1, . . . ,m, exist with y(t−k )= y(tk)},
which is a Banach space with the norm
‖y‖PC = sup
{∣∣y(t)∣∣: t ∈ [0, b]}.
Let us start by defining what we mean by a solution of problem (1)–(4).
Definition 3.1. A function y ∈ PC ∩ AC1(J \ {t1, . . . tm},R) is said to be a solution of (1)–(4) if
it satisfies the differential equation
−y(t) = f (t, y(t)) a.e. on J \ {tk}, k = 1, . . . ,m,
and for each k = 1, . . . ,m the function y satisfies the conditions y(t+k ) − y(t−k ) = Ik(y(t−k )),
y(t+k ) − y(t−k ) = I¯k(y(t−k )) and the initial conditions y(0) = y0 and y(0) = y1.
Introduce the following concept of lower and upper solutions for (1)–(4). It will be the basic
tool in the approach that follows.
Definition 3.2. A function α ∈ PC is said to be a lower solution of (1)–(4) if
−α(t) f (t, α(t)) a.e. on J, t = tk,
α
(
t+k
)− α(t−k )= Ik(α(t−k )), k = 1, . . . ,m,
α
(
t+k
)− α(t−k ) I¯k(α(t−k )), k = 1, . . . ,m,
α(0) y0 and α(0) y1.
Similarly, a function β ∈ PC is said to be an upper solution of (1)–(3) if
−β(t) f (t, β(t)) a.e. on J, t = tk,
β
(
t+k
)− β(t−k )= Ik(β(t−k )), k = 1, . . . ,m,
β
(
t+k
)− β(t−k ) I¯k(β(t−k )), k = 1, . . . ,m,
β(0) y0 and β(0) y1.
We need the following auxiliary result.
Lemma 3.1. Let y0, y1 ∈ T and f :T→R be rd-continuous and regressive. Then y is the unique
solution of the initial value problem
−y(t) = f (t), (5)
y
(
t+k
)− y(t−k )= Ik(y(t−k )), k = 1, . . . ,m, (6)
y
(
t+k
)− y(t−k )= I¯k(y(t−k )), k = 1, . . . ,m, (7)
y(0) = y0, y(0) = y1, (8)
if and only if
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t∫
0
(t − s)f (s)s +
t∫
0
μ(s)f (s)s
+
∑
0<tk<t
[
Ik
(
y
(
t−k
))+ (t − tk)I¯k(y(t−k ))]. (9)
Proof. Let y be a solution of the problem (5)–(8). Then
−y(t) = f (t) for t ∈ [0, t1] ⊂ T.
An integration from 0 to t (here t ∈ (0, t1]) of both sides of the above equality yields
−
t∫
0
y(s)s =
t∫
0
f (s)s,
−y(t) + y(0) =
t∫
0
f (s)s.
Thus for t ∈ [0, t1], we have
−y(t) = −y(0) +
t∫
0
f (s)s.
We integrate both sides of the above equality to get
−y(t) + y(0) = −ty1 +
t∫
0
s∫
0
f (u)us = −ty1 +
t∫
0
(t − s)f (s)s −
t∫
0
μ(s)f (s)s.
Then for t ∈ [0, t1], we have
y(t) = y0 + ty1 +
t∫
0
(s − t)f (s)s +
t∫
0
μ(s)f (s)s.
If t ∈ (t1, t2], then we have
−
t∫
0
y(s)s =
t∫
0
f (s)s,
t1∫
0
y(s)s −
t∫
t1
y(s)s =
t∫
0
f (s)s,
−y(t1) + y(0) − y(t) + y
(
t+1
)=
t∫
0
f (s)s,
−y(t) + I¯1
(
y
(
t−1
))+ y1 =
t∫
f (s)s.0
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t∫
t1
[−y(s) + I¯1(y(t−1 ))+ y1]s =
t∫
t1
s∫
0
f (u)us,
−y(t) + y(t+1 )+ (t − t1)I¯1(y(t−1 ))+ (t − t1)y1 =
t∫
t1
s∫
0
f (u)us,
−y(t) + y(t+1 )+ (t − t1)I¯1(y(t−1 ))+ (t − t1)y1
=
t∫
0
tf (s)s −
t1∫
0
t1f (s)s −
t∫
t1
σ(s)f (s)s.
Thus for t ∈ (t1, t2], we have
−y(t) = −y(t+1 )− (t − t1)I¯1(y(t−1 ))− (t − t1)y1
+
t∫
0
tf (s)s −
t1∫
0
t1f (s)s
−
t∫
t1
μ(s)f (s)s −
t∫
t1
sf (s)s
= −y(t−1 )− I1(y(t−1 ))− (t − t1)I¯1(y(t−1 ))− (t − t1)y1
+
t∫
0
tf (s)s −
t1∫
0
t1f (s)s −
t∫
t1
sf (s)s −
t∫
t1
μ(s)f (s)s
= −y0 − t1y1 +
t1∫
0
(t1 − s)f (s)s −
t1∫
0
μ(s)f (s)s
+
t∫
0
tf (s)s −
t1∫
0
t1f (s)s −
t∫
t1
sf (s)s −
t∫
t1
μ(s)f (s)s
− I1
(
y
(
t−1
))− (t − t1)I¯1(y(t−1 ))− (t − t1)y1.
Hence for t ∈ [t1, t2], we have
y(t) = y0 + ty1 −
t∫
0
(t − s)f (s)s +
t∫
0
μ(s)f (s)s + I1
(
y
(
t−1
))+ (t − t1)I¯1(y(t−1 )).
Continue to obtain for t ∈ [0, b] that
y(t) = y0 + ty1 −
t∫
0
(t − s)f (s)s +
t∫
0
μ(s)f (s)s
+
∑ [
Ik
(
y
(
t−k
))+ (t − tk)I¯k(y(t−k ))].0<tk<t
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(5)–(8). Firstly y(0) = y0. Let t ∈ [0, b] \ {t1, . . . , tm} and
y(t) = y0 + ty1 −
t∫
0
(t − s)f (s)s +
t∫
0
μ(s)f (s)s
+
∑
0<tk<t
[
Ik
(
y
(
t−k
))+ (t − tk)I¯k(y(t−k ))].
Then
y(t) =
[
y0 + ty1 −
t∫
0
(t − s)f (s)s +
t∫
0
μ(s)f (s)s
+
∑
0<tk<t
[
Ik
(
y
(
t−k
))+ (t − tk)I¯k(y(t−k ))]
]
= [y0 + ty1] −
[ t∫
0
(t − s)f (s)s
]
+
[ t∫
0
μ(s)f (s)s
]
+
[ ∑
0<tk<t
[
Ik
(
y
(
t−k
))+ (t − tk)I¯k(y(t−k ))]
]
= y1 −
t∫
0
f (s)s − σ(t)f (t) + tf (t) + μ(t)f (t) +
∑
0<tk<t
I¯k
(
y
(
t−k
))
= y1 −
t∫
0
f (s)s +
∑
0<tk<t
I¯k
(
y
(
t−k
))
.
Thus
y(t) =
[
y1 −
t∫
0
f (s)s +
∑
0<tk<t
I¯k
(
y
(
t−k
))] = −f (t).
Then
−y(t) = f (t), t ∈ [0, b] \ {t1, . . . , tm}.
Clearly, we have y(0) = y1 and
y
(
t+k
)− y(t−k )= I¯k(y(t−k )), for k = 1, . . . ,m.
From the definition of y we can prove that
y
(
t+k
)− y(t−k )= Ik(y(t−k )), for k = 1, . . . ,m. 
Theorem 3.1. Assume that hypotheses
(A1) the function f is L1-Chandrabhan;
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(A3) there exist α and β ∈ PC, lower and upper solutions, respectively, for the problem (1)–(4),
such that β  α,
are satisfied. Then the problem (1)–(4) has a minimal and a maximal solution.
Proof. Consider the operator G : PC → PC defined by
G(y)(t) = y0 + ty1 −
t∫
0
(
t − σ(s))f (s, y(s))s
+
∑
0<tk<t
[
Ik
(
y
(
t−k
))+ (t − tk)I¯k(y(t−k ))].
It is clear from Lemma 3.1 the fixed points of G are solutions to (1)–(4).
We shall show that G satisfies the assumptions of Theorem 2.1. We prove that G([β,α]) ⊆
[β,α]. Let y ∈ [β,α] and t ∈ [0, b], and
ti = max{tk: tk < t}.
By the definition of the upper solution and the conditions (A1)–(A3), we get
G(y)(t) β(0) + tβ(0) −
t1∫
0
(
t − σ(s))f (s, β(s))s
−
t2∫
t+1
(
t − σ(s))f (s, β(s))s − · · · −
t∫
ti
(
t − σ(s))f (s, β(s))s
+
i∑
k=1
[
Ik
(
β
(
t−k
))+ (t − tk)I¯k(β(t−k ))]
 β(0) + tβ(0) +
t1∫
0
(
t − σ(s))β(s)s
+
t2∫
t+1
(
t − σ(s))β(s)s + · · · +
t∫
t+i
(
t − σ(s))β(s)s
+
i∑
k=1
[
Ik
(
β
(
t−k
))+ (t − tk)I¯k(β(t−k ))].
Since [
sβ(s)
] = β(s) + σ(s)β(s) ⇒ σ(s)β(s) = [sβ(s)] − β(s),
then we have
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t1∫
0
tβ(s)s
+
t1∫
0
(
β(s) − [sβ(s)])s +
t2∫
t+1
tβ(s)s +
t2∫
t+1
(
β(s) − [sβ(s)])s
+ · · · +
t∫
t+i
tβ(s)s +
t∫
t+i
(
β(s) − [sβ(s)])s
+
i∑
k=1
[
Ik
(
β
(
t−k
))+ (t − tk)I¯k(β(t−k ))]
= β(0) + tβ(0) + tβ(t−1 )− tβ(0) + β(t−1 )− β(0) − t1β(t−1 )
+ tβ(t−2 )− tβ(t+1 )+ β(t−2 )− β(t+1 )− t2β(t−2 )+ t1β(t+1 )
+ · · · + tβ(t) − tβ(t+i )+ β(t) − β(t+i )− tβ(t) + tiβ(t+i )
+
i∑
k=1
[
Ik
(
β
(
t−k
))+ (t − tk)I¯k(β(t−k ))]
= (t − t1)β
(
t−1
)+ β(t−1 )− β(t+1 )+ (t − t2)β(t−2 )− (t − t1)β(t+1 )+ β(t−2 )
+ · · · + β(t) + β(t−i )− β(t+i )+
i∑
k=1
[
Ik
(
β
(
t−k
))+ (t − tk)I¯k(β(t−k ))]
= −(t − t1)
(
β
(
t+1
)− β(t−1 ))− (β(t+1 )− β(t−1 ))
− (t − t2)
(
β
(
t+2
)− β(t−2 ))− (β(t+2 )− β(t−2 ))
− · · · + β(t) − (β(t+i )− β(t−i ))+
i∑
k=1
[
Ik
(
β
(
t−k
))+ (t − tk)I¯k(β(t−k ))]
−(t − t1)I¯1
(
β
(
t−1
))− I1(β(t−1 ))− (t − t2)I¯2(β(t−1 ))− I2(β(t−2 ))
+ · · · + β(t) − I¯i
(
β
(
t−i
))− Ii(β(t−i ))+
i∑
k=1
[
Ik
(
β
(
t−k
))+ (t − tk)I¯k(β(t−k ))]
= β(t).
Thus G(y)(t)  β(t), t ∈ [0, b]. By an analogous relation, obtained by replacing α by β , and
changing the above inequality it follows that G(y)(t) α(t), t ∈ [0, b]. Hence
β G(y) α ⇒ ∥∥G(y)∥∥PC max(‖α‖PC,‖β‖PC).
Finally, let {yn}n∈N be a monotone sequence in [β,α]. We shall show that the sequence G(yn)(t)
converges in G([β,α]). Since N(yn) ∈ [β,α]. Thus∥∥G(yn)∥∥PC max(sup{∣∣α(t)∣∣: t ∈ [0, b]}, sup{∣∣β(t)∣∣: t ∈ [0, b]}) := q < ∞.
By (A1)–(A3) we can easily show that if
x  y ⇒ G(x)G(y).
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uous set. Let r1, r2 ∈ [0, b], r1 < r2 and n ∈N. Then
∣∣(Gy)(r2) − (Gy)(r1)∣∣ |r2 − r1||y1| +
r1∫
0
(r2 − r1)
∣∣f (s, y(s))∣∣s
+
r2∫
r1
r2
∣∣f (s, y(s))∣∣s +
r2∫
r1
∣∣μ(s)∣∣∣∣f (s, y(s))∣∣s
+
∑
0<tk<r2−r1
[
sup
x∈[−q,q]
∣∣Ik(x)∣∣+ (r2 − r1) sup
x∈[−q,q]
∣∣I¯k(x)∣∣]
 |r1 − r2||y1| +
r1∫
0
|r1 − r2|hq(s) ds +
r2∫
r1
hq(s) ds
+
∑
0<tk<r2−r1
[
sup
x∈[−q,q]
∣∣Ik(x)∣∣+ (r2 − r1) sup
x∈[−q,q]
∣∣I¯k(x)∣∣].
The right-hand side tends to zero as r2 − r1 → 0. Hence {G(yn)}n∈N is an equicontinuous set
and consequently {G(yn)}n∈N is relatively compact by Arzelá–Ascoli theorem. We can conclude
that {G(yn)}n∈N converges in G([β,α]).
As a consequence of Theorem 2.1, we deduce that G has a least and a greatest fixed point
in [β,α]. This further implies that the problem (1)–(4) has minimal and maximal solutions on
[0, b]. 
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