Introduction
[2] As outlined in the Intergovernmental Panel on Climate Change (IPCC), changes in radiative forcing due to anthropogenic aerosol species is one of the largest unknowns in predicting future climate. The IPCC report (1996) considered the globally averaged effects of three important aerosol species: sulfate, black carbon (soot), and biomass-burning aerosol. The panel concluded that sulfate and biomassburning aerosols generate a negative radiative forcing that partially offsets the effects of increased concentrations of industrial greenhouse gasses. In contrast, black carbon aerosols produce a heating effect. For each type of aerosol, the sign of the forcing seems fairly well established, but the magnitude of the forcing is highly uncertain. Much of the uncertainty may be attributed to the large spatial and temporal variability of tropospheric aerosols that makes estimating global averages problematic.
[3] It is generally thought that state-of-the art radiative transfer models accurately predict aerosol radiative forcing when the atmospheric state is completely specified. However, modeling inaccuracies must also be considered as another source of uncertainty. As shown in a recent comparison of 16 widely used radiative transfer models, the distribution of computed short-wave aerosol forcing for a specified atmospheric state had a standard deviation of about 1 W m À2 [Halthore et al., 2004] , which is comparable in size to the IPCC estimate of the globally averaged radiative forcing of the three anthropogenic aerosol components.
[4] While uncertainties of this magnitude decrease confidence in future climate predictions, perhaps a more troubling question is whether current clear-sky radiative transfer models are missing a crucial ingredient, causing all the models to share the same bias. Concern over the adequacy of clear-sky modeling accuracy has emerged as several recent observational studies indicate that standard aerosol models overestimate the amount of diffuse radiation reaching the ground [Halthore et al., 1998; Kato et al., 1997a] .site suggest that this absorption anomaly is spectrally featureless and increases to shorter wavelengths . This suggests that the cause of the discrepancy is the presence of an unusually absorptive aerosol, and not an unmodeled gaseous absorber. When the extra absorption is integrated over the SW spectral range, a deficit of $12 W/m 2 is found in the diffuse irradiance compared to model computations using a standard rural aerosol parameterization . These results appear to be consistent with broadband measurements made with shaded pyranometers that show 10 W/m À2 deficit in diffuse radiation in typical sunlit conditions compared to radiation calculations using standard aerosol models [Bush et al., 2000; Haeffelin et al., 2001] .
[5] The discovery of the clear-sky solar absorption anomaly prompted a host of studies to reexamine aspects of the solar radiation transfer through the atmosphere, including (1) accuracy of calibration standards Kiedron et al., 1999] ; (2) operational instrument accuracy [Bush et al., 2000; Haeffelin et al., 2001] ; (3) uncertainties in, and variation among radiative transfer models [Fouquart et al., 1991; Halthore, 1999; Halthore et al., 2004] ; questions relating to the knowledge of aerosol size distributions, and aerosol absorption properties [Halthore et al., 1998 ]; (4) absorption by molecular collision complexes [Mlawer et al., 1998; Solomon et al., 1998; ; and (5) misrepresentation of absorption line strengths of water vapor [Giver et al., 2000] .
[6] General circulation models indicate that climate is very sensitive to radiative forcings that are even a fraction of a percent of the total incoming solar radiation. Changes of only a few Wm À2 , such as would occur because of a doubling of atmospheric carbon dioxide, result in significantly different climates after 50 to 100 years time. If the conditions which produce the extra absorption are geographically widespread, the unexplained radiative forcing produced by the ''solar absorption anomaly'' represents a large obstacle to improved accuracy of climate prediction. So far, thorough measurement of the solar radiation field at the Earth's surface has occurred at only a very limited number of locations. Though some observations made at pristine sites do not show a discrepancy (North Slope Alaska [Barnard and Powell, 2002] , Mauna Loa [Kato et al., 1997b] , and South Pole [Halthore et al., 1998 ]), the absorption anomaly did appear in observations obtained at Palmer Station, Antarctica [Payton et al., 2003] .
[7] In addition to these issues of anomalous absorption phenomenology, understanding radiative forcing effects at high latitudes is critical when considering climate dynamics and change [Curry et al., 1996 [Curry et al., , 2000 . The impacts of climate change in the Arctic are likely to be great and to be felt more quickly than at lower latitudes, in large part because of the ice-albedo feedback mechanism [Dickinson et al., 1987] . Indeed, such a climate shift may already be taking place in the Arctic, where the climate record over the twentieth century shows a warming trend of 5°C, and a 2.9% per decade reduction in sea ice extent [Houghton et al., 2001] .
[8] In this study we examine the spectral nature of the atmospheric radiation field in the Arctic environment with the aim of identifying specific causes for differences between observed and modeled radiation spectra. Spectral measurements from three instruments are compared to predictions from a new radiative transfer model, SBMOD (Santa Barbara Moderate Resolution DISORT Radiative Transfer). Though the observations were compared only to SBMOD predictions, the results of this study may also be used to evaluate predictions of the other SW radiation models that were also included in a recent SW intercomparison study [Halthore et al., 2004] .
Instruments
[9] In this paper, measurements from three ground-based spectroradiometers are used in comparison with SBMOD results: The NASA AMES Solar Spectral Flux Radiometer (SSFR) [Pilewskie et al., 1998 ]; the Rotating Shadowband Spectrometer (RSS), ; and a SUV-100 scanning spectroradiometer [Booth et al., 1994 [Booth et al., , 2000 Bernhard et al., 2004] , which is part of the National Science Foundation's UV Monitoring Network. The SSFR data are from the SHEBA ship site in May and June of 1998 [Rabbette and Pilewskie, 2002] , while the RSS and SUV data are both taken from sites at Barrow, Alaska, during April 1999. Unfortunately, the details of deployment prevented us from evaluating data from the same site and time for all three instruments (although the RSS and SUV data evaluated are simultaneous).
[10] The SSFR instrument measured global horizontal spectral irradiance, as did the SUV, while the RSS, through the use of a shadow band was also able to isolate the direct beam and diffuse field components of the irradiance. The SSFR measured from 0.4 to 2.2 microns. Between 0.4 and 1.0 microns, a silicon detector was used, with a spectral resolution of 5 nm. (Note that the data from the 1.0-2.2 microns region were not used in this study). The RSS measured spectral irradiance between 0.36 and 1.10 microns at a spectral resolution which varied between 0.8 nm at 0.36 microns and 10 nm at 1.10 microns. The SUV measured spectral irradiance between 0.28 and 0.60 microns at a resolution which varied between 1.0 nm at 0.30 microns and 0.8 nm at 0.60 microns. The SSFR and SUV used in this study were both scanning spectrometers using a single detector while the RSS made use of a 512 element detector array.
Radiative Transfer Modeling
[11] The spectral observations were analyzed with SBMOD (Santa Barbara MODerate resolution [Yang et al., 2000] ), a recently developed plane-parallel radiative transfer model. Aside from its treatment of gaseous absorption, SBMOD uses exactly the same physical models of cloud, aerosol, and surface as used in SBDART [Ricchiazzi et al., 1998 ]. Through SBDART, these models have been used for a wide variety of applications in atmospheric radiative energy balance and remote sensing, and have been used in a number of studies focusing on high-latitude regions [Lubin et al., 1994; Ricchiazzi et al., 1995; Barnard and Powell, 2002; Intrieri et al., 2002] . SBMOD uses the discrete ordinate method to solve the equation of multiple-scattering radiative transfer using the same numerical technique used in SBDART [Stamnes et al., 1988] .
[12] The treatment of gaseous absorption in SBMOD is based on the correlated-k method [Lacis and Hansen, 1974] . The great advantage of this technique is that it allows relatively broad (compared to molecular absorption line widths) spectral intervals to be used in the radiative transfer computation. This reduced computational overhead greatly improves execution speed compared to benchmark line-by-line models. From a practical point of view, the essential difficulty in the line-by-line approach is that the line absorption profile varies on scales much smaller than the spectral resolution of current SW spectrometers. For example, in the visible and near infrared, about 5000-10,000 spectral sample points are needed to resolve the multitude of molecular absorption lines within a typical 1 nm passband. Within such a broad spectral interval, by using correlated-k, the same value of absorption coefficient may be treated many times while integrating across a band, thus greatly reducing the number of computations required to accurately represent the spectral interval.
[13] The correlated-k method avoids these redundant computations by taking advantage of the fact that the transmission within a band is independent of the spectral sampling order. A new independent variable, g(k), is defined that ranks the absorption coefficient within the band equivalent width, with the weakest absorption at g = 0, the strongest absorption near g = 1, and the interval dg representing a fraction of the total equivalent width with absorption coefficient between k and k + dk. To obtain the average intensity, L, within a band, the integration over wave number, v, is replaced with an equivalent integration over g [Yang et al., 2000] :
where F is the band filter function. Equation (1) is not meant to be a general statement of the k-distribution method, it merely indicates that an integration over wave number may be replaced by an integration over g. The correlated-k procedure used in SBMOD follows those laid out in previous works such as Fu and Liou [1992] , Hollweg [1993] , Kato et al. [1999] , Kratz [1995] , and Lacis and Oinas [1991] .
[14] For absorption dominated by a single molecular species, a given value of g usually represents the same (perhaps noncontiguous) spectral subinterval in all vertical layers in the atmosphere. This vertical correlation follows from the fact that pressure broadening does not alter the relative ranking of absorption coefficient, and is one of the key features that make the correlated-k approach attractive for treating radiative transfer computations. The vertical correlation is not as well preserved in spectral bands for which different molecular species with different vertical profile (e.g., water vapor and ozone) contribute to the line absorption in the band. In SBMOD this species overlap problem is handled either by (1) partitioning the spectral band into two or more subbands, or by (2) performing an additional sorting procedure on the absorption coefficient of the less dominant overlapping species. Details of these two approaches are discussed by Yang et al. [2000] .
[15] Since the absorption coefficient tends to be a smoothly varying function of g, integrals over any of the parameters entering into the radiative transfer equation are well approximated by many fewer quadrature intervals than are required for the equivalent spectral integration. SBMOD uses a maximum of 16 g-intervals to evaluate the bandintegrated quantities. The optical depths used in the radiative transfer computation are computed as the product of molecular column density and a table lookup of absorption coefficient computed for each g-interval. The lookup table has entries for pressure, temperature and water vapor (to account for self-broadening of the water vapor lines), and is based on primary data from the HITRAN 1996 molecular line database [Rothman et al., 1992] , together with water vapor corrections provided by Giver et al. [2000] . Separate SBMOD correlated-k lookup tables have been generated for each of the SW spectrometers considered in this study. The individual lookup tables also provide the solar intensity within each of correlated-k intervals on the basis of correlated-k transformation (similar to equation (1)) of the Kurucz solar spectrum [see Kurucz, 1994 Kurucz, , 1995 Kurucz et al., 1984] . Tests indicate that SBMOD results differ from a detailed line-by-line model [Clough et al., 1986] by up to a tenth of a percent in regions of single absorbing species and at worst around 2% at the peak of the 940 nm water vapor absorption feature.
Conditions and Data

Description
[16] The SSFR data were collected during the Surface Heat Budget of the Arctic (SHEBA) experiment. SHEBA was a collaborative project organized to investigate the role of the Arctic climate in global change (http://sheba.apl. washington.edu [Perovich et al., 1999] ). In the fall of 1997, a Canadian Coastguard Icebreaker was piloted up to the Beaufort Sea, several hundred kilometers north of the Alaskan Coast, and frozen into the icepack. Though the observational site drifted with the surrounding ice flow, its location was accurately tracked with GPS. The range of the drift is between 75-80°N latitude and 140 -170°W longitude.
[17] Both the RSS and the SUV data were collected in Barrow, Alaska, where the Atmospheric Radiation Measurement (ARM) Program (http://www.arm.gov [Stokes and Schwartz, 1994] ) has set up an intensive observational site for the purpose of characterizing the Arctic atmosphere, surface characteristics, and the solar radiation field. ARM employs a large suite of instruments to achieve these goals. The ARM program also had a significant suite of instruments employed at the SHEBA site at the time of the SSFR measurements.
[18] The Barrow site is located 330 miles north of the Arctic circle at 71°19.4 0 N and 156°37 0 W. In contrast to the SHEBA site, it remains quite stationary. Both the RSS and SUV instruments are within close proximity to the ARM instruments at this site, whose data are used to help constrain the model.
Conditions
[19] For the purposes of the analysis, data from both sites were selected that would isolate lengthy periods of stable, clear sky conditions. Suitable conditions were identified at the SHEBA site using (1) the Depolarization and Backscatter Unattended Lidar (DABUL) (data are located at http://www2.etl.noaa.gov/lidar_img) and (2) direct beam measurements from the ARM Multifilter Rotating Shadowband Radiometer (MFRSR [Harrison et al., 1994] ). Periods suitable for clear sky comparison were chosen when both the lidar backscatter indicated clear sky, and the MFRSR direct beam was unobstructed for sufficient lengths of time. The most stable, clear sky conditions for which SSFR data are available were identified for nearly the entire day of 23 May 1998, for the first 6 hours of 16 June 1998, and for the entire day of 23 June 1998. Only data from 23 June are presented in this study. All dates and times in this paper are discussed in Universal Time Coordinates (UTC). For the Barrow site, the Date of 26 April 1999 was chosen as the RSS recorded lengthy periods of unobstructed direct beam, and SUV data were available for this time as well.
Model Input Parameters
[20] In order to compare results from the model to the measurements as accurately as possible, the input parameters of SBMOD were set to the conditions of the atmosphere under which the measurements were performed. Solar geometry, vertical composition and structure of the atmosphere and its constituents, aerosols, water vapor, and surface albedo are the primary parameters of concern. 4.3.1. Solar Geometry
[21] The model solar geometry was set by inputting the day of the year, the time in UTC, and the geographical position in latitude and longitude. The zenith angle and solar distance factor were computed from an internal solar ephemeris algorithm. On 23 June, the SHEBA ship site was located at 77°42 0 N and 167°18 0 W. As mentioned before, the Barrow site is located at 71°19.4 0 N and 156°37 0 W.
Vertical Atmospheric Profiles
[22] For the SHEBA site, the shape of the vertical profiles of temperature, pressure, water vapor and ozone used in this study are those of a representative ''subarctic winter'' classification. The temperature profile matched the observed atmospheric temperature profile as measured using radiosonde data in all but the fine structure. The pressure profile was scaled to locally measured surface pressure, the ozone profile was scaled to the total ozone column values retrieved by the Total Ozone Mapping Spectrometer (TOMS) (http:// toms.gsfc.nasa.gov/TOMS), and the water vapor profile was scaled to the total precipitable water values retrieved by the ARM Microwave Radiometer (MWR) (www.arm.gov/docs/ instruments/static/mwr.html) located at the site.
[23] A similar approach was applied at Barrow except that the precipitable water was derived by tuning the model's precipitable water vapor until agreement at 940 nm was reached, as no other reliable source for precipitable water was available. Our analysis has shown that SBMOD can be used to very accurately retrieve water vapor when matched against the measured spectrum of an instrument such as the RSS.
Aerosol Optical Depth
[24] At the SHEBA site, there were no independent measurements for aerosol optical depth available. We attempted to use MFRSR and NIMFR data and Langley retrievals, but our analysis revealed problems with the data [see Kancler, 2001] . For the date of 23 June 1998, which according to the ships logs was the clearest day of the whole experiment and also very dry, the effect of aerosols on total downwelling radiation was about as small as it could possibly be. By selecting this day we hoped to avoid as much uncertainty related to lack of precise data on aerosol optical depth as possible. On the basis of ships logs and historical accounts of trends in Arctic visibility we roughly estimated the visibility at 150 km.
[25] Aerosol estimates for the RSS at Barrow were derived by tuning the model to the measured spectrum using diffuse field comparisons which indicated 90 km as a reasonable approximation. Neither of these methods are highly accurate, but given the extremely low aerosol loading for these days, small errors in aerosol optical depth should not effect the conclusions much, especially when examining total downwelling spectra.
Aerosol Radiative Characteristics
[26] The ratio of scattered radiation to absorbed radiation (single-scattering albedo), as well as the directional distribution of the scattered radiation (phase function) must be assumed by other means. Since no reliable measurements of these properties were taken at the site, theoretical values must be used. For this paper, a standard oceanic aerosol [Shettle and Fenn, 1975] is used as the starting point for analysis, yet it was ultimately determined that a rural aerosol resulted in better agreement for the conditions at hand.
Surface Albedo
[27] In this paper, it makes most sense to consider the surface characteristics not as a spectrally integrated albedo, but rather as a wavelength-dependent reflectance spectrum. We define reflectance simply as the ratio of the reflected irradiance to the incident irradiance. The Surface reflectance spectra for the SHEBA site were generated using a retrieval methodology (details in Appendix A and the work by Kancler [2001] ) based on a methodology developed by Ricchiazzi et al. [1995] . The retrieved reflectance for 23 June 1998 at the SHEBA site was that of a mixture of snow and ice, with a peak reflectivity of around 0.83 in the midvisible. At the Barrow site during April 1999, the surface was completely snow covered, and we simply used a 100% snow model [Wiscombe and Warren, 1980] .
Notes on Retrieved Results in Model Versus Measure Comparisons
[28] During the course of the SHEBA analysis, the authors developed a retrieval technique which at its core is a simultaneous retrieval of aerosol optical depth and spectral surface reflectance. Its use requires some discussion prior the presentation of our analysis. In order to perform the retrieval, we ultimately relied on a comparison between the model and measure. As discussed in Appendix A, and also by Kancler [2001] , this method is somewhat more sophisticated than merely ''tuning'' the model up or down by altering aerosols and albedo until agreement is reached. Regardless, by deriving surface reflectance and aerosol optical thickness and then plugging them back into the same model and comparing them against the same measurement, a certain degree of circular reasoning is suggested.
[29] While the authors concede that this is indeed what we are doing, we do not mean to suggest that the such a comparison amounts to any sort of external validation of the retrieved results. The retrieval is intended as a technique to minimize the broad structure in the residuals so that spectral features can be more properly evaluated. Where we say that such spectral comparisons result in ''good agreement,'' we merely imply that -where aerosols and surface reflectance are concerned -we were able to reach broad spectral agreement between the model spectra and measurements using reasonable parameters.
[30] As no independent means of verifying the accuracy of the retrieval method existed during SHEBA, we cannot claim that any retrieved results have been validated -in fact the lack of independent data for these parameters was the impetus for designing the retrieval method in the first place.
[31] Similarly, as documented in Appendix A, we have also developed a technique to evaluate the calibration of the instrument, which when applied to the measurements and compared back against the model has a ''zeroing'' effect. Certainly, the fact that the comparisons are brought closer together by this does not imply in any way that we feel this validates our calibration estimate, which although seem reasonable in comparisons to other studies, would need more rigorous lab work to determine overall accuracy and precision.
Analysis
The 400 -600 nm Comparisons
[32] Data for all three instruments are compared against modeled spectra in the spectral region between 400 and 600 nm, as this is the only spectral region where all three instruments overlap. All model runs were performed at 1 nm spectral resolution. The SUV and RSS data for comparison are from 26 April 1999 at 0130 hours in Barrow, while the SSFR data are from 23 June 1998 at 0100 hours at the SHEBA site.
[33] The model's input parameters were set very simply for comparison with the RSS and SUV. Previous comparisons indicated that SBMOD accurately predicts irradiance levels at 938 nm when the model's water vapor input parameter was set using data from the MWR. Hence it can be assumed that the water vapor column density may be retrieved from irradiance observations made at 938 nm with the RSS. For this time and day, an integrated value of 0.26 cm obtained the best fit between model and measure. TOMS was used and provided a total ozone column value of 435 Dobson units. A 100% snow cover was used in the model to set surface reflectivity, as snow coverage was complete in April. Overall, the visible albedo between 0.4 and 1.0 microns was close to 0.94. The aerosol loading was set using a visibility of 90 km, equivalent to an optical depth of 0.111 at 0.55 microns. Despite the fact that conditions in April are often affected by Arctic haze, this day appeared to have a fairly low level of aerosols and the visibility used here is assumed on the basis of general spectral agreement between the model and the RSS spectra. When additional information was brought to bear, a 115 km visibility (tau = 0.087) seemed more appropriate.
[34] The characterization of the model for the SSFR comparison is described in detail in a previous work [Kancler, 2001] . According to ship's logs the skies at this time were extremely clear, and a very low aerosol loading (150 km visibility, tau = 0.067) is assumed in the model. The retrieved surface reflectance we used has a peak value of 0.83 at 500 nm. An estimation of lamp calibration error is À3.1% from the true irradiance scale and was applied uniformly to the SSFR spectrum (see Appendix A and Kancler [2001] for details). Integrated water vapor was set at 0.72 g/cm À2 as suggested by the MWR and ozone at 358 Dobson units as suggested by TOMS measurements. Relative humidity is set to ground conditions measured at the site.
[35] The SUV data taken over the time period considered in this study have not been corrected for the deviation of the instrument's angular response from the ideal cosine response or for an anomaly of the instrument's monochromator, which depends on the azimuth position of the Sun and affects the shape of measured spectra between 490 and 520 nm [Bernhard et al., 2004] . The anomaly often appears as a ''bump'' centered on 505 nm. On the basis of measurements of an identical SUV-100 instrument at McMurdo, Antarctica, it was estimated that corrections for the cosine error and the anomaly range between À8% and +8% for solar zenith angles smaller than 60°(G. Bernhard, Biospherical Instruments, personal communication, 2000) .
[36] Figure 1 shows ratios of RSS/SUV for several spectra measured during April and June 1999. Ratios are spectrally flat, except for the bump around 505 nm. Spectra from 17 April 1999, were measured during a cloudy day and do not exhibit the anomaly. Ratios vary between 0.95 and 1.05, indicating small wavelength-independent drifts of the instruments over time. The spectrum measured on 26 April 1999 at 0130 UT was chosen for further analysis in the following sections, since the ''bump'' in SUV data was near zero at this time.
[37] A comparison between SSFR and SBMOD spectra is presented in Figure 2a . The SUV and RSS spectra are compared against the models in Figures 2b and 2c . The residuals for the RSS and the SUV are quite similar to each other, yet noticeably different from that of the SSFR. Although the SSFR data were acquired at a different time, from a different location, and under different conditions, there are no obvious atmospheric contributors to explain the bias seen in the 400 -470 nm spectral region. Changing aerosol scattering and surface reflectance would only result in small, broad spectral effects.
[38] The bias seen in the SSFR versus SBMOD comparison between 400 and 470 nm is most likely due to calibration issues with the SSFR. The SSFR was calibrated prior to the SHEBA mission and operated continuously for the duration of the experiment. This early version of the instrument used a DC motor-driven rotating grating. Drift in motor speed required postprocessing spectral calibrations by using Fraunhaufer lines, oxygen-A band absorption, and other known spectral features as reference markers (see Kancler [2001] for details). While drifts in spectral calibration had manifested themselves as errors in absolute calibration, the postprocessing correction for that and improved overall agreement, yet the differences between 400 and 470 nm persisted, and could be explained in terms of spectral drift alone. It is possible that these features could be a result of color shifting in the Li-Cor calibrator used for field calibration of the instrument, which may have implications at other wavelengths sensitive to absolute calibration (below 500 nm and greater than 900 nm) as well.
[39] In the region between 400 and 450 nm, both the SUV and the RSS spectra show a feature in their residuals that is located right at the peak of the 432 nm solar feature. If these data are correct, then these results suggest that the values of the solar spectrum used in the model, i.e., Kurucz solar spectrum, are actually too small.
[40] In a personal communication with Germar Bernhard of Biospherical Instruments, he expressed concern that the spectral feature seen in the ratio between the instruments and the model centered around 430 nm may not be real. An example of other comparisons is provided at http:// www.biospherical.com/nsf/Version2/CB940600-351a.pdf. Bernhard contends that data from other instruments at the South Pole or at midlatitudes have not exhibited this feature in comparisons with other models.
[41] Instead his speculation is that we are seeing a bandwidth mismatch between the RSS and SUV on the one hand and our model calculation on the other, perhaps resulting from insufficient resolution of the extraterrestrial spectra or insufficient modeling resolution. If this assumption is correct, it would reduce our ability to comment on the shape of the solar spectra between 400 and 500 nm.
[42] However, other studies of the solar spectrum, including that by Harrison et al. [1999] , in which the solar spectrum was derived using Langley extrapolations from a ground-based spectrometer, and that by Thuillier et al. [1998] , in which the solar spectrum was measured from a spectrometer flown aboard the Space shuttle, suggest that there may be appreciable errors within the Kurucz spectrum (the exoatmospheric spectrum used in SBMOD) in the spectral region below 600 nm. Both of these studies indicate that the Kurucz spectrum, which is synthetic and uses ground-based spectroscopy from Neckel and Labs [1981] between 400 and 500 nm, may be biased low in the region of the spectrum. Comparisons between the Thuillier and Harrison solar spectra and the Kurucz spectrum is shown in Figure  3 in which the former are expressed as ratios of the latter.
[43] If the model output is multiplied by the spectrally variable ratios of Figure 3 , the effect of using the Thuillier and Harrison solar spectra in the model can be assessed. Although it would be preferable to actually run the model using these source functions, this approach should be sufficient to evaluate their ability to improve or worsen general agreement. As is shown in Figure 2a , the effects of using either of these solar spectra actually worsens the agreement between the SSFR and SBMOD between 400 and 500 nm. Using either of the two solar corrections is not sufficient to eliminate the residual shapes at these wavelengths for the SUV or RSS either as evidenced by Figures 2b and 2c. [44] The spectral shape of these residuals does not suggest an aerosol, surface reflectance, or calibration error, as each of these factors normally induce spectrally broad and smooth features. Given the sign of this error, the residual shape obviously has nothing to do with the properties of absorbers. This and the fact that the three solar spectral models used do not agree well with each other in the visible region suggests that we do not yet know the solar spectrum well enough to achieve high accuracy in spectral comparisons between 400 and 500 nm.
Full Spectrum Comparisons, SSFR and RSS
[45] In this section, the full range of the SSFR instrument, 400-1000 nm along with the overlapping portion of the RSS's measurements are compared to output from SBMOD. Model characterizations are set the same as in the previous section.
[46] The results of the SSFR-SBMOD comparison have several features warranting discussion. Water vapor and oxygen absorption appear to be modeled quite well as illustrated in Figure 4 . Oxygen absorption complexes (O2-O2), whose absorption centers occur at 477, 577 and 630 nm, have also been included in the computations [Greenblatt et al., 1990] , and do not seem to contribute to the residual patterns evident here. Differences in the 938 nm wavelength band are difficult to attribute to any specific mechanism. Although water vapor (HITRAN '96 [Giver et al., 2000] ) appears to be modeled well at the absorption peak, the model and instrument diverge near 1 micron. Although this feature lies right at the edge of the SSFR's range, where sensitivity changes dramatically with wavelength, an analysis revealed that the final spectral calibration is good and could not solely be responsible for the difference seen here. It is possible that this could be a result of color shifting in the Li-Cor calibrator used for field calibration of the instrument, which may have implications at other wavelengths sensitive to absolute calibration (short of 500 nm).
[47] The RSS-SBMOD comparison is shown in Figure 5 . In the region between 500 and 1000 nm, both the SSFR and the RSS spectra seem to match the model calculations, and each other quite well. Below 500 nm, the results are the same as before.
[48] While we have presented comparisons for only one time at each site, the patterns evident in these comparisons have shown to be consistent from one day to the next, and for a range of zenith angles as well. Figure 6 illustrates a spectral comparison between the SSFR and SBMOD for 23 June 1998 at 0100 UTC (Figure 6a ) and 0620 UTC (Figure 6b ). While the residual features of spectral absorbers are somewhat greater in the second case owing to a much larger solar zenith angle (this comparison does not have the absorption features of O2-O2 included in it, and the associated spectral residuals at 477, 577, and 630 nm are quite pronounced), the two residual spectra show a high degree of similarity in their overall structure, and in their fine scale. At the very least, nothing new and unexplained appears at the later time that was not already present during the first time. These comparisons were performed prior to a recalibration of the instrument, so the overall shapes of these residuals do not compare favorably to the comparisons presented in Figures 4 or 2a. Regardless, comparisons at larger zenith angles, such as in Figure 6b , do not lead us to alter our assessment of the model's ability to reach agreement with the measurements, irrespective of zenith angle.
RSS Direct Beam and Diffuse Field Comparisons
[49] The RSS instrument also has the ability to separate the direct beam and diffuse field spectra. In Figure 7 , the RSS direct beam is compared against the model. Direct beam comparisons are very useful when studying the shape of the solar spectrum, as the signal is not complicated by multiple scattering effects. Although a visibility of 90 km was used in the model, a reevaluation of aerosol optical depth resulting from NIMFR measurements taken at the site suggests that 115 km would be more appropriate. While this has little effect on the total downwelling comparison discussed in the previous section, it would act to raise the measured direct beam very slightly, which should bring the comparison in Figure 7 into slightly better agreement.
[50] This comparison shows that the residual feature located at 432 nm has the same shape as in the total downwelling irradiance. Since the model computed values are lower than the measurements and no absorption exists in the model at these wavelengths, atmospheric absorption cannot be the cause of this residual shape. Again, our conclusion is that the feature is likely the result of small errors in the representation of the solar spectrum.
[51] The RSS's diffuse field observations are compared to SBMOD in Figure 8 . Comparisons of the diffuse field are dominated by scattering processes, and are particularly helpful in analyzing the effects of Rayleigh scattering and aerosol scattering. Additionally, previous studies (such as those by Harrison et al. [1999] and Kato et al. [1997a] ) indicate that the clear-sky absorption anomaly does not reveal itself in the direct beam, and is manifested solely in diffuse field comparisons.
[52] While we began our analysis by assuming an oceanic aerosol model, the RSS's diffuse field observations suggest that a typical rural aerosol [Shettle and Fenn, 1975] results in far better agreement, despite the Arctic location. Although this shows that agreement in the diffuse field can be obtained using reasonable aerosol input parameters that are within the bounds of typical aerosols, they are not the type of aerosols that one would necessarily expect for this Arctic location. Figure 8 also illustrates the effects of the oceanic aerosol, which results in an error close to 100% at 1 micron.
[53] Of course, this exercise shows little more than how significant aerosols are in matching the model to real world measurements, and that agreement can be attained by tweaking aerosols to within realistic parameters. However, our inability to obtain agreement with ''expected'' aerosol conditions and parameters suggests that either the aerosols in the air on this day were of different character than expected, or that another mechanism is needed to explain the difference. Although our ability to ''tune'' the model to the measurements seems to rule out the likelihood of anomalous absorbers with any pronounced spectral shape, it cannot rule out the presence of an absorber whose absorption spectra mimics that of aerosols, as other studies have suggested might exist.
[54] The results for the RSS's direct beam and diffuse field are also in reasonably good agreement with the results of Mlawer et al. [2000] who modeled RSS data using ARM site data from the Southern Great Plains (SGP) in Lamont, Oklahoma, as input to the Code for HighResolution Accelerated Radiative Transfer ''CHARTS'' multiple-scattering LBLRTM [Moncet and Clough, 1997; Clough et al., 1992] . In that work, the RSS measurements are scaled to the Kurucz solar spectrum using the ratio of the RSS-Langley derived solar spectrum to the Kurucz solar spectrum. This is generally equivalent to performing the Kurucz to RSS-Langley solar correction used in this paper. The results of Mlawer et al., 2000 show a very similar peak in the residuals at 432 nm, and the same general level of agreement throughout the spectrum. Mlawer et al. [2000] find no sources of anomalous absorption in the spectral region of the RSS instrument.
Conclusion
[55] Aside from some differences in the wavelength range from 400 to 500 nm, spectra from all three instruments agree very well with the SBMOD computations. From an energy budget perspective, the spectrally integrated residuals between 500 and 1000 nm appear to be very small, indicating no clear signs of any spectrally pronounced anomalous absorber. Indeed this study finds no direct evidence to suggest the level of broadband disagreement that has been reported by previous studies [Bush et al., 2000; Dutton et al., 2001; Haeffelin et al., 2001] . However, as previously stated, we cannot rule out the presence of an anomalous absorption feature with broad ''continuum'' like spectral shape, such as a highly absorptive aerosol.
[56] The disagreements between 400 and 500 nm for all spectra are more substantial. While the RSS and SUV spectra agree well with each other between 400 and 500 nm, the SSFR's spectral shape in this region of the spectrum is distinctly different. Uncertainty in SHEBA SSFR irradiance in this spectral region was large because of unexplained calibration issues. Newer versions of the SSFR [see, e.g., Pilewskie et al., 2003] used linear detector arrays and no moving parts, mitigating the types of errors seen here.
[57] The Kurucz, Thuillier and RSS Langley derived solar spectra show substantial disagreement in the region between 400 and 600 nm. None of these solar source spectra produced results that agreed well with the measurements in this spectral region. Both the RSS and SUV comparisons indicate that our knowledge of the solar spectrum in this region may still be somewhat inaccurate.
[58] Although this study only addresses model versus measurement results in the region between 0.4 and 1.0 mm, a study by Brown et al. [1999] suggests that spectral measurements and models agree quite well in the spectral region between 1.0 and 3.3 mm showing no signs of anomalous absorption in this region either. While our understanding of aerosol properties and their potential to affect broadband levels of agreement between models and measurements is a work in progress, indeed, a spectral mechanism for the missing absorption has proved elusive.
Appendix A: Aerosol/Surface Reflectance Simultaneous Retrieval
[59] This appendix outlines the details of a technique used to simultaneously retrieve aerosol optical depth and the spectral reflectance of the local surface in snow covered environments. The technique is based on a previously developed technique to simultaneously retrieve surface albedo and cloud scattering optical depth from an Antarctic location [Ricchiazzi et al., 1995] , and is explained in more detail by Kancler [2001] .
[60] Consider that if there were no surface reflectance or atmosphere, the instrument would measure unattenuated solar spectral irradiance. Under such conditions, the only sources of difference between the modeled and measured irradiance would be the solar reference spectrum used in the model and the absolute calibration of the instrument. If the modeled irradiance were ratioed to the measured irradiance, an error in either would give the resulting residual a spectral shape. If this same ratio were applied to the measured spectrum as a multiplicative factor, and the result compared again to the model, the resulting residual would be zero. In this case, we might say that the measured spectrum has been ''normalized'' to the modeled spectrum.
[61] While this exercise in itself may seem of little utility, if the same ratio from this ''no sky'' case were similarly applied to modeled spectra from other times -with a real atmosphere -then the signals of atmospheric phenomenon, such as aerosol extinction and multiple scattering resulting from surface interactions, would dominate the residual shape as the effects of absolute calibration errors and errors in the solar spectrum would have been minimized as a result of the normalization. By adjusting aerosol and surface properties in the model to obtain a zeroed out residual ratio, one would in actuality be retrieving aerosol optical depth and the spectral reflectance of the surface. Fortunately, errors in aerosol optical depth can be distinguished from those due to surface reflectance, and the two can be retrieved ''simultaneously'' from a single comparison, each without prior knowledge of the other -as will be demonstrated in a moment. This is the fundamental logic behind the retrieval technique.
[62] In the real world, conditions as ideal as the ''no sky'' case do not exist. For the SHEBA site, we began by selecting an SFFR measurement (23 June 1998 at 0100 UTC) from a dry, clean (low aerosol loading) day and a relatively dark (low reflecting) surface both of which helped to minimize uncertainties in the model due to atmospheric scattering and absorption. We have defined the residual between the measured (ssfr l ) and modeled (sbmod l ) spectral irradiance using the following simple equation:
the result of which (residual l ) we have termed the ''normalization spectrum. '' [63] Often times, accurate surface reflectance is not known at the ''normalization'' time, as was the case during the SHEBA experiment. However, it is possible to improve upon estimates of surface reflectance by noting how the normalization spectrum varies with solar zenith angle. For measurements obtained on the same day, instrument calibration should not have shifted significantly, and the local surface reflectance should be nearly constant. Compared to radiation measurements near solar noon, the downwelling flux measured at larger solar zenith angles will have a larger fraction of multiple scattered radiation, and will be more sensitive to the local surface reflectance. With increased scattering, any errors in the initial characterization of the local surface reflectance should produce a noticeable signal in the residual between the normalized instrument data and the model (which we have termed the ''fit residual'') at larger solar zenith angles. By altering the albedo and/or the reflectance function to zero this signal out in the fit residual, the original assumptions for the surface reflectance properties can be significantly improved.
[64] The next step in the process is to use the normalization spectrum to retrieve aerosol loading and surface albedo for other days. After the normalization spectrum is applied to the data, we make the assumption that broad (continuumlike) spectral differences in the fit residual are due primarily to aerosols and uncertainties in surface reflectance. Fortunately, the effects of errors in aerosol optical depth are distinguishable from those due to surface reflectance in such a residual (see Figure A1) .
[65] As can be seen in Figure A1 , changing the aerosol optical depth changes the magnitude of the difference between model and measurement while errors in surface reflectance tended to have a greater effect on the spectral shape of the fit residual. This is because multiple scattering between the surface and atmosphere is largely affected by molecular (Rayleigh) scattering which has a pronounced spectral shape, while the spectral shape of aerosol scattering is much less pronounced. Because these signals are distinguishable from each other, the aerosol loading and surface reflectance can be retrieved simultaneously by achieving a fit residual that is spectrally flat and near zero.
[66] The accuracy of this method does lie to some degree on knowing the physical properties of the aerosols on any given day in which optical depth and surface reflectance are being retrieved. Different aerosols have different spectral signatures for absorption and scattering, and misrepresenting this shape can skew the retrieved results of optical depth and surface reflectance.
[67] Another critical aspect of this retrieval method is uncertainty associated the absolute calibration of the instrument, and in the standard lamp calibration transfer. The accuracy of the retrieval technique relies on the assumption that the lamp calibration error is essentially invariant with wavelength. If the lamp calibration did vary significantly with wavelength, then this signal would appear in the fit residual as an apparent error in the characterization of the surface reflectance as discussed two paragraphs prior. In performing the retrieval and ''zeroing'' out the fit residual, the signal of such a calibration error would contaminate the retrieved results of both aerosol optical thickness and also surface reflectance. Fortunately, as we can show below, most lamps of the kind used to calibrate the SSFR possess this desired trait.
[68] In this work, several assumptions regarding calibration errors were derived from a study by Kiedron et al. [1999] . According to the study, the variability between NIST irradiance standards tended to be spectrally neutral. Kiedron et al. [1999] also showed that there were two main tendencies of Optronics lamps (used in laboratory calibrations of the SSFR) when compared to NIST standard lamps: output from the Optronics lamps was determined to be lower than the NIST irradiance scale by around 2-4% and there was only slight wavelength variability of this offset (on the order of 1% or less). If the Optronics lamp used to calibrate the SSFR (which was calibrated to a NIST secondary lamp) possessed any large spectral variation from a true standard, it would have impaired the ability of this technique to retrieve the aerosol and surface reflectance. Likewise, if the NIST secondary lamp possessed a large spectral variation from its standard, it would create similar Figure A1 . Illustrations of uncertainty in fit residual spectra due to changing albedo and aerosol loading. Each line is a fit residual between an SBMOD spectrum and a normalized SSFR spectrum. The dashed lines represent the effects of raising and lowering the aerosol optical depth. The solid lines represent the effects of raising and lowering the albedo.
problems. Thus the success of this retrieval method lies not on the lamps being perfect in regard to the ''true'' irradiance scale, but on the assumption that their outputs lie within the normal limits of their respective lamp populations. The Kiedron study suggests that lamps whose midvisible output is outside their operational specifications (2 -4% from the NIST standard) may possess this sort of spectral variation, while those whose midvisible output lies within its specifications most likely have an calibration offset that is spectrally neutral.
[69] If the lamp error is indeed spectrally invariant, or reasonably close to it, then estimating the error in one wavelength region should be a good estimate for the calibration error at any wavelength. In attempting to evaluate the calibration of the SSFR, we used 670 nm for the estimation for the following reasons: there is no strong atmospheric absorption at 670 nm; 670 nm is outside of the midvisible region where recent studies have suggested there may be uncertainties in the solar spectrum [Conant, 2000; Harrison et al., 1999; Schmid et al., 1998 ]; at 670 nm two of the most commonly used solar spectra, Kurucz [see Kurucz et al., 1984; Kurucz, 1994 Kurucz, , 1995 and Thuillier et al. [1998] , agree to within a fraction of a percent; and the error bar for the Thuillier spectrum is at a minimum of ±0.85% of its value at this wavelength.
[70] Because aerosols and surface reflectance were not known with perfect accuracy at the normalization time, there is a limitation to how well the calibration accuracy could be estimated. After using SBMOD to perform a sensitivity analysis on aerosol effects, we calculated the calibration error to be À3.1% with a range of ±0.3% due to effects of the uncertainty in aerosol/surface reflectance at 670 nm. This indicates that the output irradiance from the Optronics lamp used in this study was lower than the true irradiance scale. When the additional effect of solar source uncertainty at 670 nm was considered, the uncertainty range increased to close to ±1% which resulted in a range of around 2.1 -4.1% estimated error in lamp calibration, nearly identical to the range of variance exhibited in the study by Kiedron et al. for Optronics lamps. [71] This analysis, although far from conclusive, suggests that the lamps used to calibrate the SSFR lay within their operational parameters, which tends to validate the assumption that the SSFR's lamp calibration, while not perfect, probably did not have a significant impact on retrieved results.
[72] Its also worth mentioning that spectral shifting in lamp calibration (which manifests itself as an error absolute calibration error) as well as the presence of any as of yet undetected anomalous absorbers at 670 nm or elsewhere in the spectral region between 400 and 1000 nm would reduce the accuracy of both the retrieval results and the calibration estimation -although there is no evidence that any such absorbers exist.
