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Résumé
Cette thèse a pour objectif de proposer un système de reconnaissance d’images
utilisant des informations attentionnelles. Nous nous intéressons à la capacité d’une
telle approche à améliorer la complexité en temps de calcul et en utilisation mé-
moire pour la reconnaissance d’objets. Dans un premier temps, nous avons proposé
d’utiliser un système d’attention visuelle comme ﬁltre pour réduire le nombre de
points d’intérêts générés par les détecteurs traditionnels [Awad 12]. En utilisant
l’architecture attentionnelle proposée par Perreira da silva comme ﬁltre [Awad 12]
sur la base d’images de VOC 2005, nous avons montré qu’un ﬁltrage de 60% des
points d’intérêts (extraits par Harris-Laplace et Laplacien) ne fait diminuer que
légèrement la performance d’un système de reconnaissance d’objets (diﬀérence
moyenne de AUC ~ 1%) alors que le gain en complexité est important (40% de
gain en vitesse de calcul et 60% en complexité).
Par la suite, nous avons proposé un descripteur hybride perceptuelle-texture
[Awad 14] qui caractérise les informations fréquentielles de certaines caractéris-
tiques considérées comme perceptuellement intéressantes dans le domaine de l’at-
tention visuelle, comme la couleur, le contraste ou l’orientation. Notre descripteur a
l’avantage de fournir des vecteurs de caractéristiques ayant une dimension deux fois
moindre que celle des descripteurs proposés dans l’état de l’art. L’expérimentation
de ce descripteur sur un système de reconnaissance d’objets (le détecteur restant
SIFT), sur la base d’images de VOC 2007, a montré une légère baisse de perfor-
mance (diﬀérence moyenne de précision ~5%) par rapport à l’algorithme original,
basé sur SIFT mais gain de 50% en complexité. Pour aller encore plus loin, nous
avons proposé une autre expérimentation permettant de tester l’eﬃcacité globale
de notre descripteur en utilisant cette fois le système d’attention visuelle comme
détecteur des points d’intérêts sur la base d’images de VOC 2005. La encore, le
système n’a montré qu’une légère baisse de performance (diﬀérence moyenne de
précision ~3%) alors que la complexité est réduite de manière drastique (environ
50% de gain en temps de calcul et 70% en complexité).
Mots clés : recherche des images par contenu, reconnaissance d’objets, atten-
tion visuelle, catégorisation d’images.
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The main objective of this thesis is to propose a pipeline for an object recog-
nition algorithm, near to human perception, and at the same time, address the
problems of Content Based image retrieval (CBIR) algorithm complexity: query-
run time and memory allocation. In this context, we propose a ﬁlter based on
visual attention system to select salient points according to human interests from
the interest points extracted by a traditionnal interest points detectors. The test of
our approach, using Perreira Da Silva’s system as ﬁlter, on VOC 2005 databases,
demonstrated that we can maintain approximately the same performance of a
object recognition system by selecting only 40% of interest points (extracted by
Harris-Laplace and Laplacian), while having an important gain in complexity (40%
gain in query-run time and 60% in complexity).
Furthermore, we address the problem of high dimensionality of descriptor in
object recognition system. We proposed a new hybrid texture descriptor, repre-
senting the spatial frequency of some perceptual features extracted by a visual
attention system. This descriptor has the advantage of being lower dimension
vs. traditional descriptors. Evaluating our descriptor with an object recognition
system (interest points detectors are Harris-Laplace & Laplacian) on VOC 2007
databases showed a slightly decrease in the performance (with 5% loss in Average
Precision) compared to the original system, based on SIFT descriptor (with 50%
complexity gain). In addition, we evaluated our descriptor using a visual atten-
tion system as interest point detector, on VOC 2005 databases. The experiment
showed a slightly decrease in performance (with 3% loss in performance), meawhile
we reduced drastically the complexity of the system (with 50% gain in run-query
time and 70% in complexity)
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Introduction
Cadre général et objectifs
La reconnaissance d’objets, nous permet de détecter la présence d’une instance
ou d’une classe d’objets, dans une image ou une scène naturelle (c.f. ﬁgure 0.0.1).
Selon Neisser [Neisser 67], notre capacité à reconnaitre un objet consiste en deux
étapes : un processus de sélection pour extraire les informations les plus perti-
nentes, et une chaine complexe des processus pour identiﬁer l’objet.
Interest region detection  
region of interest 
extracted 










Figure 0.0.1 – Algorithme de reconnaissance d’objets
Partant de cette déﬁnition, plusieurs travaux ont été proposés dans le domaine
de la reconnaissance d’objets dans des documents visuels : images, vidéos... La
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plupart de ces trauvaux se basent sur l’approche présentée dans la ﬁgure 0.0.1 :
pour reconnaitre un objet, nous détectons les régions d’intérêts dans une image en
nous basant sur certaines caractéristiques visuelles, comme la couleur, la texture.
Chaque région détectée est ensuite représentée par un vecteur multi-dimensionnel.
Ce concept peut être appliqué à la fois à un ensemble d’images et à une image
requête. Après avoir calculé ces vecteur, des mesures de similarité/distance entre
les vecteurs représentant l’image requête et un ensemble des vecteurs sont calcu-
lées. La reconnaissance est ainsi estimée à l’aide d’une des méthodes d’indexation
existantes. Bien que cette approche ait eu une grande popularité dans le domaine
de la reconnaissance d’objets, les algorithmes basés sur cette approche, s’appuient
généralement sur l’analyse exhaustive du contenu de l’image au détriment d’une
compréhension de plus haut niveau.
Récemment, les méthodes inspirées de l’attention humaine, ont eu grand inté-
rêt dans les diﬀérents domaines de la vision par ordinateur, comme la détection
et la localisation d’objets, la classiﬁcation et la segmentation des images. Ces
systèmes ont pour objectif de comprendre ou bien de modéliser les diﬀérentes
étapes du processus de l’attention humaine. Selon [Desimone 95, Itti 01], l’atten-
tion est déﬁnie comme une mécanisme de sélection des informations en se basant
sur leurs saillances (bottom-up), et/ou sur les expertises et les connaissances déjà
acquises sur les scènes, les objets et leurs interactions (top-down). D’après Frintrop
[Frintrop 11a], les tâches dans le domaine de la vision par ordinateur, deviendront
considérablement plus faciles, si un système d’attention visuelle a tout d’abord
repéré les régions pertinentes dans l’image.
Dans cette thèse, nous avons tenté de proposer une première étape pour combler
le fossé entre notre capacité d’analyse haut niveau du contenu des scènes/images
et celle proposée dans le domaine de la vision par ordinateur. Dans ce cadre, nous
avons proposé une chaine pour la reconnaissance d’objets, plus sémantique et plus
proche de celle que nous percevons grâce à notre cerveau (analyse perceptuelle),
tout en s’appuyant sur une analyse intelligente du contenu de la scène, c’est-à-dire
gérant de manière optimale le compromis temps de calcul/ qualité des informa-
tions.
Contributions
Nos contributions s’établissent à diﬀèrents niveaux :
— dans le cadre de l’étude des systèmes existants, nous proposons une taxono-
mie permettant de révéler les diﬀérentes étapes nécessaires pour construire
un algorithme classique pour la reconnaissance d’objets.
— sur un plan plus théorique, nous proposons une chaine perceptuelle et opti-
male (en termes de temps de calcul et d’allocation mémoire) pour la recon-
naissance d’objets, basée sur des modèles d’attention visuelle. Celle-ci, nous
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permet d’avoir une sélection contextualisée des données les plus pertinentes.
Nous proposons également un pipeline adapté pour traiter ce type de don-
nées en déﬁnissant des caractérisations propres à ces dernières aﬁn d’obtenir
une représentation proche de notre perception.
— d’un point de vue expérimental, nous caractérisons l’inﬂuence de chaque
étape de notre algorithme sur ces performance et son eﬃcience. Les résultats
obtenus montrent que notre système proposé peut être une première étape
pour construire un système à la fois perceptuel et computationnel.
Organisation de la thèse
Le premier chapitre de la thèse permet de positionner nos travaux dans leur
cadre scientiﬁque. Dans le chapitre 1, nous délimitons notre champ d’étude, en
précisant le contexte, et en situant nos travaux dans les diﬀèrentes communautés
concernées :
1. l’attention visuelle
2. la reconnaissance d’objets
Nous présentons également notre problématique et concluons en proposant de trai-
ter les diﬀérents contraintes abordées.
Dans le deuxième chapitre, nous présentons notre première contribution « le
ﬁltrage attentionnel » pour une sélection contextualisée des régions d’intérêts dans
des images naturelles. Cette sélection est eﬀectuée à l’aide d’un système d’attention
visuelle. Nous avons eﬀectué également une évaluation de notre approche sur une
des bases du Challenge VOC.
Dans le troisième chapitre, nous présentons notre deuxième contribution « une
caractérisation hybride perceptuelle-texture » qui nous permet de caractériser d’une
manière perceptuelle les régions les plus pertinentes dans les images. Nous dé-
taillons notre proposition en présentant les diﬀérents travaux apparentés : trans-
formation d’images, texture d’une image... Nous montrons également une éva-
luation de notre proposition en utilisant deux types de sélection d’information :
géomètrique (détecteurs des points d’intérêts) et perceptuels (systèmes d’attention
visuelles).
Nous présentons dans le chapitre quatre, les diﬀérents évaluations eﬀectuées pour
tester l’eﬃcacité de nos deux contributions sur les bases VOC d’images naturelles







La reconnaissance d’objets est l’un des challenges les plus diﬃciles dans le do-
maine de la vision par ordinateur. Cependant, elle est considérée comme une étape
primordiale dans de nombreuses applications : médicales, industrielles, multimé-
dia. . . Par conséquent, ce domaine est depuis longtemps un objet d’intérêt pour la
communauté scientiﬁque. Diﬀérents objectifs et méthodes ont été proposés, depuis
plus de 50 ans. En général, on peut les catégoriser en trois tâches en fonction de
leur objectif [Larlus 08] :
— La catégorisation ou classiﬁcation d’images qui consiste à donner un label à
une image en fonction de la présence ou non d’un objet appartenant à une
catégorie donnée.
— La détection d’objets qui désigne la tâche de localisation des objets d’une
catégorie donnée.
— La segmentation de classes d’objets qui consiste à déterminer quels sont les
pixels de l’image qui appartiennent à un objet d’une des classes d’intérêt.
A vrai dire, ces trois tâches sont étroitement liées. Toutes les trois suivent un
paradigme assez ancien proposé par David Marr [Marr 82]. Ce paradigme suggère
une analyse uniquement ascendante, centrée sur les données. De ce fait, les mêmes
outils peuvent être mis en œuvre pour les résoudre. Ce paradigme constitue le cœur
de la plupart des méthodes de reconnaissance d’objets et surtout des systèmes de
catégorisation d’images. L’objectif de ces systèmes est de prédire la nature de
l’objet dans une image au sein d’une liste exhaustive de possibilités.
Dans cette thèse, nous allons nous concentrer sur la tâche de « catégorisation
d’images » puisqu’elle peut être considérée comme une généralisation des autres
tâches citées ci-dessus. La classiﬁcation d’images selon la catégorie d’objet reste
un vrai challenge, étant donné que l’apparence des objets au sein d’une catégorie
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Figure 1.1.1 – Exemples des formes de l’objet au sein du catégorie « avion »
varie grandement, suite aux modiﬁcations de position, orientation et échelle, aux
modiﬁcations d’illumination, occultations et aux grandes variabilités de formes au
sein de cette classe (c.f. ﬁgure 1.1.1). Ces grandes variations intra-classes rendent
diﬃcile voire impossible l’utilisation de méthodes globales où l’image tout entière
est représentée par une signature même si elles forment les premières approches









Figure 1.1.2 – Architecture simple d’un système de reconnaissance d’objets
Pour ces raisons, les méthodes ont eu recours à des approches plus locales. Le
schéma classique est représenté dans la ﬁgure 1.1.2. Dans ces approches, l’image
est considérée comme une collection de régions d’intérêts, généralement de taille
faible par rapport à la taille de l’image. Ces régions sont détectées dans l’étape
« Extraction des primitives », et ensuite transformées en vecteurs représentant les
caractéristiques de l’image, comme par exemple des contours et/ou orientations
(Description des primitives). A partir de ces vecteurs, chaque image est repré-
sentée par un histogramme (Représentation d’images) servant comme base pour
catégoriser l’image selon l’objet qu’elle contient (Classification). Ces approches
seront abordées en détail dans la suite de ce chapitre. Nous allons présenter les
principales étapes et outils nécessaires pour dévélopper un système de reconnais-
sance d’objets ainsi que les diﬀérentes améliorations qui ont été proposées jusqu’à
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présent pour traiter les diﬀérentes limitations citées ci-dessus.








Représentation                     
Classification 
d'images 
Figure 1.2.1 – Architecture d’un système de reconnaissance d’objets
La première étape (c.f. ﬁgure 1.2.1) d’un système de reconnaissance d’objets
consiste généralement à extraire les régions les plus pertinentes d’une image. En
général, on peut catégoriser les diﬀérentes méthodes proposées en se basant sur
deux concepts :
— Le premier concept considére l’image entière. L’approche la plus utilisée dans
ce cadre est l’extraction dense [Jurie 05] [Winn 05]. La sélection dense des
régions locales consiste à traiter tous les pixels dans l’image. Cette approche
a l’avantage d’être la plus informative que les autres méthodes de l’état de
l’art, cependant, elle nécessite des ressources en temps et en mémoire très
importantes : la plupart du temps de calcul étant passée à traiter les régions
peu informatives (voire tableau 1.1) [Nowak 08].
— Le second concept : la détection des régions d’intérêts. Ce dernier consiste
à extraire les régions considérées comme les plus pertinentes pour la recon-
naissance de l’image (voire tableau 1.1). L’approche la plus utilisée dans ce
cas est le détecteur de points d’intérêts. Dans la section suivante, nous al-
lons aborder les diﬀérentes méthodes proposées pour la détection des points
d’intérêts durant ces dernières années.
Concept Techniques utilisées Nombre moyen des
points détectés pour
une image
Premier concept Grille dense 68944
Second concept Harris-Laplace + Laplacien 1279
Table 1.1 – moyen des points d’intérêts extraits pour la base de VOC 2007
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1.2.1 Détecteurs de points d’intérêts
La plupart des algorithmes de reconnaissance d’objets se basent sur les détec-
teurs de points d’intérêts pour sélectionner les régions d’intérêts dans laquelle on
peut prédire l’existence d’un objet. Ces détecteurs présentent l’avantage d’être
robustes et invariants aux modiﬁcations d’échelles, de translation, de rotation
et même dans une certaine mesure aux déformations aﬃnes. Selon Tuytelaars
[Tuytelaars 08], on peut les catégoriser selon leurs critères de sélection des régions




Description Les détecteurs les plus connus
Détecteur de
contours










comme la couleur, la
luminosité
Hessien [Beaudet 78] et ses extensions
Détecteur de
régions
Détecte les régions en











Table 1.2 – Famille des détecteurs de points d’intérêts
1.2.1.1 Détecteurs de contours
Les méthodes dans cette famille cherchent à détecter les contours dans une
image. Les points d’intérêts sont alors extraits le long des contours en ne pre-
nant en compte que les points de courbure maximale ainsi que les intersections de
contours. Par conséquent, les points d’intérêts, dans cette catégorie, correspondent
à des doubles discontinuités de la fonction d’intensité, produit par l’existence de
contours, de discontinuité de réﬂectance ou de discontinuité de profondeur (les
8
1.2 Extraction des primitives visuelles
coins, les jonctions en T ou les points à fortes variations de texture). Un des dé-
tecteurs le plus connu et le plus utilisé dans cette famille est le détecteur de Harris
(c.f. Figure 1.2.2). Ce détecteur a prouvé dans une évaluation qu’il est le détecteur
le plus robuste et le plus informatif [Schmid 00].
 Harris Harris-Laplace Harris-affine 
    
 
Figure 1.2.2 – Exemple des points détectés par Harris et ses variantes
1.2.1.2 Détecteurs de blobs
Le deuxième type de détecteur, mentionné par Schmid [Tuytelaars 08], est le
détecteur de blobs. Ces détecteurs extraient les points d’intérêts qui se trouvent
dans les blobs. En général, on peut déﬁnir un blob comme une région de l’image
qui est plus claire ou plus sombre que son environnement. Les pixels dans ces
régions doivent atteindre soient le maximum (plus clairs), soient le mimimum (plus
sombres) par rapport à leur voisinage. Ainsi, les points appartenant à ces régions
sont connus comme les points-selles ou points cols. Théoriquement, un point-selle
d’une fonction f déﬁnie sur un produit cartésien X ⋆ Y de deux ensembles X et
Y est un point (x, y) ∈X ⋆ Y tel que :
— y Ô−→ f(x, y) atteint un maximum en y sur Y et,
— x Ô−→ f(x, y) atteint un minimum en x sur X.
Plusieurs travaux ont été proposés, en se basant sur cette théorie. Parmi ces tra-
vaux, on peut citer le plus connu et le plus utilisé, le détecteur Hessien (c.f. Figure
1.2.3) .
 Hessien Hessien-Laplace Hessien-affine 
    
 
Figure 1.2.3 – Exemples des régions détectés par Héssien et ses variants
Dans la comparaison faite par Schmid, il est montré que les deux types de
détecteurs, Hessien et Harris, sont complémentaires, étant donné qu’ils détectent
diﬀérents types de régions dans les images : le Hessien détecte les blobs et le
détecteur de Harris extrait les coins. En comparant ces deux types de régions, on
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remarque que les blobs sont plus diﬃciles à détecter que les coins, bien que leurs
échelles et formes soient plus stables [Schmid 00].
Cependant, on ne peut pas préciser lequel de ces détecteur est le meilleur pour
la catégorisation d’images pour plusieurs raisons :
— Les deux variantes de Hessien détectent parfois, aux petites valeurs d’échelles,
des structures de contours. Ces structures détectées sont mieux adaptées à
l’estimation d’échelle, grâce à l’utilisation du même « ﬁltre gaussien » pour
la détection des points d’intérêts et l’estimation d’échelle.
— Le détecteur de Harris peut identiﬁer le coin par un simple point, tandis
que le Hessien détecte le blob en identiﬁant leurs frontières, fréquemment
irrégulieres.
— Même si les frontières des blobs détectés sont irrégulieres, elles fournissent
une bonne estimation de la taille, ainsi que de l’échelle du blob. En revanche,
les échelles des coins détectés par le détecteur de Harris, sont généralement
mal estimées.
Par conséquent, d’autres approches basées sur des méthodes utilisées dans d’autres
domaines ont été proposées, comme les détecteurs basés sur les méthodes de seg-
mentation d’images. Ces détecteurs seront présentés plus en détail dans la section
suivante.
1.2.1.3 Détecteurs de régions
Ces méthodes cherchent à détecter des zones dites homogènes de l’image. En
général, une zone est dite homogène si ses pixels ont une ou plusieurs caractéris-
tiques communes, par exemple la couleur... Les méthodes de segmentation sont
utilisées pour extraire les régions homogènes dans lesquelles on peut détecter des
jonctions ou leurs frontières ou considérer ces régions directement comme des ré-
gions d’intérêts. La question qui se pose ainsi est : si elle existe, comment définir
une segmentation optimale ?
Diverses déﬁnitions ont été proposées dans l’état de l’art pour extraire des ré-
gions considérées comme pertinentes dans les images. Par conséquent, diﬀérents
critères de sélection peuvent être considérés pour extraire les régions d’intérêts
dans une image. Déﬁnir le critère optimal de sélection est un des challenges à ré-
soudre dans le domaine de la vision par ordinateur. Mais cette diﬃculté n’a pas
empêché le développement de plusieurs systèmes basés sur la segmentation, par-
ticulièrement dans le domaine de la reconnaissance, mise en correspondance, et
de la recherche d’objets dans des images. Un de ces systèmes est le « Maximally
stable extremal regions » (MSER) [Matas 02] qui est connu pour sa rapidité et sa
robustesse aux transformations aﬃnes (c.f. Figure 1.2.4) .
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Figure 1.2.4 – Exemple de régions détectées par MSER
Malgré les diﬀérentes propositions pour détecter les régions d’intérêts, la sé-
lection pertinente des régions d’intérêts reste un challenge toujours d’actualité.
Les diﬀérentes méthodes de détections de points d’intérêts extraient des milliers
de points : certains peuvent être aberrants. De plus, ces détecteurs détectent ces
points en se basant sur la présence de formes géométriques, et ils considèrent que
leur présence est directement liée à la description humaine de l’image. Ceci déﬁnit
le célèbre : « fossé sémantique ». De ce fait, des chercheurs ont utilisé d’autres
approches qui peuvent servir à détecter des points d’intérêts en se basant sur des
critères de saillance, plus perceptuels [Dave 12]. Ces détecteurs cherchent à ex-
traire les informations des images qui sont pertinentes par rapport à l’attention
humaine. On les appelle les systèmes d’attention visuelle.
1.2.2 Détecteurs basés saillance
Les systèmes d’attention visuelle ont comme objectif de comprendre ou bien
de modéliser les diﬀérentes étapes du processus d’attention. Selon [Desimone 95,
Itti 01], l’attention est déﬁnie comme un processus de sélection et d’extraction des
informations se basant sur leur saillance (bottom-up), et/ ou sur les expertises
et les connaissances déjà acquises sur les scènes, les objets et leurs interactions
(top-down).
On se concentre dans cette thèse sur la partie endogène (bottom-up) de l’at-
tention. Les systèmes d’attention endogène [Borji 12] extraient les régions les
plus informatives sans aucune connaissance sur l’image ou les scènes observées.
La plupart des ces systèmes se basent sur des théories psycho-visuelles qui re-
montent aux années quatre-vingt comme la théorie d’intégration des caractéris-
tiques [Treisman 80, Treisman 88] et le modèle de recherche guidée [Wolfe 94].
Ces théories [Borji 12] cherchent à déterminer les caractéristiques visuelles les plus
pertinentes pour l’attention humaine et à étudier leurs eﬀets sur leur réorienta-
tion dans des phénomènes particuliers comme le phénomène de recherche parallèle
(pop-out) ou sérielle (conjunctive search) (voire ﬁgure 1.2.5). La combinaison de
ces caractéristiques dans une seule représentation déﬁnit la saillance d’une région
[Frintrop 11a, Perreira Da Silva 10]. D’après [Treisman 80], l’intensité, la couleur
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et l’orientation sont considérées comme les caractéristiques visuelles les plus per-
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(a) Pop-out effect (b) Conjunctive search 
Figure 1.2.5 – (a) pop-out eﬀect : la cible (T en rouge) diﬀère des éléments de
distraction ( T en bleu) par une seule caractéristique visuelle. (b)
Conjunctive search : la cible (T en rouge) diﬀère des éléments de
distraction ( X en rouge et T en bleu) par une combinaison de
caractéristiques.
Récemment, les méthodes d’attention endogène ont connu un grand intérêt dans
diﬀérents domaines de la vision par ordinateur comme la détection et la locali-
sation d’objets, la classiﬁcation et la segmentation des images. D’après Frintrop
[Frintrop 11b], les tâches dans ces domaines deviendront considérablement plus fa-
ciles si un système d’attention visuelle a tout d’abord repéré les régions pertinentes
dans l’image puisque premièrement, l’espace de recherche est réduit ainsi que la
complexité de calcul. Par ailleurs, la plupart de méthodes de reconnaissance et de
classiﬁcation auront de meilleures performances si les objets occupent une grande
partie de l’image.
Les systèmes d’attention visuelle peuvent être en fait considérés comme un type
de détecteur de points d’intérêts. Ce constat s’appuie sur le fait que les deux
systèmes ont en commun les points suivants [Frintrop 11b] :
1. Les deux approches calculent le contraste local en regard de quelques ca-
ractéristiques visuelles. Certaines méthodes utilisent le même algorithme de
calcul e.g. diﬀérence de gaussiennes [Lowe 04]. La seule diﬀérence est que
les méthodes standards sont des méthodes locales qui peuvent être inﬂuen-
cées par une petite fenêtre de voisinage, tandis que les régions saillantes sont
déﬁnies par le contexte.
2. Les deux méthodes sont calculées sur un espace multi-échelles. La diﬀérence
des échelles des points d’intérêts est en général plus petite que celle calcu-
lée dans les systèmes d’attention visuelle. De ce fait, des milliers de points
d’intérêt sont extraits par les méthodes standards. Ceci n’est pas le cas des
méthodes d’attention endogène qui calculent la saillance sur des grandes
échelles aﬁn de considérer l’information contextuelle. De plus, ces méthodes
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prennent en compte les zones périphériques des régions, ce qui rend pos-
sible l’unicité des caractéristiques destinées à être utilisées comme une pon-
dération non linéaire pour le calcul des caractéristiques centre-périphéries
[Frintrop 05, Itti 98]. Enﬁn, elles favorisent la rareté des régions dans les
scènes et les considèrent comme des aspects pertinents pour la saillance vi-
suelle.
Un des systèmes d’attention endogène le plus connu est celui proposé par Itti
[Itti 98]. Dans ce système, Itti a introduit « la carte de la saillance » comme un
plan topographique qui représente les localisations des régions pertinentes dans la
scène en fusionnant les trois caractéristiques les plus pertinentes : intensité, couleur,
orientation des contours. Il a été testé sur des scènes synthétiques et naturelles.
Et il est considéré comme une source d’inspiration pour la plupart des systèmes
d’attention endogène récemment proposés.
Algorithme d’Itti
Itti a proposé en 1998 un algorithme d’attention visuel hiérarchique [Itti 98]
qui est considéré comme l’un des premiers modèles computationnels d’attention
visuelle. Dans ce modèle, il construit à partir d’une image initiale, une hiérarchie de
diﬀérentes cartes de caractéristiques, qui seront progressivement combinées jusqu’à
obtenir une représentation centrale unique : la carte de saillance.
Cette hiérarchie est illustrée dans la ﬁgure 1.2.6 où une image source est dé-
composée en diﬀérents canaux perceptuels (intensité, couleur et orientation des
contours). Une représentation est ensuite construite à partir de ces canaux et un
opérateur de ﬁltrage centre-périphérie est appliqué aﬁn d’obtenir les diﬀérentes
cartes de caractéristiques :





fl,c,s), ∀l ǫ LI U Lc U Lo (1.2.1)
LI = {I}, LC = {RG,BY }, LO = {0o, 45o, 90o, 135o}
Ces cartes de caractéristiques seront normalisées par un opérateur N (voire
algorithme 1.1), puis sommées aﬁn d’obtenir les trois cartes de singularité :
CI = fI , CC = N (
∑
lǫLC




Enﬁn, CI , CC et CO seront également normalisées avec l’opérateur N , puis
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Figure 1.2.6 – Architecture de l’algorithme d’Itti [Itti 98]
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Finalement et aﬁn de générer les diﬀérentes focalisations, un réseau Winner
Take All (WTA) est utilisé pour sélectionner la zone d’activité maximale de la
carte de saillance, couplé avec un mécanisme d’inhibition de retour, pour désactiver
temporairement les zones déjà visitées et pour construire la carte de saillance.
Algorithme 1.1 algorithme de normalisation N
N consiste à :
— normaliser les valeurs dans fl pour qu’elles soient comprises entre 0 et M .
— déterminer le maximum global M pour fl
— calculer la moyenne m des maximums locaux dans fl
— pondérer les valeurs de fl par (M −m)2
Ce modèle est le modèle le plus utilisé et le plus connu dans le domaine de l’at-
tention visuelle suite à la mise à disposition de son implémentation (Code source
et exécutable) à travers le Neuromorphic Vision Toolkit (iNVT) qui a permis aux
autres chercheurs de s’en servir comme base pour leurs modèles et d’eﬀectuer faci-
lement des comparaisons avec celui-ci [Perreira Da Silva 10]. Une de ces méthodes
est celle proposée au laboratoire L3i par Perreira Da Silva, qui est un système
computationnel, temps réel. Il consiste à modéliser l’évolution temporelle des fo-
calisations attentionnelles calculées par un système compétitif intégré dans l’archi-
tecture du modèle attentionnel, interprétable comme système proies/prédateurs.
Ce modèle sera abordé en détail dans le chapitre 2.








Représentation                     
Classification 
d'images 
Figure 1.3.1 – Architecture simple d’un système de reconnaissance d’objets
En général, on peut poser le problème de reconnaissance comme une classiﬁca-
tion des représentations d’images calculées en se basant sur l’ensemble des descrip-
teurs déjà extraits. Cette simple déﬁnition est capable d’expliquer la multitude des
approches qui se diﬀérencient par le choix des descripteurs qui représentent l’objet,
le type et la complexité du modèle, les méthodes utilisées pour l’apprentissage de
chaque classe d’objets. Dans cette section, nous allons aborder les travaux concer-
nant la construction des descripteurs locaux et les déﬁs auxquels les chercheurs
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font face. En général, on peut déﬁnir un descripteur par un ensemble de nombres
scalaires générés pour décrire un objet [Erusk 08]. En d’autres termes, il s’agit
ici de construire une signature représentant le contenu d’une région de l’image.
Pratiquement, tous les systèmes de reconnaissance d’objet s’appuient sur des des-
cripteurs pour décrire les régions d’intérêt. En eﬀet, le choix de caractéristiques
est délicat et dépend de plusieurs facteurs comme la classe de l’objet considéré,
les caractéristiques du capteur, le contexte et la tâche à accomplir. Ce choix se
base souvent sur un compromis entre la précision et la généralité des caractéris-
tiques. Dans le domaine de la reconnaissance d’objets, on cherche une méthode
de caractérisation qui extrait les descripteurs locaux les plus eﬃcaces pour une
reconnaissance générique.
Selon Mikolajcyk et Schmid [Mikolajczyk 05], on peut distinguer quatre grandes
familles de descripteurs locaux (cf. Tableau 1.3) : basés sur les distributions, basés
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Table 1.3 – Taxonomie proposée par [Mikolajczyk 05] pour catégoriser les diﬀé-
rents descripteurs locaux proposés
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1.3.1 Descripteurs différentiels
Ils ont été parmi les premiers proposés pour décrire une image. Ils se basent sur
le calcul des dérivés d’ordre n pour approximer le voisinage des points d’intérêts.
L’objectif est d’encoder les propriétés géométriques des régions d’intérêts. Actuel-
lement, ils sont considérés comme les descripteurs les plus eﬃcaces pour décrire
les images biomédicales. Dans la suite, on décrit le descripteur diﬀérentiel le plus
connu dans cette famille : « steerable ﬁlters »
Steerable filters
Ce descripteur diﬀérentiel a été proposé par [Freeman 91]. Il utilise les déri-
vées gaussiennes comme approximation de calcul du voisinage. Avec ces dérivées,
l’échelle peut être choisie explicitement. De plus, on peut orienter ces dérivées se-
lon n’importe quel angle de rotation : il suﬃt de calculer les dérivées d’ordre n et
d’orientation θ à partir d’une combinaison linéaire d’un nombre ﬁni de dérivées.
Freeman a déﬁni l’espace-échelle (x, y, s (échelle)) par la convolution d’une image
f avec une fonction gaussienne ψ :
L(x, y; s) = f ∗ ψ






Dans le cas courant où les dérivées sont calculées jusqu’à l’ordre 4, le descripteur
sera un vecteur de dimension 14. Des améliorations ont été faites pour que ces
descripteurs soient invariants à diﬀérentes transformations.
[Florack 94] a proposé « les invariants diﬀérentielles » des dérivées partielles,
stables sous un ensemble de transformations. Ces derniers ne peuvent être calculés
qu’à l’ordre 3 et ainsi leurs vecteurs de caractéristiques ont la dimension égale à 8.
Selon Schmid, bien que les « steerable ﬁlters » aient montré de meilleurs per-
formances dans la famille des descripteurs de dimension réduite, leurs perfor-
mance sont toujours très faibles par rapport aux descripteurs de grande dimension
[Mikolajczyk 05].
1.3.2 Descripteurs basés sur les distributions
Les méthodes proposées dans cette catégorie utilisent des histogrammes pour
représenter les diﬀérentes caractéristiques d’apparence ou de forme d’une région
locale. Le descripteur le plus simple à développer est l’histogramme qui décrit
la distribution des intensités de pixels. Cependant, et contrairement à ce qu’on
recherche d’un descripteur pour la reconnaissance d’objet, un tel descripteur n’est
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pas du tout invariant aux petites transformations géométriques (translation par
exemple), ni aux changements de conditions d’illumination ou aux autres variations
couramment rencontrées dans les images (bruit, occultation, etc). Par conséquent,
la plupart des descripteurs dans cette famille, se reposent sur des histogrammes de
type orientation de gradients ou ondelettes de Haar. Le descripteur le plus connu
est le « Scale Invariant Feature Transform » ou SIFT. Il a été proposé par Lowe en
2004 et il est le descripteur local le plus utilisé dans les systèmes de reconnaissance
d’objets [Mikolajczyk 05].
SIFT [Lowe 04]
Cette méthode qui est actuellement très populaire dans le domaine de la re-
connaissance d’objets, permet de construire des descripteurs locaux invariants à
l’échelle et aux rotations, et partiellement invariants aux changements d’illumina-
tion. Ces vecteurs de caractéristiques ne sont que des histogrammes qui encodent
la distribution de l’orientation du gradient dans une région locale.
Comme la ﬁgure 1.3.2 le montre, pour des blocs 4 × 4, un histogramme des
orientations dans 8 niveaux est calculé (Annexe A). Ainsi, chaque point d’intérêt
est représenté par une signature qui correspond à la concaténation de 16 histo-
grammes, ce qui donne un descripteur de 128 valeurs (c.f. ﬁg 1.3.2). Actuellement,
ce descripteur est largement utilisé par de nombreux chercheurs et il a donné des
résultats excellents dans diﬀérents domaines, en particulier dans le domaine de la
reconnaissance d’objets spéciﬁques. Cependant, sa grande dimensionnalité repré-
sente sa principale faiblesse, et sa limitation pour l’emploi dans des larges bases
d’images par exemple la base ImageNet10K [Deng 10].
Figure 1.3.2 – Algorithme de SIFT [Lowe 04]
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SURF [Bay 08]
Ce descripteur décrit les mêmes structures que SIFT : il représente la distribu-
tion des directions de gradients locaux, mais en se reposant sur l’utilisation des
ondelettes de Haar aﬁn de décrire le plus possible le voisinage du point d’intérêt.
Ses vecteurs de caractéristiques de dimension 64 représentent une des améliorations
proposées pour traiter quelques limitations du SIFT.
Comme SIFT, on calcule les orientations dominantes en additionnant avec une
fenêtre d’orientation glissante de taille π/3, les réponses des ondelettes de Haar
échantillonnées et pondérées par une gaussienne de taille (2σ) dans les directions
horizontale et verticale.
Pour calculer les descripteurs SURF, une région rectangulaire de taille 20σ cen-
trée autour du point d’intérêt et orientée selon une orientation donnée, est divi-
sée en 4 × 4 sous-régions. Dans chaque sous-région, les réponses aux ondelettes
de Haar horizontales et verticales, notées dx et dy sont calculées et pondérées
par une gaussienne (3.3σ) centrée autour du point d’intérêt aﬁn qu’elles soient




∑ |dx|, ∑ dy, ∑ |dy|) est calculé pour chaque sous-régions (c.f. ﬁgure
1.3.3). La concaténation et la normalisation de ces vecteurs fournit le descripteur
SURF : un vecteur de caractéristique à 64 dimensions.
Une autre version (SURF-128) a été introduite par [Bay 08]. Dans cette version,
les réponses positives et négatives d’ondelettes de Haar sont sommées séparément.
Ainsi, un vecteur de dimension 128 est obtenu. Ce dernier est plus discriminant en
termes de reconnaissance d’objets. Néanmmoins sa grande dimensionalité est une
des ses principales contraintes.
Figure 1.3.3 – Descripteur SURF[Bay 08]
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HOG [Dalal 05]
Le descripteur HOG (Histogram of Oriented Gradient), largement inspiré de
SIFT, a été proposé par Dalal et Triggs en 2005 pour répondre aux limitations de
SIFT dans le cas de grilles denses [Dalal 05]. L’idée principale de ce descripteur
est que la structure locale de l’objet est caractérisée en calculant la distribution
des gradients des intensités locales ou des directions des contours, sans avoir une
pré-connaissance de la localisation du gradient ou de la position des contours de
l’objet dans l’image.
Comme la ﬁgure 1.3.4 l’indique, l’image est découpée en un ensemble des régions
adjacentes denses, de taille ﬁxe, appelées blocs. Pour chaque bloc, on calcule un
histogramme local 1D de direction des gradients ou d’orientation des contours :
les valeurs ont été estimées en eﬀectuant un lissage gaussien suivi par l’application
d’un masque simple 1D des dérivées [−1, 0, 1] à l’échelle 0. Ainsi, le descripteur
HOG est calculé par une simple concaténation des histogrammes d’orientation
des gradients de blocs avec 9 orientations considérées. Pour éviter l’eﬀet de bord
produit par l’orientation des blocs, une interpolation bilinéaire a été faite entre
les voisinages de chaque bloc. Dans le cas des images couleurs, les gradients sont
calculés pour chaque canal couleur et on considère juste ceux qui ont la norme la
plus proche des vecteurs gradients calculés au niveau des pixels.
Finalement, pour que ce descripteur soit robuste aux changements d’illumina-
tions et de contraste, une normalisation de type L2 ou L1 a été eﬀectuée [Dalal 05].
Depuis la proposition du descripteur HOG, plusieurs systèmes de reconnaissance
y ont eu recours et ils ont montré des très bonnes performances, ce qui a ravivé
l’intérêt pour les descripteurs denses non quantiﬁés [Dalal 05].
␣Les descripteurs de cette famille sont les descripteurs les plus utilisés par les
systèmes de la reconnaissance d’objets pour des images naturelles. Jusqu’à main-
tenant, les chercheurs n’ont pas réussi à développer un descripteur représentant
visuellement toutes les caractéristiques des objets à reconnaitre. Le tableau 1.4
nous montre les points faibles et forts des descripteurs.
Récemment, les systèmes de reconnaissance d’objets ont eu recours à une com-
binaison de deux types de descripteurs : le premier pour représenter la forme de
l’objet et l’autre sa couleur ou sa texture. Dans la section suivante, nous allons
déﬁnir la texture d’un objet et les méthodes utilisées pour les décrire.
1.3.3 Descripteurs de texture
Les descripteurs appartenant à cette famille ne représentent pas les propriétés
d’un pixel mais d’une région : ils cherchent à caractériser la texture d’une image.
En général, on peut distinguer trois types de textures (c.f. ﬁgure 1.3.5) :
— Texture structurelle : ce type de texture est considéré comme étant une
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Figure 1.3.4 – Algorithme de HOG [Dalal 05]
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Table 1.4 – Avantages et inconvénients des descripteurs basés sur la distribution
spatiale
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répétition de motifs élémentaires. La répartition spatiale de ces motifs de
base suit des règles de direction et de placement. Cette catégorie a engendré
les méthodes d’analyse structurelle.
— Texture aléatoire : les textures aléatoires ont un aspect désordonné tout en
apparaissant globalement homogènes. Cette catégorie a fait l’objet des nom-
breux travaux de recherche fondés sur les méthodes d’analyse statistiques.
— Texture directionnelle : ce type de texture n’est pas totalement aléatoire et ne
présente pas d’élément structurant de base. Il se caractérise essentiellement
par certaines orientations.
Figure 1.3.5 – Types de Textures [Mavromatis 01]
Diﬀérentes méthodes ont été proposées pour décrire la texture et elles ont été
utilisées par de nombreux systèmes dans diﬀérents domaines comme l’imagerie
médicale, le traitement de documents et la télédétection. En général, on peut
les catégoriser en 4 familles principales : structurelle, statistique, basé modèle et
fréquentielle .
1.3.3.1 Approche structurelle
Les méthodes dans cette approche [Haralick 79], cherchent à caractériser la tex-
ture structurelle (c.f. ﬁgure 1.3.5) où deux éléments peuvent être distingués, les
primitives et les relations spatiales qui les lient :
Primitives
Les primitives sont des ensembles des régions de petites tailles, décrites par liste
de caractéristiques. La primitive la plus simple à considérer est la fenêtre de voisi-
nage décrite par son niveau de gris. Il existe d’autres primitives plus intéressantes,
comme : la mesure de formes des régions adjacentes, l’homogénéité des propriétés
locales...
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Relations spatiales
Une fois que les primitives, leurs coordonnés et leurs caractéristiques ont été
extraites, des informations topologiques peuvent aussi être extraites, comme la
contigüité ou la proximité des primitives. Ces informations déﬁnissent les relations
spatiales entre ces dernières. Ainsi, les vecteurs de caractéristiques sont calculés
en estimant la fréquence de ces primitives pour chaque relation spatiale.
Plusieurs travaux ont été proposés dans cette approche. Rosenfeld et Thruston
[Rosenfeld 71] ont proposé d’utiliser le nombre de contours par unité de région
comme caractéristique à décrire. Ces régions sont calculées par une segmentation
basée sur des propriètés locales (les échelles de niveau de gris) de la scène. Dans
ce contexte, [Rosenfeld 71] ont considérée les pixels comme des primitives et l’am-
plitude du gradient comme les relations spatiales. D’autres méthodes [Haralick 79]
ont utilisé des fenêtres centrées autour d’un pixel donné et ils ont calculé la distri-
bution des amplitudes de gradient. La moyenne de cette distribution est considérée
comme le total des contours par unité des régions associées au pixel donné.
1.3.3.2 Approche statistique
La texture dans cette approche est vue comme un processus stochastique. Le
but est alors d’en extraire des attributs statistiques. Les données sources de ces
attributs statistiques peuvent être les pixels eux-mêmes ou des couples de pixels,
comme c’est le cas pour la matrice de cooccurrence ou d’auto-corrélation.
Matrice de cooccurrence
La matrice de cooccurrence [Haralick 79] mesure le nombre de fois où un prédicat
liant deux pixels, dans une zone donnée de l’image, est vrai. Un prédicat vaut
vrai quand I(p1)= I(p2) où I(pi) est le niveau de gris du pixel pi. La matrice de
cooccurrence représente donc les dépendances spatiales des niveaux de gris. Pour
limiter les calculs, on choisira le plus souvent de sous-échantillonner à quelques
niveaux de gris (4 à 8 niveaux). En général, un couple des niveaux de gris (p1, p2)
peut être lié par un vecteur de déplacement T . Ainsi, la matrice de cooccurrence
est susceptible d’être fortement dépendante de ce vecteur T , et par conséquent
de l’orientation. Aﬁn qu’elle soit indépendante de ce paramètre, il est possible
de calculer plusieurs matrices de cooccurrences selon diﬀérentes orientations pour
T et de prendre celle qui possède la plus grande énergie [Theodoridis 06]. Une
autre possibilité est d’estimer l’orientation, d’eﬀectuer un ensemble de recalages en
rotation, en prétraitement. En variant le vecteur de déplacement T entre chacune
des paires de pixels de M ×M images, on peut générer juqu’à M − 1 matrices
de cooccurrences avec diﬀérentes directions θ (cf. ﬁgure 1.3.6). Une Matrice de
cooccurrence peut être déﬁnie dans ce cas par :
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Figure 1.3.6 – Exemple de matrices de cooccurrence construites à partir d’une
image 4x4 composée de 4 niveaux de gris[Majdoulayne 09]
PCM(i, j|δ, θ) = ∑m∑n∆(i− I(m,n))△(j − I(m + δcosθ, n + δsinθ))
avec I(m,n) le niveau du pixel (m,n) dans l’image et I(m + δcosθ, n + δsinθ) le
niveau de gris d’un autre pixel à un distance d et une direction θ.
La matrice de cooccurrence caractérise les interrelations spatiales des niveaux
de gris dans un modèle texturé de manière à ce qu’ils soient invariants aux trans-
formations monotones des niveaux de gris. Mais, elle ne prend pas en compte la
forme des régions. De plus, elle exige beaucoup de ressources en temps de calcul
et en mémoire.
1.3.3.3 Approche basé modèle
Elle repose sur les modèles stochastiques. Les paramètres de ces modèles sont
estimés et utilisés pour l’analyse de la texture. Dans la pratique, ces méthodes sont
relativement couteuses en temps de calcul. La plupart du temps de calcul est passé
à estimer les paramètres du modèle. Les modèles classiques les plus connus sont :
le modèle Auto-régressifs et le modèle de Markov. Dans la suite, nous abordons
un de ces modèles : le modèle auto-régressif. Ce dernier peut être vu comme une
généralisation des champs Markoviens [Maitre 03].
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Modèle Auto-régressif
Le modèle auto-régressif (AR) considère l’interaction entre l’intensité de chaque
pixel et la somme pondérée des intensités de ses voisins [Theodoridis 06] . Il joue un
rôle important en traitement du signal, segmentation, classiﬁcation et restauration
d’image.
Un modèle autorégressif 2D est déﬁni par :
ys = y(i, j) =
∑
m,nǫD
a(m,n, i, j) y(i−m, j − n) + b e(i, j)
Avec
i, j : les coordonnés d’un pixel dans l’image
e : variable aléatoire qui déﬁnit le type du modèle ; si e est un bruit blanc, le
modèle est un modèle (AR) ; si e est un bruit corrélé, le modèle est un modèle
ARMA ( Auto-régressive Moving average).
b : ecart-type de e
D : ensemble des prédictions du modèle déjà estimés
a : paramètre du modèle ; si a(m,n, i, j) = a(m,n), le modèle est stationnaire.
L’un des points cruciaux de ce modèle, est le choix du nombre de voisinages
à considérer. Diﬀérentes textures sont caractérisées par diﬀérentes dépendances
de voisinage, qui sont elles-mêmes représentées par les diﬀérentes de paramètres
du modèle. La choix de la méthode d’estimation des paramétres est délicat : la
méthode d’estimation choisie pour déterminer ces paramètres joue un rôle dans la
qualité de la représentativité du modèle AR.
1.3.3.4 Approche fréquentielle
Cette approche s’appuie sur des transformées pour décrire la fréquence spatiale
d’une image. Dans cette catégorie, on cherche la transformée la plus adéquate
pour caractériser d’une manière eﬃcace un scène. Les méthodes les plus utilisées
sont celles basées sur les transformées de Fourier ou de Gabor. Les descripteurs
fréquentiels sont utilisés les plus souvent dans les domaines de classiﬁcation de
texture et de reconnaissance d’écriture.
La ﬁgure 1.3.7 montre un exemple de la représentation d’une image calculée par
la transformée de Fourier. Cette Transformée est considérée comme la référence
pour la plupart des autres méthodes plus récemment proposées. Les méthodes ba-
sées sur cette transformée, ont de bonnes performances lorsqu’il s’agit de textures
avec des variations brutales. Néanmoins, ces performances diminuent largement
dans le cas de régions ayant de faibles variations de texture. De plus, bien que
ces méthodes soient indépendantes du niveau de gris moyen, elles sont fortement
dépendantes du contraste et de l’échelle de l’image traitée.
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Table 1.5 – résumé des descripteurs de texture
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1.3.4 Autres
Des chercheurs ont proposé d’autres méthodes de description. Ces méthodes ont
été utilisées pour décrire d’autres aspects de l’image, comme la couleur. Dans la
suite, nous présentons une de ces méthodes, connue comme « Generalized moment
invariant ».
Generalized moment invariant
Ces moments ont été proposés par [Mindru 04] pour décrire les formes et l’in-









yq[R(x, y)]a[G(x, y)]b[B(x, y)]cdxdy
où p + q : est l’ordre du moment
a : le degré
I(x, y) = (R(x, y), G(x, y), B(x, y))
Pour que ces moments soient insensibles aux bruits, ils doivent avoir des valeurs
réduites pour a et p + q. En concaténant les moments calculés avec a et p + q
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Figure 1.4.1 – Architecture simple d’un système de reconnaissance d’objets
Dans cette section, nous allons aborder les diﬀérentes étapes nécessaires pour
construire une représentation d’images à partir de descripteurs générés par une des
méthodes évoquées dans la section précédente. Cette représentation sera la base
des méthodes de classiﬁcation aﬁn de catégoriser les images selon l’objet qu’elle
contient, et construire un modèle dans lequel on peut l’utiliser pour déterminer la
nature d’un objet dans une image quelconque. On peut distinguer trois types de
représentation d’images : compacte globale, statistique, systématique.
28
1.4 Représentation d’images
1.4.1 Représentation compacte par un histogramme global
Dans cette catégorie, l’image est représentée par un seul vecteur global. Les mé-
thodes dans cette famille ont été parmi les premières propositions pour représenter
une image. Une des méthodes les plus utilisées dans cette catégorie est l’« histo-
gramme global ». Cette méthode consiste à calculer une signature de l’image dans
sa globalité, à l’aide de diﬀérents descripteurs globaux, ex : les histogrammes de
couleurs utilisés par Niblack et al. [Niblack 93], ou les histogrammes de textures
proposé par Schiele et al. [Schiele 00]. Ces histogrammes sont très simples, et ils
sont robustes à certaines variations comme l’illumination et le contraste. Cepen-
dant, pour les autres transformations d’images comme les changements de point
de vue et d’échelle, ces méthodes nécessitent une quantité gigantesque d’images
d’apprentissage pour qu’ils soient invariants. En outre, ils ne sont pas du tout in-
variants aux occultations et à la présence de fonds encombrés. Pour ces raisons,
la plupart des méthodes de reconnaissance d’objets ont utilisé d’autres approches
pour représenter les images, en particulier, des approches locales. Dans la suite,
nous allons aborder les diﬀérentes propositions de représentation locale d’images.
1.4.2 Représentation statistique
L’image est représentée dans cette catégorie par un histogramme de valeurs
statistiques calculées à partir des descripteurs locaux extraits de l’image. Dans
la suite, nous abordons la méthode de représentation la plus populaire dans le
domaine de la reconnaissance d’objets.
1.4.2.1 Sac de mots visuels
Cette approche proposée par Sivic et al. [Sivic 03] est une des plus utilisées
par les systèmes de reconnaissance d’objets. Elle consiste à décrire une image en
se basant sur des valeurs quantiﬁées et à la classiﬁer en utilisant une méthode
de classiﬁcation comme SVM. Elle était inspirée d’une méthode d’indexation de
documents textuels utilisant les vecteurs de fréquence des mots.
Comme la ﬁgure 1.4.2 le montre, le sac-des-mots visuels peut être divisé en deux
modules :
— construction du vocabulaire visuel : ils sont déﬁnis à partir des descripteurs
locaux d’images. Pour cela, les descripteurs sont extraits d’une base d’images
et sont ensuite clustérisés par une des méthodes de classiﬁcation non supervi-
sée comme les k-moyennes, ou le GMM. Les centres de clusters représentent
le vocabulaire visuel.
— Construction des histogrammes ou codage : après avoir transformé les des-
cripteurs en une représentation locale compacte, creuse ou statistiquement
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Figure 1.4.2 – Les étapes pour construire la représentation de sac-de mots visuels
indépendante. Les histogrammes ou les codes ne sont que des vecteurs bi-
naires (VQ) ou continu (sparse coding), obtenu par une quantiﬁcation des
descripteurs d’images dans un dictionnaire.
Construction du vocabulaire visuel
Dans cette section, on présente les méthodes de classiﬁcation non supervisées
utilisées pour construire un dictionnaire à partir d’un ensemble de descripteurs
locaux déjà calculés.
K-moyenne
k-moyenne est probablement la méthode la plus utilisée pour construire le voca-
bulaire visuel. Elle consiste à chercher l’ensemble des centres µ1, ..., µk ∈ RD qui
minimisent la distortion défnie par :
∑N
i=1 ||xi− µqi||2 pour x1, ..., xN ∈ RD des N
descripteurs.
Dans le domaine de la « catégorisation d’images », deux algorithmes de k-
moyennes sont utilisés.
— Le premier algorithme est une méthode optimisée du standard proposé par




qki = argmin||xi − µk||2
— Le deuxième algorithme est une approximation de [Lloyd 06], utilisée pour
calculer les vocabulaires visuels larges. Dans cet algorithme, l’ensemble des
centres µ1, ..., µk ǫR
D est calculé à l’aide d’une approximation de l’agorithme
ANN, connu comme « randomized best bin-ﬁrst kD-tree forest » [Muja 09].
Ces deux algorithmes sont considérés comme les méthodes de classiﬁcation non
supervisées les plus simples à utiliser dans la famille « hard assignement » (chaque
descripteur est assigné à un seul cluster µk). Cette famille est connue pour sa
représentation creuses des données. Cependant, un des inconvénients majeurs est
qu’une grande quantité d’informations peut être perdue. De plus, les résultats de
la méthode k-moyenne sont très sensibles à la phase d’initialisation des données
et au choix du nombre de cluster k. Pour cela, des nombreux chercheurs ont eu
recours aux méthodes de « soft assignment » (un descripteur peut être attribué à
plusieurs clusters µk) pour lesquels leurs systèmes ont eu de meilleurs résultats,
par exemple GMM.
GMM
Cette méthode [Chatﬁeld 11] est parmi les méthodes les plus connues dans la
catégorie du « soft assignement ». Elle calcule la probabilité de densité (p(x/θ) sur


















où θ = (π1, µ1,Σ1, ..., πk, µk,Σk) est le vecteur des paramètres du modèle, conte-
nant les valeurs des probabilités a priori πk ∈ R+, les moyennes µk ∈ RD et les
matrices de covariance déﬁnies positives Σk ∈ RD∗D de chaque composante gaus-
sienne. Dans le cas où cette matrice est diagonale, GMM peut être caractérisée
par des paramétres scalaires déﬁnis par (2D + 1)K.
L’apprentissage dans ce modèle est eﬀectué à l’aide de l’algorithme EM (Expec-
tation maximization) [McLachlan 00], qui se base sur les données d’apprentissage
x1, .., xk tout en assurant que la valeur de la diagonale de la matrice de covariance
est inférieure à 0.01 fois le valeur totale de la diagonale de la matrice calculée.









, k = 1, .., K (1.4.1)
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Construction des histogrammes
Vector coding(VQ)
La méthode proposée par [Zhou 10] consiste à calculer les histogrammes repré-
sentant les images, notés « codes », en se basant sur les descripteurs x1, ..., xN
d’une image. Chaque descripteur xi est assigné à un mot visuel selon l’équation
suivante :
qki = argmin||xi − µk||2
sous condition que card(uk) = 1, |uk| = 1, uk ≥ 0,∀k
Ainsi, Le code d’une image est un vecteur creux positif fhist ∈ R, déﬁni par
[fhist]k = |{i : qi = k}| .
Locality-constrained linear coding (LLC)
Le VQ ne considère pas les informations spatiales des descripteurs, ainsi il est
incapable de détecter la forme ou de préciser la localisation d’un objet. Pour cela,
[Wang 10] a proposé la méthode de LLC qui consiste en la projection des descrip-
teurs d’une image x1, ..., xN dans un espace linéaire, plus petit, calculé pour M le
plus proche vocabulaire visuel de xi, sous condition que M << K.
Ces M mots visuels de xi notés B = [µσ1 , ..., µσM ] sont calculés par la distance
euclidienne entre xi et µ1, ..., µk ( sac -des-mots visuels). Ainsi, Le code LLC de
chaque descripteur xi est un vecteur de dimension K de valeurs nulles partout sauf
pour les M composants où ils seront estimés par :
[fLLC(xi)]σm = αm,m = 1, ..,M
α ∈ Rm indique les coeﬃcients de la projection xi ≈ Bα et il est déﬁni par :
α∗ = argmin1Tα=1||xi −Bα||2 + β||α||2
où la norme de α∗est ﬁxée par la contrainte 1Tα = 1. β est une petite constante
de régularisation.
La représentation d’images par le LLC est alors calculée à partir d’un ensemble
de descripteurs x1, ..., xN par une agrégation max :




La représentation de Fisher [Perronnin 10] n’est pas limitée aux nombres d’oc-
currences de chaque mot visuel. Elle prend en considération les informations sur
la distribution des descripteurs. La méthode de Fisher extrait les diﬀérences de
moyenne d’ordre 1 et 2 entre les descripteurs x1, ..., xN de l’image et les vocabu-


















qik[(xt − Uk)Σ−1k (xt − Uk)− 1]
qik est l’assignement des N descripteurs aux vocabulaires visuels, estimé par
l’équation 1.4.1.
Σk est la matrice de covariance, elle est supposée diagonale.
Le code de Fisher est alors un vecteur de dimension 2DK (D est la dimensio-
nalité des descripteurs xi , K est le nombre de mots constituant le vocabulaire











1.4.2.2 Extension de sac-de-mots visuels par Sparse coding
La méthode de « sparse coding » [Yang 09] est une amélioration de la méthode
proposée par [Sivic 03]. Les systèmes utilisant cette approche ont eu d’excellents
résultats en utilisant les méthodes de classiﬁcation linéaire : en d’autres termes,
des optimisations au niveau du temps de calcul et de mémoire.
Comme dans l’approche des sac-des-mots visuels, le « sparse coding » est consti-
tué de deux étapes : la quantiﬁcation et la construction des codes. On commence
tout d’abord par choisir aléatoirement un ensemble de descripteurs. Cet ensemble




||xm − umV ||2+λ|um| ou` ||Vk|| ≤ 1,∀k = 1, 2, ..., K (1.4.2)
U = [u1, ..., um]
T indique les éléments d’un cluster
V = [v1, ..., vK ]
T sont les K centres de clusters à calculer
|um| indique la norme ℓ1 de um
λ indique le paramètre de contrôle de sparsité de um
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Ainsi, un ensemble des vecteurs quantiﬁés représentant un dictionnaire est cal-
culé. On calcule, alors pour chaque image un « code » : vecteur continu positif,
déﬁni par :
minum||xm − umV ||22+λ|um| ou` ||Vk|| ≤ 1,∀k = 1, 2, ..., K
Ainsi, le calcul du code peut être estimé en utilisant un des algorithmes ré-
cemment proposé, ex : « feature-sign search algorithm » [Lee 07] pour résoudre le
problème de régression avec L1 comme norme de régularisation sur les coeﬃcients,
connu comme méthode « Lasso » dans la littérature statistique.
Cette représentation a l’avantage d’être capable de construire des codes repré-
sentant l’images avec une faible biais d’erreur par rapport à celle des sac-de-mots
visuels. Cependant, similairement au sac-de-mot visuels, cette représentation ne
prend pas en compte les caractéristiques géométriques de l’objet. De ce fait, plu-
sieurs améliorations ont été proposées pour résoudre ce problème. Ces améliora-
tions sont évoquées dans la section suivante.
1.4.2.3 Améliorations de sac-de-mots visuels
Spatial pyramids
Cette technique inspirée des « pyramid matching scheme », est proposée pour
traiter les limitations des méthodes de représentation statistiques. Ces méthodes
sont incapables de détecter la forme ou de séparer un objet de son arrière-plan.
Pour cela, Lazebnik [Lazebnik 06] a proposé de diviser les images en petites régions
spatiales et de calculer des « codes » pour chaque région par une des méthodes
évoquées ci-dessus. En général, 2l ∗ 2l régions avec l = 0, 1, 2 sont utilisées (cf.
Figure 1.4.3)
Pooling
Ce concept [Boureau 11] fait depuis longtemps partie des architectures de recon-
naissance d’objets comme le réseau convolutionnel où il rend le système robuste
aux petites transformations d’images. Il consiste à rassembler tous les codes des
régions des pyramides spatiales pour une image et les concaténer selon une aggré-
gation statistique z aﬁn de représenter l’image par un seul vecteur de taille ﬁxe.
En général, il y a deux types d’agrégation : moyenne et max.
Moyenne
Cette agrégation est considérée comme l’opération la plus simple à calculer. Elle











Cette méthode est considérée comme essentielle dans le domaine de la recon-
naissance d’objets vu que le calcul direct de moyennes de descripteurs d’image,
ex : SIFT, HOG ne peut pas être eﬀectuée sans perte d’information. Ainsi, cette
méthode est conçue pour répondre à ce problème où on peut calculer la moyenne
des codes sans aucun perte.
Max
Cette aggrégation est inspirée des études biophysiques du cortex (V1) du système
de vision humaine. Elle consiste à calculer une fonction d’aggrégation max à partir
des valeurs absolues des codes :
zj = max{|U1j|, |U2j||, ..., |UMj|}
1.4.3 Représentation systématique par Grille dense
Une autre approche de représentation d’image est la représentation dense. Cette
représentation repose sur l’extraction de toutes les caractéristiques de l’image en
divisant cette dernière en de petites régions uniformément espacées, appelées «
blocs ». L’ensemble de ces blocs forme ce qu’on appelle la grille dense. L’idée de
cette approche est de représenter l’image entière de sorte qu’il n’y ait pas de perte
au niveau de l’information. Cette représentation a été proposée pour traiter les
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limitations des précédentes représentations qui consiste à sélectionner les informa-
tions à représenter, ce qui peut générer de grandes pertes d’informations, ou/et
extraire des informations peu pertinentes ou aberrantes. De ce fait, récemment,
plusieurs chercheurs ont commencé à utiliser cette approche dans leurs systèmes
de reconnaissance d’objets : [Dalal 05] a proposé d’extraire des caractéristiques
denses de l’image en se basant sur la grille dense et en les transformant en un vec-
teur de grande dimensionnalité, utilisé ensuite par des méthodes de classiﬁcation
discriminatives, ex : SVM. [Jurie 05] a proposé une nouvelle méthode de classiﬁca-
tion non supervisée pour construire un sac-des mots dense, plus informatif et plus
saillant. Cette dernière méthode a montré de meilleurs résultats par rapport aux
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d'images 
Figure 1.5.1 – Architecture simple d’un système de reconnaissance d’objets
Après avoir calculé une « bonne » représentation des images, la présence ou non
d’objets dans les images test est prédite en utilisant une des méthodes de classiﬁca-
tion supervisée. Ces méthodes cherchent, en utilisant un ensemble de données d’ap-
prentissage, à estimer les paramètres optimaux d’une fonction de décision. Cette
fonction sera utilisée pour classiﬁer les images selon leur label. Deux approches ont
été proposées pour calculer cette fonction : générative et discriminative.
1.5.1 Approche générative : Le classifieur de Bayes
Les méthodes dans cette approche cherchent à construire un modèle pour cha-
que classe, ainsi la catégorisation d’un objet dans une image est estimée d’après sa
ressemblance au modèle. En d’autres mots, les modèles génératifs modèlisent di-
rectement les données. Elles permettent une vraie modélisation de chaque classe et
le modèle obtenu peut être appris indépendamment. Dans le domaine probabiliste,
ceci correspond à modéliser la distribution jointe p(x, y) des données et des labels,
en apprenant les probabilités de classe apriori p(y) et les densités conditionnelles
de classe p(x|y) [Erusk 08]. Les méthodes les plus utilisées sont le classﬁeur naif
de Bayes et le modèle de Markov caché.
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Le classiﬁeur de Bayes [Pearl 88] est un classiﬁeur probabiliste basé sur les règles
de Bayes : p(y|x) = p(x|y)p(y)
p(x)
. Il suppose que les attributs x1, ..., xn sont indépen-
dants. Ainsi, l’équation du classiﬁeur de Bayes peut être écrite de la façon suivante :




L’inconvénient de cette méthode est sa complexité à cause du nombre élevé de
paramètres indépendants à calculer.
1.5.2 Approche discriminative SVM
Les méthodes dans cette approche visent à apprendre directement une fonction
de décision qui sépare deux classes. En d’autres mots, ces méthodes modèlisent di-
rectement la distribution de probabilité du label y sachant l’observation x. Dans la
domaine probabiliste, ceci correspond à calculer les probabilités a posteriori P (y|x)
[Erusk 08]. Les méthodes les plus classiques sont l’apprentissage par des réseaux
de neurones, les machines à vecteurs support et le boosting. Dans la domaine
de la reconnaissance d’objets, les machines à vecteurs support est la méthode la
plus utilisée, étant donné qu’elle présente de bonnes propriétés de généralisation
et computationnelles.
SVM
SVM est une technique très populaire de classiﬁcation supervisée binaire [Burges 98].
Elle est basée sur la maximisation de la marge du classiﬁeur c’est.à.dire la distance
entre les frontières de décision et les échantillons les plus proches. Ces frontières
sont appelées les vecteurs supports. Pour une classiﬁcation binaire, la fonction de





k(xi, z) est la fonction utilisée pour les données d’apprentissage xi et un test z.
yi est le label de la classe du xiet b est le seuil.
En général, Selon la valeur de k(xi, z), il existe deux types de SVM : linéaires
et non linéaires.
SVM linéaire
Cette méthode est considérée comme le classiﬁeur le plus simple à calculer. Elle
consiste à trouver un hyperplan qui sépare les deux classes obtenues par une com-
binaision linéaire des caractéristiques. Considérons un ensemble d’apprentissage
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{(zi, yi)}ni=1, yi ∈ y ∈ {1, ..., L}, un svm linéaire consiste à apprendre des fonc-
tions linéaires L {wTc z|c ∈ y}, sachant que pour un ensemble de test z , la valeur
de k(xi, z) est :
K(xi, z) = z
SVM non linéaires
Ce classiﬁeur présente d’excellents résultats dans la tâche de catégorisation
d’images. Il utilise des noyaux non linéaires (kernel) pour classiﬁer des données
qui ne sont pas linéairement séparables. L’idée ici est de projeter les données sur
un nouveau espace de représentation de très haute dimension où les données sont
linéairement séparables. Les noyaux non linéaires (K(xi, z)) les plus utilisés sont
des noyaux ayant les propriétés de Mercer, ex : intersection de noyaux [Maji 09],
noyau du Chi-deux [Zhang 07], noyau gaussienne, polynomiaux, RBF.
Dans le cas de classiﬁcation multi-classes, on applique généralement la stratégie
un-contre-tous où une fonction linéaire L est calculée en résolvant un problème
d’optimisation convexe [Yang 09] :
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Le svm est une méthode très populaire dans le domaine de la vision par ordi-
nateur. Cependant, elle a un coût assez élevé au niveau du temps de calcul et de
mémoire. Le SVM non linéaire a une complexité computationnelle et mémoire de
O(N2), sachant que N est le nombre d’images de la base d’apprentissage. Récem-
ment, les systèmes de reconnaissance ont utilisé le SVM linéaire où la complexité
computationnelle et de mémoire est O(N). Néanmmoins, avec l’évolution des bases
d’images où le nombre d’images peut être très grand ex, ImageNet10K [Deng 10],
même ces méthodes prennent beaucoup de temps pour classiﬁer toutes les images.
Ainsi, plusieurs propositions d’optimisation du svm ont été proposées. La proposi-
tion la plus populaire est celle de Sànchez et Perronnin [Shalev-Shwartz 07] qui ont
suggéré d’utiliser le « stochastic gradient descend (SGD) » (complexité : O(dvk2
ρ
)
avec d=dimension des descripteurs, v une constante, k = λmax
λmin
et ρ=accuracy)
pour apprendre le classiﬁeur. Cette proposition consiste à choisir aléatoirement à
chaque itération un ensemble d’images et à utiliser dans le « sample-wise estimate
of regularised risk » pour calculer le paramètre w :
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w(t) = w(t−1) − ηt∇w=w(t−1)R(zt;w)
R(zt;w) est le « sample-wise estimate of the regularized risk ». ηt est la taille
d’un ensemble d’images prises en compte à chaque itération.
Dans le cas d’une classiﬁcation binaire par un svm linéaire, le calcul de SGD
peut être écrit comme :
δi = 1 if L(xi, yi;w) > 0, 0 sinon
w(t) = (1− ηtλ)w(t−1) + ηtδixiyi
D’après [Perronnin 12], cette optimisation est l’une des meilleures optimisations
proposées pour l’apprentissage de grandes bases de données. En utilisant cette
optimisation, ils ont eu un gain de performance de 2% sur une grande base des
données : ImageNet10K de 10K classes et 9M images.
1.6 Conclusion
Dans ce chapitre, nous avons évoqué les diﬀérentes étapes nécessaires pour
construire un système de reconnaissance d’objets classique. Nous avons présenté
les diﬀérents travaux proposés pour détecter les points d’intérêts la première étape
d’un système de reconnaissance d’objets, dans la section 1.2. Nous avons pu conclure
qu’il n’y a pas jusqu’à présent un type de détecteur des points d’intérêts universel.
L’utilisation d’un détecteur de points d’intérêts dépend de l’objectif du système
proposé et de la structure des objets à détecter. Récemment, plusieurs travaux pro-
posés dans le domaine de la reconnaissance d’objets se basent sur les grilles denses
pour extraire les informations des images vu que la grille dense ne dépend pas
de la structure géométrique de l’objet. Mais, comme mentionné dans l’introduc-
tion, celles-ci nécessitent des calculs très importants ainsi qu’une large allocation
de mémoire, puisqu’elle considère l’image toute entière. Enﬁn, comme Frintrop
[Frintrop 11b], nous pensons que le système d’attention visuelle peuvent être un
premier pas pour résoudre le challenge de la détection des points d’intérêts stables
et robustes aux diﬀérentes variations que l’image peut subir.
Par ailleurs, nous avons présenté les diﬀérentes techniques proposées pour cal-
culer la deuxième étape du système de reconnaissance d’objets : la description des
primitives dans la section 1.3. Dans ce cadre, nous avons abordé leurs points faibles
et forts aﬁn d’aider au choix des descripteurs adéquats. Nous pouvons déduire de
notre comparaison, qu’il n’y a pas jusqu’à présent un descripteur universel pour
décrire tout type d’objets ou toutes les caractéristiques de l’image. Le choix du
descripteur dépend en général des objectifs des systèmes de reconnaissance.
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Pour la troisième étape du système de reconnaissance d’objets, nous avons pré-
senté les diﬀérentes présentations d’images proposées dans la section 1.4 : globales
et locales. Nous avons cité les avantages et les limitations de chaque présentation,
ainsi que les améliorations et les extensions proposées pour traiter les défaillances
de chaque représentation aﬁn de construire la représentation la plus informative
de l’image. La recherche de cette dernière a eu un grand intérêt dans le domaine de
la reconnaissance d’objets depuis quelques années. Ceci peut être expliqué par le
rôle qu’elle joue sur les performances des méthodes de classiﬁcations utilisées pour
catégoriser les images selon les objets qu’elles contiennent. Nous avons abordé ces
diﬀérentes méthodes dans la section 1.5.
La présentation des diﬀérentes étapes du système de reconnaissance d’objets a
montré que malgré l’énorme eﬀort scientiﬁque dans ce domaine, ces systèmes pré-
sentent toujours des limitations computationnelles et scientiﬁques. Dans le chapitre
suivant, nous proposons une première étape pour traiter une de ces limitations
computationnelles en essayant de gérer une des contraintes scientiﬁque les plus
ambitieuses, connue comme « le fossé sémantique ». Quelle région de l’image est
pertinente ? et pourquoi ? Dans ce contexte, nous allons citer les principaux travaux
proposés dans la littérature. De plus, nous présentons une nouvelle approche ins-
pirée de la déﬁnition de Neisser de la reconnaissance humaine d’objet [Neisser 67].
Selon Neisser, la reconnaissance d’objets chez les humains consiste en 2 étapes :
premièrement, un processus attentionnel parcourt l’image pour sélectionner les ré-
gions saillantes. Deuxièmement, une chaine complexe de processus est exécutée





❏ Nous avons présenté une taxonomie des diﬀérentes étapes nécessaires
pour construire un système de reconnaissance d’objets.
❏ Nous avons remarqué que malgré les eﬀorts scientiﬁques, ces systèmes
présentent toujours des limitations computationnelles.
❏ Nous en déduisons que les chercheurs se focalisent sur l’amélioration de la
partie « représentation d’images » dans un algorithme de reconnaissance
d’objets.
❏ Les systèmes de catégorisation d’images sont le socle applicatif de cette
thèse.
Contributions
❏ Nous avons proposé un résumé des diﬀérents travaux proposés dans le
domaine de la reconnaissance d’objets.
❏ Nous avons proposé une nouvelle catégorie pour la détection de régions






Nous avons abordé, dans le chapitre 1, les diﬀérentes étapes nécessaires pour
construire un système de reconnaissance d’objets : extraction des primitives, des-
criptions, construction des représentations d’images et classiﬁcation. Nous avons
présenté pour chaque étape, les diﬀérents outils utilisés, leurs apports et leurs
limitations, ainsi que les diﬀérents travaux proposés pour les résoudre. Dans ce
contexte, nous avons remarqué que durant ces dernières décennies, la majorité
de ces propositions étaient des solutions pour gérer les contraintes des deux der-
nières étapes (perte d’informations, représentation ne considérant pas les proprié-
tés géométriques dans l’images) dans les systèmes de reconnaissances d’objets :
construction des représentations d’images et classiﬁcation. Pour notre part, nous
nous concentrons, plutôt dans ce chapitre sur l’étape d’extraction des primitives.
Cette étape joue en eﬀet un rôle primordiale sur l’eﬃcacité des systèmes de re-
connaissance d’objets [Schmid 00]. Elle a pour objectif d’extraire les points/régions
dans les images considérés comme pertinents pour la reconnaissance. Plusieurs ou-
tils ont été proposés, et comme la ﬁgure 2.1.1 le montre, on peut les catégoriser
en deux familles : l’extraction dense, la sélection de régions d’intérêts (voir section
1.2).
Toutefois, malgré les bonnes performances des systèmes basés sur ces outils, de
nombreuses limitations peuvent être mentionnées :
- ces outils extraient des milliers des points d’intérêts par image. Par
conséquent, les systèmes de reconnaissances d’objets, et en particu-
lier ceux qui sont basés sur le descripteur SIFT, deviennent complexes
en temps de calcul et en occupation mémoire [Alhwarin 10]. Ces vec-
teurs sont en eﬀet de grande dimensionnalité. Enﬁn, certains de ces
points/vecteurs peuvent être aberrants.
43
Chapitre 2 Filtrage attentionnel
Méthode de classification 
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Figure 2.1.1 – description classique d’algorithmes de reconnaissance d’objets
- De plus, les détecteurs de points d’intérêts considèrent que l’intérêt
dans l’image est lié à la présence de certaines formes géométriques.
Des expériences [Nowak 08][Dave 12] ont mis en évidences que ces dé-
tecteurs n’ont pas été conçus pour sélectionner les points les plus per-
tinents pour reconnaitre un objet. [Dave 12] a montré qu’il y a une
faible corrélation entre la distributions des points d’intérêts et celle
des ﬁxations de l’œil humain.
Ainsi, malgré les excellentes performances montrées par ces systèmes, leurs com-
plexités est l’une des leurs principales limitations [Awad 12]. Nous abordons dans
la section suivante, les diﬀérents travaux proposés dans l’état de l’art pour gérer
ces contraintes, ainsi que leurs avantages et leurs inconvénients. Nous présentons
également notre approche (c.f. Figure 2.1.2) que nous considérons comme une pre-
mière étape pour résoudre les limitations évoquées ci-dessus. Notre idée consiste à
combiner une méthode de reconnaissance d’objets avec un système d’attention vi-
suelle. L’objectif de ce dernier est d’extraire les régions d’intérêts qui attirent notre
attention, en basant sur certains caractéristiques suﬃsamment discriminantes par
rapport à celles de l’arrière plan. En se basant sur cette déﬁnition, notre hypothèse
est que les systèmes d’attention visuelle peuvent être utilisés comme des ﬁltres
pour réduire les nombres des points d’intérêts, tout en conservant ou améliorant
la performance des systèmes de reconnaissance d’objets.
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Méthode de classification 
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Figure 2.1.2 – Description de notre approche
2.2 Etat de l’art
Nous abordons, dans cette section, les diﬀérents travaux proposés dans la litté-
rature pour gérer les contraintes de complexité des algorithmes de reconnaissance
d’objets (milliers de points d’intérêts sont détectés) mentionnées dans la section
2.1. Dans ce contexte, nous avons choisi de présenter deux approches diﬀérentes :
la réduction du nombre de descripteurs SIFT et la réduction des régions de dé-
tection aux régions attentionnelles. L’objectif de ces deux approches est de ﬁltrer
le nombres des points/vecteurs calculés par image sans altérer les performances
typiques de l’état de l’art. Elles ont été évaluées à l’aide du système de mise en
correspondance proposé par [Lowe 04]. Le pipeline de ce système est présenté dans
l’algorithme 2.1.
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Algorithme 2.1 Algorithme de Lowe
— Les points d’intérêts sont extraits à l’aide des détecteurs SIFT. Ces détecteurs
se basent sur les pyramides de gradients, et la diﬀérence de gaussiennes aﬁn
de déterminer les points d’intérêts dans l’image.
— Chaque point est ensuite caractérisé le descripteur SIFT (voir section 1.3.2).
— Ces descripteurs sont indexés en utilisant la méthode des arbres kd.
— Pour une image requête, après avoir extrait les descripteurs SIFT, la mise en
correspondance avec ces descripteur est faite à l’aide de méthode plus proche
voisins approchée (Best Bin First).
— Parmi toutes les correspondances établies, des sous-ensembles (clusters) sont
identiﬁés, au sein desquels la mise en correspondance est cohérente en termes
de position des points, des échelles et des orientations. Ces clusters sont
calculés et modélisés à l’aide de la transformée de Hough et d’une table de
hachage.
— Les mises en correspondances aberrantes sont éliminées par une simple vé-
riﬁcation du modèle calculé. La méthode de vériﬁcation utilisée est celle de
moindres carrés linéaires.
— Enﬁn, Lowe applique le modèle bayésien pour conﬁrmer la détection d’une
correspondance d’objets entre l’image requête et l’une des images de réfé-
rence.
2.2.1 Réduction de nombre des descripteurs SIFT
[Foo 07] a proposé une approche de ﬁltrage pour réduire le nombre des des-
cripteurs calculés par SIFT. Cette approche consiste à faire varier la valeur d’un
seuil initialement utilisé dans l’algorithme de SIFT, pour éliminer les maximums
locaux, et surtout ceux qui ont de faibles valeurs de contraste. Foo a évalué sa
proposition à l’aide de l’algorithme de mise en correspondance présenté dans le
tableau 2.1, pour chercher les images quasi-doublons et il a montré qu’en gardant
seulement 10% des descripteurs SIFT, les performances ont seulement légèrement
baissé (diﬀérence moyenne de rappel~ 3% et diﬀérence moyenne de précision quasi
nulle).
Cependant, la méthode proposée par Foo a été conçue uniquement pour la re-
cherche d’images doublons ou quasi-doublons, et elle n’est pas été testée dans
une autre contexte, comme la reconnaissance d’objets. De plus, Foo s’est basé sur
l’agorithme 2.2, qui utilise une mesure très simple pour calculer la saillance des
descripteurs. Comme Walther [Walther 05], nous pensons que la détermination de
la saillance d’une région dans une image est beaucoup plus compliquée. Dans la
suite, nous allons présenter une autre approche basée sur une mesure de saillance
perceptuelle, pour réduire le nombre des points d’intérêts extraits pour une image.
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Algorithme 2.2 Algorithme de FOO
Faire varier la valeur de seuil initialement utilisée pour éliminer les points de faibles
valeurs de contraste :
- On trie les points détectés x1, x2, ...., xN selon leurs valeurs de contraste
δi, iǫ[1, ..., N ].
-On sélectionne les M points qui ont la meilleure valeur de contraste δ.
-Si N < M , les points détectés ne sont pas ﬁltrés.
2.2.2 Réduction des régions de détection aux régions
attentionnelles
[Walther 05] a proposé une approche originale reposant sur la limitation des
zones de détection des points d’intérêts aux régions attentionnelles extraites de
l’image par un système d’attention visuelle. Ainsi, cette approche consiste à ajouter
une étape supplémentaire aux algorithmes de reconnaissance d’objets (voir schéma
2.2.1). L’objectif de cette étape est d’extraire les régions les plus saillantes de
l’image, à l’aide de l’algorithme proposé par Itti [Itti 98] (voir chapitre 1).
Comme la ﬁgure 2.2.1 le montre, la carte de saillance calculée par l’algorithme
d’Itti sert de base pour suivre les zones saillantes jusqu’à la phase de calcul des
cartes de caractéristiques. Le but est de déterminer la carte de caractéristique
contribuant le plus à la saillance des zones suivies. Une segmentation des zones est
ainsi eﬀectuée et un masque binaire M(x, y) de la même résolution que celle de




1 si I(x, y) ∈ re´gions saillantes
0 sinon
Une nouvelle image I’(x, y) calculée par l’équation suivante, est utilisée au lieu
de I(x, y), comme entrée pour le système de reconnaissance d’objets :
I ′(x, y) = [(255−M(x, y).(255− I(x, y)]
Cette approche a été testée avec l’algorithme présenté dans 2.1 et a montré de
bonnes performances (taux de reconnaissance 91% pour la classe box, 58% pour la
classe livre ). Cependant, les images utilisées dans le test sont des images contenant
seulement des objets très complexes, et ne subissant pas de changement de points
de vue (les points de vue étaient ﬁxes dans les images et les scènes).
Comme le tableau 2.1 le montre, les travaux proposés dans la littérature pour
gérer les contraintes mentionnées dans l’introduction, présentent des nombreuses
limitations. Nous présentons dans la section suivante notre approche [Awad 12]
considérée comme première étape pour résoudre ces contraintes.
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Figure 2.2.1 – algorithme de Walther [Walther 05]
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-Les points de vue
étaient ﬁxe dans les
images et les scènes
utilisées
Table 2.1 – Récapitulatif des travaux précédents
2.3 Filtrage attentionnel
Comme mentionné ci-dessus, les outils utilisés pour l’extraction des primitives
extraient un grand nombre des points d’intérêts. L’hypothèse que nous établissons
est que ces points extraits ne sont pas tous utiles à la reconnaissance d’objets
[Foo 07]. Comme dans les travaux de Walther, nous proposons une nouvelle ap-
proche de ﬁltrage, basée sur la saillance visuelle, pour sélectionner les points les
plus proches de la perception humaine.
Notre idée consiste à utiliser les systèmes d’attention visuelle comme ﬁltres pour
sélectionner les points les plus saillants. Partant de cette idée, une carte de saillance
S(I) est calculée pour une image I(x, y) à l’aide d’un des systèmes d’attention
visuelle. A partir de cette carte, on calcule un masque M(S(I), ξ) pour ﬁltrer
les points d’intérêts KSR(I), selon ξ : seuil représentant le degré de saillance des




1 si S(xS, yS) > ξ
0 sinon
(2.3.1)
Le ﬁltrage consiste à sélectionner l’ensemble kFiltered(I) à partir des points d’in-
térêts KSR(I) déjà extraits d’I((x, y), et pour lequel M(S(I), ξ) est égal à :
KFiltered(I(x, y)) = {Keyj ∈ KZhang(I(xS, yS)) | M(S(I), ξ) = 1} (2.3.2)
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Pour valider notre hypothèse, nous avons choisi d’évaluer notre approche à l’aide
d’un des systèmes de classiﬁcation d’images. L’objectif de ces systèmes est d’an-
noter les images en fonction de la présence ou non d’un objet appartenant à une
catégorie donnée. Dans ce contexte, plusieurs méthodes ont été proposées, ainsi
que des nombreux challenges pour tester la robustesse des ces méthodes. Un des
challenges le plus connu est le « Visual object classes challenge ».
Visual Object Classes Challenge (VOC) :
VOC a été proposé pour la première fois en 2005 avec un seul objectif : lancer
un nouveau déﬁ pour évaluer les méthodes de reconnaissance d’objets. Depuis, ce
challenge a été organisé chaque année jusqu’en 2012, avec des bases des données
plus diﬃciles, dans le but de construire une base standard pour la reconnaissance
d’objets.
Le premier challenge, lancé en 2005, a été pris comme base de référence dans
diﬀérents travaux [Winn 05] [Nowak 08] . Aﬁn d’évaluer la capacité des systèmes
de reconnaissance d’objets à reconnaitre des objets à partir d’un certain nombre
des classes d’objets visuels dans des images et des scènes naturelles, ce challenge
oﬀre une base des données bien conçue, annotée et segmentée pour représenter
les diﬀérents enjeux dans le domaine de la reconnaissance d’objets. Cette base de
données est divisée en un ensemble d’apprentissage et deux ensembles de test :
le premier ensemble S1 a été conçu pour permettre aux participants de valider
leurs méthodes. Le deuxième S2 consiste à tester les algorithmes de reconnaissance
d’objets sur des images aléatoirement sélectionnées dans « Google Image » et est
moins structuré que le premier. Ce test a été remplacé en 2007 par un nouveau
déﬁ qui consiste à utiliser n’importe quelle base de données pour l’apprentissage
du système participant, sauf les bases de test proposées par VOC.
Douze algorithmes ont été proposés et évalués sur VOC 2005. Comme le tableau
2.2 le montre, la majorité de ces algorithmes est basée sur des approches locales
pour représenter les images. INRIA-Zhang s’est montré le système le plus eﬃcace
parmi les douzes autres méthodes. On va présenter cet algorithme en détail dans
la section suivante.
INRIA-Zhang
Ce système consiste à extraire des représentations d’images invariantes et les
utiliser comme base pour catégoriser les image à l’aide d’un SVM non linéaire.
Comme la ﬁgure 2.3.1 le montre, l’algorithme de INRIA-Zhang peut être divisé en
3 parties :
1. Calcul des caractéristiques locales des images : cette partie consiste à extraire





sur l’extraction locale de
caractéristiques d’images
[Awad 12]
L’image dans cette catégorie est représentée
par une distribution statistique, calculée en
se basant sur deux approches :
-sac de mots visuels [Sivic 03] dans laquelle
les images sont représentées par des
histogrammes indiquant la présence ou non
de chaque mot d’un dictionnaire déjà déﬁni.
-approche alternative, basée sur les noyaux
comme le noyau de Battcharyya. Enﬁn, une
méthode de classiﬁcation utilisée pour
classiﬁer les images requetes
Catégorisation d’images basée
sur la codage binaire de
caractéristiques d’images
[Awad 12]
Les régions d’intérêts sont extraites par les
détecteurs des points d’intérêts. chaque
région est ensuite décrite par un label
binaire. Un vecteur représentant l’image est
calculé en combinant ces labels. Ces vecteur
sont utilisés comme base pour un modèle
paramétrique de classiﬁcation aﬁn d’estimer
la probabilité d’une région appartenant à
une classe donnée. Enﬁn, la reconnaissance
est déﬁnie en calculant la probabilité a
postériori que les vecteurs calculés
appartiennent à une classe déﬁnie.
Catégorisation d’images basés
sur la segmentation de régions
d’images [Awad 12]
Les méthodes dans cette catégorie calcule
pour une image, les régions d’intérêts
extraites par un des détecteurs de points
d’intérêts, et les régions segmentées par un
des algorithmes de segmentation d’images.
Une Self Organizing Map (SOM) est utilisée
pour classiﬁer une image.
Catégorisation d’images basée
sur la détection d’objets
[Awad 12]
Les régions d’intérêts sont extraites des
images par les détecteurs des points
d’intérêts. Un dictionnaire est ensuite
calculé par des méthodes de classiﬁcation
non surpervisée. Une classe d’objet est
détectée en se basant sur les méthodes de
mise en correspondance. Et une hypothèse
déﬁnie l’acceptation ou le refus de la
détection.
Table 2.2 – Taxonomie des méthodes proposées dans VOC 2005
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 noyau  khi-deux 
Extraction des 
primitives 
Description  des 
primitives 
Représentation d’images  Classification  
Représentation creuse d’images Représentation sac-de-mots visuels Classification avec svm non linéaire 
Figure 2.3.1 – Architecture de l’algorithme Zhang
est composée de 2 étapes :
— Détection des points d’intérêts : Zhang a utilisé deux détecteurs complé-
mentaires pour extraire les structures d’images les plus pertinentes : le
détecteur Harris-Laplace (voir section 1.2) dédié à l’extraction des régions
de contour, et le détecteur Laplacien conçu pour extraire les blobs. De
plus, ces deux détecteurs ont l’avantage d’être invariants à l’échelle.
— Descripteur local : consiste à calculer des descripteurs visuels pour les
régions extraites. Dans son système, Zhang a utilisé le descripteur de
SIFT.
2. Construction d’une représentation globale des images : cette partie consiste à
calculer une représentation d’images à partir des descripteurs calculés. Zhang
a choisi les sacs de mots visuels pour représenter les images. Elle est composée
de 2 étapes :
a) construction du vocabulaire visuel : cette partie repose sur le calcul du
vocabulaire visuel en quantiﬁant les descripteurs d’apprentissage par une
des méthodes de classiﬁcation non supervisée. En pratique, Zhang a choisi
aléatoirement 50000 descripteurs de l’ensemble d’apprentissage calculé
pour chaque classe. Ces descripteurs sont utilisés ensuite pour calculer
1000 mots visuels à l’aide des k-moyennes (c.f. section 1.4.2.1).
b) Calcul des histogrammes : cela consiste à représenter chaque image par
un histogramme de mots visuels déduits des vocabulaires visuels. Après
avoir calculé les vocabulaires visuels, chaque descripteur dans une image
est attribué au plus proche mot visuel et un histogramme mesurant la
fréquence de chaque mot visuel dans l’image est calculé.
3. Classiﬁcation : Zhang a utilisé un SVM non linéaire (c.f. section 1.5.2) dans












où k(xi, x) est la fonction de noyau Khi-deux ayant comme paramètre : xi
un élément de l’ensemble de l’apprentissage, x un élément de l’ensemble de
test et A est coeﬃcient calculé à l’aide du méthode de cross-validation.
αi est le coeﬃcient de pondération calculé lors de l’apprentissage de xi.
b un seuil déjà calculé.
Finalement, la catégorisation d’images est déﬁnie en se basant sur le score de SVM
considéré comme un mesure de conﬁance pour chaque classe. Les résultats de cet
algorithme est présentés dans le tableau 2.3.
S1
Person Bike Car Motorbike
AUC 0.97 0.98 0.98 0.99
EER 0.91 0.93 0.93 0.96
S2
AUC 0.798 0.802 0.813 0.865
EER 0.719 0.720 0.728 0.798
Table 2.3 – AUC/EER d’INRIIA-Zhang présentée dans VOC 2005
Système d’attention visuelle :
Comme mentionné dans la section 2.3, notre hypothèse est que les systèmes d’at-
tention visuelle peuvent être utilisés comme ﬁltres pour sélectionner les points les
plus saillants à partir des points d’intérêts KSR(I) déjà extraits par les détecteurs
des points d’intérêts. L’objectif de ces systèmes est de sélectionner les parties les
plus pertinentes d’une large base de données visuelles. Dans ce contexte, plusieurs
systèmes ont été proposés durant ces dernières décennies. En général, on peut les
diviser en deux familles, en se basant sur deux concepts contradictoires :
— Les partisans de l’attention distribuée : ils considèrent que l’attention est
une propriété émergente de la compétition entre les diﬀérents stimuli visuels
[Rolls 06].
— Les partisans des modèles centralisés : ils pensent qu’au contraire, l’attention
est codée dans une carte topographique 2D qui sert de référence pour l’allo-
cation de l’attention via diﬀérents mécanismes (Winner Take All, inhibition
de retour) [Treisman 80].
53
Chapitre 2 Filtrage attentionnel
Distribuée Centralisée ou Hiérarchique





Inconvénients Lourd à mettre en œuvre Nécessite l’ajout de
méthodes connexionnistes
lourdes
Table 2.4 – Avantages et inconvénients des familles des systèmes d’attention vi-
suelle
Cette dernière est la plus populaire. Les systèmes hiérarchiques ont l’avantage
d’être plus rapides à calculer par rapport aux systèmes connexionnistes. Par consé-
quent, la communauté scientiﬁque a été plus intéressée par ces systèmes. Comme
le tableau 2.5 le montre, Borji a proposé de catégoriser les diﬀérentes méthodes
selon les techniques utilisées en 6 familles (cognitif, bayésiens, basé sur la théorie
de la décision, basé sur l’information mutuelle, graphique, spectral, basé sur les
méthodes de classiﬁcation, autres) [Borji 12].
Dans une comparaison faite par [Perreira Da Silva 10], il a été montré qu’aucune
de ces deux familles est idéalement adaptée à la vision par ordinateur. Une ap-
proche hybride permettrait d’obtenir l’avantage désiré. Dans ce contexte, Perreira
da silva a proposé un système compétitif et hiérarchique permettant de générer
une focalisation d’attention dynamique sans solliciter de méthode connexionniste
lourde. Ce modèle sera présenté en détail dans la section suivante.
Perreira Da Silva
Dans cette section, on va présenter le système proposé par Perreira da Silva, un
ancien doctorant du L3i. Ce système a l’avantage d’étre stable, non-déterministe,
dynamique....[Perreira Da Silva 10]. Comme la ﬁgure 2.3.2 le montre, ce système
est basé sur l’algorithme proposé par Itti : la première partie consiste à extraire les
cartes de singularités basées sur le calcul bas niveau des caractéristiques. Ces cartes
représentent les principaux canaux de la perception humaine : couleur, intensité
et orientation.
Perreira da silva a proposé de remplacer la deuxième partie de l’algorithme d’Itti
par un approche compétitive, système proies/prédateurs [Silva 11], pour extraire
les informations saillantes des scènes/images. Les principales raisons sont :
— Les systèmes proies/prédateurs sont dynamiques, ils incluent intrinsèque-
ment l’évolution temporelle de leurs activités. Ainsi, la focalisation de l’at-









Leur modèle est considéré comme une dérivée de l’algorithme de
Koch et Ullman [Koch 85]. Leur modèle a servi comme source
d’inspiration pour plusieurs groupes de recherches.
2004 Le Meur et
al.
[Le Meur 06]
Leur approche est basée sur la structure du système d’attention
humain. Les caractéristiques utilisées sont : la fonction de contraste,
la décomposition perceptuelle, le filtrage visuel....
2005 Frintrop
[Frintrop 05]
Ils ont calculé les caractéristiques intensité On-off et On off







Ils ont proposé une structure bayésienne pour les tâches de
recherche visuelle. La saillance endogène est calculée par 1/p(f |fG)
où fG représente la caractéristique globale qui résume la densité de
probabilité de l’objet dans la scène.
2005 Itti et Baldi
[Itt 09]
Ils ont défini un stimulus surprenant comme celui que peut changer
significativement l’opinion de l’observateur. Ils est représenté dans







Ils ont proposé que les caractéristiques saillantes soient les mieux
placées pour distinguer une classe des autres classes. Ainsi, ils ont
défini l’attention exogène (top-down) comme la classification avec la
minimisation des erreurs.
2007 Gu et al.
[Gu 05]
Ils ont calculé un plan d’activation en extrayant les caractéristiques







Ils ont proposé un modèle AIM (Attention basée sur la
maximisation de l’information) qui utilise la mesure de l’entropie de
Shanon pour le calcul de la saillance d’une région de l’image.
Modèles
graphiques
2002 Salah et al.
[Salah 02]
Ils ont proposé une approche basée sur le modèle de Markov
(OMM).
2007 Liu et al.
[Liu 11b]
Ils ont proposé un ensemble de caractéristiques originales et ils ont
utilisé le CRF (Condition Random Field) pour combiner ces






Ils ont supposé que les singularités statistiques dans le spectre
peuvent être responsables de la présence de régions irrégulieres dans







Ils ont utilisé une régression simple pour la capture de l’association
des tâches entre une scène donnée et les lieux préférés pour le




Ils ont proposé une approche endogène non-paramétrique pour




Ils ont introduit une nouvelle mesure du saillance en utilisant des
multiples signaux. Cet idée est basée sur la théorie des jeux.
Table 2.5 – Taxonomie des systèmes d’attention visuelle
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— Sans aucun objectif (information exogène), choisir une méthode pour fu-
sionner les diﬀérentes cartes de singularités est une tâche très diﬃcile. Une
des solutions consiste à développer une compétition entre les diﬀérentes
cartes de singularités dans l’attente d’un équilibre naturel dans les systèmes
proies/prédateurs, ce qui reﬂète la compétition entre l’émergence et l’inhibi-
tion des éléments qui engagent ou pas notre attention.
— Les systèmes dynamiques discrets peuvent avoir des comportements chao-
tiques. Bien que cette propriété ne soit pas souvent intéressante, elle l’est
dans notre cas. En fait, elle permet l’émergence des voie originales d’explo-
ration dans les scènes visuelles, même si elles ne sont pas dans des régions
saillantes. Ceci peut se traduire par une sorte de curiosité.
Perreira Da Silva a montré que malgré le comportement non déterministe des
équations proies/prédateurs, le système a des propriétés intéressantes de stabilité,
reproductibilité et réactivité tout en explorant d’une manière rapide et eﬃcace la
scène. Nous avons appliqué les mêmes paramètres utilisées par Perreira Da Silva
[Silva 11] pour évaluer notre approche. Le résultat de cet algorithme se traduit
par une carte de saillance S(I, t), calculée en estimant des moyennes temporelles
de focalisations visuelles sur une période t. La ﬁgure 2.3.3 montre un exemple de





Input  Saliency Map 
Figure 2.3.3 – carte de saillance S(I, t) calculée par le système de Perreira da
silva
Dans ce contexte, nous proposons de combiner les deux algorithmes déjà abordés
dans le but de réduire le nombres de points fournis par SIFT et d’introduire une
notion perceptuelle dans le système de reconnaissance d’objets.
2.3.1 Notre Approche : Filtrage attentionnel
Comme on l’a déjà souligné dans la section 2.3, nous avons choisi l’algorithme
de Zhang comme référence pour l’évaluation de notre approche. En analysant les
diﬀérentes étapes de cet algorithme, on observe que la première étape consiste à
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utiliser les détecteurs de points d’intérêts. Ces derniers extraient un grand nombre
des points d’intérêts. Notre hypothèse est que ces points extraits ne sont pas tous
utiles à la catégorisation des images. Notre hypothèse est basée sur la comparaison
de [Dave 12] entre les ﬁxations de l’oeil humain et les points d’intérêts. Cette
comparaison a montré une faible corrélation entre la distribution statistique des
ﬁxations et celle des points d’intérêts. Ainsi, comme dans les travaux de Walther,
nous proposons d’utiliser le système d’attention visuel comme un ﬁltre aﬁn de
sélectionner les points les plus saillants. La question qui se pose est lesquel des
systèmes d’attention visuelle est le plus adéquat pour accomplir cette tâche. Dans
la suite, nous présentons une évaluation des deux systèmes d’attention visuelles :
système proposé par Itti (voir section 2.3) et système Perreira Da silva (voir section
2.3).
2.3.2 Première expérience : Evaluation des systèmes
d’attention visuelle sur VOC 2005
Comme mentionné ci-dessus, nous avons décidé d’évaluer deux systèmes d’atten-
tion visuelle : le système proposé par Itti , et celui de Perreira Da Silva. Notre choix
peut être expliquer par la fait que le système d’Itti constitue la base pour la plupart
des systèmes d’attention récemment proposés. Le système de Perreira da silva est
quant à lui un système hybride qui était implémentée au sein de notre laboratoire
pour être le plus adaptés aux applications de vision temps réel par ordinateur.
Nous évaluons, dans un premier temps, la capacité des deux systèmes d’attention
visuelle (Itti, Perreira) à maintenir la performance du système de reconnaissance
d’objets sur la base de VOC 2005. L’idée de cette évaluation est très simple : nous
utilisons la même approche que celle expliquée dans la section 2.3 pour les deux
systèmes : en pratique, nous proposons de fournir à l’entrée des deux systèmes
d’attention visuelle la même image I(x, y). A l’issue de l’étape deux de Zhang, un
ensemble des points d’intérêts KZhang(I) est calculé. Pour la même image I(x, y),
le système d’attention visuelle fournit une carte de saillance S(I, t). A partir de
cette carte de saillance, un masque M(S(I), ξ) est calculé selon l’équation 2.3.3,
pour ﬁltrer les points d’intérêts selon ξ : seuil représentant la degré de saillance




1 si S(xS, yS) > ξ
0 sinon
(2.3.3)
Un ensemble KFiltered(I) est ensuite extrait selon l’équation 2.3.4, à partir des
points d’intérêts KZhang(I). KFiltered(I) est utilisé pour la suite à l’entrée des diﬀé-






Figure 2.3.4 – Architecture de notre mdèle
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KFiltered(I(x, y)) = {Keyj ∈ KZhang(I(xS, yS)) | M(S(I), ξ) = 1} (2.3.4)
Les performances de notre approche sont évaluées par la courbe ROC, ainsi
que par les mesures d’évaluation quantitative : AUC, et EER, suivant la même
procédure du VOC [Everingham 06].
Classes Zhang+itti Zhang+P/P Zhang+itti Zhang+P/P
Train Persons -87% -60% Test -86% -58%
Bike -80% -58% -83% -42%
Moto -82% -41% -83% -42%
cars -86% -55% -83% -59%
Table 2.6 – Pourcentage de réduction des points d’intérêts SIFT avec seuil =0
Ainsi, comme le montre le tableau 2.6, deux algorithmes de ﬁltrage sont calculés :
— P/P+Zhang : ce système représente la combinaison du système de Perreira
da silva avec le système de Zhang.
— Itti/Zhang : ici, le système de Perreira est remplacé par le système d’Itti.
Certaines courbes ROC sont présentées dans la ﬁgure 2.3.5. De plus, des exemples
des résultats sont illustrés dans le tableau 2.7. Ce tableau représente les résultats
pour chaque classe avec, respectivement, le score de l’algorithme de Zhang signalé
dans le challenge, celui de notre implémentation sans et avec plusieurs ﬁltrage. De








Les résultats de ψ ont montré que ce dernier représente un indicateur objectif
(sans intervention humaine) de la performance des systèmes d’attention visuel. En
plus, il représente les propriétés suivantes :
— Pas de biais sémantique.
— Permet d’évaluer l’eﬃcacité d’un système d’attention visuel à identiﬁer une
classe d’images.
— Facilité pour comparer la saillance des diﬀérentes cartes résultantes de ces
systèmes.
— Facilité pour comparer la diﬃculté des classes d’images.
Cette évaluation a montré que le système de Perreira da silva est plus adapté
aux tâches de reconnaissance que celui d’itti. Ainsi, nous l’utilisons dans la suite
comme système référence pour les systèmes d’attention visuelle. Dans ce contexte,
nous évaluons l’impact du système de Perreira da silva sur les performances de
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Figure 2.3.5 – Courbe ROC représentant la performance du système avec/sans
notre approche de ﬁltrage pour deux diﬀérents classes
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persons 0.95 0.83 -13% 0.96 1%
bike 0.90 0.75 -17% 0.90 0%
moto 0.96 0.88 -8% 0.96 0%
cars 0.95 0.90 -5% 0.95 0%
Threshold=85%
persons 0.95 0.83 -13% 0.88 -7%
bike 0.90 0.75 -17% 0.84 -7%
moto 0.96 0.88 -8% 0.96 0%
cars 0.95 0.90 -5% 0.92 -3%
Table 2.7 – AUC des diﬀérents algorithmes (p/p : predator/prey) et ψ la mesure
de la performance des systèmes d’attention visuelle
2.3.3 Second expérience :Evaluation du filtrage attentionnel
basé sur le système de Perreira da silva sur les systèmes
de reconnaissance d’objets dans les images de VOC
2005 :
Dans cette section, nous évaluons le système P/P+Zhang sur les bases des don-
nées de VOC 2005. Comme mentionné dans la section 2.3, le challenge a proposé
deux ensembles de test : S1 avec des images sélectionnées et le deuxième S2 avec
des images aléatoirements choisies dans GoogleImage. Dans un premier temp, nous
étudions l’impact du seuil ξ sur le taux de ﬁltrage des points d’intérêts. Les ﬁgures
2.3.6, 2.3.7, 2.3.8 montre que ξ a un grand impact sur le ﬁltrage des points d’in-
térêts : plus sa valeur est élevée, moins de points d’intérêts sont obtenus. Etant
donné que le nombre de points d’intérêts varie d’une image à l’autre, nous avons
choisi d’adapter la valeur de ξ au ratio ρ de Card(KFiltered(I)) nombre de points
obtenus après ﬁltrage sur Card(KZhang(I)) le nombre de points d’intérêts détectés
dans l’image.
En pratique, la valeur de ρ varie dans l’intervalle {10%, 20%, 30%, 40%} . Il est
important de mentionner que la valeur de ρ ne peut dépasser 40%. Ce dernier seuil
correspond à la valeur minimale de ξ = 0 (la carte de saillance est entièrement
prise en considération), avec 60% des points d’intérêts ﬁltrés. Le ﬁltrage peut
être appliqué indépendamment pendant la phase d’apprentissage et/ou celle de
test. La valeur de ρ varie selon l’ensemble d’apprentissage (ρL) et ceux du test
(ρSi ) : l’idée est de déterminer si plus ou moins des points d’intérêts pendant la
phase d’apprentissage ou de test peut diminuer ou améliorer les performances de
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Figure 2.3.7 – Nombre des points d’intérêts ﬁltrés selon ξ pour l’ensemble de
test1 de VOC2005.
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0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100% 
bike cars moto persons  
Figure 2.3.8 – Nombre des points d’intérêts ﬁltrés selon ξ pour l’ensemble de
test2 de VOC2005.
Figure 2.3.9 – Courbe ROC représentant la performance du système avec/sans
notre approche de ﬁltrage pour chaque classe-S1
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de ROC illustrées dans la ﬁgure 2.3.9. Pour des raisons de clarté, chaque ﬁgure
présente seulement « le pire » et « le meilleur » résultat. De plus, une évaluation
quantitative a été faite en calculant les mesures : Area Under Curve (AUC) et
Error Equal Rate (EER) déﬁnies dans le challenge [Everingham 06]. Les résultats
sont présentés dans les tableaux 2.8, 2.9, 2.10, 2.11 : chaque tableau présente les
résultats pour chaque classe avec, respectivement, le score de l’algorithme de Zhang
illustré dans [Everingham 06], notre implémentation de l’algorithme de Zhang sans
ﬁltrage, et plusieurs couples des (ρL, ρSi) points ﬁltrés.
L’application de notre approche sur S1 a montré que le ﬁltrage de ξ = 60% des
points d’intérêts (extraits par Harris-Laplace et Laplacien) ne fait diminuer que
légèrement la performance d’un système de reconnaissance d’objets (diﬀérence
moyenne de AUC ~ 1%). Pour S2, on a eu une perte de performance pour la classe
de Motorbikes. Ceci peut être expliqué par le fait que 50% des images dans S2,M ,
contient 2 objets déﬁnies comme classes dans VOC ( Motorbikes et Persons).
De plus, en utilisant la carte de saillance comme masque pour ﬁltrer les points
d’intérêts extraits de ces images, 70% des points sont ﬁltrés. Cette perte peut être
observée en AUC (résultat de re-implementation de Zhang : 0.80 ; meilleur résultat
a été obtenu pour le couple (30%, 10) : 0.40).
L’évaluation du temps de calcul de l’algorithme d’INRIA-Zhang est montré dans
le tableau 2.12. Ce tableau présente le temps moyen de calcul estimée en divisant
le temps total de calcul pour chaque étape par le nombre des images. Toutes
les composantes de notre système sont implementées en C++ et éxécutées sur
un ordinateur avec 3.06 GHz Intel core 2 DUO CPU et 4G RAM. Le résultat a
montré qu’en utilisant notre approche de ﬁltrage sur les étapes de description par
SIFT ; construction des histogrammes, un gain remarquable en temps de calcul est
obtenu : la ﬁltrage de 40% des points d’intérêts a donné respectivement, 60% de







0.97/ 0.93/ 0.92/ 0.79/





0.798/ 0.70/ 0.71/ 0.65/
0.719 0.65 0.65 0.47
Table 2.8 – AUC/EER pour la classe Person
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0.802/ 0.73/ 0.76/ 0.61/
0.720 0.73 0.76 0.44
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0.813/ 0.67/ 0.69/ 0.58/
0.728 0.56 0.62 0.44







0.99/ 0.98/ 0.98/ 0.89/
0.96 0.94 0.93 0.83
Table 2.11 – AUC/EER pour la classe Moto
Reimpl. of
Zhang
40% 30% 20% 10%
SIFT
descriptor
1.52s 0.6s 0.36s 0.27s 0.15s
histogram
construction
1.96s 0.74s 0.51s 0.42s 0.20s




Dans ce chapitre, nous avons proposé une nouvelle approche pour sélectionner
les points d’intérêt les plus pertinents pour la perception humaine. Cette selection
est eﬀectuée à l’aide d’un système d’attention visuelle proposé par Perreira Da
Silva [Perreira Da Silva 10]. Le test de cette approche sur VOC 2005 a montré
que 40% des points d’intérêts extraits par les détecteurs des points d’intérêts sont
suﬃsant pour catégoriser l’image selon l’objet qu’elle contient. Evidement, les ré-
sultats obtenus dépendent du système d’attention visuelle utilisé dans le processus
de ﬁltrage. L’impact des diﬀérents ﬁltrages sur les performances du système de re-
connaissances d’objets sont montrés dans le chapitre 4. L’objectif dans ce chapitre
est de présenter notre approche de ﬁltrage perceptuel, en se référant à un des sys-
tèmes d’attention visuelle : celui de Perreira Da Silva. Dans ce contexte, nous avons
montré qu’un ﬁltrage basé sur ce dernier de 60% des points d’intérêts (extraits par
Harris-Laplace et Laplacien) ne fait diminuer que légèrement la performance du
système de reconnaissance d’objets (diﬀérence moyenne de AUC ~ 1%) alors que
le gain en complexité est important (40% de gain en vitesse de calcul et 60% en
complexité). En se basant sur ces résultats, nous proposons cette approche comme
une première étape pour résoudre les diﬀérents problèmes de gestion de mémoire
et de temps de calcul pour les systèmes de reconnaissance d’objets, et en particu-
liers ceux basés sur SIFT. En plus, nous pensons qu’il est intéressant de contruire
un système de reconnaissance d’objets hybride combinant les deux communautés :
recherche des images par contenu et l’attention visuelle. Dans ce cadre, nous pro-
posons de remplacer les outils traditionnels pour l’extraction des primitives par les
détecteurs basés saillance et d’utiliser ou proposer des descripteurs adaptés pour
décrire ces points détectés.
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Points clés
Positionnement
❏ Les systèmes de reconnaissance d’objets sont basés sur des traitements
bas niveau de l’image.
❏ Les techniques utilisées pour détecter les régions pertinentes dans l’image
générent des milliers de points d’intérêts.
Contributions
❏ Proposition d’un ﬁltrage perceptuel pour réduire les nombres des points
d’intérêts.
❏ Ce ﬁltrage perceptuel, basé sur la saillance, peut être considérée comme
une première étape pour résoudre la contrainte du « fossé sémantique ».
❏ Ces travaux ont été valorisé par la rédaction d’article de conférence inter-
nationale [Awad 12] et également par un chapitre dans un livre qui sera
publié dans les prochaines mois [Awad ed].
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Chapitre 3
Vers des descripteurs perceptuels
3.1 Introduction
Les systèmes de reconnaissance d’objets utilisent les descripteurs pour représen-
ter le contenu d’une région dans une image. Dans ce contexte, plusieurs travaux
ont été proposés : certains sont invariants à une transformation d’image unique-
ment, d’autres sont invariants à plusieurs. Le tableau 3.1 montre la taxonomie de
Schmid [Mikolajczyk 05] pour catégoriser les diﬀérents travaux proposés.
Dans ce chapitre, nous nous intéressons aux descripteurs basés sur la distribution
(voir section 1.3). Ces descripteurs ont l’avantage d’être invariants aux transfor-
mations géométriques et aux variations d’illuminations dans l’image. Cependant,
ils génèrent des vecteurs de caractéristique de grande dimensionnalité (descripteur
SIFT : dimension=128) et par conséquent les systèmes de reconnaissance d’objets
basés sur ces descripteurs sont couteux en temps de calcul et en mémoire. Plusieurs
travaux ont été proposés pour traiter cette contrainte, comme les approches pro-
posés par [Bay 08] et [Ke 04] qui ont introduit des vecteurs de dimensions réduites
(respectivement 64 et 36). Cependant, malgré les avantages liés au temps de calcul
et à la mémoire que ces derniers peuvent apporter aux systèmes de reconnaissance
d’objets, les vecteurs de caractéristiques calculés sont susceptibles d’être sensibles
au bruit dans l’image. Nous avons montré dans le chapitre 1, un ﬁltre perceptuel,
basé sur les système d’attention visuelle, pour sélectionner les points saillants à
partir des points extraits par les détecteurs de points d’intérêts.
Dans ce chapitre, nous proposons d’utiliser un système d’attention visuelle, en
tant que détecteur basé sur la saillance pour extraire les points saillants, proche
de la perception humaine. De plus, nous proposons une nouvelle approche de des-
cription perceptuelle, plus adaptée pour décrire les points saillants, et nous les
considèrons comme une première étape pour résoudre les contraintes évoquées
ci-dessus. Notre approche consiste à décrire l’aspect fréquentiel de certaines ca-
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Table 3.1 – Famille des descripteurs locales
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ractéristiques de l’images considérées comme perceptuelles dans le domaine de
l’attention visuelle, comme la couleur, l’orientation, l’intensité. Cette proposition
est motivée par des études psychophysiques [Campbell 68, Georgeson 79] qui ont
montré que le cerveau humain fait une analyse fréquentielle de l’image. De plus, ce
descripteur a l’avantage de fournir des vecteurs de dimension deux fois plus petite
que ceux proposés dans l’état de l’art. Ainsi, il peut servir comme base dans les
algorithmes de catégorisation d’images pour des larges bases des données. Dans la
suite, nous allons aborder les approches proposés dans la littérature et présenter
notre approche.
3.2 Travaux précédents
Dans cette section, nous présentons les diﬀérents travaux proposés dans l’état
de l’art pour traiter la contrainte de grande dimensionnalité des descripteurs dans
le domaine de la reconnaissance d’objets.
3.2.1 SURF [Bay 08]
Comme mentionné dans le chapitre 1, les chercheurs ont utilisé une méthode
computationnelle pour calculer la distribution des directions de gradients locaux.
La direction des gradients est calculée pour chaque région d’intérêts à l’aide des ré-
ponses aux ondelettes de Haar, dx et dy . En combinant v = (
∑
dx,
∑ |dx|,∑ dy,∑ |dy|)
calculés pour chacune de 16 sous–régions, un vecteur de dimension 64 (le descrip-
teur SURF) est obtenu. Les descripteurs SURF ont l’avantage d’être invariants
aux changements géométriques, cependant, [Liu 11a] a montré que ces descrip-
teurs sont moins robustes que ceux de SIFT : ils sont sensibles aux petites erreurs
de localisations des points d’intérêts et aux variations de formes.
3.2.2 PCA-SIFT [Ke 04]
Les auteurs ont utilisé une réduction de dimension par analyse en composantes
principales pour réduire la dimension des vecteurs de caractéristiques. Comme
SIFT, ce descripteur décrit la direction du gradient dans un voisinage du point
d’intérêt. Pour chaque point d’intérêt, le gradient est calculé dans un voisinage
41 × 41 centré autour du point d’intérêt, à un échelle σ, et orienté selon θ. En
concaténant les valeurs horizontales et verticales des gradients calculés dans ce
voisinage, un vecteur de dimension 3042 est obtenu. A l’aide de PCA [Ade 83], la
dimension du vecteur est réduite : les auteurs ont montré que le meilleur compro-
mis qualité/performance est obtenu en réduisant la dimension de vecteur initiale
de 3042 à 36. Ce dernier est robuste aux déformations de l’images. Cependant,
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[Juan 09] a montré dans une comparaison entre SIFT, SURF et PCA-SIFT, que
les descripteurs PCA-SIFT ne sont pas robustes aux variations d’échelle et au
bruit.
SIFT SURF PCA-SIFT
Description Décrit la distribution de directions de gradients locaux





















Table 3.2 – Récapulatif des travaux proposés dans la littérature
Le tableau 3.2 montre les avantages et les inconvénients des approches proposées
pour gérer la contrainte de grande dimensionalité des vecteurs de caractéristiques
dans le domaine de catégorisation d’images. Comme mentionné dans l’introduc-
tion, nous voulons utiliser les systèmes d’attention visuelle comme détecteurs-basés
sur la saillance pour extraire les points saillants proches de la perception humaine.
Dans ce contexte, notre hypothèse est que les descripteurs proposés dans l’état
de l’art ne sont pas les plus adéquats pour décrire les régions extraites. Dans la
suite, nous allons présenter notre approche de description perceptuelle représen-
tant la fréquence spatiale des caractéristiques perceptuelles calculées à partir des
ces régions.
3.3 Calcul des caractéristiques perceptuelles
Nous avons présenté dans le chapitre 2, les diﬀérents types de systèmes d’at-
tention visuelle (voir section 2.3). Ces systèmes sélectionnent les informations en
se basant sur certains attributs visuels. Plusieurs attributs ont été utilisés : cer-
tains basiques comme le couleur, d’autres sont plus complexes comme le volume
3D. Selon Wolfe et Perreira da silva [Wolfe 94, Perreira Da Silva 10], les attributs
basiques calculés par le système visuel primaire (couleur, mouvement, intensité)
sont plus probablement liés aux mécanismes attentionnels que d’autres plus com-
plexes. Partant de ce constat, la majorité des systèmes d’attention visuelle est
construite autour de trois caractérsitiques : intensité, couleur, orientation. Diﬀé-
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rent techniques ont été utilisées pour extraire ces caractéristiques des images ou
des scènes naturelles.
Pour assurer la cohérence avec les expériences faites au chapitre 2, nous prenons
comme système de référence de l’attention visuelle : le système de Perreira da silva
[Perreira Da Silva 10]. Ce système est composé des deux parties :
— le système visuel qui calcule les 3 caractéristiques
— le système attentionnel qui calcule la répartition des focalisations attention-
nels.
Dans cette section, nous nous intéressons au calcul des caractéristiques percep-
tuelles. Comme mentionné dans le chapitre 2, à partir d’une image d’entrée, Per-
reira da silva a eﬀectué une conversion de l’espace couleur de l’image dans un
espace plus perceptuel de type LAB. Ensuite, à partir de cette image modiﬁée, il
a calculé des pyramides multi-résolutions de caractéristiques Pt,σ :
— Les pyramides multi-résolutions d’intensité { PIon,σ , PIoff,σ } , et de couleurs
{ PR,σ, PB,σ, PG,σ, PY,σ } ont été calculées en se basant sur la diﬀérence des
ﬁltres de boîtes et des images intégrales.
— Les pyramides multi-résolutions d’orientation { P0◦ , P45◦ , P90◦ , P135◦} ont
été calculées en se basant sur des ﬁltres orientés de type Harr et des images
intégrales.
Ces pyramides servent ensuite comme base pour calculer les cartes de caractéris-
tiques déﬁnies par :
FMt = ⊕Pt,σ
où ⊕ est l’opérateur addition trans-échelle (across-scale addition)
A partir des ces cartes, on calcule les cartes de singularité qui sont utilisées
comme entrée pour la seconde partie du système de Perreira da silva : le système
attentionnel. Dans la section suivante, nous allons présenter notre approche de
description basée sur ces caractéristiques perceptuelles.
3.4 Descripteur perceptuel
3.4.1 Approche de Laws
Les vecteurs de voisinages calculés à partir des statistiques du premier ordre
ne contiennent pas d’information de structure locale. Des méthodes de descrip-
tion basées sur le calcul des statistiques du deuxième ordre ont donc été intro-
duites pour décrire les dépendances spatiales des textures dans les régions d’inté-
rêts. Cependant, ces méthodes sont couteuses en temps de calcul et en mémoire
[Theodoridis 06].
Law’s a proposé, dans un essai de modélisation du système visuel humain, de
caractériser une texture par des mesures d’énergie à la sortie d’un certain nombre
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de ﬁltres linéaires locaux [Laws 80]. En suivant une démarche heuristique, il aboutit
à un ensemble des masques séparables (3×3 ou 5×5) qu’il construit par convolution
de 3 structures élémentaires unidimensionnelles (détecteurs de plats, de transitions,
et d’impulsions).
Par exemple, pour n = 5, les ﬁltres 1D représentant ces structures ont la conﬁ-
guration donnée dans le tableau 3.3 :
L5 1 4 6 4 1
E5 -1 -2 0 2 1
S5 -1 0 2 0 1
W5 -1 2 0 -2 1
R5 1 -4 6 -4 1
Table 3.3 – Les ﬁltres 1D proposés par Laws
Les lettres L, E, S, W, R indiquent respectivement Level, Edge, Spot, Wave, et
Ripple. En convolant ces ﬁltres entre eux, deux à deux, nous obtenons 25 ﬁltres
2D (c.f. tableau3.4) :
L5L5 E5L5 S5L5 W5L5 R5L5
L5E5 E5E5 S5E5 W5E5 R5E5
L5S5 E5S5 S5S5 W5S5 R5S5
L5W5 E5W5 S5W5 W5W5 R5W5
L5R5 E5R5 S5R5 W5R5 R5R5
Table 3.4 – Filtres 2D calculés par convolutions des ﬁltres 1D
Malheureusement, cette transformation ne jouit pas des propriètés d’ortho-
normalité. Dans la suite, nous abordons les améliorations proposées par Unser
[Unser 86] pour traiter cette contrainte.
3.4.2 Transformation locale linéaire
Unser [Unser 86] a proposé une extension et une généralisation de la méthode
proposée par Law’s, plus robuste et computationnelle. Cette alternative consiste
en l’emploi d’opérateurs linéaires de ﬁltrages dans un voisinage restreint pour
l’extraction d’informations de texture. L’utilisation de cette alternative permet
de calculer des mesures statistiques compactes utilisées généralement pour décrire
l’aspect forme ou structure de la texture d’une région de l’image.
La « Transformation locale linéaire » est donc déﬁnie par :
yk,l = TN×N xk,l (3.4.1)
74
3.4 Descripteur perceptuel
TN×N est une matrice carréeN×N . Les vecteurs-lignes sont choisies linéairement
indépendants. Ainsi, cette matrice est non singulière, et déﬁnit une transformation
linéaire biunivoque.
xk,l : est la fenêtre de voisinage centrée autour d’un point d’intérêt.
Selon Unser, cette équation peut être interprétée comme une procédure d’extrac-
tion linéaire de propriétés locales ; de plus, elle peut être vue comme un changement
de base dans l’espace d’origine.
En outre, cette équation peut être interprétée diﬀéremment en fonction des
paramètres TN×N ou xk,l :
— par exemple, dans le cas ou TN×N est orthonomale, la transformation est
facilement inversible : ainsi, elle préserve la valeur calculée par l’équation
3.4.1 , ce qui entraine l’invariance par transformation des normes.
— dans le cas ou xk,l représente une texture discrète, l’équation déﬁnit la trans-
formation linéaire en une séquence multi-variées à N canaux. Ces canaux
sont obtenus par corrélation de la région de l’image avec les masques déﬁnis
par les vecteurs lignes de la matrice de transformation TN×N . Le système
est donc équivalent à un banc de N ﬁltres à réponses impulsionnelles ﬁnie,
linéaires et indépendantes.
Unser a cherché, dans son approche, à utiliser des matrices de transformation
linéaires, séparables et orthonormales. Selon Unser, la matrice de Karhunen-Loève
(KLT) dont les lignes sont formées des vecteurs propres de la matrice de covariance
[Ade 83], permet une représentation optimale dans le sens qu’elle minimise ou
maximise un certain nombre de critère de performance :




avec σ2 est le variance de xk,l et σ
2
i est le variance de yk,l
— Entropie :H = −∑Ni=1 γilog(γi)
Toutefois, la détermination de cette transformée est peu aisée et nécessite la mise en
œuvre de méthode numériques de décomposition en valeurs propres relativement
couteuses en temps de calcul. Pour cette raison, Unser a préconisé l’emploi de
transformation sous-optimales permettant une mise en œuvre plus aisée, et pour
laquelle il existe généralement des algorithmes de calcul rapides.
Dans ce contexte, Unser s’est intéressé à la famille des transformées linéaires
séparables,comme :
DFT, DROFT, DREFT transformations de Fourier qui permettent une diago-
nalisation de l’une ou de l’autre des matrices apparaissant dans la décompo-
sition circulaire d’une matrice de « Toeplitz » [Unser 84].
DCT qui permettent une diagonalisation partielle de chacune des matrices in-
tervenant dans la décomposition
DST qui possède un comportement asymptotiquement équivalent à la KLT d’un
processus de Markov d’ordre 1 [Jain 79].
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Comme mentionné ci-dessus, toutes ces transformés sont séparables et la transfor-
mation TN×N est ainsi séparable, et elle est déﬁnie par un traitement successif des
lignes et des colonnes d’une de ces transformés(c.f. Figure3.4.1 ) :
TN×N = TNc.TNl
où TNc et TNl sont les vecteurs lignes et colonnes d’une des transformées utilisées.
De plus, les performances de cette approche peuvent être inﬂuencées par un
autre facteur : «le choix de la taille de voisinage». En eﬀet, les pixels appartenant
au voisinage déﬁnissent les composantes de xk,l : l’analyse d’une texture ﬁne pourra
être eﬀectuée de façon plus satisfaisante sur un voisinage de petite taille que dans
le cas d’une texture présentant une texture grossière.
Dans ce cadre, Unser a étudié l’impact des deux facteurs mentionés ci-dessus
(transformée utilisée et taille du voisinage) sur les performances de cette approche.
Ce test consiste à comparer le taux des images correctement classiﬁées, calculées
en fonction des transformées utilisées : DST, DCT, DREFT, DROFT, KLT. . . . et
des tailles de voisinages sur la base d’images de Bodatz . Comme le tableau 3.5
le montre, cette base est composée des 1265 images réparties en fonction de leurs
résolutions et leurs appartenances aux 12 classes de texture déjà déﬁnies.
résolution des images 16x16 32x32 64x64
Nb d’images/classe 961 255 49
Table 3.5 – Répartition d’images dans le base de texture utilisé par Unser
Les résultats ont montré que pour les voisinage de 3× 3 et 5× 5, les meilleures
performances ont été obtenues en utilisant les transformées DCT et DST. Ceci
peut être expliqué par le fait que les couples de transformations DCT/DREFT et
DST/DROFT correspondent aux mêmes ensembles de masques dans le cas d’un
voisinage 3× 3. Dans la suite, nous allons présenter les diﬀérents travaux proposés
pour améliorer la performance de cette approche.
3.4.3 Extension proposée par Rachidi
Rachidi [Rachidi 08] a utilisé la méthode proposée par Law’s pour caractériser la
microarchitecture des os. Dans ce contexte, Rachidi calculé N2 mesures d’énergie
de texture « TEM» à partir deN2 masques obtenu en convolant les ﬁltres proposés
par Law’s dans le but d’extraire l’information de texture de l’image :
TEMi,j =
∑∑ |TIi+u,j+v|






Figure 3.4.1 – Calcul d’ensemble des masques pour l’analyse de texture par transformation linéaire locale dans des
voisinage 3x3
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où I(x, y) est une région de l’image.
Mi,j(x, y) est un des ﬁltres 2D calculés par la méthode de Law’s.
Ainsi, un vecteur d’énergie de texture de dimension N2 est calculé. Aﬁn de
réduire la dimension de ce vecteur, chaque TEMi,j est combiné avec son opposé





Finalement, un vecteur de dimension N(N+1
2
) quasi-invariant aux variations de
rotation est calculé. Dans la section suivante, nous présentons notre approche basée
sur les travaux mentionnés ci-dessus.
3.4.4 Descripteur perceptuel
Dans notre approche, nous nous basons sur la méthode d’Unser, pour caractéri-
ser les régions d’intérêts dans des images naturelles. Comme Unser, nous nous in-
téressons aux transformées linéaires, séparables et orthogonales. Ces transformées
ont l’avantage de posséder une excellent propriété de regroupement de l’énergie
pour les régions de basses fréquences. Cette propriété permet de construire un vec-
teur de caractéristique de dimension réduite par rapport aux autres descripteurs
proposés dans l’état de l’art. Dans nos expériences, nous évaluons la performance
de l’approche d’Unser en termes de Average Precision calculé en fonction des trans-
formées : DFT, DCT, DST (c.f tableau 3.6) sur une base contenant 9963 images
naturelles. Comme le tableau 3.7 le montre, les deux transformées DCT et DST
sont réelles. Malheureusement, ce n’est pas le cas pour la DFT, c’est pourquoi
nous utilisons la transformée de Hartley. Cette dernière a été proposée la première
fois par R. V. L. Hartley en 1942, comme une alternative de Fourier, réelle et
plus rapide à calculer [Hartley 42]. Nous utilisons dans notre approche, la version
discrète de cette transformée, proposée par R.N. Bracewell en 1983 [Bracewell 86].
Comme le tableau 3.6 le montre, les meilleures performances étaient obtenue en
utilisant Hartley. Nos démarches expérimentales et les résultats seront détaillées
dans le chapitre 4.
Hartley DCT DST
MAP 38.89 29.65 29.73
Table 3.6 – MAP(en %) de notre approche
Pour le choix du voisinage, Unser a proposé une alternative intéressante. Cette
alternative consiste à eﬀectuer des analyses à des niveaux de résolutions diﬀérents
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Table 3.7 – Propriétés des quelques transformés orthogonale adopté
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raison, nous avons décidé d’appliquer la méthode d’Unser sur les pyramides multi-
résolutions de caractéristique calculées par le système de Perreira da silva ( c.f.
section 3.3).
Figure 3.4.2 – Exemple d’un masque appliqué sur un des pyramides multi-
résolution
Après avoir calculé les N2 ﬁltres notée Mi,j(x, y), pour chaque pyramide multi-
résolutions Pt,σ :
— on extrait l’information texturelle pour chaque point saillant à un niveau de
résolution σ, selon l’équation suivante :
TEVi,j =
∑∑ |TIi+u,j+v|2 (3.4.3)
TIi,j = I(x, y) ∗Mi,j(x, y)
I(x, y) est la fenêtre de voisinage calculé pour chaque Pt,σ.
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Comme Rachidi, on combine chaque valeur de TEV avec son opposé selon l’équa-
tion (3.4.2).
En concaténant les valeur de TR pour toutes les pyramides multi-résolutions à
un niveau de résolution donné σ, un vecteur de dimension N(N+1
2
) quasi-invariant
aux transformations de rotation est calculé pour chaque point d’intérêt .
Comme le tableau 3.1 le montre, les descripteurs basés sur les transformés (fré-
quentielles) dépendent fortement du contraste. Aﬁn que le vecteur proposé soit
robuste aux variations d’illumination, nous proposons dans la section suivante,
diﬀérentes améliorations.
3.4.4.1 Amélioration du contraste
Des études ont mis en évidence que les photorécepteurs dans le système vi-
suel humain sont les responsables du traitement du changement de luminosité
[Benoit 07]. Ces photorécepteurs calculent les réponses de manière qu’elles soient
invariantes aux fortes variations de luminosité. Dans le domaine de la vision par
ordinateur, l’invariance aux changements de luminosité est calculée par la correc-
tion de contraste dans les images. Cette dernière aﬃne la perceptibilité d’un objet
dans une scène en renforçant la diﬀérence de luminosité entre l’objet et son arrière
plan. En général, trois types de fonctions sont utilisées pour renforcer le contraste
d’une image [Arun 13] :
- Linéaire (transformation d’identité) : cette transformation consiste à pondérer
les pixels blancs ou gris incorporés dans une région noire.
- Logarithmique (log et log−1) : c’est une transformation constante qui projette
une petite région incorporant des valeurs faibles de niveau de gris en une
région plus grande à la sortie.
- Puissance (nth power et nth root transformation) : Elle projette en fonction
de γ une petite région foncée en une autre plus grande à la sortie.
Selon Kanan [Kanan 10], le logarithme et les fonctions de formes similaires sont
généralement utilisées dans les études neuroscientiﬁques. Ces dernières étudient les
réponses des cônes de l’œil humain aux variations de lumières. Dans le domaine
de la vision par ordinateur, l’utilisation du logarithme est toujours suivi par une
normalisation (contrast stretching). Kanan a proposé la fonction suivante pour
corriger le contraste des pixels dans une image :
r(z) =
log(ǫ)− log(I(x, y) + ǫ)
log(ǫ)− log(1 + ǫ) (3.4.4)
où I(x, y) ∈ [0; 1] et ǫ est une variable de petite valeur ( ici ǫ = 0.05)
Nous nous servons de cette équation pour rendre notre descripteurs invariants
aux changements du contraste.
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Finalement, un descripteur de dimension N(N+1
2
) décrivant la fréquence des
caractéristiques perceptuelles est calculé.
Dans la suite, nous présentons l’expérimentation fait pour étudier l’impact de
l’utilisation des diﬀérents méthodes de sélection des primitives sur la performance
de notre descripteur vs. SIFT, sur les bases d’images de VOC 2005.
(1) 
Sparse Image representation 
(2) 
Bag of features representation  
(3) 
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Figure 3.4.3 – Architecture de l’algorithme Zhang
Algorithme 3.1 Algorithme de Zhang
— Les points d’intérêts dans une image sont détectés par deux détecteurs des
points d’intérêts : Harris -Laplace et Laplacien.
— Les points détectés sont ensuite caractérisés à l’aide de descripteur SIFT.
— Un sous ensemble des descripteurs est ensuite sélectionné aléatoirement de
l’ensemble d’apprentissage. Et un 1000-élément de vocabulaire visuel sont
calculés.
— Chaque image est ainsi représentée par un histogramme décrivant la fré-
quence de chaque mot visuel dans cette image.
— chaque image est enﬁn classiﬁée selon l’objet qu’elle contient, à l’aide du
classiﬁeur SVM non linéaire (noyau de khi-deux).
3.5 Expériences
Pour assurer la cohérence avec les expériences faites dans le chapitre 2, nous
avons conservé l’algorithme de Zhang (voir l’algorithme 3.1) comme référence
pour l’évaluation de notre approche. En analysant les diﬀérentes étapes de cet
algorithme, on observe que la première étape consiste à utiliser les détecteurs de
points d’intérêts. Nous avons montré dans le chapitre 1 que les points extraits par
ces derniers ne sont pas tous utiles à la catégorisation d’images. Dans ce contexte,
nous avons utilisé les systèmes d’attention visuelle comme ﬁltre pour sélectionner
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les points saillants. Dans ce chapitre, nous proposons ce système comme détecteurs
pour extraire les points saillants. Comme le montre la ﬁgure 3.4.3, la deuxième
étape de l’algorithme de Zhang consiste à utiliser les descripteurs pour décrire
les points d’intérêts par des vecteurs de grande dimensionalité. Notre hypothèse
est que les descripteur traditionnels ne sont pas adéquats pour décrire les points
saillants, pour la perception humaine. Ainsi, nous proposons une nouvelle approche
de description hybride perceptuelle représentant la fréquence spatialle des carac-
téristiques perceptuelles calculées à l’aide d’un système d’attention visuelle : le
système Perreira Da Silva. Comme le montre la ﬁgure 3.5.1, après avoir calculé
l’ensemble des decripteurs, le reste de l’algorithme de Zhang reste inchangé.
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Figure 3.5.1 – Système perceptuel proposé
En pratique, Pour chaque niveau de résolution dans le pyramide multi-résolution
Pt,σ, t ∈ {Red(R), Green(G), Blue(B), Y ellow(Y ), Ion, Ioff , O0, O45, O90, O135}
et σ ∈ {1, ..M − 1}, M = 1 + log2(min(H,W ))calculé par Perreira da silva :
— A chaque point saillant, nous avons calculé un histogrammme d’énergie
TEVt,σ basé sur la transformé de Hartley (c.f tableau 3.7) selon l’équation
3.4.3 sur une fenêtre de voisinage de taille 3× 3 .
— En combinant les diﬀérentes valeurs de cet histogramme selon l’équation
3.4.2, la dimension de l’histogramme est réduite de 9 à 6 valeurs quasi-
invariantes aux variations de rotation.
— Pour ce que ce vecteur soit robuste aux variations d’illuminations, ce vecteur
est normalisé selon l’équation 3.4.4.
En combinant les diﬀérents vecteurs calculés pour les 10 pyramides multi-résolutions
(c.f 3.3) à un niveau de résolution σ, un vecteur de dimension 64 est obtenu.
La performance de notre approche est évaluée qualitativement à l’aide des
courbes de ROC illustrées dans la ﬁgure 3.5.2. De plus, une évaluation quantita-
tive a été faite en calculant les mesures : Area under Curve (AUC) déﬁnies dans la
challenge [Everingham 06] et précision déﬁnies dans la challenge [Everingham 10].
Les résultats sont présentés dans le tableau 3.9.
En observant ces résultats, nous pouvons constater que l’utilisation de notre
approche illustrée dans la ﬁgure 3.5.1 a montré une légère baisse de performance
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(diﬀérence moyenne de AUC∼ −2% et diﬀérence moyenne de précision ∼ −3%)
par rapport à l’algorithme originale illustrée dans la ﬁgure 3.4.3.
L’évaluation du temps de calcul de l’algorithme d’INRIA-Zhang est montré dans
le le tableau 3.8. Ce tableau présente le temps de calcul pour chaque étape de
l’algorithme. Toutes les composantes de notre système sont implémentées en C++
et éxécutées sur un ordinateur avec 3,06 GHz Intel core 2 DUO CPU et 4G RAM.
Le résultat a montré qu’en utilisant notre système perceptuel sur les étapes :
contruction des vocabulaires, construction des histogrammes, un gain remarquable
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Figure 3.5.2 – Courbes de ROC représentant la performance de système percep-
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0.92 0.94 0.96 0.90
Précision Reimplement.
de Zhang




0.58 0.80 0.87 0.47
Table 3.9 – AUC/Precision pour chaque classe





Table 3.10 – Moyenne de nombre des descripteurs par images
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3.6 Conclusion
Dans ce chapitre, nous avons proposé une nouvelle approche de description per-
ceptuelle pour les points saillants. Cette approche décrit la fréquence spatialle
des caractéristiques perceptuelles de l’images, calculées à l’aide des systèmes d’at-
tention visuelle. L’évaluation de cette approche sur VOC 2005, a montré qu’en
utilisant notre descripteur pour caractériser les points saillants, ne fait diminuer
que légèrement la performance d’un système de reconnaissance d’objets (diﬀé-
rence moyenne de AUC −2%), alors que le gain en complexité est important (gain
moyen de temps de calcul ∽ 57%). Evidemment, les résultats obtenus dépendent
des transformées utilisées dans le processus de description. L’impact des diﬀèrentes






❏ Les descripteurs utilisés pour la catégorisation d’images sont des vecteurs
de grande dimensionalité.
❏ Les approches proposées pour gérer cette contrainte sont sensibles au
bruit de l’image
Contributions
❏ Proposition d’un descripteur hybride pour décrire les points d’intérêts ou
saillants.
❏ Ce descripteur, de dimension deux fois plus petite que celles proposés
dans l’état de l’art, peut être considéré comme une première étape pour
résoudre la contrainte de « grande dimensionalité » des descripteurs de
reconnaissance d’objets.






Dans ce chapitre, nous présentons les diﬀérentes expérimentations que nous
avons menés pour évaluer nos contributions présentées dans cette thèse : ﬁltrage at-
tentionnel et descripteurs perceptuels. Dans ce contexte, nous avons décidé de tes-
ter nos contributions sur le challenge VOC 2007 [Everingham 10, Everingham 14].
La ﬁgure 4.0.1 montre quelques exemples d’images et d’objets de VOC 2007.
    
    
    
 
Figure 4.0.1 – Exemple d’images utilisées dans VOC 2007
Ce challenge oﬀre une base conçue pour évaluer les performances des systèmes de
reconnaissance d’objets sur une large spectre d’images naturelles. Comme la ﬁgure
4.0.2 le montre, cette base contient 9963 images reparties en 20 Classes : aeroplane,
bicycle, bird, boat, bottle, bus, car, cat, chair, cow, dog, horse, motorbike, person,
sheep, sofa, table, potted plant, train, tv/monitor. Le choix de ces classes a été fait


































Figure 4.0.2 – Les classes de VOC 2007
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systèmes de reconnaissance d’objets en incluant des classes d’objets considérées
comme visuellement similaires, comme : cat et dog.
En 2007, dix-sept algorithmes ont participé à ce challenge. La plupart de ces
algorithmes sont basés sur des variantes de l’approche sac-de-mots visuels. Nous
avons choisi d’utiliser l’algorithme initial OR(I) de l’approche sac-de-mots visuels,
présentée dans [Lazebnik 06] [Sivic 03], et sur lequel la plupart des participants se
sont basés pour dévélopper leurs algorithmes. Comme la ﬁgure 4.0.3 le montre, cet
















































Figure 4.0.3 – Algorithme référence pour la reconnaissance d’objets
1. Sélection des régions d’intérêts : consiste à extraire les points considérés
comme pertinents à l’aide de détecteurs de points d’intérêts. Aﬁn de garder
la cohérence entre les chapitres, les mêmes détecteurs ont été utilisés dans
tous les chapitres : Harris-Laplace pour l’extraction des contours et Laplacien
pour la détection des blobs (c.f. chapitre 2).
2. Description des régions d’intérêts : comme dans l’algorithme de Zhang, les
régions/points extraits sont caractérisés à l’aide de descripteurs SIFT (voir
chapitre 2 ).
3. Représentation des régions : consiste à calculer des histogrammes représen-
tant le sac-de-mots visuels à partir du vocabulaire visuel donné. Elle est
composée de deux étapes :
a) construction du vocabulaire visuel : un sous-ensemble des descripteurs
est aléatoirement sélectionné dans les classes, à partir de l’ensemble d’ap-
prentissage. Ensuite, 4000-mot de vocabulaire sont calculés à l’aide des
k-moyennes.
b) construction des histogrammes : étant donné un ensemble de descripteurs
x1, ..., xk extraits d’une image, chaque descripteur est assigné à un mot
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visuel du manière que qki = argmink||xi − µk||. Ainsi, un vecteur positif
fhist ∈ Rk est déﬁni par [fhist]k = |i : qi = k|.
4. Représentation d’images : consiste à représenter l’image par un histogramme
spatial des mots visuels, calculé à partir de certains vecteurs fhist. Elle
consiste en deux étapes :
a) spatial pyramid : consiste à diviser l’image selon une grille de 1 × 1,
3×1(3 bandes horizontales) et 2×2 ( 4 quadrants verticales), en 8 régions
spatiales. Pour chaque région, fhist est calculé et une normalisation de
type L1 est appliquée.
b) spatial pooling : aﬁn de calculer la représentation d’images, une aggréga-
tion est appliquée. Par conséquent, la représentation est une association
additive des fhist.
5. Classiﬁcation : après avoir calculé la représentation d’images, une map khi-
deux est appliquée à la représentation d’images. Pour que ce représentation
soit utilisable par la méthode de classiﬁcation SVM linéaire proposée par
[Chatﬁeld 11], une normalisation L2 est appliquée.
Dans la suite, nous présentons les diﬀérentes expérimentations que nous avons
mené pour évaluer nos contributions, sur à l’aide de l’algorithme de catégorisation
d’images, présentés ci-dessus.
4.1 Filtrage attentionnel :
Dans cette section, on présente les diﬀérentes évaluations de notre proposition
consistant à combiner un système d’attention visuelle avec un système de recon-
naissance d’objets (c.f. ﬁg 4.1.1). Nous avons montré dans [Awad 12] que le ﬁltrage
utilisant l’architecture attentionnelle proposée par Perreira da silva, de 60% des
points d’intérêts (extraits par Harris-Laplace et Laplacien) ne fait que diminuer
que légèrement la performance d’un système de reconnaissance d’objets. Partant
de ces résultats, nous proposons d’étudier l’impact des diﬀérents modèles d’at-
tention visuelle, illustrés dans le tableau 4.1, sur la performance d’un système de
reconnaissance d’objets. Comme mentionné ci-dessus, nous avons choisi le système
OR(I) comme référence pour la reconnaissance d’objets.
4.1.1 Evaluation des systèmes d’attention visuelle sur VOC
2007
Nous avons évalué 13 systèmes d’attention visuelle sur VOC 2007, en collabo-
ration avec l’université Polytechnique de Mons. Ces modèles sont présentés dans
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Figure 4.1.1 – Architecture de notre modèle
le tableau 4.1. Nous avons utilisé les modèles qui générent une carte de saillance
comme sortie, et qui sont fournies par l’université de Mons. La ﬁgure 4.1.2 montre
un exemple de carte de saillance générée par ces diﬀérents modèles. En suivant la
même démarche que celle mentionnée dans la section 2.3, nous avons obtenu 13
systèmes de ﬁltrage. Comme la ﬁgure 4.1.1 le montre, chacun d’entre eux repose
sur la combinaison d’un des modèles d’attention visuelle montrés dans le tableau
4.1 avec le système de référence de la reconnaissance d’objets. La performance de
notre approche est évaluée par Average Précision (AP) déﬁni dans la procédure
du VOC [Everingham 10]. Dans la suite, nous allons présenter l’impact du modèle
d’attention visuelle étudié sur le taux de réduction des points d’intérêts (τ).
Impact des modèles d’attention visuelle sur le taux de réduction des points
d’intérêts
Dans cette section, nous étudions le taux de réduction des points d’intérêts, en
fonction du seuil ξ, pour chaque modèle d’attention visuelle. Les résultats sont
montrés dans la ﬁgure 4.1.3. Partant de ces résultats, nous pouvons catégoriser les
modèles, selon la croissance de τ , en deux grandes familles :
— réduction logistique des points d’intérêts : le taux de réduction des points
d’intérêts est constant à partir d’une certaine valeur de seuil. Par exemple,
comme la ﬁgure 4.1.3 le montre, pour le modèle AWS, le taux de réduction
des points d’intérêts ne change pas (τ = 67% ) à partir de ξ = 50.
— réduction linéaire des points d’intérêts : le taux de réduction des points d’in-
térêts est presque linéaire. Par exemple pour le modèle proposé par Itti, avec
un seuil ξ = 0, le taux de réduction est 0%. Ce dernier augmente jusqu’au
100% dans le cas, où le seuil est égale à ξ = 255.
93
Chapitre 4 Applications
Modèle d’attention visuelle Acronym Description
Attention based on information
Maximization [Bruce 06]
AIM Ce modèle calcule l’entropie pour des régions d’images. Ces régions




AWS Ce modèle extrait les cartes de caractéristiques : couleur,
illuminosité et orientation. une Principal Component Analysis
(PCA) est appliqué et une carte de saillance est calculée
Saliency estimation using region
covariances [Erdem 13]
COVSAL Ce modèle calcule la carte de saillance en se basant sur la matrice de
covariances des régions dans l’image.
Dynamic visual attention
[Hou 08]
DVA Ce modèle considére que la saillance est liée à la rareté de régions
dans l’image. Ces régions sont détectés en calculant leurs max
Incremental Length Coding
Graph based visual saliency
[Harel 06]
GBVS Ce modèle extrait les cartes de caractéristiques. Une chaine de
Markov est appliquée sur des graphes connectés les régions dans les
cartes.
Feature based saliency model
[Itti 98]
Itti Ce modèle est composée de 3 étapes : extraction des cartes de
caractéristiques, inhibition centre-périphériques, fusion des cartes de
caractéristiques.
Visual saliency based on lossy
coding [Yin Li 09]
Lossy
Coding
Ce modèle est basée sur le calcul de l’entropie conditionnel à partir
de lossy coding length of mutlivariate Gaussian data
Non parametric low-level
saliency model [Murray 11]
Murray Ce modèle est composée de 3 étapes : calcul des cartes de
caractéristiques multi-échelles, une inhibition centre périphérique
calculée en apprenant GMM sur des données occulométriques. fusion
des informations multi-échelles en inversant la trasformée
d’ondelettes.
Rarity based saliency detection
[Riche 13, Riche 12]
RARE2012 Ce modèle est composée de 3 étapes : extraction des cartes de
caractéristiques, détection les régions rares, locales et globales dans
les images. Ces informations sont fusionnées pour calculer la carte de
saillance
Saliency detection by self
resemblance [Seo 09b, Seo 09a]
SEO Ce modèle est composée de 2 étapes : utilisation des noyaux de
régressions locales comme cartes de caractérsitiques. utilisation d’un
noyau non paramètrique estimant la densité des caractéristiques
pour calculer la carte de saillance




Ce modèle est basé sur le calcul d’une signature représentant
l’image. leur signature est calculé à partir d’un descripteur simple
approximant le premier plan de l’image.
Saliency using natural image
statistics [Zhang 08, Kanan 10]
SUN Ce modèle est composée des 2 étapes : calcul des cartes des
caractéristiques à l’aide de DoG. une Independant Component
Analysis (ICA) est appliquée pour calculer la carte de saillance
Saliency detection by using local
feature [Tavakoli 11]
Tavakoli Ce modèle utilise l’approche bayésienne pour estimer la carte de
saillance. Une région est saillance si elle est statistiquement
discriminate par rapport à l’arrière plan
Sparse sampling and kernel
density saliency estimation
[Torralba 06]
Torralba Ce modèle est basé sur l’estimation de contraste locales dans l’image
à l’aide de l’approche bayésien. La distribution utilisé est calculé à
l’aide échantillonnage creux et l’estimation de noyau de densité
Prey/predator visual attention
system [Perreira Da Silva 10]
Perreira da
silva
Ce modèle est composé des deux étapes : calcul des cartes de
caractéristiques. un système proies/prédateurs est utilisé pour
fusionner les cartes calculées afin de fournir la carte de saillance à la
sortie.
Table 4.1 – Modèles d’attention visuelle
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Figure 4.1.3 – Pourcentage de réduction des points d’intérêts en fonction des
valeurs de seuil
Evaluation des modèles d’attention visuelle en terme de reconnaissance
d’objets :
Les résultats de AP sont montrés sous formes de diagrammes dans les tableaux
4.3, 4.4, 4.5, 4.6, 4.7. En se Basant sur ces résultats, on peut déduire que les
résultats de notre approche en appliquant les diﬀérents modèles dépendent de la
classe d’objet à reconnaitre :
— Pour les classes : aeroplane, bird, bus, car, chair, horse, motorbike, person,
train, tv/monitor, la meilleure performance est obtenue en appliquant notre
approche sur le modèle de Signature Sal (ξ = 0 et τ = 0.01%).
— Pour les classes bicycle et boat, la meilleure performance est obtenue en
appliquant notre approche sur AIM (ξ = 0 and τ = 1%).
— Pour la classe bottle, la meilleure performance est obtenue en appliquant
notre approche de ﬁltrage sur Lossy Coding (ξ = 0 and τ = 1%).
— Pour les classes cow, dining table, et sheep, la meilleure performance est
obtenue en appliquant notre approche de ﬁltrage sur RARE (ξ = 0 and
τ = 0%).
— Pour les classes cat et sofa, la meilleure performance est obtenue en appli-
quant notre approche sur SUN (ξ = 0 and τ = 0%).
— Pour la reste (dog et potted plant), la meilleure performance est obtenue en
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appliquant notre approche sur TAVAKOLI (ξ = 0 and τ = 22%).
Malheureusement, nous n’avons pas pu faire une comparaison générale pour toutes
les classes, étant donné que le taux de réduction des points d’intérêts varie en
fonction du modèle utilisé. Par contre, comme le tableau 4.2 le montre, nous avons
eﬀectué une comparaison des modèles selon des tranches de taux de réduction des
points d’intérêts. Partant de cette catégorisation, nous pouvons déduire que
— pour ξ = 0 :
— τ ∈ [0% − 1%], la meilleur performance est obtenue en utilisant SEO
(τ = 1% et perte de performance = 0, 72%)
— τ ∈ [10% − 20%], la meilleur performance est obtenue en utilisant AWS
(τ = 18% et perte de performance = 2, 83%)
— τ ∈ [20%−30%],la meilleur performance est obtenue en utilisant Tavakoli
(τ = 22% et perte de performance = 3, 66%)
— τ > 30%, la meilleur performance est obtenue en utilisant Murray (τ =
54% et perte de performance = 10, 54%)
— pour ξ = 50
— τ ∈ [0%− 10%], la meilleure performance est obtenue en utilisant AIM (
τ = 3, 67% et perte de performance = 0, 09%)
— τ ∈ [20%− 30%], la meilleure performance est obtenue en utilisant Itti (
τ = 20, 80% et perte de performance = 1, 86%)
— τ ∈ [30%− 50%], la meilleure performance est obtenue en utilisant Lossy
Coding ( τ = 39, 72% et perte de performance = 7, 75%)
— τ ∈ [50%−70%], la meilleure performance est obtenue en utilisant Murray
( τ = 67, 01% et perte de performance = 12, 44%)
— τ ∈ [70% − 100%], la meilleure performance est obtenue en utilisant
COVSAL ( τ = 90, 46% et perte de performance = 22, 48%)
— pour ξ = 100
— τ ∈ [40%− 60%], la meilleure performance est obtenue en utilisant Tor-
ralba ( τ = 54, 12% et perte de performance = 9, 35%)
— τ ∈ [60% − 80%], la meilleure performance est obtenue en utilisant
RARE2012 ( τ = 76, 01% et perte de performance = 19, 54%) et GBVS
( τ = 71, 12% et perte de performance = 13, 85%)
— τ ∈ [80% − 100%], la meilleure performance est obtenue en utilisant
COVSAL ( τ = 90, 46% et perte de performance = 22, 48%)
— pour ξ = 200
— τ ∈ [90%−100%],la meilleure performance est obtenue en utilisant COV-
SAL (τ = 90, 46% et perte de performance = 22, 48%)
— τ ∈ [60%−80%],la meilleure performance est obtenue en utilisant GBVS
(τ = 71, 12% et perte de performance = 13, 85%)
— τ < 60%, la meilleure performance est obtenue en utilisant Torralba
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(τ = 54, 12% et perte de performance = 9, 35%)
Dans cette section, nous avons décidé d’étudier le comportement des systèmes d’at-
tention visuelle, en fonction de leur ﬁltrage des points extraits par des détecteurs
géométriques. De plus, nous avons étudié leurs impacts sur la performance d’un
système de reconnaissance d’objets. Bien qu’on n’ait pas pu déterminer quel est le
meilleur système, nous avons pu évaluer les diﬀérents systèmes, en se basant sur
deux critères :
— la classe d’objets
— l’ensemble du pourcentage des points ﬁltrés, illustré dans le tableau 4.2 et le
seuil ξ.
Dans la suite, nous allons présenter l’évaluation de notre approche de description
consistant à décrire l’aspect fréquentielle des caractéristiques calculées par les sys-
tèmes d’attention visuelle, pour des régions considérées comme pertinentes dans
l’image.
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seuil modèles tranches de τ perte de performance
ξ = 0








Murray > 30% 10%
ξ = 50
AIM, SUN [0%− 10%] 1, 4%
Itti, SEO, Signature Sal [20% 4%








AIM [0%− 20%] 1, 4%
SUN [20%− 40%] 9, 22%














AWS, GBVS, Murray [60%− 80%] 15%
Torralba < 60% 9%




















































Table 4.3 – AP(en%) représentant la performance du système avec/sans notre ap-
proche de filtrage basé sur les modèles d’attention visuelle pour chaque
classe en VOC 2007-1
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Table 4.4 – AP(en%) représentant la performance du système avec/sans notre
approche de ﬁltrage basé sur les modèles d’attention visuelle pour

























































Table 4.5 – AP(en%) représentant la performance du système avec/sans notre ap-
proche de filtrage basé sur les modèles d’attention visuelle pour chaque
classe en VOC 2007-3
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Table 4.6 – AP(en%) représentant la performance du système avec/sans notre ap-
proche de filtrage basé sur les modèles d’attention visuelle pour chaque





















































Table 4.7 – AP(en%) représentant la performance du système avec/sans notre ap-
proche de filtrage basé sur les modèles d’attention visuelle pour chaque
classe en VOC 2007-5
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4.2 Descripteur perceptuel :
Dans cette section, nous évaluons notre approche de description perceptuelle
décrivant l’aspect fréquentielle de certaines caractéristiques considérées comme
perceptuelles dans le domaine de l’attention visuelle (voir section 3.4.4).
4.2.1 Evaluation de performance de notre approche de
description en fonction de la transformation choisie :
Comme mentioné dans le chapitre 3, dans notre approche de description, nous
calculons l’énergie texturelle en se basant sur certains transformées. Nous compa-
rons les diﬀérents transformées (Hartley, DST, DCT) en fonction de leur capacité à
reconnaitre un objet. Nous nous intéressons seulement aux transformés séparables
étant donné leurs avantages computationnels (voir section 3.4.4). Comme men-
tionné dans l’introduction, nous utilisons le système OR(I) comme référence pour
la reconnaissance d’objets (c.f. ﬁg 4.0.3). Les résultats sont illustrées dans la ﬁgure
4.2.1. En observant les résultats, nous pouvons conclure que notre approche de












 descripteur perceptuel 
basé sur la transformée de 
Hartley 
descripteur perceptuel 
basé sur la transformée de 
DST 
descripteur perceptuel 
basé sur la transformée de 
DCT 
Figure 4.2.1 – AP(en%) représentant la performance du système avec/sans notre
approche de description pour chaque classe en VOC2007
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Dans la suite, nous allons présenter l’évaluation de notre approche de description
basé sur la transformée de Hartley, vis-à-vis de SIFT.
4.2.2 Evaluation du descripteur proposé sur des représentations
d’images intégrant des informations géométriques
Cette section présente le protocole expérimental utilisé pour comparer notre
descripteur vis à vis SIFT sur les bases d’images de VOC 2007. Par ailleurs, nous
voulons tester notre hypothèse reposant sur le fait que les descripteurs traditionnels



































Figure 4.2.2 – Architecture de système de reconnaissance d’objets
Comme la ﬁgure 4.2.2 le montre, dans cette évaluation, nous étudions l’im-
pact des diﬀérentes méthodes de sélection de régions d’intérêts mentionées dans
la section 1.2 : grille dense, détecteurs des points d’intérêts (Harris-Laplace et La-
placien), détecteur basée saillance (système de Perreira), sur la performance du
système de reconnaissnace d’objets OR(I), présenté dans la ﬁgure 4.0.3, utilisant
soit SIFT soit notre descripteur proposé pour représenter les points extraits. Le
reste de l’algorithme est inchangé. Les résultats sont montrés dans le tableau 4.8.
En nous basant sur cette résultat, nous pouvons conclure que :
— Pour les détecteurs traditionnels (Harris-Laplace et Laplacien, grille dense),
nous avons eu que 5% de perte en moyenne sur les performances malgré le
fait que le dimension de notre descripteur soit égale à le moitié de celle du
SIFT, provoquant ainsi un gain en temps de calcul et en mémoire,
— Pour le détecteur basé saillance, nous avons obtenu 9% de gain de perfor-
mance en utilisant notre descripteur par rapport à SIFT.
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Ces résultats valident notre hypothèse reposant sur la fait que notre descripteur
peut être considéré comme une première étape pour résoudre les problèmes de
complexité des algorithmes de reconnaissance d’objets en temps de calcul et en
mémoire. De plus, en utilisant notre descripteur, nous décrivons les points extraits
en nous basant sur des caractéristiques essentielles à la perception humaine, et en
même temps à la reconnaissance d’objets : couleur, orientation.
4.2.3 Evaluation de système perceptuel sur la base de bande
dessinée
A notre connaissance, il n’existe pas de travaux spéciﬁque, qui s’intéressent à
l’analyse automatique de style picturaux dans la bande dessinée. Par contre, de
nombreux travaux se sont intéressés à la reconnaissance de styles dans la peinture
[Condorovici 13, Shamir 10]. Les techniques utilisées pour réaliser cette tâche em-
pruntent au cadre général de la classiﬁcation d’images. Le processus de traitement
est le suivant : des méthodes d’extraction et de description des primitives permet-
tant de fournir de signature de chaque image ; un ensemble d’images dont le style
est connu a priori est utilisé pour apprendre un classiﬁeur qui, si son pouvoir de
généralisation est suﬃsant, sera capable de reconnaître le style de toute image à
partir de sa signature. Dans ce cadre, nous nous proposons d’utiliser les méthodes
de reconnaissance d’objets pout reconnaitre à quel album de bande dessinée ap-
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Figure 4.2.3 – algorithme de reconnaissance d’objets
Pratiquement, nous avons évalué l’impact des méthodes d’extraction et de des-
cription des primitives sur la capacité du système OR(I), présenté dans la ﬁgure
0.0.1, à reconnaitre à quel album appartient une case de bande dessinée. Dans ce


















descripteur aeroplane bike bird boat bottle bus car cat chair cow
Grille
dense
SIFT 69.,58 56.28 40.63 64.17 24.56 69.63 75.06 56.71 49.19 38.90
descripteur
proposé




SIFT 61.45 48.21 37.76 51.27 21.34 47.30 65.60 46.16 41.45 31.62
descripteur
proposé




SIFT 19.17 10.51 17.34 7.51 6.15 9.35 26.55 21.14 13.12 13.33
descripteur
proposé







dog horse moto persons potted
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SIFT 50.54 36.79 75.69 63.59 81.51 26.55 45.21 46.78 74.36 50.10
descripteur
proposé




SIFT 35.85 28.37 67.62 50.95 73.06 15.21 29.74 22.51 62.95 37.12
descripteur
proposé




SIFT 5.46 21.65 21.64 18.90 50.78 6.22 3.72 7.41 10.28 10.28
descripteur
proposé
12.96 24.96 36.38 23.72 63.32 20.03 11.03 12.94 32.72 21.36
Table 4.8 – Evaluation du descripteur proposé et du SIFT avec diﬀérentes méthodes d’extraction de primitives,
sur les performances d’un algorithme de catégorisation d’images (AP en %) 10
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4.2 Descripteur perceptuel :
— ORGG(I) : algorithme basé sur des approches purement géométriques (Harris-
Laplace, Laplacien comme méthode d’extraction des primitves et SIFT comme
méthode pour les décrire) .
— ORGP (I) : algorithme basé sur la description perceptuelle, des points extraits
par des approches géométriques (Harris-Laplace, Laplacien comme méthode
d’extraction des primitves et notre descripteur perceptuel comme méthode
pour les décrire).
— ORPG(I) : algorithme basé sur l’utilisation des approches géométriques pour
décrires des points extraits par des méthodes perceptuelles (système de Per-
reira da silva comme méthode d’extraction des primitves et SIFT comme
méthode pour les décrire).
— ORPP (I) : algorithme basé sur des approches purement perceptuelles pour
l’extraction et la description des primitives (système de Perreira da silva
comme méthode d’extraction des primitves et notre descripteur perceptuel
comme méthode pour les décrire)
    
    
    
 
Figure 4.2.4 – Exemples des cases dans ebthèque
Ces 4 algorithmes ont été évalués sur ebdthèque [Guérin 13] : une des premières
bases de bande dessinées, construite au sein du laboratoire L3i, pour combler
la non-existence d’une vérité terrain de bande dessinées dans la littérature. La
vérité terrain de cette base est constituée de 100 pages de diﬀérents albums de
bande dessinées. Les albums desquels sont tirés les 100 pages diﬀèrent par la date
de publication, l’origine (français, japonais) ainsi que le style (franco − belge,
japonais). En général, chaque page dans ces albums est composée d’un ensemble
de cases (∽ 8 cases), de bulles (∽ 10 bulles) , et de lignes de texte (∽ 46 lignes).
Pour notre évaluation, nous avons choisi de tester nos algorithmes sur un sous
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ensemble de cette base, composé de 11 albums de diﬀérentes bandes dessinées :
chaque album représente un ensemble de 100 cases, parmi lesquelles 50 cases ont












Figure 4.2.5 – AP (en %) représentant la performance des diﬀérents systèmes de
catégorisation d’images pour chaque album en ebdthèque
Pour mieux comprendre les résultats, nous avons calculé le Mean Average Pre-
cision (MAP) pour chaque algorithme. Le tableau 4.9 montre pour chaque algo-
rithme, la méthode d’extraction et de description de primitives utilisée, le nombre
de vecteurs de caractéristiques extraits, et le MAP. Partant de ces résultats, nous
pouvons déduire que ORGP (I) est la plus performant, cependant, il extrait beau-
coup de vecteurs de caractéristiques et par conséquent, la complexité en temps de
calcul et en allocation mémoire est importante. Néanmmoins, il est intéressant de
mentionner que bien que ORPP (I) génére beaucoup moins de vecteurs de caracté-
ristiques que ces derniers, seulement une légère baisse de performance est obtenue
































1795× 128 7180× 60 300× 128 929× 60
MAP 93% 94% 77% 90%
Table 4.9 – Résultats pour chaque algorithme de catégorisation d’images
4.3 Conclusion
Nous avons montré dans ce chapitre, les diﬀérentes expérimentations que nous
avons faites pour évaluer nos deux contributions : le ﬁltrage attentionnel et le des-
cripteur perceptuel. Dans ce contexte, nous avons évalué la capacité des diﬀèrents
modèles d’attention visuelle à maintenir la capacité d’un système de reconnais-
sance d’objets. Nous avons montré qu’en appliquant notre approche de ﬁltrage
attentionnel sur les points d’intérêts extraits par des détecteurs géométriques, le
pourcentage des points ﬁltrés a varié en fonction des deux paramètres : ξ et le
modèle d’attention visuelle utilisé. De plus, bien qu’on n’ait pas pu comparer les
modèles d’attention visuelle en termes de performances, on les a comparé en fonc-
tion des tranches de pourcentages de réduction des points d’intérêts, et en fonction
de la classe d’objets à détecter.
Pour la deuxième contribution, nous avons choisi d’évaluer les diﬀérentes trans-
formées sur lesquels on se base dans notre approche de description. Dans ce
contexte, nous les avons évaluées expérimentalement en termes de performances
pour la catégorisation d’images. Nous avons montré qu’Hartley était la meilleure
transformée à utiliser dans notre approche. De plus, Nous avons montré l’impact
des méthodes de sélection des primitives sur la performance de notre approche
de description et sur celle utilisant SIFT pour catégoriser les images. Nous avons
montré que bien que la dimension de notre approche de description soit égale à la
moitié de celle de SIFT, la performance du système de catégorisation d’images n’a
que légèrement baissé ( MAP ∽ 5% ).
De plus, nous avons évalué les diﬀérents approches d’extraction et de description
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de primitives (géométrique et perceptuelles), en termes de capacité de reconnaitre
à quel album appartient un extrait d’images, sur une base plus spécialisée : ebd-
thèque. L’expérimentation a montré que le système basé sur des approches pu-
rement perceptuelles, n’a montré qu’une légère baisse de performance (diﬀèrence





❏ Les diﬀérents méthodes dans VOC 2007 sont basées sur des variantes de
l’approche sac-des-mots visuels.
❏ La non-existence de travaux spéciﬁques qui s’intéressent à l’analyse au-
tomatique de style picturaux dans la Bande dessinée.
Contributions
❏ Proposition d’une nouvelle méthode pour l’évaluation de modèles d’at-
tention visuelle.
❏ Utilisation des systèmes de catégorisation d’images basés sur des ap-






Le but de cette thèse était de proposer une chaine perceptuelle de reconnaissance
d’objets, moins complexe au niveau du temps de calcul et de l’allocation mémoire.
Notre cahier des charges déﬁnissait deux propriétés principales :
— sémantique : le système proposé doit se baser sur une analyse intelligente du
contenu de la scène, proche de notre perception.
— vitesse : l’analyse devait être eﬃciente, de manière qu’il respecte la compro-
mis temps de calcul/ qualité d’information.
Bilan des travaux effectués
Pour respecter ces propriétés, nous avons mené notre étude en deux étapes. La
première étape consistait en une analyse des modèles de reconnaissance d’objets
existants. Nous avons tout d’abord étudié les diﬀérentes techniques utilisées pour
chaque étape dans le processus de reconnaissance d’objets, aﬁn d’établir un en-
semble des critères (dérivés également de notre cahier des charges) permettant de
gérer les contraintes présentées lors de l’utilisation de ces techniques. Pour étudier
ces contraintes, nous avons présenté une taxonomie des diﬀérentes étapes d’un al-
gorithme générique pour la reconnaissance d’objets. De plus, nous avons présenté
une analyse des diﬀérentes techniques et méthodes proposées ( avantages et in-
convénients). Partant de cette analyse, nous avons pu déterminer les parties sur
lesquelles on devait se concentrer dans un algorithme de reconnaissance d’objets
pour respecter les critères déﬁnies dans le cahier de charge. Dans ce contexte, nous
avons choisi de nous concentrer sur les deux premières parties d’un système de
reconnaissance d’objets (extraction des primitives, description de ces primitives).
Pour l’étape d’extraction des primitives, nous avons proposé un système de
ﬁltrage basé sur les modèles d’attention visuelle. Ces systèmes ont comme objectif
de détecter les régions qui attirent notre attention. Ainsi, notre approche de ﬁltrage
consiste à sélectionner les points les plus proches de notre perception, à partir
des points extraits par des détecteurs géométriques. Notre approche a été évaluée
en termes de performances à reconnaitre des objets. Dans ce cadre, nous avons
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montré que le ﬁltrage de 60% des points d’intérêt (extraits par Harris -Laplace et
Laplacien) n’a que légèrement baissé par rapport aux performances d’un système
de reconnaissance d’objets.
De plus, nous avons utilisé notre approche pour mesurer la capacité des diﬀérents
modèles d’attention visuelle à maintenir la capacité d’un système de reconnaissance
d’objets. En calculant le pourcentage des points ﬁltrés, nous avons observé que le
pourcentage calculé a varié en fonction du modèle utilisé, et la classe d’objets à
détecter. Partant de cette observation, nous avons proposé une nouvelle catégo-
risation pour les systèmes d’attention visuelle en fonction de la croissance de la
réduction des points d’intérêts : ﬁltrage logistique (à partir de certains niveaux
de gris, la réduction des points d’intérêts ne change pas), réduction linéaire (le
pourcentage de réduction des points d’intérêts suit une progression linéaire).
Pour la deuxième étape de description des primitives, nous avons proposé une
nouvelle approche de description consistant à caractériser l’aspect fréquentielle de
certaines caractéristiques perceptuelles : couleur, orientation, intensité. Nous avons
évalué notre approche vis-à-vis de SIFT selon les méthodes d’extraction de pri-
mitives utilisées : détecteurs géométriques, grille dense et détecteur basé saillance
(système d’attention visuelle), en termes de performances à reconnaitre des objets.
Nous avons montré qu’en utilisant notre descripteur dont la dimension est égale à
la moitié de celle de SIFT, la performance d’un système de reconnaissance n’a que
légèrement baissée.
Nous avons eﬀectué une autre évaluation de notre approche de description sur
une base spéciﬁque de bande dessinée. Cette base a été construite au sein de notre
laboratoire et proposée aux algorithmes de détection de bandes dessinées pour
tester leur performance. Nous avons été curieux de tester une chaine perceptuelle
pour la reconnaissance d’objets : détecteur basé saillance (système d’attention
visuelle temps réel), notre approche de description, construction de représentation
d’images (sac -de mots visuelles et construction d’histogrammes), classiﬁcation.
Nous avons montré que notre système a été capable de catégoriser les cases des
bandes dessinée selon leurs albums.
Apports, limites et perspectives
La chaine proposée pour la reconnaissance d’objets répond au cahier des charges
que nous avions ﬁxé :
— Notre chaine est perceptuelle. Les points utilisés dans notre chaine percep-
tuelle sont ou bien détectés ou bien ﬁltrés par un système d’attention visuelle.
Ces systèmes ont comme objectif d’étudier la capacité humaine de sélection
et d’extraction des informations pertinentes, par rapport à notre perception.
Ainsi, les points utilisés sont à la fois pertinents pour la reconnaissance d’ob-
jets et proche de notre perception.
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— Notre chaine est eﬃciente. Nous avons essayer de gérer les contraintes de
complexité en temps de calcul et en allocation mémoire pour les systèmes
de reconnaissance d’objets. Dans ce cadre, nous avons proposé un système
de ﬁltrage pour diminuer le nombre de points détectés par les méthodes
d’extraction de primitives, en maintenant quasiment la même performance
des systèmes de reconnaissance d’objets. De plus, nous avons proposé une
nouvelle approche de description dont la dimension de ses vecteurs est égale
à la moitie de celle des descripteurs proposés dans l’état de l’art.
Notre approche est cependant limitée sur un nombre de points, que nous décrivons
dans la suite. Nous avons vu dans le chapitre 2 que notre approche de ﬁltrage est
basée sur la carte de saillance calculée par les systèmes d’attention visuelle. Nous
pensons qu’il serait intéressant de développer une nouvelle approche de détection
qui réponde à la fois aux objectifs des systèmes d’attention visuelle et ceux de la
reconnaissance d’objets. Notre proposition s’appuie sur l’étude faite par [Dave 12]
qui a montré qu’il y a une faible corrélation entre les points d’intérêts détectés et
les ﬁxations de l’oeil humain.
De plus, nous avons présenté dans le chapitre 3, une nouvelle approche de des-
cription perceptuelle. Cette approche a l’avantage de calculer des vecteurs de ca-
ractéristiques ayant une dimension beaucoup moindre que celles de l’état de l’art.
Cependant, notre approche génère pour une image des vecteurs de caractéristiques
plus nombreux que celles générés par l’état de l’art. Il serait intéressant d’étudier
comment sélectionner le niveau de résolution le plus adapté pour caractériser le
contenue d’une région d’intérêt sans perte d’information.
Enﬁn, une perspective plus générale concerne la réalisation d’un système de
reconnaissance d’objets interactif, adapté aux besoins des utilisateurs [Picard 08]
[Picard 12][Gorisse 11]. On pourrait bénéﬁcier de l’utilisation de plusieurs cartes de
caractéristiques dans notre approche de description aﬁn de pondérer celle qui est la
plus pertinente pour reconnaitre un objet donné. Pour accomplir cette perspective,
on pourrait s’inspirer des solutions mises en oeuvre dans le domaine du Machine
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A.1 détecteurs de contours
A.1 détecteurs de contours
Détecteur Définition Avantages Inconvénients
Harris
[Harris 88]
-Basé sur la matrice
d’auto-corrélation
-Pratiquement, pour





















-Le facteur « échelle » est

















- Des régions de forme





être eﬀectuée pour les
rendre de forme circulaire.
-Ré-détecter les nouvelles
locations et les échelles des
points d’intérets
-Retourner à l’étape 2 si les
valeurs propres de la
matrice d’auto-corrélation
pour les nouvelles régions









Table A.1 – Détecteur Harris et ses variants
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A.2 détecteurs des blobs
Détecteur Description Avantages Inconvénients
Héssien [Beaudet 78] -Basé sur l’expansion de
Taylor d’ordre deux, en
particulier sur la matrice
Héssienne
-Pratiquement, pour
détecter les blobs, on utilise






























- Les régions d’intérêts sont
détectées par
Héssien-Laplace
- Le reste de l’algorithme





Table A.2 – Détecteur Héssien et ses variantes
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A.3 Détecteurs des régions
A.3 Détecteurs des régions
Détecteur Description Avantages Inconvénients
MSER
[Matas 02]
- Les régions de MSER
sont extraites grâce à
l’algorithme de
segmentation connu par «
wateshed like segmentation
»
-Le MSER remplace ces
régions par des ellipses
ayant les mêmes moments
géométrique d’ordre n ou























Il traite les problèmes de
détection de régions dont
les frontières sont bruités,
en se basant sur des régions
dites « isophotes ».





B.1 Descripteurs basés sur la distribution
B.1.1 SIFT
Algorithme B.1 algorithme SIFT
1. Un histogramme de direction des gradients locaux de dimension r est calculé
autour du point d’intérêt dans un voisinage qui varie en fonction de l’échelle
du point. Les pics dans cet histogramme correspondent aux orientations do-
minantes. Ainsi, chaque point d’intérêt est donc déﬁni par 4 paramètres x,
y, σ (échelle) et θ (orientation).
2. Une région d’intérêt centré autour du point d’intérêt, et orientée selon θ est
divisée en n ∗ n blocs. Dans chaque bloc, un histogramme des orientations
des 8 intervalles est calculé.
3. Pour éviter les eﬀets de bord qui peuvent être produit par le changement
de l’orientation de la région d’intérêt, une interpolation linéaire est utilisée
pour propager le gradient local dans les cases voisines.
4. Le gradient local est ensuite doublement pondéré par l’amplitude et par une
fenêtre gaussienne de taille 1.5σ centrée autour le point.
5. Une normalisation est eﬀectué pou rendre ce descripteur robuste aux chan-
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