













This thesis studies how stock splits on the Nasdaq Composite Index between 2001-2019 affect the abnormal 
returns around the announcement day. Furthermore, it also examines which factors may explain the abnormal 
returns. Four hypotheses are constructed and then tested by using an event study and a regression model. The 
result from the event study shows significant abnormal returns of 2.24% in a 7-days period, and 2.64% in a 11-
days period. The results also suggest that liquidity has a significant negative effect on the abnormal return for 
firms with low market value. This implies that US firms of low liquidity, high levels of asymmetric information, 
and low market value have higher positive abnormal returns around the stock splits than those firms of high 
liquidity, low levels of asymmetric information, and high market value. Thus suggesting that liquidity can proxy 
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In this section, the topic of the research is introduced and problematized. The background, 
purpose, hypotheses and the outline for this thesis will also be presented.  
 
1.1 Background and problem discussion 
 
Over the spectrum of research in finance, academics have tried to figure out the motives 
behind stock splits. A stock split is a way to increase the number of shares in the market and 
put downward pressure on the price, without restructuring the cashflow or the market value of 
the firm and the stockholder’s ownership. Since stock splits do not change the fundamental 
value of the firm, such events are to be considered as cosmetic strategies for the firm 
(Brennan and Copeland,1988)   
 
However, in July 2020, Apple announced a 4 to 1 stock split, which means that each existing 
shareholder received 3 new shares per 1 existing. 2 weeks later, Tesla also announced a stock 
split but with a 5 to 1 ratio. Both shares gained significantly after the announcements, with 
Tesla returning over 70% in the 20 consecutive days of the announcement and Apple 
returning over 30% (Reuters, 2020). Although these cases are extreme, the relationship 
between stock splits and abnormal returns are a far-reaching and well-documented 
phenomenon. 
 
During the years of research in stock splits, different theories have emerged which contradict 
that stock splits are to be seen only as a cosmetic strategy. The fundamental contradiction is 
based on the fact that firms that announce a stock split can earn excess returns, and that there 
are therefore other incentives that firms can benefit from (Fama et al., 1969). Excess returns 
refer to the return that cannot be explained by the market and are defined as abnormal returns 
(MacKinlay, 1997). 
 
There seem to be several reasons for the occurrence of abnormal returns during stock splits. In 
the literature, there are mainly 3 theories that seem to explain the anomaly that occurs in stock 
splits. These are the signalling hypothesis, the trading range hypothesis and the liquidity 
hypothesis. First, the signal hypothesis implies that the firm’s management holds positive 
private information which is signalled at the announcement of a stock split and hence the 
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share is priced up. The trading range hypothesis suggests that there is an optimal price level 
for a share, and hence the size of the stock split is controlled by the desired level of the firm’s 
management. The optimal level entails a cost-effective way of buying shares, which provides 
higher liquidity and a broader ownership structure. The liquidity theory suggests that firms 
undergo a stock split to increase the liquidity of the stock. This is done by lower prices being 
considered more attractive, which increases market activity for the stock. (McNichols & 
Dravid, 1990; Grinblatt et al., 1984; Copeland, 1979; Fama et al., 1969). 
 
Previous research on the subject suggests that abnormal returns can be earned during a stock 
split. One of the pioneers in the research of stock splits, Fama et al. (1969) show that the 
abnormal return on stock splits can be explained through increased future dividends. 
Dividends are generated by positive results, which means that the stock market will revalue 
the stock price to the level where future dividends are discounted 
  
Apart from the explanation of whether abnormal returns are a result of future dividends, 
McNichols & Dravid (1990) show that the abnormal returns differ depending on the size of 
the stock split. In practice, this means that a firm that announces a larger stock split than 
another can expect higher returns. 
  
As discussed here, there are a number of different explanations and theories for the anomaly 
of a stock split, and even though this is a field that has been researched over a long period, 
there are still unanswered questions. This allows for a further investigation in form of this 
thesis. The approach will be to include a few previously tested factors, but also new ones to 
test if it is possible to find other significant explanations for the abnormal returns and in this 
way broaden the understanding of the phenomenon of stock splits.  
 
1.2 Purpose and hypotheses 
 
The purpose of this thesis is to study how stock splits on the Nasdaq Composite Index 
between 2001-2019 affect abnormal returns around the announcement day. Furthermore, it 
aims to test which factors could explain the abnormal returns, in particular the effect and 




Hypothesis 1: Stock split announcements result in abnormal returns. 
Hypothesis 2: There is a negative relationship between liquidity and abnormal returns 
at stock split announcements. 
Hypothesis 3: Liquidity before stock split announcements can be used as a factor for 
proxying information asymmetry.   
Hypothesis 4: Split factors, the ratio of shares issued per existing shares, have a 




This thesis is arranged in 8 sections. The first section is the introduction, where previous 
research is briefly mentioned, and the hypotheses of this thesis is presented. Section 2 and 3 
discuss previous research and the theoretical background that underlies this thesis. Section 4 
deals with the methodology of the thesis. In section 5, a presentation on the data collection 
will be done. Section 6 presents the empirical results of the study. The analysis is in section 7, 
where the results will be discussed further, and in the last part, the conclusion is presented 



















2. Theoretical background 
 
2.1 Stock split 
 
A stock split is a corporate action in which a firm's share price changes. In practice, this 
means that existing shares are divided into more new shares. A firm can choose to implement 
a straight stock split or a reverse stock split. The difference is that in a straight stock split, a 
new number of shares are issued and in a reverse stock split, the number of issued shares 
decreases. This implies that the share price decreases and increases respectively. A stock split 
with a ratio of 2:1 implies that existing shareholders receive 2 new shares for 1 existing and 
the price of the shares should fundamentally decrease by 50%. Thus, there is no change of 
existing ownership in direct connection with the split (Aktiespararna, 2019). 
 
2.2 The efficient market hypothesis 
 
Since computers began to be used, academics have tried to predict future economic cycles 
through historical patterns. The most common way to predict this was by studying the stock 
market and its prices. Since share prices reflect a firm's wellbeing, prices should then also 
contain information about the economy as a whole  (Bodie et al, 2011). Kendall (1953) was 
one of the first to study market efficiency, which infers that stock prices continuously reflect 
both private and public information. Kendall's (1953) study shows that stocks tend to follow a 
random walk, which implies that it is not possible to predict a future price based on the 
current information available, and the investor can therefore not earn abnormal returns. Based 
on Kendall's (1953) research, Fama (1970) presents the theory of market efficiency and 
believes that three assumptions must be met for a perfectly efficient market. These are:  
 
(1) There are no transaction costs related to trading securities.  
(2) All available information is available without cost to all market participants. 
(3) All market participants agree on the implications of current information for the current 




In the real-world economy, these assumptions are not fulfilled continuously. This led Fama 
(1970) to divide market efficiency into three forms: weak-form efficiency, semi-strong 
efficiency, and strong efficiency.  
 
1. Weak efficiency: 
Stock market prices reflect all history and are regulated according to new historical data. This 
means that the price of a share reflects the historical data. The implication is thus that 
abnormal returns cannot be achieved through the usage of historical data (Fama, 1970). 
 
2. Semi-strong efficiency 
In addition to previous conditions on historical data, prices also reflect all new public 
information. Public information is exemplified as annual reports or press releases. When 
public information is released, the price will be adjusted accordingly. The revaluation speed 
of the price puts the semi-strong efficiency to test (Fama, 1970). 
 
3. Strong efficiency 
The last form of efficiency states that prices fully reflect all existing information. This implies 
that all historical and public information as well as private information is reflected in the 
price. In this strong form of efficiency, all arbitrage opportunities are completely excluded 
and thus also the possibility to earn abnormal returns (Fama, 1970). 
 
McKinlay (1997), argues that the event window in an event study (discussed in 4.2) must 
contain trading days before the event takes place. This is based on the assumption that some 
investors have access to insider information (i.e. private information) about the event. This 
infers that the price possibly exhibits abnormal movements before the announcement, that can 
be linked to the event. Hence, a semi-strong efficiency is assumed in event studies, both in 
general and in this study. 
 
2.3 The signalling hypothesis 
 
Several researchers indicate that the firm’s management announce stock splits associated with 
increased optimism. One of the first was Fama et al. (1969) who show that there is a tendency 
for firms to increase their dividends after undergoing a stock split. According to the authors, 
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this phenomenon is based on the management’s positive view on future revenues, which 
implies that the firm can at least maintain the same dividend policy as before the split. 
Furthermore, Fama et al. (1969) argue that the market is efficient since stock prices changed 
shortly after the announcement.  
 
Pilotte (1997) shows in his study, based on listed firms between 1982 and 1989, that firms 
that carry out a stock split report increased earnings both before and after a stock split. This, 
according to the author, indicates that a stock split not only signals short-term optimism but 
also long-term. These results suggest that there is a positive correlation between the market 
reaction in the event of a stock split and subsequently reported firms’ revenues, which 
supports the theory of an efficient market (Pilotte, 1997).  
 
Ikenberry et al. (1996) show that only 3% of the firms in their study carry out a stock split 
when the share price is below the historic median price of the share. According to the authors, 
this indicates firms only choose to implement a stock split when the firm exhibits a positive 
trend, which implies that the market consensus is that firms choose to undergo a split when 



















3. Previous empirical studies  
 
3.1 Abnormal returns during stock splits 
 
Different studies show a statistically significant positive correlation between abnormal returns 
and the announcement of stock splits. Fama et al. (1969) study stock splits made on the New 
York Stock Exchange between 1927-1959 and found a significantly abnormal return 
associated with stock splits, and derive this to what previously mentioned, market future 
expectations of cash dividends. 
 
However, Grinblatt et al. (1984) demonstrate a positive abnormal return on equities traded on 
the US stock market of 4.5%, 4- 43 days after the stock split. This infers that Grinblatt et al. 
(1984) believe that the market is not perfectly efficient because, in the case of a stock split, 
firms signal optimism, and investors can earn excess returns. Furthermore, Grinblatt et al. 
(1984) do not support Fama et al.'s (1969) theory that prices around stock splits are corrected 
due to the ability to pay future dividends. This since Grinblatt et al.'s (1989) dataset, contains 
stocks that do not pay cash-dividends but still earn abnormal returns during the stock split. 
Rather, they suggest that prices are rising as a result of the firm's future cash flows.  
 
Lakonishok & Lev (1987) provide research with further empirical results by demonstrating 
abnormal returns around stock splits. The authors demonstrate a return between 3 and 4 % 
and derive this return to an improved performance prospect. Furthermore, Ikenberry et al. 
(1996) confirm earlier presented research on abnormal returns associated with stock splits. 
The paper studied the short-term and long-term effects of a stock split, by exploring a 
selection of 1275 stock splits between the years 1975 to 1990. The results show that during a 
5-day period around the event day, stocks tend to outperform the market by 3.38%. 
Furthermore, the study finds that stock splits result in an abnormal return of 7.93% in the first 
year after the split and 12.15% in the following 3 years. The authors present two different 
reasons for the presence of abnormal returns. First, in the event of a stock split, the stock is 
moved into an “optimal trading range”, which increases the liquidity of the share, and that the 
split itself is used as a signal of optimism, which is consistent with the signal hypothesis.  
 
Brennan & Copeland (1988) confirm the previous empirical results of abnormal returns 
associated with stock splits. Unlike the other presented studies, this includes a perspective on 
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transaction costs in the event of a stock split. The authors report an abnormal return of 2.9% 
during the two-day split announcement through a sample of 1035 stock splits between the 
period 1967-1976. However, the study finds that investors' transaction costs exhibit a negative 
correlation with the share price. As a result, a stockbroker's commission will increase in the 
event of a stock split, which makes the broker more inclined to recommend the stock to an 
investor. Besides the fact that stockbrokers are more inclined to propose a stock that has 
undergone a stock split, Jensen & Murphy (1990) report that the firm’s management own 
shares in the firm they work for, through various incentive programs, where their 
compensation is based on the firm’s performance. This would in practice make them more 
likely to promote and implement firm-specific activities which increase the valuation partly 
for the firm but also their individual compensation. All mentioned earlier empirical findings 
indicate a positive relationship between abnormal returns and stock splits, which will also be 
this thesis conjecture. 
 
3.2 Influence of information asymmetry in abnormal returns 
 
Ford et al. (2012) study analysts’ coverage degree of influence in the event of a stock 
split. They report that firms covered by more analysts than others generate 1.7% lower 
abnormal returns over a 3-days period and that the marginal effect of stock split events is a 
declining function of the number of analysts covering the firm. Ford et al. (2012) explain that 
analysts’ coverage has an inverse relationship with asymmetric information. The lower the 
information gap between the firm and the market, the less reaction to positive events. These 
results strengthen the signal hypothesis, that a firm’s management will incorporate coverage 
of analysts not only in the event of a split but also the size of the split factor (Ford et al., 
2012).   
 
Brennan & Hughes (1991) study the relationship between investor transaction costs as a form 
of brokerage commissions and stock prices. The authors assume that investors will only invest 
in stocks they have knowledge about and where the source of information is their 
stockbrokers and its analysis. Furthermore, the study presents that a stock split increases a 
broker's incentive to do earnings forecasts because the cost of stock trading (i.e. brokerage 
commission) is built up from a fixed cost as well as a variable cost. In the event of a stock 
split, the price per share is reduced, which means that the relative cost of buying the share 
increases. As investors will only invest in stocks that they have knowledge about, the study 
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assumes that the brokerage firm is the determining factor of the information asymmetry. As a 
result, a split will reduce the information asymmetry (Ford et al. 2012). 
 
The report “Evidence that Analyst Following and Institutional Ownership Accelerate the 
Pricing of Future Earnings” by Ayers & Freeman (2003) examines whether stock prices with 
high analyst coverage discount future profits earlier than the other firms. The research shows 
that firms with relatively high analyst coverage prior to an earnings announcement tend to 
exhibit lower price volatility and hence a lower response to new information. Furthermore, 
the study confirms the hypothesis that firms with high analyst coverage incorporate earnings 
earlier than the other firms with low coverage. The results of this study are consistent with 
previous results presented by Ford et al. (2012). 
 
Arbel & Swanson (1993) study the role of information in the share price during the 
announcement day of a corporate event. The selection is based on 105 US stocks between the 
period January 1, 1984, and December 31, 1987. The results show that the degree of market 
expectation on the day of the announcement is related to the size of available information, 
where the richness of information is measured by using analyst coverage as a proxy. In 
addition, the authors present that the magnitude of the message effect during day 0 to +1 is 
greater for firms that exhibit low levels of information, which supports earlier reported 
results. 
 
The parallel between liquidity and initiation of analyst coverage has earlier been investigated 
by Roulstone (2003). The results show that liquidity increases as a result of the initiation of 
analyst coverage. This implies that analyst coverage can proxy for the transfer of information 
to the market and thus decrease the information asymmetry.   
 
3.3 Influence of split factors on abnormal returns 
 
McNichols & Dravid (1990) examine whether it exist a correlation between the size of the 
split and the management's private information about the firm's future performance. The size 
of the split is defined as the split factor and describes the relation between numbers of newly 
issued and existing shares. These results show that firms with a higher split factor tend to hold 
more positive private information than others resulting in greater abnormal returns. 
Furthermore, the authors link the theory of the split factor to the "optimal trading range 
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hypothesis". This implies that the firm's choice of split factor will be made to the level of the 
price that causes the share to fundamentally fall within the optimal level. According to the 
theory, the firm’s management uses private information to determine the split factor, which 
infers that the market discounts the management's optimism and thus the firm's future 
performance through the size of the split factor. This phenomenon implies that the stock will 
be traded on a higher level in equilibrium (McNichols & Dravid, 1990).  
 
Later studies show results in parity with McNichols & Dravid (1990). Yagüe et al. (2009) test 
whether the size of the split factor signals a firms’ performance in the Spanish stock market. 
Like McNichols & Dravid (1990), Yagüe et al. (2009) report that the size of the split factor 
has a significant impact on abnormal returns. An extension to previous studies is made by 
showing that the size of the split factor has a greater impact when the split is larger than 
expected by the market. Furthermore, Yagüe et al. (2009) argue that a firm’s management 
chooses unexpectedly high split factors to signal that the positive momentum is permanent 
and not temporary. 
 
Conroy & Harris (1999) study the importance of the firm's stock price in a stock split. Like 
Yagüe et al. (2009) and McNichols & Dravid (1990), the authors present that the size of the 
split is a decisive factor for abnormal returns. The results indicate that when the split is larger 
than expected, i.e. when a stock is split more times than expected, the abnormal return will be 
up to 3.17% higher than if it’s in line with the market expectation. Furthermore, the authors 
present that the analyst's forecast earnings errors increase when the split is larger than 
expected, where forecast earnings errors proxies for information asymmetry. This 













3.4 Summary of previous empirical studies 
 
Author(s) Published Main focus Conclusion 
Fama et al. 1969 Stock prices reactions to new 
information (stock split). Test of 
efficiency. 
The market is efficient due to upward price corrections after 
announcements. Only as a result of the firm's future capability 
to pay cash-dividend.   
Grinblatt  1984 The effect of stock splits and stock 
dividends on both the announcement 
day and the ex-day.  
Abnormal returns were found on both days. The motives are not 




1987 Why firms engage in events such as 
stock splits or stock dividends.  
Restoring stock prices to normal levels. Stock splits signalling 
permanent future earnings. 
Ikenberry 1996 Testing both if abnormal returns can be 
enjoyed and if the “Signalling 
hypothesis” and the “trading range 
hypotheses are consistent.  
Developing a new model called “Self-selection hypothesis” 
which indicates that management uses stock splits to control the 
price. Management only does the split if they are optimistic 
about the future. Displays evidence on abnormal returns. 
Brennan & 
Copeland 
1988 A cost-function approach to stock splits 
that might explain the anomaly. 
Post-split stock prices and trading costs are closely related. 




1990 How the compensation for top 
management is affected by the 
development of the firm. 
A positive relationship between top-management and 
shareholder-wealth. CEO’s wealth increases with USD 3.25 for 
every USD 1000 increase in shareholder-wealth. 
Ford et al.  2012 Financial analysts’ impact on the 
market reaction in the event of a stock 
split. 
The market reaction in terms of abnormal return has a negative 
correlation with analyst coverage. The larger the asymmetric 
information, the greater reaction.  
Brennan & 
Hughes 
1991 Studying the effect of brokerage 
commission and the incentives to 
produce analysis on the firm in the 
event of stock splits. 
Management will split the stock if they have favourable private 
information, which will amend the price. Analyst’s coverage 
and the share price exhibits a negative correlation.  
Ayers & 
Freeman 
2003 If firms followed by analysts are 
discounted for future earnings earlier 
than the other firms.  
Firms with higher analyst coverage incorporate earnings earlier 
than the others. During earnings releases, firms with higher 




1993 The role of information during the 
announcement day for stock splits. 
Market expectations are closely related to the size of the 
information the market holds on the stock. Firms that exhibit 
lower levels of information richness are more affected by the 
announcement effect.  
Roulstone 2003 The relationship between liquidity and 
analyst coverage. 




1990 If the split factor signalling any 
information in the event of stock splits. 
Management chooses their split factor based on the level of 
optimism that signals to the market.  
Yagüe et al. 
 
12009 Tests the “Signalling hypothesis” on 
splitted Spanish stocks as well as the 
dependence of split factors. 
Stock Prices are upward revised in event of stock splits based on 
signals regarding future earnings. When split factors are greater 




1999 Investigate the relationship between 
stock splits and share prices. 
Managers construct the split factor to change the stock price to 




4. Methodology  
 
4.1 Research approach 
 
A quantitative method is the basis of this thesis. As mentioned in the introduction, the purpose 
of the study is to investigate whether abnormal returns can be found in stocks that have 
undergone a stock split during the period 2001-2019. To be able to perform this, statistical 
tests are made on a quantitative basis. Previous studies such as Grinblatt et al. (1989) are also 
implemented with a quantitative approach. 
 
This thesis is not intended to create a new theory but rather to test the previously presented 
theories. According to Greener (2008), this is defined as a deductive approach. A deductive 
approach thus means that the author starts by examining previous theories and then 
formulates hypotheses about whether previous theories work, which is done by using data. 
Hence, a deductive approach is often associated with a quantitative study (Greener, 2008). In 
the previous studies presented, a deductive approach is most prominent. 
 
4.2 Event studies 
 
To test the hypothesis, the thesis relies on using an event study, where the event of interest is 
the announcement of the stock split. This approach aims to disentangle the effect on the stock 
price of a firm-specific event. This is done by estimating the normal return for a stock using a 
specified window of time, referred to as estimation period, and comparing this to the return of 
the period close to the event, referred to as event window (MacKinlay, 1997).  
 
The idea of event studies relies on the assumption of efficient markets (discussed in part 2.2). 
This by comparing the normal return of the stock with the return under the event window to 
estimate the effect of the event, namely how the market values the information of the event. If 
the information provided by the event is new and considered positive, then the returns around 
the event are bound to exceed the normal or expected return, described in the literature as 
abnormal returns (Kolari & Pynnönen, 2011; Brown & Warner, 1985).  
 
To summarize, MacKinlay (1997) describes how the implementation of an event study can be 




1. Definition of the Event window  
2. Computation of the normal returns  
a. Definition of the estimation window  
b. Choice of the estimation model 
      3.  Estimation of the abnormal returns  
      4.  Statistical testing for the significance of the abnormal returns 
 
4.2.1 Estimation period and event window  
 
As mentioned, to perform an event study both the estimation period and the event window 
need to be specified. The definition of an event window is the time period that is considered 
acceptable for isolating the event and the range of the event window usually extends to both 
before and after the observed event, this to catch potential movement around the 
announcement date caused by, for example, insider trading (MacKinlay, 1997). 
 
However, widening the range of the event window too much counteracts the very purpose of 
isolating the event. The estimation period aims to estimate the normal or expected return of 
the stock, to be able to calculate the excess return from the expected or the abnormal return. In 
determining the range of the estimation period, the upper bound day, closest to the event, is 
usually chosen so that the estimation period and the event window do not overlap each other. 
This as the effect of the event might contaminate the estimation of the normal return 
(MacKinlay, 1997).  
 
The choice of the lower range for the period, (earliest observation), is through balancing the 
positive effect, of that a longer period contains more data on returns, and thus ought to result 
in a better prediction, and the negative effect of that a longer period of data may contain other 
events that may contaminate the estimation. An approach used is to decide for an estimation 
period and then exclude all observations with events in the given period to avoid 
contamination.  However, this does heavily limit the number of observations or demands a 




The lower bound of the estimation period chosen for this study is 120 trading days before the 
start of the event window, which is based on MacKinlay (1997). The upper bound of the 
estimation window is set to 10 days prior to the start of the event window, to avoid the earlier 
mentioned contamination, where the event influences the normal performance parameters. 
Resulting in an estimation period of 115 days, ranging from 125 days before the event to 10 
days before the event. MacKinlay (1997) further suggests including trading days prior to the 
event since there might exist leakage of price-affecting information before the announcement. 
This thesis will use both 3 and 5 days prior and after the event to test if there is any significant 
difference in abnormal returns. The time series is illustrated down below, where T is the day 
of the event (T=0), T = -5 is the 5 days before the event, T = +5 is the 5 days after the event 
day.  
 
Figure 1. Illustration of estimation period and event window 
 
Source: Illustration by the authors 
 
4.2.2 Normal and abnormal returns  
 
To calculate the abnormal return, the actual/observed return is compared with the normal one. 
The normal return is the one that an investor can expect to receive if the event does not take 
place. The general formula for calculating the abnormal is therefore written as;  
𝐴𝑅𝑖𝑇 = 𝑅𝑖𝑇 − 𝐸(𝑅𝑖𝑇|𝑋𝑇) where 𝐴𝑅𝑖𝑇 is the abnormal return for the Tth period, 𝑅𝑖𝑇 is the actual 
return for the period and 𝐸(𝑅𝑖𝑇|𝑋𝑇)  is the normal or expected return. (MacKinlay, 1997). 
 
There are different procedures for calculating normal returns. MacKinlay (1997) presents both 
statistical and economic methods. The advantages of using statistical methods are that it does 
not depend on economic arguments and are therefore less difficult to use. In this study we use 




Single Index Model (SIM): 
 
𝐸[𝑅𝑖𝑇] = 𝛼𝑖 + 𝛽𝑖𝑅𝑚𝑇 + 𝜀𝑖𝑇 
 
𝐸[𝑅𝑖𝑇] is the expected return for stock i during the period t. 𝑅𝑚𝑇 is the index return during 
period t and 𝜀𝑖𝑇 is the firm-specific error term. This thesis uses the Nasdaq Composite Index 
daily closing prices as the approximation of the index returns. Furthermore, the Single Index 
Model estimates the parameters alpha (𝛼𝑖) and beta (𝛽𝑖) over the estimation period 
(MacKinlay, 1997). The estimation of the parameters enables to estimate the normal return by 
adjusting the market return for the given estimation day. An advantage of using this model is 
that it controls for the variation in index returns during the event window, which simplifies 
the main purpose of using event studies, namely if the event of interest affects the abnormal 
returns (MacKinlay, 1997). Using this model, we can then compute the abnormal return for a 
single day event by subtracting the normal return from the observed/expected return 
calculated during the event window.  
 
𝐴𝑅𝑖,𝑇 = 𝑅𝑖,𝑇 − (𝛼𝑖 + 𝛽𝑖𝑅𝑚,𝑇) 
 
In this study, however, the aim is to study a multi-day period. This is done by calculating the 
cumulative abnormal returns (CARs). Where t1 and t2 are the boundaries for the event 
window.  
 





To observe the impact of events on multiple firms, the average abnormal returns (AAR) is 
computed. Using both measures, summing both over time and between firms, allows 













Finally, the cumulative average abnormal returns can be calculated as below: 
 





4.2.3 Statistical testing of the abnormal returns 
 
To be able to draw any conclusions and assume economic relevance from the calculated 
abnormal returns in the previous step, there is a need to apply statistical testing. The objective 
of this testing is to show that the abnormal returns are statistically significantly different from 
zero. Most commonly used tests in related research can be divided into the groups, parametric 
and non-parametric tests, the difference being that parametric assumes a particular type of 
distribution of return while non-parametric take no such assumption (Kolari & Pynnönen, 
2010; Kothari & Warner, 2007). 
  
Using the most basic parametric tests for this study would rely on the assumption of normally 
distributed abnormal returns with a mean 0, and variance of 𝜎2𝐴𝑅.  This implies that also 
AARs, CARs, and CAARs are normally distributed with mean 0 and variances 𝜎2𝐴𝐴𝑅, 𝜎
2
𝐶𝐴𝑅, 
𝜎2𝐶𝐴𝐴𝑅. A widely used, more fitted, parametric test regarding abnormal return is the one 
of Patell (1976), defined as:  
𝑡𝑝 =
?̅?√𝑛
√(𝑚 − 𝑝 − 1)/(𝑚 − 𝑝 − 3)
= ?̅?√
𝑛 × (𝑚 − 𝑝 − 3)
𝑚 − 𝑝 − 1
 
 
Where, ?̅? is the average scaled abnormal return, 𝑛 is the number of firms, 𝑝 is the number of 
explanatory variables in the expected return regression and 𝑚 is the number of observations in 
the estimation period. This statistical test relies on the idea to use scaled abnormal returns 









Where 𝑆𝑖 is regression residual standard deviation, and 𝑑𝑡 is a correction term of the form 
𝑥?́?(𝑋𝑋)
−1𝑥𝑡, with vector 𝑥𝑡 of explanatory variables and matrix 𝑋 of variables values in the 
estimation period.   
Kolari & Pynnönen (2011) describe that the reason behind using SARs for statistical tests is 
standardization. It weights the individual observations by the inverse of the standard 
deviation, which results in that the less volatile observations increase in weight while more 
volatile observations get weighed down.  
 
The downside of this test is that it does not correct for cross-sectional correlation between the 
abnormal returns. This might affect the results, especially in studies that observe the effect of 
a single event on multiple variables (Pacicco et al., 2018).  
To improve the reliability of the outcome a more refined version of the parametric test is 




√(𝑚 − 𝑝 − 1)/(𝑚 − 𝑝 − 3)√1 + (𝑛 − 1)?̅?
 
 
Using the correction factor of, √1 + (𝑛 − 1)?̅?,  to adjust for cross-correlation, where ?̅? is the 
average of the sample correlations of estimation period residuals (Kolari & Pynnönen, 2011).  
This adjusted version of Patell (1976) is the model for statistical testing that was chosen for 
this study. Even though this paper studies firms with specific event days, so that cross-
correlation is not an immediate problem, it is still considered to be a more robust alternative 
that increases the reliability of the results.   
 
4.2.4 Estudy dataset 
 
To perform the event study, the software statistical program Stata and the prespecified 
commando “Estudy” (Pacicco et al. 2018, 2020) are used. This allows for an event study with 
firm-specific events, and through that avoid normalizing the data based on the event window. 
Something that would otherwise require heavy sorting of the data, and therefore be out of the 
scope of the timeframe for this study. This command is created to perform an event study 
with the possibility to customize the statistical framework and through that, the possibility to 
achieve more robust results.  
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4.3 Abnormal trading volume  
 
Campbell & Wasley (1996) present, based on previous research conducted by Ayinkya & Jain 
(1989) and Cready & Ramanan (1991), an approach to calculate the abnormal trading volume. 
This is done initially by computing the percentage of shares outstanding out of the volume 
traded each day. 𝑉𝑖𝑡 is the trading volume, nit is the number of shares traded for stock i on 







Campbell & Wasley (1996), like Ayinkya & Jain (1989) and Cready & Ramanan (1991), use 
logarithmic values on trading volume (assumed exponential development). To avoid distorted 
results, the authors have substituted 0 against 0.000255 on the days when the trading volume 
was zero. This because the natural logarithm is not defined for the value 0. In this thesis, 
however, only trading volumes > 0 are observed, which means that no action of substitution 
needs to be taken. Furthermore, the abnormal trading volume is estimated using the mean 
adjusted trading volume. 
 








𝑣𝑖𝑡 = 𝑉𝑖𝑡 − ?̅?𝑖 
 
Where T is the number of days used in the estimation period, I and f are upper and lower 
bound trading days. However, in this model, the same number of days in the estimation period 
will be used when calculating abnormal returns. This improves the possibility of comparisons 
between them (Campbell & Wasley, 1996). 
 
4.4 Regression model 
 
Like several other studies such as McNichols & Dravid (1990) and Ford et al. (2012), this 
study will use a multifactor regression model. This because an event study only tests if 
abnormal returns can be found in connection to corporate action events (McKinlay, 1997). 
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Hence, the model will estimate whether split factors, abnormal trading volume, analyst 
coverage, market value, and liquidity can explain the variation of abnormal returns around 
stock splits. Depending on the outcome of the analysis, we will be able to reject or not reject 
our hypotheses. The following regression model was used to carry out the analysis, 
 
𝐶𝐴𝑅𝑖 = 𝛽0 +  𝛽1 ∗ (𝐿𝑁)𝐿𝐼𝑄 + 𝛽2 ∗ (𝐿𝑁)𝑀𝑉 + 𝛽3 ∗ 𝑆𝑃𝐿. 𝐹𝐴𝐶. + 𝛽4 ∗ 𝐶𝐴𝐿 +  𝛽5 ∗ 𝐴𝐶
+  𝛽6 ∗ (𝐿𝑁)𝑀𝑉 ∗ (𝐿𝑁)𝐿𝐼𝑄 + 𝜀𝑖 
 
where 𝐶𝐴𝑅𝑖 is the dependent variable and measured +- 5 days from the event, 𝐿𝐼𝑄 is the 
logarithm of the normal/expected number of trades as a percentage of the number of 
outstanding shares for the firm measured 115 days (-125 to -10) prior to the event window. 
𝑀𝑉 is the natural logarithm of the firm’s market value 10 days before the event, 𝑆𝑃𝐿. 𝐹𝐴𝐶.  a 
dummy taking the value 1 for firms with split factor 1 and 0 for firms with split factor 0.5. 
Furthermore, CAL is the cumulative abnormal liquidity measured +- 5 days from the event, 
𝐴𝐶 is the number of analysts covering the firm 10 days before the event and 𝜀 is the error 
term.  
 
4.5 Variables in the regression model 
  
4.5.1 Normal liquidity 
 
The variable liquidity 𝐿𝐼𝑄 is the normal liquidity measured 115 (-125 to -10) days before the 
event takes place. This variable is calculated similarly to Campbell & Wasley (1996), 
Ayinkya & Jain (1989), and Cready & Ramanan (1991). Normal liquidity is calculated by 
taking the average from the trading volume. As mentioned in the presentation of abnormal 
trading volume above, trading volume is calculated as a percentage between the number of 
shares outstanding and the total daily volume. The variable for normal liquidity is interesting 
from the point of view that it possibly can be used as a proxy for information asymmetry. 
Firms that tend to have high normal liquidity before a stock split takes place, may be covered 
by media monitoring to a greater extent (Roulstone, 2003). As previously presented by Ford 
et al. (2012), market value is used as a proxy for information asymmetry and shows that firms 
covered by more analysts have lower asymmetric information. In a stock split which is seen 
as a signal of optimism, the firms with the highest information asymmetry will generate the 
highest abnormal return (Ford et al., 2012). This variable will test hypotheses 2 and 3. 
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4.5.2 Market value 
 
In our regression model, a new variable is introduced, which is the market value of a firm. 
This variable is measured by the logarithmic market value 10 days (T = -10) prior to the split 
announcement, which is 5 days before the event window for the event. This is done similarly 
to Brennan & Copeland (1988), to test whether firm size has a significant impact on the 
abnormal return. The results in previously presented studies, regarding the impact of firm size 
on the abnormal return when announcing a stock split is that larger firms have a negative 
correlation with abnormal returns at stock splits, i.e. that the smaller the firm, the higher the 
abnormal return (Ford et al., 2012.; Brennan and Copeland, 1988). 
 
4.5.3 Cumulative abnormal liquidity 
 
In this thesis, the cumulative abnormal liquidity (CAL) is also used as an explanatory variable 
for abnormal returns. CAL is not mentioned in previously found research but should thus be 
seen as a form of abnormal trading volume presented by Campbell & Wasley (1996), 
Ayinkya & Jain (1989), and Cready & Ramanan (1991). The abnormal trading volume is the 
difference between the observed volume during the event window and the normal/expected 
volume 115 (-125 to -10) days before the event takes place. A reduced abnormal trading 
volume indicates that the turnover rate of shares decreases around the studied time period, in 
this case, a stock split. Previous research on changes in liquidity during a stock split shows a 
decrease. Copeland (1979) shows that liquidity, measured as trading volume, decreases after a 
stock split. From this, it is expected that the abnormal trading volume will decrease during a 
stock split. However, the unanswered question is how the change in the cumulative abnormal 
trading volume affects the abnormal returns. 
 
4.5.4 Analyst coverage 
 
The coverage of analysts' impact on abnormal returns has previously been studied by Ford et 
al. (2012). In this thesis, analyst coverage (AC) is also used as an explanatory variable for 
abnormal returns. Analyst coverage is measured as the number of analysts following the firm 
10 days (T = -10) before the event, and 5 (T=-5) days before the event window. Ford et al. 
(2012) present a negative relationship between the number of analysts covering the firm and 
the abnormal returns during a stock split, implying that if a firm is covered by more analysts, 
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a stock split by the same firm tends to result in lower abnormal returns. This result is also the 
conjecture in this thesis. Furthermore, this study will proxy media monitoring by analyst 
coverage (i.e. number of analysts covering the firm).  
 
4.5.5 Split factor 
 
This thesis studies whether the split factor has a significant effect on cumulative abnormal 
returns. The definition is made in line with Hu et al. (2017), where the split factor is the 
number of newly issued shares per previous shares. In practice, this means that a stock split 
with ratio 2:1 has a split factor of 1 and a stock split with ratio 3:2 has a split factor of 0.5. 
Split ratios of 2:1 and 3:2 are the most prominent, and also the argument for the inclusion 
(Investopedia, 2020). Previous empirical evidence shows a positive correlation between 
abnormal return and split factor, which implies that a higher split factor results in higher 
abnormal return respectively (McNichols & Dravid, 1990). 
 
4.6 Limitations and awareness 
 
4.6.1 Event studies  
 
One of the fundamental assumptions in an event study is that the market is efficient. Fama 
(1970) presents in his article that all public information should reflect asset prices, which 
creates the assumption that markets are semi-efficient (see discussion of efficient markets). In 
the light of previously presented research by Fama (1970), it is assumed in this thesis that the 
market is semi-efficient. However, some studies indicate that markets cannot be classified as 
effective as Fama (1970) believes, which violates the reliability of an event study. Malkiel 
(2003) presents in his paper several reasons why the market is not efficient. One of the basic 
preconditions for an efficient market is that it follows a random walk. In practice, this means 
that stock prices are not predictable and as a result, investors cannot earn excess returns on 
historical information. Based on studies done by Lo and MacKinley (1999), Malkiel (2003) 
presents that stock prices can follow a predictable pattern in the short run and that there is, 
therefore, a form of momentum in stock prices, which is considered as a violation of the 
Efficient Market Hypothesis (EMH). Malkiel (2003) explains this through psychological 
traits. When the share price rises, investors will pay attention and buy the stock, which creates 




Bowman (1983) presents the importance to isolate the effect of the event of interest. If the 
event of interest occurs in connection with another firm-specific announcement, the actual 
effect cannot be measured. The author exemplifies this through confounding events such as 
dividend announcements and earnings announcements. If these two events are contaminated 
during the event window, an event study will not be able to isolate the effect of interest 
(MacKinley, 1997). The solution is to tighten the event window to isolate the real effect. 
Therefore, MacKinley (1997) believes that event studies are a well-performing methodology 
for measuring changes in stock prices for new information in the short run, but less performed 
in the long run. This because when the time-span increases, so does also the risk that other 
effects will contaminate the effect of interest. In this thesis, we will try to isolate the effect of 
a stock split by a tightened event window, which is between -5 to +5 days.  
 
Furthermore, MacKinlay (1997) presents other problematic aspects of an event study. One of 
these is the risk of sampling intervals. In practice, this means the difference in outcomes 
depending on whether the research uses, for example, daily, weekly, or monthly price data. 
Furthermore, the author believes that the best outcome occurs at short price ranges, i.e. more 
frequent price data. In this thesis, daily price data is used based on the argumentation made by 

















5.1 Collection of data  
 
The empirical analysis includes time series data of daily price and trading volume of 60 firms 
on the American stock exchange, Nasdaq Composite Index. The firms in the sample have all 
announced and implemented a stock split between 2001-01-01 and 2019-12-31. From the list 
of possible firms, 30 were randomly chosen with each respective split factor. The selection of 
the specific firms was accomplished through the usage of the Center for Research in Security 
Prices (CRSP) dataset. 
 
Data over historic daily prices, trading volume, shares outstanding, market value, and analyst 
coverage were then collected from the Thomson Reuters Eikon database for each firm and 
then downloaded to the statistical program STATA. In total, CRSP provided information on 
2101 stock splits made on Nasdaq Composite between 2001-01-01 to 2019-12-31. 
 
5.1.1 Data criteria 
 
For the sample to be representative of this study, several data criteria were formed. The 
fundamental criterion was that there should be complete information about the firms. 
Complete information is classified as the date for both the announcement and the ex-day is 
available and that there are daily stock prices and volumes for the entire period. Furthermore, 
firms were specified to have a stock adjustment factor of 0.5 or 1, implying a 3:2 split or 2:1 
split, and a share code of 10 or 11, implying an ordinary common share. This means that all 
other types of securities (e.g. preference shares & derivatives) are excluded. Shares 
outstanding were also decisive to compute the abnormal trading volume in accordance with 
Campbell & Wasley (1996). Based on these criteria, a total of 1206 observations were 
removed and 895 left. From these 895 observations, 466 observations with split factors of 1 
and 429 observations with split factors of 0.5 were identified. 30 firms with a split factor of 







List of data criteria: 
 
1. Announcement day can be identified. 
2. Ex-day can be identified. 
3. Split factors can be identified. 
4. Daily stock prices 125 days prior to the event and 5 days after the event  
5. Daily volume 125 days prior to the event and 5 days after the event. 
6. Shares outstanding six days prior to the announcement.  
 
Table 1 – Selection of data 
 Removed Observations  Remaining observations 
Total Observations 0 2101 
Incomplete information on 
announcement day or ex-day 
 
-128 1973 
Incorrect split factors -1078 895 
   
Source: Illustration by the authors. 
 
5.2 Data sources 
 
The essential source for obtaining information about stock splits has been made through the 
Center for Research in Security Prices (CRSP). This allows for the identification of stock 
splits that occurred between 2001-01-01 to 2019-12-31 on the U.S stock exchange, Nasdaq 
Composite Index. CRSP tool for data management allows for the specification of the desired 
data. To achieve the purpose of this thesis, the share type is specified with identification codes 
10 and 11, which are defined as common shares. Furthermore, split factors are specified to 1 
and 0.5, which allows for grouping the data and thus a comparison between the groups. 
 
After the information was retrieved from CRSP, the Thomson Reuters Eikon was used to 
retrieve historical daily stock closing prices, volumes as well as Nasdaq Composite Index 
closing prices for the specified time period. When acquiring outstanding shares, numbers of 
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analysts covering the firms, and market value, the Data Item Browser (DIB) function, which 
is available in advanced search on the Thomson Reuters Eikon, was used.  
Both sources of information retrieval are considered reliable. CRSP currently has 
approximately 500 academic institutions as users, spread over 35 countries, and is classified 
as one of the leading organizations in data collection for security prices (CRSP, 2020). 
Thomson Reuters is also widely used by academics, employees in the financial industry, and 
news media around the world. According to Reuters itself, up to 1 billion people worldwide 




























6. Results  
 
6.1 Descriptive statistics 
 
Table 2 displays descriptive statistics for the 60 included observations in this study, giving an 
overview of the factors included in the regression models. More specifically, it displays the 
number of observations, the mean, the standard deviation, the minimum, and the maximum 
values for the variables Market Value, Analyst coverage, Cumulative abnormal liquidity, 
Cumulative abnormal returns, and Liquidity.  
 
Table 2 – Descriptive statistics   
Variable Observations Mean Standard Dev.  Min. Max. 
Cum. Abnormal Ret. (CAR) 60 2.287 8.354 -26.333 24.671 
(Ln) Market Value 60 21.366 1.749 18.69 26.424 
Analyst Coverage (AC) 60 10.133 9.518 0 36 
Cum. Abnormal Liq. (CAL) 
 
60 3.332 8.705 -22.217 42.793 
(Ln) Liquidity 60 -0.389 0.983 -2.560 1.557 
      
Source: Illustration by the authors and data from Thomson Reuters Eikon. 
 
Table 3 demonstrates the correlation between the variables included in the regression 
analysis. This is done to examine the presence of multicollinearity. According to Alin (2010), 
multicollinearity is the linear relationship between 2 or more constituent variables. 
Multicollinearity is a statistical problem that creates a lack of reliability for the model because 
the independent variables cannot measure the marginal effect (Alin, 2010). 
 
As Table 3 shows, there are no statistically significant correlations between the independent 
variables and the dependent variable, cumulative abnormal return. The statistically significant 
results are between the independent variables, analyst coverage & market value, logarithmic 
average trading volume & analyst coverage, and between split factor & market value. Notably 
is the high level of correlation of 78.57% between analyst coverage and market value, 
implying that, as the market value increases, so will analyst coverage, which is in line with 
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Ford et al. (2012). One explanation for the considerably high correlation is that institutional 
investors (pension funds etc) have liquidity requirements for investments. Assuming that 
institutional investors usually buy analysis from the brokerage firms. Hence, giving incentives 
for the brokerage firms to make analyses of liquid stocks based on their main target 
customers' liquidity requirements. 
Table 3 – Correlation matrix  
Notes: P-values in parenthesis. *p < 0.1; **p < .05; ***p < .01. 
Source: Illustration by the authors and data from Thomson Reuters Eikon.  
 
6.2 Estimated models and core results  
 
6.2.1 Abnormal returns associated with stock splits  
 
Table 4 displays the event study results over cumulative average abnormal return (CAAR) 
associated with a stock split over two different event windows, both 3 and 5 days prior and 
after the split. It includes all observations together and then two groups of 30 firms 
respectively. The inclusion of all observations shows high significance for both the event 
periods and results in values of approximately 2.24 % and 2.64 % respectively. These results 
are in line with previous research in the regard that it indicates that the announcement of a 
stock split generates positive abnormal returns (Grinblatt et al., 1984).  Group 1 includes 
observations with the split factor 1 (split ratio 2:1), and Group 2 includes observations with 
the split factor 0.5 (split ratio 3:2). Both groups showed significant results on conventional 
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1.66 % over the 7 days event window and a CAAR of approximately 2.00 % over the 11 days 
event window. Group 2 exhibited a CAAR of approximately 2.81 % over the 7 days event 
window and a CAAR of approximately 3.26 % over the 11 days event window.  
 
Table 4 – Event study  
 CAAR [-3,3] CAAR [-5.5] 












   
Notes: P-values in parenthesis. *p < 0.1; **p < .05; ***p < .01. 
Event study om multiple event dates, with 2 event windows specified, using the Patell (1976) test, with the 
Kolari and Pynnonen (2011) adjustment.  
 
Source: Illustration by the authors and data from Thomson Reuters Eikon. 
 
However, the result that group 2, including observations with a split factor of 0.5, shows a 
greater increase in return compared to group 1 deviates from earlier research within this field, 
as previous studies have shown split factor to have a positive relationship with abnormal 
returns (McNichols & Dravid, 1990).  
 
Graph 1 shows the CAAR over time for all firms over the period -5 to +5 days around the 
announcement. This suggests that there is an increase in abnormal returns before the 
announcement, with the curve flattening and the returns stabilizing around 2 to 3 days after 
the announcement. These results indicate that the wider definition of event period of -5 to 5 
days might be favorable compared to the -3 to 3 days interval, as it contains price movements 
which in all probability are linked to the announcement. Table 5 then displays a more detailed 
overlook of the daily average abnormal returns and confirms that there are significant positive 






Graph 1 – CAAR Displayed over time 
 
Source: Illustration by the authors and data from Thomson Reuters Eikon. 
 
 
Table 5 – Event study – AAR 
Day        AAR  
-5 0.2402%*  
(0.0972) 
-4 1.1031%***  
(0.0001) 
-3 0.8271%  
(0.1122) 
-2 0.4604%  
(0.1868) 
-1 0.7398%**  
(0.0214) 
0 0.9389%**  
(0.0110) 
1 0.9150%***  
(0.0019) 
2 0.0567%  
(0.1733) 
3 -0.5166%  
(0.2714) 
4 0.1602%  
(0.8920) 
5 0.1625%  
(0.5771) 
  
Notes: P-values in parenthesis. *p < 0.1; **p < .05; ***p < .01. 
Event study results per event date, counted from announcement day, using the Patell (1976) test, with the 
Kolari and Pynnonen (2011) adjustment.  
 




6.2.2 Modelling of abnormal returns  
 
Table 6 displays the modelling of the dependent variable cumulative abnormal returns (CAR) 
through multivariate regressions, this by different combinations of the independent variables. 
The values for the cumulative abnormal returns (CAR) are the previous output from the event 
study, using the event window -5 to +5 days around the announcement day. Model 1 is using 
the variables liquidity, market value, and split factor with an interaction term between market 
value and liquidity. Model 1 yields no significant values for either liquidity, market value, 
split factor, or the interaction term. Model 2 introduces cumulative abnormal liquidity (CAL) 
to the model, which does not exhibit significance or affect the coefficients in any major way, 
however, it strengthens the significance for both liquidity and the interaction term, resulting in 
significance at the 10 % level.  
 
Table 6 - Regression models using CAR – All Observations.  
 Model 1 Model 2 Model 3 




















Cum. Abnormal Liq. (CAL) 
 
 -0.139  
(0.180) 
-0 .163  
(0.167) 
Analyst Coverage (AC)   -0.369**  
(0.153) 












Adjusted R2 0.0553 0 .0802 0 .1481 
N 60 60 60 
Notes: Robust standard errors in parentheses. *p < 0.1; **p < .05; ***p < .01. 
Source: Illustration by the authors and data from Thomson Reuters Eikon. 
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The coefficient for liquidity implies a strong negative relationship with cumulative abnormal 
returns (CAR), suggesting a firm with lower liquidity could be assumed to have larger 
information asymmetry, the interaction term is however positive implying the negative 
relationship between liquidity and CAR is decreasing as the market value increases.  
 
Introducing Analyst coverage in model 3 increases the size of both the liquidity and the 
interaction coefficient and increases their significance to the 5% level. Neither of the 
coefficients for market value, split factor or cumulative abnormal liquidity (CAL) do manage 
to surpass the threshold of the lowest conventional significance level. The coefficient for 
analyst coverage is however strongly significant above the 5 % level. Notably for further 
discussion about hypothesis 3, is the fact that both variables targeting information asymmetry, 
analyst coverage and liquidity, are significant when included together. The adjusted 
coefficient of determination (Adj. R2) is further demonstrated. In model 3, where all variables 
are included, the adjusted coefficient of determination is 14.81%, which should be compared 
with previous studies. Grinblatt et al. (1984) report 27% while Ford et al. (2012) report 59%, 
hence this model has a lower level of adjusted coefficient of determination. 
 
6.3 Extensions and robustness  
 
Numerous tests were conducted to investigate the robustness of the results. Additional testing 
was specifically done in those cases where the variables were selected on a less solid 
theoretical basis, or when results deviated from what previous research has found. By 
observing table 2, containing descriptive statistics over the variables in the regression model 
by the number of observations, mean, standard deviation, minimum and maximum values, it 
is possible to distinguish potential problems with the data. Such a potential problem arises 
when observing the range of values for the CAR, which ranges from below -26.3 to 24.7, and 
that combined with an observed mean of 2.28 and a standard deviation of 8.35 suggests that 









Graph 2 – Scatter over CAR and Liquidity  
 
Source: Illustration by the authors and data from Thomson Reuters Eikon. 
 
Table 9, in the appendix, allows a closer look at specific observations in the outer areas of the 
distribution, with the observation of U.S Physical Therapy heavily deviating with a CAR of    
-26.3%. This is also displayed in Graph 2, scattering CAR against liquidity and thus 
confirming the suspicion of a potential outlier, and an argument for potential exclusion.  
 
Graph 3 - Scatter over CAR and CAL 
 
Source: Illustration by the authors and data from Thomson Reuters Eikon. 
 
Further studies of table 2 also shows a wide range in the variable CAL with values ranging 
from - 22.2 to + 42.8 with a mean of 3.3 and a standard deviation of 8.7, thus demanding a 
further investigation of the variable. Using a scatter plot of CAL and CAR in graph 3, we 
observe both observations for the upper and lower bound can be confirmed outliers, J&J 
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Snack Foods being the lower bound observation, and the earlier discussed US Physical 
Therapy is the observation at the upper bound. Based on this, a new model was performed, 
copying table 6, but with the exclusion of these two observations, displayed in table 7. 
 
Model 6 in table 7 exhibits lower but although still significant values for liquidity, analyst 
coverage, and the interaction term. This model, however, results in a significant positive value 
for CAL, contrary to model 3 with the inclusion of all observations. Given, the deviating 
values of US Physical Therapy, for both cumulative abnormal liquidity and cumulative 
abnormal return, this estimation of the coefficient is probably a better estimate of the real 
effect. This based on the idea that an increase in abnormal liquidity can be seen as an increase 
in the market interest for the firm. This version also results in a small increase in explanatory 
value, this in the form of an adjusted R2 of 16.69 %, compared to 14.81 % in model 3.   
 
Table 7 - Regression models using CAR – Excluding Outliers.  
 Model 4 Model 5 Model 6 




















Cum. Abnormal Liq. (CAL) 
 




Analyst Coverage (AC)   -0.279**  
(0.139) 












Adjusted R2 0.0520 0 .1219 0 .1669 
N 58 58 58 
Notes: Robust standard errors in parentheses. *p < 0.1; **p < .05; ***p < .01. 




The fact that there is a statistically significant correlation between constituent variables, seen 
in table 3, indicates multicollinearity, however, further investigation is needed as collinearity 
and correlation are not the same things. As a result, there may be multicollinearity even 
though there is no correlation between variables (Alin, 2010). One such test is the variance 
inflation factor, VIF. VIF measures the difference in the variance of an input variable when 
multicollinearity exists or does not exist (Alin, 2010). If VIF does not show any independent 
result higher than 10, it should not be considered problematic for the regression model 





2  𝑓𝑜𝑟 𝑖 = 1,2, … . , 𝑘 , where 𝑅𝑖
2 is the coefficient of determination for variable i 
(Alin, 2010).  
 
The results in table 8 show that the mean value of VIF on the included variables does not 
differ significantly from 1.0, which indicates that this study has no problem with 
multicollinearity (Alin, 2010).  
 
 














(Ln) Market Value 3.28 
Analyst Coverage (AC) 3.10 
(Ln) Liquidity 1.37 
Cum. Abnormal Ret. (CAR) 1.34 
Cum. Abnormal Liq. (CAL) 
 
1.10 





7.1 Stock split announcements result in abnormal returns 
 
Given the first hypothesis formulated, the results in table 4 support the occurrence of 
abnormal returns at the announcement of stock splits. Therefore supporting, like Grinblatt et 
al. (1984) propose, that a stock split is not just a cosmetic strategy made by the firm’s 
management. There is thus an anomaly which, even though nothing fundamental for a firm's 
valuation has changed, still creates excess returns. Based on this, a semi efficient market is 
likely, at least on the Nasdaq Composite Index during the period 2001-2019. An interesting 
aspect that is visualized in the result is that abnormal returns are found prior to the 
announcement of a stock split. In practice, this implies two interesting conclusions. The first 
is that there is a leakage of private information from the firm to the market, which is captured 
by the average abnormal returns, table 5, even before the announcement, and that those who 
trade on the leaked insider information interpret a stock split as a positive signal. This positive 
pattern is also displayed once the firm has announced the stock split. As mentioned in section 
3 of this thesis, there are various reasons why firms undergo a stock split. One of these 
theories is the signal hypothesis, that the firm’s management holds positive private 
information, which is announced to the market through the stock split and results in abnormal 
returns (Fama et al.,1969; Grinblatt et al.,1984). Hence it should reasonably exist incentives 
for the management to implement a stock split. In addition to the fact that the announcement 
itself results in a higher share price from which the firm benefits, the firm’s management 
owns shares in the firm through various incentive programs, which gives the management 
individual incentives to implement a stock split (Jensen & Murphy, 1990).  
 
In line with our results, Ikenberry et al. (1996) demonstrate abnormal returns on stock splits 
and explain the anomaly by the management only carrying out a stock split if the management 
is optimistic about the future. Furthermore, Ikenberry et al. (1996) argue, in contrast to 
previously presented research that the abnormal return resulted from a stock split is 
permanent and not temporary, as Pilotte (1997) also confirms. Thus, there are reasons to 
suspect that the ownership structure also changes in connection with a stock split. If a stock 
split can only earn abnormal returns during the event window, it enables short-term investors 
(day-traders and swing-traders) to achieve an excess return during subsequent days when the 
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announcement takes place. Since Ikenberry et al. (1996) report long-run abnormal returns, it 
can be assumed that the interest from long-term investors should increase as well. 
7.2 There is a negative relationship between liquidity and abnormal returns at 
stock split announcements 
 
The result from this study regarding hypothesis 2, There is a negative relationship between 
liquidity and abnormal returns at stock split announcements, is somewhat ambiguous. 
This as liquidity, measured as the logarithm of average daily shares traded, shows no 
significance at conventional levels when included in model 1, it is first with the inclusion of 
CAL, in model 2 that the coefficient for liquidity reaches significant levels, at 10 %. The 
inclusion of analyst coverage then further increases its significance in model three 3 to the 5 
% level.  
 
Throughout all 3 models’, liquidity is strongly negative, which supports the hypothesis of a 
negative relationship between liquidity and abnormal returns, however, the models also 
include an interaction term between liquidity and market value which complicates the 
interpretation. This interaction term is positive, which implies there is a positive relationship 
between liquidity and market value. This can be interpreted as that the negative relationship 
between liquidity and abnormal returns are stronger for firms with lower market value. In the 
extension, this means that the relationship between liquidity and abnormal returns would be 
positive for a firm with a large enough market value. Using the estimated coefficients from 








= 20.523 → 
 
𝑒20.523 = 818 513 133,1  
 
Implying that the marginal effect of increased liquidity on abnormal returns is positive for 
firms with market values larger than approximately e (20.523) and negative for firms with a 
market value lower than e (20.523). So according to these results, hypothesis 2 is supported for 
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firms with relatively low market value but not at higher market values. More precisely does 
model 3 suggests that the limit of market value for the change of sign in marginal effect of 
liquidity on abnormal returns goes by a market value of e20.523 or $818 513 133.1.  
 
A possible explanation for that the marginal effect of liquidity changes sign depending on the 
market value, might be the size of the information asymmetry. As previous research suggests, 
information asymmetry and market value have an inverse relationship, liquidity, therefore, 
works well as a proxy when firms are small and exhibit information asymmetry in accordance 
with theory (Ford et al., 2012).  
  
However, the level of liquidity for larger firms, assuming the positive effect of liquidity is an 
extrapolation, does not matter as a proxy. Based on the results of Grinblatt et al. (1984), that 
the frequency of information is highly correlated with the firm size, it can be proposed that at 
a certain level of size, the firms are monotonized to an extent so that the information 
asymmetry is approximately the same.  
 
7.3 Liquidity before stock split announcements can be used as a factor for 
proxying information asymmetry 
 
As mentioned in 7.2, we find a significant negative relationship between liquidity and 
abnormal returns in connection with a stock split. However, a positive relationship between 
the interaction term, liquidity and market value, and the abnormal return are also found. In 
practice, this implies that the negative relationship between liquidity and the abnormal return 
is stronger for firms with lower market value. The implication is that firms with relatively low 
liquidity on lower levels of market value will earn a higher cumulative abnormal return on 
stock splits than firms with relatively high liquidity and the same low market value. However, 
at higher levels of market value, this same relationship is inverted.  
 
Based on the fact that firms with relatively lower liquidity and lower levels of market value 
earn a higher cumulative abnormal return and Roulstone’s (2003) results of a positive 
relationship between liquidity and analyst coverage, it can be assumed that these firms exhibit 
higher asymmetric information than large firms with higher liquidity. The implication is that 
when firms with lower liquidity and lower market value announce a stock split, it will create a 
greater market interest than the opposite, where the market interest is measured as a 
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cumulative abnormal return. If the information asymmetry is greater, it will generate a higher 
cumulative abnormal return during a stock split. From this, the study can assume that liquidity 
can be used as a proxy for information asymmetry and the hypothesis is supported. However, 
regression model 3 shows significant values for both liquidity and analyst coverage 
suggesting that both are informative for predicting abnormal returns in connection to stock 
splits. From the theoretical background of that analyst coverage in previous studies (Ford et 
al., 2012) has been proven to be a functioning proxy for information asymmetry, it is 
somewhat surprising that they are both significant when included together. It can either be the 
case that both variables explain different parts of information asymmetry, or that the variables 
have enough explanatory power of other factors driving abnormal returns, even when 
including another proxy for information asymmetry.  
 
7.4 Split factors, the ratio of shares issued per existing shares, have a significant 
effect on abnormal returns 
 
As the results show in table 6, this study finds no significance regarding the effect of the split 
factor on abnormal returns. Therefore, we are not able to support that the size of the split 
factor has any significant impact on abnormal returns in a stock split on the Nasdaq 
Composite Index between 2001-2019. This unlike previous research by McNicholas & Dravid 
(1990) and Ford et al. (2012).  
 
There may be several reasons why the result does not reflect previous research. One of them 
is that this thesis may include too few groups and with too small differences in split factor 
between the groups. A better alternative might have been to increase the difference between 
the groups in terms of the split factor. In this thesis, the observations were grouped with 
respect to split factors of 1 and 0.5, of which a possibly better alternative would have been to 
use split factors of 0.5 and 2. This may have measured the effect of split factors on abnormal 
returns in a better way and thus visualizing a clearer pattern. Another important aspect to 
highlight is the approach to manage data. Since this study only collected firms from CRSP 
with split factors of 1 or 0.5, the observations were not completely randomized. An alternative 
way would have been to do as McNichols & Dravid (1990), who did not exclude and grouped 
the data based on certain split factors, but instead used split factors as a continuous variable. 
Furthermore, another explanation may be that there are too few observations included. In this 
thesis, a total of 60 observations were used, divided into 2 groups of 30 each. In comparison 
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with McNichols & Dravid (1990), who used 3015 observations, 60 observations can be 
considered too few, which is probably demonstrated in the various results. The risk of having 
too few observations is that an individual observation has too great an influence on the result, 
hence the results can be misleading. An example of this is outliers that do not demonstrate the 
actual effect but still occupy a large part of the test results. In summary, this study can 
therefore not support that the abnormal return can be attributed to the choice of split factors. 
This implies that the size of the split factor signals different levels of optimism presented by 
McNichols & Dravid (1990) cannot explain the abnormal return in this study. Hence, other 
factors are considered to be the cause for the result of abnormal returns in connection to a 
























The purpose of this study was to investigate if abnormal returns could be earned around stock 
splits. Furthermore, it also examines which factors may explain the abnormal returns. To 
achieve the purpose of this thesis, four hypotheses were formulated. A total of 2101 events on 
the Nasdaq Composite Index between the years 2001-2019 were collected from the Centre for 
Research in Security Prices (CRSP), where 60 randomly selected events made up the sample. 
Furthermore, data for historical stock prices, trading volumes, shares outstanding, analyst 
coverage, and market value have been obtained from Thomson Reuters Eikon. An event study 
has been designed for testing the hypothesis of abnormal returns associated with a stock split, 
and in testing the other hypotheses, a regression model has been constructed. The results from 
the event study and the regression model are discussed below.  
 
Our first hypothesis is “Stock split announcements result in abnormal returns”. The results 
show significant abnormal returns of 2.24% for a 7-day period as well as 2.64% for a 11-days 
period, which thus supports our first hypothesis. These results are in line with previous 
research on abnormal returns around stock splits and thus also confirms that a semi-efficient 
market is likely (Grinblatt et al., 1984). By using an event study, abnormal returns could be 
observed even before the announcement of a stock split. This implies that there is a leakage of 
information from the firm’s management to the market and that the beneficiary investors 
classify the information as a positive signal.  
 
The findings of this study indicate partially desirable results regarding the second hypothesis, 
“There is a negative relationship between liquidity and abnormal returns at stock split 
announcements”. The regression shows significance for firms with low market value but not 
for higher levels, this implies that liquidity has a negative effect on the abnormal return for 
firms with low market values. Thus, proposing that at a certain level of size, the firms are 
monotonized to an extent that the information asymmetry is approximately the same. Based 









The results regarding the third hypothesis, ”Liquidity before stock split announcements can be 
used as a factor for proxying information asymmetry”, show that the variable liquidity 
exhibits negative correlation with abnormal returns up to a certain level of market value.  
This as the results show a negative effect of liquidity on abnormal returns as a standalone 
factor, but show a positive relationship when included in an interaction term with market 
value. These results, together with earlier confirmed research on the positive correlation 
between liquidity and analyst coverage implies that firms with low liquidity and market value 
will earn a higher abnormal return around stock splits. In turn, this may explain that firms 
with low media monitoring result in higher abnormal returns around stock splits.  From this, 
our results indicate that hypothesis three can be supported, and thus that liquidity can be used 
as a proxy for information asymmetry. 
 
Finally, the test reveals no significant results for the fourth hypothesis, ”Split factors, the ratio 
of shares issued per existing shares, have a significant effect on abnormal returns”. It is thus 
not possible to say whether the split factor can explain the abnormal return, which deviates 
from earlier research within this field (McNichols & Dravid, 1990). The most likely reason 
for this deviation is that this study only includes two groups of split factors, as opposed to 
earlier studies which includes a wider range. Therefore, we cannot find the earlier 
documented relationship between split factors and abnormal returns, and thus find no support 
for the fourth hypothesis. 
 
For future research, it is proposed to use a larger sample, this to increase reliability and to 
avoid the influence of outliers which risks generating distorted results. Furthermore, it is of 
interest to test other measurements of liquidity. Previous studies have primarily concentrated 
on trading volume as a percentage of shares outstanding as well as the bid-ask spread as the 
measurement of liquidity. There is therefore of interest to use other measurement of liquidity 
to further analyse this type of market anomaly. Furthermore, as some of the factors discussed 
in theory about stock splits are non-numerical, there is a need for proxies to be used. Hence, it 
would be of interest to expand the use of different types of proxies, in order to measure the 






Ayinkya, B.B,. & Jain, P.C,. (1989). The behaviour of daily stock market trading volume. 
Journal of Accounting and Economics, 40(2), 371-406. 
Aktiespararna (2019), Så fungerar en aktiesplit.  Retrieved 2020-11-14 
from:https://www.aktiespararna.se/nyheter/sa-fungerar-en-aktiesplitt. 
Alin, A. (2010). Multicollinearity. Wiley Interdisciplinary Reviews Computational Statistics,  
2(3), 370-374. 
Arbel, A., & Swanson, G. (1993). The Role of Information in Stock Split Announcement 
Effects. Quarterly Journal of Business and Economics, 32(2), 14-25.  
Ayers, B.C., Freeman, R.N. (2003). Evidence that Analyst Following and Institutional 
Ownership Accelerate the Pricing of Future Earnings. Review of Accounting Studies, 8(1) 47–
67. 
Bodie, Z., Kane, A., & Marcus, A. J. (2011). Investments. New York: McGraw-Hill/Irwin. 
Bowman, R.G. (1983). Understanding and conducting event studies. Journal of Business, 
Finance & Accounting, 10(4), 561 – 584. 
Brennan, M. J., & Copeland, T. E. (1988). Stock splits, stock prices, and transaction costs. 
Journal of financial economics, 22(1), 83-101. 
Brennan, M. J., & Hughes, P. J. (1991). Stock prices and the supply of information. The 
Journal of Finance, 46(5), 1665-1691. 
Brown, S.J. & Warner, J.B. (1985) Using daily stock returns: The case of event studies. 
Journal of Financial Economics, 14(1), 3-31. 
Campbell, C.J & Wasley, C.E. (1996). Measuring abnormal daily trading volume for samples 
of NYSE/ASE and NASDAQ securities using parametric and nonparametric test statistics. 
Review of Quantitative Finance and Accounting, 6(3), 309-326. 
Conroy, R., & Harris, R. (1999). Stock Splits and Information: The Role of Share Price. 
Financial Management, 28(3), 28-40.  
Copeland, T.E. (1979). Liquidity changes following stock split. Journal of Finance, 34(1), 
115- 141. 
Cready, W.M,. & Ramanan, R,. (1991). The power of tests employing log transformed 
volume in detecting abnormal trading. Journal of Accounting and Economics, 14(2), 203-214. 
CRSP (2020), Why CRSP? Retrieved 2020-11-21 from http://www.crsp.org/main-menu/why-
crsp  
Fama, E.F., Fischer, L., Jensen, M.C., & Roll, R. (1969). The adjustment of stock prices to 
new information. International Economic Review, 10(1), 1-21. 
43 
 
Fama, E. F. (1970). Efficient capital markets: A review of theory and empirical work. The 
Journal of Finance, 25(2), 383-417. 
Ford, D. A., Nguyen, H. H., & Nguyen, V. T. (2012). Analyst coverage and market reaction 
around stock split announcements. Applied Financial Economics, 22(2), 135-145. 
Greener, S. (2008). Business Research Methods. London : Ventus Publishing ApS. 
Grinblatt, M. S., Masulis, R. W., & Titman, S. (1984). The valuation effects of stock splits 
and stock dividends. Journal of Financial Economics, 13(4), 461-490. 
Hu, M., Chao, C.C., Malone, C., Young, M. (2017). Real determinants of stock split 
announcements. International Review of Economics & Finance, 13, 574-598.  
Investopedia (2020), Understanding Stock Splits Retrieved 2021-01-15 from 
https://www.investopedia.com/articles/01/072501.asp 
 Ikenberry, D. L., Rankine, G., & Stice, E. K. (1996). What do stock splits really signal?. 
Journal of Financial and Quantitative analysis, 31(3), 357-375. 
Jensen, M.C & Murphy, K.J. (1990). Performance Pay and Top-Management Incentives. 
Journal of Political Economy, 98(2), 225-264. 
Kendall, M. (1953). The Analysis of Economic Time Series, Part I: Prices. Journal of the 
Royal Statistical Society, 96(1), 11-34. 
Kolari, J.W,. & Pynnönen, Seppo. (2010).  Event Study Testing with Cross-sectional 
Correlation of Abnormal Returns. The Review of Financial Studies, 23(11), 3996–4025. 
Kothari, S. P., and J. B. Warner. (2007). Econometrics of event studies. Handbook of 
Empirical Corporate Finance, 1, 3–36.  
Lakonishok, J., Shleifer, A., & Vishny, R.W. (1994). Contrarian investment, extrapolation 
and risk. The Journal of Finance, 49(5), 1541-1578. 
Lo, A., & MacKinlay, A. (1999). A Non-Random Walk Down Wall Street. Princeton; Oxford: 
Princeton University Press. 
MacKinlay, A. Craig. (1997). Event Studies in Economics and Finance. Journal of Economic 
Literature, 35(1), 13–39.  
Malkiel, Burton, G. (2003). The Efficient Market Hypothesis and Its Critics . Journal of 
Economic Perspectives, 17 (1), 59-82. 
McNichols, M., & Dravid, A. (1990). Stock dividends, stock splits, and signaling. The 
Journal of Finance, 45(3), 857-879.  
O’Brien, R.M. (2007). A Caution Regarding Rules of Thumb for Variance Inflation Factors. 
Quality and Quantity, 41(5), 673-690. 
Pacicco, F., Vena, L., & Venegoni, A. (2018). Event Study Estimations Using Stata: The 
Estudy Command. The Stata Journal, 18(2), 461-476. 
44 
 
Patell, J. M. (1976). Corporate forecasts of earnings per share and stock price behavior: 
Empirical test. Journal of Accounting Research, 14(2), 246–276. 
Pilotte, E. (1997). Earnings and Stock Splits in the Eighties. Journal of Financial and 
Strategic Decisions, 10(2), 37-47.  
Reuters (2018). Reuters The Fact. Retrieved 2020-11-21 from 
https://www.thomsonreuters.com/content/dam/ewp-m/documents/careers/en/pdf/fact-
sheets/reutersfactsheet_spring2018.pdf. 
Reuters (2020), Apple and Tesla shares surge after stock split kick in. Retrieved 2020-12-14 
from: https://www.reuters.com/article/us-apple-stock-split/apple-and-tesla-shares-surge-after-
stock-splits-kick-in-idUSKBN25R1FA. 
Roulstone, R.T. (2003). Analyst Following and Market Liquidity*. Contemporary Accounting 
Reasearch, 20(3), 551-78. 
Sorokina, N., D. E. Booth, and J. H. Thornton, Jr. (2013). Robust methods in event studies: 
Empirical evidence and theoretical implications. Journal of Data Science, 11,575–606. 
Yagüe, J., Gómez-Sala, Carlos J., & Poveda-Fuentes, F. (2009). Stock split size, signaling and 

















Table 9 – Detailed results from event study  
 
Notes: P-values in parentheses. *p < 0.1; **p < .05; ***p < .01. 
 
Source: Illustration by the authors and data from Thomson Reuters Eikon.
 
