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Abstract
Using the weak convergence approach to large deviations, we formulate and prove the large deviation
principle (LDP) for W-random graphs in the cut-norm topology. This generalizes the LDP for Erdo˝s-
Re´nyi random graphs by Chatterjee and Varadhan. Furthermore, we translate the LDP for random graphs
to a class of interacting dynamical systems on such graphs. To this end, we demonstrate that the solutions
of the dynamical models depend continuously on the underlying graphs with respect to the cut-norm and
apply the contraction principle.
1 Introduction
Consider the following model of n interacting particles
u˙ni = f(u
n
i , ξ
n
i , t) + n
−1
n∑
j=1
anijD(u
n
i , u
n
j ), (1.1)
uni (0) = g
n
i , i ∈ [n] := {1, 2, . . . , n}, (1.2)
where uni : R
+ → X stands for the state of particle i, f describes its intrinsic dynamics, and D models the
pairwise interactions between the particles. The network connectivity is defined by the graph Γn with the
adjacency matrix (anij). The phase space X can be either R, or R/Z, or R
d depending on the model at hand.
Parameters ξni ∈ Rp and initial conditions gni , i ∈ [n], are random in general.
Many network models in science and technology fit into the framework (1.1), (1.2). Examples include
neuronal networks, power grid models, and various coupled oscillator systems to name a few. We present
the Kuramoto model of coupled phase oscillators, as an illustrative example.
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Example 1.1. In the Kuramoto model, X = R/Z, f(u, ξ, t) = ξ, D(u, v) = sin (2π(v − u)). (ξni ) are
independent and identically distributed (IID) random variables (RVs). This model was studied using Erdo˝s-
Re´nyi, small-world, and power law random graphs (see [10] and references therein).
For large n the direct analysis of (1.1), (1.2) becomes intractable and one is led to seek other ways.
A common alternative to studying individual trajectories of (1.1), (1.2) is to consider a continuum limit as
the size of the system tends to infinity. Clearly, one can expect a limiting behavior of the discrete models
for large n only if the underlying graphs (Γn) possess well-defined asymptotics. In this paper, we use a
bounded measurable function W : [0, 1]2 → [0, 1] to prescribe the asymptotic behavior of (Γn) [9]. In this
case, under the suitable assumptions on f, D, andW the discrete model (1.1), (1.2) can be approximated by
the following continuum limit (cf. [11]):
∂tu(t, x) = f (u(t, x), t) +
∫
W (x, y)D (u(t, x), u(t, y)) dy, (1.3)
u(0, x) = g(x). (1.4)
Here and below, if the domain of integration is not specified, it is implicitly assumed to be [0, 1]. Also, we
have dropped the dependence on ξ and let X = R to simplify the presentation. At the end of this paper, we
comment on how to extend the analysis to cover models depending on (random) parameters.
To compare solutions of the discrete and continuous models, we represent the former as an element of
C
(
[0, T ], L2([0, 1])
)
:
un(t, x) :=
n∑
i=1
uni (t)1Qni (x), Q
n
i :=
[
i− 1
n
,
i
n
)
, (1.5)
where 1A stands for the indicator function of A. Then for the model with deterministic initial condition it
was shown in [10] that
lim
n→∞
‖un − u‖C([0,T ],L2([0,1])) = 0 almost surely (a.s.).
This statement can be interpreted as the Law of Large Numbers (LLN) for (1.1). Note that the continuum
limit (1.3) is deterministic, while the discrete models (1.1) are posed on random graphs. Therefore, the
solution of (1.3), (1.4) presents the typical behavior of the solutions of the discrete system (1.1), (1.2) on
random graphs for large n. We are interested in the deviations of un from this typical behavior. Below we
formulate and prove an LDP for solutions of the discrete model (1.1), (1.2).
As a first step, we establish an LDP for random graphs (Γn). Graphs in this sequence are defined as
follows. GivenW ∈ S = {U ∈ L∞([0, 1]2) : 0 ≤ U ≤ 1}, define (anij , (i, j) ∈ [n]2) as independent RVs
such that
P
(
anij = 1
)
= W nij and P
(
anij = 0
)
= 1−W nij, (1.6)
where
W nij = n
2
∫
Qnij
W (x)dx, Qnij = Q
n
i ×Qnj , i, j ∈ [n]. (1.7)
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Remark 1.2. By construction, (Γn) is a sequence of random directed graphs. The definition of Γn can be
easily modified if graphs Γn are assumed to be undirected instead. To this end, the entries anij , 1 ≤ i ≤ j ≤
n, are defined as above and the rest are defined by symmetry: anij = a
n
ji, 1 ≤ j < i < n. In this case, the
definition of the the scaling sequence and the rate function (1.9) need to be modified accordingly.
To formulate the LDP for (Γn) we represent them as elements of S
W˜ n =
n∑
i,j=1
anij 1Qnij , (1.8)
where (anij) is the adjacency matrix of Γ
n. Then using the weak convergence method, one can show (see
Theorem 4.1) that (W˜ n) satisfies an LDP with scaling sequence n2 and the rate function
Υ(V ) =
∫
[0,1]2
R ({V (y), 1 − V (y)}‖{W (y), 1 −W (y)}) dy
=
∫
[0,1]2
{
V (y) log
(
V (y)
W (y)
)
+ (1− V (y)) log
(
1− V (y)
1−W (y)
)}
dy,
(1.9)
where R(θ‖µ) is the relative entropy of probability measures θ and µ, i.e.,
R (θ ‖µ) =
∫ (
log
dθ
dµ
)
dµ
if θ ≪ µ and R (θ ‖µ) = ∞ otherwise. This LDP for W-random graphs with the rate function (1.9)
generalizes the LDP for Erdo˝s-Re´nyi graphs in [3], and gives logarithmic asymptotics of the following
form. Using a topology on S that is suitable for our later application to dynamical models, if O ⊂ S is open
then
lim inf
n→∞
1
n2
logP (W˜ n) ≥ − inf
V ∈O
Υ(V ),
and if F ⊂ S is closed then
lim sup
n→∞
1
n2
log P (W˜ n) ≤ − inf
V ∈F
Υ(V ).
To translate the LDP for W-random graphs to the space of solutions of (1.3), we use the contraction
principle. To this end, we need to show that the solutions of the IVP for (1.3) depend continuously on
W ∈ S in the appropriate topology. It would be natural and easier to establish an LDP for (Γn) in the
weak topology. However, the weak topology is not enough to construct the continuous mapping from
S to C
(
[0, T ], L2([0, 1])
)
, the space of solutions of (1.3), (1.4). Conversely, the strong topology, which
would guarantee the continuous dependence, is too discriminate. Random graph sequences, like Erdo˝s-
Re´nyi graphs, do not converge in the L2-norm. This suggests that like in combinatorial problems involving
random graphs (cf. [2]), the right topology for the model at hand is that generated by the cut–norm. On the
one hand it metrizes graph convergence [7], i.e., the random graph sequence used in (1.1) converges in the
cut-norm. On the other hand, the cut-norm is strong enough to provide continuous dependence of solutions
of (1.3), (1.4) onW . This dictates the use of the cut toplogy in the problem of large deviations for random
graphs.
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This work fits into two partially independent lines of research. On the one hand, there has been an
interest in developing the theory of large deviations for large random graphs. This research is motivated by
questions in combinatorics. Recently, building on the results of the theory of graph limits Chatterjee and
Varadhan proved an LDP for Erdo˝s-Re´nyi random graphs in cut topology [3]. Our Theorem 4.1 generalizes
the LDP of Chatterjee and Varadhan to W-random graphs, a large class of random graphs. We use the
weak convergence techniques for large deviations [1], which afford a short proof of the LDP. On the other
hand, there has been a search for rigorous methods for studying large networks of interacting dynamical
systems. This research has a long history motivated by problems in statistical physics, which has been
reinvigorated by widespread presence of networks in modern science. The continuum limit is one of the
main tools for analyzing dynamics of large networks. The main result of this paper provides fine estimates
of the accuracy of the continuum limit approximation developed in [11, 10] for a large class of problems on
random graphs. Previous studies of large deviations for interacting dynamical systems on random graphs
like (1.1) considered models forced by white noise. For such models in [12, 4] it was shown that if a spatially
averaged model satisfies an LDP with respect to white noise forcing then so will the original model on the
random graph. This does not address large deviations due to random connectivity. The rate function derived
in this paper gives an explicit relation between the random connectivity of the network and the variability of
the network dynamics, which is often sought in applications. The large deviations due to stochastic forcing
can be analyzed in the same manner as was done for initial conditions (cf. Theorem 4.3). We did not pursue
this in the present paper to keep the presentaion simple.
The outline of the paper is as follows. In the next section we formulate the assumptions on the model and
impose random initial conditions. In Section 3, we review certain facts from the theory of graph limits [7],
which will be used in the main part of the paper. In Section 4, we formulate the LDPs for the combinatorial
and dynamical problems. In Section 5, we prove the LDP for W-random graphs. In Section 6, we establish
the contraction principle relating the LDPs for the combinatorial and dynamical models. Finally, certain
extensions of the main result are discussed in Section 7.
2 The model
In this section, we formulate our assumptions on the dynamical model. For convenience, we rewrite the
discrete model with the simplified f that has no dependence on random parameters:
u˙ni = f(u
n
i , t) + n
−1
n∑
j=1
anijD(u
n
i , u
n
j ), (2.1)
uni (0) = g
n
i , i ∈ [n]. (2.2)
Functions f and D describe the intrinsic dynamics of individual particles and interactions between two
particles at the adjacent nodes of Γn respectively. We assume that f : R2 → R is bounded, uniformly
Lipschitz continuous function in u in that
|f(u, t)− f(v, t)| ≤ Lf |u− v| u, v ∈ R, t ∈ R, (2.3)
and continuous in t for each fixed u. D is a bounded Lipschitz continuous function:
|D(u, v) −D(u′, v′)| ≤ LD
(|u− u′|+ |v − v′|) . (2.4)
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By rescaling time in (2.1) if necessary, one can always achieve that f and D are bounded by 1. Thus, we
assume
|f(u, t)| ≤ 1 and |D(u, v)| ≤ 1. (2.5)
Finally, for the contraction principle in Section 6 we will need in addition to assume thatD ∈ Hsloc(R2), s >
1, where Hsloc stands for the Sobolev space of functions on R
2 that are square integrable together with their
generalized derivatives up to order s on any compact subset of R2.
We now turn to the initial condition. Let B = L2([0, 1]) with the usual norm and associated topology.
Assume that {Gn} is a sequence ofB-valued random variables that are independent of {anij} and that satisfy
a large deviation principle with function K and scaling sequence n2. To define an initial condition for the
discrete system, we let
gni = n
∫
Qni
Gn(y)dy for x ∈ Qni .
Suppose that G¯n is defined by G¯n(x) = gni for x ∈ Qni . Then it is not automatic that {Gn} and {G¯n}
have the same large deviation asymptotics, and so we impose the following.
Assumption 2.1. {G¯n} satisfies the LDP in B = L2([0, 1]) with the rate function K and scaling sequence
n2.
Remark 2.2. As an alternative condition we could have simply assumed a large deviation property of {G¯n}.
However, it seems easier to pose conditions on {Gn} under which an LDP holds than to pose conditions on
{gni , i ∈ [n]}.
Example 2.3. If Gn = g for some fixed deterministic g ∈ B then Assumption 2.1 holds with K defined by
K(h) = 0 if h = g and K(h) =∞ otherwise. Indeed, in this case we have
0 ≤
∥∥g − G¯n∥∥2
L2([0,1])
=
n∑
i=1
∫
Qni
[
g(x) − n
∫
Qni
g(y)dy
]2
dx
=
∫
[0,1]
g(x)2dx− 1
n
n∑
i=1
[
n
∫
Qni
g(y)dy
]2
.
Letting fn(x) = n
∫
Qni
g(y)dy for x ∈ Qni we find fn(x) → g(x) a.e. with respect to Lebesgue measure,
and thus by Fatou’s lemma
lim inf
n→∞
1
n
n∑
i=1
[
n
∫
Qni
g(y)dy
]2
≥
∫
[0,1]
g(x)2dx.
Hence
∥∥g − G¯n∥∥
L2([0,1])
→ 0.
Example 2.4. Suppose that there is M < ∞ such that a.s. Gn is Lipschitz continuous with constant M .
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Then
∥∥Gn − G¯n∥∥2
L2([0,1])
=
n∑
i=1
∫
Qni
[
Gn(x)− n
∫
Qni
Gn(y)dy
]2
dx
≤
n∑
i=1
∫
Qni
[
M
1
n
]2
dx
= M2
1
n2
→ 0.
Since the convergence is uniform in ω {G¯n} satisfies the same LDP as {Gn}, and therefore Assumption 2.1
holds. Note that the Lipschitz condition is stronger than needed. For instance, it can be relaxed to requiring
that Gn belongs to a generalized Lipschitz space [6, Lemma 5.2].
Example 2.5. Suppose there is a probability distribution µ on R with bounded support (i.e., M < ∞
such that µ([−M,M ]c) = 0) and that {hni } are iid µ for n ∈ N and i ∈ [n2]. Define Hn(x) = hni for
x ∈ [i/n2, (i+1)/n2), and identify Hn with its periodic extension to R. Let ρ ≥ 0 be a smooth convolution
kernel with compact support and define
Gn(x) =
∫
R
ρ(x− y)Hn(y)dy.
Then Assumption 2.1 holds. Indeed, in this case one can show that {Hn} satisfies the LDP on B with the
weak topology on B and with the rate function
J(ℓ) =
∫
[0,1]
L(ℓ(x))dx,
where L(b) = supa∈R[ab − log
∫
eaµ(da)]. 1 If
∫
R
hfndx →
∫
R
hfdx for all h ∈ B then, in particular,∫
R
ρ(x− y)fn(y)dy →
∫
R
ρ(x− y)f(y)dy for each x ∈ R. If in addition |fn(y)| ≤M for all n and y then
{∫
R
ρ(x− y)fn(y)dy} are uniformly equicontinuous, and thus the convergence is uniform in x. Therefore
f 7→
∫
R
ρ(x− y)f(y)dy
is a continuous mapping from B ∩ {f : |f(y)| ≤ M for y ∈ [0, 1]} into itself, but with the weak topology
on the domain and the strong topology on the range. By the contraction principle {Gn} satifies the LDP on
B with rate
K(h) = inf
{
J(ℓ) : h(x) =
∫
R
ρ(x− y)ℓ(y)dy
}
.
The scaling used in Example 2.5 is needed so that the large deviation scaling sequence of the initial
conditions matches that of the random graph. If another scaling is used that produces a different large
deviation scaling sequence, then the slower one would dominate, in that the large deviation properties of the
corresponding dynamical model would not reflect any randomness coming from the noises with the faster
scaling sequence.
1Several proofs are available, including one that extends Sanov’s theorem. However, the most direct argument is to note that
Mogulskii’s theorem asserts that if Y n(x) =
∫ x
0
Hn(t)dt, then {Y n} satisfies an LDP in C([0, 1]) with the rate function I(φ)
equal to
∫
1
0
L(φ˙(t))dt if φ is absolutely continuous with φ(0) = 0 and ∞ otherwise. UsingHn(x) = Y˙ n(x) a.s. in x (w.p.1), we
can find the result stated for the sequence {Hn} using integration by parts.
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3 The space of graphons
The key ingredient in the dynamical network models formulated in the previous section is a sequence of
random adjacency matrices (anij). The corresponding kernels W˜
n and their (averaged) limits W are called
graphons in the language of the graph theory [7]. Before we can formulate the LDPs for dynamical models,
we first need to understand large deviations for random graphons (W˜ n). To this end, in this section, we
review certain facts about graphons.
Consider a collection of random variables {Xnij} with values in [0, 1] and indexed by i, j ∈ [n]. Given
such random variables, we define Fn : [0, 1]2 → [0, 1] by
Fn(y) = Xnij if y ∈ Qnij . (3.1)
We view {Fn} as taking values in S, the space of measurable functions from [0, 1]2 to [0, 1]. S is equipped
with the∞→ 1 distance
d∞→1(f, g) = sup
−1≤a,b≤1
∣∣∣∣∣
∫
[0,1]2
a(t)b(s)[f(t, s)− g(t, s)]dtds
∣∣∣∣∣ , (3.2)
where a, b : [0, 1] → [−1, 1] are measurable functions. The∞→ 1 distance is derived from the L∞ → L1
operator norm on L2([0, 1])
‖W‖∞→1 = sup
−1≤a,b≤1
∫
[0,1]2
a(x)b(y)W (x, y)dxdy, (3.3)
which in turn is equivalent to the cut norm
‖W‖ := sup
S,T
∣∣∣∣
∫
S×T
W (x, y)dxdy
∣∣∣∣ = sup
0≤a,b≤1
∣∣∣∣∣
∫
[0,1]2
a(x)b(y)W (x, y)dxdy
∣∣∣∣∣ , (3.4)
where the first supremum is taken over all measurable subsets of [0, 1]. In particular, we have (cf. [7,
Lemma 8.11])
‖W‖ ≤ ‖W‖∞→1 ≤ 4‖W‖. (3.5)
Sn ⊂ S stands for the set of piecewise constant functions with respect to the partition (Qnij). Specifically,
Fn ∈ Sn is constant on each Qnij . The∞→ 1 distance on Sn is equivalent to
dn∞→1(f, g) = sup
an, bn
1
n2
n∑
i,j=1
ani b
n
j [f(i/n, j/n) − g(i/n, j/n)], (3.6)
where each an, bn ∈ [−1, 1]n, i, j ∈ [n].
Let P be the set of all measure preserving bijections of [0, 1]. For every σ ∈ P and f ∈ S define
fσ(t, s) = f(σ(t), σ(s)). (3.7)
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This defines an equivalence relation on S. Two elements f and g of S are equivalent, f ∼ g, if g = fσ
for some σ ∈ P. By identifying all elements in the same equivalence class, we obtain the quotient space
Sˆ = S/∼. The distance on Sˆ is defined as follows:
δ∞→1(f, g) = inf
σ
d∞→1(fσ, g) = inf
σ
d∞→1(f, gσ)
By the Weak Regularity Lemma, (Sˆ, δ∞→1) is a compact metric space [8].
4 The LDPs
For Wˆ ∈ Sˆ let
I(Wˆ ) = inf
V ∈Vˆ
Υ(V,W ), (4.1)
whereW ∈ Wˆ is arbitrary and Υ is defined in (1.9).
Theorem 4.1. {Fˆn}n∈N defined in (3.1) satisfies the LDP with scaling sequence n2 and rate function (4.1).
We now turn to the dynamical model (2.1), (2.2). Below, it will be convenient to rewrite (2.1), (2.2) as
∂tu
n(t, x) = f (un(t, x), t) +
∫
W˜ n(x, y)D (un(t, x), un(t, y)) dy, (4.2)
un(0, x) = gn(x), (4.3)
where as before
W˜ n :=
n∑
i,j=1
anij1Qnij , u
n(t, x) :=
n∑
i=1
uni (t)1Qni (x), and g
n(x) =
n∑
i=1
gni 1Qni (x). (4.4)
Recall that B and S stand for the space of initial conditions and space of graphons respectively. We use
the L2–distance on B and the∞→ 1 distance on S. Let X := S × B endowed with the product topology.
On B, S, and X we define the equivalence relations:
g ∼ g′ if g′ = gσ,
W ∼W ′ if W ′ = Wσ,
and
(W, g) ∼ (W ′, g′) if W ′ = Wσ & g′ = gσ for some σ ∈ P.
Define the quotient spaces Bˆ = B/∼ and Xˆ := X/∼. The distance on Xˆ is given by
d
Xˆ
(
(̂U, g), (̂V, h)
)
= inf
σ1,σ2
{‖Uσ1 − Vσ2‖∞→1 + ‖gσ1 − hσ2‖L2([0,1])} , (4.5)
where (U, g) ∈ (̂U, g) and (V, h) ∈ (̂V, h) are arbitrary representatives.
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Likewise, let Y := C([0, T ], B) and Yˆ := C([0, T ], Bˆ). Yˆ is a quotient space under the following
relation:
Y ∋ u ∼ u′ if u′(t, x) = u(t, σ(x)), (t, x) ∈ [0, T ]× [0, 1]
for some σ ∈ P. The distance on Yˆ is given by
d
Yˆ
(uˆ, vˆ) = inf
σ1,σ2
‖uσ1 − vσ2‖C(0,T ;L2([0,1])), (4.6)
where u ∈ uˆ and v ∈ vˆ are arbitrary representatives.
Given (W, g) ∈ X let u ∈ Y stand for the corresponding solution of the IVP (1.3), (1.4). By uniqueness
of solution of the IVP (1.3), (1.4)
F : X ∋ (W, g) 7→ u ∈ Y
is well–defined. Furthermore, it maps all members of a given equivalence class of X to the same equivalence
class of Y:
F (Wσ, gσ) = uσ ∀σ ∈ P.
Thus, F may be viewed as a map between Xˆ and Yˆ .
Lemma 4.2. F : Xˆ → Yˆ is a continuous mapping.
Lemma 4.2 will be proved in Section 6. With Theorem 4.1 and Lemma 4.2 in place, we use the Con-
traction Principle to derive the LDP for solutions of the discrete model (4.2), (4.3). We remind the reader
that initial conditions are assumed to be independent of the random graph.
Theorem 4.3. ForW ∈ S and g ∈ B let (W˜n, gn) be a sequence of random graphons and random initial
data (cf. (4.4)), and let Assumption 2.1 hold. Denote by un the corresponding solutions of (4.2), (4.3). Then
(uˆn) satisfies an LDP on Xˆ with scaling sequence n2 and the rate function
J(uˆ) = inf{I(Wˆ ) +K(gˆ) : (̂W, g) = F−1(uˆ)}.
5 The proof of Theorem 4.1
5.1 The weak convergence approach
The proof Theorem 4.1 is based on the weak convergence techniques [1]. We will use a “test function”
characterization of large deviations (see [1, Theorem 1.8]). To establish the LDP for (Fˆn), it is sufficient to
show that for each bounded and continuous (with respect to δ∞→1) G : Sˆ → R ,
− 1
n2
logEe−n
2G(Fˆn) → inf
Vˆ ∈Sˆ
[I(Vˆ ) +G(Vˆ )], as n→∞.
At the heart of the weak convergence approach lies the following representation for the Laplace integrals:
− 1
n2
logEe−n
2G(Fˆn) = inf E
[
1
n2
R (θn ‖µn ) +G( ˆ¯Fn)
]
, (5.1)
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where µn is the product measure corresponding to {Xnij} on {0, 1}n
2
and the infimum in (5.1) is taken over
all probability measures θn on {0, 1}n2 (cf. [1, Proposition 2.2]). Here ˆ¯Fn is analogous to Fˆn, in that
F¯n(y) = X¯nij for y ∈ Qnij,
where {X¯nij} has joint distribution θn, and ˆ¯Fn is the corresponding equivalence class
By (5.1), the proof of Theorem 4.1 is reduced to showing the convergence of variational problems: for
each bounded and continuous G
inf
θn
E
[
1
n2
R (θn ‖µn ) +G( ˆ¯Fn)
]
→ inf
Vˆ ∈Sˆ
[I(Vˆ ) +G(Vˆ )] as n→∞. (5.2)
5.2 A Law of Large Numbers type result
Let ak, k = 1, . . . , n
2 be some enumeration of the points in {1, . . . , n}2, and let k(i, j) be defined by
ak(i,j) = (i, j). Let θ¯
n
k be (a version of) the conditional distribution on variable X¯
n
ak
, given X¯nas , s < k.
Thus form = 0, 1
θ¯nk ({m})(ω) = P
{
X¯nak = m
∣∣∣X¯na1 , . . . , X¯nak−1 } .
We can decompose θn and µn into products of these conditional distributions, and then by the chain rule
(see for example [1, Proposition 3.1]),
E
[
1
n2
R (θn ‖µn ) +G( ˆ¯Fn)
]
= E

 1
n2
n2∑
k=1
R
(
θ¯nk ‖µnk
)
+G( ˆ¯Fn)

 ,
where µnk(A) = P (X
n
ak
∈ A). Note that θ¯nk is random and measurable with respect to Fnk−1, where
Fnk = σ(X¯nas , s ≤ k). For an analogous calculation but with more details see [1, Section 3.1].
We would like to relate the weak limits of { ˆ¯Fn} to a function that measures the “new” link probabilities
under θn, as well as the cost to produce these new probabilities. The original probabilities are µnk({1}), and
the new ones are θ¯nk ({1}). Let
M¯n(y) = θ¯nk ({1}) if y ∈ Qnij.
Note that {M¯n} are random variables with values in S, and and that since Sˆ is compact { ˆ¯Mn} and { ˆ¯Fn}
are automatically tight.
Recalling that
W n(y) = µnk({1}) if y ∈ Qnij,
we can write
1
n2
n2∑
k=1
R
(
θ¯nk ‖µnk
)
= Υ(M¯n,W n),
10
where Υ(·, ·) is defined in (1.9). Note that while W n is deterministic, M¯n need not be. We will also want
to note that trivially
Υ(M,H) ≥ inf
σ
Υ(Mσ ,H)
for anyM,H ∈ S.
We next state a LLN type result for the sequence of “controlled” random graphs (F¯n).
Lemma 5.1. For any δ > 0
P
(
dn∞→1(F¯
n, M¯n) ≥ δ)→ 0,
and therefore for any δ > 0
P
(
δ∞→1(
ˆ¯Fn, ˆ¯Mn) ≥ δ
)
→ 0.
We use a new version of the Bernstein bound that allows dependence between the random variables.
Lemma 5.2. Let {Zi, i = 1, . . . , N} be random variables with the following properties.
1. |Zi| ≤ c <∞ a.s.,
2. There is a filtration {Fi} such that each Zj for 1 ≤ j < i is Fi-measurable. Let mi = E[Zi|Fi].
Then for δ > 0
P
(
1
N
N∑
i=1
(Zi −mi) ≥ δ
)
≤ e−Nh(δ/c),
where h(u) = (1 + u) log(1 + u)− u > 0 for u > 0.
Proof. Since |Zi| ≤ c, the conditional distribution of |Zi −mi| given Fi is also bounded uniformly by c.
By straightforward calculations using Taylor’s theorem,
E
[
eα(Zi−mi)|Fi
]
≤ eeαc−1−αc a.s.
(the same calculation is used in the proof of the Bernstein bound). For any α > 0
P
(
1
N
N∑
i=1
(Zi −mi) ≥ δ
)
= P
(
eα
∑N
i=1(Zi−mi) ≥ eNαδ
)
≤ e−NαδEeα
∑N
i=1(Zi−mi).
We then bound Eeα
∑N
i=1(Zi−mi) by recurring backwards from i = N :
Eeα
∑N
i=1(Zi−mi) = E
[
E
[
eα
∑N
i=1(Zi−mi)
∣∣∣FN]]
= E
[
E
[
eα(ZN−mN )
∣∣∣FN] eα∑N−1i=1 (Zi−mi)]
≤ Eeα
∑N−1
i=1 (Zi−mi)ee
αc−1−αc
≤ eN(eαc−1−αc).
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Thus
P
(
1
N
N∑
i=1
(Zi −mi) ≥ δ
)
≤ e−NαδeN(eαc−1−αc).
Now optimize on α > 0. Calculus gives δ − ceαc + c = 0, so
eαc =
c+ δ
c
or α =
1
c
log
(
c+ δ
c
)
> 0.
This choice gives the value
δα − eαc + 1 + αc = δ
c
log
(
c+ δ
c
)
−
(
c+ δ
c
)
+ 1 + log
(
c+ δ
c
)
= −δ
c
+
(
1 +
δ
c
)
log
(
1 +
δ
c
)
= h
(
δ
c
)
.

Proof of Lemma 5.1. We apply the previous lemma withZi replaced by a
n
i b
n
j X¯
n
ij ,mi replaced by a
n
i b
n
j θ¯
n
k(i,j)({m}),
N replaced by n2, and c = 1 to get
P

 1
n2
n∑
i,j
ani b
n
j [X¯
n
ij − θ¯nk(i,j)({m})] ≥ δ

 ≤ e−n2h(δ).
Since h(δ) > 0 for δ > 0, we can proceed exactly as in a LLN argument for uncontrolled random graphs
that appears in [5, Lemma 4.1]. Using (3.6) and that there are 2n choices for an and bn, the union bound
gives
P
(
dn∞→1(F¯
n, M¯n) ≥ δ) ≤ 2n+1e−n2h(δ) = 2en log 2e−n2h(δ) → 0.

5.3 Completion of the proof of Theorem 4.1
By the discussion in §5.1, it remains to show
lim
n→∞
inf
θn
E
[
1
n2
R (θn ‖µn ) +G( ˆ¯Fn)
]
= inf
Vˆ ∈Sˆ
[I(Vˆ ) +G(Vˆ )]. (5.3)
We first establish a lower bound. Let {θn} be any sequence for which θn is a probability measure
on {0, 1}n2 . Construct {F¯n}, {M¯n}, { ˆ¯Fn}, { ˆ¯Mn} and {W n} as in Sections 3 and 5.2, and recall that
12
d∞→1(W
n,W ) → 0. Since (Sˆ, δ∞→1) is compact, { ˆ¯Fn} and { ˆ¯Mn} are automatically tight. Consider
any subsequence along which { ˆ¯Fn} and { ˆ¯Mn} converge in distribution, and label the limits ˆ¯F and ˆ¯M .
By Lemma 5.1, ˆ¯F = ˆ¯M . We use Fatou’s lemma and the lower semicontinuity of relative entropy in both
variables [1, Lemma 2.4] along this subsequence to obtain
lim inf
n→∞
E
[
1
n2
R (θn ‖µn ) +G( ˆ¯Fn)
]
= lim inf
n→∞
E
[
Υ(M¯n,W n) +G( ˆ¯Fn)
]
≥ lim inf
n→∞
E
[
inf
V ∈ ˆ¯Mn
Υ(V,W n) +G( ˆ¯Fn)
]
≥ E
[
inf
V ∈ ˆ¯M
Υ(V,W ) +G( ˆ¯M)
]
≥ inf
Vˆ ∈Sˆ
[I(Vˆ ) +G(Vˆ )].
Since {θn} is arbitrary, an argument by contradiction then gives
lim inf
n→∞
inf
θn
E
[
1
n2
R (θn ‖µn ) +G( ˆ¯Fn)
]
≥ inf
Vˆ ∈Sˆ
[I(Vˆ ) +G(Vˆ )].
Next we consider the reverse bound. Let δ > 0 and choose V ∗ ∈ S such that
[Υ(V ∗,W ) +G(Vˆ ∗)] ≤ inf
Vˆ ∈Sˆ
[I(Vˆ ) +G(Vˆ )] + δ.
Letting θ∗,n correspond to V ∗ in exactly the same way that µn correspondsW , we can apply Lemma 5.1 (or
the ordinary LLN) to establish that δ∞→1(
ˆ¯Fn, Vˆ ∗)→ 0 in distribution. We also have by Jensen’s inequality
that
1
n2
R (θ∗,n ‖µn ) = 1
n2
n2∑
k=1
∫
rk
R
({
M¯n(y), 1− M¯n(y)} ‖{W n(y), 1 −W n(y)}) dy
≤
∫
[0,1]2
R ({V ∗(y), 1 − V ∗(y)} ‖{W (y), 1−W (y)}) dy
= Υ(V ∗,W )
(the reverse bound also holds as n→∞ by lower semicontinuity). Since we have made a particular choice
of θn, it follows from the dominated convergence theorem that
lim sup
n→∞
inf
θn
E
[
1
n2
R (θn ‖µn ) +G( ˆ¯Fn)
]
≤ lim sup
n→∞
E
[
1
n2
R (θ∗,n ‖µn ) +G( ˆ¯Fn)
]
= [Υ(V ∗,W ) +G(V ∗)]
≤ inf
Vˆ ∈Sˆ
[I(Vˆ ) +G(Vˆ )] + δ.
Letting δ → 0 establishes the upper bound, and completes the proof.
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6 Applying the Contraction Principle
In this section, we use Theorem 4.1 and the contraction principle to prove the LDP for dynamical model
(2.1), (2.2). To this end, we need to establish continuous dependence of the solutions of the corresponding
IVPs on the kernelW with respect to cut–norm and on initial data with respect to topology of L2([0, 1]).
6.1 Proof of Lemma 4.2
Let U and V be two measurable functions on [0, 1]2 with values in [0, 1] and consider the following IVPs
∂tu(t, x) = f (u(t, x), t) +
∫
U(x, y)D (u(t, x), u(t, y)) dy, (6.1)
u(0, ·) = g, (6.2)
and
∂tv(t, x) = f (v(t, x), t) +
∫
V (x, y)D (v(t, x), v(t, y)) dy, (6.3)
v(0, ·) = h, (6.4)
where g, h ∈ L∞([0, 1]).
Lemma 6.1. For a given T > 0, we have
‖u− v‖C(0,T ;L2([0,1])) ≤ C
(‖U − V ‖∞→1 + ‖g − h‖L2([0,1])) , (6.5)
where C depends on T, but not on U, V and g, h2.
We will need the following finite-dimensional (Galerkin) approximation of (6.1), (6.2) and (6.3), (6.4),
respectively:
∂tu
n(t, x) = f (un(t, x), t) +
∫
Un(x, y)D (un(t, x), un(t, y)) dy, (6.6)
un(0, ·) = gn, (6.7)
and
∂tv
n(t, x) = f (vn(t, x), t) +
∫
V n(x, y)D (vn(t, x), vn(t, y)) dy, (6.8)
vn(0, ·) = hn, (6.9)
where as in (4.4) Un, V n and gn, hn stand for the L2–projections of U, V and g, h onto finite–dimensional
subspaces span{1Qnij : (i, j) ∈ [n]2} and span{1Qni : i ∈ [n]} respectively:
wn(x) =
n∑
i=1
wni 1Qni (x), w
n
i = n
∫
Qni
w dx, w ∈ {g, h},
W n(x) =
n∑
i,j=1
W nij1Qnij (x), W
n
ij = n
2
∫
Qnij
Wdx, W ∈ {U, V }.
(6.10)
2Here and below, C stands for a generic constant.
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For solutions of the finite-dimensional models, we will need the following lemma.
Lemma 6.2.
‖un − vn‖C(0,T ;L2([0,1])) ≤ C
(‖Un − V n‖∞→1 + ‖gn − hn‖L2([0,1])) , (6.11)
where C is independent of n.
The proof of Lemma 6.2 will be presented after the proof of Lemma 6.1.
Proof of Lemma 6.1. 1. First, we show that
‖u− un‖C(0,T ;L2([0,1])) ≤ C
(‖U − Un‖L2([0,1]2) + ‖g − gn‖L2([0,1])) . (6.12)
To this end, let ξ := u − un, subtract (6.6) from (6.1), multiply the resulting equation by ξ and
integrate over [0, 1] with respect to x:
1
2
d
dt
∫
ξ(t, x)2dx =
∫
[f(u(t, x), t)− f(un(t, x))] ξ(t, x)dx
+
∫
[0,1]2
U(x, y) {D(u(t, x), u(t, y)) −D(un(t, x), un(t, y))} ξ(t, x)dxdy
+
∫
[0,1]2
(U(x, y)− Un(x, y))D(un(t, x), un(t, y))ξ(t, x)dxdy.
(6.13)
Using (2.3), (2.4), (2.5), and |U | ≤ 1, from (6.13), we obtain
1
2
d
dt
∫
ξ(t, x)2dx ≤ (Lf + 2LD)
∫
ξ(t, x)2dx
+
∫
[0,1]2
|U(x, y)− Un(x, y)| |ξ(t, x)|dxdy.
By Young’s inequality, we further have
d
dt
∫
ξ(t, x)2dx ≤ 2 (Lf + 2LD + 1/2)
∫
ξ(t, x)2dx+
∫
[0,1]2
|U(x, y)− Un(x, y)|2 dxdy. (6.14)
We obtain (6.12) from (6.14) via Gronwall’s inequality. Similarly, we have
‖v − vn‖C(0,T ;L2([0,1])) ≤ C
(‖V − V n‖L2([0,1]) + ‖h− hn‖L2([0,1])) . (6.15)
2. Using contractivity of the L2–projection operator with respect to the cut–norm (cf. [7]), ‖Un‖ ≤
‖U‖, and (3.5), we have
‖Un − V n‖∞→1 ≤ 4‖U − V ‖∞→1. (6.16)
This and Lemma 6.2 imply
‖un − vn‖C(0,T ;L2([0,1])) ≤ C
(‖U − V ‖∞→1 + ‖gn − hn‖L2([0,1])) . (6.17)
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3. From (6.12), (6.15), and (6.17), by the triangle inequality, we have
‖u− v‖C(0,T ;L2([0,1])) ≤ C
(‖U − V ‖∞→1 + ‖U − Un‖L2([0,1]) + ‖V − V n‖L2([0,1])
+‖g − gn‖L2([0,1]) + ‖h− hn‖L2([0,1]) + ‖gn − hn‖L2([0,1])
)
.
We obtain (6.5) after sending n→∞.

It remains to prove Lemma 6.2. We are following the lines of the proof of Proposition 2 in [12].
Proof of Lemma 6.2. 1. Using the bounds on U, V, f,D,
|U | ≤ 1, |V | ≤ 1, |f | ≤ 1, |D| ≤ 1,
and the initial data
max{‖un(0, ·)‖L∞([0,1]), ‖vn(0, ·)‖L∞([0,1])} ≤ max{‖g‖L∞([0,1]), ‖h‖L∞([0,1])},
it follows from (6.6), (6.7) and (6.8), (6.9) that
max
(t,x)∈[0,T ]×[0,1]
|wn(t, x)| ≤M, w ∈ {u, v} (6.18)
for someM > 0.
2. Since D is a Lipschitz continuous bounded function and D ∈ Hsloc(R2), s > 1, there is a Lipschitz
continuous bounded function DM ∈ Hs(R2), s > 1, which coincides with D on the ball of radius√
2M centered at the origin, B(0,
√
2M). Indeed, asDM one can takeDM (x) = ξM (x)D(x), where
ξM is an infinitely differentiable bump function equal to 1 on B(0,
√
2M) and equal to 0 outside of
B(0, 2
√
2M). In view of (6.18), replacing D with DM is not going to affect the solutions of the
IVPs (6.6), (6.7) and (6.8), (6.9) on [0, T ]. Thus, without loss of generality for the remainder of the
proof we assume that D ∈ Hs(R2), s > 1. In this case, letting φ be Fourier transform of D, we have
φ ∈ L1(R2) and D can be written as
D(u) =
∫
R2
e2piiu·zφ(z)d(z), u = (u1, u2), z := (z1, z2), u · z = u1z1 + u2z2. (6.19)
3. Recall that Un and V n are step functions (cf. (6.10)). Likewise, the solutions of the finite–dimensional
IVPs (6.6), (6.7) can be written as
wn(t, x) =
n∑
i=1
wni (t)1Qni (x), w
n ∈ {un, vn}. (6.20)
Denote
δni (t) := u
n
i (t)− vni (t), i ∈ [n]. (6.21)
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By subtracting (6.8) from (6.6), we have
δni (s) =
∫ s
0

n−1
n∑
j=1
Unij
(
D
(
uni (τ), u
n
j (τ)
) −D (vni (τ), vnj (τ)))
+ [f (uni (τ), τ)− f (vni (τ), τ)]
+ n−1
n∑
j=1
(
Unij − V nij
)
D
(
vni (τ), v
n
j (τ)
) dτ.
(6.22)
By continuity, there are 0 ≤ ti ≤ T and σi ∈ {1,−1} such that
sup
s∈[0,T ]
|δni (s)| = σiδni (ti), i ∈ [n]. (6.23)
Thus,
∆(T ) :=
∫
sup
s∈[0,T ]
|un(s, x)− vn(s, x)| dx = n−1
n∑
i=1
σiδ
n
i (ti)
=
∫ T
0
n−2
n∑
i,j=1
σiU
n
ij
(
D
(
uni (τ), u
n
j (τ)
) −D (uni (τ), unj (τ)))1[0,ti](τ)dτ
+
∫ T
0
n−1
n∑
i=1
σi [f (u
n
i (τ), τ) − f (vni (τ), τ)] 1[0,ti](τ)dτ
+
∫ T
0
n−2
n∑
i,j=1
σi
(
Unij − V nij
)
D
(
vni (τ), v
n
j (τ)
)
1[0,ti](τ)dτ
= I1 + I2 + I3.
(6.24)
Using Lipschitz continuity of D and f (cf. (2.4) and (2.3)) and the fact that |Unij | ≤ 1, we have
I1 + I2 ≤
∫ T
0
(2LD + Lf )∆(τ)dτ. (6.25)
On the other hand, using (6.19), we estimate
I3 ≤ n−2
∫ T
0
∫
R2
∣∣∣∣∣∣
n∑
i,j
(
V nij − Unij
)
e2piiu
n
i (τ)z1e2piiv
n
j (τ)z2
∣∣∣∣∣∣φ(z)dzdτ (6.26)
Decomposing e2piiu
n
i (τ)z1 and e2piiv
n
j (τ)z2 into sums of real and imaginary parts, each not exceeding 1
in absolute value, we have
I3 ≤ 4T‖Un − V n‖∞→1‖φ‖L1(R2). (6.27)
Combining (6.24), (6.25), and (6.27), and using Gronwall’s inequality, we obtain∫
sup
s∈[0,T ]
|un(s, x)− vn(s, x)| dx ≤ e(2LD+Lf )T (4T‖φ‖L1(R2)‖Un − V n‖∞→1
+ ‖gn − hn‖L2([0,1])
)
.
(6.28)
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4. Using (6.28) and (6.18), we have
sup
t∈[0,T ]
∫
(un(t, x)− vn(t, x))2 dx ≤ 2M sup
t∈[0,T ]
∫
|un(t, x)− vn(t, x)| dx
≤ 2M
∫
sup
t∈[0,T ]
|un(t, x)− vn(t, x)| dx
≤ 2Me(2LD+Lf )T (4T‖φ‖L1(R2)‖Un − V n‖∞→1 + ‖gn − hn‖L2([0,1])) .

Finally, given (̂U, g) and (̂V, h), fix two representatives (U, g) ∈ (̂U, g) and (V, h) ∈ (̂V, h). Denote
the corresponding solutions of the IVP and their equivalence classes by u, v and uˆ, vˆ respectively. Using
Lemma 6.1, we have
d
Yˆ
(uˆ, vˆ) = inf
σ1,σ2
‖uσ1 − vσ2‖C(0,T ;L2([0,1]))
≤ C inf
σ1,σ2
{‖Uσ1 − Vσ2‖∞→1 + ‖gσ1 − hσ2‖L2([0,1])}
≤ Cd
Xˆ
(
(̂U, g), (̂V, h)
)
.
This shows the contiunuity of F : Xˆ → Yˆ needed for the application of the contraction principle to the
dynamical model at hand.
7 Generalizations
In this section, we generalize the analysis in the main part of the paper in two directions. First, we show
that the LDP, which we derived for sequences of dense W-random graphs, applies to sparse graphs with
unbounded degree after simple rescaling. Second, we show how to deal with models depending on random
parameters (cf. (1.1)).
7.1 Sparsity
Our goal is to generalize the LDP to sequences of sparse graphs. LetW : [0, 1]2 → [0, 1] as before and let
0 < αn ≤ 1, n ∈ N, be a nonincreasing sequence. If αn → 0, we in addition assume that
αnn→∞. (7.1)
Define (Γn) by
P(anij = 1) = αnW
n
ij. (7.2)
If αn → α∞ > 0, (Γn) is a sequence of dense graphs as before. If αn ց 0 then graphs Γn are sparse.
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Example 7.1. Sparse Erdo˝s–Re´nyi graphs: W ≡ 1, αn ց 0. Dynamical models on sparse Erdo˝s–Re´nyi
graphs were studied in [4, 12].
On sparse graphs (Γn), the dynamical model takes the form
u˙ni = f(u
n
i , t) + (αnn)
−1
n∑
j=1
anijD(u
n
i , u
n
j ). (7.3)
The new scaling of the interaction term, (αnn)
−1, is used to account for sparsity.
To apply the analysis of the large deviations in the main part of the paper to the model at hand, note that
(αnn)
−1
n∑
j=1
anijD(u
n
i , u
n
j ) = n
−1
n∑
j=1
a
n
ijD(u
n
i , u
n
j ),
where
a
n
ij = α
−1
n a
n
ij, E a
n
ij = W
n
ij .
This suggests that in the sparse case one needs to study rescaled random variables
F
n = α−1n F
n.
The proof of the LDP for rescaled random variables Fˆn proceeds as before. The key difference is in the
Bernstein’s bound for the rescaled array:
P
(
N−1
∑
i
(
Zi
αn
− mi
αn
)
≥ δ
)
= P
(
N−1
∑
i
(Zi −mi) ≥ αnδ
)
≤ exp
{
−Nh
(
αnδ
c
)}
∼ exp
{−Nα2nδ2
2c2
}
.
(7.4)
We need Nα2n → ∞. For N = n2 this holds under our assumption (7.1). This leads to the following
statement.
Theorem 7.2. Suppose (7.1) holds and consider a sequence of sparse W-random graphs defined by (7.2).
Then {Fˆn}n∈N defined in (3.1) satisfies the LDP with rate function (4.1) and the scaling sequence n2.
Remark 7.3. For simplicity, we restricted to sparse W-random graphs defined by bounded graphons. The
analysis can be further extended to cover dynamical systems on W-random graphs defined by Lp–graphons
(cf. [10]).
7.2 Random parameters
We now revisit (1.1) and address dependence of the right–hand side on random parameters in this model.
To this end, we rewrite (1.1) on sparse graph sequence (Γn):
u˙ni = f(u
n
i , ξ
n
i , t) + (αnn)
−1
n∑
j=1
anijD
(
uni , u
n
j
)
,
ξ˙ni = 0,
(7.5)
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where ξni ∈ Rd is a random array independent from (anij). Clearly, solutions of the IVP for (7.5) depend con-
tinuously onW in cut norm as before. The treatment of random parameters is thus reduced to the question
of random initial conditions in the extended phase space. The initial conditions for Uni := (u
n
i , ξ
n
i ) i ∈ [n]
are generated in analogy with how it was done in Section 2. Specifically, let Bd stand for L
2([0, 1]d+1)
and assume that (Gn) is a sequence of Bd–valued RVs. Then the assumptions and all constructions in
Examples 2.3-2.5 translate verbatim to the model at hand.
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