Abstract. This paper concerns the asymptotic behavior of solutions to a semilinear parabolic equation with boundary degeneracy. It is proved that for the problem in a bounded domain with a homogeneous boundary condition, there exist both nontrivial global and blowing-up solutions if the degeneracy is not strong, while the nontrivial solution must blow up in a finite time if the degeneracy is strong enough. For the problem in an unbounded domain, blowing-up theorems of Fujita type are established and the critical Fujita exponent is finite in the not strong degeneracy case, while infinite in the other case. Furthermore, the behavior of solutions at the degenerate point is studied, and it is shown that for the nontrivial initial datum vanishing at the degenerate point, the solution always vanishes at the degenerate point if the degeneracy is strong enough, while never if it is not.
Introduction
This paper concerns the equation of the form ∂u ∂t = ∂ ∂x x λ ∂u ∂x + f (x, t, u), 0 < x < 1, t > 0, (1.1) where λ > 0. As a typical equation with boundary degeneracy, (1.1) is degenerate at x = 0, a portion of the lateral boundary. Equations with degeneracy similar to the one in (1.1) are used to describe some models, such as the Black-Scholes model coming from the option pricing problem ( [2] and hundreds of related papers), the Budyko-Sellers climate model ( [12] ) and a simplified Crocco-type equation coming from the study on the velocity field of a laminar flow on a flat plate ( [6] ). In recent years, the null controllability of the control system governed by (1.1) was studied. Particularly, for the control system governed by ∂u ∂t
it is proved that the control system is null controllable if 0 < λ < 2 ( [1, 6, 7, 11, 14] ), while not if λ ≥ 2 ( [5] ), where h is the control function and χ (ω 1 ,ω 2 ) is the characteristic function of (ω 1 , ω 2 ) with 0 < ω 1 < ω 2 < 1. Although the system can be not null controllable, [3, 4, 5] and [13] proved that the system is regional null controllable (and also persistent regional null controllable) and approximately controllable in L 2 ((0, 1)), respectively, for each λ > 0. In this paper, we investigate the asymptotic behavior of solutions to (1.1) with the power-like source. Precisely, we consider the problem as follows:
λ ∂u ∂x (0, t) = 0, u(1, t) = 0, t > 0, (1.3) u(x, 0) = u 0 (x), 0 < x < 1, (1.4) where λ > 0, p > 1 and u 0 is nonnegative. In the nondegenerate case λ = 0, it is well known that there exist both nontrivial global and blowing-up solutions to problem (1.2)-(1.4). However, it is shown in this paper that the conclusion is valid just for the case 0 ≤ λ < 2. If the degeneracy is so strong that λ ≥ 2, then the solution to problem (1.2)-(1.4) must blow up in a finite time for any nontrivial u 0 . This is a new phenomenon of nonexistence of nontrivial global solutions to the parabolic problem in a bounded domain where there is a power-like source and a homogeneous boundary condition ( [8, 10] ). Since there are a homogeneous Neumann boundary condition at the boundary x = 0 and a homogeneous Dirichlet boundary condition at the boundary x = 1, it seems that x = 0 should be a blowing-up point. To our surprise, it is shown that in the case λ ≥ 2, the solution always vanishes at x = 0 if u 0 (0) = 0. Contrarily, this phenomenon cannot happen in the case 0 < λ < 2 unless u is trivial. So, the degeneracy of the equation essentially affects the asymptotic behavior of solutions; further, there is a mutation for the asymptotic behavior of solutions at λ = 2.
After the problem in a bounded interval, we are also interesting in the problem in an unbounded interval:
where λ > 0, p > 1 and u 0 is nonnegative. For problem (1.5)-(1.7), it is shown that the critical Fujita exponent is
As an important topic for nonlinear partial differential equations, a critical Fujita exponent was begun in 1966 by Fujita [9] and there have been a number of extensions of Fujita's results in several directions since then, including similar results for numerous quasilinear parabolic equations and systems in various geometries with nonlinear sources or nonhomogeneous boundary conditions (see the survey papers [8, 10] ). The results in this paper show that the critical Fujita exponent to problem (1.5)-(1.7) is discontinuous at λ = 2; further, the critical Fujita exponent is finite if 0 < λ < 2, while infinite if λ ≥ 2. Like the solution to problem (1.2)-(1.4), the solution to problem (1.5)-(1.7) also possesses the following property if u 0 (0) = 0: the solution always vanishes at x = 0 in the case λ ≥ 2, while the solution never vanishes at (0, t) for any t > 0 unless u is trivial in the case 0 < λ < 2.
The paper is organized as follows. In §2, we introduce the main results of the paper. Problem (1.2)-(1.4) and problem (1.5)-(1.7) are studied in §3 and §4, respectively. Finally, in §5 we state similar results for the problems with inner degeneracy.
Main results
As in [17] , solutions to problem (1.2)-(1.4) and problem (1.5)-(1.7) can be defined as follows.
(ii) For any 0 <T < T and any nonnegative
Supersolutions can be defined similarly. A solution means that it is both a subsolution and a supersolution.
(ii) Assume that u and u are a subsolution and a supersolution to problem
(ii) Assume that u and u are a subsolution and a supersolution to problem (1.
Proposition 2.1 can be proved similar to the nondegenerate case λ = 0. The local existence is based on the parabolic regularization method and the uniform supersolutions and energy estimates for the regularized problems. The comparison principle follows by choosing ϕ = (u − u) + in the definition, where s + = max{s, 0}. For Proposition 2.2, the local existence is obtained by approximating the problem in an unbounded domain from the problems in bounded domains (see [15] , Theorem 1.3.4), while the comparison principle is proved by a duality argument (see [15] , Theorem 1.3.1). 
Theorem 2.3. Assume that u is the solution to problem
Theorem 2.6. Assume that u is the solution to problem (1.
Problems in a bounded interval
In this section, we study problem (1.2)-(1.4) and prove Theorems 2.1-2.3.
Proof of Theorem 2.1. First consider the global case. For M > 0, set
A direct calculation shows that u is a supersolution to (1.2) if
Therefore, u is a supersolution to (1.2) for each M ≥ M 0 , where
Noting that lim r→0 + r λ w (r) = 0, one gets that u is a supersolution to problem
The comparison principle (Proposition 2.1 (ii)) yields that the solution to problem (1.2)-(1.4) exists globally in time if u 0 satisfies (3.1). Now let us turn to the blowing-up case. Set
It is clear that ψ ∈ C 1 ([0, 1]) is piecewise smooth and satisfies ψ (0) = 0, ψ(1) = 0 and
Assume that u is a solution to problem (1.2)-(1.4) in (0, +∞). Then, it follows from Definition 2.1 that u satisfies d dt
Therefore, if u 0 is sufficiently large such that
Hence, there exists T > 0 such that
which leads to lim
Proof of Theorem 2.2. For 0 < δ < 1, set
It is clear that ψ δ ∈ C 1 ((0, 1]) and ψ δ is piecewise smooth with
Therefore, there exists C 1 > 0 depending only on λ but independent of δ such that
Additionally, a simple calculation shows that ψ δ ∈ L 1 ((0, 1)) satisfies
with some C 2 > 0 depending only on λ but independent of δ.
Assume that u is a solution to problem (1.2)-(1.4) in (0, +∞). Then, it follows from Definition 2.1 that u satisfies
Owing to λ ≥ 2, 0 < δ < 1 and 
u(·, t) = +∞.
Proof of Theorem 2.3. According to Definition 2.1, for any 0 <T < T, there exists M > 0 such that
CHUNPENG WANG First consider case (i). Assume that u 0 (x 0 ) = 0 for some 0 < x 0 < 1. Noting that u is a supersolution to the uniformly parabolic problem
there exists δ > 0 such that
Consider the control system
) such thatṽ(x, T ) = 0 for 0 < x < 1 (see for example [7, 14] ). According to the Moser iteration and the comparison principle, one can show thatṽ
Then,v is a subsolution to the problem
Due to (3.7) and (3.8), u is a supersolution to problem (3.9)-(3.11). Therefore, the comparison principle leads to
Let us turn to case (ii). It follows from (3.7) that u is a subsolution to the problem
The comparison principle yields that
Consider the regularized problem
where n is a positive integer and {u 0,n } 1) ) and satisfies 0,1) 
owing to λ ≥ 2. Therefore, it can be verified that ±ξ n are super and subsolutions to problem (3.16)-(3.18), respectively. The comparison principle yields
which, together with (3.15), leads to the fact that for any (x, t) ∈ (0, 1) × (0,T ),
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2 t x, 0 < x < 1, 0 < t <T .
Problems in an unbounded interval
In this section, we study problem (1.5)-(1.7). Note that Theorem 2.5 is a corollary of Theorem 2.2, while Theorem 2.6 can be proved by a similar proof in Theorem 2.3. Thus we only need it to prove Theorem 2.4.
Proof of Theorem 2.4 (i) and (iii). For
It is clear that ψ R ∈ C 1 ([0, +∞)) is piecewise smooth with
Assume that u is a solution to problem (1.5)-(1.7) in (0, +∞). Then, it follows from Definition 2.2 that u satisfies
Therefore,
In case (i), since 1 < p < 3 − λ and u 0 is nontrivial, there exists R > 0 sufficiently large such that
Then, (4.3) leads to 5)-(1.7) . Set
A direct calculation shows that u is a supersolution to (1.
Take
, r > 0, where ε > 0 and
From the range of A,
Hence u is a supersolution to (1.5) for each 0 < ε ≤ ε 0 , where
. Noting lim r→0 + r λ w (r) = 0, one gets that u is a supersolution to problem (1.5)-
The comparison principle (Proposition 2.2 (ii)) yields that the solution to problem (1.5)-(1.7) exists globally in time if u 0 satisfies (4.4).
In order to prove Theorem 2.4 (ii), we need the following lemma. 
where ψ R is the function defined by (4.1).
Proof. First, one gets from (4.3) that
Let us prove (4.5) by a contradiction. Otherwise, there exists t 0 > 0 such that
Then, it follows from (4.8) that
which leads to the fact that u must blow up in a finite time. Thus, (4.5) holds. Second, from (4.8) and the Young inequality, one can get that
Finally, it follows from (4.2) that
Proof of Theorem 2.4 (ii). Assume that u is a solution to problem (1.5)-(1.7) in (0, +∞). For any R > 0, set
where ψ R is the function defined by (4.1). Denote
w R (t) = sup (ii) If λ ≥ 2, then for any 0 < t < T , there exists M (t) > 0 such that 0 ≤ u(x, t) ≤ M (t)|x|, x ∈ R.
