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In the design and operation of a particle storage ring the numerical simulation is an essential tool to
understand and optimize its beam dynamics. These simulations are necessary to describe both the
single particle behavior, but also the more complex processes of the interaction of charged particles
between each other, including the external guiding fields. A deep theoretical understanding of the
underlying mechanisms is always required, however, the beam dynamics is often too complex for
quantitative analytic calculations. Dependent on the complexity of the physical problem, even the
simulation tools may not be sufficiently fast enough on today’s computing facilities to take all ef-
fects into account, and so they require reasonable assumptions and simplifications to obtain results
within practical time spans.
One of the simplifications in many codes based on a particle model is to alternate the comput-
ing of the interaction between the individual particles and the interaction between the particles
and the guiding fields. Another simplification usually applied in such codes is the introduction of
so-called macro particles, each representing an entire group of similarly behaving particles. These
macro particles are then computed in the effective mean field of all particles, the so-called space
charge field. Depending on the type of simulation code, this mean field can either be determined by
the momentary distribution of macro particles or be given by an analytic formula. The purpose in
introducing macro particles is a heuristic way to reduce the number of degrees of freedom involved,
because a realistic beam consists of e.g. 1012 particles, but – depending on the application – only
some 5 ·105 may be simulated reasonably fast. Of course, by performing such a reduction one must
guarantee that it does not affect the physics of the beam significantly. To this end a precondition
is to ensure that the number of macro particles is still large enough to avoid an artificial emittance
blow-up. This can be provided by a so-called convergence test.
The topic of this work is the important question whether the different approaches in the description
of space charge will lead to the same predictions – in comparison to each other, but even more
importantly how well their results agree with the outcome of beam experiments. In particular, we
will be dealing with two different groups of space charge models. The first group is related to an
analytic description of space charge in form of Bassetti and Erskine’s formula of the electrostatic
field of a Gaussian charge distribution. The other group is related to a finite-element-method ap-
proach, by solving the Poisson-equation on a grid. Both groups are hereby realized in various space
charge solvers of the well-established tracking codes MAD-X (Group 1) and PyOrbit (Groups 1
and 2).
In order to prepare our studies, a common analysis framework had to be established beforehand
to minimize any effects of the different data processing and handling of the codes on the results.
But also an important code improvement in MAD-X had to be done prior to the actual simulations
in order to obtain the correct natural chromaticity of the PS, by properly handling its combined-
function magnets in the thin-lens approach.
From the experimental point of view we have chosen a scenario in which we studied the behavior of
the beam near a horizontal integer resonance, in both the CERN Proton Synchrotron (PS) and the
Super Proton Synchrotron (SPS). By carefully setting up the experiments and measuring the optics
functions of both machines, we were able to find a scenario which could also be well described in
simulations. Hereby we changed the respective machine working point in a controlled manner from
a nominal working point towards the corresponding resonance – and back again. In this regard
we will present all experimental results in several tables and discuss a possible explanation of the




Um die Strahldynamik eines Speicherrings während der Planung und des Betriebs zu verstehen
und zu optimieren, ist die numerische Simulation ein essentielles Werkzeug. Solche Simulationen
werden benötigt, um sowohl das Verhalten des einzelnen Teilchens, als auch das komplexere Zusam-
menspiel mehrerer geladener Teilchen untereinander, inklusive ihrer externen Führungsfelder, zu
beschreiben. Hierbei ist ein tiefes theoretisches Verständnis der zugrundeliegenden Mechanismen
erforderlich, allerdings ist die Strahlphysik i.d.R. zu komplex für eine quantitative analytische Rech-
nung. Selbst Computersimulationen sind auf aktuellen Rechenclustern oftmals nicht schnell genug,
um alle Effekte eines gegebenen Problems zu berücksichtigen, und deswegen machen solche Codes
plausible Annahmen und Vereinfachungen um Resultate in praktikabler Zeit zu erhalten.
Eine Vereinfachung in vielen Codes, die auf einem Teilchenkonzept basieren, ist es, die Berech-
nung der Wechselwirkung zwischen den einzelnen Teilchen und der Wechselwirkung zwischen den
Teilchen und den Strahlführungsfeldern abwechselnd zu behandeln. Eine weitere oft in solchen
Codes gemachte Vereinfachung ist die Einführung sogenannter Makroteilchen, die jeweils für sich
eine ganze Gruppe von sich ähnlich verhaltenden Teilchen repräsentieren. Diese Makroteilchen wer-
den dann im effektiven mittleren Ladungsfeld aller Teilchen berechnet, dem sogenannten Raum-
ladungsfeld. Je nach Code kann hierbei das Raumladungsfeld bestimmt sein durch die momentane
Anordnung der Makroteilchen oder durch eine analytische Formel. Der Zweck der Einführung von
Makroteilchen besteht insbesondere darin, die Zahl der vorhandenen Freiheitsgrade auf heuristische
Art und Weise zu reduzieren, da sich in einem realistischen Strahl z.B. rund 1012 Teilchen aufhal-
ten, aber – je nach Programm – eventuell nur rund 5 · 105 in angemessener Zeit simuliert werden
können. Natürlich muss im Falle einer solchen Reduktion dann dafür Sorge getragen werden, dass
diese die Strahlphysik nicht nennenswert abändert. Insbesondere ist es wichtig zu gewährleisten,
dass die Zahl der Makroteilchen noch ausreichend groß ist, um einen etwaigen künstlichen Anstieg
in der Emittanz zu verhindern. Dies kann durch einen sogenannten Konvergenztest sichergestellt
werden.
Das Thema dieser Arbeit ist die wichtige Fragestellung, ob die verschiedenen Ansätze in der
Beschreibung der Raumladung zu den gleichen Vorhersagen führen – hierbei im Vergleich zueinan-
der, aber insbesondere auch bezüglich experimenteller Resultate. Dabei werden wir uns mit zwei
verschiedenen Gruppen von Raumladungsmodellen beschäftigen: Die erste Gruppe basiert auf einer
analytischen Beschreibung der Raumladung in der Form der Bassetti und Erskine Formel des elek-
trostatischen Feldes einer Gaussverteilung. Die zweite Gruppe basiert auf einem Finite-Elemente
Ansatz, in dem die Poisson-Gleichung auf einem Gitter gelöst wird. Beide Gruppen sind hierbei
in verschiedenen Raumladungsalgorithmen der etablierten Trackingcodes MAD-X (Gruppe 1) und
PyOrbit (Gruppen 1 und 2) implementiert.
In der Vorbereitung unserer Studien musste ein gemeinsamer Rahmen erstellt werden, um etwaige
Effekte durch die unterschiedliche Datenverarbeitung und Handhabung der Codes auf die Endresul-
tate zu minimieren. Auch bedurfte es einer wichtigen Verbesserung im MAD-X Code im Vorfeld der
eigentlichen Simulationen, um, vermöge einer getreuen Darstellung der Combined-Function Mag-
nete im dünne-Linsen Ansatz, die korrekte natürliche Chromatizität des PS zu erhalten.
Von experimenteller Seite her haben wir ein Szenario ausgewählt, in dem wir das Verhalten des
Strahls nahe einer horizontalen Integer-Resonanz studieren können – sowohl im CERN Proton
Synchrotron (PS) als auch im Super Proton Synchrotron (SPS). Durch sorgfältiges Aufsetzen
der Experimente und Messung der Optikfunktionen beider Maschinen waren wir in der Lage, ein
Szenario zu finden, das auch gut durch Simulationen beschrieben werden kann. Hierbei haben wir
viii
die entsprechenden Arbeitspunkte in kontrollierter Art und Weise von einem nominellen Arbeit-
spunkt zu der jeweiligen Resonanz geändert – und wieder zurückgestellt. Wir werden diesbezüglich
alle experimentellen Resultate in mehreren Tabellen darstellen und im Anschluss eine mögliche
Erklärung der Differenzen zwischen den verschiedenen Simulationscodes und dem Experiment für
Arbeitspunkte nahe der Resonanz diskutieren.
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1.1.1 The CERN LIU and HL-LHC program
In the effort to an understanding of nature’s underlying principles, advances in modern scientific
theories have been pushing the collision energy scale of particles further and further into terrains
which are difficult, if not impossible, to study. The reason seems to be nature itself, as there are
indications that, on the one hand, from a cosmological point of view the universe likely did evolve
out of a state of very high energy-density and, on the other hand, from a microscopic point of view,
that the coupling constants of the electromagnetic, the weak and the strong force are expected
to be almost merging at collision energies of around 1013 TeV [Kaz01]. Unfortunately (or maybe
fortunately), such energies are beyond the capabilities of any particle collider.
On the frontier of the highest possible particle collision energies mankind can currently produce
lays the European Organization for Nuclear Research (CERN), as host of its Large Hadron Collider
(LHC). CERN, founded in 1954, has currently 22 member states with around 2500 staff members
and over 12200 users from 110 nationalities [CER19]. The LHC, as being the largest part in the
CERN accelerator complex, is a 27 km circular particle collider, built for the purpose of achieving
the highest technically possible energies for fundamental high-energy physics research.
The ring was approved and built from around 1994 onwards in the tunnel of its predecessor,
the Large-Electron-Positron Collider (LEP), and assembled in two stages. In its current second
stage it can produce proton-proton collisions in four collision points with a center of mass energy
of around 13 TeV . Two beams of particles are hereby circulating in two separated tubes inside a
superconducting magnet system, and brought into collision at the interaction points. The scale of
the entire complex is shown in Fig. 1.1, while a schematic view is given in Fig. 1.2.
The LHC was operated with success over the recent years, including the celebrated discovery
of the Higgs-boson [Aad+12; Cha+12], the last sought piece of the standard model depicted in Fig.
1.3. This was a major milestone in an understanding of nature’s fundamental principles. In order
to further improve the performance of the LHC, major upgrades are scheduled within the coming
years, starting from 2019 onwards, in which all injectors1 – as well as the main ring – will receive
improvements and element replacements.
The upgrade of the pre-accelerator complex is summarized under the name LHC Injectors Upgrade
(LIU). LIU is required prior to an upgrade of the LHC, the High-Luminosity LHC (HL-LHC). The
HL-LHC has the primary purpose to fully exploit the capabilities of the ring, using cutting-edge
technology, with the goal to increase the luminosity (i.e. the number of collisions per second and
per transverse area) by a factor of around ten [Apo+17].
1Rings through which the beam will be accelerated into the LHC are called injectors.
2 Chapter 1. Introduction
Figure 1.1: Aerial view of the CERN accelerator complex. c⃝CERN
Increasing the luminosity is highly desired, as it will lead to better statistics, in particular in
regards of the detection of rare processes, and which will therefore improve our understanding of
nature. Besides of exploring the properties of the Higgs boson, another goal of the scientific pro-
gram will be the search for weakly interacting massive particles, in order to detect possible hints
to physics beyond the standard model.
In order to reach high luminosities in the LHC, the pre-accelerator complex plays a crucial role,
because in the chain of pre-accelerators the bunch characteristics of the LHC are determined: A
high luminosity goal in the LHC collision points requires high-intensity beams in all involved ma-
chines. However, the higher the intensity of the beam is set to, the stronger the repulsive forces of
the individual particles will be due to the fact that they have the same electric charge. At some
point these space charge forces are sufficiently strong enough to drive undesired beam instabilities
2This figure is a derivative of "Standard model of physics", http://texample.net/ c⃝ C. Burgard under the Creative
Commons attribution license.
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Figure 1.2: Schematic view of the CERN accelerator complex. c⃝CERN
and other phenomena, which turn out to be major limitations for the operation of the machines.
Space charge is always present, but it is in particular dominant in the low-energy pre-accelerators,
because its repulsive action takes place in the beam rest frame, i.e. under the effect of time dilation
if observed from the laboratory frame of reference.
The CERN pre-accelerators consists of the linear accelerators LINAC3 for ions and LINAC43
for protons, the Low Energy Ion Ring (LEIR) for ions, the Proton-Synchrotron-Booster (PSB) for
protons, the Proton Synchrotron (PS) and finally the Super-Proton-Synchrotron (SPS), see Fig.
1.2. In all of those machines, simulations with high-intensity beams are necessary to determine the
behavior of the beam due to the additional self-interaction of the particles.
For the purpose of simulating space charge effects, various simulation codes are at our disposal.
These codes are intended to solve the complex scenarios of interacting particles inside an accelera-
tor over a reasonably long period of time. However, although they are sophisticated, they too have
to rely on certain simplifications, and it is therefore important to determine whether the different
models of the codes yield correct and consistent results. This is the point where this work comes
into play. In particular we are going to analyze two specific space charge codes, which are called
MAD-X and PyOrbit.
3LINAC4 is the replacement of LINAC2. LINAC2 was in operation at the time of this work.


















































































































(+1 opposite charge W )
standard matter unstable matter force carriers
outside
standard model
1st 2nd 3rd generation
Figure 1.3: The standard model of particle physics.2
1.1.2 Motivation
The simulation of a large number of interacting charged particles inside a storage ring is a chal-
lenging task mainly because of two reasons: The first reason is the sheer amount of particles (at
CERN usually in the order of 1011 to 1013) which require the invention of suitable models to reduce
the amount of parameters to be processed, and usually to parallelize computations as much as
possible. The second reason is the time span of the physical processes simulated versus the time
step of the integrator. Formulated for a reader who is familiar with the subject:4 If the equations
of motion are integrated in a straightforward manner, codes which are based on a non-Liouvillean
model may lead to unphysical phenomena. A well-known example is the development of noise as
a contribution to the beam entropy, which will affect the evolution of the beam emittances [Str96;
Str00; BF+15; KF15].
In accelerators, phenomena related to the interaction between charged particles or charged particles
and the vacuum chamber walls are commonly abbreviated as collective effects. The interaction of
the particles fall mainly into two categories: direct and indirect effects. Direct effects are primarily
caused by the Coulomb interaction between the particles inside the beam (usually described by an
effective space charge field). Indirect effects are caused by the influence of image charges on the
beam, which are induced in the wall of the beam pipe.
Codes dealing with space charge can be categorized in so-called adaptive codes and non-adaptive
4We will introduce some notions in this chapter later on.
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or ’frozen’ codes. Frozen codes consider the space charge forces as being fixed once determined,
regardless of any changes on the distribution in the process of the simulation. In these frozen
models, the interaction of individual particles does not have to be computed, essentially making
these codes relatively fast single-particle tracker. They often assume a bi-Gaussian elliptic shape of
the distribution in the transverse direction and a uniformly shape of infinite length in longitudinal
direction (such beams are called ’coasting’), since in this case there exist a well-known analytic
description of the electromagnetic field [BE80; Zie91]. The handling of the longitudinal charge
density in case of bunched beams are then included separately. In case of a transversely circular
bi-Gaussian distribution, the situation is a bit simpler, see e.g. Ref. [Sch10].
In contrast to frozen codes, adaptive codes ’adapt’ – after a given time span or length – the
electromagnetic force field to the actual distribution of simulated particles. In the two codes this
work is concerned with, such a length is controlled by the user to a certain extend. In addition,
codes can be self-consistent, in which we understand the capability of computing the interaction
between particles and the external force fields simultaneously. Examples of such codes are Vlasov
solvers as in Ref. [Ume+12], and certain moment codes like BEDLAM [Cha83b; CHL85; BL85;
Lys90] and V-Code [AW04]. Last but not least there is the important class of symplectic codes, in
which every integration step can be characterized as coming from a canonical transformation, i.e.
codes satisfying the Liouville-theorem on its parameter space.
In this work we are dealing with a benchmark of the two space charge codes MAD-X and PTC-
PyOrbit against each other and against experimental results, focusing on direct space charge effects.
Both codes come along with several space charge solvers, which are based on different models to
simulate the propagation of interacting charged particles through the respective machine. These
codes will be discussed in Chapter 3.
1.2 Structure of this work
After this introductory chapter, we will first continue in single-particle dynamics and describe in
Chapter 2 in detail how we modified the MAD-X code in order to use thin-lens combined-function
magnets.5 As this work is dealing with a benchmarking of MAD-X and PyOrbit, and the main
building blocks in the PS are combined-function magnets, this preparation step was required prior
to our space charge studies in order to correct an error of around 20% in the natural chromaticity
against the thick-lens result. A thin-lens description of machine elements is essential for the MAD-
X tracking procedures.
In Chapter 3 we will introduce the two space charge codes this work is concerned with, MAD-X
and PyOrbit, and discuss how these codes model space charge effects. While some of the underly-
ing space charge solvers are utilizing an analytic field description, others are based on a Particle
In Cell (PIC) model in order to solve space charge on a grid, similar to a finite-element method.
Because reasonable numbers for grid points and macroparticles6 used in the simulation needs to
be determined, we will present results of a convergence study regarding the PIC codes. Hereby we
will analyze the evolution and growth of noise and the required CPU speed. In this chapter we will
also discuss results of symplecticity checks for the codes.
The next chapter, Chapter 4, is dedicated to a detailed presentation of the experimental setup
and measurement results of both the PS and SPS studies. In particular we will provide tables of
5The definition of ’thin-lens’ will be made precise in Chapter 2.
6The word stems from the fact that in a simulation we can usually work only with much less particles than in the
experiment. These simulation particles therefore represent a certain number of realistic particles.
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wirescanner7 and intensity measurements, the measured dispersion around the machines as well as
measurements of the so-called beta-beating in close vicinity of the integer resonance, together with
an error analysis. The beta-beating is hereby the relative error of the measured β-function (see
later) towards the model.
In what follows is Chapter 5, where we present a study in which we will address one aspect of
the problem of generating a particle distribution so that its profiles are in good agreement with the
measurements. Hereby we will derive an interesting result regarding the occupation of the particles
in phase space and present a numeric test confirming our findings.
In Chapter 6 we will present the outcome ouf our two simulation studies for both the PS and
the SPS and compare them against our measurements. We will hereby utilize methods discussed
in Ref. [Tit19] to obtain statements regarding the emittance growth and the dispersion under the
effect of space charge in the simulation. Our main emphasis lays hereby on the PS where we will
find a surprising result and provide an explanation.
The last two parts of the work consists of Chapter 7, which contains our concluding remarks,
as well as an appendix: As it turned out in the course of our studies, a central problem in setting
up simulations near the integer resonance stems from implementing a sufficient particle generation
procedure. Formulated in an exaggerated manner: If one could construct a method in order to
generate particles so that in the course of the simulation their distribution is in perfect agreement
with the measurements, one has already understood a great deal of the entire simulation.
In Appendix B we have therefore included work where we examined the interplay between linear
normal form and matched covariance matrices, as we encountered issues related to these subjects
while setting up the simulations. The main result of this work is a description of the parameteriza-
tion for linear (coupled) optics, which is purely based on the tracking data, and where knowledge
of the underlying optics is not required.
The results were then used in our analysis of the simulation data in Chapter 6. Besides of providing
a common analysis framework, the procedure can also be used in order to provide approximations
for the so-called twiss parameters (i.e. optics parameters like α, β, γ discussed later) close to the
integer resonance, where conventional twiss commands can break down, even if the tracking still
might work.8
1.3 Basic accelerator theory
Our goal of this section is, on the one hand, to conveniently introduce some of the concepts in
accelerator theory which seem to be the most relevant for the presented studies. And on the other
hand to provide (or perhaps better: to sketch) a small toolbox which is general enough to serve as
a starting point for further studies.
There are many different subjects in accelerator theory which we can not cover in this small
introduction. For example, we will not discuss the physics of synchrotron radiation, primarily
also because this work is concerned with the physics of proton beams, which radiate a negligible
amount of synchrotron light in our experiments, and generally much less than electrons due to
the dependency of the mass in the radiation equation. Therefore, the beam can be understood
7The principle of a wirescanner is to move a thin wire through the beam to measure its profile by the induced
secondary charges in nearby scintillators.
8The reason is that computing twiss parameters requires the search of a closed-orbit, which may not be found
near a resonance.
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as a closed system under the influence of external guiding fields, whose borders are given by the
vacuum chamber walls. The motion of individual particles can be described by means of conserved
quantities, and thus in the foundation of accelerator theory in this work lays Hamiltonian mechanics.
We will hence begin this introduction with Hamiltonian mechanics describing the physics in the
accelerator. Although we attempt to introduce several concepts in a self-contained fashion, the
topic is vast and due to the limited amount of space we still have to drastically restrict ourselves
and must assume some familiarity with classical mechanics and also some mathematical background.
There is an additional difficulty coming from the transition from a single-particle description of
motion to concepts which involve the physics of many interacting particles: Some of the concepts of
single-particle dynamics can be transported to many-particle dynamics, but it depends on how this
is done; for example if one just increases the number of degrees of freedom, many concepts (and
equations) become unpractical. Instead one should attempt a different description, by properly
including macroscopic quantities and mean fields. In many circumstances one can arrive at far
reaching results and useful equations of the evolution for these macroscopic quantities, which may
once again be cast into a suitable Hamiltonian form. Some concepts of many-particle dynamics
which are important for this work will be governed in part two of this introduction.
1.3.1 Single-particle dynamics
Introduction
In order to guide and focus a beam of particles inside a beam pipe, many aspects regarding the
motion of charged particles in electromagnetic fields have to be taken into consideration. In this
subsection we will focus on principles which are fundamental in every situation. If radiation of
accelerated charged particles can be neglected, as it is the case for the proton beams in PS and
SPS experiments, the underlying equations governing the motion of the particles are Newton’s law
of motion and the Lorentz force
p⃗
.
= F⃗ , (1.1)
F⃗ = e(E⃗ + v⃗ × B⃗), (1.2)
while the external electric and magnetic fields E⃗ and B⃗ are satisfying Maxwell’s vacuum equations9
∇⃗E⃗ = 0, (1.3a)
∇⃗ × E⃗ = −∂tB⃗, (1.3b)
∇⃗B⃗ = 0, (1.3c)
∇⃗ × B⃗ = c−2∂tE⃗. (1.3d)
As we are dealing in this paragraph with the dynamics of individual particles under the effect of
external guiding fields, it is assumed that these fields are not influenced by the particles themselves.
This is no longer the case in multi-particle systems, of which we discuss some aspects in Subs. 1.3.2.
Since a storage ring or beam line consists of elements aligned along a reference trajectory, pa-
rameterized by a longitudinal position s, it is usually more convenient to determine the physics
with respect to s rather than the time. Often it is also required to switch between different coor-
dinate systems, for example from a Cartesian one to a comoving coordinate system, which might
9We will use SI units throughout the thesis work.
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be better suited to describe the physics along a curved beam line. Aside from the need to switch
between coordinate systems, it is often desired to use a first-order differential equation instead of
a second-order one.
A powerful tool to fulfill the above requirements is provided by Hamilton mechanics. In this











where H is a function depending on q = (x, y, t), canonical10 momenta p = (px, py, pt) and the








and w := (q, p)tr, the above set of equations (1.4a), (1.4b) can be recast conveniently as w′ =
J3∇H(w). Eq. (1.2) can now be reformulated, for example by using a Hamiltonian of the following
form, which is derived in Appendix 1.4.1:
























, φ̃ := eφ
p0c
, (1.7b)
and η := (K −E0)/E0 the relative energy deviation. K is total energy of the particle, β0, p0 and E0
are, respectively, the relativistic β-function, 3-momentum and energy of a reference particle and A⃗
and φ are the vector- and scalar potentials of the magnetic and electric fields11, i.e. they satisfy
∇⃗ × A⃗ = B⃗ and ∇⃗φ+ ∂tA⃗ = −E⃗. The s-dependent functions Kx, Ky describe a possible curvature
of the reference trajectory. We remark that the Hamiltonian (1.6) is based on a version found in
Ref. [Rip85] (see also the references in the appendix and in Chapter 2). For a general introduction
to Hamilton mechanics we refer the reader to Refs. [Poi93; GPS02].
As the beam line consists of many individual elements, it would be very difficult to glue them
all together into Eq. (1.6) and attempt a solution. The next stage in describing the physics of
the beam is therefore to look at special cases (i.e. individual elements) in which Eq. (1.6) can be
solved. This yield maps of individual elements which can be composed together to yield maps for
entire sections or even the entire beam line itself. In the case of a storage ring one would call such a
map a one-turn-map. In the next paragraph we will discuss important examples of such cell-maps.
10They should not be confused with the kinematic momentum p⃗ in Eq. (1.1). The relation is p⃗k = pxk − eAk,
where Ak are the components of the vector potential of B⃗. For this purpose we will sometimes use the subscript ’kin’
for the kinematic momentum.
11The subscript t on At means tangent.
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Beam stability
The focusing and bending of the beam trajectory is usually provided by magnetic fields. Roughly
speaking the reason to use magnetic fields instead of electric ones is the velocity dependency in
Eq. (1.2), which makes the magnetic forces much more effective on particles having speeds close
to the speed of light. In a storage ring the bending of the beam is therefore provided by magnetic
dipole fields. As their name suggests, dipole fields are produced by parallel magnetic poles which
provide a constant magnetic field in between. But also the focusing of the beam is done by magnetic
elements. As we shall see, an overall focusing can be performed by magnets which are transversely
generated by four poles, so-called quadrupoles. Higher-order multipoles are used to compensate
other effects. The transverse field lines of these multipoles in the first three orders are shown in
Fig. 1.4.
Figure 1.4: Transverse magnetic field lines of normal (top) and skew (bottom)
dipoles, quadrupoles and sextupoles used respectively for bending, focusing and
correcting chromatic effects in the beam line. The colored lines are perpendicular to
the field lines, and therefore reflect possible shapes of the polefaces for generating
these fields.
Since the polefaces generating these fields have finite proportions and the magnetic field lines
have to be closed, they will at some point no longer follow the shapes in Fig. 1.4. In the jargon
of accelerator physics, fields at the pole edges are lumped together under the name fringe fields.
They can become important in particular with respect to the longitudinal position s, as transverse
fringe fields can always be made small enough by sufficiently large elements. For the given mul-
tipole fields in Fig. 1.4 we restricted ourselves to a description of their interior, without fringe fields.
As one can verify, the following fields satisfy Maxwell’s equations (1.3a) – (1.3d) for every n ∈ N:
B(n)y + iB(n)x = cn(x+ iy)n−1, (1.8)
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where cn ∈ C determines whether the multipole is normally aligned or skew, which means rotated
by an angle of 90◦/n. In lowest order n we obtain the dipole, quadrupole and sextupole fields shown
in Fig. 1.4. From Eq. (1.8) we see that for example a quadrupole (n = 2) generates a field which
depend linearly along the horizontal and vertical axis, where the dependency for both directions
are of opposite sign.
In some circumstances it can happen that a single element in the beam line includes a combination
of several different multipole components. As Maxwell’s equations are linear, every superposition
of the fields in Eq. (1.8) is in principle possible. In Chapter 2 we will discuss so-called combined
function magnets, which constitute the main building blocks of the PS, and whose proper descrip-
tion is therefore essential in every simulation regarding this machine.
We will now briefly demonstrate how quadrupoles can be combined to an effective focusing el-
ement in the machine. The first step is to perform a replacement of the full Hamiltonian (1.6) in
order to deal with the square root. This procedure is called paraxial approximation. Observe that






and similarly y′ = κpkin,y/pkin,z. If the longitudinal momentum pkin,z is large in comparison to
pkin,x and pkin,y, then we can expand the square root in Eq. (1.6) in terms of these slopes by
extracting the full momentum p := |p⃗|. Expanding up and including third order in the slopes yields















with the relative momentum deviation η̂ := (p − p0)/p0 with respect to a constant reference mo-
mentum p0. The relation between η and η̂ is hereby given as






+ 1 − 1
β20
. (1.11)






n + c̄n(x− iy)n). (1.12)
If we consider an on-momentum particle in such a z-independent scenario, then η ≡ 0 ≡ η̂, as the
energy and momentum will not be changed in pure magnetic fields. In the case of normally aligned
quadrupoles we thus have (by dropping the tilde in the notations and by dropping any constants
in H2, as they will not affect the equations of motion)




x + p2y) +
1
2g(x
2 − y2), (1.13)
12Note that p2kin = c−2(K − eφ)2 −m2c2.
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where g ∈ R determines the focusing of the quadrupole. The corresponding equations of motion in
x-direction reads x′′ = −gx. Depending on the sign of g, its solution is:
x(s) = cos(√gs)x0 +
1√
g
sin(√gs)px,0, if g > 0, (1.14a)







|g|s)px,0, if g < 0, (1.14c)
where xi and px,i are the initial coordinates at s = 0, which we may assume to be the element
entrance. There is a convention to label quadrupoles by their effect in horizontal direction as
(de)focusing. Together with the solution for px we see that quadrupoles and drifts produce linear
maps from initial coordinates to final coordinates xf , px,f , after the particle traversed a distance


















































Of course, such a linear relation between initial and final coordinates is a special case. In general
these maps can be rather complicated.
If the quadrupole has a small length L, its map for a given focusing can be approximated in the
thin-lens approximation. This approximation is obtained here by performing the limit |g|L → 1/f
if L → 0, where f > 0 is the desired focal strength of the quadrupole. The approximation is
useful in the case of a particular sequence of elements, which constitute the basic building block in
most modern accelerators: An arrangement of a focusing quadrupole (F), a drift (O), a defocusing
quadrupole (D) and another drift (O), in short: a FODO-cell.
More symmetrical, the first focusing quadrupole is often split in two halves and its first half is
attached at the end of the sequence. Combining the five linear maps C := F1/2 ◦O ◦D ◦O ◦ F1/2,
we obtain the following map in thin-lens approximation:13
C =
(︄
1 − L22f2 L(2 + Lf )





The eigenvalues of C are






L2 − 4f2. (1.17)
Since C was given as the product of matrices with unit determinant, it holds λ1λ2 = 1. If we imag-
ine that our lattice consists of many such FODO cells, stability requires |λi| = 1. This is ensured
if λi ∈ U(1) with L/2 < f . If this condition is fulfilled, particles remain stable around the zero
reference orbit, while the phase ψ of the eigenvectors advances every cell by cos(ψ) = 1−L2/(2f2).
The physical reason for stability is that the defocusing part of the first quadrupole is more than
compensated in the focusing part in the second quadrupole, as the field is much stronger in the
13In vertical direction, f has to be replaced by −f in the resulting expressions.
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outer regions of the quadrupole. Since a particle is never perfectly injected on its design trajectory,
but may have a small offset, we see that quadrupoles are essential components to keep a beam of
particles stable around the design trajectory.
We remark that all matrices in Eqs. (1.15a) – (1.15c) and also their thin-lens approximations,
including the matrix C in Eq. (1.16), have the common feature that they are symplectic (which
corresponds in this case in having unit determinant). One can show [GS90] that every 2 × 2-matrix














This is the reason why in the case of linear accelerator physics one also speaks of beam optics.
Other important aspects in beam physics are the stability in the longitudinal direction for a par-
ticle having an energy-offset and the effect of multipoles on a particle having an energy-offset. In
order to study these effects, the Hamiltonian (1.10) can be expanded up to a suitable order in its
variables. Here we shall only discuss the second effect. In a relativistic scenario, if the energy-offset
η is small, then also the momentum-offset η̂ and the potential function φ̃ are small.15 From their














where O(3) denotes terms in φ̃ and η̂ of total order 3 and higher. By using (1 + η̂)−1 ∼= 1 − η̂+ η̂2,






1 + η̂ − 12(p̃x − Ãx)




The next step depends on the specific problem. For example, the interior of a bended multipole
magnet can be described by a vector potential with Ax = 0 = Ay and κAt, where κ is independent
on s, see Chapter 2. Up to order four in the spatial coordinates, including sextupole fields, we have
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here g and h denote the field strengths of the quadrupole and sextupole components, respectively.
For example, we can consider the case of a particle in a vertical dipole field with quadrupole
component and an energy offset. This corresponds in setting Ky = 0, h = 0 and φ = 0. If we drop

























15This is a consequence of η + 1 = (η̂ + 1)β0/β and Eq. (1.11).










η −K2xx− gx, (1.23b)
and therefore with η̂ ∼= η/β20 (see Eq. (1.19)) to the equation of an inhomogeneous harmonic
oscillator
x′′ + (K2x + g)x = Kxη̂. (1.24)
Equation (1.24) describes the so-called betatron-motion of the particle inside the magnet, relative
to a curved design trajectory at x = 0, and with respect to a momentum-offset. If we neglect the
fringing fields of the magnet, we can append several such bended multipoles together, which in
effect corresponds in letting Kx and g vary with s along the machine.
If we set g = 0 in Eq. (1.24), we obtain a focusing of the pure bending magnet towards the
design trajectory, called weak focusing. Its interpretation is given in Fig. 1.5. The general solution
of Eq. (1.24) is a particular solution of the inhomogeneous equation and the general solution of the
homogeneous equation. The inhomogeneous part qualitatively enlarges or shrinks the radius by
which the particles traverses through the machine, depending on the dipole strength Kx. Although
there is a natural focusing aspect of the bending magnets, it is necessary to focus the beam in both
directions, which can be achieved with quadrupoles, as discussed earlier.
Figure 1.5: Principle of the weak focusing due to dipoles. Left: A particle
(orange) having an offset with respect to a reference trajectory (blue) is circulating
in a constant dipole field. Right: This circulation corresponds to an oscillation
relative to the reference trajectory.
The s-dependent version of Eq. (1.24) plays a central role in the description of transverse mo-
tion in storage rings. In its periodic version it is called Hill equation in honor of G. W. Hill, who
first studied such an equation in 1886 in the context of celestial mechanics [Hil86]. In the next
paragraph we are concerned with its solution in the setting of accelerator physics.
Courant-Snyder parameterization, phase advance and Floquet-transformation
In this paragraph we will examine the homogeneous s-dependent Hill equation x′′ + gx(s)x = 0,
describing on-momentum transverse betatron motion, and construct a parameterization which is
central in accelerator physics, not only in regards of transverse motion. Solutions of Hill’s equation
and parametric resonances can be rather involved, see Ref. [Arn89] or Refs. [Ran16; KRS18],
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where the special case of Mathieu’s equation is discussed.
As one can verify, Hill’s equation are obtained from a Hamiltonian of the following form: H =
1/2p2x + 1/2gxx2. Slightly more general than above, and in the context of the Hamiltonians with
mixed variables which we considered in the previous paragraph, we will consider a Hamiltonian of
the form





where Hij are some s-dependent functions. Before we proceed, we require the introduction of an
important notion.
For a given function f on phase space, possibly depending on the independent parameter s, we can
ask how f evolves under a solution w of Hamilton’s equations (1.4a), (1.4b), i.e. the evolution of





◦ w + {f,H} ◦ w, (1.26)















Usually the solution w is not shown explicitly in Eq. (1.26) and we will follow this practice. The





If one can find a constant of the motion, this implies that all curves satisfying Hamilton’s equations
remain on surfaces f ≡ const., regardless of how complicated the Hamiltonian or its solution might
be. The art of finding proper coordinate systems is therefore centered around finding suitable (in-
volutive) constants of the motion.
Due to the s-dependency in Eq. (1.25), H is generally not conserved: dH/ds = ∂H/∂s. The
concept of the parametrization by Courant and Snyder [CS57] is now to construct a quadratic form
ϵ which is a constant of the motion in this s-dependent scenario:
ϵ = γq2 + 2αqp+ βp2. (1.28)

















= 2(H11α−H12γ)q2 + 2(H11β −H22γ)qp+ 2(H12β −H22α)p2, (1.29)






= H11β −H22γ, (1.30b)
∂β
∂s
= 2(H12β −H22α). (1.30c)
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From these equations it follows βγ − α2 = det(∂i∂jϵ)/4 = const., so only two of these are inde-
pendent. In fact, Eqs. (1.30a) – (1.30c) are still fulfilled if we multiply α, β and γ by a constant.
The next step is to assume that the motion on the invariant ϵ is bounded, which corresponds to
the assumption that its quadratic form Gϵ is positive definite.16 In this case we can consider a
Cholesky decomposition Gϵ = P trP for some (not unique) P . As we want P to be symplectic, Gϵ



























where ψ is a function of s.17 We are interested in the equation of motion for the phase ψ. The map P
constitute a s-dependent canonical transformation. To obtain the Hamiltonian K for w =: (a, b)tr,











After some steps we find for K:
K(a, b; s) = H222β ϵ. (1.34)
With the help of K we can now determine the equation of motion for a/b = − cot(ψ), which leads























Eqs. (1.30a) – (1.30c) together with Eq. (1.36) is called Courant-Snyder parameterization. Note
that we have used H in its general form of Eq. (1.25) and, besides of the motion being bounded,
have not made any periodicity assumption or other assumptions to arrive at Eq. (1.36).
The physical interpretation of the solution (1.36) is that the particle in the lattice moves along
the machine in form of an oscillation with an s-dependent amplitude
√
βϵ. This amplitude is
hereby determined by the external forces. In the case of H11 = g, H12 = 0 and H22 = 1, Eqs.
(1.30a) – (1.30c) yield familiar relations central for the transversal physics in the accelerator:
γ′ = 2gα, (1.37a)
α′ = gβ − γ, (1.37b)
β′ = −2α. (1.37c)
16In the other case, the determinant of Gϵ would be negative and particles can move unbounded on a hyperbolic.
17The sign on ψ is somewhat arbitrary. The choice here is made so that ψ will increase if s increases, see later.
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The Hamiltonian K in Eq. (1.34) has the feature that a single s-dependent function stands in
front of the coordinate-dependent function ϵ. Due to Eq. (1.35) we can rearrange its corresponding
2-form18 ωK as follows
ωK = db ∧ da− dK ∧ ds = db ∧ da−
β
H22
dK ∧ dψ = db ∧ da− d( β
H22
K) ∧ dψ, (1.38)
so we have W := βH22K =
1
2ϵ as the new Hamiltonian in which the equations of motion are even











This rearrangement is an example of a Floquet-transformation. Such a transformation is often ap-
plied in a treatment of resonances in the machine in canonical perturbation theory. We will study
some aspects of resonance theory in the next paragraph.
The quantity
√
β does not contain the particle coordinates and determines the shape of the beam
envelope along the lattice according to Eq. (1.36). Using relations (1.37a) – (1.37c) together with







3 = 0. (1.40)
Although we arrived at an equation which apparently looks even more complicated than the original
Hill equation, its usefulness comes due to the fact that it provides information about the general
behavior of the beam in the accelerator, independent on the individual phases of the particles:
Since the envelope equation (1.40) contains the divergent term 1/
√
β
3, the envelope can never




β)′′ to be positive and very large. In partic-
ular this effect is present in regions where the beam is squeezed together in order to bring it into
collision with high luminosity with a target or another beam, see Fig. 1.6.
At a collision point there are no quadrupoles or other beam guiding elements in the lattice, as
one has to make space for the detectors. The beam line therefore corresponds to a pure drift, in











satisfies this condition. s∗ is hereby the position where the spatial extensions of the beam are small-
est, with β(s∗) = β∗. It is a major goal in every particle collider to make the beam envelope, and
thus β∗, as small as possible in these interaction regions to increase the luminosity and therefore
the overall performance of the machine.
In the case of a periodic lattice with period L, the functions α, β and γ will be periodic. The
18For more details regarding these forms in the context of Hamilton mechanics the reader can consult Refs. [Arn89;
Cas11].




Figure 1.6: Beam envelope in a drift section according to Eq. (1.41). In the
interaction points 1 and 5 of the LHC the current β∗-values are around 55 cm. The
value has to be multiplied by the emittance to obtain the spatial area (squared) of
the beam at the respective positions. This lead to minimal beam sizes between 16
and 70 µm [Br04]. The emittance in a linear setting is discussed in e.g. Ref. [Tit19].


















cos(ψ0) + α sin(ψ0) β sin(ψ0)






The matrix in Eq. (1.42) is an example of a one-turn-map of the motion with respect to the given
phase space pair (q, p). The name comes from its application in case of circular machines. The







The tune Q with respect to the pair (q, p) is defined as the integer part Q := ψ0/(2π) of the total
phase advance.
We arrived at the linear map (1.42) by starting with a quadratic Hamiltonian. In general the
Hamiltonian describing the physics will be much more complicated, leading to non-linear canon-
ical maps.19 Instead of attempting a solution for the full s-dependent Hamiltonian, an adequate
approach in more general cases is to study the physics by examining the resulting maps given by
products of elementary maps, as it was done in the FODO cell example above. This requires a
certain machinery which we will discuss in the next paragraph.
Resonances, dynamic aperture, emittance and chromaticity
In this work the behavior of the beam near a resonance is studied. This makes it necessary to say
a few words about resonances in storage rings, how they emerge and why they are important for
operation. As the name ’resonance’ implies, the particle is assumed to move under the influence
of a periodic lattice in which small periodic perturbations from an otherwise ideal beam optics
may influence its path. In particular for storage rings the long-term stability of the beam un-
der such perturbations is of fundamental importance. Since the perturbations are considered to be
small, the motion can be assumed to obey equations which correspond to a nearly integrable system.
19A map is called canonical, if its derivative is symplectic at every point.
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The motion of particles in nearly integrable systems is a very rich and actively researched sub-
ject. In this short introduction it is literally an impossible task to give an adequate introduction,
so we can only scratch on the surface, outline the concepts and provide further references to the
interested reader.
Often the physics of the particle motion under the influence of small perturbations is studied
by examining the resulting phase space distortion at a certain position s0 in the ring: Every rev-
olution20 the particle position and momentum can be plotted in phase space, and over time this
will produce a certain portrait, a Poincaré surface of section or shortly Poincaré section, of the
phase space with respect to the initial conditions [Poi93]. In this context the the corresponding
one-turn-map from one period to the next is called Poincaré map, also in honor of H. Poincaré who
considered these maps for the first time.
The Poincaré map is itself a canonical transformation (see Ref. [Dra18] for a proof – or Rmk.
1.4.9). Poincaré also made pioneering advances in studied certain invariants in phase space which
today turned out to be central in accelerator physics. For example, more general than the Courant-
Snyder invariant ϵ discussed in the previous paragraph, one can consider a surface in phase space.
Since the surface is an invariant under the effect of a canonical transformation, one can apply Stokes
lemma to obtain an action as the integral along its border, which is therefore also an invariant:
∫︂∫︂ ∑︂
i




If this is viewed in extended phase space, the action with respect to the spatial coordinate is there-
fore a constant of the motion, if the Hamiltonian does not depend explicitly on the independent
variable, see Refs. [LL83; GPS02; Arn89] for details.
A difficulty in studying resonances via Poincaré sections is that the trajectories may depend dis-
continuously on the initial parameters under the Poincaré map. They can reside on a toroidal
surface of constant action, they can appear periodic with respect to a certain integer number or
even completely stochastic in nature and so it is not in general possible to obtain a global invariant.
A translation between the complicated s-dependent Hamiltonian describing the motion around
the machine and some rule to conveniently describe the propagation of points under the one-turn
map at a given position is therefore not obvious and essentially one has to integrate, concatenate
or transform the ring-Hamiltonian of the lattice by some technique.
In this introduction we find it suitable to introduce the concepts along a basic example. For
this example we consider the Hamiltonian (1.20) in case of a straight normally aligned sextupole
field for a particle on-energy (η = 0). If the sextupole is approximated as thin element and located
at a particular position in the lattice, this will produce an effective kick on the beam. The map
from initial to final coordinates along a section of length ∆s containing the sextupole is derived in
20In the following we will assume that the underlying structure is a ring, but the same reasoning can be applied
for a periodic section in a linear accelerator.
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Chapter 2, Eq. (2.37a) – (2.37d). Its effect on the transverse coordinates are given here as:
xf = xi, (1.44a)




i − x2i ), (1.44b)
yf = yi, (1.44c)
py,f = py,i + ∆shxiyi. (1.44d)
If we assume that the remaining part of the ring is given by a linear one-turn map as in Eq. (1.42)
for a given tune Q, and only consider the horizontal motion (i.e. yi = 0), then repetitive opera-
tions of this rather simple looking map already induces a rich structure for various tunes. This is
shown in Fig. 1.7, where we assumed for simplicity α = 0 and β = 1 = γ near the position of the
sextupole. Probably the first who studied a map of the form (1.44a) – (1.44b) was M. Hénon in
[H6́9].
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Figure 1.7: Examples of Poincaré sections induced by a single sextupole, given by
Eqs. (1.44a), (1.44b) (with yi = 0), together with the one-turn map of Eq. (1.42) for
various tunes Q. The integrated sextupole strength ∆sh/2 was set to 1 in these
examples. We have adjusted the start coordinates of each case up to values beyond
which the particle motion is no longer bounded.
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Similar as in the linear case of the previous paragraph, the goal is now to find invariants on which
the particle trajectories remain constant. These invariants correspond to the various layers in Fig.
1.7. Apparently, these layers are no longer in the form of an ellipse (or circle in our example), but
have a more complicated structure, can be disconnected or even break down outside of a diffuse
border which is called the dynamic aperture. We also see that the accumulated points can vary in
density along an individual invariant.
Let us denote the combination of the maps (1.44a), (1.44b) and (1.42) by M , which is the one-turn
map we are interested in, and the phase advance ψ0 = 2πQ of its rotation part by µ. In order to
analyze the behavior of M , we will now make use of Lie operators and Hamiltonian vector fields. A
detailed development of Lie operators would go far beyond the scope of this introduction. However
we have included a small toolbox, some proofs and references in Appendix 1.4.2 for the interested
reader.
In a first step note that the Lie operator regarding the rotation part of M , given by Eq. (1.42)
(top), can be described by exp(−µ : ϵ :) with ϵ = (q2 + p2)/2. Secondly, note that powers of the
functions ξk := (qk + ipk)/
√
2, ηk := (qk − ipk)/
√
2, where (qk, pk) for k = 1, ..., n, are canonical
pairs, constitute an eigensystem of :∑︁nk=1 ϵk : (see Appendix 1.4.3). Third, by introducing angle-
action variables21 (µk, ϵk) via ξk =:
√
ϵke
−iµk and ηk =:
√
ϵke
iµk the reader may verify that for
every differentiable F and G it holds:
{F,G}(µ,ϵ) = −i{F,G}(ξ,η) = {F,G}(q,p). (1.45)
















The importance of this substitution will become clear by the following consideration: By Cor.
1.4.5 the Lie operator M∗ of M has the form M∗ = exp(:−H :) for some Hamiltonian H. Similar
as in the previous paragraph, our goal is then to seek a transformation P so that M preferably
goes over into a canonical map R depending only on the actions ϵk. To be more precise: We are
looking for a transformation22 P ∗ = exp(:χ :) so that R∗ = (PMP−1)∗ = P−∗M∗P ∗ holds, where
R∗ = exp(: −H1 :) and H1 depends only on the actions ϵk. In this case the equations of motion












This means that n iterates of the associated one-turn map R with respect to H1 can be written as
µk,f = nL∂H1/∂ϵk + µk,i, where µk,i is the initial phase and µk,f the final phase after n passages
through the periodic lattice of length L. Accordingly, iterates of M can be computed as soon as P
21The new momenta are denoted by the same symbol as ϵk, since ξkηk = ϵk.
22According to Rmk. 1.4.9, Lie operators are canonical.
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is known. With respect to the angle-action variables, the above reads:







⇒ R∗ξ(a)η(b) = exp(−i(a− b)∂H1
∂ϵ
)ξ(a)η(b). (1.49)
Eq. (1.49) can be extended to Rk∗ for continuous k. This is the link to what was described earlier
in smoothing out the discontinuous motion in the Poincaré section of interest, and can now be used,
analogous to what was shown in Ref. [For98], to determine invariant expressions for the macro-
scopic beam quantities in a long-term tracking scenario, generalizing the Courant-Snyder invariant
ϵ introduced in the previous paragraph:
Let f be an analytic function on phase space, so this function transforms after one revolution
to M∗f . If P−∗(f) = f ◦ P−1 =: ∑︁a,b P
(f)
a,b ξ
















◦ P )(P ∗(ξ))(a)(P ∗(η))(b). (1.51)










P (f)a,a (ϵ ◦ P )(a), (1.52)
similar to what was demonstrated in Ref. [For98]. ⟨f⟩µ is itself a fixed point of this operation, as
by construction we have ⟨⟨f⟩µ⟩µ = ⟨f⟩µ. In the (2D) linear case in which P is given by Eq. (1.31)
and, for example, f = x2 it follows P−∗(x2) = (x ◦ P−1)2 = βq2 = β2 (ξ2 + 2ξη + η2), so P
(f)
1,1 = β
and therefore ⟨x2⟩µ = βϵ, which yield a relation between the emittance ϵ, the β-function and the
rms value of the beam (squared), a familiar expression to the accelerator physicist.
After this motivation we will continue with our sextupole-example and write the sextupole map
(1.44a), (1.44b) together with (1.42) into its equivalent form as a product of Lie operators
M∗ = exp(:−µϵ :) exp(w3 :x
3 :), (1.53)
where w := −h∆s/2. In the next step, we accumulate the two operators into a single one by
making use of Thm. 1.4.12:
M∗ = exp(:−µϵ+ w3
:−µϵ :
1 − e:µϵ :x
3 + O(w2) :). (1.54)
The term O(w2) contains further denominators of the form 1 − e:µϵ : [DF76]. As we will see, such
terms are responsible for the degeneracy of P (with respect to the given order) at certain tune
values, and therefore indicate a degeneracy of the stable region of phase space. If we set H as the
first-order expansion with respect to w in Eq. (1.54), this means a degeneracy at the integer and
third-order resonance, as can readily be seen if moving to the eigenbasis of :ϵ :
:−µϵ :





1 − e3iµ −
ξ2η
1 − eiµ +
ξη2
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The Hamiltonian H in Eq. (1.54) is now prepared for transformation to Birkhoff’s normal form
1.4.17 with respect to its first iteration at k = 3. In the notation of this theorem, this leads to a
canonical transformation φ3 with H3 = H ◦ φ3 = exp(:−χ3 :)H, i.e. in the light of Eq. (1.99),
exp(:χ3 :) exp(:−H3 :) exp(:−χ3 :) = exp(:−H :) ∼= M∗, (1.56)














Note that if applied to coordinate functions, the leftmost operator P ∗3 := exp(:χ3 :) in Eq. (1.56)
has to be applied first by Rmk. 1.4.8. This operator will thus transform the Poincaré sections in
Fig. 1.7 to their first-order normal-form iterate. The results are shown in Fig. 1.8. We remark that
from Thm. 1.4.17 it follows that the action-dependent part of the new Hamiltonian is the same as
the old one, since Q3 = 0, and so it will be a rotation.
The above procedure can be extended to more complicated situations and multiple dimensions
with the help of the toolbox given in Appendices 1.4.2 and 1.4.3. The iterative construction of
integrals of motion is the basic procedure to reach Birkhoff’s normal form. The argument with
the denominator is similar in higher dimensions, where it leads to resonance conditions of the form
⟨µ, a− b⟩ ∈ 2πZ, which is discussed in connection with Prop. 1.4.14. In two dimensions this reso-
nance condition induces various resonance lines, which are shown later in Fig. 4.3, Chapter 4, and
which can be dangerous if operating the beam in its vicinity, due to degeneration and collapse of
the dynamic aperture. The dynamic aperture will generally depend not only on the tunes but also
on the order |a| + |b| and the strength of the driving terms.23
The one-turn map was assumed to be in a form suitable for Thm. 1.4.17. In the presence of
coupling between different directions, as it is the case for example in the Hamiltonian (1.22), in
which the energy is coupled to the horizontal motion, a linear diagonalization prior to the above
operations therefore has to be performed (this diagonalization procedure is discussed in detail in
e.g. Ref. [Tit19]). In such a coupled case, the phase advance in Eq. (1.47b) with respect to e.g. the
horizontal direction will now depend on the actions related to the other directions. As the phase
advance µk is related to the k-tune, the factors in front of the various actions will have special
names. The factors in front of the transverse actions are amplitude detuning factors, while those in
front of the longitudinal action chromaticities. In the case of the longitudinal phase advance, the
terms in front of the pure longitudinal action are called momentum compaction factors.
If the energy-offset is approximately constant, then these factors translate into factors describ-
ing the respective energy-offset-dependency of the tunes. For example, the physical interpretation
in the case of the chromaticity is that particles having a larger energy-offset will experience a
weaker focusing from quadrupoles, so they perform oscillations around the reference trajectory
with a larger oscillation period, and therefore their overall tunes will be shifted to smaller values.
23A driving term strength corresponds to a factor like w in our sextupole example.
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Figure 1.8: First normal form iterate of the Poincaré sections shown in Fig. 1.7
obtained by application of P ∗3 (here up and including third-order on the
coordinates). The green points indicate the original shapes. Note that the top-left
plot is taken near Q = 1/3 where the dynamic aperture of the Poincaré section goes
to zero, and therefore require higher-order iterations in the outer regions.
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1.3.2 Many-particle dynamics
Overview
As the intensity of a beam is increased, the interaction of the particles with their neighbours be-
comes more and more important for the behavior of the whole beam, and one has to take collective
beam dynamics into account. Collective effects come in many facets and often impose limits for
the operation of an accelerator at high intensities. The evolution of macroscopic quantities like the
mean ⟨x⟩ or the centralized rms beam size
√︁
⟨(x− ⟨x⟩)2⟩ of a particle distribution, in particular
due to additional space charge contributions, fall into the category of coherent motion. Incoherent
motion is related to the motion of the individual particle.
All effects related to the interaction of particles with respect to an average electromagnetic mean
field, which one can think of as an effective force field caused by the momentary particle distribu-
tion, are direct space charge effects. All other effects due to space charge, in particular a possible
interaction between the beam and image charges in the vacuum chamber, are indirect space charge
effects. As we shall see, direct space charge effects alter the coherent motion of the beam envelope.
In this introduction we will focus our attention on two fundamental features regarding the dy-
namics of the beam in the presence of direct space charge, and which might be helpful in following
some arguments in this work: The envelope equations and the tune shift due to direct space charge.
Indirect space charge effects due to an interaction of the beam with the vacuum chamber walls
in form of image charges can have an effect on the incoherent motion, but can also lead to a change
of the tune of the beam centroid itself [Wol14]. The magnitude and quality of this effect will depend
on the chamber wall geometry and the material used.
In this work we will be dealing with experiments regarding the horizontal motion of the beam
(see Chapter 4). Studies indicate that indirect effects are unlikely to have a significant effect in our
specific experiments with the intensities used: The chamber walls in the PS and the SPS machines
are relatively large in horizontal direction; in Ref. [Hus16], a study regarding the maximal vertical
tune-shift in dependency on the intensity was performed, indicating that at our intensities the
resulting shift is around two orders of magnitude below the tune-shift we estimate due to direct
space charge (see Tab. 4.1). As the horizontal beam pipe walls are even further separated, we can
well assume that in the PS case the effect is negligible.
Regarding the SPS case, in which the vertical plates are also much closer together, the horizontal
and vertical tune shift due to impedance (i.e. interaction with the wall chamber) in dependency
on the intensity was studied in Ref. [Zan13]. It was found that while in vertical direction a con-
siderable effect was visible, there is literally no effect present in horizontal direction. Since we will
be leaving the vertical tune unchanged, and the machine is well decoupled in our experiment, we
will therefore assume again that only direct space charge will be relevant in our simulations.
Before we begin with the examples, let us make some general remarks regarding the analytic
treatment of the dynamics involving many particles. In the presence of space charge we can not
hope that our original Hamiltonian (1.6), which describes the single-particles dynamics, will re-
main conserved. This makes an analytic treatment of the beam dynamics with space charge much
more involved. In fact, even the most simplest ’many-particle’ case, the electromagnetic two-body
problem, is yet not fully resolved and remains an area of active research (see e.g. Ref. [DL05] and
the references therein).
The starting point in treatments regarding space charge is often Newton’s equation of motion
(1.1) in the rest frame of the beam, taking into account the electromagnetic fields generated by the
26 Chapter 1. Introduction
particles. Such an approach usually involves averaging over the number of particles. At some point
one may then consider an average space charge field. In a self-consistent analytic treatment this
field will change according to the momentary beam shape and according to the Maxwell-equations
(1.3a) – (1.3d). If intrabeam scattering can be neglected, a suitable framework to describe this
entire process are the Vlasov-Maxwell equations.
A feature of these equations is that one can recast them into a Hamiltonian system, now including
the electric and magnetic field as a canonical pair of variables in a suitable (infinite-dimensional)
phase space [MW82]. The importance of such a reformulation is that one can hope that, if properly
discretized by taking into account the symplectic structure, to build a symplectic self-consistent
multi-particle tracking code, i.e. a code which can self-consistently solve the equations of motion
for the particle distribution and the fields at the same time. As we shall discuss in Chapter 3,
symplecticity is very important for long-term tracking studies, because such studies are prone to
unphysical round-off errors coming from e.g. truncating maps in the model, and which can accu-
mulate over time. In this regard, progress has already been made [Qin+15; Qia16]. See also Ref.
[Web15] and the references therein.
Envelope equations with space charge
In this paragraph we will discuss the equations governing the evolution of the beam envelope under
the additional effect of space charge. Such a scenario was studied in Refs. [Har66; Sac68; Sac71]
(and the references therein). More recent texts about this subject are e.g. Refs. [Baa98; VKR98;
Hof+03; LB04; Ng06; YBFH17].
Even though we have initially stated that we can not expect that an original single-particle Hamil-
tonian will be conserved in the scenario of many interacting particles, one can approximate the
motion using an average space charge force field, which can be derived from an effective Hamilto-
nian. We will therefore begin with a general observation regarding the moments of a distribution
of non-interacting24 particles in phase space, whose motions are described by a Hamiltonian which
may – in addition – depend on a parameter τ . Let f be any (well-behaving) probability distribution
function on 2n+ 1 phase space, which is stable in the course of the tracking (i.e. a constant of the
motion) and h differentiable. Its h-moment h̄ is given by
h̄(τ) := ⟨h⟩(τ) :=
∫︂
h(q, p, τ)f(q, p, τ)dqdp. (1.58)




= ∂τh+ {h,H}. (1.59)
For a proof the reader can consult Appendix 1.4.4. The next equations hold componentwise, but
can also be read as vector equations due to the linearity of the averaging process and the derivatives.
This is the reason why we will omit the indices. A consequence of Thm. 1.3.1 are moment equations,
which are in the first orders:
Ḣ = ∂τ H, (1.60a)
q̄
.
= ∂pH and p̄
.
= −∂qH, (1.60b)
q2̇ = 2q∂pH, qṗ = p∂pH − q∂qH, p2̇ = −2p∂qH. (1.60c)
24The interaction between particles will be modeled here as a contribution in the effective Hamiltonian.
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These moment equations provide envelope equations, completely similar to Eq. (1.40), as follows:





⟨q2⟩ − ⟨q⟩2, (1.61a)
ϵ̃ :=
√︂
⟨q2c ⟩ ⟨(∂pH)2c⟩ − ⟨qc(∂pH)c⟩2. (1.61b)
Then we deduce (see Appendix 1.4.4):
















= q̃2⟨(∂pH)c(∂pH)′⟩ − q̃q̃
.⟨qc(∂pH)′⟩, (1.62c)
with the Liouville operator on functions u, given by u′ := ∂τu+ {u,H}. Alternatively, Eq. (1.62c)














Equation (1.62b) has the form of an envelope equation for the centralized rms size q̃. Our next
goal is to connect this result to our scenario of particle motion with space charge. For this purpose,
we consider a Hamiltonian H2 of the form given in Eq. (1.20), including an additional external
quadrupole potential and a space charge contribution from an elliptic coasting beam:











φ′(x, y, s; (s− β20z)/v0), (1.64)
where the arguments in the space charge potential φ′ are written here in Frenet-Serret notation.
Inserting this Hamiltonian into Eq. (1.62b) yields the following envelope equation for the transverse















+ gỹ + K2
b
ỹ(a+ b) , (1.65b)
with ϵ̃2x = ⟨x2c⟩⟨(p̃x)2c⟩ − ⟨xc(p̃x)c⟩2, which corresponds to Lapostolle’s definition of emittance,26 and





The variables a and b describe the transverse shape of the beam ellipse. They depend in general
on the time in the beam rest frame, hence on s for fixed z. The quantity λ denotes the line density
of the beam with respect to the laboratory frame. The details of the calculations leading to the
above results are provided in Appendix 1.4.5.
Due to the γ−30 -dependency in K, direct space charge effects are more suppressed the higher the
25The matrix has to be understood as a 2n×2n matrix in the case of vector notation, where its four blocks contain
n× n diagonal matrices.
26A detailed discussion of the emittance in a linear setting can be found in e.g. Ref. [Tit19].
28 Chapter 1. Introduction
energy of the beam is set to. The physical picture is that, from the laboratory point of view, the re-
pulsive movement of the particles relative to each other is time-dilated, which in effect corresponds
to a smaller observed force.27
The Hamiltonian (1.64) can be used, optionally together with additional multipole ’driving’ terms
as external force fields, as the starting point for several considerations regarding space charge and
resonances. The envelope equations are general enough to hold for the important special cases
of transverse Gaussian-like distributions and uniform distributions (see also Chapter 3). Further
details can be found in Refs. [Sac68; Baa94; Ng06]. Alternatively, one can also start with a more
general Hamiltonian involving an energy-offset, and derive similar envelope equations, now includ-
ing dispersion and the energy-spread of the beam, as has been started in [VKR98].
In the next paragraph we will consider the most basic application of the envelope equations (1.65a),
(1.65b) in periodic lattices, namely the description of coherent motion and the tune shift of the
envelope due to direct space charge, which is a source of coherent tune shift. We will later also
discuss the notion of incoherent tune-shift due to direct space charge.
Coherent motion and tune shift
Let us discuss the effect of small perturbations of the envelope equations (1.65a) and (1.65b) from
an otherwise matched solution. The next procedure is well known in the literature and will serve
here as a demonstration of the principles. We will assume that the beam is shaped elliptical and
so that x̃ ∝ a and ỹ ∝ b. To simplify the notation we will now drop the tilde on the symbols and
focus our discussion exemplary on the x-direction.
In the following considerations we will assume that a change in the emittance is very small. This
can be understood as analogy to the case without space charge in a linear scenario, in which the
emittances are constant. Furthermore, we will make one additional approximation: Namely that
the Courant-Snyder parameters βx and βy of the underlying bare lattice can be considered as pro-
ducing a constant average focusing over many periods. This assumption is known in the literature
under the name smooth ring approximation.
From Eq. (1.37c) it follows αx = 0, and by the symplecticity condition therefore γx = 1/βx,
thus gx = 1/β2x = const. by Eq. (1.37b). Furthermore, from Eq. (1.43) it follows in this case for
the tunes 2πQx = L/βx, therefore the tune Qx of the underlying lattice is related to the focusing
gx by Qx = R
√
gx with 2πR := L, an effective radius of the machine. Let us denote by x0 and y0







and a similar equation must hold for y0. Consider small perturbations x = x0 + δx and y = y0 + δy
and an s-independent line density λ. By linear extension of Eqs. (1.65a) and (1.65b) this leads to
δx′′ + a11δx+ a12δy = 0, (1.68a)
δy′′ + a21δx+ a22δy = 0, (1.68b)
27An equivalent picture is an additional magnetic component in the force field, appearing in the laboratory frame
of reference, which is counteracting the repulsive electric force.





+ K2(x0 + y0)2








a21 := a12, (1.69c)




where we used Eq. (1.67) in Eq. (1.69a).
In order to obtain the formulae for the shifted tune, we diagonalize (1.68a) and (1.68b). Write
this system as δw′′ + Aδw = 0, δw := (δx, δy), with stability matrix A = (aij). If S is the matrix
of eigenvectors of A and D its corresponding diagonal matrix of eigenvalues, A = SDS−1, then
(S−1δw)′′ +DS−1δw = 0, by which we see that S−1δw constitute the sought eigenmodes w± of the
beam. Its eigenvalues R−2Q2± determine the oscillation frequencies. A small computation yields





a11 + a22 ±
√︂
4a212 + (a11 − a22)2
)︃
,










4(Q2x −Q2y)2 + 3
KR2(a− b)(Q2x −Q2y)
ab(a+ b) +




In the limit of no space charge interaction, these tunes go over in
Q2± = 2(Q2x +Q2y) ± 2|Q2x −Q2y|, (1.71)
so in this case
Q± =
{︄
2Qx,y if Qx ≥ Qy,
2Qy,x else,
(1.72)
which tells us that the envelope oscillates with twice the single-particle bare28 tunes. With space
charge (K ̸= 0), we can write













where we introduced for brevity an inverse coupling parameter D as [Tit15]
D := a22 − a112a12
= 4(gy − gx)
K








In the context of Eq. (1.72), the coherent tune shift of the beam envelope oscillation, now in the
presence of space charge, can be understood as the difference 2Qx,y −Q± in the case Qx ≥ Qy, and
2Qy,x −Q± otherwise.
28Bare means in this context ’without space charge’.
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The eigenmodes are given up to multiplication by a constant; we set
δw− := 2a12δx+
(︃
a22 − a11 −
√︂





a22 − a11 +
√︂
4a212 + (a11 − a22)2
)︃
δy. (1.75b)
Note that ⟨δw−, δw+⟩ = 0, i.e. the eigenmodes are orthogonal to each other. With respect to the
(δx, δy)-coordinate system S−1 therefore corresponds to a rotation matrix with angle
tan(α) = 12a12
(︃
a22 − a11 +
√︂





see Fig. 1.9 (left). If K is sufficiently large, then we are fully space charge dominated with D ∼= 0.
In this case tan(α) ∼= 1, so δw+ is oriented π/4 relative to δx and δy, while δw− points in −π/4
direction. If the beam starts to oscillate, the δx and δy components of the δw+ eigenmode therefore
both move simultaneously in the same positive (or negative) direction, while the δx and δy compo-
nents of the δw− eigenmode are moving in opposite directions. In the first case, this corresponds
to a breathing of the beam, while in the second case the beam is shrinking in one direction, while
expanding in the other direction, as illustrated in Fig. 1.9. For a more detailed discussion of these





Figure 1.9: Sketch of coherent motion in a space charge dominated scenario. For
simplicity the beam is assumed to have an originally round cross section (blue
dashed lines) as its matched solution. A small mismatch will cause the beam
envelope to oscillate around this stable configuration in form of a sum of two modes,
a breathing mode (center) and a betatron mode (right). In both cases the envelope is
oscillating between the orange and the green state in the extreme case of α = 45◦.
The two modes by which the beam is oscillating correspond to the two eigenmodes
δw± described in the text.
example, by a quadrupolar pick-up system [Sin+14; Oef18].
We will close this paragraph with an interesting remark, namely that Eq. (1.73) constitute two
equations for two unknowns: The beam aspect ratio a/b and a term KR2/(a + b)2 containing
the space charge perveance. This makes it in principle possible to express these in terms of the
measurable quantities Q±, Qx,y. We have








= 4(Q2x +Q2y) + Λh, (1.77)
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with Λ := −KR2/(4(a+ b)2) and h := 2(4 + 3b/a+ 3a/b). So Λ can entirely be expressed in terms
of the tunes and the aspect ratio. On the other hand:
Q2+ −Q2− = −4Λ
√︁
1 +D2, (1.78)
with D = Λ−1(Q2x −Q2y) + 3/2(b/a− a/b) (Eq. (1.74)). For abbreviation set s := 3/2(b/a− a/b).
Then
(Q2+ −Q2−)2 = 16Λ2(1 +D2) = 16
(︂
(1 + s2)Λ2 + 2sΛ(Q2x −Q2y) + (Q2x −Q2y)2
)︂




(1 + s2)(Q2+ −Q2−)2/16 − (Q2x −Q2y)2
)︂
, (1.79)
where we determined the sign in front of the square root by the condition Λ > 0 in case of round
beams (s = 0). If we now use Eq. (1.77) on the left-hand side of Eq. (1.79), we obtain an implicit
equation for the beam aspect ratio a/b in dependency on Q± and Qx,y. Optionally we can solve
for the two unknown quantities numerically.
Incoherent tune shift
If one models the space charge force field as being generated by a stable distribution acting on an
individual ’test’ particle, then this corresponds to the treatment of space charge as an additional
external force field in the single-particle dynamics. However, care has to be taken, as such a model
can lead to inconsistent predictions if extrapolating its results to the whole of the beam, see e.g.
[Baa98] for a discussion. The reason is that, roughly speaking, Newton’s third law is violated. This
topic is further discussed in Chapter 6.
Having these cautious remark in mind, we can write down an equation for the motion of a single
particle in a lattice with a stationary space charge field, symmetrically to zero. We will discuss
the simplest case: In Chapter 3, in connection with the frozen space charge models which rely on
such a model, we require the kick of an elliptic, transversely uniformly distributed space charge












2a(a+ b) , (1.80)
where ax, ay corresponds to the two axis of the ellipse and define the aspect ratio of the charge
distribution. Note that in the second line we have used their relation to the rms values 2a = ax
and 2b = ay, in the notation of the previous paragraph. For the next steps we will proceed, once
again, in the smooth ring approximation for the bare lattice. So gx will be a constant and, as it
was shown in the previous paragraph, is related to the bare tune by Qx = R
√
gx. In this case the
solution of Eq. (1.80) yield the eigenvalue Q2x,inch.R−2 where
Q2x,inch. = Q2x −
KR2
2a(a+ b) . (1.81)
Expanding the square root to first order leads to an approximation for the incoherent tune-shift:










It is an interesting observation that from the previous paragraph it is in principle possible to de-
termine the aspect ratio a/b and Λ by measuring Q± and Qx,y alone, and inserting the results in
either Eq. (1.82) or the exact equation (1.81).
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The reason why we restricted ourselves to the simple model of a transversely elliptic homogeneous
charge distribution is that in a more realistic distribution the situation near the center is linear in
very good approximation, as depicted in Fig. 1.10 in the bi-Gaussian case, although attention has
to be made: Due to the higher charge density in the central regions, a Gaussian distribution having
the same rms value as a homogeneous distribution will have twice its slope in the center.
In this more realistic scenario particles near the center are expected to have a tune-shift as discussed
above, while particles further outward will admit a tune in between the above maximal incoherently
shifted tune and the bare tune (for bunched beams, their longitudinal position is also crucial). In
Chapter 6 we will see examples of tune spreads in a simulation scenario.
Figure 1.10: Ex-component of the electric field (brown) in horizontal direction for
y = 0 of a bi-Gaussian field with N = 1010 charges and rms beam sizes of
σx = 5 · 10−3[m] and σy = 3 · 10−3[m], according to Eq. (3.6). The corresponding
horizontal probability density is displayed in blue. The grey vertical dashed lines
indicate the rms values ±σx. We see that within this region the field is in very good
approximation linear.
1.4 Appendix
1.4.1 Derivation of the Hamiltonian (1.6)
In this section we will derive the Hamiltonian of Eq. (1.6) in a rather similar fashion as in Ref.
[Wol14]. Note that there is also an alternative route leading to this Hamiltonian29, see Eq. (2.15d)





(K − eφ)2 − (px − eAx)2 − (py − eAy)2 −m2c2 − κeAt, (1.83)
where κ = 1 +Kxx+Kyy. A derivation of this Hamiltonian is given in Chapter 2, Appendix 2.6.1.
As the reader can convince himself, the equations of motion will be unchanged if the Hamilto-
nian is divided by a constant, and all canonical momenta are divided by this constant. Dividing
H by a nominal momentum p0 thus yield a new Hamiltonian H̃ := H/p0 with respect to new
29The only differences is a β20 factor in the third canonical pair.
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Now consider an s-dependent generating function F of type 2:




where β0 is the relativistic β-function related to p0. It follows for the new coordinates, which we



















= −c(η + 1) 1
β0






From Eq. (1.86c) it follows
η = K
cp0




and for the new Hamiltonian30 G = H̃ + ∂sF :













where functions depending on t are now depending on s and z via t = (s− β20z)/(β0c).
1.4.2 Lie calculus
In this subsection of the appendix we will collect important properties related to Lie operators. We
will not discuss convergence and domain issues and consider only functions which behave sufficiently
nice. For further details the reader can consult Refs. [Dra18] and [For98].
Definition 1.4.1 (Hamiltonian vector field). For g ∈ C∞(R2n) define
















where the derivatives are taken at a given point z0 ∈ R2n.







= :f : |z.
30We will drop all constant terms in G.
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Remark 1.4.3. If zj ∈ C∞(R2n) denotes a coordinate function, then we have:




Lemma 1.4.4. Let g : M → R analytic and φs : R2n → R2n the flow of a function H ∈ C∞(R2n),
i.e. ddsφs(q, p) = J∇H(φs(q, p)). Then
d
ds








= g′(φs(q, p))J∇H(φs(q, p))
= {g,H} ◦ φs(q, p).
Corollary 1.4.5 (Lie operator). With the notation of Lem. 1.4.4 it holds for n ≥ 0:










n+1 g ◦ φσdσ. (1.90)
If we can let n go to infinity, then Eq. (1.90) is expressed as
g ◦ φs = exp(:−sH :)g. (1.91)
In this case we call the map exp(:−sH :) the Lie operator associated to the canonical map φs : R2n →
R2n and due to its pull-back property we write φ∗s.
Proof. Application of Taylor’s expansion with Lagrange reminder on Lem. 1.4.4.
Equation (1.91) is the reason why one can use the Hamiltonian in the exponential if calculating
the effect of sector maps or one-turn maps in time-independent cases.
Proposition 1.4.6. 1. If a ∈ R denotes a constant function, then
:f : a = 0, (1.92a)
⇒ exp(:f :)(a) = a, (1.92b)
:af : = a :f : . (1.92c)
2. If g ∈ C∞(R2n), then :f + g : = :f : + :g :.
3. If g, h ∈ C∞(R2n), then
:f : (gh) = (:f : g)h+ g(:f : h), (1.93a)
⇒ exp(:f :)(gh) = (exp(:f :)g)(exp(:f :)h), (1.93b)
where the left-hand side is evaluated at g(z)h(z), while the Lie brackets on the right-hand side
are evaluated at g(z) and h(z) respectively.
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4. Similarly as above we have from the Jacobi-Identity:
:f : {g, h} = {:f : g, h} + {g, :f : h}, (1.94a)
⇒ exp(:f :){g, h} = {exp(:f :)g, exp(:f :)h}, (1.94b)
and (by direct calculation of the derivatives)
[:f :, :g :] = :{f, g} : . (1.94c)
5. In particular, with Eq. (1.94c) it follows
{f, g} = 0 ⇒ exp(:f :) exp(:g :) = exp(:g :) exp(:f :) = exp(:f : + :g :), (1.95a)
⇒ exp(:f :)−1 = exp(− :f :). (1.95b)
6. Let m ∈ N and G : Rm → R analytical, inducing a corresponding function (C∞(R2n))m →
C∞(R2n) by insertion, which we will denote with the same symbol.
Furthermore, denote by
X := {D : C∞(R2n) → C∞(R2n); ∀f, g ∈ C∞(R2n) : D(fg) = D(f)g + fD(g)} (1.96)
the set of vector fields on R2n and let G̃ : Xm → X induced by G. Then
exp(:f :)(G(h1, ..., hm)) = G(exp(:f :)(h1), ..., exp(:f :)(hm)), (1.97a)
exp(:f :)G̃(:g1 :, ..., :gm :) exp(− :f :) = G̃(:exp(:f :)g1 :, ..., : exp(:f :)gm :). (1.97b)
Proof. (sketch) Eq. (1.93a) comes from the product rule of derivatives and Eq. (1.94a) from the
Jacobi-Identity. Eq. (1.93b) is derived from Eq. (1.93a) as in the usual real-valued case:







(:f :k g)(:f :n−k h),








(n− k)! (:f :
k g)(:f :n−k h) = (exp(:f :)g)(exp(:f :)h).
Eq. (1.94b) is proven completely analogous to Eq. (1.93b).
Eq. (1.93b) shows that exp(: f :) preserves the product between functions. Therefore Eq. (1.97a)
follows together with the linearity of the Lie-Operator for every function G as given above. Eq.
(1.97b) follows similarly by reformulation of Eq. (1.94b) in the form
exp(:f :) :g : = :exp(:f :)g : exp(:f :),
therefore we obtain a version of Hadamards lemma:
exp(:f :) :g : exp(− :f :) = :exp(:f :)g : . (1.98)
Now fix f , consider the equation for g1, ..., gm and apply G̃.
Corollary 1.4.7. From Eq. (1.97b) we obtain in particular
exp(:f :) exp(:g :) exp(− :f :) = exp(:exp(:f :)g :). (1.99)
Remark 1.4.8. Let g ∈ Cω(R2n) be analytical and extend g to a functionG : C∞(R2n)2n → C∞(R2n)
by insertion:
G(h1, ..., h2n)(z) := g(h1(z), ..., h2n(z)), z ∈ R2n.
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Applying property 6 in Prop. 1.4.6 on G we obtain for f ∈ C∞(R2n):
exp(:f :)(G(h1, ..., h2n))(z) = G(exp(:f :)(h1), ..., exp(:f :)(h2n))(z)
= g(exp(:f :)(h1)(z), ..., exp(:f :)(h2n)(z)).
Denote by zj : R2n → R, j = 1, ..., 2n, the coordinate functions. Then
G(z1, ..., z2n)(z) = g(z1(z), ..., z2n(z)⏞ ⏟⏟ ⏞
=z
),
⇒ G(z1, ..., z2n) = g.
It follows
(exp(:f :)g)(z) = g(exp(:f :)(z1)(z), ..., exp(:f :)(z2n)(z)). (1.100)
This equation can now be used to evaluate successive expressions of Lie operators (see also Ref.
[BI90]). Define
f j := exp(:f :)zj (1.101)
and f̃ : R2n → R2n by f̃(z) := (f1(z), ..., f2n(z)). Then Eq. (1.100) can be rewritten as
exp(:f :)g = f̃∗(g), (1.102)
and consequently
exp(:f1 :) · · · exp(:fα :)g = (f̃α ◦ · · · ◦ f̃1)∗g.
What has been done is expressing the chain of Lie operators on the left-hand side, which have to be
evaluated at the corresponding (and possibly complicated) intermediate positions, by a composition
of maps which can be computed by their action on the basic coordinate functions via Eq. (1.101).
Remark 1.4.9. The Lie operator associated to a Hamiltonian flow φs is a canonical map; by Eqs.
(1.94b) and (1.91) it holds
{φ∗sg1, φ∗sg2} = {exp(:−sH :)g1, exp(:−sH :)g2} = exp(:−sH :){g1, g2} = φ∗s{g1, g2}. (1.103)
Without proof we quote three very useful theorems
Theorem 1.4.10 (Dragt & Finn [DF76]). Let M be an analytic canonical map which can be joined
by a path to the identity. Then there exist homogeneous polynomials fk of degree k so that:
M∗ = exp(:f1 :) exp(:f2 :) exp(:f3 :) · · · . (1.104)
Proof. A proof of this theorem can be found in e.g. [Dra18].
Theorem 1.4.10 can be used, for example, to cast the properties (1.97a) and (1.97b) in a more
general form. Note that f1 can be set to zero in case the map M does not shift the origin.
Theorem 1.4.11 (Factored product expansion). Let hk be homogeneous polynomials of degree
k ∈ N≥2. Then there exist homogeneous polynomials gk of degree k such that
exp(:h2 + h3 + h4 + · · · :) = exp(:g2 :) exp(:g3 :) exp(:g4 :) · · · , (1.105)
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where gk can be computed recursively in terms of the hk. In lowest order they are
g2 = h2,
g3 =
















Proof. A proof of this theorem can be found in Ref. [Ste86]. An alternative version in [Dou82].
Theorem 1.4.12 (Factored product combination). Let gk be homogeneous polynomials of degree
k ∈ N≥2. Then there exist homogeneous polynomials hk such that
exp(:g2 :) exp(:g3 :) exp(:g4 :) · · · = exp(:h2 + h3 + h4 + · · · :), (1.106)




1 − e−:g2 : g3,
h4 =
:g2 :
















1 − e−:g2 : g3.
Proof. See Refs. [Ste86; Dou82; DF76].
Note that general methods to expand and combine Lie operators are given by the formulae of
Zassenhaus and Baker-Campbell-Hausdorff-Dynkin, respectively.
1.4.3 Proof of Birkhoff’s normal form
As in the previous subsection we assume that all functions behave sufficiently nice. We will prove
Birkhoff’s Theorem of normal form 1.4.17 by summarizing the steps in Ref. [Gré06]. On the way
we obtain important properties which we used in connection with Lie calculus for the one-turn
map. The first proposition is left to the reader:
Proposition 1.4.13. Introduce ξk := 1√2(qk + ipk) and ηk :=
1√
2(qk − ipk) for k ∈ {1, ..., n}. With
respect to these coordinates the Poisson-bracket has the following form














Now set ϵk := ξkηk = 12(q2k + p2k) for k ∈ {1, ..., n}. Note the similarity to the Courant-Snyder
invariant discussed in Subs. 1.3.1 with respect to the coordinates w. Of course, we can not expect
that in general the ϵk are invariants. However they satisfy an important property:





(a)η(b)} = iΩ(a, b)ξ(a)η(b), (1.108)
with Ω(a, b) := ⟨µ, (a− b)⟩ = a1µ1 + · · · + anµn − b1µ1 − · · · − bnµn.


























(a)ηb11 · · · bkηbk−1k · · · ηbnn − ξkη(b)ξa11 · · · akξ
ak−1






We have to show one additional Lemma:
Lemma 1.4.15. Let Z be a homogeneous real-valued polynomial of degree k and H0 :=
∑︁n
k=1 µkϵk.
Then there exist homogeneous real-valued polynomials χ and Q of degree k so that the homological
equation
{H0, χ} + Z = Q (1.109)
holds, where
{H0, Q} = 0. (1.110)
Proof. Let Z = ∑︁a,b∈Zn,|a|+|b|=k Za,bξ(a)η(b). With Ω introduced in Prop. 1.4.14 define with respect
to the indices of Z:
χa,b := iΩ(a, b)−1Za,b,
Qa,b := 0
}︄





It follows with χ := ∑︁a,b χa,bξ(a)η(b), Q :=
∑︁
a,bQa,bξ
(a)η(b) and Eq. (1.108):





















The second property {H0, Q} = 0 follows by definition of Q, as it is only non-zero if Ω(a, b) = 0. In
this case {H0, ξ(a)η(b)} ∝ Ω(a, b) = 0 by Eq. (1.108). By construction, Q and χ are homogeneous
polynomials of degree k. Z is real if and only if Za,b = Zb,a. This propagates to Q and χ since
Ω(a, b) = −Ω(b, a).
Definition 1.4.16. A vector µ ∈ Zn is called non-resonant up to order r, if ∀z ∈ Zn\{0} with
|z| ≤ r it holds: ⟨µ, z⟩ ≠ 0. µ is non-resonant, if it is non-resonant up to order r for all r ∈ N.
We will now proceed by proving Birkhoff’s theorem of normal form 1.4.17, as it was done in Ref.
[Gré06]. The statement is
Theorem 1.4.17 (Birkhoff normal form). Let H = H0 + P be a decomposition of a Hamiltonian
H, where H0 =
∑︁n
k=1 µkϵk and P is an analytic function having a zero of order 3 at the origin.
Then for every integer r ≥ 3 there exist a canonical transformation f : U → V , where U and V are
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neighbourhoods of the origin, so that
f∗H = H0 + Z +R, (1.111)
and the following properties hold
1. Z ∈ P r(R2n), a polynomial of order r, with {Z,H0} = 0,
2. R ∈ C∞(U) ∩ O(r + 1),
3. f − 1 ∈ O(2).
Furthermore, if µ is non-resonant up to order r, then Z depends only on the actions ϵk.
Proof. The proof is done by inductively constructing a canonical transformation τk for k = 2, ..., r
and real functions Zk, Pk+1, Rk+2 so that
Hk := H ◦ τk = H0 + Zk + Pk+1 +Rk+2 (1.112)
holds with the following properties:
1. Zk is a polynomial of degree ≤ k, having a zero of degree 3 at the origin with {Zk, H0} = 0.
2. Pk+1 is a homogeneous polynomial of degree k + 1.
3. Rk+2 is an analytic Hamiltonian having a zero of order k + 2 at the origin.
In this case the claim of Thm. 1.4.17 can be obtained with Z := Zr, R := Pr+1 + Rr+2. For
the start of the induction at k = 2 we set τ2 := id, Z2 := 0, P3 the Taylor expansion of P and
R4 := P − P3. Now the claim is assumed to hold for k and we will prove the case k + 1. We will
construct the canonical transformation τk+1 as τk+1 := τk ◦ φk+1, where φk is a Lie transform of
the form given in Cor. 1.4.5 with respect to a suitable Hamiltonian χk in form of a homogeneous
polynomial of order k. I.e. recall Eq. (1.91) for g ∈ C∞(R2n):
g ◦ φk = exp(:−χk :)g. (1.113)
Composing Eq. (1.112) with φk+1 and inserting zeros yields:
Hk+1 = H ◦ τk ◦ φk+1 = H0 + Zk + {H0, χk+1} + Pk+1 (1.114a)
+Rk+2 ◦ φk+1 +H0 ◦ φk+1 −H0 − {H0, χk+1} (1.114b)
+ Zk ◦ φk+1 − Zk + Pk+1 ◦ φk+1 − Pk+1. (1.114c)





H0, where {χk+1, {χk+1, H0}} is homogeneous of order 2k ≥ k + 2, so the entire expression is of
order k+2 at the origin. The last expression (1.114c) can be reformulated similarly, where the first
summands are {Zk, χk+1} + {Pk+1, χk+1}. Since Zk has a zero of degree 3 or greater at the origin,
the first term is of the order greater or equal k+2. Overall the sum of (1.114b) and (1.114c) serves
as Pk+2 + Rk+3, where Pk+2 is its homogeneous part of degree k + 2.
What remains is to construct Zk+1. This polynomial can be found via Lem. 1.4.15 with Z := Pk+1.
We obtain homogeneous polynomials χk+1 and Qk+1 of order k+1 with {H0, χk+1}+Pk+1 = Qk+1.
and {H0, Qk+1} = 0. Define Zk+1 := Zk +Qk+1, a polynomial of degree ≤ k + 1, having a zero of
degree 3 at the origin and satisfying {Zk+1, H0} = 0.
Last claim: Let µ be non-resonant up to order r. By induction assumption, Zk depends only
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on the actions ϵk. So in order to show that Zk+1 depends only on the actions ϵk, it remains to
show this for Qk+1. This homogeneous polynomial was constructed via the (a, b)-coefficients of the
homogeneous polynomial Pk+1 of degree k+1 in case Ω(a, b) = 0. As µ is non-resonant up to order
r, this can only be the case if a = b holds, so Qk+1 depends only on ξ(a)η(a) = ϵa11 · · · ϵakk .
1.4.4 Proofs of statements concerning moment equations
We will begin to prove Thm. 1.3.1.
Proof. Let (q(τ), p(τ), τ) be a trajectory in phase space satisfying the Hamilton-equations q̇ = ∂pH
and ṗ = −∂qH. Liouville’s Theorem states that the particle probability function f is constant
along the path: f(q(τ), p(τ), τ) = const. i.e. we have 0 = ḟ = ∂qf q̇ + ∂pfṗ + ∂τf for every such
trajectory. Since the trajectory satisfying the Hamilton-equations was arbitrary, we have for every
q and p in phase space





∂τh(q, p, τ)f(q, p, τ)dqdp +
∫︁
h(q, p, τ)∂τf(q, p, τ)dqdp. The second expression can
hereby be transformed using integration by parts:
∫︂
h(q, p, τ)∂τf(q, p, τ)dqdp =
∫︂
h(q, p, τ)[−∂qif(q, p, τ)∂piH(q, p, τ) + ∂pif(q, p, τ)∂qiH(q, p, τ)]dqdp
= −
∫︂
∂qi [h(q, p, τ)f(q, p, τ)]∂piH(q, p, τ)dqdp+
∫︂
∂qih(q, p, τ)∂piH(q, p, τ)f(q, p, τ)dqdp+
+
∫︂
∂pi [h(q, p, τ)f(q, p, τ)]∂qiH(q, p, τ)dqdp−
∫︂
∂pih(q, p, τ)∂qiH(q, p, τ)f(q, p, τ)dqdp.
The second and the fourth summand of the last expression already give the sought right-hand side
{h,H}. For the first and the third summand we have:
−∂qi(hf)∂piH = −∂qi(hf∂piH) + hf∂qi∂piH,
∂pi(hf)∂qiH = ∂pi(hf∂qiH) − hf∂qi∂piH.
The second summands on the right-hand sides of these equations cancel each other, while the first
summands give zero, by first evaluating the integration over qi (respectively pi) and then using the
fact that the probability function f is zero at infinity.
Remark 1.4.18. Let f and g be differentiable functions on phase space. Since ⟨fc⟩ = 0 = ⟨gc⟩ holds,
we have
⟨fgc⟩ = ⟨fcgc⟩ = ⟨fcg⟩.
This means that we can drop one ’c’ whenever a product of them occurs inside a moment-bracket.
The statement follows by ⟨fcgc⟩ = ⟨fcg⟩ − ⟨fcḡ⟩ = ⟨fcg⟩, since ḡ only depends on τ .
Remark 1.4.19. As an immediate consequence from its definition, the Liouville-operator introduced
in Thm. 1.3.2 satisfies the following properties31
1. ddτ ⟨f⟩ = ⟨f ′⟩,
2. (fg)′ = f ′g + fg′,
3. (fc)′ = (f ′)c.
We will now prove Thm. 1.3.2.
31These rules propagate to the vector-notation due to the linearity of the operations involved.
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̇ = ⟨2qc(q′)⟩ = 2⟨qc(∂pH)⟩,




= ⟨(q′)c(∂pH) + qc(∂pH)′⟩ = ⟨(∂pHc)2⟩ + ⟨qc(∂pH)′⟩
Since ϵ̃2 = q̃2
⟨︁
(∂pH)2c
⟩︁ − q̃2q̃.2 holds, Eq. (1.62b) follows. It remains to show that ϵ̃, given in Eq.
(1.61b), changes according to
ϵ̃ϵ̃
.
















Differentiating the above equation for ϵ̃2 we obtain, using Eq. (1.62a), Thms. 1.3.1, 1.3.2 and













.⟨(∂pH)2c⟩ + 2q̃2⟨(∂pH)′(∂pH)c⟩ − 2q̃q̃
.⟨(qc∂pH)′⟩
= 2q̃q̃
.⟨(∂pH)2c⟩ + 2q̃2⟨(∂pH)′(∂pH)c⟩ − 2q̃q̃
.⟨(∂pH)c∂pH + qc(∂pH)′⟩,
which proves Eq. (1.62c). In order to obtain Eq. (1.63), we add a zero in Eq. (1.62c):
ϵ̃ϵ̃
.



















1.4.5 Details regarding the derivation of the envelope equation
This section contains details in the derivation of Eqs. (1.65a) and (1.65b) from Eqs. (1.62a) and
(1.62b). For the sake of completeness we begin with some preliminary remarks regarding Lorentz
transformations and the transformation of the electromagnetic field towards a moving frame.
Preliminaries




The corresponding Lorentz-transformation from the unprimed to the primed coordinates is given








r⃗ ′ = r⃗ + (γ − 1)(v⃗r⃗)v⃗
v2
− γtv⃗, (1.115b)
with γ := (1 − β2)−1/2, β := v/c. A transformation of this type is also called Lorentz-boost. Let us
remark the following properties:
1. The inverse transform to Eqs. (1.115a) and (1.115b) is obtained by replacing v⃗ by −v⃗ and
exchanging the primes on the symbols.
2. The origin r⃗ ′ = 0 is moving according to r⃗ = tv⃗: Multiply Eq. (1.115b) by v⃗ to obtain
v⃗r⃗ = tv2 and insert this into Eq. (1.115b). Furthermore, by Eq. (1.115a), we get t′ = γ−1t
in this case.
3. It holds c2t′2 − r⃗ ′2 = c2t2 − r⃗2: If n⃗ := v⃗/v is the unit vector in direction of v⃗, then the boost














which gives rise to the introduction of the parameter ϕ via sinh(ϕ) := −βγ, and so cosh(ϕ) =
γ.
Consider the orthogonal decomposition r⃗ = (n⃗r⃗)n⃗ + r⃗ − (n⃗r⃗)n⃗. We have n⃗r⃗ ′ = γ(n⃗r⃗ − βct) and
from this together with Eq. (1.115b) it follows r⃗− (n⃗r⃗)n⃗ = r⃗ ′ − (n⃗r⃗ ′)n⃗, i.e. the Lorentz-boost does
not affect the orthogonal part of r⃗ with respect to v⃗. The corresponding tensor notation of Eqs.




γ −γvx/c −γvy/c −γvz/c
−γvx/c 1 + (γ − 1)v2x/v2 (γ − 1)vxvy/v2 (γ − 1)vxvz/v2
−γvy/c (γ − 1)vxvy/v2 1 + (γ − 1)v2y/v2 (γ − 1)vyvz/v2
−γvz/c (γ − 1)vxvz/v2 (γ − 1)vyvz/v2 1 + (γ − 1)v2z/v2
⎞
⎟⎟⎟⎠ , (1.117)
which leaves the metric g := diag(1,−1,−1,−1) invariant: ΛtrgΛ = g or with indices ΛµαΛµβ = gαβ.
Proposition 1.4.20. By using Eqs. (1.115a), (1.115b) and the chain rule we get for the derivatives
∂t = γ∂t′ − γv⃗ ∇⃗
′
, (1.118a)
∇⃗ = ∇⃗′ + (γ − 1) v⃗
v2






where the left-hand side is evaluated at q, while the right-hand side at q′ = Λq.










































We remark that Eqs. (1.118a) and (1.118b) are completely analogous to Eqs. (1.115a) and (1.115b)
if we replace ct with c−1∂t, r⃗ with ∇⃗ and exchange the prime on the symbols.
In the presence of an electromagnetic field, a charged particle is observed in Σ to experience a




0 Ex/c Ey/c Ez/c
Ex/c 0 Bz −By
Ey/c −Bz 0 Bx
Ez/c By −Bx 0
⎞
⎟⎟⎟⎠ , (1.119)
where the fields are taken at q.
Remark 1.4.21. The field strength (curvature) Fαβ is invariant against Lorentz-transformations
q′α = Λαβqβ, if it transforms according to
F ′αβ(q′) = ΛαµΛβνFµν(q) = ΛαµFµν(q)(Λ−1) βν (1.120)
Proof. du′α/dt′ = Λαµduµ/dt′ = e/mΛαµFµνuν = e/mΛαµFµνΛβνΛ τβ uτ = e/mΛαµFµνΛβνu′β.
By Rmk. 1.4.21 we are now in the position to obtain the electric and magnetic field Fµν(q) in
the laboratory frame in dependency on the expressions in the rest frame, by using representation





⊥ − v⃗ × B⃗
′)︂







⊥ + c−2v⃗ × E⃗
′)︂
, B⃗∥ = B⃗
′
∥. (1.121b)
From these transformation rules we deduce a well-known relation:
Corollary 1.4.22. Consider a particle at rest in Σ′ at coordinates q′ = Λq, where Λ denotes a
Lorentz-transformation in direction v⃗. Then the Lorentz-force F⃗ = e(E⃗ + v⃗ × B⃗) on that particle
can be expressed in terms of the primed quantities as









Proof. Straightforward application of Eqs. (1.121a) and (1.121b):
F⃗ = e
(︂















































We will now consider the situation in the rest frame Σ′ of the particle beam. For this purpose we
will drop for a moment the primes on all symbols. In paragraph 1.3.2 we will consider the case that
the beam density has an elliptical shape with respect to orthogonal transverse coordinates x and
y (and relative to the momentary beam center), and is constant with respect to the longitudinal
z-axis. This can be made precise as follows:
Let ñ(q, t) := N
∫︁
f(q, p, t)dp denote the spatial particle density distribution, obtained by inte-
grating the normed particle phase space density f over the three canonical momenta, and where
44 Chapter 1. Introduction
N is the total number of particles. Our assumptions on the beam shape correspond to expressing
ñ in terms of a function n which depends only on a single spatial argument:








where a(t) and b(t) define the aspect ratio of the elliptical beam cross section at time t, so that
2πa(t)b(t)
∫︁∞
0 n(r2, t)rdr = λ with constant longitudinal line density λ = N/L, L a unit of (beam)
length.32 Considering the situation at a specific time t, we will drop the t-dependency in the
notation for brevity – until we say otherwise. Using these notions, the averaging of a p and z-














ñ(x, y, z)dzdxdy. (1.124)
Because both transverse directions can be treated in a similar fashion, we will now focus on the
x-direction. Redefine x := x − x̄ and y := y − ȳ. Using the results in e.g. Ref. [Kel67], we can














(a2 + u)3/2(b2 + u)1/2
du. (1.125)
In the first step we must verify that such a field is satisfying Maxwell’s equations. Ex and Ey
can clearly be seen as the derivatives of a common potential function (assuming that n admits a
differentiable integral). Because this potential function does not have to depend on z, we have
∇⃗ × E⃗ = 0. So if we set B⃗ := 0 and J⃗ := −ϵ0∂tE⃗, then three of the four Maxwell equations
are satisfied. It remains to show ∇⃗E⃗ = ρ/ϵ0 with ρ := en. For this purpose we will follow
the steps in Refs. [Sac71; Ng06]. Introduce the functions ξ(u) := (a2 + u)1/2(b2 + u)1/2 and
τ(u) := x2/(a2 + u) + y2/(b2 + u). Then for x and y fixed
d ln(ξ) = 12
(︃ 1












































In the first term of the last integrand, the following expression can be transformed by assuming ξ





























































where we have used n(τ(u → ∞)) → n(0), ξ(u → ∞) → ∞ and ξ(0) = ab for the last equation.
This means that the above field is satisfying Maxwell’s equations.
Next, we will compute the integral ⟨xEx⟩. For this purpose we write the previously defined function














n(τ(x, y, u))n(τ(x, y, 0))dydxdu, (1.126)
Following [Sac71; Ng06], the interior double integral can be transformed by (x, y)⇝ (r, θ) via
r cos(θ) := x√
a2 + u
, r sin(θ) := y√
b2 + u
, (1.127)



























, r̃ ≥ 0,























in which ∫︂ 2π
0
cos2(θ)
a2 sin2(θ) + b2 cos2(θ)dθ =
2π
b(a+ b) (1.129)
has been used. Note that in the calculation of the integral in Eq. (1.129) care has to be taken at the
poles of the tangens. In fact, the integral can be carried out from 0 to π, utilizing that tan(θ+π) =
tan(θ), then splitting the integral further into two parts according to [0, π] = [0, π/2] ∪ [π/2, π] and
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a+ b , (1.132)
in which a and b can depend on t.
We are now in the position to transform the potential to the laboratory frame Σ. For this purpose
we shall denote all of the above quantities in the beam rest frame Σ′ with primes on the symbols.
Application of a Lorentz-transformation with respect to −v0 onto the vector potential (φ′/c, 0, 0, 0)
yields
φ(x̂, ŷ, ẑ; t) = γ0φ′(x′, y′, z′; t′), (1.133a)
Aẑ(x̂, ŷ, ẑ; t) = γ0β0φ′(x′, y′, z′; t′)/c, (1.133b)
where a hat on the spatial coordinates indicates that they belong to a cartesian coordinate system
in which the ẑ-axis coincides with the momentary direction of travel of a reference particle at time t.
A suitable t-dependent spatial rotation will then lead to a vector potential of the form (φ/c,A1, A2, A3)
in Σ. It should be clear that the first canonical transformation applied on this potential, which
is the transformation to Frenet-Serret coordinates, will just revert this rotation, so that for the
resulting components we have: Ax = 0 = Ay and At(x, y, s; t) = Aẑ(x̂, ŷ, ẑ; t), where the subscript
’t’ denotes the tangential component of the vector potential in the direction of travel, in accordance
with the notation of Subs. 1.3.1.
Therefore, starting from the cartesian coordinates in the laboratory frame Σ, we can apply the
chain of canonical transformations leading to the Hamiltonian (1.6), formulated in comoving coor-
dinates. In effect, these transformations dictate that we have to take φ and At at the Frenet-Serret
coordinates (x, y, s; (s− β20z)/v0).
In the following we shall consider a Hamiltonian H2 of the form given in Eq. (1.20), with respect
to a first-order expansion of η̂ (see Eq. (1.19)), and including an additional external magnetic field





























The last summand in Eq. (1.134) is the contribution from the space charge potential φ′ described
above. In particular we are interested in applying Eq. (1.62b) with respect to the transverse
coordinate x on H2 in the special case of κ = 1 and an external quadrupole potential of the form
Ãt,ext = −gx2/2 + gy2/2. Using (∂p̃xH2)′ = (p̃x)′ = {p̃x, H2} = −∂xH2 and ∂xφ′ = ∂x′φ′ = −E′x
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x̃(a+ b) , (1.135)






The following text, as well as Figs. 2.2, 2.3, 2.4 and Tab. 2.1, have been published in Ref. [Tit16].
2.1 Introduction
A combined-function magnet (CFM) is a magnetic structure consisting of the superposition of
a bending magnet with multipoles of higher order. Hereby, the higher-order multipoles follow a
curved reference orbit, given by the field strength of the bending magnet and the nominal energy.
CFMs are used, for example, in the Proton Synchrotron (PS) at CERN, for the purpose to save
space for other instruments along the ring. In Fig. 2.1 a typical combined-function magnet in the
PS is shown. More details and schematics of these magnets can be found in Refs. [IM67; Hus16;
Zol17].
Figure 2.1: Picture of the combined-function magnet PR.BHR32 installed in the
PS. There is a total number of 100 such magnets around the ring. Each magnet is
normally conducting and water-cooled, having a bending radius of around 70 m and
therefore generating a field of around 1.18 T at the extraction energy of 26 GeV .
The length of each device is 4.9 m and its weight around 33000 kg.
In simulation studies, numeric stability must be guaranteed in order to track particles over reason-
able long periods in a storage ring. For example considering the PS, where a period of a few seconds
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corresponds to over one million revolutions, and taking into account that in every revolution the
particles will pass a large number of CFMs, it becomes clear that errors in simulation may sum up
dramatically.
The idea of symplectic tracking is that, roughly speaking, instead of attempting to solve the ex-
act equations of motion by an approximation, which introduces errors in the phase space path,
one solves exactly (and locally) an approximated equation of motion. This avoids the problem of
self-enhanced errors during many repetitions and, instead, introduces systematic errors which are
independent on the number of steps.
Commonly this is achieved by slicing the ring into small pieces, in which every step constitute
a small symplectic operation. In this section we describe, in an explicit fashion, a possible way of
slicing a CFM.
Let us briefly outline the structure of this section: In Subs. 2.2.1 we follow Ref. [For98] and
construct the vector potential of general CFMs (excluding solenoids), so that they satisfy the vac-
uum Maxwell-equations. Hereby we consider only the interior of these magnets and no fringe fields.
Using the technique of expansion series for the vector potential, we explicitly show how the gauge
freedom is fixed by the constraints on the shape of the field: We obtain two recursion equations
which determine the potential uniquely up to any order. Other approaches can be found in Refs.
[For98; Bro82; Far97]. In Ref. [Ise85] such an expansion was used in order to determine the
symplectic Lie-transformation maps for CFMs, while in Ref. [Zol17] an approach using cylindrical
coordinates is considered.
We will complement this picture by providing particular symplectic maps which describe the trans-
port of particles through a small section of a CFM in Frenet-Serret coordinates, and which we have
implemented in the MAD-X code in particular to correct the error between the PS chromaticity
before and after the makethin command. For brevity we call these maps ’slice maps’, since they
emerge from a low-order expansion of a generating function (GF) with respect to the longitudinal
coordinate, and to distinguish them from plain ’kick’ maps, which do not affect the transverse
coordinates. It turns out that a first-order expansion of such a slice map is suitable for computing
chromaticities in a ’drift-kick’ scenario for CFMs. We finally arrive at a Python code to construct
the vector potential for any order in the transverse coordinates and any multipole order and to
automatically obtain Fortran code of the corresponding first-order slice maps ready for inclusion
into the program MAD-X [Tit].
Next, we will recall in Subs. 2.3 the construction of the Hamiltonian which describes, in co-
moving coordinates, the motion of the particle through the CFM. This is meant as an introduction
to necessary formulae used later on, and similar to what was described in Refs. [Rip85] and [BRS87].
In Subs. 2.3.1 we turn our attention to the question of how to obtain symplectic transforma-
tion maps for general Hamiltonians: We follow the idea of expanding a GF by its time parameter,
a concept already formulated in two articles in 1983 by Channell and Ruth respectively [Cha83a;
Rut83]. Ruth considered the case of Hamiltonians which split into a kinetic- and a potential part,
while Channell described the method for general Hamiltonians. Later on, Channel and Scovel
presented an explicit expansion of a series for time-independent Hamiltonians [CS89]. Such an
expansion was also described, using a different approach, by Feng and Qin [FQ10].
Here we derive a set of recursion equations describing this series for general Hamiltonians (which
might be time-dependent) by using a particular type of GFs. This way, we do not require fur-
ther comparison of orders and obtain an algorithm for the coefficients which can straightforwardly
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be implemented. We will see how the coefficients are generated by the partial derivatives of the
Hamiltonian. As usual by such GF techniques, we are led to a system of two families of equations,
where one of them is of implicit nature, and by construction, the map is symplectic in any order.
A Python demonstration code has been written to apply our result to specific Hamiltonians, for
example, a Hamiltonian describing a driven 1D Kapchinsky-Vladimirsky envelope equation, and
make some basic tests [Tit].
After these general considerations we patch all things together and construct symplectic slice maps
in Sec. 2.4: We derive a map which emerges from the full unexpanded Hamiltonian by using a
first-order expansion of the GF in Subs. 2.4.1. In Subs. 2.4.2 we apply a splitting method to obtain
explicitly a symplectic map for a pure kick, which we have used for tracking, while in Subs. 2.4.3
we provide a first-order map which is symplectic at the origin and which we have used for twiss
calculations.
In Sec. 2.5 we discuss in more detail how we implemented the formulae into MAD-X. We pro-
vide the explicit formula of the vector potential we have used (up to sextupole terms) and perform
some numeric tests: We verify that the chromaticities in the PS after the slicing process are now
converging to the same values obtained by Lie-transformation techniques using the Polymorphic
Tracking Code (PTC), which is a symplectic integrator for tracking purposes developed by Forest
[For98]. Furthermore we check the resulting one-turn map of the PS given by MAD-X for sym-
plecticity and finally by tracking an off-momentum particle around several turns through the PS.
These results indicate a correct (symplectic) implementation.
2.2 Preliminaries
2.2.1 Constructing the vector potential
Let us begin by explicitly constructing the vector potential of a CFM, excluding the special case of
solenoids, by using a technique of expansion series similar to what can be found in Refs. [For98] and
[Bro82]. Let A⃗ denote a vector potential of the magnetic field B⃗ in Frenet-Serret coordinates (x, y, s)
without torsion. For a detailed treatment of these coordinates we refer the reader to Appendix 2.6.
The coordinates x and y denote the transverse part; the coordinate s the longitudinal part with
respect to arc-length parameterization. For a general vector field X⃗ we write X⃗ = Xxn⃗+Xy b⃗+Xtt⃗,
where t⃗, n⃗ and b⃗ are orthonormal, smoothly dependent on s, and span the comoving Frenet-Serret
system. We will call the x- and y-components horizontal and vertical respectively.
With the curvature terms Kx and Ky, the metric dl2 in the above coordinate system reads
dl2 = (1 +Kxx+Kyy)2ds2 + dx2 + dy2,
and B⃗ = ∇⃗ × A⃗ is given by
Bt = (∇⃗ × A⃗)t = ∂xAy − ∂yAx,
Bx = (∇⃗ × A⃗)x =
1
1 +Kxx+Kyy
[∂y ((1 +Kxx+Kyy)At) − ∂sAy] ,
By = (∇⃗ × A⃗)y =
1
1 +Kxx+Kyy
[∂sAx − ∂x ((1 +Kxx+Kyy)At)] .
Since fringe fields and solenoids are excluded, we can assume that Bt = 0 holds inside the CFM,
and that Bx and By are independent of s. This condition is satisfied if we set Ax = 0 = Ay and
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∂x ((1 +Kxx+Kyy)At) . (2.1b)
Because ∇⃗B⃗ = 0 is automatically satisfied, the only requirement on A⃗ in order to be Maxwell-
conform is the condition ∇⃗ × B⃗ = 0 (we consider the vacuum case), which means by Lorenz-gauge
that ∆A⃗ = 0 has to be fulfilled. Since the B⃗-components are independent of s and Bt is zero, the














with G := (1 +Kxx+Kyy)At. Equation (2.2) is equivalent to





i.e. ∆⊥G = −KxBy + KyBx = (B⃗ × K⃗)t with ∆⊥ := ∂2x + ∂2y and K⃗ := (Kx,Ky, 0). Now let
G = ∑︁∞k=0Gk be a decomposition of G into homogeneous polynomials Gk of (total) order k in x
and y. Making a coefficient comparison with respect to k, we obtain [For98]
∆⊥Gk+1 = [−(Kxx+Kyy)∆⊥ +Kx∂x +Ky∂y]Gk. (2.4)
Observe that ∆⊥ = (∂x + i∂y)(∂x − i∂y), so if we introduce the quantities r± := (x ± iy)/2
and define ∂± := ∂r± , similar as in Ref. [For98], the chain rule yields ∂± = ∂x ∓ i∂y and thus
∆⊥ = ∂−∂+. Now according to Lemma 2.6.3 (see Appendix 2.6) we can define the quantities




























[κ̄gk,j+1(j + 1)(j − k + 3/2) + κgkj(k − j)(1/2 − j)] rk−1−j+ rj−




gk+1,j(k + 1 − j)jrk−j+ rj−1− =
k−1∑︂
j=0
gk+1,j+1(k − j)(j + 1)rk−1−j+ rj−, (2.5)
so for all 0 ≤ j ≤ k − 1, again by Lemma 2.6.3,
(k − j)(j + 1)gk+1,j+1 = κ̄gk,j+1(j + 1)(j − k + 3/2) + κgkj(k − j)(1/2 − j). (2.6)
Equation (2.6) was derived by using the rather general symmetry assumptions above. In order to
determine gk,k and gk,0, which span the kernel of ∆⊥ on the space of homogeneous polynomials of
degree k, and thus completely determine the gauge, we require additional conditions. Note that
because Gk = Gk, we have gkj = gk,k−j , so only half of the equations in (2.6) are necessary and
only gk,0 needs to be determined.
Consider a decomposition of B⃗ into (complex) homogeneous polynomials wk of (total) order k
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in x and y: By + iBx =
∑︁∞
k=0wk. Since (1 + κ̄r+ + κr−)(By + iBx) = −∂xG+ i∂yG = −∂+G, this
is equivalent to the claim that in order k ≥ 1 we have
k+1∑︂
j=0
(k + 1 − j)gk+1,jrk−j+ rj− = ∂+Gk+1 = −wk − (κ̄r+ + κr−)wk−1 (2.7)
and g1,0 = −w0. Let us assume that wk |r+=r−= λkxk, where λk ∈ C are known; i.e., the expansion
of Bx and By are given with respect to the midplane y = 0. These conditions are fulfilled if and
only if, using Eq. (2.7),
(k + 1)gk+1,0 = −
k∑︂
j=1
(k + 1 − j)gk+1,j − 2k(λk +Kxλk−1). (2.8)
Equations (2.6) and (2.8) completely determine the vector potential At of the CFM.






−, then there is a one-to-one map between the sets
{gk0; k ≥ 1} and {wk0; k ≥ 0}: By Eq. (2.7) we see immediately that for k ≥ 1 we have
(k + 1)gk+1,0 = −wk,0 − κ̄wk−1,0. (2.9a)




(j + 1)(−κ̄)k−jgj+1,0 = −wk,0. (2.9b)
2.3 The Hamiltonian
Let us briefly recall the derivation of the Hamiltonian we require. We begin with the well-known
Hamiltonian −ps which describes the motion of a particle in a general electromagnetic field in
(torsion-free) Frenet-Serret coordinates. This Hamiltonian is derived in Appendix 2.6 and can also
be found for example in Refs. [Rip85] or [Wie07]. As usual, we are using SI units and the same
notation conventions as in Subs. 2.2.1.
ps(x, y, t, px, py,−K; s) =
(1 +Kxx+Kyy)
[︂




The parameter K denotes the total energy of the particle, i.e. with the kinetic momentum p⃗kin :=
γmv⃗ = p⃗− eA⃗ it holds that
p⃗kin
2 = c−2(K − eφ)2 −m2c2. (2.11)
Let p := |p⃗kin| the momentum and p0 a corresponding nominal value. As in Ref. [BRS87] we




(1 + η̂)2 − (px − eAx)
2
p20
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Let E0 be the energy corresponding to the nominal momentum p0, i.e. E0 = mγ0c2 = p0c/β0, and

















































Therefore, −ps/p0 corresponds to a Hamiltonian with x, y,−ct, px/p0, py/p0 and η/β0 =: η̄ as
generalized coordinates. Let us denote the normalized momenta px/p0 and py/p0 again with px and
py respectively. The coordinate −ct still changes without limit compared to the other (transverse)
coordinates x and y. Following Ref. [BRS87], this leads us to the introduction of the variable
σ := s − v0t, which can be introduced by performing an s-dependent canonical transformation,
induced by the GF F of type 3:
F (ξ, ζ, σ, px, py, η̄; s) := −pxξ − pyζ + η̄(s− σ)/β0. (2.14)
We obtain
x = − ∂F
∂px




y = − ∂F
∂py






= (σ − s)/β0, pσ = −
∂F
∂σ
= η̄/β0 = η/β20 (2.15c)
and so
H(ξ, ζ, σ, px, py, η̄/β0; s) + ps/p0(ξ, ζ, (σ − s)/β0, px, py, η̄; s) =
∂F
∂s
(ξ, ζ, σ, px, py, η̄; s) = η̄/β0
(2.15d)
for the new Hamiltonian H. The six equations (2.15a) – (2.15c) also prove that F is in fact a GF,
since they constitute a bijection between the old and the new coordinates for every s. Up to this
point, all considerations in this subsection hold for general electromagnetic fields. For our CFM
with the special gauge Ax = 0 = Ay discussed in Subs. 2.2.1, we arrive at the following Hamiltonian
H with
H(x, y, σ, px, py, pσ; s) = pσ − (1 +Kxx+Kyy)
(︃√︂






Since we do not have any electric fields, we set φ = 0. Then η̂ is related to the coordinate η by























(1 + η)2 − 1 + β20
]︂
, (2.17)
i.e. η̂ is only dependent on pσ, via the velocity β0 of the reference particle.
The factor e/p0 in front of the potential At in Eq. (2.16) can be absorbed in the coefficients λk of
2.3. The Hamiltonian 55
the B⃗-field, which were introduced in Subs. 2.2.1, and therefore we may drop this factor later. In
fact, it is already included in the curvatures Kx and Ky: Because there are no electric fields, let the
reference motion with respect to the Frenet-Serret coordinates be produced by a particle having just
the constant nominal momentum p0 above. Since our frame of reference was parameterized by arc-
length, it holds v0 = ds/dt. The curvature terms are produced under the influence of the magnetic
field B⃗ = Bxn⃗ + By b⃗. This reference particle remains at x = 0 = y by construction, so it will ex-
perience only the constant dipole-terms Bx,0, By,0. We have d2r⃗/dt2 = v20dt⃗/ds = −v20(Kxn⃗+Ky b⃗)
and therefore
−γ0mv20(Kxn⃗+Ky b⃗) = γ0m
d2r⃗
dt2










Note that for the reference particle, v⃗0 ⊥ B⃗, so we have γ0mv20/ρ = ev0|B⃗0|, thus e/p0 = 1/(Bρ),
where ρ is the radius of curvature and B2 = B2x,0 +B2y,0.
2.3.1 General considerations
Let H be a Hamiltonian dependent on the generalized canonical variables q and p and a parameter
s. Denote by ∆s = sf − s a small section of the parameter space we are considering, where sf
denotes the ’final’ position. In order to obtain a symplectic map from the initial coordinates at
s to the final ones, we assume the existence of an s-dependent GF F of type 2 to a Hamiltonian
which is zero, i.e. we provide a transformation to a complete set of cyclic coordinates, identify the
cyclic coordinates with the final coordinates and attempt to represent them in terms of the initial
coordinates. The Hamilton-Jacobi equations for F are
q̄ = ∂p̄F, p = ∂qF. (2.19)
As a first necessary condition for such an F we have
∂sF (q, p̄; s) = −H(q, p; s). (2.20)
Note the important fact that in this equation the variables p are considered to be functions of q, p̄
and s. To emphasize this fact, let ψ(q, p̄; s) := (q, p; s), so Eq. (2.20) can be written in the form
∂sF = −H ◦ ψ.
For brevity let us write Sij := ∂qipj ◦ ψ−1. Then Lemma 2.6.4 yields
∂s(Sij ◦ ψ) =
[︂
−∂plSij · ∂qlH − ∂plSij · Slk · ∂pkH + ∂sSij
]︂
◦ ψ,
and ∂s(Sij ◦ ψ) = ∂s(∂qipj) = ∂s∂qi∂qjF = −∂qi∂qj (H ◦ ψ)
= −∂qi
(︂








∂sSij = −∂qi [∂qj H+∂plH·Sjl]−∂pk [∂qj H+∂plH·Sjl] ·Sik +∂plSij ·∂qlH+∂pkSij ·Skl ·∂plH. (2.21)
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This equation shows that the s-derivatives of Sij of any order can entirely be expressed by spatial
derivatives of itself and of the Hamiltonian. Secondly, in order to be able to parameterize the cyclic
coordinates by the final coordinates, F |sf =: F0 must provide the identity transformation. This is
guaranteed by setting
F0 = qp̄,
which can be verified by looking at the Hamilton-Jacobi equations for F0. Now let us assume that
we can write F in form of a Taylor-expansion around sf (with K ∈ N0 ∪ {∞}) as










µ+1∂µs (H ◦ ψ)(q, p̄; sf ). (2.22)
By inserting this expansion (2.22) into the right-hand side of Eq. (2.19) we obtain







s (H ◦ ψ)(q, p̄; sf ), (2.23)
so all derivatives of ∂qipj with respect to q and p̄ vanish at s = sf . This implies that Sij |sf ≡ 0 and
all its higher spatial derivatives vanish at sf . The derivatives ∂µs (H ◦ ψ) in Eq. (2.22) are given by
Eq. (2.72c), taken at sf . Denote for brevity
H.G := ∂piG · ∂qiH + ∂piG · Sij · ∂pj H = ⟨∂qH + S∂pH, ∂pG⟩, (2.24)
where the summation goes over repeated indices. Hence
∂µs (G ◦ ψ) = ∂µ−1s ((−H.+ ∂s)G ◦ ψ) = · · · = (−H.+ ∂s)µG ◦ ψ,
and therefore we obtain





µ+1((−H.+ ∂s)µH)(ψ(q, p̄; sf )). (2.25)
Since ∂qi(G ◦ψ)(q, p̄; sf ) = (∂qiG ◦ψ)(q, p̄; sf ) and ∂p̄i(G ◦ψ)(q, p̄; sf ) = (∂pjG ◦ψ)(q, p̄; sf ) ∂p̄ipj |sf⏞ ⏟⏟ ⏞
δij
by Lemma 2.6.4, we obtain the expressions











µ+1(∂q(−H.+ ∂s)µH)(q, p̄; sf ), (2.26b)
using that ψ(q, p̄; sf ) = (q, p(q, p̄; sf ); sf ) = (q, p̄; sf ). These equations describe implicitly a sym-
plectic transformation for every K: Equation (2.26b) constitutes an implicit expression for p̄. Once
its solution is determined, one can insert it into Eq. (2.26a) to obtain the overall symplectic
solution. In Ref. [Cha83a] such a series was described and made explicit for low orders.
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2.4 Symplectic approach
2.4.1 First-order symplectic slice map
At this point let us apply the results of Subs. 2.3.1 to our particular Hamiltonian (2.16). Since
this Hamiltonian does not depend on σ, and all derivatives of the Sij – especially with respect to
σ – vanish at the final position, it holds in every order
pσ = p̄σ. (2.27)
This is expected, because pure magnetic fields can not change the energy of the particle.
For a pure drift, this equation holds for all momenta: In this case, H does only depend on the
canonical momenta. Let W be a sufficiently continuously differentiable function, dependent on p
and s, and independent on q. Then
∂qk(−H.+ ∂s)W = −∂piW · ∂qkSij · ∂pj H,
and this expression vanishes at s = sf according to our considerations in Subs. 2.3.1. Especially
we conclude that p̄ = p holds, by taking W = (−H.+ ∂s)µ−1H for µ ≥ 1 inductively.
For the cyclic coordinates q̄ in case of a pure drift, a bit more subtle but similar argument ap-
plies in this setting of GFs: Let F be a function of q, p and s, and which can be written as a linear
combination of terms in which every summand contains at least one factor of the Sij or a partial
derivative of these functions with respect to one of the qk or pk. Again from our considerations in
Subs. 2.3.1 it should be clear that F and its partial derivatives with respect to qk and pk vanish at
s = sf . By Eq. (2.21) we see that ∂sF is of the same form as F , because the spatial Hesse-Matrix
∂qi∂qj H in the expression for ∂sSij vanishes. We conclude that
∂pk(−H.+ ∂s)F = ∂pk(−∂piF · Sij · ∂pj H + ∂sF)
vanishes at s = sf . Now observe that (−H. + ∂s)H = −H.H = −∂piH · Sij · ∂pj H is of the form
of F . Consequently, ∂pk(−H.+ ∂s)µH vanishes at s = sf for µ ≥ 1. Summarizing these results we
obtain in the case of pure drift the explicit equations
q̄ = q + ∆s∂pH(p), (2.28a)
p̄ = p. (2.28b)
For a general CFM, let us consider Eqs. (2.26a) and (2.26b) for the simplest case K = 0, which
corresponds to a first-order expansion of the GF. In Ref. [Bar+96] this was discussed for the case
of pure bending magnets. Equation (2.26b) yields for p̄x:
p̄x = px + ∆s (Kxh+ ∂xG) = ux + ∆sKxh, (2.29)
with the abbreviations h :=
√︂
(1 + η̂)2 − p̄2x − p̄2y, ux := px + ∆s∂xG and G = (1 +Kxx+Kyy)At
(see Subs. 2.2.1). Similarly we have such an equation for p̄y. Then we conclude
h2 = (1 + η̂)2 − p̄2x − p̄2y = (1 + η̂)2 − (ux + ∆sKxh)2 − (uy + ∆sKyh)2
= (1 + η̂)2 − u2x − u2y − 2∆sh(uxKx + uyKy) − ∆s2h2(K2x +K2y ),
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and therefore obtain the quadratic equation h2 + ξh+ ζ = 0, with the abbreviations
ξ := 2∆s uxKx + uyKy1 + ∆s2(K2x +K2y )
, ζ :=
u2x + u2y − (1 + η̂)2
1 + ∆s2(K2x +K2y )
. (2.30)
Consequently, h = −ξ/2 +
√︁
ξ2/4 − ζ, where we have determined the sign in front of the square
root by the condition that in case ∆s = 0 we have p̄x = px = ux and p̄y = py = uy. The now
determined h yields an explicit symplectic map for the momenta when inserted into Eq. (2.29).
For the coordinate x̄, Eq. (2.26a) yields, together with Eq. (2.29),
x̄ = x+ ∆s(1 +Kxx+Kyy)p̄x/h = x+ ∆s(1 +Kxx+Kyy)(ux/h+ ∆sKx), (2.31)
and similarly we can drive such an equation for ȳ. For σ̄ we first note that, by implicit differentiation
of Eq. (2.17), we obtain
(1 + η̂) ∂η̂
∂pσ
= 1 + β20pσ, (2.32)
thus
σ̄ = σ + ∆s∂pσ H = σ + ∆s− ∆s(1 +Kxx+Kyy)(1 + β20pσ)/h.
In summary, we obtain the following symplectic map:
xf = xi + ∆s(1 +Kxxi +Kyyi)(uix/h+ ∆sKx), (2.33a)
pfx = uix + ∆sKxh, (2.33b)
yf = yi + ∆s(1 +Kxxi +Kyyi)(uiy/h+ ∆sKy), (2.33c)
pfy = uiy + ∆sKyh, (2.33d)
σf = σi + ∆s− ∆s(1 +Kxxi +Kyyi)(1 + β20piσ)/h, (2.33e)
pfσ = piσ, (2.33f)
where h (and G) are taken at the initial coordinates. Note that ∂x,yG = ∓(1 + Kxx + Kyy)By,x,
which can be inserted into these expressions in order to obtain the field-dependency of the trans-
formation.
2.4.2 Symplectic kick
For a ’drift-kick’ scenario, the slice map (2.33a) – (2.33f) is, however, not used. For example after
the slicing process in MAD-X, the tracking through the CFM is performed via consecutive drifts
and kicks. To obtain the ’kick’ part of this procedure, the inverse of a ’drift’ would have to be
applied in either the slice map or the thick map in Ref. [Ise85]. Because this would lead to an un-
necessary blow-up of code, we follow an alternative technique which is described in Ref. [Bar+96].
For a discussion of various splitting techniques the reader can consult Ref. [For98].
Equation (2.16) in case of no fields gives the drift part with respect to vacuum
Hdrift(px, py, pσ) := pσ −
√︂
(1 + η̂)2 − p2x − p2y. (2.34)
Now, inside the magnet, this Hamiltonian would change towards the full Hamiltonian H. However,
in the case of a drift-kick decomposition, this change is assumed to take place infinitesimally at a
certain point s0 with a particular strength. At this point, only those parts of H′ := H − Hdrift
which produce a kick in the spatial momenta px and py have to be taken into consideration. Thus
what we have to do is to sort out those parts of H′ which contain the momenta (since offsets are
computed via ∂H/∂px etc.).
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Since the physical kicks remain very small with respect to the reference trajectory, we can take a
look at the expansion of the square root
√︂




1 + η̂ + · · · . (2.35)
Then we see that
H′kick := − [(Kxx+Kyy)(1 + η̂) +G(x, y)] ∆sδ(s− s0) (2.36)
is the Hamiltonian we are interested in, where we have accounted for the fact that it acts instan-
taneous by the factor ∆sδ(s− s0). Integration of the corresponding Hamilton-equations for H′kick
yields the following symplectic kick map:
xf = xi, (2.37a)
pfx = pix + ∆s(Kx(1 + η̂) + ∂xG), (2.37b)
yf = yi, (2.37c)
pfy = piy + ∆s(Ky(1 + η̂) + ∂yG), (2.37d)
σf = σi − ∆s(Kxxi +Kyyi)(1 + β20piσ)/(1 + η̂), (2.37e)
pfσ = piσ. (2.37f)
2.4.3 First-order drift-kick map
The map described in Subs. 2.4.2 constitutes a pure kick and can be used for tracking, but for
chromaticity calculations it lacks any information about the dependency of the transverse coordi-
nates with respect to the other coordinates. This information is generated indirectly during the
slicing process by composition of the drifts and kicks, but if it cannot be obtained by automatic
(or numeric) differentiation, we have to use a different approach.
Fortunately, the slice map (2.33a) – (2.33f) can be used in order to obtain a map which is first-
order in ∆s, contains the necessary information and is symplectic at the origin. Symplecticity at
the origin is sufficient for twiss calculations, as long as the reference trajectory inside the CFM can
be assumed to be located at zero. Besides of converging to the correct values (shown later in this
chapter), the advantage in using such a map in comparison to the possibilities described in Subs.
2.4.2 is especially that it does not lead to a large blow-up of code [Tit].
Let T constitute a slice map according to Eqs. (2.33a) – (2.33f) with respect to length ∆s := sf −s0,
in which we drop all higher orders in ∆s. This means that the function h in this transformation is
replaced by h0 :=
√︂
(1 + η̂)2 − p2x − p2y. Let s0 < s1 < sf , ∆s1 := s1 − s0 and ∆s2 := sf − s1, i.e.
∆s = ∆s1 + ∆s2. Let Di be drifts with respect to ∆si for i = 1, 2. Then we would like to compute
the composition D−12 ◦T ◦D−11 , since this map constitute the kick map in a ’drift-kick-drift’ scenario
within ∆s, where the kick appears at s1.
Let T (v) =: v + ∆sf(v), i.e. f is given according to Eqs. (2.33a) – (2.33f) in which h is re-
placed by h0. By Eqs. (2.28a) and (2.28b) we have D−1i (v) = v − ∆sif0(v), where f0 is the map f
60 Chapter 2. Symplectic maps for combined-function magnets
without any field terms. Using f(v + ∆sw) = f(v) + O(∆s) we get
D−12 ◦ T ◦D−11 (v) = D−12 ◦ T (v − ∆s1f0(v))
= D−12 (v − ∆s1f0(v) + ∆sf(v − ∆s1f0(v)))
= D−12 (v − ∆s1f0(v) + ∆sf(v) + ∆sO(∆s1)⏞ ⏟⏟ ⏞
O(∆s2)
)
= v − ∆sf0(v) + ∆sf(v) + O(∆s2).
This means that the first-order term of D−12 ◦ T ◦ D−11 with respect to ∆s corresponds to f − f0.
In addition we see that in first-order it does not matter where the kick is located between the two
drifts; especially one drift of length ∆s is sufficient. Using this result, we obtain a drift-kick map
in first-order ∆s:
xf = xi + ∆s(Kxxi +Kyyi)pix/h0, (2.38a)
pfx = pix + ∆s(Kxh0 + ∂xG), (2.38b)
yf = yi + ∆s(Kxxi +Kyyi)piy/h0, (2.38c)
pfy = piy + ∆s(Kyh0 + ∂yG), (2.38d)
σf = σi − ∆s(Kxxi +Kyyi)(1 + β20piσ)/h0, (2.38e)
pfσ = piσ. (2.38f)
It turns out that this map is symplectic at the design trajectory (the ’closed orbit’) at zero, but not
symplectic in general. However it is well-suited for MAD-X for computation of the twiss parameters,
since these parameters require the knowledge of the transport map only around the closed orbit,
which we assume to be at (or very close to) zero inside the CFM. The symplecticity at zero is
crucial in order to remain in the symplectic group during composition.
2.5 MAD-X implementation
The following describes the implementation of combined-function magnets into MAD-X, having
a tilt, skew- and normal components, in a preliminary test code using MAD-X version 5.02.12
[Tit]. In an earlier tested version of MAD-X (version 5.02.07), only the case without tilt and skew
components is implemented. This older modified version is used in all of our MAD-X tracking
studies.
2.5.1 The magnetic field and its vector potential coefficients
Let By + iBx =
∑︁
k wk an expansion of the magnetic field into complex homogeneous polynomials







− with wkj ∈ C and r± := (x± iy)/2. With x+ iy =: r exp(iφ) we thus obtain




representing By + iBx as a function of r and φ. Let us assume that we know the expansion of
By + iBx with respect to a given reference cone at φ = φ0, i.e.
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with known values λk ∈ C, i.e. by coefficient comparison we know the left-hand side of




or expressed in another way
wk|φ=φ0 = λkrk. (2.42)
The special case k = 0 leads immediately to
λ0 = w00 = −g1,0, (2.43)
cf. Eq. (2.9b). If we could determine all wkj ’s, we would have determined the field everywhere. In
view of Eq. (2.41) this task is similar to a discrete Fourier-transform, with the difference that we
have some angle φ0 in the exponentials which may also be zero. However, the Vacuum Maxwell-
Equations will provide us with enough information to carry out this task.
From Eq. (2.7), taken at φ = φ0, we obtain for k ≥ 1:
(k + 1)gk+1,02−krk exp(ikφ0) = −
k∑︂
j=1
(k + 1 − j)gk+1,j2−krk exp(ikφ0) exp(−2ijφ0)+
− λkrk −
1
2(κ̄ exp(iφ0) + κ exp(−iφ0))λk−1r
k.
⇒ (k + 1)gk+1,0 = −
k∑︂
j=1
(k + 1 − j)gk+1,j exp(−2ijφ0)+
− 2k exp(−ikφ0) [λk + Re(κ̄ exp(iφ0))λk−1] . (2.44)
Eq. (2.6) will remain unchanged. Together with Eq. (2.44), which can be considered as a general-
ized version of Eq. (2.8) for arbitrarily tilted magnets, we have the tools to determine the vector
potential completely. It remains to discuss the filling of the λk’s.
By Eqs. (2.18a) and (2.18b) (we can drop the normalizing factors e/p0, as explained in Subs.
2.3), and Eq. (2.40) we see that
Ky = −Bx(0, φ0) = −Im(λ0), (2.45a)
Kx = By(0, φ0) = Re(λ0), (2.45b)



























(0, φ0) = Re(λk). (2.47b)
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The left-hand sides of Eqs. (2.47a) and (2.47b), without the factorial, are denoted as the skew-
and normal components of the B⃗-field respectively, since they individually determine a normal-
orientated – respectively skew-orientated – field, i.e. fields with pure vertical or pure horizontal
components in case of φ0 = 0.
With Eqs. (2.6), (2.44), (2.47a) and (2.47b) we completely determined the magnetic field of a
general tilted combined-function magnet.
2.5.2 Thin-lens kick map
By combining Eqs. (2.37b) and (2.37d) we obtain with pf := pfx − ipfy and pi correspondingly:
pf = pi + ∆s(κ̄(1 + η̂) + ∂+G). (2.48)
Hereby, ∂+G is given by Eq. (2.7) from the known coefficients determined in Subs. 2.5.1. The
corresponding kicks in x and y direction are then determined by the positive real and negative
imaginary part, respectively. The remaining formulae in Eqs. (2.37a) – (2.37f) do not depend on
G. Note that in MAD-X we use orbit(5) = σ/β0, while orbit(6) = β0pσ, see Appendix 2.6.3.
2.5.3 First- and second order coefficients of the drift-kick map for TWISS
Before we discuss the derivatives of the drift-kick map, let us begin with a useful Proposition.




































∂+σkl := (k + 1 − j)σk+1,j , (2.50a)
∂−σkl := (j + 1)σk+1,j+1. (2.50b)
Proof. The proof is left to the reader.
By looking at the drift-kick map given by Eqs. (2.38a) – (2.38f), we see that only Eqs. (2.38b)
and (2.38d) involve the vector potential G. So let us discuss these equations. As in Subs. 2.5.2 we
combine them to a single equation, which reads
pf = pi + ∆s(κ̄h0 + ∂+G), (2.51)






(k + 1 − j)gk+1,jrk−j+ rj−. (2.52)
The terms pi and h0 in Eq. (2.51) drop out during the derivation process with respect to the
spatial coordinates, so by setting σkj := ∆s(k+ 1 − j)gk+1,j and noting that ∂x = (∂+ + ∂−)/2 and
∂y = i(∂+ − ∂−)/2, we can determine the higher-order derivatives of pf by successive application
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of Eqs. (2.50a) and (2.50b) as follows:
∂xσkj =
1
2 [(k + 1 − j)σk+1,j + (j + 1)σk+1,j+1] , (2.53a)
∂yσkj =
1




2 [(k + 1 − j)∂xσk+1,j + (j + 1)∂xσk+1,j+1] ,
= 14 [(k + 1 − j) [(k + 2 − j)σk+2,j + (j + 1)σk+2,j+1] +
+ (j + 1) [(k + 1 − j)σk+2,j+1 + (j + 2)σk+2,j+2]] ,
= 14 [(k + 1 − j) [(k + 2 − j)σk+2,j + 2(j + 1)σk+2,j+1] + (j + 1)(j + 2)σk+2,j+2] , (2.54a)
∂x∂yσkj =
1
2 [(k + 1 − j)∂yσk+1,j + (j + 1)∂yσk+1,j+1] ,
= 14 i [(k + 1 − j) [(k + 2 − j)σk+2,j − (j + 1)σk+2,j+1] +
+ (j + 1) [(k + 1 − j)σk+2,j+1 − (j + 2)σk+2,j+2]] ,
= 14 i [(k + 1 − j)(k + 2 − j)σk+2,j − (j + 1)(j + 2)σk+2,j+2] , (2.54b)
∂2yσkj =
1
2 i [(k + 1 − j)∂yσk+1,j − (j + 1)∂yσk+1,j+1] ,
= −14 [(k + 1 − j) [(k + 2 − j)σk+2,j − (j + 1)σk+2,j+1] +
− (j + 1) [(k + 1 − j)σk+2,j+1 − (j + 2)σk+2,j+2]] ,
= −14 [(k + 1 − j) [(k + 2 − j)σk+2,j − 2(j + 1)σk+2,j+1] + (j + 1)(j + 2)σk+2,j+2] . (2.54c)




2 (σ1,0 + σ1,1) =
1
2∆s (2g2,0 + g2,1) , (2.55a)
∂yσ00 =
1
2 i (σ1,0 − σ1,1) =
1
2 i∆s (2g2,0 − g2,1) , (2.55b)
∂2xσ00 =
1
4 (2σ2,0 + 2σ2,1 + 2σ2,2) =
1
2∆s (3g3,0 + 2g3,1 + g3,2) , (2.55c)
∂x∂yσ00 =
1
4 i (2σ2,0 − 2σ2,2) =
1
2 i∆s (3g3,0 − g3,2) , (2.55d)
∂2yσ00 = −
1
4 (2σ2,0 − 2σ2,1 + 2σ2,2) = −
1
2∆s (3g3,0 − 2g3,1 + g3,2) . (2.55e)
Eqs. (2.55a) – (2.55e) are implemented in the code for the determination of the re and te coeffi-
cients. Note that the te coefficients receive an additional factor 1/2 due to the usual relation to
the second derivative in the Taylor-series.
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2.5.4 Explicit combined-function potential for normally aligned fields
The higher-order terms (the order here is understood to be with respect to the transverse coordi-
nates) of the transformation map can be obtained by deriving the corresponding transformation
maps and evaluating them at zero, as was shown in the previous section. In this subsection we pro-
vide an explicit version for G which describes the case of normally aligned fields up and including
sextupole components. In this case, the field components are given as coefficients Bx,k, By,k (times












where the dipole terms (k = 0) are related to the curvatures Kx and Ky as before, according to















3 + Kxg2 xy
2 − Kxh8 x
4 + Kxh2 x























where g denotes the strength of the quadrupole and h the strength of the sextupole component.
This potential yields the following expansion
Bx |y=0 = −Ky, (2.58a)




as one can verify straightforwardly.
2.5.5 Numerical tests
1. We have tested our first-order drift-kick map against the Lie-transformation formulae of Ref.
[Ise85] (which are implemented in MAD-X and yield the same results as PTC) for a sin-
gle CFM. The formulae were implemented in a modified version of MAD-X (v.5.02.07) and
compared to the unmodified one. The magnet was invoked without fringe fields, and the
corresponding sectorfiles, which contain the Lie-transformation coeffcients, were compared.
The first-order coefficients are denoted by re; the second-order coefficients by te.
As an example, we have listed in Fig. 2.2 the relative error in the re-entries in case of 4
slices for a CFM against the results of the Lie-transformation. The magnet had a total length
of 3.92 m and bends a 100 GeV proton by an angle of π/8. On top of its dipole field, it had
a quadrupole and a sextupole field of strengths k1 = −0.03644 [m]−2 and k2 = −4 · 10−2 m−3
respectively. It turns out that the skyline of error bars looks similar for other slice numbers,
while the error bar of R56 is somewhat standing out relative to the others: These relative
errors, including the ones of the te-entries (not shown), follow an expected linear convergence
behavior in dependency of the slice number, see Fig. 2.2.
2. As a second test of the first-order drift-kick map, we have computed the twiss parameters
for the PS after thin slicing and obtained chromaticity results listed in Tab. 2.1. The tunes
were at Qx = 6.450 and Qy = 6.462. Note that in MAD-X the horizontal chromaticity Q′x is
defined as ∂Qx/∂(β0pσ) (and correspondingly the vertical one Q′y). For comparison, the result
of the unmodified MAD-X 5.02.07 code gives Q′x = −7.333 and Q′y = −7.331 (with 128 slices)
which is over 20% off in horizontal and 5% off in vertical direction from the PTC reference
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Figure 2.2: Left: Relative errors for various re-entries for 4 slices of a single CFM
with quadrupole and sextupole component against the Lie-transformation
coefficients. Those errors which are zero are not shown. Right: Counter-check with
convergence behavior of the relative errors for the re-coefficients of the right-hand
side.
values at Q′x,0 = −6.080 and Q′y,0 = −6.969. The fringe fields of the bending magnets were
again switched off for comparison; otherwise the convergence of the chromaticities towards
the PTC values would retain a small offset of about 0.01% in both directions. The table
shows that with just 4 slices we already obtain a precision lower than 0.2%. In Fig. 2.3 the
convergence behavior of the chromaticities against the PTC results is shown. Furthermore,
the symplecticity of the linear part M of the PS one-turn-map with the new CF maps were
confirmed by computing |M trJM − J |. This value was found to be in the region of the
machine precision.
Slice number Q′x Q′y Q′x/Q′x,0[%] Q′y/Q′y,0[%]
128 −6.080 −6.970 3.274 × 10−3 3.797 × 10−3
64 −6.079 −6.970 6.468 × 10−3 7.633 × 10−3
32 −6.079 −6.970 1.262 × 10−2 1.543 × 10−2
16 −6.078 −6.971 2.395 × 10−2 3.149 × 10−2
8 −6.077 −6.974 4.276 × 10−2 6.547 × 10−2
4 −6.076 −6.979 6.514 × 10−2 1.405 × 10−1
2 −6.076 −6.991 5.305 × 10−2 3.120 × 10−1
Table 2.1: Simulated chromaticity in the PS for various slice numbers.
Figure 2.3: Convergence behavior of the horizontal- and vertical chromaticities in
the PS against the PTC results (red).
3. To check our symplectic kick map for tracking purposes, described in Subs. 2.4.2, we have
simulated 1024 turns of a test particle through the PS, which was given small offsets in all
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coordinates. We observe that the particle remains on its action torus with the new code, see
Fig. 2.4. Every CFM was sliced 4 times (and fringe fields were switched on).
Figure 2.4: Tracking example with the new code over 1024 turns in the PS lattice,
having small initial offsets in all directions.
2.6 Appendix
2.6.1 On the Hamiltonian in Frenet-Serret coordinates
Let us begin with the Hamiltonian (in SI units) describing the motion of a charged particle in
an electromagnetic field, formulated in cartesian coordinates. This Hamiltonian can be found for
example in Ref. [Wie07], p. 24 Eqn. (1.92) or in Ref. [GPS02], p. 351 Eqn. (8.56)
H = c
√︂
(p⃗− eA⃗)2 +m2c2 + eφ. (2.59)
where p⃗ = (px, py, pz) denotes the canonical momenta of the particle.
In the situation of circular accelerators it is often more convenient to change the cartesian co-
ordinate system, in which the Hamiltonian (2.59) is formulated, towards a comoving coordinate
system with respect to a reference trajectory. In the original cartesian coordinates let us denote
this reference trajectory by r⃗(s) = (x(s), y(s), z(s)). We will assume that it is parameterized by
arc length, i.e. t⃗(s) := dds r⃗(s) has norm |t⃗(s)| = 1 for all s.
Let n⃗(s), b⃗(s) be unit vectors which are smoothly dependent on s and so that (t⃗, n⃗, b⃗) constitute a
right-handed-oriented orthonormal basis. For example, if t⃗(s) and dds t⃗(s) are linearly independent
for every s, one can choose n⃗ to be the normalized − dds n⃗ and take the cross product t⃗×n⃗ to define b⃗.
Assume that the map f : (ξ, η, s) ↦→ r⃗(s) + ξn⃗(s) + ηb⃗(s) = (x, y, z) is injective on an open do-
main U containing a curve at ξ = 0 = η, i.e. it provides a map around a section of the reference
trajectory. We call the map f a Frenet-Serret coordinate system. Let us denote the tuple of new
coordinates (ξ, η, s) with Q and consider the real-valued function F3, given by
F3(Q, p) := −p⃗(r⃗(s) + ξn⃗(s) + ηb⃗(s)).
Remark 2.6.1. F3 is a GF of type 3.
Proof.
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i) For the spatial coordinates x, y and z we have the (local) bijection
(x, y, z) = −∇pF3 = f(ξ, η, s). (2.60)
ii) The map F3 is, by construction, differentiable with respect to the new coordinates Q. Let us
denote the corresponding negative partial derivatives of F3 with respect to these coordinates








The expression for ps is slightly more complicated. Since dds n⃗ ⊥ n⃗ and similarly for the other
vectors, we can deduce that there must exist differentiable functions α1, α2 and α3, which
are in general dependent on s, with
d
ds
t⃗ = α1n⃗+ α2b⃗, (2.62a)
d
ds
n⃗ = −α1t⃗+ α3b⃗, (2.62b)
d
ds
b⃗ = −α2t⃗− α3n⃗. (2.62c)
(If α3 is zero we say that the comoving frame is torsion free. It is not hard to see in this case
that if α1 or α2 is also zero, then the reference curve must lay in a plane.) These functions
are usually given by the reference trajectory itself (see above) and therefore are assumed to








b⃗ = (1 − α1ξ − α2η)p⃗t⃗+ α3ξp⃗b⃗− α3ηp⃗n⃗. (2.63)
By Eqn. (2.60) and our assumption on f , we have a local bijective relation between the spatial
coordinates x, y and z and the new coordinates ξ, η and s. Together with Eqs. (2.61) and (2.63)
for the new momenta this proves that F3 generates a local bijection between all new and old
variables, while satisfying the equations for a GF of type 3. This means that it generates a
canonical transformation between the cartesian- and the Frenet-Serret coordinates.
Before we proceed with the Hamiltonian, let us analyze the parameterization f a bit further. Again
using (2.62a) – (2.62c), and taking the exterior differential componentwise, we get
(dx, dy, dz) = df = ((1 − α1ξ − α2η)t⃗+ α3ξb⃗− α3ηn⃗)ds+ n⃗dξ + b⃗dη. (2.64)
With the standard metric in R3, g = dx2 + dy2 + dz2, we therefore obtain in the new coodinates
dl2 := f∗g =
[︂




From now on we will assume that the given Frenet-Serret system is torsion free, i.e. describes an
orthogonal curvilinear coordinate system with metric
dl2 = (1 − α1ξ − α2η)2ds2 + dξ2 + dη2.
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Let us recall the coordinate-independent definition of the curl of a vector field X⃗. If m⃗ is an
arbitrary vector, the m⃗-component of the curl ∇⃗ × X⃗ is given by







where the integration goes along the boundary of a surface A of area |A| which is orthogonal to
m⃗ (orthogonal with respect to the standard scalar product). The vectors t⃗, n⃗ and b⃗ constitute an
orthonormal basis of our Frenet-Serret system: They are given as the normalized vectors of the
push-forward of the basis vectors ∂s, ∂ξ and ∂η via f , i.e. by df(∂s) = ∂sf , df(∂ξ) = ∂ξf and
df(∂η) = ∂ηf and normalization. By inserting for m⃗ in Eq. (2.66) this basis, the curvilinear version
of the curl becomes (see Ref. [Foa07])
(∇⃗ × X⃗)t = ∂ξXb − ∂ηXn, (2.67a)
(∇⃗ × X⃗)n =
1
1 − α1ξ − α2η
[∂η ((1 − α1ξ − α2η)Xt) − ∂sXb] , (2.67b)
(∇⃗ × X⃗)b =
1
1 − α1ξ − α2η
[∂sXn − ∂ξ ((1 − α1ξ − α2η)Xt)] . (2.67c)
Note that, by using the coordinate-independent formulation (2.66), all components emerging in
Eqs. (2.67a) – (2.67c) are taken with respect to the comoving basis t⃗, n⃗ and b⃗ respectively, i.e.
with respect to the representation X⃗ = Xtt⃗+Xnn⃗+Xbb⃗.
Remark 2.6.2. The components of the local representation X⃗ = Xs∂s + Xξ∂ξ + Xη∂η of X⃗ are
related to the previous representation via the push-forward with f :
f ′(X⃗) = (∂ξf, ∂ηf, ∂sf)(X) = Xs∂sf +Xξ∂ξf +Xη∂ηf
= (1 − α1ξ − α2η)Xst⃗+Xξn⃗+Xη b⃗, (2.68)
i.e.
Xt = (1 − α1ξ − α2η)Xs, (2.69a)
Xn = Xξ, (2.69b)
Xb = Xη. (2.69c)
Let us now turn our attention to the Hamiltonian (2.59). Since F3 is independent of the time, the
new Hamiltonian, which we shall denote by K, is related to H by expressing the old coordinates in
terms of the new coordinates as follows: K(Q,P ) = H(q, p) with P := (pξ, pη, ps), q := (x, y, z) =
q(Q,P ) and p = p(Q,P ). Note that the expression (p⃗ − eA⃗)2 is invariant against orthogonal
transformations in momentum space
(p⃗− eA⃗)2 = (p⃗t⃗− eA⃗t⃗)2 + (p⃗n⃗− eA⃗n⃗)2 + (p⃗b⃗− eA⃗b⃗)2.
Using Eqs. (2.61), (2.63), (2.69b) and (2.69c) we then conclude for the Hamiltonian K in the new
coordinates (ξ, η, s, pξ, pη, ps; t):
K = c
[︂
((1 − α1ξ − α2η)−1ps − eAt)2 + (pξ − eAξ)2 + (pη − eAη)2 +m2c2
]︂1/2
+ eφ (2.70)
⇒ ps = (1 − α1ξ − α2η)
√︂
c−2(K − eφ)2 − (pξ − eAξ)2 − (pη − eAη)2 −m2c2 + (1 − α1ξ − α2η)eAt,
(2.71)
where we have left At in its form, since we will make use of the curl formulae (2.67a) – (2.67c)
later on anyways, in which At is of importance instead of As. The potential functions are taken at
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the point (x, y, z) = f(ξ, η, s). With Eqs. (2.70) and (2.71) we have made two steps: We derived a
Hamiltonian (2.70) in terms of Frenet-Serret coordinates out of the Hamiltonian (2.59), formulated
in cartesian coordinates. And we have rearranged the expression towards ps, which will later play
the role as the negative of a new Hamiltonian in which the (negative) energy and time play the
role as two conjugate generalized coordinates.
At this point let us list a few references where the form of the Hamiltonian (2.70) is derived.
The Hamiltonian (2.70) can be found in Wolski’s book by a different approach [Wol14], p. 74 Eq.
(2.72), and in Wiedemann’s book [Wie07], p. 30 Eq. (1.116). In Ripken’s paper [Rip85], p. 10 Eq.
(2.21) the final form of Eq. (2.71) can be found. Wiedemann’s derivation differs only slightly than
ours: In contrast to his derivation we used here a potential-independent GF in order to provide a
clear picture what role the coefficients of the vector potential play with respect to the embedding
f and the curl formulae (2.67a) – (2.67c) in curvilinear orthogonal coordinates.
The change from K to −ps as the new Hamiltonian, depending on the coordinates (ξ, η, t, pξ, pη,−K; s),
is left to the reader; we just mention at this point that this basically stems from the fact that the
2-Form ω, which leads to the Hamilton-equations ιXω = 0, X(t) ≡ 1, has the form
ω = dpξ ∧ dξ + dpη ∧ dη + dps ∧ ds− dK ∧ dt.
Note that apart of this subsection we have adopted a more common notation for the rest of this
work: ξ ⇝ x, η ⇝ y, −α1 ⇝ Kx, −α2 ⇝ Ky.
2.6.2 Supplemental material
Let us denote with Pk ⊂ PC[x, y] the set of complex homogeneous polynomials of degree k. We will
show a small Lemma:
Lemma 2.6.3. Let ν : P1 → P1 be a complex isomorphism. Then this map induces a bijection ν∗
on the entire PC[x, y] via ν∗g(x, y) := g(ν(x), ν(y)).
Proof. By construction, ν∗(Pk) ⊂ Pk. Therefore it is sufficient to restrict to those kind of polyno-
mials. Surjectivity: If g ∈ Pk is given, then g̃ with g̃(x, y) := g(ν−1(x), ν−1(y)) is a polynomial in
Pk with ν∗(g̃) = g. Injectivity: Denote r+ := ν(x) =: ν11x + ν21y, r− := ν(y) =: ν12x + ν22y and








− ⇒ ∀j : gj = 0.
This assertion can be proven by induction over k. If k = 0 then nothing must be proven. If k = 1,
then we have














Since this equation holds for all x and y, it follows that (ν)2×2(g0, g1)tr = 0, thus g0 = 0 = g1.
Note that this property holds even if g0 and g1 are polynomials. Now assume that the claim holds


















⎠ r+ + gkrk−1− r−.
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− = 0 and gkrk−1− = 0, thus gk = 0 and by assumption
∀j ∈ {0, ..., k − 1} : gj = 0. This proves the claim above. Since ν∗ is linear by definition, the claim
implies that ν∗ is injective.
We further prove an important Lemma by which we were able to determine the implicit map (2.26a)
and (2.26b):
Lemma 2.6.4. Let G be a differentiable function of (q, p; s) and assume that there exist a GF F
of type 2, providing a transformation into a complete set of cyclic coordinates. Then
∂qi(G ◦ ψ) =
[︂
∂qiG+ (∂pjG) · (∂qipj ◦ ψ−1)
]︂
◦ ψ, (2.72a)
∂p̄i(G ◦ ψ) = [(∂pjG) · (∂p̄ipj ◦ ψ−1)] ◦ ψ, (2.72b)
∂s(G ◦ ψ) =
[︂




∂qi(G ◦ ψ)(q, p̄; s) = (∂qjG)(ψ(q, p̄; s))∂qiqj + (∂pjG)(ψ(q, p̄; s))∂qipj + (∂sG)(ψ(q, p̄; s))∂qis
=
[︂
(∂qiG) + (∂pjG) · (∂qipj ◦ ψ−1)
]︂
(ψ(q, p̄; s)).
∂p̄i(G ◦ ψ)(q, p̄; s) = (∂qjG)(ψ(q, p̄; s))∂p̄iqj + (∂pjG)(ψ(q, p̄; s))∂p̄ipj + (∂sG)(ψ(q, p̄; s))∂p̄is
= (∂pjG)(ψ(q, p̄; s))∂p̄ipj ,
and
∂s(G ◦ ψ)(q, p̄; s) =(∂qiG)(ψ(q, p̄; s)) ∂sqi⏞⏟⏟⏞
0
+(∂piG)(ψ(q, p̄; s)) ∂spi⏞⏟⏟⏞
∂s∂qi F with Eq. (2.19)
+(∂sG)(ψ(q, p̄; s))
= − (∂piG)(ψ(q, p̄; s))(∂qi(H ◦ ψ))(q, p̄; s) + (∂sG)(ψ(q, p̄; s))
=
[︂
−∂piG · ∂qiH − ∂piG · (∂qipj ◦ ψ−1) · ∂pj H + ∂sG
]︂
(ψ(q, p̄; s)),
where we have used Eq. (2.72a) to obtain the last equation.
2.6.3 Notations in MAD-X




















We remark that the parameter deltap in MAD-X is used in case of particle tracking as a global
correction for the orbit(6) components of the particles, via Eq. (2.17).
Regarding orbit(5) we recall that
σ = s− v0t. (2.73)
The coordinate orbit(5) corresponds to −c times the difference of the particle time minus the
time of the reference particle [Den+17]. A positive orbit(5) means that the particle arrives ahead
of the reference particle. This definition has to be taken with respect to a given position in the
ring, which makes the conversion more involved: As above, at time t, let the particle of question be
at position s. Let us say that at time t′ < t the reference particle was at s′ < s and the reference
particle crosses s at time tr > t′. So during the time tr −t′ the reference particle travels the distance
v0(tr − t′), which must be equal to s− s′, so tr = t′ + (s− s′)/v0. From the definition we get
orbit(5) = −c(t−tr) = c(t′−t)+β−10 (s−s′) = −ct+β−10 s+ct′−β−10 s′ = β−10 σ+c(t′−s′/v0). (2.74)
According to Ref. [Den+17] p.12, the values (t′, s′) are set to (0, 0) unless otherwise specified by
the user. In this case, tr = s/v0 and orbit(5) = β−10 σ. These user-dependent values must be
included in the orbit transformations if this feature is required. Fortunately, this problem does not





In this work the following six codes are considered:
1. MAD-X (Bassetti-Erskine) frozen, abbreviated as frozen,
2. MAD-X (Bassetti-Erskine) adaptive, abbreviated as adaptive,
3. PyOrbit (Bassetti-Erskine), abbreviated as analytical,
4. PyOrbit (PIC) 2.5D, abbreviated as 2p5d,
5. PyOrbit (PIC) slice-by-slice, abbreviated as sbs,
6. PyOrbit plain tracking without space charge, abbreviated as nosc.
In this chapter we will present these codes in detail and preliminary studies related to them.
3.1 MAD-X
3.1.1 Introduction
The MAD (Methodical Accelerator Design) code is intended as a general-purpose tool for charged-
particle optics design and studies in alternating-gradient accelerators and beam lines [Den+17]. It
is originally designed as a single-particle tracker, whose development at CERN goes back to the
80’s of the 20th century, inspired by the publication of K. L. Brown’s SLAC report [Bro82] and
the TRANSPORT code [Bro+73]. Version 3 and 4 of MAD were still developed in the 80’s, while
later versions 8 and 9 in the 90’s. Its space charge capabilities were added to its latest distribution
’MAD-X’ in 2010 and 2011 [KA10; Kap10]. Additional improvements were made, leading to a di-
rect inclusion of parts of the previous space charge code into the MAD-X source code in 2012 [KS13].
At the present state, the handling of space charge in MAD-X is implemented inside the tracking
module trrun.f90, using the shared memory parallelization API OpenMP (Open Multi-processing)
[D’I+14]. Additionally the tracking requires external scripts and macros in order to prepare the
optics with space charge elements. These scripts are operating in the following order:
1. In a first step, a given MAD-X lattice is modified in such a way that for a selectable space
charge interaction range, space charge kick matrix elements are included into the lattice. In
order to include the kick elements, the original optics elements are split into several parts.
The space charge kicks are implemented using the following frozen space charge model:
In the beam rest frame we consider a charge density u which is uniform elliptic in transversal
direction, satisfying the vacuum Poisson equation
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where λ′ is the line charge density, only dependent on z. If λ′ is constant, then we can verify
that













is a solution of Eq. (3.1), where x2/a2x + y2/a2y ≤ 1. Let us consider the x-coordinate. In the
beam rest frame we have for the corresponding stationary electric field E′x






In the previous equations the coordinates x, y and z were expressed relative to the rest frame
of the beam. We want to express them in the laboratory frame, but keep a simple notation.
For this purpose let us change the notation of the previous coordinates to (t′, x′, y′, z′) =: q′
and the new coordinates in the laboratory frame to (t, x, y, z) := Λ(q′) =: q, where Λ denotes
the corresponding Lorentz-boost in z-direction. Using Cor. 1.4.22 we have for the force field
in the laboratory frame: Fx = e/γE′x.
We now assume that the force is applied at a certain position z0 in the ring, acting over
an effective length ∆z. This can be quantified by multiplication of the force field with
∆zδ(z − z0). It follows with dz = dtcβ and the line density λ := γλ′ in the laboratory frame



















For the kick dx/dz it holds1 dx/dz = pkin,x/pkin,z ∼= pkin,x/p0, with total momentum p0 :=
βγmc. We therefore obtain an expression for the space charge kick with respect to the given











These kicks are inserted in form of thin matrix kicks relative to the ’closed orbit’ of the
machine, at this first stage without space charge. The closed orbit is a path through the
machine which closes after one revolution. Its existence is guaranteed by the assumption that
we have stable optics. Due to technical reasons of the MAD-X space charge macros, prior to
this process all element names had to be renamed to new ones having at most 8 characters.
2. In a next step, the charge density λ is simultaneously increased in all matrix elements. At
every step, the new optics functions and the closed orbit is determined to update the matrix
space charge kicks: This is necessary since the quantities ax and ay are related to the beam
sizes σx and σy according to ax = 2σx and ay = 2σy, and σx is determined from the optics
beta-function βx and the dispersion Dx via






The emittance ϵx and the energy-spread (∆p/p0)rms are hereby fixed and had to be provided
by the user. Note that in the MAD-X code the dispersion Dx has to be modified by the
1See e.g. [TBW16]
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relativistic β-factor in order to take into account the particular definition of the energy com-
ponent in MAD-X (see Ref. [Den+17] or Subs. 2.6.3). The step size to control the rate by
which the intensity is switched on is given by the parameter delta_nu_min inside the script
spcharge_matrix.madx.
3. After the new closed-orbit, the beta-functions and the dispersion of the ring with space charge
were determined, all space charge matrix elements are replaced by modified MAD-X beam-
beam elements with proper strengths. The underlying idea behind using beam-beam elements
is their implementation of Bassetti and Erskines analytic field description [BE80] of the space
charge force of transversely normally distributed coasting beams in form of Eq. (3.6), and
thereby giving the space charge force a more realistic shape, see Fig. 1.10. The electric field
of Eq. (1.125), where ρ is set to be a bi-Gaussian charge distribution, was hereby transformed
into an expression utilizing the complex error function










































where N is the number of involved particles.
All preparation steps are performed by MAD-X macros and external scripts written in FORTRAN.
Additionally, MAD-X internal space charge flags are required which are described in detail in Ref.
[KS13]. These flags have to be set in every step, since they influence twiss as well as tracking
calculations.
After the preparation phase, the actual tracking can be performed with a thin-lens version of
the new lattice. ’Thin-lens’ means in short that all non-drift elements of the lattice having a finite
length, and which are described by transport maps dependent in a non-linear fashion on said length,
are split into small parts of successive ’drifts’ and ’kicks’. The ’kicks’ are hereby not changing the
transversal offsets and represent a symplectic approximation of the individual map, which is now
first-order with respect to this length (see Ref. [Tit16] or Chapter 2 for an example of this proce-
dure). A composition in drifts and kicks then effectively produces the higher-order terms. This is
the integration process in MAD-X to solve the underlying equations of motion numerically, i.e. the
step size of the simulation is controlled indirectly by changing the number of slices in which the
elements are represented, and every such step thereby consists of a symplectic map.
3.1.2 Beam emittance calculation
The analytic formula of Bassetti and Erskine (3.6) requires the beam to be transversely bi-normally
distributed [BE80]. Since σx is determined by Eq. (3.5) as the sum of two independent random
distributions with rms values2 ϵx and (∆p/p0)rms, coming from the betatron motion and the disper-
sive motion, both of these two independent distributions must be normally distributed according
to the following Theorem:
Theorem 3.1.1 (Cramér’s decomposition theorem [Cra36]). Let a random variable Z be normally
distributed and written as the sum Z = X + Y of two independent random variables which are not
constant. Then both X and Y must be normally distributed.
2In Ref. [Tit19] we present in detail the relation of ϵx to the rms value of a random distribution. The sum of
both motions is a result of writing the solution of Eq. (1.24) in the form of a general solution of the homogeneous
equation and of a particular solution of the energy-dependent inhomogeneous equation.
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This is the converse of the well-known fact that the probability distribution of the sum of two
normally distributed random variables is again normally distributed. Therefore, the analytical
space charge models using Bassetti and Erskines formula together with Eq. (3.5) always make
the indirect assumption that the distributions for the betatron motion and the dispersive motion,
producing the two rms quantities on the right-hand side of Eq. (3.5), are normally distributed. As
a consequence we require a form factor to modify the rms values in the case that our measured
profiles are significantly different from a Gaussian shape.
In our situation of the PS experiment, the distribution in the longitudinal plane is nearly cir-
cular (see Fig. 4.16 later): The bucket is not completely filled, hence the beam is not near the
separatrix. As a result, the energy-profiles and the longitudinal profiles are in very good agreement
to each other, see Fig. 3.1. Therefore we can equally well take the longitudinal profiles as reference
to determine the form factor. The computation of this factor is described in Fig. 3.2, where we
successively increased a fit region and computed the differences to the goal – until we arrived at a
minimum.
Figure 3.1: Energy-profile (orange) versus a longitudinal profile (blue) in the PS,
where we scaled the longitudinal profile ñz to compare it with the energy profile,
using the dispersion at the horizontal wirescanner. The energy profile was
determined by a tomoscope application, see Chapter 4 for the reference.
The line density λ in a typical scenario with a bunched beam is not constant. MAD-X takes








The longitudinal beam size σz must be given by the user in the MAD-X RUN command in form of
the variable sigma_z.
Of particular importance is that prior to the tracking, the user can set the MAD-X option
emittance_update in true or false to set the code to track in either adaptive or in frozen mode.
The adaptive mode determines, as often as every turn, the beam emittance and updates the beam-
beam elements accordingly [KS13]. This computation is required in particular for the adaptive
mode, but can also be printed to file in form of the variables EX_RMS and EY_RMS. Let us describe
the computation of these emittances (for MAD-X version 5.02.07, which we were using here).
In a first step, MAD-X determines the twiss parameters αx,y, βx,y and γx,y, the coordinates xco,
(px)co, yco and (py)co of the closed orbit, the momentum deviation η̂ := ∆p/p0 and the dispersion
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Figure 3.2: Determination of the form-factor for longitudinal parabolic profiles in
the PS due to Thm. 3.1.1. Left: A given profile (blue) is fitted by a Gaussian curve
(green) within the region indicated by the black dashed vertical lines. These lines
correspond to a scaling of the rms value (indicated by the red dashed vertical lines)
of the given measured profile by a cutting factor. For comparison a fitted parabolic
profile is also shown (orange). Right: Due to the importance of the space charge
tune shift in the region of maximal intensity, the fit difference to the measured
profiles were weighted by the intensity. The plot shows the weighted error in
dependency on various cutting factors. We have choosen the first minimum for this
factor, indicated by the red vertical line.
terms Dx, Dpx , Dy and Dpy at the respective position of the current space charge node. Then the
actions Jx and Jy of every particle, having transverse coordinates x, px, y and py, are determined
by inserting the coordinates into the respective expressions for the phase space ellipses:
∀a ∈ {x, px, y, py} : ad := a− aco −Daη̂, (3.8a)
2Jx(x, px) = γxx2d + 2αxxd(px)d + βx(px)2d, (3.8b)
2Jy(y, py) = γyy2d + 2αyyd(py)d + βy(py)2d. (3.8c)
Note that the closed-orbit aco above consists of its own dispersive and betatron part. As in Bassetti
and Erskine’s work, one now assumes that the particle distribution is having a bi-Gaussian form
with respect to the (x, px) and (y, py)-planes. Following the considerations in Ref. [Ale13], the
density distributions for each direction is treated independently and hence one can focus, without










Hereby, the emittance ϵCSx can be understood as a volume measure so that the integral over the
entire (x, px)-region is equal to the total number of particles: Using the transformation to angle-
action variables (x, px) ↦→ (φx, Jx), f can be pulled back to a density distribution on Floquet-space,







f(φx, Jx)dJxdφx = 1 − exp(−J̃x/ϵSCx ). (3.10)
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On the other hand, the particles of the simulation correspond to a discrete distribution h with














θ(J̃x − J (k)x ), (3.11)
where J (k)x denotes the action of the particle k and θ the Heaviside-function. If these actions
are ordered from smallest to largest values, the cumulative function G evaluated at J (l)x can be
simplified to G(J (l)x ) = l/N . Since we have only N particles in the simulation, we can not equate
G(J (l)x ) with F (J (l)x ) directly (for example, F (J (N)x ) would have to be 1). Instead, we can consider
ϵCSx as being dependent on the particle number l and obtain
l/N = 1 − exp(−J (l)x /ϵCS,(l)x ), (3.12)











J (l)x [log(1 − l/N)]−1. (3.13)
In MAD-X version 5.02.07 used in this work, this averaging procedure is implemented in a slightly
different manner via the harmonic mean:








log(1 − (l − α)/N), (3.14)
in which a parameter α ∈]0, 1[ was introduced to deal with the case l = N . For further details we
refer the reader to Ref. [Ale13].
3.1.3 Macros and post-analysis improvements
The space charge module of MAD-X can not track on its own on a bare lattice, but requires a
number of preparation scripts. These scripts were originally executed in the 2015 state manually,
but for large-scale simulations on different machines several changes were necessary, mainly for
the purpose of automation of the lattice creation, the handling of input and output files during
the tracking procedure on the clusters and in order to reduce the amount of possible error sources
when changing the input or the machine. The details of these changes can be found in Appendix 3.5.
In order to be able to compare MAD-X and PyOrbit (see below) outputs in a common environment,
analysis schemes in form of several Python toolboxes were created. These scripts can load the input
from the bare tracksumm files for proper post-analyzing. For example, the emittance calculation
via covariance matrices within the common framework in [Tit19], using tune-ramp tables, had been
implemented. In Figs. 3.3 and 3.4 we show an overview over these changes. Due to the large ASCII
tracksumm output files MAD-X is producing, it was in addition necessary to store the data into
the HDF5 format, which has much faster loading times. These files also stored the PyOrbit data.
Besides of these external changes, also important source code changes were made:
1. The checkpnt_restart option of the MAD-X version 5.02.07 RUN command did not stored
the end-coordinates properly. This issue was resolved by F. Schmidt.
2. The thin-lens combined-function magnets were properly included into MAD-X version 5.02.07
[Tit16] and proposed to the MAD-X team for inclusion into its latest MAD-X development
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Figure 3.4: New post-analysis scheme for both codes.
3. In cooperation with F. Schmidt and our colleagues3 from Fermilab we modified the space
charge kick matrices to include dispersive effects, which were not present in the 2015 code,
in spcharge_matrix.madx. Furthermore, we fixed an issue in the computation of the field of
a homogeneous distribution, which also affected spcharge_bbkick.madx.
4. The bunching factor Bf is given as the average current over the peak current of the bunch.
In accordance with Eq. (3.40) resp. (3.41) in Ref. [Ng06], the bunching factor is moved to
the denominator in spcharge_bbkick.madx.
3J. Alexahin, V. Kapin and T. Zolkin
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5. As it turned out in the post-analysis after our experiments in the PS, switching off the so-called
poleface windings (PFWs) in the model induced a significant change in the beta-functions,
shown in Fig. 3.5. The PFWs are additional windings on the pole faces of the combined-
function magnets in the PS, in order to have a certain control of the multipole-components of
the magnets during operation. However, they are not easy to handle in simulations, because
they do not drive individual multipole-components separately. Since we are measuring near
the integer resonance Qx = 6 (see Chapter 4), and such multipole-components can contribute
to the driving of this resonance in a complicated manner, we decided to not use these windings.
As a consequence, the optics calculation via twiss and with space charge was found to be
more unstable in the vicinity of the integer resonance. This problem required the generation
of the space charge optics at a working point further away from the integer and the use of
external tables to be read as input for the quadrupole field strengths. Scripts to produce these
ramp tables as well as a modification of the tracking script had to be created accordingly.
Figure 3.5: Top: Impact of switching off the poleface windings (orange) on the
βx-function (left) and the dispersion (right) along the PS ring at a specific working
point close to the integer resonance. Both functions oscillate with much higher
amplitudes. Bottom: The same situation in vertical direction. The dispersion in
vertical direction comes from small coupling terms to the horizontal direction by





PyOrbit is an open source Python/C++ implementation of the ORBIT (Objective Ring Beam In-
jection and Tracking) code. The original code ORBIT is a Particle-In-Cell (PIC) tracking code that
transports bunches of interacting particles through a series of nodes, which represent the different
elements, effects, or diagnostics that are installed in the accelerator lattice [Gal+99; Hol+02]. OR-
BIT and PyOrbit were developed mainly at the Oak Ridge National Laboratory (ORNL). PyOrbit
is meant to take advantage of the original ORBIT capabilities, but with its Super Code driver
shell replaced by Python. This replacement led to a code which is on its fundamental level C++,
wrapped into Python. It compiles into a Python-like binary which at CERN presently uses Python
in version 2.6.6.
PyOrbit supports a variety of space charge solvers, while utilizing the distributed memory par-
allelization API OpenMPI (Open Message Passing Interface). In our work we were dealing with an
’analytical’ solver, based on Bassetti and Erskine which we already mentioned, and the PIC solvers
2.5D and slice-by-slice.
As in the MAD-X case, the particle interaction and the lattice tracking are performed in an alter-
nating fashion. The original ORBIT 6D tracker Teapot was replaced by PTC, which originated in
an SNS-KEK collaboration in 2007 [For+15]. It resulted in a collection of Python scripts together
with a PTC-to-Python wrapper, written in C++. This collection is called PTC-PyOrbit, but for
brevity we will simply write PyOrbit instead of PTC-PyOrbit. In this work we were using PyOrbit
in Revision 1291.
The simulation procedure begins with the creation of a so-called PTC flatfile from a given MAD-X
lattice. This file contains all the necessary magnet cutting information of the lattice which is used
in the internal PTC integrator scheme. Before its creation, the user has the option to set various
parameters, for example the cutting length which is used to have some control over the splitting
of the elements in the lattice. This flatfile is then loaded into PyOrbit in form of a lattice class.
According to the specified magnet cutting, the number of tracking nodes are fixed in PyOrbit. The
space charge interactions are hereby included as child nodes inside the body part of the PTC track-
ing nodes. Every node has its own tracking routine which is called when the particles are passing
the node. The space charge node depends on the individual space charge solver and configurations
given by the user.
The space charge nodes are not uniformly distributed around the lattice. They depend on the
position of their parent PTC-tracking nodes, which themselves depend on the underlying cutting
given by PTC. An example is shown in Fig. 3.6 for the PS case. By changing the cutting pa-
rameters slightly, and cycling the MAD-X lattices, we found nodes which are close to the position
of the wirescanners of our experiments4. In all PyOrbit space charge codes, the space charge
kick is weighted by its distance to its next neighbour, in order to guarantee that the physics does
not depend on the number of kicks placed inside the lattice for a sufficiently large number of nodes.
Besides of two PIC codes, the third PyOrbit space charge solver which we are testing in this
work is called analytical due to the fact that it implements the space charge force by the analytical
model of Eq. (3.6). The method can be considered as similar to what is used in the MAD-X case.
The difference to MAD-X is that its space charge nodes take the beta-function and the dispersion
from the bare machine model in order to estimate the beam size at the space charge node position,
4This is necessary in order to display the data at those positions.
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Figure 3.6: Distances of all 864 space charge nodes against a uniformly distributed
grid along the PS.
while in the MAD-X case the optics is updated during the process of the space charge lattice gen-
eration in a more self-consistent way, as described in Subs. 3.1.1.
Upon other features, PyOrbit provides the user with a built-in turn-by-turn emittance calcula-
tion via the centralized second-order moments as follows (inside BunchTwissAnalysis.cc): If a
and b denote real valued functions on phase space, dE the energy coordinate in PyOrbit and
ā := ⟨a⟩ the averaging process, then
ac := a− ā, (3.15a)
⇒ ⟨acbc⟩ = ⟨(a− ā)(b− b̄)⟩ = ⟨ab⟩ − āb̄, (3.15b)
(ab)d := ⟨acbc⟩ − ⟨acdEc⟩⟨bcdEc⟩/⟨dE2c ⟩, (3.15c)
ϵ2x = x2d(px)2d − (xpx)2d, (3.15d)
ϵ2z = z2c (dEc)2 − (zcdEc)2. (3.15e)
Note that this version of PyOrbit (revision 1291) works only for lattices having a single RF cavity
[For+15], which was taken into account in the underlying MAD-X lattice, in accordance with Fig.
3.4. In order to find reasonable grid sizes and macroparticle numbers for the two PIC codes, we
have performed convergence checks whose results are given in detail in Sec. 3.4.
3.2.2 PIC node action
The concept of the slice-by-slice solver is illustrated in Fig. 3.7. Upon entering a space charge
node, the particle beam is longitudinally split into a number of slices. Every particle is projected
onto the slice closest to its z-position, interpolated on the grid of the slice, and the 2D Poisson-
equation is solved on every such slice-grid to compute a resulting transverse kick. The grid size
themselve can be specified by the user. In our case we were using 30 longitudinal slices and transver-
sally a quadratic grid of 64×64 grid points, see Subs. 3.4.1 for more details regarding these choices.
The 2.5D solver operates in a similar fashion as the slice-by-slice solver, but has some differences:
Here the entire distribution is projected onto a single slice where the 2D Poisson-equation is solved.
After this operation, the code recalls the original longitudinal position of the particle and weights
the resulting transverse kick with the local longitudinal charge density at that position. In Fig. 3.8
we have shown an example of the z-dependency of the final px and py momenta for a typical beam
in the PS after passing through a single slice-by-slice space charge solver.
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Figure 3.7: Concept of the slice-by-slice solver. The particle beam is longitudinally
split into a number of slices, indicated by the black vertical lines, and on every slice
the space charge interaction is computed. Shown here is a typical example from a
simulation in the PS, using 105 macroparticles which are sliced into 30 parts. In our
case we had around 860 such space charge interaction nodes around the PS lattice.
Figure 3.8: Effect of the longitudinal charge density and the dispersion in the
lattice on the space charge kick in horizontal (left) and vertical (right) direction.
Shown are the differences between the final and initial transverse kicks in
dependency on the initial longitudinal positions after the beam depicted in Fig. 3.7
passed through a single slice-by-slice space charge node. We see how the head and
the tail of the beam get a smaller kick due to the smaller longitudinal charge
density. But also the effect of dispersion is visible in the left-hand figure, where the
kicks look more confined in larger amplitudes. An explanation is given in the text.
In Fig. 3.8 (left) we observe some sort of confinement in the distribution of the horizontal kick-
differences. As the space charge PIC node does not use any underlying optics function for its kick
calculation, this confinement can only be explained by the initial correlations of the distribution
upon entering the node. In a first step, let us significantly reduce the (z, δp/p0)-correlation of the
space charge force by considering only those particles in the central slice.
Due to dispersion in the ring there is an initial correlation between the x-values and the energy-
offsets δp/p0 upon entering the space charge node, as shown in Fig. 3.9. In the next step we will
take a look at the correlation between the initial transversal offsets and the kick changes of the
reduced distribution. These correlations are shown in Fig. 3.10. From these figures we can see
the dependency of ∆pSCx := px,f − px,i and ∆pSCy := py,f − py,i on xi: While the first one has
an antisymmetric shape, the second one is symmetric. The reason is that the inner and outer
particles are pushed away from the central core in opposite horizontal direction, while the force in
vertical direction depends on the vertical position and is therefore symmetrically on average, for
every x-offset. The converse holds for the y-cases.
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Figure 3.9: Initial correlations between the energy and the transverse coordinates
of the central slice of the realistic distribution shown in Fig. 3.7 before entering the
first space charge node. The asymmetry in the (x, δp/p0)-plane stems from the fact
that the distribution stabilized under the effect of dispersion, so that particles with
larger energy offset are primarily found outside, while particles with smaller energy
offset are found more inside.
Figure 3.10: Correlations between the initial transverse coordinates and the kick
differences of the central macroparticles of the distribution in Fig. 3.7 due to space
charge. From the top left or bottom right picture we can clearly see how the space
charge force is linear in the center and goes over into a non-linear pattern.
Due to the initial (x, δp/p0)-correlation shown in Fig. 3.9, and the (x,∆pSCx )-correlation shown
in Fig. 3.10, the space charge kick ∆pSCx is correlated to the energy-offset. This is shown in
Fig. 3.11, together with the corresponding correlation for ∆pSCy as comparison. We thus see how
dispersion can affect the horizontal space charge kicks even if the node does not a priori know
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0.0 6.926 × 10−10 0.0 5.076 × 10−12 0.0 1.559 × 10−14
6.926 × 10−10 −2.078 × 10−12 4.664 × 10−12 −3.197 × 10−13 7.539 × 10−10 1.229 × 10−10
0.0 4.664 × 10−12 0.0 3.183 × 10−10 0.0 −1.164 × 10−14
5.076 × 10−12 −3.197 × 10−13 3.183 × 10−10 −6.611 × 10−12 −1.004 × 10−9 3.639 × 10−12
0.0 7.539 × 10−10 0.0 −1.004 × 10−9 0.0 2.539 × 10−11
1.559 × 10−14 1.229 × 10−10 −1.164 × 10−14 3.639 × 10−12 2.539 × 10−11 6.624 × 10−15
Table 3.1: Difference G2 −G1 of the covariance matrices before (1) and after (2)
passage through a single slice-by-slice PIC node. The covariance matrices are hereby
belonging to the particles in the central z-slice of Fig. 3.7. One can see that the
space charge node does not affect the spatial coordinates, as it is expected from a
kick operation; the ordering here is (x, px, y, py, z, pz).
anything about the underlying optics. The reason is the interplay between the dispersion and the
space charge force, under which the beam is stabilizing over many turns. Hence, the non-vanishing
(δp/p0,∆pSCx )-correlation is the reason for the observed differences in Fig. 3.8, where the central
region of the distribtion also admits the largest (δp/p0)-offsets.
Figure 3.11: Dependency of the transverse space charge kicks on the initial energy
offset if entering the node with a distribution having a non-trivial dispersive
correlation. The left-hand plot shows how the dispersion drives the particles with
larger δp/p0-offset further away from the center.
We can also investigate the emittance change after passage of the beam through a single PIC
node by means of the symplectic diagonalization procedure discussed in [Tit19]. An underlying lin-
ear model is hereby assumed in which the beam goes from one matched state to another matched
state by passage through the node. To get an idea for the involved resolution, we have listed in
Tab. 3.1 an example of the differences of the covariance matrices before and after passage through
the space charge node. Tab. 3.2 contains a summary for the slice-by-slice case and the analytical
case in regards of the respective emittance changes. In the next section we examine the question
of emittance change from a different point of view, namely by only considering a small number of
macroparticles.
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∆ϵx [m] ∆ϵy [m] ∆ϵz [m]
∑︁ [m]
sbs 6.042 × 10−14 4.753 × 10−13 −1.507 × 10−13 3.850 × 10−13
analytical 3.525 × 10−14 3.025 × 10−13 2.220 × 10−14 3.599 × 10−13
Table 3.2: Summary of emittance changes of the slice-by-slice and the analytical
space charge solvers after passing through a single space charge node, now for the
case of the entire distribution of Fig. 3.7. The total changes are in the same order.
The differences are given by ∆ϵx := ϵx,f − ϵx,i etc.
3.3 Symplecticity checks
To guarantee long-term reliability in the predictions of a numeric integrator, it is a well-known
requirement that the underlying map has to be symplectic. It is therefore important to examine the
impact on emittance growth and noise generation in case this condition is violated. In this section
we present results from examining this question in the case of small numbers of macroparticles for
the PyOrbit 2.5D and the analytical space charge solver.
3.3.1 Introduction
A typical application of a space charge solver is to simulate the behavior of a beam of charged
particles over a reasonably long period of time inside a storage ring. In particular this is the case
when studying emittance growth near resonance lines for various working points, as e.g. in Ref.
[Bar13].
On the one hand, it is a well-known fact that the simulation of a system admitting a Hamilto-
nian has to be symplectic in order to remain on the energy shell [GPS02]. On the other hand, this
basic condition is usually violated numerically if one integrates the underlying equations of motion
in a straightforward manner. Probably the simplest example when this happens is the explicit-
Euler method in the solution of the harmonic oscillator, depicted in Fig. 3.12. But also in the
sophisticated case of a space charge solver, now acting on the set of bunches in a large dimensional
phase space, symplecticity is not necessarily be guaranteed.
Figure 3.12: Arnold cats under the effect of various Runge-Kutta solvers for the
harmonic oscillator, using the same step sizes (which was choosen very rough).
From left to right: Explicit euler, implicit Euler, explicit midpoint and
Gauss-Legendre. Only the last solver is symplectic [HLW06].
In this section we discuss some results in which we tested the symplecticity of the analytical space
charge solver and the 2.5D PIC solver. Our reference cases will be the plain tracking with PyOrbit
and MAD-X.
The symplecticity checks were performed by using two different (but closely related) methods of
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numeric differentiation. As PyOrbit is a rather sophisticated code involving Python wrapped C++
code and external libraries, these symplecticity checks had to rely on external calls and therefore
can be applied to any tracking code. Two drawbacks are that one can only test the code with a
limited number of particles and is limited to the resolution given by the output format. We are
mainly considering a test ring of 1km circumference with 416 space charge nodes, but also use a
FODO map with just 4 nodes.
As we shall see, up to the precision of these methods, the 2.5D solver violates symplecticity,
while the analytic solver has a better performance – within the finite precision of the methods. We
expect that this violation might also have an influence on long-term studies involving PIC solvers
with many particles and the generation of noise in the transverse emittances. In this regard, Refs.
[Str96; KF15] outline the importance in an understanding of the underlying mechanisms of noise
generation in PIC solvers. A natural question thus arises if and how a possible symplecticity vio-
lation contributes to this behavior.
To obtain a first answer within the scope of this work, we performed several tracking studies,
using a low number of macroparticles, on a FODO cell and a small test ring. We have chosen a
low number of macroparticles for the main reason that we require to compute the Jacobi-matrix.
3.3.2 Methods
Let us remark that PyOrbit is not recording the beam in canonical coordinates, a fact one has to
take into account before applying the following methods.
Numeric differentiation method
A straightforward way of how to check the symplecticity of a numeric integrator at a given point x
(here x corresponds to a beam distribution) is to approximate its Jacobi-matrix by 1D fits for every
pair of directions. Namely, if M : P → P denotes the given map from 2k-dimensional phase space
P ⊂ K2k to itself, we specify a step size5 ϵ and approximate ∂jMi(x) for a given beam distribution
x by the slope of a linear fit of the values Mi(x + kϵbj), k ∈ Z, where the bj denotes a basis and
Mi the ith component with respect to this basis.
Then the symplecticity condition is straightforwardly checked by computing R := (M ′)trJM ′ − J ,
where M ′ = (∂jMi(x))ij is the now determined Jacobi-matrix of M at x and J the matrix repre-
sentation of the given symplectic structure in the above basis. In the following we will understand
the (Frobenius) norm of R as the distance of M at a given point x ∈ P towards symplecticity.
In the case that in every direction bj we vary the amount of bunch configurations x+ kϵbj , k ∈ Z,
by the same number K, and if we denote the number of particles by N , we effectively have to track
36N2K times through the ring to compute the entire Jacobi-matrix. It is therefore not feasible
to perform this computation for a large number of particles – but for a numeric confirmation of
non-symplecticity this is also not necessary.
2D-Fit method
An alternative way to check the symplecticity condition is based on the observation that around x
we can write M in form of a Taylor series as
M(x+ a) = M(x) +M ′(x)a+ O(|a|2).
5In general this step size has to be chosen separately for every direction and component.
88 Chapter 3. Space charge codes
Code |R2D|
PyOrbit (pure tracking) 1.4966 · 10−5
Bassetti-Erskine 2.2518 · 10−5
2.5D 3.5421 · 10−3
Table 3.3: Symplecticity error for various codes for a FODO cell having 4 space
charge nodes, using 16 macroparticles. The 2.5D code differs by two orders of
magnitude.
Inserting for a the quantities ϵbj and ϵ̃bk, in which ϵ and ϵ̃ are sufficiently small, we obtain for a
given symplectic structure ⟨·, ·⟩J :
ϵϵ̃⟨M ′(x)bj ,M ′(x)bk⟩J = ⟨M(x+ ϵbj) −M(x),M(x+ ϵ̃bk) −M(x)⟩J + O(ϵϵ̃2) + O(ϵ2ϵ̃).
This means that M is symplectic at x if, in the limit ϵ, ϵ̃ → 0, for every pair (j, k) of directions the
coefficient in front of the ϵϵ̃-polynomial, given by the 2D-fit of the values
⟨M(x+ µϵbj) −M(x),M(x+ νϵ̃bk) −M(x)⟩J , µ, ν ∈ Z,
equals ⟨bj , bk⟩J . By construction this method works for any basis.
3.3.3 Benchmarking results
Symplecticity errors
Before we are going to benchmark the codes on our test ring, let us address the question about
which of the codes we can regard as ’symplectic’, in the sense that its approximated derivative,
given by one of the methods in the previous subsection, has an error which is so small that the
no-space charge case leads to a similar error.
For this purpose we considered the case of a basic FODO cell having just 4 space charge nodes. Table
3.3 summarizes our findings: It shows that the symplecticity error with respect to 16 macroparticles
is nearly the same for the Bassetti-Erskine model and the plain tracking. On the other hand, we
see a rather significant error for the 2.5D case, which means that the code can hardly be symplec-
tic. Note that we were working in ’ordinary’ phase space, in which the proportions of the spatial
and the momentum are different. For this reason we used two different families of step sizes: one
for the spatial directions and one for the momentum directions of the canonical coordinates (here
ϵq = 4 · 10−4, ϵp = 1 · 10−5).
We will now turn to our model of a 1km ring with several space charge nodes. First we switched
off space charge. In this case we found, again by using 16 macroparticles, a deviation of |R2D| =
8.9790 · 10−5 for the 2D-fit method and a deviation of |RND| = 3 · 10−4 in case of the ND-method,
so the 2D-fit method gives slightly better results. In case of pure MAD-X tracking, we obtained
for both modes |R2D| = 2.4907 · 10−6 and |RND| = 3.0440 · 10−6 respectively, so both methods
have almost the same precision here. As we expect PyOrbit to have the same performance than
MAD-X in regards of pure tracking, we conclude that it was worthwhile to introduce the 2D-fit
method. Fig. 3.13 shows a typical example of the error matrix R2D obtained with PyOrbit for the
case without space charge, by using the 2D-fit method.
If we switch on space charge, the situation will change: Fig. 3.14 shows fits for both methods
for pairs of directions in which the residuals (the entries of R) towards symplecticity were largest,
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Figure 3.13: Visualization of the individual entries belonging to R2D, by tracking
around the 1km ring using PyOrbit without space charge, as described in the main
text. Since we were using 16 macroparticles, we have 96 × 96 entries, where the
horizontal and vertical axis are given with respect to the ordering
(x1, y1, z1, x2, y2, z2, · · · , px,1, py,1, pz,1, px,2, py,2, pz,2 · · · ). The enumeration of the
components start at zero. Red areas indicate regions with large error towards
symplecticity.
and by which we were able to check if the step sizes were chosen appropriately. As before, we have
used 16 macroparticles, the 2.5D space charge solver and K = 5 different values to determine the
slopes at the midpoint. The outcome of the corresponding symplecticity checks with space charge
Figure 3.14: Principle of the fit methods with respect to the 1km test ring in the
2.5D case. Left: Third-order fit of the ND method to obtain the derivative at
specific bunch coordinates. Shown here is the outcome if varying component 17 in
direction 90, which translates to looking at the final y-component of particle 6 if
varying the initial pz-component of particle 14. Right: 2D-fit method which fits a
polynomial of the form p0 + pijϵϵ̃ to the given 2D grid of data points from the code,
here shown with respect to the (i, j) = (92, 89)-plane. The vectors vj correspond to
the directional vectors µbj described in the main text (for varying µ ∈ Z), hence the
fit coefficient pij provides an approximation of the value ⟨M ′(x)vi,M ′(x)vj⟩J .
are shown in Fig. 3.15 for the analytical- and the 2.5D solver.
Emittance growth in the sandbox model
While starting some tracking simulations for 104 turns, we observed that our sandbox ring mimics
roughly the behavior of the ’large scale’ scenario, if parameters are adjusted properly. This means
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Figure 3.15: Left: Bassetti-Erskine model with |R2D| = 0.0118. Right: 2.5D
solver with |R2D| = 0.14461. Both symplecticity residuals have grid sizes of 96 × 96,
belonging to 16 particles. The ordering of the axis were described in Fig. 3.13.






Table 3.4: Mean values of initial error matrices with space charge.
that the growth in the mean of the horizontal and vertical emittances increases as in the large-scale
case, and slows down when adding more particles.
However there is also a drawback: Namely, a small number of macroparticles leads to a larger
fluctuation of the outcome in dependence on the initially generated distributions. This means that
we had to perform tracking experiments repetitively for different start-seeds to improve the relia-
bility of the results. This was especially the case for particle numbers below approximately 25.
Our first goal was to determine, in dependency of randomly chosen initial coordinates, a possible
correlation between the symplecticity error and the number of macroparticles. The result can be
found in Tab. 3.4. As one can see from this table, the error reduces by adding more macroparticles.
Furthermore, we were looking at how the error in symplecticity evolves with the number of turns.
Our results are summarized in Figure 3.16, in which we were tracking a system of particles over 104
turns in the 2.5D case. The green curves depict the general evolution of the transverse emittances.
At every 500 turns we wrote the coordinates of the beam to a file and determined the error of
the derivative of the ’one-turn map’ at the current point (i.e. beam) towards symplecticity (blue
curves). The straight lines indicate regression fits of the green and blue data points, respectively.
These benchmarking results indicate that there might be a correlation between the slopes of the
emittance growth and the symplecticity errors. Our current explanation is that the more the parti-
cles are spread out in phase space, the less interaction happens in between them, and so over time
the reference point start to move more and more into (symplectic) single-particle tracking. In Fig.
3.17 we have plotted the slopes against each other, using 95% confidence intervals of the regression
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Figure 3.16: Clockwise from top left: Mean emittance growth with 8, 12, 20 and
16 particles in the 2.5D case. The quantity (green) ϵ2x + ϵ2y on the left-hand axis is
motivated in Example II.13, Ref. [Tit19]. The right-hand axis shows the momentary
error towards symplecticity (blue) which decreases in the course of the tracking,
whereas the emittance grows. The orange and brown lines indicate first-order
regression fits.
fits as error bars.
Figure 3.17: Slopes of the regression fits of Fig. 3.16, namely those related to
ϵ2x + ϵ2y, versus those of the respective symplecticity-error regression fits, all with
respect to the 2D-fit method. The data indicates that larger growth rates of the
emittances come along with a trend towards symplecticity.
Overall we conclude that, by using numeric differentiation methods, we were able to obtain indi-
cations regarding the symplectic – respectively – non-symplectic nature of two of our space charge
92 Chapter 3. Space charge codes
solvers. The 2.5D solver seems to be non-symplectic, while the analytical solver has a much better
performance. If we assume that the resolution of the symplecticity check is sufficient in case of the
FODO cell, then the analytic model seems to be fairly symplectic, see Tab. 3.3. However, there
might still be some small deviations, for example a possible non-symplectic treatment in regards
of the longitudinal coordinate, because the kick-strengths are weighted with respect to the line
charge density. Furthermore we found numeric indication of correlations between the error towards
symplecticity of the 2.5D ring-map and the emittance evolution of the beam.
3.4 Performance
In this section we are addressing two questions. i) What is the emittance evolution of the two PIC
codes in a long-term tracking scenario in dependency on the number of macroparticles and grid
sizes? ii) what is their performance in regards of required CPU time in dependency on these two
parameters?
3.4.1 Convergence check
We have started a large benchmarking effort with the goal to obtain a better understanding of the
emittance growth of the two PIC space charge codes dependent on the particle numbers and grid
sizes. Fig. 3.18 gives an impression of the campaign, where the various emittance evolutions are
shown for the 2.5D code in comparison to the analytical solver (which do not admit this growth)
over 104 turns, if varying both numbers.
While the analytical cases seem to be better matched to the optics, the cases for the 2.5D code
start to grow rather significantly immediately at the start. As the underlying physics is the same,
and the initial distributions were the same, the hope is that the initial growth can be catched in
an experiment. Such an experiment will be the subject of Chapter 4.
Figure 3.18: Left: Overview of the various x-emittance evolutions at the working
point Qx = 6.045 in the PS in dependency on macroparticle and grid numbers. The
lines for the 2.5D solver are the upper ones, while for comparison we also show those
of the analytical space charge solver. They correspond to the more horizontal lines
in the bottom region. The beam intensity was set to 3 · 1011 here. The grey areas
within the vertical dashed lines indicate the turn windows of the convergence
averaging process. The initial emittance jump for the 2.5D cases, in comparison to
the analytical cases, is qualitatively independent on these parameters. As the bare
optics is identical in both codes, this indicates that the emittance jump is caused
from the different handling of space charge between the two models. Right: The
same situation within the first turns, showing the emittance jump of the 2.5D cases
in more detail.
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In order to determine the emittance growth rate of the different cases, we have selected two time
windows of 500 turns each, which are indicated by the vertical dashed lines in Fig. 3.18. The first
window begins at turn 1500, at which the beam seems to have gone into a stable state, while the
second window begins at turn 9500. Averaging over the emittances yield initial and final values,
whose quotients can be displayed against the initial configurations, as shown in Figs. 3.19 and 3.20.
Hereby we have started with default rectangle grid sizes of 64 × 64 × 20 for the 2.5D solver and
64×64×30 for the slice-by-slice solver, and changed their fineness simultaneously for all directions
so that the total number of grid points is increased (or reduced) for each step by 50% with respect
to the default fineness. What is shown in Figs. 3.19, 3.20 and 3.21 are the reference values for the
two transverse axis, and a variation of 32, 40, 50, 64, 73, 84 and 96 grid points in each direction.
From the figures we see a small trend of decrease in the x-emittance in the slice-by-slice case in the
limit of large macroparticle numbers – in contrast to a rather stationary behavior in the 2.5D case
for this specific PS scenario.
The number of macroparticles were varied in units of 103 from 6, 12, 25, 50, 100, 150, 225 and 337.
From the figures we conclude that our nominal setting with 104 macroparticles and the default
fineness of 64 grid points seems to be well suited for our simulations.
3.4.2 Run time
We have also kept record of the run time in all of the above simulations. The run time is hereby
determined by the HEPSPEC06 benchmarking seconds of the individual machine, determined by
their setup in the CERN cluster system, and multiplied by the CPU time of the job on the node.
All space charge jobs were managed by the CERN LSF job system, where each job had a dedicated
node assigned with 15 crates for parallel CPU computing. In this fashion we expect to get in good
approximation a machine-independent measure of the performance of the space charge algorithms
in question. The results are reported in Fig. 3.22.
Because the run times constitute a natural limitation for the convergence checks of the previ-
ous subsection in those regions with many macroparticles and high grid resolutions, and jobs with
those large parameters do not show significant changes in their emittance evolution, one can relate
their emittance evolution to the run time in order to obtain performance plots of the form shown in
Fig. 3.23. One can then identify specific configurations which may provide an optimal performance.
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Figure 3.19: Convergence results for the two PIC solvers 2.5D (top) and
slice-by-slice (bottom) in dependency on the grid fineness (left) and the number of
macroparticles (right, in units of 103). The vertical axis correspond to the observed
x-emittance evolution over 104 turns. The emittance evolution is clearly converging
by increasing the number of macroparticles and, for cases of small numbers of
macroparticles, also by reducing the grid fineness. The crossing of the dashed lines
indicate the nominal settings we have choosen in all PIC simulations.
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Figure 3.20: 3D view of the situation depicted in Fig. 3.19. The blue line in these
plots indicate our reference grid fineness. Of particular interest in regards of
performance are those configurations which do not admit strong emittance growth
and belong to small macroparticle numbers.
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Figure 3.21: The convergence situation for both codes with respect to the
y-emittances, similar to Fig. 3.20. In contrast to the x-emittances (and for this
specific scenario in the PS) the convergence is slower for smaller numbers of
macroparticles if reducing the number of grid points. For larger values, the growth
rates in both codes tend to zero.
3.4. Performance 97
Figure 3.22: Run times of the slice-by-slice code (top) and the 2.5D code
(bottom) in dependency of the various macroparticle numbers and grid sizes
discussed in Subs. 3.4.1. As expected, the grid size has a significant influence on the
run time, in particular for those cases with large numbers of macroparticles, and so
it creates a limitation of the convergence check.
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Figure 3.23: Convergence and performance of the 2.5D (left) and slice-by-slice
(right) space charge codes. Top: One can clearly see how the various cases
accumulate towards specific emittance growth rates. Bottom: Run time of the
configurations shown in the top figures, now in dependency to their distance
|∆(ϵfx/ϵix, ϵfy/ϵiy)| towards the respective accumulation points. The red points are
showing our nominal configuration. Some configurations yield better results than




We list important script modifications done regarding MAD-X SC:




which would have to be checked every time the setup is changing, in particular if switch-
ing between the PS and the SPS. These input parameters were bundled in individual design
folders for every machine, which contain, upon other machine-dependent MAD-X scripts, its
lattice (or links to its lattice) and an input template.
2. The first step of the original scripts required the lattice to be stripped to 8 characters. This
was done for the SPS using stream editor, but for the PS, other machines and lattices with
more sophisticated element names, a Python script to automatically do this job was created.
3. The process of going through all three preparatory steps in the original scripts have been
automated by a bash script (1_create_madx_sc), which also copies all necessary files from
the space charge script location to the local working folder, in order to store the currently
used lattice and input files.
4. The cleaning of the lattice of elements which are not essential for the optics (like markers,
monitors and instruments) depend on the individual machine and were originally contained
in the general space charge script collection. This cleaning-up process was bundled in form of
an individual MAD-X script for every machine, also residing in the design folder, and called
by the bash script of point 3.
5. The matching of the tune and other custom operations (like chromaticity matching, switching
on a multipole, etc.) is now performed with the unmodified lattice just before the space charge
scripts are executed, not as it was originally done after the space charge convergence process
in the tracking script.
6. MAD-X tracking scripts executed on the cluster required total paths in order to read and
store files. To deal with this issue, to copy the current input template into the local input
folder and to store the tracking data into the current job subfolder, a bash script was created
(3_cluster_track) together with a MAD-X tracking template (3_track.madx). In this tem-
plate, the user can set up in particular the turns printed to file and the space charge solver
(adaptive/frozen). The bash script also determines the number of start particles and set the
values accordingly inside the tracking script.
MAD-X produces for every job a file tracksumm containing the pure tracking data and also
certain space charge related output. Since in our long-term studies the tracking has to be
performed over several thousands of turns, two issues were addressed: On the one hand the
RUN command in MAD-X does not go well with larger turn numbers, on the other hand we
also do not want to store tracking data for every turn, since it would produce a large amount
of data. These issues were addressed in the tracking script 3_track.madx by making use of
several loops.
7. In order to create a start distribution, two possibilities were created. The first option pro-
duces a map seen by the particles inside the tracking command TRACK, for example under
the effect of optics change due to space charge. Here the bash script 2_cluster_sectorfile
executes a small cluster job, creating a sectorfile (which contains the first derivative of the
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one-turn map at the closed orbit) and additional output. The data can then be used by the
Python script 2_make_distribution_ptc.py which generates, in several automated steps, a
user-defined Gaussian-like start distribution with respect to the current lattice, using DALIE
[For86].
The second option is an independent generator (generator.py) which attempts to find a
matched distribution, given either pre-defined emittances or the three beam sizes. It is based
on the considerations in [Tit19] and, as in the previous case, also requires as input the deriva-






Our initial motivation to perform experiments near the integer resonances originated from results
reported by G. Franchetti et. al. [Fra+16; Fra+17] during the 2016 High-Brightness conference
in Malmö. Experimental and numeric results regarding the emittance evolution in the PS while
crossing a third-order coupled resonance were shown, see Fig. 4.1. It was found that the two space
charge codes MAD-X and MICROMAP predicted some different behavior at the working point
Qx = 6.039 closest to the integer (Fig. 5 in Ref. [Fra+17]). In the community the question was
Figure 4.1: Measured emittance growth in horizontal (red) and vertical (blue)
direction after around 1.1 seconds, while crossing the third-order resonance
Qx + 2Qy = 19. The black line shows the change in intensity. These results were
obtained in Ref. [Fra+16] for the PS in the scenario of crossing a third-order
coupled resonance.
discussed whether the integer resonance can serve as a test-bed to decide which space charge model
gives a correct prediction of the physics.
As we started to perform preliminary numeric studies near the resonance in the PS, it soon turned
out that one major difficulty in setting up the simulation with different codes is a rather large
emittance blow-up immediately after a couple of turns, see Fig. 4.2. The magnitude of these blow-
ups depend on the code and can happen even if ensuring that the initial distribution includes the
expected closed-orbit and other relevant optics terms. The explanation is that this effect is likely
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caused due to further optic mismatches under the influence of space charge and the resonance.
Under this assumption, several follow-up questions arose:
1. How can we generate a matched particle distribution which is, at least in the beginning of the
simulation, in agreement with our experiment? The closed-orbit can change due to dispersion,
and so we should include all information of the one-turn map in this process. But also the
contribution from space charge changes the optics.
2. The frozen space charge code requires heuristic assumptions for the energy-spread and the
emittances of the beam. What values do we set here to approach self-consistency? Both quan-
tities are only indirectly measureable by assuming an underlying model, which can change
significantly under the influence of space charge and the integer resonance (it even can change
by using a different order of the analytic maps to Floquet-space in the case without space
charge). The emittances and (δp/p0)rms-values given to the analytic models as parameters are
not necessarily the same as those of the stabilized distribution in the course of the tracking,
determined by statistics, because the space charge kicks are changing the optics once again.
Figure 4.2: A typical mismatch problem encountered in simulations with space
charge at the working point Qx = 6.118 in the PS. Shown are the beam size
evolutions in vertical and horizontal direction for all considered PyOrbit codes (see
Chapter 3) at the position of the horizontal wirescanner. All simulations belong to
an identical start distribution and the data is recorded after the first revolution.
The solid black horizontal lines indicate the measured rms values, while the dashed
lines the rms spread of the measurement. The larger oscillations of twice the
synchrotron period can be well understood due to an imperfectly filled bucket in
longitudinal direction, which induces ripples in horizontal direction due to
dispersion. Since the dispersion is neglectible in vertical direction, these ripples are
not present. The initial differences in the blow-up is induced by the slightly different
space charge optics for the codes.
3. Which part of the initial blow-up is caused from an optics mismatch, from the resonance
itself, from a numeric effect – or perhaps a problem in the code?
4. The codes MAD-X and PyOrbit compute emittances differently, as was discussed in Chapter
3. If non-linearities and space charge effects start to become relevant, do they all lead to the
same results? (it turns out that there are in fact differences)
Since the analytic models simplify space charge as additional ring elements in the lattice
(i.e. as external forces), they can provide optics parameters with space charge included (in
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the MAD-X case) and thus may provide some insights into the situation. Unfortunately it
turns out that such optics-function calculations break down in the vicinity of the integer
resonance. In the case of the PIC codes there exist no effective map for the space charge kick
nodes naturally. Therefore methods have to be implemented to compare the outcome of the
tracking results of all codes within a common framework. This framework is systematically
developed in e.g. Ref. [Tit19].
In order to overcome a part of these difficulties, we decided in the experiments to not inject too
close to the integer, but instead carefully set up the beam on stable conditions sufficiently far away
and then ramp the tune adiabatically1 down towards the integer in a controlled manner. After
letting the beam evolve a while in this setting, we ramp the tune back to the original working
point. At four steps in this process, which are shown in Figs. 4.9 and 4.11 (right), we will measure
the three beam profiles.
In this chapter we will focus on a description of how we set up and analyzed the experiments,
while in Chapter 6 we will examine the situation from the simulation point of view. In Fig. 4.3
we show an overview of the experiments in their respective working point diagrams, as they were
set up. Hereby we were measuring 8 different working points in the PS case, while in the SPS
Figure 4.3: Overview of the working points used in the two measurement
campaigns. The situation for the PS is shown on the left, while the one for the SPS
is shown on the right. The nominal working point from where we started is
indicated by the black arrow. The red dot indicate the maximal incoherent space
charge tune-shift for the optics at this nominal working point. In the PS case the
shift was modified by a form factor of around 1.125, see the discussion related to
Fig. 3.2, Chapter 3. The blue lines indicate resonances up and including order 4.
case these were 10. For every point we measured at least 5 profiles in each direction, at all four
steps of interest in the cycle. Hereby we performed the scans separately from each other to avoid
any influence on the beam. Furthermore, at each working point we excited the beam to obtain a
clean tune signal (which can also be used to obtain the beta-functions, see later) and performed
dispersion and chromaticity measurements. Overall we had around one thousand profiles to analyze
for each machine.
Before we discuss the individual machine setups, let us briefly mention how the data was han-
dled. The large amount of data required tools to automatically sort out bad data, find the correct
regions of interest, correct baselines and deal with noise. In most cases also perform proper error
estimates. Additionally, we had to deal with the different data sets of the machines, which them-
selves can differ from the descriptions in the optics files of the simulations.
1The time spans of the tune-ramps are listed in Tab. 4.1. See also Fig. 6.3, Chapter 6.
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Although there are standard tools and libraries available which can extract data from the low-level
systems, most of the subsequent analysis had to be tailored to our experiments. While performing
the measurements, data was stored in the CERN Automatic Logging System (CALS). To access
the data, we were using a Python toolbox written by G. Sterbini, and which is utilizing PyTimber,
a Python API for querying data out of the CALS. To extract the data, handles have to be pro-
vided which depend on the specific machine in question, the Machine Development (MD)-tag used
during the time of the measurements and the corresponding instrument. Additionally, important
data was stored in form of MATLAB scripts during operation, which were using machine interface
tools maintained by D. Gamba.
All of these scripts were courtesy provided to us by H. Bartosik and A. Huschauer [BH16]. The
MATLAB scripts can listen to user-defined instruments during operation and were modified ac-
cording to our needs. For example, in the SPS case some instruments took longer to read out data,
leading to the necessity to combine the data sets by their appropriate time stamps.
In Tab. 4.1 we list the main parameters of the two experiments. The emittances were hereby
obtained from the experimental beam size values under the assumption of linear optics without
space charge, by the method presented in Sec. III.B, Ref. [Tit19].
4.1.2 PS setup
At CERN many different users are often working at the same time on a single machine. In order to
share the beam time equally between them, a so-called supercycle is being traversed, where every
user is assigned a specific cycle. These cycles constitute sets of pre-defined machine settings, here
for the two involved storage rings PS Booster (PSB) and PS.
Our PS beam was set up in single-bunch operation with the following injector scheme:
PSB: MD2262_LHCINDIV_Integer
CPS: MD2262_Integer
We have hereby modified our booster cycle slightly during its energy-ramp in order to achieve our
original emittance goals in the PS. First preparations began at around 15.06.2017 with beams of
intensities 3 · 1011 and 4 · 1011 particles. In order to enhance the effect of space charge further, we
decided to use a final intensity of 6 · 1011 particles and transverse emittances according to Tab. 4.1.
The measurements concluded at around 22.10.2017.
While looking for a nominal working point suitable for our experiment, we found that we were
rather confined within three resonance lines: The first one was the Montague-resonance [Mon68]
2Qx = 2Qy, which induced the development of tails disturbing the beam shape if we approach
equal tunes too closely. The second one was the vertical fourth-order resonance 4Qy = 25, which
we could not cross but had to remain below to avoid losses. The last one was the integer resonance
Qx = 6. After several tests with different tune settings, while watching the beam shape evolution
for possible changes on its initial Gaussian-like profile with the wirescanners, we were led to nomi-
nal tunes of around Qx = 6.118 and Qy = 6.227. The situation together with the resonance lines
are sketched on the left side of Fig. 4.3.
However, our high-intensity setup was slightly below a threshold at which so-called head-tail in-
stabilities can occur, see Fig. 4.4. In fact, the beam was observed to behave unstable without
the so-called transverse feed-back (TFB) switched on at the beginning of the cycle. Because we
wanted to keep the bare machine chromaticity, and also avoid influence of the TFB on our mea-
surements, we used the TFB only during the first part of the cycle up to around 930 ms cycle
4.1. Preparations 105
PS SPS
Circumference [m] 628.319 6911.5
Energy [GeV] 2.130 25.829
γ0 2.480 27.547
β0 0.915 111 0.999 342
γtr (*) 5.992 17.975
frev. [kHZ] 436.584 43.347
Intensity 6.163 × 1011 1.238 × 1011
ϵx [m rad] 9.195 × 10−7 7.242 × 10−8
ϵx,n [m rad] 2.087 × 10−6 1.994 × 10−6
ϵy [m rad] 7.859 × 10−7 5.707 × 10−8
ϵy,n [m rad] 1.784 × 10−6 1.581 × 10−6
ϵz [m rad] 7.204 × 10−3 2.281 × 10−4
zrms [m] 9.221 0.177
(δp/p)rms 8.519 × 10−4 1.327 × 10−3
αc (*) 2.785 × 10−2 3.100 × 10−3
Vrf, max [MV] 20.3 × 10−3 4.5
h 8 4620
Qx 6.118 to 6.043 20.144 to 20.031
Qy 6.225 20.274
Qz 1.336 × 10−3 −1.512 × 10−2
1/|Qz| 748.352 66.16
∂Qx/∂(δp/p) (*) −5.180 3.801
∂Qy/∂(δp/p) (*) −7.155 1.315
(∆Qx)chrom (**) −4.413 × 10−3 5.044 × 10−3
(∆Qy)chrom (**) −6.095 × 10−3 1.745 × 10−3
(∆Qx)SC (*) −0.102 −0.042
(∆Qy)SC (*) −0.132 −0.109
Bf 4.338 × 10−2 6.324 × 10−5
Qx,0 → Qx,1 [turns] (***) 12 000 434
Table 4.1: Main parameters of the PS and the SPS integer experiments. The
quantities marked with a (*) can change slightly for different tunes and are therefore
given for our nominal tunes. The emittances were determined at the nominal tunes.
(**) The tune shift due to chromaticity is estimated here linearly for the case of a
single particle in the bare machine, having an energy-offset in the order of the
respective (δp/p)rms-value. (***) The tune-ramp duration in turns.
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Figure 4.4: A horizontal head-tail instability developing in the PS at high
intensities without TFB. The instability manifests itself in form of coherent
excitations of small fluctuations in the beam density. Left: Signals on a wide-band
pick-up at a specific revolution, belonging to the difference-signals in vertical
(orange) and horizontal (black) direction. The blue curve is the sum signal, which is
position-independent and proportional to the total current. The signals are shifted
vertically for a better view. Right: Horizontal signals of 40 consecutive turns,
indicating the envelope oscillations induced by the head-tail instability.
time, shortly before the tune-step and the wirescanner measurements. With this setup we have
observed no instabilities over the entire cycle. Further information on the TFB, which is specifi-
cially designed to damp injection coherent oscillations as well as inter- and intra-bunch transverse
instabilities, and their use to cure the head-tail instabilities in the PS, can be found in Ref. [SBG14].
The beam was injected at 2.14 GeV and no further energy-ramping was performed, thus the
beam was in a ’flat-bottom’ state during the entire time of the cycle. Injection oscillations were
difficult to control, as correcting attempts by least-square methods (MICADO) to find the corrector
magnet strengths initially did not produce satisfying results. After adjusting alternative knobs in
the transfer line between the PS Booster and the PS, and further MICADO corrections, we found
a setup in which the amplitudes were reasonably small.
We checked the beam in regards of possible transverse coupling by a standard procedure [Ste09] to
program the tunes to cross each other. In this way, coupling between the transverse directions can
be identified if e.g. the horizontal betatron motion of the beam includes a part coming from the
vertical motion when the tunes are crossing, similar to Fig. 4.6 in the SPS case. Minimal coupling
was observed and corrected accordingly.
The tune-step, as well as all other movements of the tune, were manually programmed using a
table to power the horizontal and vertical components of the PS low-energy quadrupoles, while
the poleface windings (PFWs), which are primarily used for such purposes, were switched off in all
of our measurements. The reason behind this decision was to avoid additional excitations of the
higher-order multipole-components induced by the PFWs, which would introduce an extra compli-
fication to the situation.
While programming the tune-step, we had to take care that for tunes very close to the integer
the low-energy quadrupoles were not tripped.2 By carefully respecting the security thresholds we
could reach tunes as close as around Qx = 6.035. Furthermore, we had to ensure that the low-
energy quadrupoles did not produce a too high integrated field strength along the entire cycle, to
2I.e. switched off due to security reasons.
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avoid inducing too large remanent fields in the succeeding cycle.
The machine was being operated with harmonic number 8, which is the nominal LHC setup for
the PS at injection.3 The Beam Position Monitors (BPMs) were configured such that their gain
remained below saturation levels. Regarding the vertical wirescanner 64.V we had to overcome an
issue: Whenever we attempted to measure at cycle-times greater than around 1200ms with the
IN-scan, it got stuck. In order to be able to measure the profiles in our last step, we therefore
decided to use the OUT-scans systematically for all four measurement points in the vertical case.4
4.1.3 SPS setup





In this way, the SPS was in a stable operation mode filled with a high-intensity bunch of about
12.5 · 1010 protons, while maintaining nearly Gaussian transversal profiles and small emittances.
First preparations began at 01.08.2017 and the measurements concluded at 18.11.2017.
During our measurement campaign the SPS supercycle remained at a rather low energy, lack-
ing the high energy ramps which usually provide beams to serve the SPS experiments at the North
Area. A side-effect of this setup seems to be that no transverse coupling correction was required,
as it was necessary in previous sessions, see Figs. 4.5 and 4.6.
Figure 4.5: SPS supercycle during our measurement campaign. The intensity in
the machine corresponds to the red curve, while the current time is indicated by the
black vertical line. This line is moving from left to right within around 30-45s. The
field strength of the magnets (which correspond to the energy of the beam) is shown
as black landscape. Our SPS MD study is marked by the blue rectangle.
A MATLAB script was set up and modified to conveniently keep track and group together various
important machine parameters, in particular the BPM data and the wall current monitor (WCM)
data [BAN16] for the longitudinal beam profiles. The WCM data recording was taken of all the
supercycle. Therefore temporarily the WCM data taking was restricted to our cycle only. Remain-
ing data, like wirescanner measurements and the tune signal at the so-called Base-BandQ (BBQ),
were extracted via PyTimber from the CALS in the post-processing, as it was done in the PS
3The harmonic number is related to the frequency of the RF cavity, by which one controls the number of buckets
in the ring. In our case there would theoretically be 8 slots available, but we are using only a single bunch.
4The wirescanners operate by moving the wire twice through the beam and rest in one specific position.
5The main feature of the Q20-optics is that the integer part of both tunes is 20.
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case. The BBQ is a device based on a beam position pick-up and specificially designed to measure
the tune during beam operation [Gas]. They are usually more sensitive than BPMs due to their
sophisticated peak current detection.
Figure 4.6: Coupling check via the BBQ while setting up the SPS experiment.
Hereby the tunes were programmed to cross each other. If the optics is coupled, the
horizontal (top figures) and vertical (bottom figures) beam centroid oscillations will
be present in the respective other direction and become more present if the tunes
are close together. The coupling can then be corrected by a skew-quadrupole until
only two clean lines are visible, similar to the right-hand side of this figure. In our
case the situation was somehow reversed in such a way that no such correction was
necessary (right), while on the left-hand side the skew-quadrupole, which usually
did correct for such couplings, was swiched on. The reason for this behavior is likely
due to the absence of remanent fields which were originally present in our earlier
studies and which were induced by the preceeding cycle.
The SPS has 120 BPMs along the ring which are combined into 6 groups controlled by inde-
pendent server crates. Several of these groups (in particular group 1 and 3) were found to be more
unreliable; often they had to be restarted in the course of our experiment. Even if we received data,
various data shots6 sometimes contained malformed data (very large spikes in between normal data
points) which had to be dealt with. This issue was not limited to the above groups. Lastly, the
BPM servers for the individual groups were observed to be unstable for turn numbers larger than
2048. We therefore decided to record 1024 turns per shot in all BPMs, while watching the data
recording constantly.
After correcting the closed-orbit at injection and small RF phase mismatches between the transfer
line from the PS and the SPS, we were ready to start the measurements.
6In this context a shot is understood the period of time where we had beam in the supercycle.
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4.2 Analysis of the measured data
4.2.1 Tune and intensity
We have measured the tunes for each of our working points, using two different methods on both
machines. The first method is by examining the signals of the BPMs around the machine, primarily
by Fourier-transform analysis on the individual BPMs, but also by a more sophisticated method
of concatenating the signals of all BPMs around the ring, turn by turn, to a long array which can
then be analyzed by a frequency analysis tool, as was demonstrated in Refs. [Zis+15; Zis+17].
The advantages in comparison to analyzing a single BPM are that one has a very high resolu-
tion of the tune from turn to turn, and, while being able to keep the integer part of the tune, one
can avoid the noise in the low frequency band of the spectra and the synchrotron frequency. To
analyze the data we have used the program SUSSIX [BMS13]. The principle of this program is that
it subtracts, in an iterative fashion, modes in the FFT spectrum from the original motion, always
by subtracting the largest amplitude. The program can be embedded into Python via PySussix
[Li+13].
The second method consists in evaluating the outputs of the respective BBQ systems. In Fig.
4.7 we show FFT spectra of a specific BPM signal and the BBQ signal for the PS at the nominal
working point Qx = 6.118. The vertical tune was measured in a similar way with the exception
that a vertical kick was applied. In Fig. 4.8 these signals are displayed for the exemplary point
Qx = 6.053 close to the integer, and Figs. 4.10 to 4.12 show the situation for the SPS case.
Figure 4.7: PS horizontal tune measurements at the nominal working point
Qx = 6.118. The beam was excited horizontally by a single kick at around 1100 ms
beam time. Left: The results at the horizontal BPM 10.H. Right: The results at the
BBQ. The red vertical lines indicate the tune search window for the peak.
These measurements were repeated several times for each working point (recorded at 1100 ms
beam time, within the tune-step) in order to obtain an idea for the spread of the measured tunes
from shot to shot. We occasionally observed small differences between the BPMs and the BBQ in
particular for the horizontal case in the SPS. In Tabs. 4.2 and 4.3 we have listed the outcome of all
of these measurements and their rms spread for the PS and the SPS systematically. In addition,
we have determined in the PS case the horizontal excited BPM signals with SUSSIX over a range
of 32 turns at 1100 ms with respect to a moving FFT window of 1024 turns. We hereby focused
our SUSSIX analysis on the PS case only, since the SPS had often failed BPM groups, which made
an FFT analysis with respect to the individual BPM positions difficult. In the SPS case we used
a time-FFT of the BPM signals and the BBQ signal.
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SUS-H BPM-H (av.) BBQ-H BPM-V (av.) BBQ-V
6.043598(395) 0.043561(843) 0.043650(1070) 0.226145(462) 0.226534(525)
6.052495(847) 0.053429(116) 0.052842(752) 0.224760(1010) 0.223905(685)
6.061516(286) 0.061552(261) 0.061456(370) 0.224505(385) 0.224328(328)
6.065153(694) 0.065246(833) 0.065220(1120) 0.224478(231) 0.223820(1590)
6.069699(357) 0.070194(179) 0.070005(328) 0.224781(323) 0.225159(401)
6.076580(396) 0.076693(422) 0.076698(335) 0.224430(333) 0.223091(781)
6.081292(407) 0.081383(416) 0.081583(423) 0.224145(346) 0.223823(785)
6.118200(188) 0.118415(102) 0.118222(457) 0.225380(214) 0.224963(244)
Table 4.2: Tune measurement for the PS, using an FFT analysis of the BPMs and
the pick-up system. The Fourier transforms were performed over a period of 5000
turns and its results averaged over the entire ring. Averages over all shots at the
respective working point yield the tunes and errors displayed. In the BBQ case the
error comes from the spread over all shots. The leftmost column shows the results of
the SUSSIX analysis regarding the horizontal motion.
BPM-H (av.) BBQ-H BPM-V (av.) BBQ-V
0.03234(128) 0.02944(174) 0.27646(159) 0.27479(483)
0.03685(120) 0.03317(263) 0.27474(49) 0.27378(494)
0.04252(93) 0.04101(189) 0.27509(77) 0.27642(211)
0.04527(63) 0.04344(168) 0.27478(82) 0.27436(324)
0.04851(236) 0.04697(409) 0.28460(2850) 0.27642(138)
0.05474(52) 0.05029(293) 0.27462(61) 0.27583(308)
0.06688(107) 0.06372(133) 0.27456(51) 0.27520(146)
0.07520(121) 0.07387(233) 0.27468(56) 0.27495(366)
0.09156(104) 0.09063(272) 0.27456(50) 0.27483(302)
0.14492(101) 0.14452(253) 0.27521(84) 0.27564(173)
Table 4.3: Tune measurement for the SPS, using an FFT analysis of the BPMs
and the pick-up system. The Fourier transforms were performed over a period of
1024 turns and its results averaged over the entire ring. In contrast to the PS case,
the horizontal tune values of the BBQ seem to be systematically lower than what we
would expect from the BPM data.
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Figure 4.8: Similar to in Fig. 4.7, now at the working point Qx = 6.053. In this
shot both instruments show peak maxima at slightly different tune values.
Figure 4.9: Example of a PS tune measurement, showing the tunes along the
entire cycle. The tune-step in this figure corresponds in moving the horizontal tune
from Qx = 6.118 towards Qx = 6.036 and back again. The green dashed vertical
lines indicate the times at which we performed wirescanner measurements.
Figure 4.10: SPS horizontal tune measurements at the nominal working point
Qx = 20.144. As in the PS case the beam was excited horizontally by a kick. Left:
The results of the horizontal BPM 22208.H. Right: The results of the BBQ.
Throughout our experiment we observed a rather large noise peak in the low
frequency spectrum.
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Figure 4.11: Left: Result of kicking vertically in the SPS at the nominal working
point. Sidebands of this kind in the lower frequency spectrum were often visible
during our measurements in both directions. Right: Tune measurements along our
SPS cycle, corresponding to a tune-step towards Qx = 20.045, with the same color
code as in Fig. 4.9.
Figure 4.12: Same situation as in Fig. 4.10, this time at the working point
Qx = 20.036.
The PS has a total number of 43 BPMs around the ring which we found in rather good work-
ing condition: Nearly every device provided useful data over a period of 5000 turns. The situation
was a bit more difficult for the SPS, as already mentioned in the introduction: The SPS has 6 BPM
groups according to its 6-fold superstructure with a total of 120 BPMs. These groups tended to
fail from time to time, in particular group 1 and 3, and had to be monitored steadily during the
experiment. A MATLAB script was implemented in order to store the data of the BPM signals
and conveniently analyze it for missing shots or bad data during operation. In our post-analysis of
the SPS BPM signals we found that the horizontal BPMs have systematically higher tunes than
what was measured at the BBQ, see Tab. 4.3.
The intensity was measured during operation by the Beam Loss Monitor (BLM) of the respec-
tive machine. Our nominal intensity can vary slightly from shot to shot. In the PS case it was
quite challenging to obtain a stable intensity over a long period with the emittance and beam pro-
file goals, as head-tail instabilities were observed without the use of the TFB, as discussed above.
In Fig. 4.13 we show a long-term series of PS intensities during our measurement campaign. Al-
though the intensity stability primarily depends on the LINAC source, it may happen that in the
succeeding PSB cycle the crossing of resonances induce instabilities and therefore fluctuations in
the intensity in the PS cycle. One can control these fluctuations – and also the shape and the
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emittance of the beam at PS injection – by scraping the beam, modifying the PSB working point
movement during the PSB cycle, and by controlling the amount of intensity injected into the PS
by the four rings. We hereby found a stable configuration in accordance with our intensity, beam
shape and emittance goals.
Figure 4.13: Example of a long-term recording of intensities in our PS
measurement campaign during operation (at 170 ms). The black horizontal lines
indicate the mean and the spread of the intensities measured within the specific
period.
In Fig. 4.14 we show the intensity for the PS at two exemplary working points. The intensi-
ties each have a small noise ripple, independent from shot to shot, while the intensities themselves
are variing by a larger margin. In contrast to the SPS case, shown in Fig. 4.15, the PS had a
small but still recognizable beam intensity degradation along the cycle. In order to determine this
degradation for both machines, we took the average intensities of the two green time frames in front
of the tune-step, which correspond to 350 to 550 ms and 750 to 950 ms, and linearly extrapolate as
approximation, giving rise to a rate RI . The actual intensity measurements are taken with respect
to the grey and pink regions which correspond to intervals of 965 to 990 ms and 1015 to 1040 ms
respectively, and which are choosen to be larger than the noise ripple but small enough to reduce
any influence of continuous beam intensity degradation.
In order to find the intensity for our simulations, we have averaged the observed beam inten-
sity at our nominal working points in front of the tune-step over a large number of shots. The
results for both machines and every working point are summarized in Tabs. 4.4 and 4.5. Note that
the errors of the losses are smaller than the intensity errors over all shots, because these differences
were determined by first taking the differences of the individual shots, whose errors depend on the
BLM noise level, before averaging. From a visible examination of the PS data we found that only
a tune around Qx = 6.036 (not shown in Tab. 4.4 but in Fig. 4.14), closest to the integer, show
small losses. On the other hand, in contrast to the PS case, the losses in the SPS case are more
present after the tune-step and the beam intensities continue to decrease even after going back to
the nominal working point again, while there is almost no intensity degradation at the nominal
working point in front of the step (besides of a drop immediately after injection).
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Qx(BBQ) I1 I2 RI(50ms) I1 − I2 −RI(50ms)
0.043650(1070) 62.2(39) 62.1(34) -0.02379(73) 0.1838(5)
0.052842(752) 61.1(30) 61.1(31) -0.02411(55) 0.0741(4)
0.061456(370) 64.0(14) 64.0(14) -0.02109(62) 0.0811(4)
0.065220(1120) 61.2(17) 61.1(17) -0.02969(64) 0.0977(5)
0.070005(328) 58.0(15) 57.9(15) -0.01801(71) 0.0480(5)
0.076698(335) 61.9(27) 61.8(27) -0.02330(71) 0.1133(5)
0.081583(423) 60.0(15) 59.9(15) -0.01990(65) 0.0799(5)
0.118222(457) 61.5(23) 61.4(23) -0.01871(61) 0.0387(4)
av. 61.2(9) -0.02233(23)
Table 4.4: Summary of the intensities and losses of the PS integer experiment in
dependency of the various working points of Tab. 4.2, in units of 1010. The intensity
I1 is taken at the nominal working point Qx = 6.118 and with respect to the grey
interval [965 ms, 990 ms] in Fig. 4.14, while the intensity I2 is taken with respect to
the pink interval of [1015 ms, 1040 ms]. The losses, corrected by the estimated
beam intensity degradation rate RI at the nominal working point within 50 ms is
shown in the rightmost column.
Qx(BBQ) I1 I2 RI(50ms) I1 − I2 −RI(50ms)
0.02944(174) 12.39(46) 11.60(49) -0.00049(11) 0.785590(78)
0.03317(263) 12.45(40) 12.38(38) -0.00049(16) 0.074290(113)
0.04101(189) 12.40(33) 12.40(33) -0.00063(11) -0.001070(78)
0.04344(168) 12.36(38) 12.36(38) -0.00063(15) 0.001730(106)
0.04697(409) 12.43(53) 12.43(52) -0.00027(13) 0.005370(92)
0.05029(293) 12.64(34) 12.64(34) -0.00078(15) -0.000620(106)
0.06372(133) 11.96(62) 11.96(62) -0.00037(13) 0.003070(92)
0.07387(233) 12.22(49) 12.21(49) -0.00047(14) 0.001770(99)
0.09063(272) 12.29(28) 12.29(27) -0.00023(14) 0.002230(99)
0.14452(253) 12.32(48) 12.32(48) -0.00017(13) 0.002570(92)
av. 12.35(14) -0.000453(43)
Table 4.5: Summary of the intensities and losses of the SPS integer experiment
similar to Tab. 4.4.
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Figure 4.14: Example of PS intensity measurements during our tune-step
experiment with an intensity of around 60 · 1010 particles. The left plot shows 8
shots at the nominal working point Qx = 6.118, while the right plot shows 8 shots
at the working point around Qx = 6.038 very close to the integer resonance, where
losses became visible. The colored time frames are described in the main text. The
legends show the averages without degradation correction, while the extrapolated
intensity degradations from the center of the grey interval to the center of the pink
interval are shown in the titles. The mean and rms spead at the grey interval are
indicated by the black horizontal lines.
Figure 4.15: SPS intensity measurement examples with similar color coding and
time intervals as in Fig. 4.14. The left-hand plot shows the situation for the
nominal working point Qx = 20.144, while the right-hand plot shows the situation
for the working point Qx = 20.033 (on the BBQ).
4.2.2 Beam sizes
According to our experimental setup, we have measured the beam profiles at four time-steps. The
first time immediately in front of the tune-step, two measurements inside the step, one at the
beginning and the other one at the end, and the last one immediately after the tune-step, as the
optics is moved back to the original nominal settings, indicated by the green vertical lines in Fig.
4.9 for the PS case.
The transverse profiles are measured by horizontal and vertical wirescanners. The basic princi-
ple of these devices is to move a thin carbon wire through the beam and measure the cascading
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secondary charges by a scintillator [Kou13]. In the PS case the wires are rotational and are set up
to move with around 15 ms−1 through the beam. This yields a resolution of around 300 turns per
centimeter for the PS. In the SPS case the scanners can move at a maximum speed of around 6
ms−1, which corresponds to a resolution of at most 70 turns per centimeter.
While the transverse profiles are measured by horizontal and vertical wirescanners, the longitu-
dinal profiles are measured by respective wall current monitors. In the PS it is possible to display
the longitudinal phase space during operation by means of a tomoscope application [HSA01]. This
tool can provide additional information, in particular an estimate for the energy-spread7 (δp/p0)rms
and the effective total RF voltage of the cavity system, see Fig. 4.16. The SPS had no such tool
implemented and so we must work with the bare profiles instead.
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RMS Emitt. = 0.137 eVs BF = 0.304
90% Emitt. = 0.549 eVs Ne = 6.42E11
Mtchd Area = 0.714 eVs Duration = 139 ns
RMS dpp = 7.51E-4 fs0;1 = 591;507 Hz
Figure 4.16: PS tomoscope application showing a typical example of the
longitudinal phase space of our integer experiment. The frequencies fs0 and fs1 are
estimates of the synchrotron frequency at the center and along the contour of the
bucket. The bunching factor BF differs by the one given in Tab. 4.1 by the harmonic
number.
The standard procedure to determine the emittances from the measured beam profiles is to as-
sume an underlying linear optics model in which either the Courant-Snyder beta-function and the
dispersion at the location of the respective wirescanner is taken into account, or the full 6D optics
is used from a given lattice model, as discussed in Sec. III.B, Ref. [Tit19]. In any case, these
calculations require a precise determination of the rms beam sizes derived from the given beam
profiles. The preparation of the raw data, which had to be done automatically due to the large
amount of measurements, is described in the next steps:
7In the ultra-relativistic limit it is often common to speak of an energy-offset instead of a momentum-offset,
because in the absence of an electric potential both quantities differ only by factors containing β0, see Chapter 1.
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1. All profiles were cut at the edges by around 10% to avoid that noise at the far ends of the
scan region enter the algorithm. The profiles were centered according to their maxima, de-
termined by suitable averaging. Next, one additional profile was created for every series of
shots belonging to the same optics: Namely, all profiles of such a series were combined into
a single profile, including the resulting error, for further analysis.
The combination was performed by first determining the mutual baseline resolution, inter-
polating every contour with respect to the common baseline, computing the average of all
interpolated contours and finally interpolating the result back to the original resolution. The
combined profiles were added to the entire list of profiles, so that we treat all individual
profiles and their combinations simultaneously for the succeeding steps.
2. Next, proper start and end values are determined at which the profiles differ from the underly-
ing noise level. In the PS case this task is particularly important in regards of the longitudinal
profiles, which show different ’baselines’ infront and behind the beam due to saturation, see
Fig. 4.19. To find the start and end regions of a given profile, the procedure goes in several
steps. First, the profile is split into two parts according to its maximum, and each of its parts
is dealt separately:
Denote by yk, k = 0, 1, 2, ..., the values of the first part of the profile, starting on the zero-side.
Further, denote by (k, l) the average of yk, ..., yl and by (k, l)e its rms error. As k increases,
we obtain an average baseline value (of that first part) (0, k) whose error (0, k)e reduces ac-
cordingly. Additionally, by a given sample rate s we obtain a local mean and error (k, k+ s),
(k, k+ s)e. The condition is now that if the local mean difference |(k, k+ s) − (0, k)| is larger
than given multiples of the sample error (k, k + s)e and baseline error (0, k)e, we have found
a value at which the curve differs from zero. Of course, such multiples depend in general
on the underlying noise level of each instrument in each machine. By properly adjusting the
thresholds, we were able to find meaningful parameters for all sort of profiles, while a sample
rate of around 10 was found to be sufficient. All steps had to be done for the remaining half
of the profile accordingly.
3. In the longitudinal case, the profiles were treated according to the respective machine: As
already mentioned, the PS longitudinal profiles appear to have different end-levels due to
saturation effects of charges in the wall current monitor. In order to correct these shapes and
find the proper baselines, we implemented a simple saturation model as follows:
For a time step k ∈ {1, ...,M} denote by wk the measured (averaged) charge in the mon-
itor and fk the unknown charge of the beam. Assume that the charge in the monitor is given
by the following linear saturation model:





























By plugging Eq. (4.2) into Eq. (4.1), we can determine the actual beam profile fk in depen-
dence of I. We determined I by an optimization routine using the condition f0 = fM with
initial intensity-guess I0, given by the sum of the wk’s. In Fig. 4.19 we have shown how this
procedure can correct the baseline.
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In the SPS case we were also confronted with a kind of saturation effect: Here the far ends
are equal but the profile is slightly asymmetric. To correct for it, we decided to symmetrize
according to its short part. Hereby care had to be taken to deal with the coarser resolution
of the profile, in particular to split the peak accordingly, in order to avoid an artificial effect
on the resulting rms value.
Examples of profiles for the PS with respect to the horizontal and vertical direction are depicted
in Fig. 4.17 at our nominal working point and near the integer. These figures hereby display the
resulting error in the rms value, obtained by the combination of the various profiles, as well as red
vertical lines, which show the outcome of the procedure of step 2 applied to the combined profiles.
Also, the red lines appearing in Fig. 4.19 were determined in this way. Fig. 4.18 shows the similar
situation for the SPS case. In Tabs. 4.6 and 4.7 we summarize our results for the PS and the SPS,
respectively.
Figure 4.17: Example of combined PS profiles in horizontal (left) and vertical
(right) direction at the nominal working point Qx = 6.118 (top) and at the working
point Qx = 6.043 (bottom) at the first measurement point inside the tune-step,
close to the integer. The red vertical lines were determined by the procedure
described in the text and the black vertical lines indicate the initial cutting. While
the beam size increases in x-direction if approaching the integer, it remains the
same in y-direction.
4.2.3 Dispersion and chromaticity
In order to measure the dispersion and the chromaticity of both machines, we followed a common
procedure [Wen09] to change the radial steering (i.e. the mean radial position of the beam), while
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Qx(BBQ) 950 ms 1030 ms 1180 ms 1250 ms
σx [m] σx [m] σx [m] σx [m]
0.043650(1070) 0.00573(41) 0.00692(12) 0.00732(19) 0.00614(36)
0.052842(752) 0.00554(20) 0.00672(15) 0.00672(17) 0.00617(17)
0.061465(370) 0.00563(11) 0.00631(14) 0.00621(9) 0.00589(28)
0.065220(1120) 0.00553(11) 0.00630(17) 0.00622(10) 0.00587(17)
0.070005(328) 0.00558(21) 0.00606(23) 0.00626(24) 0.00584(28)
0.076698(335) 0.00558(10) 0.00602(12) 0.00600(18) 0.00574(9)
0.081583(423) 0.00557(22) 0.00594(19) 0.00592(30) 0.00571(20)
0.118222(457) 0.00554(20) 0.00573(41) 0.00546(18) 0.00554(16)
av. 0.00559(1)
σy [m] σy [m] σy [m] σy [m]
0.043650(1070) 0.00426(14) 0.00445(19) 0.00433(17) 0.00431(18)
0.052842(752) 0.00440(15) 0.00443(15) 0.00455(13) 0.00443(21)
0.061465(370) 0.00452(14) 0.00495(26) 0.00454(12) 0.00460(24)
0.065220(1120) 0.00433(14) 0.00441(21) 0.00444(17) 0.00441(13)
0.070005(328) 0.00442(15) 0.00455(12) 0.00455(15) 0.00439(11)
0.076698(335) 0.00445(15) 0.00429(16) 0.00438(9) 0.00437(16)
0.081583(423) 0.00437(10) 0.00440(13) 0.00443(16) 0.00419(14)
0.118222(457) 0.00440(15) 0.00426(14) 0.00422(25) 0.00426(13)
av. 0.00439(1)
σz [m] σz [m] σz [m] σz [m]
0.043650(1070) 9.163(92) 9.181(154) 9.110(195) 9.159(115)
0.052842(752) 9.255(180) 9.233(282) 9.068(164) 9.115(111)
0.061465(370) 9.210(189) 9.290(123) 9.267(227) 9.221(231)
0.065220(1120) 9.340(153) 9.619(122) 9.077(83) 9.188(124)
0.070005(328) 9.084(67) 9.342(258) 9.155(250) 9.071(78)
0.076698(335) 9.206(169) 9.107(93) 9.084(86) 9.135(99)
0.081583(423) 9.254(157) 9.237(233) 9.207(150) 9.101(51)
0.118222(457) 9.255(180) 9.163(92) 9.395(140) 9.043(60)
av. 9.221(3)
Table 4.6: Results of the PS wirescanner and wall current monitor measurements
outside and inside the tune-step for all measured working points. The first column
shows the horizontal tune Qx inside the tune-step as reference, while the four
remaining columns display the rms values of the four measurement points along the
cycle in [m], see Fig. 4.9. Each transverse profile were measured 6 times with the
respective wirescanner (65.H horizontal and 64.V vertical). These measurements
were performed separately from shot to shot to avoid mutual interference. The
repetitions yield the error speads.
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Qx(BBQ) 1965 ms 2045 ms 2195 ms 2265 ms
σx [m] σx [m] σx [m] σx [m]
0.02944(174) 0.002573(148) 0.006665(977) 0.003910(1746) 0.007672(428)
0.03317(263) 0.002496(94) 0.004692(632) 0.006570(470) 0.006175(402)
0.04101(189) 0.002484(83) 0.003479(88) 0.004913(147) 0.005146(116)
0.04344(168) 0.002507(81) 0.003227(187) 0.003872(179) 0.004061(94)
0.04697(409) 0.002520(207) 0.002962(145) 0.003731(148) 0.003851(164)
0.05029(293) 0.002586(96) 0.002793(114) 0.003493(135) 0.003597(195)
0.06372(133) 0.002496(80) 0.002609(97) 0.002954(51) 0.002964(63)
0.07387(233) 0.002570(90) 0.002565(83) 0.002670(47) 0.002746(105)
0.09063(272) 0.002609(117) 0.002558(65) 0.002615(89) 0.002694(73)
0.14452(253) 0.002485(86) 0.002522(75) 0.002540(87) 0.002513(78)
av. 0.002533(32)
σy [m] σy [m] σy [m] σy [m]
0.02944(174) 0.002021(54) 0.001997(33) 0.001994(60) 0.002296(126)
0.03317(263) 0.001982(76) 0.002051(45) 0.001993(61) 0.002142(51)
0.04101(189) 0.002052(61) 0.002053(50) 0.002022(29) 0.002095(104)
0.04344(168) 0.001986(67) 0.002031(44) 0.001999(75) 0.002077(74)
0.04697(409) 0.001994(66) 0.002002(58) 0.002048(37) 0.002156(139)
0.05029(293) 0.002040(60) 0.001992(71) 0.002006(70) 0.002046(49)
0.06372(133) 0.002005(70) 0.002038(71) 0.002046(47) 0.002077(104)
0.07387(233) 0.001976(63) 0.002069(64) 0.001995(60) 0.002066(102)
0.09063(272) 0.002034(61) 0.002039(58) 0.002018(47) 0.001977(65)
0.14452(253) 0.002021(35) 0.002002(39) 0.002013(52) 0.001996(60)
av. 0.002011(25)
σz [m] σz [m] σz [m] σz [m]
0.02944(174) 0.1602(235) 0.1703(161) 0.1571(179) 0.1695(138)
0.03317(263) 0.1908(127) 0.1767(259) 0.1674(183) 0.1724(69)
0.04101(189) 0.1820(138) 0.1889(177) 0.1737(134) 0.1813(160)
0.04344(168) 0.1768(224) 0.1703(216) 0.1748(171) 0.1755(125)
0.04697(409) 0.1724(175) 0.1643(353) 0.1833(105) 0.1640(196)
0.05029(293) 0.1858(272) 0.1828(196) 0.1729(152) 0.1779(235)
0.06372(133) 0.1787(150) 0.1687(186) 0.1839(141) 0.1719(218)
0.07387(233) 0.1852(252) 0.1774(178) 0.1737(179) 0.1718(261)
0.09063(272) 0.1740(115) 0.1484(378) 0.1744(167) 0.1814(130)
0.14452(253) 0.1601(197) 0.1581(168) 0.1741(96) 0.1722(357)
av. 0.1766(43)
Table 4.7: Results of the SPS wirescanner and wall current monitor measurements
similar to Tab. 4.6. The wirescanners were 51995.H (horizontal) and 41677.V
(vertical).
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Figure 4.18: Similar to Fig. 4.17 the situation for the SPS case, here at the
nominal working point Qx = 20.144 (top) and at the working point Qx = 20.029
(bottom) closest to the integer, where we observe a significant increase of the
horizontal beam size due to the development of tails. Note that the times displayed
here correspond to those in the PS minus 1015 ms.
Figure 4.19: Signal of the PS wall current monitor before (blue) and after (red)
correction, using the baseline (green) determined by the procedure described in the
text. On the right a closer view around the baseline is shown.
recording the beam position and the tune inside and outside of the tune-step. In both machines the
radial steering is controlled via a feedback loop to the RF system, which monitors the mean radial
position and provides a small energy-offset to the beam, depending on the user-specified goal. The
energy-offset δp/p0 is related to the measured revolution frequency offset δf := f − f0 via the slip
factor η := 1/γ2tr − 1/γ20 , where γtr denotes the transition energy given by the underlying model
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The reference energy γ0 was taken immediately after the end of the steering program by averaging.
Fig. 4.20 shows examples of two measurement series of the mean radial position of the beam at
our nominal working points for specific BPMs in both machines. Together with the respective
δp/p0-values they yield plots shown in Figs. 4.21 and 4.22.
Figure 4.20: Raw data of a beam position measurement series, following the
procedure described in Subs. 4.2.3. In the PS case (left), every point is the average
over 5000 turns at around 1100 ms cycle-time, while in the SPS case (right) we took
averages over 1024 turns at around 1100 ms beam-time.
In order to extract the dispersion (or chromaticity) out of the data, we were fitting the respec-
tive data points to curves of a suitable order. We also kept track of the error due to the three
consecutive shots at each steering level. The result of this procedure is shown in Figs. 4.21 and
4.22 for the PS and the SPS, respectively. At some positions in the ring, the dispersion is changing
in a non-linear fashion and it turned out that a polynomial fit of order 3 in the PS case is required.
For the SPS case, we found that a polynomial fit of order 2 is already sufficient; a fit of order 3
introduced artifacts in particular for the error calculation. In Figs. 4.23 and 4.24 we report the
results of the dispersion measurement for the two machines. Figs. 4.25 and 4.26 show the results
for the respective chromaticity measurements.
4.2.4 Beta-beating
The two main ingredients for the rms beam size, which also enter the analytic space charge model,
are the betatron motion and the dispersive motion.8 Contributions from both quantities may have
the same order near the integer resonance (in the SPS case, see Chapter 6 later), and thus it is
of importance to know how well our model is in agreement with the actual beta-function of the
machine. In this subsection we present how we determined the betatron function in particular for
cases close to the integer resonances. Together with the results of Subsec. 4.2.3 this will comple-
ment our picture about the main beam optics parameters of the two machines.
Our technique in reconstructing the beta-function from experimental data is utilizing the results
presented in Ref. [CG96]. In this work it was shown how to reconstruct the beta-function using the
8See e.g. [Lee12] or Eq. 1.24, Chapter 1, in its s-dependent version, where the betatron motion corresponds to the
general solution of the homogeneous equation and the dispersive motion to the special solution of the inhomogeneous
equation with periodic boundary conditions.
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Figure 4.21: Example of the dispersion measurement at a specific BPM in the PS.
The left plot shows the steering-amplitude in horizontal direction as a function of
δp/p0 at the nominal tune Qx = 6.118. Every point corresponds to an average of the
beam center position over 5000 turns. At the nominal working point, the
dependency of the position with respect to δp/p0 is nearly linear around δp/p0 = 0.
The plot on the right shows the dispersion for the same BPM, but now at the
working point Qx = 6.053 close to the integer, at which the optics is clearly more
non-linear. The errors were obtained by consecutive measurements with the same
configuration; the green band indicates a region outside which the error of the 3rd
order fit is larger than one sigma, see Appendix A.2. The black tangents indicate
the slopes at δp/p0 = 0 which correspond to the respective dispersions. The pink
region indicates one sigma of the energy-spread of the beam. In the case of the PS,
the energy-spread was found to be (δp/p0)rms = 8.519 · 10−4.
Figure 4.22: Similar to Fig. 4.21 we show the situation in the SPS case at a
specific BPM for the tunes Qx = 20.144 (left) and Qx = 20.036 (right). Here the
averaging was performed over 1024 turns. Note that we have used a smaller
δp/p0-range in comparison to the PS case. The energy-spread in the SPS case was
found to be at around (δp/p0)rms = 1.327 · 10−3. In contrast to the PS case, it
turned out that it is better to use a fit-order of 2 to avoid artifacts.
phase differences between successive BPMs. Let us summarize the main results of this work which
we are going to use here. Measured quantities will be denoted by a prime, while quantities coming
from a model will be denoted without prime. An index on a variable will refer to the corresponding
BPM of the lattice, unless otherwise stated.
A situation of three BPMs is considered which reside at positions s1, s2 and s3 in the lattice.
The main idea is that effects which lead to an error in the beta-function at s1 and s2 are generated
by lattice errors outside of the intervall [s1, s2] somewhere else in the ring, and so the tracking from
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Figure 4.23: Top: Measured dispersion in the PS (blue) at tunes Qx = 6.118 (left)
and Qx = 6.053 (right) versus the prediction from the MAD-X model (orange). A
single point on the blue curve was determined by the procedure described in Fig.
4.21. Bottom: The differences between the measurement and the model are shown
for both working points (left). The situation around the horizontal wirescanner,
indicated by the black vertical line, is shown in more detail (right).
s1 to s2 is exact and given by the underlying model. By appropriate transformations, utilizing the
linear transfer maps of the model, one can then obtain an expression for the beta-function at the
respective positions. Let ϕij = ϕj −ϕi denote the phase advance between BPMs i and j at positions
si and sj . Then, under the above assumption, the measured beta-functions at the positions sj ,













Furthermore, based on the above assumption and Eqs. (4.4a) – (4.4c), it is possible to interpolate
the beta-function between successive BPMs: Namely, if s is a value between s1 and s3 and ϕ′(s)
4.2. Analysis of the measured data 125
Figure 4.24: Top: Measured dispersion in the SPS (blue) at tunes Qx = 20.144
(left) and Qx = 20.031 (right) versus the prediction from the MAD-X model
(orange). In contrast to the PS case shown in Fig. 4.23, there is almost no change in
the dispersion curve. At around position 3900 m some BPMs failed and no data was
available there. Bottom: The differences between the model and the measurement
are depicted. On the right the situation at the lattice start is shown (the position of
the horizontal wire scanner is s = 0 m).
Figure 4.25: Horizontal (left) and vertical (right) chromaticity measurements of
the PS at the nominal working point Qx = 6.118 between 400 ms and 600 ms cycle
time. Since the chromaticity was not changing too much, a fit-order of 2 was
sufficient. We chose the start of the time-window in such a way that the optics were
not significantly affected by the remanent fields of the previous cycle.
the phase advance between s1 and s, then the next two equations provide an interpolation [CG96]:
cot(ϕ′(s)) = (cot(ϕ(s)) − cot(ϕ13)) cot(ϕ
′
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Figure 4.26: Horizontal (left) and vertical (right) chromaticity measurements of
the SPS at the nominal working point Qx = 20.144 between 600 ms and 1700 ms
beam time. As in the PS case, a fit-order of 2 was sufficient. The larger relative
error in comparison to the PS case comes from the smaller SPS δp/p0-stepsize.
According to these equations, while passing over the entire lattice (which means: changing the
indices), there are three measurements for the value of the beta-function at every BPM position,
and two measurements for the interpolation of the beta-function between two BPMs. In order to
compute the resulting beta-function, we will therefore use the average over the respective measure-
ments, as in Ref. [CG96]. This means that each of our resulting beta-function value at a specific
BPM is a result which involves 7 phase differences of 5 neighbouring BPMs in total and, in the
case of interpolating the measurement within a specific interval, involves 5 phase differences of 4
neighbouring BPMs, according to Eqs. (4.5) and (4.6).
The phase differences between the various BPMs can be measured by exciting the beam and looking
at the timed differences of the resulting oscillations (these differences are manifesting themselves
in small turn differences in the signals). In our case we have used a single kick at time 1100 ms in
the center of our tune-step for both machines. Near the integer resonance, the beam center will not
perform many oscillations until it is damped back to zero.9 In the PS case it was only possible to
excite the beam horizontally, and we have done so for the SPS as well. Therefore we were focussing
on the horizontal beta-function only.
Fig. 4.27 shows an example including the raw data at working points close to the integer for
both machines. The low amount of oscillations prevent an analysis via Fourier-transformation. In
addition, the frequency of the oscillations are shifting slightly. This may come from a detuning
effect due to the change in amplitude, but may also depend on the gain and calibration of the indi-
vidual BPM. Therefore we have focused on implementing a routine which will determine the phase
differences by examining the zero-passages of these oscillations. Hereby, the translation between a





where νx is the fractional part of the tune Qx. The concept of this equation is illustrated in Fig.
4.28. For example, in the PS at tune Qx = 6.043, the turn advances between the three neighbouring
horizontal BPMs PR.BPM23.H, PR.BPM25.H and PR.BPM27.H are n12 = 2.7986 and n23 = 1.1108
respectively. Note that extra care has to be taken at the lattice start and end positions due to the
9The damping of the oscillation amplitude of the beam center can be explained by dephasing due to the individual
particle motion after the coherent excitation [Ste09].
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Figure 4.27: Raw (green), averaged (orange) and windowed (blue) data for BPM
examples in the PS (left) and the SPS (right). The tunes were Qx = 6.053 in the PS
case and Qx = 20.032 in the SPS case, both close to the integer resonance. The data
is taken around 1100 ms in which we excited the beam by a kick. We have shifted
the orange and the blue curve in their vertical positions slightly so that they are
better visible and do not overlap. From these figures it is apparent that the two
machines provide us with rather different qualities of signals, which have to be
treated by properly adjusting several thresholds to find good oscillation windows.
Further details are explained in Appendix 4.3.
φ
s
BPM 1 BPM 2
2πνx
φ12
Figure 4.28: Relation between the fractional tune νx, the turn advance and the
phase advance φ12 between two BPMs. The lower dashed line indicates the
trajectory of the beam at turn 1, while the upper dashed line indicates the
trajectory at turn 2. If n12 is the observed fractional turn advance between BPM 1
and BPM 2 in one turn, then 2πνx/φ12 = 1/n12.
jump from the total phase advance 2πQx back to zero.
Since the data sets are small, it is important to know the error. If the measurements of the
phase advances ϕ′ij would be the result of mutually independent phase measurements ϕ′i, then their
errors ⟨ϕ′ij⟩2 would be given by the sum of ⟨ϕ′i⟩2 and ⟨ϕ′j⟩2 for (i, j) ∈ {(1, 2), (2, 3), (1, 3)}. Such
a linear relation between 3 known and 3 unknown quantities can be inverted. However, the phase
differences are correlated. This made it necessary to compute the measurement errors by means of
the respective 7 × 7 and 5 × 5 covariance matrices. As we shall see, these covariance matrices will
have non-zero off-diagonal elements.
The preparation of the BPM signals has been done in several steps, all automatically in order
to deal with the large amount of data (shots, working points, machines and BPMs). For the sake of
better readability, the details of this mandatory data-preparation process is described in Appendix
4.3.
In Figs. 4.29 and 4.30 we show the outcome of all steps in Appendix 4.3 at the PS for our
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nominal working point and exemplary of a working point close to the integer. From Fig. 4.30
we see that the beta-beating increases significantly if approaching the integer, where lattice errors
in the machine begin to influence the beam optics more and more. The same procedure can be
applied to the SPS, in which we show the beta-beating at the nominal working point and close to
the resonance in Fig. 4.31.
Figure 4.29: Measured horizontal beta-function and beta-beating (β − β0)/β0
relative to the model of the PS for our nominal working point Qx = 6.118, based on
the phase differences of the BPMs after kicking the beam. The black and red
vertical lines show the position of the horizontal wirescanner where we took our
beamsize measurements. The light red and blue areas indicate the error. The reason
for the bump near s = 250 m is currently not known.
For the purpose of correcting the beta-beating we have implemented an external optimization
routine by means of Python libraries. The routine introduces small quadrupole errors into the
lattice in order to match the beta-function towards a goal, while maintaining the tune. Hereby, the
goal consisting of the measured beta-function values was weighted by the respective measurement
errors, so that points with large error do not have much influence on the fit, while those which
smallest error have the most influence.
It was found that a SciPy [JOP+01] optimization routine which uses the simplex method of Nelder-
Mead [NM65; GH12] converges in the PS case, while we were using repetitive starts to minimize
the possibility of running into a local minimum. In the SPS case, however, it turned out that
the parameter space was too large to converge to any meaningful configuration. Instead of calling
MAD-X externally (within the previously mentioned optimization algorithm), an internal method
with access to e.g. derivatives would be more suitable – or alternative methods. So far we have
only attempted a correction for the PS case. In Fig. 4.30 (bottom) the result of such a correction
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Figure 4.30: Measured horizontal beta-function (top) and beta-beating relative to
the model of the PS (center) for the working point Qx = 6.053 close to the integer.
Color codes as in Fig. 4.29. The bottom plot shows the result if correcting the
beta-beating using quadrupole errors.
is shown for the beta-beating close to the integer. At the position of the horizontal wirescanner the
beating was already relatively small and the correction does not significantly change the situation
within the given error ranges. Correcting the beta-beating introduces a small effect on the chro-
maticity. This problem can be overcome by an additional matching afterwards. It was observed
that the beta-function is not affected in any significant way by this post-matching. However, a
more serious problem emerged in regards of the dispersion, since changing the focussing of the
lattice by quadrupole errors will also affect any closed solution with respect to an energy offset (i.e.
the dispersion). The issue is shown in Fig. 4.32, where the measured dispersion is compared with
the dispersion of the model after the beta-beating correction, with respect to the working point
Qx = 6.053.
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Figure 4.31: Measured horizontal beta-beating relative to the model of the SPS for
the nominal working point Qx = 20.144 (top) and for the working point Qx = 20.031
(bottom). The point Qx = 20.031 was the closest working point we were able to
measure. Color codes as in Fig. 4.29. In the SPS case the position of the
wirescanner is near the start, because we have cycled the lattice. The BPM groups
were found to be more unreliable than in the PS case, which explains the gaps.
Because in our PS case it turned out that the contribution of the dispersion to the beam size
evolution is more relevant than the contribution from the beta-function (see the discussion related
to Tab. 6.3, Chapter 6), we decided to leave the lattice in its original state. So we will perform
the simulations without beta-beating correction, and discuss contributions of errors in the final
outcome.
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Figure 4.32: Impact on the dispersion of the PS lattice if correcting its
beta-beating at the working point Qx = 6.053 by quadrupole errors. The model is
shown orange while the measurement is shown blue. More sophisticated methods
would have to be used in the correction process in order to maintain the original
dispersion, which was already in good agreement with the measurements (see Fig.
4.23).
4.3 Appendix
In this section we will provide a detailed description of the analysis of the BPM signals to determine
the beta-beating of the two machines PS and SPS. This analysis was done in several steps:
1. Sort out bad or missing data and identify remaining data by their BPM names (they often
differ in PyTimber and in the MAD-X lattice). In particular in the SPS case there were some
BPMs which tend to produce faulty signals or no signal at all. In that case the respective
BPMs were dropped.
2. Perform a proper average to reduce noise. For this step we decided to average over 1/(4νx)
turns with respect to an initial fractional tune guess νx coming from the underlying lattice
model. Such averaging is necessary in order to avoid additional crossings of the baseline
(determined below) due to noise. It does not affect the frequency.
3. Find a proper window within we determine baseline passages: We need to implement a
method to detect the regions of interest where the beam oscillates sufficiently. In order to
accomplish this task, the idea is to pass over the entire set of data points, which are 5000
turns in the PS case and 1024 turns in the SPS case, by a given turn window, and perform
an FFT on the windowed data. Let us assume for a moment that we perform this task by
shifting the window from ’left’ (small turn numbers) to ’right’ (large turn numbers). As soon
as the oscillations become present within the window, which means that they lay above a
certain threshold in the FFT spectrum, we note the start of the region of interest by the right
border of the window. By further shifting the window, the FFT peak will, at some point,
begin to fade again. If the signal is below the given FFT threshold, we note the end of the
region of interest by the left border of the window.
However, the signals are often not regular enough so that we obtain a single data window
by this method. Dependent on the given threshold, we can obtain several windows which
are either in close vicinity to each other or further away. If the threshold is too high, the
resulting regions will be too small, and if the threshold is too low, we might obtain too many
windows. This happened in particular in the SPS case: Sometimes the oscillations became
better visible again after a certain number of turns, as can be seen for the green raw data
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curve in the SPS case in Fig. 4.27. In order to deal with this issue, we have implemented
a method to combine the various windows if they are not too far away, starting with the
window containing the most sample points. The outcome of this automatic averaging and
combining-procedure at a specific BPM is depicted by the blue curves in Fig. 4.27 for both
machines.
The thresholds in the FFT spectra, the upper and lower bounds where we search for maxima
and the FFT search windows are different for both machines and had to be adjusted by hand.
In the PS case we found that an FFT window of 256 turns provided good results, while in
the SPS case we used a window of 128 turns.
4. Find a proper baseline for the window of interest and determine the baseline passages: After
having extracted the regions of interest in step 3, the next step is to correct these signals
by their baseline movements. From Fig. 4.27 we see that this movement can be rather sig-
nificant. In order to accomplish this task, we have implemented an iterative fit algorithm.
The idea is as follows: The given fractional tune estimate νx by the model translates to an
oscillation period of n = 1/νx turns in the BPM signals. Let us denote for a moment by
f the given curve of interest at a specific BPM. We remark that the BPM signal is not in
general oscillating with a fixed frequency, but this frequency is observed to vary slightly. The
algorithm starts with a point a = (x, f(x)) on the curve and a point b = (x + n, f(x + n))
which is n turns ahead of a. Then it checks whether the difference f(x)−f(x+n) changes sign
while x traverses the entire domain, and remembers the respective point a when this happens.
Then it performs a fit through all of such points as a first approximation of the baseline. In
Fig. 4.33 this process is visualized for the PS case. We found that fits of order four generally
produced good results. After correcting the signal, one can repeat this process until suffi-
cient convergence is reached. The residuals of three successive fits are also shown in Fig. 4.33.
After correcting the signal by their baseline movement, the baseline crossings (which are
now zero crossings) are then determined algebraically by looking at two neighboring signal
points with opposite sign in their y-coordinate, and assuming a linear dependency between
these points.
5. Find a way to compare mutual zero passages of a family of BPMs effectively: Our goal is to
determine the phase differences between various BPMs in order to compute the beta-function
and the error of this procedure. In order to compute the phase differences of two BPMs, their
signals must have the same number of zero crossings to compare with each other. And in
order to compute the error, we require the covariance matrices involving sample sets of 5 or
7 phase differences by the discussion in Subs. 4.2.4. For example, the covariance between the
phase differences of BPM 1 and BPM 2 and the phase differences between BPM 3 and BPM
4 requires a mutual sample set involving these four BPMs, which means we have to look at
a mutual set of zero crossings of four BPMs to compare with each other.
If one has around 30 zero crossings per BPM and would start a point-to-point compari-
son between 7 BPMs, as they appear in the covariance matrices to compute the error, this
would lead to around 307 = 21.87 · 109 comparisons for every BPM position. This, of course,
is not practical in any circumstances. Therefore it was necessary to implement a method to
obtain a mutual set of zero crossings for a given family of BPMs in an efficient way.
To accomplish this task, we first transported the different sets of zeros by means of their
expected turn shifts according to Eq. (4.7) close to each other. Then we assigned to every
zero of a given data set an interval of interest. This interval is determined by ±1/4 of the
distance to its next neighbours, so they are always disjoint. Next, the set of intervals for a
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Figure 4.33: Top: First iteration of the baseline fit procedure for the PS at tune
Qx = 6.053 (at a specific BPM). The green points are the points ’a’ described in the
text. Bottom: Residuals if iterating the correction several times for this data set.
The curves are belonging to the differences between the baselines of steps i and
i− 1, for i = 2, 3, 4, using fits of order 4, and show how the method converges after
three steps.
given data set is transformed into a characteristic function, which is zero for points outside
of all intervals and one for points inside. For a given family of k such functions (i.e. zero
crossings of BPM signals we want to compare with each other) all these characteristic func-
tions are summed up to a function η which, by construction, takes discrete values ranging
from 0 to k. All those zero crossings x with η(x) = k lay within the common interval and can
therefore be compared with each other: By symmetry of distance and the disjoint nature of
these intervals, every zero has precisely one other counterpart in such a neighbourhood, for
every BPM data set. In Fig. 4.34 we show the result of comparing three BPMs in this way.
6. Compute the phase differences, the covariance matrices and the errors: After having deter-
mined equivalent sets of zero crossings, we are now in the position to compute their turn
differences and translate them into phase differences. In Fig. 4.35 we show two examples of
such measurements in comparison to the prediction by the model. The covariance matrices
were determined by utilizing the technique of step 5, which lets us determine the mutual
groups of zero-passages of 5 and 7 BPMs, for every BPM in the lattice.
In Tables 4.8 and 4.9 we have listed examples of covariance matrices at specific BPMs in
the PS and the SPS, showing that the various measurements can be correlated with each
other and thereby confirming the necessity to compute these matrices to obtain the errors.
In Fig. 4.36 we show the correlation between φ12 and φ23 as well as the correlation between
φ12 and φ13 along the entire PS ring for the working point Qx = 6.053. We conclude from
the figure that there is almost no difference between the 5 and the 7 dimensional cases, which
134 Chapter 4. Integer resonance experiments
Figure 4.34: Top: Comparison of the zero crossings between the corrected signals
of three neighbouring BPMs in the PS for the working point Qx = 6.053. The
signals are shifted by their expected turn-shift given by the model. Bottom: The
same situation for the SPS at the working point Qx = 20.032 closest to the integer.
Figure 4.35: Example of turn differences between the zero crossings of two
neighbouring BPMs in the PS for the working point Qx = 6.053 (left) and for the
SPS at the working point Qx = 20.032 (right). The dashed line indicates the
average of the measurements (green), while the red line indicates the expectation
from the model. The data shown here belongs to the curves in Fig. 4.34.
indicates that our method is rather stable. Furthermore, the correlation curves are by them-
selves correlated, as expected, since a measurement of φ12 and φ23 yield φ13.
Since the covariance matrices can be diagonalized by means of orthogonal matrices, we also
took a look at linear combinations of phase differences. Because the phase differences are (by
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0.033652 0.002058 0.034611 0.000132 0.000163 -0.010433 -0.010735
0.002058 0.029438 0.024098 -0.013206 0.005021 0.007188 -0.009693
0.034611 0.024098 0.058149 -0.010709 0.003140 -0.008561 -0.019527
0.000132 -0.013206 -0.010709 0.020844 0.009641 -0.012115 0.009030
0.000163 0.005021 0.003140 0.009641 0.012327 -0.004800 0.003890
-0.010433 0.007188 -0.008561 -0.012115 -0.004800 0.031816 0.012904
-0.010735 -0.009693 -0.019527 0.009030 0.003890 0.012904 0.024357
Table 4.8: Covariance matrix at BPM PR.BPM10.H in the PS at Qx = 6.053. The
components are ⟨φij , φkl⟩ with respect to the following order: φ12, φ23, φ13, φ34,
φ24, φ45 and φ35.
0.025577 0.009544 0.030073 -0.006512 -0.004614 -0.004365 -0.004058
0.009544 0.030618 0.032454 0.010621 0.019618 0.004364 0.011646
0.030073 0.032454 0.057013 -0.001904 0.015526 0.000924 0.004191
-0.006512 0.010621 -0.001904 0.039165 0.027820 0.006931 0.034919
-0.004614 0.019618 0.015526 0.027820 0.042188 0.008911 0.029056
-0.004365 0.004364 0.000924 0.006931 0.008911 0.011012 0.006998
-0.004058 0.011646 0.004191 0.034919 0.029056 0.006998 0.043866
Table 4.9: Covariance matrix at BPM SPS.BPH.41608.H in the SPS at
Qx = 20.032. The components are in the same order as in Tab. 4.8. Although in
this case the matrix is positive definite, we remark that in the SPS case the data
often yield matrices which were only positive semidefinite.
Figure 4.36: Covariance between the phase difference measurements φ12, φ23 and
φ13 along all PS BPMs for a specific shot at Qx = 6.053. The differences between
the 5 × 5 and the 7 × 7 covariance entries are marginal, showing that the method is
stable if increasing the number of phase difference sets. Runaways like those at
BPM 17/18 and BPM 24/25 can happen from shot to shot.
definition) differences of BPM phases, they correspond to an equivalent set of linear combi-
nations of uncorrelated phase measurements. The spectra of the covariance matrices along
the ring are shown in Fig. 4.37 for the PS case.
The measurement errors obtained from those covariance matrices were computed as follows:
As discussed earlier, Eqs. (4.4a) – (4.4c) and (4.6) constitute a measurement of β′j and β′(s)
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Figure 4.37: Spectra of the 7 × 7 phase difference covariance matrices around the
PS ring at Qx = 6.053 for the same shot as in Fig 4.36. The lines are in accordance
with the ordering of the values.
which is repeated three and two times, respectively, while passing over the entire lattice. The
corresponding averaging expressions β̄′j and β̄
′(s) therefore involve 7 and 5 different phase
differences, respectively. For example, if we consider the beta-measurement at BPM 3, then
this measurement involves BPM 1 to BPM 5. In this case, the averaging expression has
the dependency β̄′3(φ12, φ23, φ13, φ34, φ24, φ45, φ35). And if we consider the interpolated beta-
function between BPM 2 and BPM 3, then the averaging expression for the interpolation has
the form β̄′(s)(φ12, φ23, φ13, φ34, φ24).
According to a standard procedure in stochastics (see e.g. Appendix A, Eq. (A.5)), these
expressions had to be derived with respect to the individual phase differences which yield,
together with the previously determined covariance matrices, the error of the measurement
at every BPM position in the lattice.
7. Combine the lattice sections of every shot in order to reduce gaps or large errors due to
missing or bad data: As it turned out, the signal of an individual shot were sometimes
noisy in certain regions of the ring. This can vary from shot to shot and therefore made it






During our simulation campaigns we often observed mismatch effects immediately at the start of
the simulation, see Fig. 5.1 and the discussion at the beginning of Chapter 4. This happened in
particular in the PS case, and although we suspected that one part of this effect might be caused
by a non-recognized dispersive contribution1 or caused due to the vicinity of the integer resonance,
the underlying reason of this behavior was not a priori clear. Of course, there is always some sort
of fluctuation to be expected due to the finite number of macroparticles involved. However, the
noise due to this finite number should not immediately be dependent on the optics – and the SPS
fluctuations were much smaller, see Fig. 5.2.
Figure 5.1: Example of an initial mismatch in our PS simulations at the nominal
working point Qx = 6.118. The graph belongs to the no-space charge curve in Fig.
4.2. Left: Evolution of the horizontal emittance ϵx. Right: Evolution of the beam
size at the horizontal wirescanner 65.H. The black horizontal lines indicate the
measurement (solid) and error spread (dashed). The large oscillation can be
explained by an unequally filled longitudinal bucket, oscillating with twice the
synchrotron frequency, and coupling to the horizontal motion due to dispersion.
In Figs. 5.3 and 5.4 (right) typical beam profiles used in these simulations are shown. The particle
generator was hereby given heuristic profiles, so that the resulting distribution is in fairly good
agreement with the experiment.
Since the situation around the closed-orbit is in good approximation linear, we investigated whether
– in a linear scenario – the random generation of particles using differently shaped initial profiles
provides a contribution to this effect. As a second goal we also wanted to improve our particle gener-
ator, in order to directly use the measured profiles instead of some heuristic assumptions. This was
1The dispersion is behaving differently in both machines, see Chapter 4.
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Figure 5.2: Similar to Fig. 5.1 the situation in the SPS case at the nominal
working point Qx = 20.144 and the horizontal wirescanner 51995.H (right). The
fluctuations are significantly smaller than in the PS case. Furthermore, the start of
the simulation was found to be more stable. However, care has to be taken if
comparing both machines with their different optics, as the distances towards the
respective integer resonances are differently.
in particular desired to assist in the matching process of the simulations with space charge, because
it turned out that matching by hand was rather cumbersome. Some other reasons are listed below.
Figure 5.3: Result of a particle generation for the PS simulations, using a
heuristic approach to obtain profiles (blue) in agreement to the measurement. In the
PS case, we found that a parabolic profile of order 3 in Floquet-space produced
satisfying results. The black vertical lines in the figure for the longitudinal
distribution indicate the location of the unstable fixed points of the separatrix. The
orange curves display the measurements.
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Figure 5.4: Result in z-direction of generating the particles for the SPS case by
using Gaussian profiles in all Floquet-planes and a longitudinal cutting at 2.4 rms,
together with a 6th order PTC-map. The cutting and the rms values had to be
adjusted several times until we obtained satisfying agreement. The orange curve in
the right-hand plot corresponds to the measurement.
In this chapter we henceforth examine the question of how the action-occupation of a particle
distribution can be found, so that the generated particles will remain stable in the course of the
tracking and in agreement with the three spatial profiles we measured at specific locations in the
ring.
A particle generator usually requires shapes for the action-occupation distributions as input in
order to generate the coordinates of the particles in the individual Floquet-spaces, which should be
uncorrelated to each other in accordance with Thm. II.3, Ref. [Tit19], and maps these particles
to ’ordinary’ phase space where the tracking takes place. In the simplest version, the generator
requires as input certain emittance values and assumes Gaussian distributions in the respective
planes, while mapping the particles using linear normal form. From experience we found that this
procedure did not resolve the following issues:
i) From the discussion in Chapter 3 concerning the case of a Gaussian approximation for the
PS profiles, it was found to be necessary to modify the Gaussian longitudinal fit by a suitable
form factor, in order to not overvalue the charge density in the central core of the beam.
This form factor, concerning the energy-projection (1D) of the distribution, would have to be
obtained after generating the distribution with bi-Gaussian shapes (2D) in each Floquet-plane
and mapping it to ordinary phase space.
ii) A longitudinal Gaussian distribution can lead to lost particles if they are generated outside
the finite bucket area. This issue appeared in particular in the SPS case, where the bucket in
the experiment was rather full. The problem might be resolved if one uses a non-linear map
from Floquet-space to ordinary space, but still the required action-occupation might differ
from a Gaussian profile and had to be determined. The attempt to cure this problem in a
linear scenario by cutting the profiles at a certain distance induced two additional issues:
a) The original rms value is altered: For example, a cutting at 2.5σ, 3σ or 3.5σ of a Gaussian
profile will lead to a change in its rms value of 8.87%, 2.67% or 0.61% respectively. A cutting
below around 2.7σ was found to produce too much of an error in our scenario.
b) Concerning the situation for the PS, any such z-cutting (for example to remove tails
of a Gaussian profile) with a few percentage difference had a visible effect in the horizontal
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beam size evolution, because both the horizontal and the longitudinal emittance determine
the stable horizontal beam size due to coupling by dispersion.
In order to simplify the situation, we will examine the initial generation process without space charge
and in a linear situation. We shall see that in the case of coupling between a parabolic profile and
a Gaussian profile, the action occupation might be filamented. We provide an indication of this
result by a numeric example and discuss the results.
5.2 Linear matching
5.2.1 Invariant tori
Let us assume that the coordinates are arranged in the form x, y, z, px, py, pz. Denote for i = 1, 2, 3
Mi : R6 → R6 the symplectic transport maps to the two wirescanners (for the transverse directions)
and the wall current monitor. In this chapter we will denote all three devices for brevity as ’scan-
ners’. Denote further by V : R6 → R6 the map from Floquet-space to ordinary phase space, which
diagonalize the one-turn map M by R = V −1MV according to Thm. II.3, [Tit19].
We recall how to obtain rms emittances from the experimental data in this linear setting (see
Ref. [Tit19], Sec. III.B): Assume that G is the covariance matrix belonging to a matched distri-
bution. By Thm. II.5, [Tit19] we have G = V DV tr with D = diag(Λ,Λ) and Λ = diag(λ1, λ2, λ3),
i.e. G can be interpreted as the image of a covariance matrix of a distribution in Floquet-space, in
which the individual planes are uncorrelated, transported by the map V to ordinary phase space.
For i = 1, 2, 3 consider the maps Ti := etri MiV , where ei denotes the unit vector, having a one in
the ith position, so the Ti project onto the spaces belonging to the x, y and z directions at the
corresponding monitor locations. Now consider the linear map E : R3 → R3 given by (λ1, λ2, λ3) ↦→
(T1DT tr1 , T2DT tr2 , T3DT tr3 ), so its matrix entries are Ejk = Tjeketrk T trj + Tje3+ketr3+kT trj . Since co-
variance matrices transport under linear maps in form of matrix congruence, the image of this
map can be identified with the second moments of the distribution G at the corresponding scan-
ner positions: ⟨x2⟩, ⟨y2⟩ and ⟨z2⟩. They are known from our experiments, thus E−1 provides
us with the rms emittances of the distribution. In order to respect any first-order coupling effects
of the machine close to the integer, this is how we determined all rms values prior to our simulations.
However, this procedure does not provide further insight about how the actions are actually occu-
pied in Floquet-space. To be more precise: For a := (a1, a2, a3) ∈ R3≥0 let T 3(a) ⊂ R6 be the 3-torus
with radii (actions) a. From the considerations in e.g. [Tit19], Sec. II.B, we know that R leaves
this 3-torus invariant and all three Floquet-planes are uncorrelated. This means that a matched
distribution can be characterized by three distributions hj : R≥0 → R≥0 which yield a probability
distribution on Floquet-space R6; namely the probability to find a particle at coordinate z ∈ R6 is
given as the probability h1(a1)h2(a2)h3(a3), where a1, a2, a3 belong to the unique 3-torus T 3 with
z ∈ T 3. Since many probability distributions hj can yield the same rms value, it is of much interest
to determine their precise shape.
In the case of our PS experiments we observed stable longitudinal distributions which were more
parabolic than Gaussian, and nearly rotation-symmetric in the longitudinal plane, shown in Fig.
4.19. This non-Gaussian profile and the nearly Gaussian distributions in the other directions should
belong to a distribution which occupies the action variables in a specific way, so that these shapes
remain in their form even in the presence of coupling.
In the course of the tracking, an individual particle on T 3 will follow a discontinuous path, given
by the three different tunes and its initial phases. If the motion is non-resonant, the tunes will
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have mutually irrational quotients, and so under this assumption every torus will be uniformly
distributed. This is the simplest example of a ’matched’ distribution and will serve as our building-
block. In order to obtain a matched distribution in a more general case, the idea is now to determine
the histograms of the individual uniformly distributed tori in ordinary space and then patch these
histograms together to obtain the measured profiles.
In the first step we observe that, since the group SO(1)3 acts transitively onto T 3, every ele-









with c := diag(cos(φ1), cos(φ2), cos(φ3)) and s := diag(sin(φ1), sin(φ2), sin(φ3)), according to Thm.
II.3, [Tit19]. The point z is then further mapped to the spatial coordinates x, y and z at the
position of the scanners by means of the maps Ti, i = 1, 2, 3, defined above. Write Ti in 1×3-blocks
Ti = (Pi, Qi)1×6. It follows with ck := cos(φk) and sk := sin(φk):




Note that Pikck −Qiksk =
√︂
P 2ik +Q2ik sin(φk + ψk) with a suitable phase ψk. Since we assumed a
uniform distribution with respect to the phases φk, the phases ψk will be neglected in the following
and we can assume that φk is uniformly distributed in [−π/2, π/2].
Let Z be a random variable and fZ its probability density. For a monotonic function h, the








In our case there are two possibilities: Either we have
√︂
P 2ik +Q2ik = 0, in which case there is no
contribution of the plane k to direction i, or this expression is greater than zero. Since the beam
is assumed to be non-degenerated in all directions (i.e. scanner positions), it follows that for every
i there is at least one k in which this expression is greater than zero. For these non-zero cases
the next considerations hold, and for the other cases (i, k), in which the term is zero, they will
not appear in any of the succeeding expressions. Application of Eq. (5.2) to our case yields with
fZ ≡ 1/π and h−1(x) = arcsin(x/(ak
√︂





a2k(P 2ik +Q2ik) − x2
. (5.3)
The variable Ti is given as the sum over the uncorrelated random variables ak, therefore its prob-
ability distribution is given by the convolution fi1 ∗ fi2 ∗ fi3. In Fig. 5.5 we show an example of
such a convolution. As a counter-check, we generate particles uniformly on T 3 and map this torus
to the positions of the scanners, as shown in Fig. 5.6. Then we compare the resulting histograms
against the predicted ones of the exact formula shown in Fig. 5.7, obtaining good agreement.
Since every torus contributes to the overall density profiles, we are thus arriving at the follow-
ing system of equations:
ni(xi) =
∫︂∫︂∫︂
h1(a1)h2(a2)h3(a3)(fi1 ∗ fi2 ∗ fi3)(xi, a1, a2, a3)da1da2da3, (5.4)
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Figure 5.5: Example of convoluting the two elementary distribution functions f11
and f13, given by Eq. (5.3), with respect to a torus T 3(a) with radii
a = (4 · 10−3, 2 · 10−3, 0.1). The functions were determined by using the normal form
map of our PS lattice at the nominal working point Qx = 6.118, and normalizing
the result afterwards. All histograms have poles in the regions where the peaks are
visible, but in this picture they are not fully resolved due to the finite resolution.
Figure 5.6: Top: Uniformly distributed particles (blue), generated in a shell
enclosing the torus T 3(a) of Fig. 5.5 in Floquet-space. The red points belong to a
net of 1003 uniformly distributed points residing exactly on T 3(a). Bottom: Result
of mapping the top coordinates to ordinary phase space and transporting them via
sectormaps to the positions of the three scanners in the PS. The wall current
monitor measuring the longitudinal profile was hereby assumed to reside at the
lattice start (rightmost picture).
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Figure 5.7: Histograms of the torus particles at the scanner locations (Fig. 5.6,
bottom) (red) versus the prediction (green). In this example there is only coupling
between the horizontal and the longitudinal plane, resulting in shoulders in x and z.
Due to the different scaling/small influence of the x-motion onto the z-motion, the
z-shoulders are below the resolution of this plot.
in which the Floquet-distributions hi, i = 1, 2, 3 are unknown, the ni are the measured scanner
profiles and the integration goes from 0 to ∞ in all components. Because the fik are symmetric,
their convolution is symmetric. Thus we already see at this point that in our linear setting we can
only hope to obtain symmetric matched profiles and, conversely, any matched distribution having
an observed non-symmetric profile must include non-linear terms.
We proceed by examining this system, now under the assumption that the ni are symmetric.
In a first step, the triple integral can be transformed equivalently into a product of elementary










P 2ik +Q2ik. Note that we dropped the index k on ak by a change of notation. For
the next considerations we will assume ωi > 0. For Re(ν) > −1/2, x, x′ > 0 the following closure




Jν(xy)Jν(x′y)ydy = δ(x− x′). (5.6)
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(i, k) Cik
(1, 1) 4.116 826
(1, 3) 5.050 328 × 10−2
(2, 2) 4.998 481
(3, 1) 1.229 670
(3, 3) 109.684 474
Table 5.1: Coefficients Cik determined from our PS lattice at the nominal working
point Qx = 6.118 with respect to the three scanner positions. Coefficients with
values smaller than 1 · 10−12 were dropped. As expected, the y-direction is
decoupled from both the x- and z-direction, which are coupled themselves.
Plugging these functions into Eq. (5.5) and rearranging, we obtain the following equations:
Li(ωi) := (2π)3/2ω3iCi1Ci2Ci3F(ni)(ωi) = s1(Ci1ωi)s2(Ci2ωi)s3(Ci3ωi). (5.9)
Remember that we have mentioned in the beginning that, if any Cik is zero, the corresponding sk
function does not appear in the respective expression. Conversely, if they are greater than zero, sk
must appear (if we assume sk and hk are of bounded variation). In Tab. 5.1 we show examples of
the Cik determined from our PS lattice at the nominal working point Qx = 6.118.
Since by assumption the ni are symmetric, the Li are real valued antisymmetric functions which
approach zero if ωi approaches zero. From Eq. (5.9) and the involutive nature of the Hankel trans-
form, we can conclude that this problem can not in general be solved without further restrictions to
the ni: In any reasonable scenario we are looking at three positions where each plane k contributes
to the beam profile in a more or less independent fashion (i.e. we can well exclude degenerated
scenarios where all scanners coincide etc.). This means that at least one of the Cik’s for k = 1, 2, 3
will not be zero. But if for a given direction i there are two Cik ̸= 0, as it is the case for our
PS example in Tab. 5.1, then both sk must appear on the right-hand side of Eq. (5.9) and so if
two Li’s share the same set of sk’s, they must have the same number of zero passages, and these
passages must be related by the coefficients Cik.
In particular, it is impossible to find, in a linear setting, a matched distribution so that it projects
into a Gaussian-like form onto one direction and into a parabolic form onto another direction, and
where both directions are coupled: The parabolic profile is a compactly supported function, hence
its Fourier-transform is an entire function of exponential type by a theorem of Paley-Wiener2 and
therefore, if it would have no zeros, it would have the form exp(az + b), which is not possible.
In this context let us mention a result from [Hal14] regarding the number of expected zeros.
Lemma 5.2.1. If f is the Fourier-transform of a kernel n with
n(x) ∝ O(e−|x|α)
for α > 2, then f must have infinitely many zeros.
Applied to our case, this means that if the longitudinal direction is coupled at least with one of the
transverse directions, and the longitudinal profile fulfills the requirements of Lemma 5.2.1, then
the transverse profile must differ from a Gaussian. Moreover, the zeros of their Fourier-spectra are
related by the (coupling) constants Cik in a specific manner. Under these additional restrictions
2See e.g. Ref. [Str93]
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one can proceed in examining solutions of Eq. (5.9).
In Fig. 5.8 we show the situation in the case of measured PS profiles and their corresponding
Fourier-transforms. One can see how the Fourier-transform of the longitudinal profile has rather
clear oscillations around its central core due to the parabolic nature of the original function, until
the shape is damped towards zero, while the Fourier-spectra of the other profiles have much less
visible zeros due to their Gaussian-like shape. So if we would attempt to find a Floquet-distribution
in this linear coupled setting, we can expect, due to the near-Gaussian nature of the transverse
horizontal profile, that some sort of irregularity start to appear.
Figure 5.8: From top to bottom: Measured profiles at the two wirescanners and
the wall current monitor in the PS (left) – with respect to the nominal working
point Qx = 6.118 – and their respective Fourier-spectra (right). The longitudinal
profile has several clear zero passages, while the transverse profiles, as being more
Gaussian-like, have literally no significant zeros.
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5.2.2 A numeric test
We have analyzed what happens if attempting a solution of Eq. (5.4) numerically. Hereby we
adapted the following strategy:
1. First we determine, for the three given profiles in Fig. 5.8 (left), the maximal values in
Floquet-space which might be occupied. Namely, the border values for direction i of the
elementary histograms fik in Eq. (5.3), ak
√︂
P 2ik +Q2ik, are summed up in the resulting con-
volution (cf. Fig. 5.5) due to the symmetry of these functions, and hence yield the following






P 2ik +Q2ik. (5.10)
This system of equations can be inverted and, by inserting the maximal extends of the given
profiles for x̃k, we obtain radii for the maximal expected Floquet-occupation.
2. In the next step we generated a set of ’atomic’ histograms based on a given resolution. We
have chosen an initial Floquet-resolution of 60 steps from zero to the maximal ak’s of step
1 in every direction, leading to the number of 216 · 103 different histograms. As it turned
out, care had to be taken in order to resolve the sharp peaks of these histograms in ordinary
phase space: The resolution of these histograms in ordinary phase space must be sufficiently
large so that the optimization routine in the next step can properly attempt to find a solution.
Moreover, the integration of the convolutions should be performed with the same step size as
those by which the functions are passing through each other in order to avoid bias effects. An
example of this problem is shown in Figs. 5.9 and 5.10: In Fig. 5.9 the histograms in the top
left plot were not corrected at the poles and therefore show different spike heights. In the top
right the corrected histograms with higher resolution belonging to the same Floquet-radii are
shown. However, also this approach has limitations: The heights of the spikes are sensitive
from histogram to histogram, and so to reduce further bias effects our next step was to choose
for the spatial resolution twice the given Floquet-resolution.
In the bottom pictures of Fig. 5.9 the situation is shown for the x-direction. The left-hand
plot shows an example without any a3-offset, while the right-hand plot shows the situation
with offset. While the left-hand histograms look fine, the picture on the bottom right shows
that there are still some small errors in the spikes due to the finite resolution of the grid,
which becomes ’mismatched’ during convolution. To cure such effects, a more sophisticated
method was implemented, in which we have chosen a vectorized simpson integration, together
with a proper adjustment of the step sizes, leading to the results in Fig. 5.10.
After the convolutions were computed, the histograms can be safely interpolated on the
final grid size for the optimization routine. Hereby we have chosen a resolution of 240 grid
points for every histogram.
3. In the last step we have set the condition for a profile to be minimized: Namely we have set up
a histogram-map, which maps the given (60 · 3)-dimensional ’occupation’ vector (h1, h2, h3)
to its respective histogram in ordinary phase space, given as the normalized sum over all
elementary histograms (l,m, n) with probability |h1(al)h2(am)h3(an)|. The condition that
the histogram is ’near’ its goal is given by the sum of the relative errors of the 240 individual
entries. Hereby, the three different directions had to be weighted by the respective profile-
ranges in order to approximate all three profiles equally. The histogram map, together with
the condition function, is then ready to be minimized.
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Figure 5.9: Bias effect caused by the histogram poles. On the top left we show
three y-histograms using a resolution of 60 grid points in ordinary phase space,
belonging to successive increases with respect to the a2-Floquet radius in three
steps, from smaller (0) to larger (2) values, and a Floquet-resolution of 60 grid
points. The remaining plots belong to a finer grid size, improving the spikes and
which are described in the main text.
Figure 5.10: Correcting the remaining bias effect (shown exemplary in Fig. 5.9
bottom right) by convoluting with properly adjusted integration step sizes. This
new case was done with a lower resolution of 30 grid points in Floquet-space and
120 grid points in ordinary phase space.
Initially we have started in parallel two optimization routines to approximate the profiles.
They are conveniently implemented within the Python Scipy optimization libraries: The
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Nelder-Mead simplex algorithm and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) quasi-
Newton method [JOP+01; NM65; Bro70; Fle70; Gol70; Sha70]. It was found that the quasi-
Newton method was more suitable for this task and we therefore switched entirely to this
routine. We have then approximated the goal profiles either in an unmodified ’raw’ version
or in a symmetrized version with the hope to improve accuracy.
Figure 5.11: Top: Measured beam profiles (orange) versus approximated solutions
(blue) found by the steps described in the text. Because of the pronounced
shoulders often seen in the x-direction due to coupling (e.g. in Fig. 5.9 bottom
right), the x-approximation looks smoother. The measured profiles in this figure are
symmetrized. Bottom: Similar to the top figures the situation for a
Floquet-resolution of 30, by using a vectorized simpson integration with a corrected
step-size.
In Fig. 5.11 we show the result of the above steps and in Fig. 5.12 the situation in the respective
Floquet-planes, where we clearly see the importance in removing bias effects. Due to the large
parameter space, the optimizations converged rather slowly over several days of run time, while
we performed several restarts in order to avoid converging into a local minimum. Although the
resulting histograms tend to converge to the measurements, the corresponding occupation in the
Floquet-space belonging to the horizontal tune tend to a solution which seems to be not any longer
of bounded variation.
Because we found the development of some spikes in the vertical de-coupled Floquet-plane, we
used this direction as a cross-check to find pure bias effects in the uncoupled case. The spikes in
x and z in the top plots of Fig. 5.12 were caused by remaining bias effects due to coupling, as
described in point 2 above. The occurrence of these larger variations indicate a high sensitivity at
the poles and therefore emphasize that in coupled solutions with differently shaped goal profiles
the Floquet-occupation may become irregular.
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Figure 5.12: Top: Comparison of the action occupation determined by the BFGS
algorithm of the raw (orange) and the symmetrized (blue) case for all three planes
with respect to a Floquet-resolution of 60 grid points, up to a maximal action
extension of amax = (3.023 · 10−3, 5.053 · 10−3, 0.321). As both cases had rather
similarly looking profiles, so is their solution, because the machine precision of the
optimization routine is much smaller than the used histogram resolutions. Bottom:
The Floquet-occupation belonging to the improved integration procedure in Fig.
5.11, bottom. Remarkably, only a single peak was obtained in the x-plane. The
reason is that due to coupling (convolution), the ’horns’ of the horizontal histograms
are moving towards larger values for larger longitudinal radii, leading to the rather
smooth profile in Fig. 5.11. These horns were not well resolved in the top figures
under the effect of additional bias effects.
5.3 Discussion
5.3.1 Conclusions
We have found evidence that in the case of differently shaped spatial (1D) profiles in a lattice with
significant coupling, one can not in general expect to find well-shaped profiles for a random gener-
ator belonging to a matched distribution in Floquet-space – on the basis of linear considerations
alone. On the other hand, this may be possible for profiles which do satisfy Eq. (5.9) in good
approximation.
Because our result is obtained indirectly, namely in form of a contradiction, it is difficult to deduce
conclusions for the case of tracking in a lattice with non-linear elements. Although in the linear
case a numeric test in form of Figs. 5.11 and 5.12 indicate that a lattice can admit two different
profiles which are connected by coupling, with an irregularly shaped Floquet-occupation, the mat-
ter is still not fully resolved in our opinion. Under the assumption that this is indeed possible, and
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that non-linear contributions can be neglected, we can proceed and attempt to draw conclusions.
We will, however, emphasize that such conclusions have to be taken with care and further studies
are recommended.
Going back to our PS case in Sec. 5.2.1, let us assume a coupling between the longitudinal (z) and
the transverse (x) direction. We shall denote by nx, nz the spatial (1D) probability distributions,
and by h1, h3 the respective (1D) Floquet-distributions. By construction, there is no correlation
between the longitudinal and transverse plane, which is a consequence of Thm. II.3, Ref. [Tit19].
A particle generator will mimic this fact and thus we can expect to obtain particles having e.g. a
small x-action and large z-action (depending on the shapes h1 and h3).
Having a large z-action means that the corresponding particle will contribute to a histogram hav-
ing large shoulders in horizontal direction, as shown in Fig. 5.10. In the course of the tracking,
this particle will move further out of the beam center than a particle without significant z-action.
This is similar to the contribution of dispersion to the transverse beam size. In the case of a wide
h3-profile it should be clear that regardless of how thin one chooses h1, one will always get a wide
nx-profile within a few betatron revolutions as an immediate consequence of coupling. This was
apparently encountered during our distribution matching in the PS.
Any possible irregularity in the action-occupation, belonging to a matched distribution of goal
profiles nx, nz, will certainly not be recognized by a particle generator using heuristic shapes for
h1 and h3. The random generation does not recognize such fine structures and thus an immediate
emittance increase in the succeeding tracking process seems to be a natural consequence.
We remark that under the assumption of h3 being entirely determined by the measured longi-
tudinal profile, it is possible to reconstruct h1 by least square inversion of the convolution process.
This has been done successfully in e.g. [Oef16] in the case of hollow bunches.
To shed further light on the case of mismatch effects in coupled lattices, we suggest a follow-
up study to determine the magnitude of the initial mismatch in dependency on either Gaussian or
non-Gaussian profiles in a linear and non-linear scenario – preferably with many seeds to reduce the
effect of the randomness by the generator. A complete answer to this issue will certainly include
non-linear maps and probably more than three scanners.
5.3.2 Consequences
Due to the irregular shapes found in the Floquet-profiles, and also due to space charge, we followed
a more conventional approach: We generated the particles by reasonable profiles, so that their
shape (and hence their rms values) at the scanner positions is close to the measurements. Then
we track the particles and wait for the beam to accommodate into a stable situation, taking into
account some emittance blow-up. Unless we were examining the case without space charge, we let
the distribution stabilize under the additional effect of space charge. This procedure of generating
particles and adjusting the emittances was done several times until everything was in satisfying
agreement.
In some cases we used a refined approximation to obtain profiles whose shapes are closer to the
measurements (for the non-Gaussian cases). Specifically we generated the particles according to the
measured profiles, but now in Floquet-space, and then mapped the result to the scanner positions
to verify agreement with the measurements. Although the procedure is inaccurate, it produced
fairly good results, as shown in Fig. 5.3. This was done in particular for the horizontal profile in
the SPS case and the vertical and longitudinal profiles in the PS case.
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The SPS case had a more Gaussian-like profile in longitudinal direction, but on the other hand
there was the additional challenge that the bucket was almost completely filled. As stated in the
introduction, the difficulty here was to avoid that particles were generated outside of the bucket
area and then start to diverge from the main bulk in the course of the tracking, while still main-
taining agreement with the measurements.
For this purpose we used higher-order map terms in the generator, which can be obtained by
the PTC module of MAD-X [For16; Sch05; Abe11]. In order to make use of these higher-order
terms, PTC_twiss was invoked up and including order 6 and its output was read into a Python
script. Inside the script we implemented a function to map the coordinates, by going from the
lowest-order map coefficients to the highest-order ones in an efficient search tree, therefore con-
veniently using the PTC map inside Python, where we also generated the particles and did the
remaining analysis.
Fig. 5.4 shows the longitudinal phase space of a particle distribution generated for the SPS in
this way, by using 6th order normal form. The edges of the separatrix can hereby be regained to a
certain level. If the edges are not taken into account, the beam will tend to filament longitudinally
with twice the synchrotron frequency, while simultaneously affecting the horizontal beam size due
to the presence of dispersion terms, as it was discussed for the PS case in Fig. 5.1. Fortunately,
these oscillations are damped due to decoherence within the first couple of synchrotron periods.
5.4 Appendix
We will derive the steps from Eq. (5.4) to (5.5). First we show a small lemma.
Lemma 5.4.1. Denote by J∗0 the Bessel-function of the first kind, which is extended to negative








where F(f)(y) := 1√2π
∫︁∞
∞ f(x)e−iyxdx denotes the Fourier-transform of a function f and ξD the
characteristic function of a domain D.























































Since the right-hand side can be extended, and is identical, for x < 0, the claim follows.
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Denote by F the Fourier-transform, ξD the characteristic function of a domain D and by J∗0 the
Bessel-function of the first kind, which is extended to negative values via x ↦→ J0(|x|). If we now


















J0 (α|ω|) . (5.14)





J0 (akCik|ω|) , (5.15)
where Cik :=
√︂





In this chapter we present and discuss the main results of the simulations of all codes regarding
the integer experiments. We begin with a description of how we set up the codes.1
6.1.1 Lattice preparations
Before we began our simulations, some additional adjustments to the lattices had to be done for
both machines. As already mentioned in Chapter 3, due to PyOrbit requirements we had to replace
all cavities by a single generic cavity. Furthermore in the PS case we had to remove the poleface
windings as they were switched off in the experiment. After the experiments were performed, it
turned out that the removal of the poleface windings had a rather dramatic effect on the horizontal
beta-function and the dispersion, as shown in Fig. 3.5. This caused MAD-X to quit during the
process of the space charge optics generation, much earlier than expected: even at our nominal
working point (!).
Nonetheless, this removal was recommended in order to avoid the not well-known higher-order
components in the poleface windings. These higher-order components may change every time we
set a different current in order to change the tune [Ste18; Hus16].
Furthermore, we modeled the closed-orbit in the lattice by means of small dipole kick errors.
These adjustments were done for both machines at the nominal working points and shown in Fig.
6.1. These kick corrections were obtained in MAD-X by utilizing a Singular Value Decomposition
(SVD) optimization routine and additional custom scripts.
Note that this procedure requires the start distributions to be generated around the new closed-
orbits in order to avoid artificial initial emittance blow-up due to filamentation effects. We have
therefore placed all optics matching scripts after the kick corrections were set. Hereby we used
always the same kicker correction file, independent on the tune. A check for the situation at other
working points revealed that we are still in a satisfying agreement, see Fig. 6.2.
In order to overcome the early exit of the MAD-X SC module at our working points, we first
determined the field strengths for the quadrupoles to ramp the bare tune without space charge to
those values observed in the experiment. In this way we generated the tune-ramp tables. After
generation of these ramp-tables, we created the space charge optics at a tune of Qx = 6.140 (the
Qy-tune was kept). The tracking script was then initiated with the respective optics, together with
the previously determined ramp-tables, and inside the TRACK loops the proper quadrupole field
strengths were set. The command twiss was not called afterwards. Thus we were not able to
run MAD-X in full adaptive mode where the optics is recomputed by a twiss. Therefore in the
1They are listed in the beginning of Chapter 3.
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Figure 6.1: Closed-orbit modeled in the MAD-X lattice at the nominal working
points. Top: PS case at Qx = 6.118 in horizontal (right) and vertical (left)
direction. The script found a slightly better solution in vertical direction than in
horizontal. Bottom: The SPS case at the working point Qx = 20.144.
MAD-X adaptive mode presented in this chapter, only the emittances based on the actual action
occupations are recomputed turn-by-turn.
6.1.2 Distribution matching
According to the results of Chapter 3, Subs. 3.4.1, we have chosen grid sizes of 64 × 64 × 30 in the
slice-by-slice model and 64 × 64 in the 2.5D case with a longitudinal binning of 20 slots. It was
found that around 105 macroparticles in these setups gave good results in regards of convergence.
For the MAD-X cases we had to make a compromise between better statistics and speed (and also
disk usage), so we have chosen 4000 macroparticles.
As discussed in Chapters 4 and 5, and indicated in Chapter 3, Fig. 3.18, it was difficult to find a
suitable initial distribution in the codes which remains stable under the effect of space charge and
– in particular in the PS case – also stable under the effect of the dispersive part coming from the
vicinity of the integer resonance. For the PIC codes we had to vary the three emittances as well
as the initial shape of the profiles during the particle generation process. The profiles were mostly
Gaussian, but also non-Gaussian with respect to some directions.
The analytic codes MAD-X frozen, adaptive and PyOrbit analytical have additional ’degrees of
freedom’: In these cases one also has to set initial values for the two emittances related to the
transverse components and the energy-spread. In the MAD-X case this has to be done already at
the stage when the space charge optics is generated, as described in Chapter 3. In the MAD-X
adaptive mode the emittances have to be defined at least in the beginning.
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Figure 6.2: Closed-orbit in the PS and the SPS, now at Qx = 6.053 (top) and
Qx = 20.036 (bottom), closer to the integer in comparison to Fig. 6.1, but using the
same quadrupole error strength table.
There are some constrains in choosing the model emittance values, since the space charge tune-
shift is derived from those values, so we have chosen to insert the initial emittances determined
from a lattice without space charge. The general problem with this freedom is that it does not
naturally lead to a self-consistent model, which we require at least for the start situation: The
Bassetti-Erskine space charge elements inside the lattice, which require initial emittance values,
are changing the optics once again, but the observed beam size and energy-spread values of the
distribution during the tracking process should stabilize near the same values as they were origi-
nally observed.
In summary, the three emittances used to generate the macroparticle distributions had to be ad-
justed in an iterative fashion for all six tracking codes by hand in rather time consuming tracking
tests each over at least one synchrotron period. Hereby, the pronounced coupling between the
horizontal and longitudinal motion due to dispersion present in the PS prevented us to adjust the
two emittances ϵx and ϵz independently.
Instead of focusing on the emittances, which depend on the underlying optics model (e.g. with
our without a space charge model, higher orders, etc.), and on the shape of the measured pro-
files, we have primarily used the three measured beam profiles as a reference, taken at the two
transverse wirescanners and the wall current monitor. To obtain initial values, we generated the
distributions in Floquet-space and mapped them by the linear normal form of the bare lattices to
the locations of the scanners for comparison. An example of this procedure was shown in Chapter 5.
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Note that at this early generation stage it is not possible to use a normal map determined from
a covariance matrix (see Ref. [Tit19]) under the influence of space charge, because these maps
already require a stabilized distribution.
In Figs. 6.38 to 6.44 and 6.45 to 6.49, Appendix 6.4, the outcome of the above iterative pro-
cedures for all codes and both machines at the nominal working points are shown. For the next
discussion of the two machines, we split the discussion into two parts, as both machines will behave
differently. Hereby we will focus our main attention to the PS case, where we also describe our
methods in detail. Later on we apply these methods to the SPS case, where we will report the
outcome of the same analysis.
6.1.3 Space charge and linear optics
We emphasize that emittance in the context of our simulations is not a phase space volume. Here it
is the outcome of a linear consideration and, furthermore, based on the finite number of particles.
Therefore it is a model-dependent indication of how the single-particle phase space volume may
change under the influence of non-linear effects and particle interactions. In the following we will
present two different methods to compute the emittance. Both methods are discussed in detail in
Ref. [Tit19].
The first method is a conventional approach by using the linear normal form from the underlying
bare lattice. In principle this method corresponds to the standard way of using the Courant-Snyder
optics functions and the dispersion of the bare lattice, but, moreover, includes all linear coupling
terms of the bare lattice. Although the emittances computed in this way will remain stable if the
tune is changing (as we shall see below), the normal form is computed from the bare lattice and
therefore can not take into account any additional effect which is not included in the lattice. In
particular the method can not take into account a possible tune-dependent space-charge-induced
change in the dispersion. In this case the emittances of this method will in general be changing.
The second method computes the symplectic spectra of the covariance matrices under the as-
sumption of a linear effective optics and a stabilized distribution with respect to this optics. This
method therefore includes contributions from all sources, including space charge. As we shall see,
this second method is more adequate in our case, although it too relies on the assumption of an
underlying linear model, which is of course only an approximation.
The emittances of both methods are invariant in a linear scenario where only the tune is changing
and the underlying optics parameters remain constant: Assume that we are changing the tunes of
a given one-turn map from φk1 to φk2, k = 1, 2, 3, where the new tunes are also mutually distin-
guishable, and G is a matched distribution of M1. By the initial assumption, the respective linear
one-turn maps M1 and M2 can be written, according to Thm. II.3, [Tit19] (and Thm. II.7 ibid.
in the case of the second method), as Mi = SRiS−1, i = 1, 2, where S denotes the mutual linear
map from Floquet-space and Ri are block-diagonal matrices containing the old and new tunes.
According to Thm. II.5 ibid., we can write G = SD1Str with respect to M1, where D1 is the
diagonal matrix containing the emittances of G. Then by Lemma VI.8 ibid.,
M2GM
tr
2 = SR2S−1SD1StrS−trRtr2 Str = SD1Str = G,
so G is also conserved under the new map M2 and again by Thm. II.5 ibid, it must hold G = SD2Str
with respect to M2. It follows D1 = D2. The interesting part in this calculation is that in the
case of the second method it holds for the linear part of any optics, in particular in a space-charge
distorted optics. Therefore, if we see a change in the emittance evolution computed by the second
6.2. PS integer experiment 157
method, then there must be a non-trivial change in the effective normal form S, outside of the
discussed freedom in conclusion II.11, [Tit19].
The importance of the linear part of the space charge force is outlined in e.g. [Sac71; VKR98]. Even
without any knowledge on the effective space charge force field, one can find properties regarding
the incoherent and coherent motion.
In particular, the beam center is not expected to see any direct space charge effects and, fur-
thermore, the motion of an individual particle relative to the beam center does not see any dipole
errors from the underlying lattice. This can be made plausible by the following argument, outlined
in Ref. [Baa98]: For a particle i with coordinate xi let
x′′i + κxxi =
N∑︂
j=1
FSCx,ij + Fx,ext. (6.1)
be the equation of motion, where FSCx,ij denotes the x-component of the force of particle j on particle
i, Fx,ext. additional external forces and the prime the derivative with respect to s.2 By Newton’s
third law, averaging over the particles i yield:
x̄′′ + κxx̄ = F̄ x,ext., (6.2)
and the relative motion of the particle coordinate xi with respect to the beam center is given by
the difference equation
(xi − x̄)′′ + κx(xi − x̄) =
N∑︂
j=1
FSCx,ij + (Fx,ext. − F̄ x,ext.). (6.3)
In the case that the external force does not contain any higher-order driving term (i.e. is only s-
dependent, as in the case of a localized dipole kick), the expression containing the external forces on
the right-hand side of Eq. (6.3) vanish and only the pure space charge force remains. Furthermore,
if the particle in question resides near the center of the beam, the space charge force is in good
approximation linear3 and relative to the center: ∑︁j FSCx,ij ≈ kx(xi − x̄). In this case, Eq. (6.3) goes
over in
(xi − x̄)′′ + (κx − kx)(xi − x̄) = 0. (6.4)
In a simple model with constant focusing κx, the space-charge constant kx induces a tune-shift of
the particle motion relative to the beam center. This shifted tune is called the incoherent tune, as
it concerns the motion of the individual particle (notice the similarity to the model discussed in
paragraph 1.3.2, here, however, relative to the non-stationary beam center x̄). Eq. (6.4) or, more
generally, Eq. (6.3) does not contain any external zero-order driving term, so if there are no other
driving terms for the integer resonance (and if there is no parametrically driven resonance), the
incoherent tune can be integer without any consequences. The individual tunes can be extracted
by means of frequency analysis tools, which can remove the motion of the center x̄ from xi. The
same reasoning can be applied to the other coordinates.










Table 6.1: Tune-ramp goals set in the PS simulations. The Qy tunes are hold
constant.
6.2 PS integer experiment
6.2.1 Emittance evolution
The PS simulations were set up over a period of 15 · 103 turns, where the ramp towards the tune-
goal spans a period of 12 · 103 turns, starting at turn 1000. This period of time corresponds to the
settings in the experiment in which the ramp took place within around 2.75 ms. The tune-goals
were set as bare lattice tunes according to Tab. 6.1 and close to the ones measured at the BPMs.
The ramp tables were generated for both codes according to their respective input format.
A check that we are ramping in an adiabatic fashion is depicted in Fig. 6.3, were the beam
size evolution is compared between ramps within 5 ·103 and 12 ·103 turns4, so that we can conclude
that this condition is fulfilled.
Figure 6.3: Beam size evolution in the PS towards the Qx = 6.053 working point
within the two different turn frames 1000 → 13000 and 5000 → 10000. The dashed
horizontal lines indicate the measurement and their spread. This issue will be
discussed in Subs. 6.2.2.
A comparison of the two emittance calculation methods, which we mentioned in Subs. 6.1.3, is
shown in Figs. 6.4 and 6.5 for the ramp from the nominal tune at Qx = 6.118 towards Qx = 6.053
2The necessary constants between the time and the s-coordinate are neglected here.
3See also the discussion in Chapter 1 regarding the space charge kicks in MAD-X and the discussion in Chapter
3, Subs. 3.2.2 concerning the transverse kick differences after passage through a single PIC node.
4The larger time span corresponds to the settings in the experiment.
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for all codes. From the emittance evolutions in these figures we can make a first observation that
Figure 6.4: x-emittance evolution of all space charge codes by using linear normal
form for tunes ramping from Qx = 6.118 to Qx = 6.053 in the PS (method 1). The
black vertical dashed lines indicate the tune-ramp start and stop at turns 1000 and
13000 respectively. Not all emittances start at the same value, because they were
found after a preliminary matching procedure in which the beam stabilized in the
respective space charge optics of the model. In addition there is a small spread
coming from the random generator. The normal form maps were hereby computed
turn-by-turn along the ramp to ensure correct application of the method and the
inclusion of the change in the dispersion of the bare lattice.
Figure 6.5: Emittances computed from the symplectic spectra of the covariance
matrices, in which the linear part of a tune-dependent space-charge-induced
dispersion change is recognized (method 2). In contrast to the result in Fig. 6.4, the
two PIC codes are now nearly flat, while the codes based on the Bassetti-Erskine
model are still growing.
the analytical PyOrbit model and the MAD-X codes generally predict a much stronger emittance
blow-up than the PIC codes. This emittance blow-up is in parts irreversible, as shown in the re-
spective de-ramp plots in Figs. 6.6 and 6.7.
We remark that a conserved emittance in a scenario of linear space charge with dispersion is
in agreement to the established model in Ref. [VKR98]. Only the two PIC codes in Figs. 6.5 and
6.7 and – expectedly – the no-space charge case are satisfying this condition fairly well, while the
codes based on a Bassetti-Erskine model do not. This implies, by the considerations done in Subs.
6.1.3, that the effective optics in these codes is changing significantly if approaching the integer
and must be induced from non-linear contributions of the space charge optics. From the figures
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Figure 6.6: Emittances computed by method 1 for the de-ramp situation from
Qx = 6.053 to Qx = 6.118.
Figure 6.7: Emittances computed by method 2 for the same de-ramp as in Fig.
6.6.
it is apparent that it also comes in parts from reversible processes and in parts from irreversible
processes. Due to its recognition of space charge, we will consider the emittances computed by the
second method for the remaining part of this chapter, unless otherwise stated.
Fig. 6.8 shows the result of ramping towards the integer and back again in the case without
space charge, in order to display the magnitude of non-linear effects of the bare lattice. We see
from the figure that at the bare working points the effect of these non-linearities on the otherwise
conserved emittances is relatively small. As these non-linearities are distortions in the Poincaré
section and can therefore depend on the position in the ring, we remark that our calculations are
with respect to the lattice start, unless we explicitly say otherwise. Similarly, the effect of non-linear
contributions of the space charge optics is visible in the two PIC cases (yellow and black) in Figs.
6.5 and 6.7 in form of the small increase and partially decrease in the emittance.
The remaining emittance offsets for the PIC codes after the de-ramp to the nominal working
point can only come from non-reversible effects. These effects are caused by an interplay between
particle interactions and the chaotic regimes near the integer resonance. Qualitatively speaking,
the relation between the probability that particles are kicked into chaotic regions and the converse
probability, that they are kicked back into non-chaotic regions, is changing the closer we get to the
integer resonance. Whenever a particle is residing in a chaotic region, the finite numeric resolution,
together with its frequently updated interaction with the other particles, is generating emittance
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Figure 6.8: Effect of non-linearities on the emittance calculation during ramp and
de-ramp for the no-space charge reference scenario. In a perfectly linear situation,
the emittances are conserved as discussed in the text. The reversible effect can
therefore be explained by small non-linearities in the Poincaré section, which start
to appear in the vicinity of the integer and disappear again if moving the tune back.
These non-linearities affect the beam shape which is then causing a non-linear
change in the entries of the underlying centralized covariance matrix of the
distribution. The emittances shown here correspond to the green curves in Fig. 6.5
and 6.7.
growth. In addition, the code may be non-symplectic on its own, which can produce an additional
contribution to this growth, see Chapter 3 for a discussion.
In this regard Fig. 6.9 shows the situation without any tune ramp. We observe a small increase in
the horizontal emittance, which is erratic and seems to be of irreversible nature. The difference in
comparison to the vertical direction is likely due to the proximity to the integer resonance, which
is already present to some extend at the nominal working point.
As already stated, the codes based on the Bassetti-Erskine model show a significantly larger irre-
versible emittance increase if approaching the integer resonance. The different performance of the
analytical MAD-X codes (frozen and adaptive) in comparison to the PyOrbit analytical code is
likely caused by the effort done prior to the tracking to obtain a more self-consistent space charge
optics, see Chapter 3: Instead of using the beta-functions and the dispersion of the bare lattice, as
it is the case in PyOrbit analytical, the MAD-X space charge nodes are using the optics functions
in a more self-consistent manner, i.e. recognizing their own contribution.
The qualitative differences between PyOrbit analytic and the PIC codes can not be explained
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Figure 6.9: Emittance growth and noise related to the transverse Floquet-planes
for all codes over the entire ramp period at the nominal working point Qx = 6.118.
The start distributions are identical to those of Fig. 6.5
entirely by irreversible processes: In the analytical PyOrbit code, a larger part of the emittance is
again decreasing in the de-ramp in Fig. 6.7. This effect has to come from the different modeling of
space charge and its effect on the beam moments.
An example of the differences between stable space charge force fields of the analytical and the
slice-by-slice model are shown in Fig. 6.10. Although these pictures are taken at an individual
node, they represent typical space charge kick actions which are applied on stabilized distributions
in the simulation near the integer. We see how the more self-consistent slice-by-slice model pro-
duces a more linear space charge force field. This observation is supported by the previous finding,
where the emittances were not increasing as strong as in the analytical case if the force remains
linear (Fig. 6.5).
6.2.2 Beam size
By our lattice modifications we were also able to display the predicted beam size evolution for all
codes at the location of the wirescanners for the same ramp situation as considered in Figs. 6.5 and
6.7. To our surprise the experimental values were in very good agreement with the case without
space charge, which is shown in Fig. 6.11. This subsection is therefore dedicated to an examination
of this result. Because this result was the same for every other working point, as depicted in Fig.
6.12, we will focus on the Qx = 6.053 case.
In a first step, we computed the change in the dispersion seen by the individual particles from
the linear part of the effective space charge optics. This can be done under the assumption of a
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Figure 6.10: Example of a space charge node kick action in the analytical code
(left) and the slice-by-slice code (right) at Qx = 6.053 (at the same position in the
lattice). Shown are the central particles of the bunch with respect to the
longitudinal beam position. The distributions belong to stabilized distributions at
this working point. The figure indicates a different behavior between the codes after
the tune-ramp towards the integer.
Figure 6.11: Beam size evolution in the PS simulations for the ramp to
Qx = 6.053 (top) and back to the nominal working point (bottom) in the situation
of Figs. 6.5 and 6.7 at the location of the horizontal wire-scanner H.65. The black
horizontal dashed lines indicate the measurement results (central line) and their
error spread (top and bottom lines) at the nominal working point before the ramp
and at the integer.
matched distribution using the centralized covariance matrices, discussed in e.g. [Tit19]. At the
location of the horizontal wire-scanner H.65 this yields a dispersion evolution depicted in Fig. 6.13.
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Figure 6.12: Final beam sizes at the end of the tune-ramps for all working points.
We have hereby averaged over the last 800 turns. The plain tracking case is in good
agreement to the experiment. The dips at the working point Qx = 6.043 closest to
the integer are caused by losses.
From this figure it is apparent that the additional contribution from the space charge nodes is
tune-dependent, increases if approaching the integer and decreases after moving back again. The
dispersion and beta-values at the start and at the end of the tune-ramp for the various codes are
given in Tab. 6.2.
Code Dx[6.118][m] Dx[6.053][m] βx[6.118][m] βx[6.053][m]
no-sc 5.361 7.761 15.525 11.542
2.5D 6.079 10.541 8.226 10.173
sbs 5.975 10.505 14.008 10.202
analytical 6.017 10.888 8.439 10.859
frozen 6.320 9.911 13.456 10.948
adaptive 6.207 10.509 13.702 10.730
Table 6.2: Statistical dispersion and beta-function (see e.g. [Tit19], Subs. II.C) at
the nominal working point and at the end of the ramp towards Qx = 6.053 for
various space charge codes, at the location of the horizontal wirescanner 65.H. Note
that for the analytical and the 2.5D code the βx-values are fluctuating at the start
of the simulation, as visible in Fig. 6.14.
Near the integer resonance the largest contribution to the beam size apparently comes from such
dispersive contributions: For example, if we assume a given energy-spread (δp/p0)rms, then we can
– in a first step – compute the emittances ϵx from the observed beam sizes at the nominal working
point Qx = 6.118 by inserting the dispersion and beta-function values, which were extracted from
simulations shown in Figs. 6.13 and 6.14. In a second step, we can then compute the beam sizes
at the point Qx = 6.053 with the approximation that these emittances are unchanged, and using
again the dispersion values shown in Fig. 6.13.
This will yield in fairly good agreement the simulated beam sizes of Fig. 6.11 with certain contri-
butions coming from the betatron part and the dispersive part, summarized in Tab. 6.3. The beam
sizes σx at the working point Qx = 6.053 were thus computed under the assumption of a constant
energy-spread of (δp/p0)rms = 8.519 · 10−4 and constant emittances ϵx, by using the optics from
the tracking data. Note that in the estimate of Tab. 6.3, the emittances were computed by using
the basic formula σ2x = βxϵx +D2x(δp/p0)2.
6.2. PS integer experiment 165
The numbers in Tab. 6.3 should provide sufficient evidence that the main source of the beam
size increase near the integer resonance is the dispersion. If we would have used the emittances
determined near the integer resonance, this will qualitatively not make much difference to the fact
that the dispersion plays the dominant role: For example in the analytical case, if using an emit-
tance of ϵx = 2 · 10−6, we would get σx = 9.683 · 10−3 m and a breakdown of this value (squared)
between the betatron part and the dispersion part of around 23.16% + 76.84% at Qx = 6.053.
Even if we include an error of 1m in the dispersion, which is in the range of what we measured
on the beam centroid, the issue of a discrepancy between simulation and experiment remains. For
example, in the slice-by-slice case we would arrive, using such an error, at a beam size σx of around
σx ∼= 8.187 · 10−3 m, which is still significantly away from the measurement, and a breakdown of
18.1% to 81.9%.
Code ϵx[m] σx[6.053][m] [βxϵx +D2x(δp/p0)2rms]%
no-sc 9.154 × 10−7 6.868 × 10−3 22.40%+77.60%
2.5D 1.121 × 10−6 8.885 × 10−3 14.45%+85.55%
sbs 7.125 × 10−7 8.622 × 10−3 9.78%+90.22%
analytical 1.146 × 10−6 9.192 × 10−3 14.73%+85.27%
frozen 5.505 × 10−7 8.107 × 10−3 9.17%+90.83%
adaptive 6.034 × 10−7 8.578 × 10−3 8.80%+91.20%
Table 6.3: Breakdown of beam size calculations near the integer resonance in the
simulations, at the location of the horizontal wirescanner H.65.
The situation at the nominal working point and at the working point Qx = 6.053 after the tune-
ramp are displayed along the entire ring in Figs. 6.15 and 6.16 for the beam-sizes and the dispersion,
respectively.
We have examined the situation for the analytical and the slice-by-slice code in more detail. As
already observed, near the integer the distribution in both codes are stabilizing into rather different
shapes. While in the analytical code the particles are stabilizing in the outer regions of the non-
linear space charge force field, the slice-by-slice particles are spread over a larger and more linear
region, while also maintaining a significant population in the central region, see Fig. 6.10.
In all considered space charge codes, space charge kicks are applied at fixed positions in the ring.
In order to obtain an estimate of the ’first-order’ or ’average’ kick strengths of these nodes for
particles having an energy-offset in the order of δrms := (δp/p0)rms, we determined the rms value
of the positive and negative parts of the space charge kicks for every node, as shown exemplary in
Fig. 6.17. Hereby we considered those particles near ±δrms, within regions of ±4.7 · 10−5. These
σx,av.[6.118][m] σx,av.[6.053][m]
2p5d 4.785 × 10−3 9.969 × 10−3
analytical 4.779 × 10−3 1.248 × 10−2
sbs 5.012 × 10−3 9.562 × 10−3
nosc 4.849 × 10−3 6.509 × 10−3
model 4.860 × 10−3 6.288 × 10−3
Table 6.4: Average beam sizes along the ring for the two working points of Fig.
6.16.
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Figure 6.13: Dispersion evolution in the PS simulations for the ramp to
Qx = 6.053 (top) and back to the nominal working point (bottom) at the location of
the horizontal wirescanner H.65. The cyan horizontal lines show the result of a
MAD-X twiss command without space charge. As expected, the twiss values agree
fairly well with the no-sc case. Since we have adjusted the initial distributions of all
codes according to the measurements at the wirescanners until we reached stable
solutions, and the space charge nodes in these codes are changing the optics, also in
the beginning there is an offset relative to the no-sc case.
positive and negative parts do not differ too much around the ring (the differences were found to be
in the order of 10%). Computing the averages of both kick-values provides us with kick strengths
along the ring which are depicted in Fig. 6.18 (we had 869 space charge nodes overall). From
this figure we make the observation that space charge is apparently not smoothly treated in the
simulations.
We will now outline an explanation of the differences to the experimental beam sizes. Since we
are dealing with a complex simulation scenario, we have undertaken careful investigations to find
reasons in the code or the setup which might explain the differences, but so far did not found any
other alternative explanation. Nonetheless we emphasize that what will now follow is a possible
explanation which certainly require further investigations. However, it might explain i) why the
beam sizes are going back towards near their original values ii) why this phenomenon is not ob-
served in the SPS (see later) and iii) why it is present in all considered space charge codes. We
begin with an examination of the PyOrbit analytical space charge model.
As described in Chapter 3, the PyOrbit analytical code takes a lattice as the underlying track-
ing model and, on top of this lattice, space charge nodes are inserted at specific locations. In order
to compute the local space charge force in the machine, these space charge nodes hereby take the
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Figure 6.14: Evolution of the horizontal beta-function in the PS simulations
belonging to Fig. 6.13 for the ramp to Qx = 6.053 (top) and de-ramp (bottom) at
the location of the horizontal wirescanner H.65. The analytical and the 2.5D code
show an erratic behavior at the beginning of the simulation.
position-dependent optics functions (in this case: the beta-function and the dispersion) of the bare
lattice as reference: They enter the space charge kick maps via the local beam size, together with
the given (and fixed) emittances and the energy-spread.
For the moment we shall assume that the design orbit of the bare lattice resides transversely
at zero, causing the analytical model to assume that the beam center resides at zero, and hence the
space charge kicks are computed relative to zero. Furthermore that, besides of the space charge
nodes, there are no additional sources of errors in the original bare lattice. Since the space charge
field is stable (frozen here, or stable in the sense of the adiabatic tune-ramping) and the space
charge nodes are always at fixed positions in the ring, tracking with such space charge nodes there-
fore corresponds to tracking particles in a lattice with certain error sources, given by the multipole
components of these nodes.
By examination of the stable space charge force fields of these nodes (or alternatively from the
formula of Bassetti and Erskine) in Fig. 6.10, these error sources should be of quadrupole type
near their center and of other orders in those regions where the shape of the force field is not linear
anymore and where it finally goes over into zero. As indicated in the figure, many macroparticles
can in fact reside in these non-linear force-field regions.
In the course of the tracking, the particles will thus experience certain error sources, which are
induced by the stable space charge potentials, and which will not change in repetitive revolutions
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Figure 6.15: Beam sizes along the PS ring at the nominal working point (top) and
at the working point Qx = 6.053 near the integer (bottom), after the ramp stopped,
for all PyOrbit simulations. The average values along the ring belonging to these
curves are provided in Tab. 6.4. The black vertical lines denote the position of the
horizontal wirescanner 65.H in the lattice. Since we have set up all simulations so
that their matched horizontal profiles are in agreement with the measured
horizontal profile at the nominal working point, the curves in the top plot are all in
agreement at this position. We observe a significant beam size increase for the
various space charge codes in those regions where the dispersion (squared) is largest
(see Fig. 6.16, bottom).
by definition of stability. From Fig. 6.10 (and by the nature of space charge), these space charge er-
ror sources are primarily of antisymmetric shape relative to the beam center. Because space charge
is a repulsive action, the off-center components will hereby kick any off-center particle further away
from the beam center.
To continue our examination of the behavior of these errors we make (temporarily) one additional
simplification: Namely, that the energy change is slow in comparison to the transverse motion, so
that within a certain range of turns the energy offset of the individual particle can be considered
as constant. Particles having an energy-offset, and therefore moving around its non-zero dispersive
orbit, will thus see steady space charge kicks similar to what is shown in Fig. 6.17.
If we consider a fixed space charge node at a positive dispersion value, then particles with a
positive energy offset relative to the beam center will experience on average the main bulk of the
space charge field in form of its dipole-component, primarily kicking outwards, while particles with
a negative energy offset – and hence on an orbit which is on average smaller than the beam center
– will experience a similar kick, but now in a direction primarily inside, towards the ring center
(and away from the beam center). It will depend on the energy offset of the individual particle and
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Figure 6.16: Dispersion along the PS ring belonging to the same cases as in Fig.
6.15. The no-sc case and the bare model are literally on top of each other, while all
cases with space charge show a similar amplitude offset, which increases if
approaching the integer. The average dispersion values along the ring belonging to
these curves are provided in Tab. 6.5.
also on its phase of how it will be affected by these fields, see Fig. 6.17.
Because the errors in the off-center region, of which we are interested in, are suppressed near
the beam center (where the space charge force goes through zero), we have to consider primarily
those particles which have an additional non-zero dispersive closed-orbit, given by a suitable energy
offset relative to the beam.
Any quadrupole gradient error will shift the tune of the individual particle motion, while the
errors induced by the energy-dependent dipole-components will lead to a tune-dependent change in
its dispersive offset, if the original dispersive offset (i.e. without space charge nodes) of the particle
would go through these regions. Let us assume that the motion of the particle in such a scenario
can be approximated – with the energy-offset δ as additional parameter – by the inhomogeneous
Hill equation
x′′ +K(s)x = F (s, δ). (6.5)
The term K expresses the effective focusing of the lattice, giving rise to a tune Q. We want
to distinguish two components of F . The first component G̃ describes the contribution of the
unperturbed lattice. The second component G constitute the errors coming from the space charge
nodes, so we have F = G̃+G. Overall, the general solution x of Eq. (6.5) is the sum of the general
solution xβ of the homogeneous equation and a particular solution xF for the inhomogeneous
equation. As the inhomogeneous term F splits into the two previously mentioned components,
by linearity of Eq. (6.5) so does the particular solution xF = xG̃ + xe. The first component xG̃,







Table 6.5: Average values of the dispersion along the ring for the two working
points of Fig. 6.16.
Figure 6.17: Average kick strengths (red) for particles near ±δrms for both space
charge codes at Qx = 6.053. Top: analytical code, bottom: slice-by-slice code. Left:
particles within δrms ± 4.7 · 10−5, right: particles within −δrms ± 4.7 · 10−5. The
dispersion values shown are those at the position of the space charge node of Fig.
6.10 and belong to the respective optics with space charge, see Fig. 6.16. The kick
strengths are hereby determined from the (non-centralized) rms values of the
particles within the central z-slices, indicated by the black vertical lines. The
different colors, which indicate the x-values, correspond to the different shapes of
the matched analytical and slice-by-slice distributions near the integer, see Fig. 6.10.
belonging to G̃, is related to the usual dispersion Dx of the bare lattice: xG̃ = Dxδ. The second
component xe is the part of which we are interested in. So xe will have to satisfy the following
equation
x′′e +K(s)xe = G(s, δ). (6.6)
Hereby we expect an additional δ-dependency in the driving term G, because – as discussed –
the kicks from the dipole-components are off-center, energy-offset-dependent and antisymmetric in
nature. By a Floquet-transformation we will now remove the s-dependent term K in front of xe.
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Figure 6.18: Slopes of the averaged space charge kicks, applied to the particles at
the space charge nodes around the PS. The kick strengths were determined by
choosing particles having energy offsets near ±δrms, according to Fig. 6.17, from the
matched distributions at Qx = 6.053. Several spikes are visible in both the analytical
code (top) and in the slice-by-slice code (bottom). Both graphs belong to different
distributions which were ramped towards the integer using the two codes. The black








By periodicity of the machine it holds φ(s+nC) = φ(s) + 2πn, where C denotes the circumference
and n ∈ Z.
Since the integration is performed over a smooth positive function, Eq. (6.7) can be inverted
to express s in dependency of φ. In particular, all expressions in Eq. (6.6) can be understood as
depending on φ. By the above relation, an increase of φ by 2π corresponds to an increase of s by
C and so all optics functions are periodic in φ with period 2π.
For convenience we will drop the parameter δ in the next lines. Set η(φ) := xe(φ)/
√︁
β(φ). By
making repeated use of ds/dφ = Qβ we arrive at
d2η
dφ2
+Q2η = Q2β3/2G. (6.8)
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where the integration goes around the origin in the complex plane. The δ-dependent coefficients
Gk ∈ C are called integer stopband integrals [Lee12]. Inserting the expressions (6.9a) and (6.9b)
into Eq. (6.8) and comparing coefficients yields
ηk =
Q2Gk
Q2 − k2 , (6.11)






Q2 − k2 e
ikφ(s). (6.12)
Now consider an expansion of G in terms of δ: G(s, δ) =: ∑︁Kj=1 g̃j(s)δj . Hereby we have used the
fact that for δ = 0 the dispersive orbit will be zero and hence no resulting space charge kick is
applied.5 Inserting this expansion into Eq. (6.10) yields Gk(δ) =:
∑︁K
j=1 gkjδ








Q2 − k2 e
ikφ(s) (6.13)
that ∆D1(s) = ∂xe(s)/∂δ|δ=0, i.e. ∆D1 corresponds to the dispersion of a periodic lattice contain-
ing the space charge energy-dependent dipole-components. This term, together with the higher-
order terms, is a candidate to describe the gap between the dispersion of the bare lattice and what
we see in the simulations, as we shall see in a moment.
To obtain an estimate for the effect of the space charge kicks, we consider the first-order con-
tribution of the above series on a matched distribution of particles. This means that at a given
position s, let xi = xi,β + Dxδi + ∆D1δi be the position of particle i, where the betatron motion
xi,β contains a particle-dependent phase-offset and an amplitude, while the dispersion terms are
dependent on the individual energy offset δi. The betatron motion and the dispersive motion are
two independent contributions to the solution of the underlying inhomogenous Hill-equations, and
thus are uncorrelated:
⟨x2⟩ = ⟨x2β⟩ + (Dx + ∆D1)2⟨δ2⟩. (6.14)
In order to make use of Eq. (6.13) in Eq. (6.14), we also have to include the signs of the individual
space-charge kicks applied around the machine on a particle having a dispersive orbit with respect
to a given energy-offset. For our numeric estimations we will assume that these signs coincide with
those of the bare dispersion values. Taking this consideration into account, while using the kick
strenghts of Fig. 6.18 in Eq. (6.10), Fig. 6.22 show the outcome of our estimations.
We remark that, due to the contribution of the space charge nodes, the individual tunes exhibit a
certain spread. This spread can be determined by a frequency-analysis tool. In Figs. 6.19, 6.20
and 6.21 we show examples of the outcome of such a tune analysis far and near the integer. From
these frequency maps we see that the macroparticles begin to line up mainly in two narrow bands
near the integer once the bare tune is moved to Qx = 6.053. It turned out that at Qx = 6.053 in
the analytical case 93.6% of all selected macroparticles have tunes close to the integer, while in the
slice-by-slice case these are 47.8%.
5This expansion can be motivated by inserting the dispersive offset Dxδ into the space charge force. In fact, G
should be antisymmetric with respect to δ, because space charge is antisymmetric with respect to x = Dxδ.
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In Fig. 6.22 we were using emittances of ϵx = 1 · 10−6m and ϵx = 2 · 10−6m for the slice-by-
slice and the analytical code respectively, which correspond to those values found at Qx = 6.053.
The order of magnitude of the effect on the dispersion and the beam size seems to be in fairly good
agreement with those found in the simulation, shown for the Qx = 6.053 cases in Figs. 6.15 and
6.16, although we made heavy use of linear approximations.
Figure 6.19: Result of an analysis by SUSSIX to determine the main frequency of
every particle, for the analytical code at the nominal working point Qx = 6.118
(left) and at the working point Qx = 6.053 (right). Hereby we have selected 2000
random particles out of the total number 105 over a period of 1024 turns, and used
the linear normal form of the bare lattice prior to this analysis in order to improve
the data. We observe the population of two frequency bands if approaching the
resonance. The point of the predicted maximal incoherent tune shift is marked by
an orange point in the nominal case (left), while the bare tunes are indicated by the
black points. At the nominal working point we have also tracked an individual
particle with a small initial amplitude relative to zero, marked by a cyan dot. In the
calculation of the tune shift, as well as in the simulations, we have used a form
factor of f = 1.1289, which is discussed in Chapter 3.
We are now discussing in steps what may change if moving from this simplified model back to
the case of the simulations. Let us first discuss the effect of a cavity in this model. Clearly, the
previously mentioned dispersive orbits of the individual particles are no longer closed but, instead,
will start to slowly move according to the momentary energy-offset of the particle, from e.g. posi-
tive to negative values relative to the beam center in a periodic fashion. The particle motion itself
will oscillate around this moving reference offset with a shifting tune. Such a movement is depicted
in Fig. 6.23 (left) or, in the extreme case of a particle with small initial amplitude, in Fig. 6.24.
Because we are in a matched situation, a particle will roughly see a similar space charge kick
for varying δ and z values, as visible in Fig. 6.23 (right). Such a z-dependency can in principle
be included into the Ansatz. We have tested both variations and found no significant differences
between a pure δ-dependency and a z-action dependency. By taking into account that the syn-
chrotron oscillation takes place at much larger time scales than a typical revolution around the
ring, we expect that the momentary situation will be close to the energy-independent case.
From the tune-analysis of the two bands in Fig. 6.21 (right) we found that the macroparticles
in the right-hand band are residing mainly in the regions with larger δ-offset (positive as well as
negative), while those particles in the left-hand band reside mainly in the transition regions where
δ changes sign. However, this ’mirroring’ result of the tunes should be taken with care, as our
tune-analysis was performed over 1024 turns – which are not much longer than a full synchrotron
period of around 750 turns. It is therefore possible that this is an artifact of the relatively short
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Figure 6.20: Frequency analysis on the tracking data of the slice-by-slice code
(top) and the 2.5D code (bottom) with the same color code as in Fig. 6.19. While
there is almost no difference visible between the codes at the nominal working point,
at Qx = 6.053 there are more particles with tunes not on the two frequency bands in
the PIC cases than in the analytical case.
Figure 6.21: The left-hand plot shows the same situation as in Figs. 6.19 and 6.20
for the case Qx = 6.053, while the right-hand plot shows a close-up of the situation
around the integer. The particles near the integer were found in two narrow bands
at around Qx = 6 ± 0.00119, indicated by the cyan vertical lines.
turn span in combination with the non-linearities near the integer. For example, by looking at the
motion of a particle starting with a small initial amplitude (see Fig. 6.24), we see that this particle
can move from an eye-shaped region of phase space into another one as the energy is changing.
During the transit near δ = 0 the particle can follow a larger trajectory which essentially covers
both eyes in double time.
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Figure 6.22: Estimation of the magnitude of the change in dispersion (top) and
rms beam size (bottom) due to the errors induced by the energy-dependent
dipole-components in the space charge nodes. These errors were determined around
the ring for every space charge node according to Fig. 6.18. These results should be
compared with those from the simulation, depicted in Figs. 6.15 and 6.16.
To visualize how particles with an energy-offset are contributing the most to the observed in-
crease in beam size in the simulation, we have performed an ’endoscope’ on the beam near the
integer over a period of 75 turns (which corresponds to around 1/10 of the synchrotron period of
the PS). We have marked all particles which are outside of a certain x-value during that time. Then
we have tracked these particles over around one synchrotron period. Fig. 6.25 shows a snapshot
during this tracking process at turn 38, where the main bulk of the particles fulfill the condition.
As discussed, the maximal extend of the eye around which these outer particles are rotating is
determined not only by the bare lattice dispersion, but also by the contribution from the space
charge nodes.
In the previous considerations we have also assumed that the beam center resides at zero. This
was intended in order to disentangle the position of the beam center from the argumentation. We
will now drop this assumption. As initially described, we have included some kicker correctors in
the lattice to obtain a single-particle closed-orbit, similar to what is seen in the experiment. Due
to the effective changes in the optics by the space charge nodes, this single-particle closed-orbit is
not completely identical to the one by which the beam center of the macroparticles will stabilize.
This is shown in Fig. 6.26 where we see how different space charge codes lead to different stable
beam centers, while the same underlying bare optics is ramped adiabatically. Regardless where the
new center resides, by assumption of stability it has to be closed in good approximation. Due to
such changes there is often an unavoidable small initial mismatch, causing betatron oscillations of
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Figure 6.23: Left: Example of tracking a particle over 1024 turns in the analytical
model at Qx = 6.053, having an initial energy-offset. The situation is shown for the
lattice start and the space charge kicks of the first space charge node, applied to the
longitudinally central particles of a stable distribution, are superimposed (orange).
This node resides also at the lattice start. Over time, the particle moves from one
side of positive kick strength to the other side of negative strength, according to its
energy offset δ. Right: The same situation now with respect to the x-z-plane. The
space charge kick strengths for the stable distribution were linearly interpolated,
showing that over time this particle will experience roughly the same kick strengths
of the node (besides of the signum), even if δ and z are changing. The resulting
space charge force fields which are stabilizing near the resonance are generally found
to be distorted from those at the nominal working point.
(∆px)rms (∆px) (∆py)rms (∆py)
sbs 4.887 × 10−12 2.166 × 10−13 7.292 × 10−12 −5.881 × 10−14
analytical 4.250 × 10−8 7.728 × 10−9 4.452 × 10−10 −1.126 × 10−11
Table 6.6: Spread and mean of the centroid kicks depicted in Fig. 6.27 in
horizontal and vertical direction along the PS ring. The rms values of the horizontal
kicks in the analytical case are just one order of magnitude lower than the space
charge kicks on the individual particles.
the beam center.
It will depend on the code whether or not the space charge kicks are computed relative to the
beam center. In the analytical case kicks on the center due to space charge can be an additional
source of error: By analyzing the net-kick on the beam center around the machine at the space
charge nodes, we observe that in this code the net-kicks are around one magnitude smaller than
the space charge kick differences themselves, as shown in Fig. 6.27. Kicks on the beam center due
to direct space charge are unphysical, since they violate Newton’s third law.
For brevity let us call error sources which affect the beam as a whole external, and the space
charge kicks on the individual particles, minus the previously mentioned external kicks, internal.
I.e. the internal kicks in the codes do not affect the beam center by definition. Hence, the previ-
ous considerations should be applied for the internal kicks on the particle motion relative to the
closed-orbit of the beam center.
If external kicks (in the above sense) are present, they can influence the orbit of the beam. Because
these particular kicks may depend on the space charge force of the beam, they are hardly pre-
dictable during particle generation. This was also one reason for our heuristic particle generation
approach and the tune-ramping experiment, in order to minimize a possible closed-orbit mismatch
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Figure 6.24: Trace in the analytical space charge model of a particle starting
initially with a small amplitude over 1024 turns. The bare tune was set at
Qx = 6.053, and the largest spike in the tune-spectrum of the particle was found to
be at Qx = −7.455 · 10−4 + 6, Qy = 6.185. Over time, its dispersive orbit will
change from the outer region to the inner region and back again, in dependency on
its energy offset δ (bottom). Such undistorted phase space plots were only visible in
the analytical codes. Note that all but the bottom right plot are drawn in the linear
normal form of the bare lattice. In the bottom right plot the situation in the
tracking coordinate system is shown and the space charge field strength kicks are
superimposed (orange), similar to Fig. 6.23. We see how the x-extension of this
particle reaches outward in the x-range of [−3.385 cm, 3.585 cm] in the course of the
tracking.
due to this effect. In the course of the tune-ramping, such errors will contribute to the change in
the closed-orbit of the beam centroid, similarly as we have discussed for the individual particles.
In Fig. 6.26 we show the situation at the lattice start, where in the analytical case the beam center
wanders off from the others, while in the MAD-X codes it remains near the bare lattice case, and
only show some fluctuations in the order of the synchrotron period. The effect of the net-influence
on the beam center due to the space charge nodes can also be made visible in a Fourier spectrum,
shown in Fig. 6.28.
Let us now discuss the situation for the PIC codes. As in the analytical model, the kick is applied at
fixed positions in the ring. Since we are in a matched situation, the space charge field will be stable
and affect the individual particle in the same manner in every revolution. The difference to the
analytical model is that the shape of the space charge force field generated by the macroparticles is
different, qualitatively because the force field has to ’uphold’ itself, which leads to a larger popula-
tion of particles in the central regions, as indicated in Fig. 6.10 (right). If too many particles would
reside on the outer regions, space charge will be reduced again and so this situation apparently
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Figure 6.25: Beam endoscopy for the analytical code (top) and the slice-by-slice
code (bottom) with respect to 75 turns at Qx = 6.053 and with respect to the
lattice start. The red vertical lines indicate the borders we have set for the two
codes to colorize those particles (dark blue) which are outside of the border within
75 turns. These borders were set to x = −0.035 m and x = −0.03 m for the two
codes, respectively. The maximal extension of the eyes around which these particles
are oscillating depends not only on the bare lattice, but also on the contribution to
the dispersion from the errors apparently induced by energy-dependent
dipole-components of the space charge nodes.
Figure 6.26: Movement of the beam centroid during the tune-ramp towards
Qx = 6.053 at the lattice start. As in all of our simulations, the underlying bare
lattice is identical.
cannot stay stable. Of course, also the optics near the integer will contribute to the shape.
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Figure 6.27: Differences between the mean horizontal (left) and vertical (right)
momenta of the matched distributions at the working point Qx = 6.053 after
passage through all space charge nodes around the ring, for the analytical (orange)
and the slice-by-slice (blue) case. The vertical kick differences are around two orders
of magnitude smaller. The slice-by-slice kick differences are also much smaller in
comparison to the analytical case and were scaled according to the values shown in
the legend. The average and spread of these kicks are summarized in Tab. 6.6.
Figure 6.28: Fourier spectra of the x-coordinate of the beam centroid motion of
Fig. 6.26 in the PyOrbit simulations at the nominal working point Qx = 6.118 (left)
and at Qx = 6.053 near the integer resonance (right). The bare model tunes are
indicated by the brown vertical dashed lines. Since the space charge kicks in the
analytical model are transversally fixed, the spectrum of the beam center is the
result of all incoherent motions in the non-linear optics and thus spread out over the
maximal incoherent shifted tune, indicated by the blue vertical dashed line. In
contrast, the PIC codes predict a movement of the beam center as a single-particle,
in agreement with Eq. (6.2) (and no further external driving terms). A similar
effect propagates also to the second moments (not shown).
In the PIC codes there is also the possibility that small fluctuations are causing the shape of
the force field to differ from an exact stable situation from one revolution to the next: The beam
center and additional changes in the beam size can vary slightly. At the nominal working point
and at the lattice start fluctuations of the center were found to be usually in the order of 10−4
m – and below, at Qx = 6.053. These are more than one hundred times smaller than the beam
extensions. Since the beam extensions determine the space charge zeroth-order kicks, and there is
usually an additional damping of the center due to decoherence, the effect in the PIC codes due
to such fluctuations can therefore be neglected. Our numeric estimate in Fig. 6.22 confirms this
picture.
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Regarding the intensities in the simulations we will show exemplary two graphs in Fig. 6.29.
Hereby we have taken the two working points Qx = 6.053 and Qx = 6.043 closest to the integer,
where the losses in the simulation were strongest. The losses of the experimental data were reported
in Chapter 4 and included here. Again we observe the best agreement to the case without space
charge.
Figure 6.29: Predicted losses in the PS simulations against the experimental data,
indicated by the dashed horizontal black line. The left-hand plot shows the
situation for the working point Qx = 6.043, while the right-hand plot the situation
for the working point Qx = 6.053. The error spread of the experimental data, which
was determined by the intensity differences from shot to shot, is rather small and
not visible in this graph.
Together with the experimental facts we conclude that there is indication that the observed tune-
dependent dispersion contribution in the simulations is a consequence of the fact that the individual
macroparticles with sufficient energy-offset are under the effect of regular transverse kick errors,
induced by the energy-dependent dipole-components of the space charge nodes. It seems that they
lead, in combination with the adiabatic tune-ramping towards the resonance, to an artificial reso-
nance effect in the codes. The strength of this effect hereby depends on the total phase advance.
There is no such additional increase found in the experimental results.
Once again we want to emphasize that this explanation seems to be plausible in our opinion,
since it might explain the consistent outcome of the different codes (they all have the same un-
derlying principle in common) and the de-ramp results (i.e. that the dispersion due to the space
charge nodes is reversible), but due to the complexity of the simulation codes it is difficult to ex-
clude alternative reasons.
The dependency of the additional dispersive terms in Eq. (6.13) on the optics parameters (the
bare β-function and the lattice phase advance φ) can not only explain the observed reversibility
of the beam size, see Fig. 6.11 (besides of irreversible contributions due to emittance blow-up),
but also explain why such a phenomenon is not observed in the SPS: Since the SPS has a 6-fold
symmetry, it is expected that tunes which are multiples of 6 exhibit a similar dispersion blow-up
as the PS. This is not the case in our studies near Qx = 20, and also confirmed by the results
of Chapter 4 related to the bare lattice: The dispersion of the bare lattice was determined by
measuring the behavior of the beam center, which is unaffected by direct space charge. The bare
SPS dispersion does not blow up (in the code and in the measurements) and, consequently, it is
also not expected in the additional dispersion contribution in Eq. (6.13) due to the space charge
nodes near Qx = 20. In the next section this will be presented.
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Follow-up studies to investigate this matter further are encouraged. We suggest the benchmarking
of this scenario with a 3D space charge code and a rearrangement of the space charge kick nodes,
either by changing the number of nodes or alternating their positions on a turn-by-turn basis. Also,
the dependency of the beam sizes near the integer on the initial choices of emittances away from
the integer during the process of particle generation may be worthwhile to consider. From our
experience there might be a small tolerance in the initial choices of ϵx and ϵz due to coupling by
dispersion. The dependency of the final outcome on these initial choices is an important task which
should be taken into account in future studies.
6.3 SPS integer experiment
6.3.1 Emittance and optics evolution
In the SPS case we have simulated 10 working points in a tune range given in Tab. 6.7, using the
settings for the Q-20 optics. These working points correspond to those shown in Fig. 4.3 in the SPS
tune diagram. The tune-ramp was programmed according to the settings during the experiment
over a range of 434 turns (corresponding to around 10 ms), and the simulations were set each over
1234 turns overall.
In contrast to the PS case, the SPS behaved rather differently near the integer. While it turned out
that the dispersion in the PS played the dominant role for the beam size evolution, the dispersion
in the SPS changes only slightly, see Chapter 4. Since the effect of the space charge nodes on
the dispersion is primarily caused by the underlying optics functions, as it was discussed in Subs.
6.2.2, this mild behavior of the bare lattice apparently propagates to a corresponding non-divergent
behavior of the space charge nodes.
If we make a similar breakdown as in Tab. 6.3 of the beam size into its betatron and disper-
sive part, we see that the spread from the betatron motion now becomes important: If we take e.g.
the no-space charge and the analytical case, then by assuming an initial (measured) beam size of
2.5 · 10−3 m and a constant energy-spread of δ = 1.327 · 10−3, then we will arrive for Qx = 20.036,
by the same calculation as in the PS case, at a beam size decomposition of 54.9% + 45.1% for the
no-space charge case and an even higher betatron contribution of 66.0% + 34.0% for the analytical
case. Therefore the evolution of the beam emittances and betatron functions (including the beta-
beating) plays now the prominent role in regards of the beam size.
In the experiment we observed the development of rather large tails at tunes in the vicinity of
the resonance, see e.g. Fig. 4.18. Such tails also persisted after moving the tune back to the
nominal working point. In the simulations we were not able to reproduce these tails. This might
be due to an unknown driving term of the resonance in the underlying lattice. To determine such
driving terms, one would have to perform detailed investigations of the beam signals around the
machine and, in a second step, include these terms into the lattice. Refs. [Ben88; BS97; HSR02;
Fra+14; Per14] give an impression that this task would go far beyond the scope of this work.
Because of this reason we will focus on a qualitative presentation of the emittance evolution be-
tween the various codes in dependency on the working points and show how the simulations start
to diverge from each other. Later in this section we discuss how the simulated beam sizes differ
from the measurements due to the tail development.
In analogy to the PS case we begin by examining the emittance evolution for a specific working












Table 6.7: Tune-ramp goals set in the SPS simulations. For the simulations we
have chosen the tunes close to those measured at the BPMs – after we observed the
systematic offset to the BBQ in the post analysis, see Chapter 4. As in the PS case,
the Qy tunes are not changed.
point close to the integer resonance. Here we will choose Qx = 20.036. The emittance evolution6
by ramping towards this working point is depicted in Fig. 6.30. From that figure we see a rather
different behavior in comparison to the PS case: While all emittances remain rather constant over
nearly the entire tune-ramp duration, they start to evolve further after the ramp ended. The codes
based on a Bassetti-Erskine model hereby predict a larger emittance growth than the PIC codes.
However the two PIC codes are now spread out more than in the PS case. The slice-by-slice code is
now much closer to the case without space charge. Both of these codes predict a steady emittance
increase after the ramp ended.
Figure 6.30: Emittance evolution in the SPS if changing the tune from
Qx = 20.144 to 20.036. The dashed black vertical lines indicate the tune-ramp
duration (starting at turn 400), within which the quadrupole strengths were linearly
ramped, similar as in the PS case. The offset to the MAD-X runs comes from
fluctuations in the particle random generator if using a different number of
macroparticles.
The situation looks rather similar at other working points, as shown exemplary in Fig. 6.31.
It seems as if the tune is moving faster than the system can adapt to, i.e. non-adiabatically. Be-
cause the first wirescanner measurements inside the tune-step were taken – similar to the PS case
6Given by the second method discussed in Subs. 6.1.3.
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Figure 6.31: Emittance evolution in the SPS for two other working points:
Qx = 20.045 (top) and Qx = 20.054 (bottom).
– at around 30 ms after the tune-ramp ended7 (so at around turn 2150 from the simulation start),
over an estimated period of at least 400 turns, we have continued to track at several working points
near the resonance (in the PyOrbit cases), in order to see if and how these values will saturate.
This is shown in Fig. 6.32.
From this figure we see an increase and then decrease of the no-space charge case at around turn
2250. In fact, what happened is that a thin halo developed which grows constantly and finally lead
to beam degradation, see Figs. 6.33 and 6.34. The halo is rather thin and hardly visible in a his-
togram. We have investigated whether there are other halos for the space charge cases at the three
simulated working points closest to the resonance, but did not found any other occurrence. This is
likely due to the fact, as stated in the beginning, that we might be missing certain driving terms
in the lattice. Besides of this case, no other simulated working point showed drops in intensity.
Similar to the PS case we show the evolution of the emittances at the nominal working point
to get an estimation of the noise and the influence of the resonance at this point in Fig. 6.35. As
already stated, the main contribution to the beam size in the SPS simulations is apparently the
spread due to the betatron motion, which involves the emittances.
It is also of interest to take a look at how the optics functions evolve near the integer resonance, at
the position of the horizontal wirescanner, in Fig. 6.36. At this position in the lattice, the optics
functions in the analytical codes – and in parts also the 2.5D code – tend into opposite directions
around the time where the tune-ramp ended (i.e. βx goes down while Dx goes up). This behavior
7There is a 15 ms notation difference between the PS and the SPS.
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Figure 6.32: Extended tracking run of Fig. 6.30, now over three times its original
time span, in all three Floquet-planes. The no-space charge case shows a dip in both
ϵx and ϵz around turn 2250, together with a drop in intensity, see 6.34.
can also be observed at the lattice start, see Fig. 6.37.
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Figure 6.33: Development of a thin halo in the no-space charge case which lead to
beam degradation at around turn 2250 in Fig. 6.32.
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Figure 6.34: Drop in the intensity at Qx = 20.036 for the no-space charge case
due to the halo visible in Fig. 6.33. The horizontal black dashed line indicates the
magnitude of what we would expect from the measurement.
Figure 6.35: Noise in the emittance evolution for the case without tune-ramp at
the nominal working point Qx = 20.144. Because the MAD-X cases are using a
different distribution, they are not shown here. In the MAD-X cases no increase in
both transverse emittances is visible.
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Figure 6.36: Behavior of the optics functions βx (top) and Dx (bottom) at the
location of the wirescanner 51995.H if ramping towards Qx = 20.036. The horizontal
cyan lines were determined from the bare lattice model.
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Figure 6.37: The betatron function (top) and the dispersion (bottom) along the
extended simulation period at Qx = 20.036, now with respect to the lattice start.
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6.4 Appendix
This appendix contains additional figures of profiles for the exemplary tune-ramps Qx = 6.118 →
6.053 in the PS case and Qx = 20.144 → 20.036 in the SPS case, related to the simulations of
Chapter 6.
6.4.1 Initial and final beam profiles in the PS simulations
Figure 6.38: Measured (blue) and simulated (orange) horizontal beam profiles in
all six cases for the PS simulations at the location of the horizontal wirescanner
65.H and at the nominal working point Qx = 6.118, as they stabilized during
tracking and under the influence of the various space charge models. As described in
the text, it was rather difficult to obtain shapes close those observed in the
experiment. The legend shows the respective rms values.
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Figure 6.39: Final horizontal profiles at Qx = 6.053 belonging to Fig. 6.38.
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Figure 6.40: Final horizontal profiles in the PS of the experiment and the
simulation, belonging to the run in Fig. 6.38, after ramping back towards the
nominal working point Qx = 6.118. As we have only simulated a short period of
time of around 2000 turns on the integer, this comparison has to be taken with care.
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Figure 6.41: Similar to Fig. 6.38 the situation for the vertical beam profiles in all
six cases for the PS simulations at the location of the vertical wirescanner 64.V and
at the nominal working point Qx = 6.118, as they stabilized during tracking and
under the influence of the various space charge models. Although the rms values are
very similar, the larger differences in the shapes are likely caused by the more
non-Gaussian profiles of the experimental data, which apparently is not recognized
in the lattice.
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Figure 6.42: Final vertical profiles at Qx = 6.053 belonging to Fig. 6.41.
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Figure 6.43: Initial longitudinal beam profiles in all six cases for the PS
simulations at the lattice start and at the nominal working point Qx = 6.118, as
they stabilized in the course of the tracking.
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Figure 6.44: Final longitudinal profiles at Qx = 6.053 belonging to Fig. 6.43.
196 Chapter 6. Simulation results
6.4.2 Initial and final beam profiles in the SPS simulations
Figure 6.45: Measured and simulated beam profiles at the horizontal wirescanner
51995.H and at the nominal working point Qx = 20.144.
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Figure 6.46: Horizontal beam profiles at turn 1234 towards Qx = 20.036 belonging
to Fig. 6.45. Note that these figures have to be taken with care, as the SPS
simulation is not in a stable state at the end of the ramp.
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Figure 6.47: Measured and simulated beam profiles at the vertical wirescanner
41677.V and at the nominal working point Qx = 20.144.
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Figure 6.48: Vertical beam profiles at the end of the tune-ramp towards
Qx = 20.036 belonging to Fig. 6.47.
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Figure 6.49: Measured and simulated beam profiles at the wall current monitor
and at the nominal working point Qx = 20.144. Note that we did use an identical
start distribution in the MAD-X cases here.
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Figure 6.50: Longitudinal beam profiles at the end of the tune-ramp towards





In this work two different space charge codes were tested on validity in special scenarios. These
codes include different approaches in the modeling of direct space charge, which can primarily be
divided in analytic models and PIC models. All models are commonly used to describe the physics
of high-intensity beams in cases where the interaction between particles can not be neglected. Since
direct space charge is an internal force of the system, there was e.g. concern whether a modeling
of direct space charge in terms of an external force field, as it is done in the analytic models, is
adequate.
Our approach to test the various models was threefold: i) we began carefully prepared experi-
ments to measure the behavior of the beam near the integer resonances in the CERN PS and SPS
storage rings. This involved measurements of the beam profiles as well as measurements of optics
parameters of both machines. To provide a scenario which is as simple as possible for the simula-
tions, we injected the beams in stable configurations away from the integer, and then moved the
working point in a controlled manner close to the resonances. ii) we followed this procedure in the
simulations, where we carefully set up the beam away from the integer, let the simulations evolve
into stable configurations, taking care that these stable beams are in agreement with the experi-
ment, and then ramp the tune in a controlled manner towards the integer resonance by means of
tune-tables. The main reason for this strategy was that optics mismatches at the simulation start
can cause significant effects on the beam, which will consequently add to any effects coming from
the resonance itself, and which therefore would be difficult to disentangle. iii) we implemented
analysis tools to describe the tracking results of all codes within a common framework.
The main results of these efforts were presented and discussed in Chapter 6: First, that all analytic
space charge codes predict a clear non-reversible emittance blow-up, while the PIC codes predict
only a mildly blow-up, if at all. Secondly, both machines were following a different behavior if
approaching the integer from both the experimental and the simulation point of view: In the simu-
lation the beam size evolution in the PS case is dominated by the dispersive part, while in the SPS
case it is in equal parts determined by the betatron part and the dispersive part. In the experiment
we also observed a trend to develop tails in the SPS case, while we did not observed such tails in
the PS case, likely due to missing driving terms in the model.
Thirdly, because all PS simulations predicted a much stronger beam size increase as was mea-
sured in the experiment, we have studied a possible explanation of this effect in Chapter 6: Space
charge in all of our considered simulation codes were modeled in form of transverse kicks at specific
fixed positions in the lattice, turn by turn, where the space charge force field responsible for these
kicks was either coming from a frozen model or produced by a distribution which was kept in a
matched state. We have investigated whether this scenario could lead to an additional computer-
resonance effect. It seems that this effect apparently is not present in the experiment, because in
nature space charge does not happen in form of such discrete kicks at specific fixed positions.
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Further investigations in this matter are highly encouraged, as we reached the scope of this work.
Because of this rather exceptional result encountered on the PS, our main focus in the course of
this work was indeed the PS. However, we also provided measurements and simulation results for
the SPS case in a similar study, which helped us to find peculiarities of the two machines. We can
conclude that in the SPS case a measurement and correction of the beta-beating near the integer
resonance should be performed, since the contribution of the beta-function is rather important
here. Also, that the beam size evolution near the integer resonance in the SPS is generally of a




This subsection is intended to summarize certain useful formulae related to error propagation which
we used in our scripts and in other places.
A.1 Introduction
Let h : Rn → R≥0 be integrable and for every other integrable function g : Rn → R set
ḡ := ⟨g⟩ :=
∫︂
g(z)h(z)dz. (A.1)
We say h is a distribution on Rn if it satisfies 1 = ⟨1⟩, ⟨g⟩ is the expectation value of g with respect
to h and g a random variable. In the following we will assume that an underlying distribution h is
given. For g as given as above, we set gc := g− ḡ. Whenever we have an expression of the form g2c
we mean (gc)2 and not (g2)c, i.e. we always understand in the notation that the ’c’ binds stronger
than the power. For n = 1 the standard deviation or rms error σ of h is given by
√︁
⟨z2c ⟩.
Remember that two random variables f : Rn → R and g : Rn → R are said to be uncorrelated,
iff ⟨fg⟩ = ⟨f⟩⟨g⟩ holds. Two families of component functions {xk; k ∈ A}, {xk; k ∈ B} for
A ∪ B = {1, ..., n}, A ∩ B = ∅, are said to be independent, iff there exist functions h1 and h2
so that the distribution h can be written as a product: h(z1, ..., zn) = h1(ziA)h2(ziB ).
Remark A.1.1. Let f, g : Rn → R be integrable. Then the reader may verify
1. f ≡ const. ⇒ fc = 0.
2. ⟨gc⟩ = 0 and (f + g)c = fc + gc.
3. ⟨g2c ⟩ = ⟨g2⟩ − ḡ2.
4. ⟨fcg⟩ = ⟨fcgc⟩ = ⟨fgc⟩.
5. ⟨fg⟩ = f̄ ḡ ⇒ ⟨fcg⟩ = 0. In particular, if f and g are uncorrelated, so are fc and gc.
Definition A.1.2. For x ∈ Rn fixed and an integrable function f : Rn → R, the function ∆xf : z ↦→
f(x+ z) − f(x) is integrable and so we can consider the quantity
σ2f := ⟨(∆xf)2c⟩. (A.2)
σf is called the propagated rms error of h through f at position x.
Example A.1.3. If f is linear, then ∆xf = f . Especially, let xi : Rn → R denote the projection
onto the i’th component. Then the standard deviation σi of h with respect to the i’th component




⟨(xi)2c⟩ (in particular independent of any x ∈ Rn).
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For ϵ > 0 and x ∈ Rn assume that f : Uϵ(x) ⊂ Rn → R is analytic, where Uϵ(x) denotes the open
neighbourhood of x with radius ϵ (with respect to the euclidean norm), and so that its Taylor
expansion around x exists:






















where the averaging process goes over the z-variables.
A.1.1 Examples
1. First-order error
If we consider Eq. (A.4) to first order, we obtain a dependency of the error on the second
centralized moments of the distribution:





with the covariance matrix Σc given by (Σc)kl := ⟨(zk)c(zl)c⟩.
2. Summation (Bienaymé formula):
Let f : R2 → R, f(z1, z2) := z1 + z2 and assume that z1 and z2 are uncorrelated. Using Rmk.
A.1.1 and the notation introduced in Example A.1.3 we obtain for the rms value of the sum
σ2z1+z2 =
⟨︂
((z1∂1 + z2∂2)(x1 + x2))2c
⟩︂
= ⟨(z1 + z2)2c⟩ = σ21 + σ22 (A.6a)
⇒ σz1+z2 =
√︂
σ21 + σ22 (A.6b)
3. Product:





















The preliminaries are the same as in point 2 with f : R× (R\{0}) → R, f(z1, z2) := z1/z2. It


































































If z2 is fixed (i.e. h2(z2) = δ(z2) and thus σ2 = 0), this equation yields at the point (x, y):
σf = |y|xy−1σ1. (A.10)
6. Mean:
Let f : Rn → R denote the averaging function






where all components are uncorrelated. From Eq. (A.6a) we know that in this case computing













Let n ∈ N and h : Rn → R≥0 integrable as in Subs. A.1, and assume all component functions
x1, ..., xn are pairwise uncorrelated with the same rms size σ, i.e. with µk := ⟨xk⟩ we have
∀k ∈ {1, ..., n} : σ2 ≡ σ2k =
∫︂
(zk − µk)2h(z)dz.
Now consider for some fixed m ≤ n the following functions on Rm:











(zk − x̄(z1, ..., zm))2,











r2 and s2 can be understood as rms-valued functions with respect to a discrete measure on Rm,
where r2 contains the precise expectation value ⟨x̄⟩ with respect to to the distribution h, while s2
contains the average of the m sample points. In practice, only the latter is usually determined and
the former is not known. The question thus arises how the expectation values of these functions,
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⟨r2⟩ and ⟨s2⟩, are related to each other and to the unerlying standard deviation σ2.


























If all components are equally distributed, then µk = µ and so ⟨r2⟩ = σ2. Furthermore:






































where we used Eq. (A.12) for the last equation. It follows




A.2.1 Linear least square fit
Let φ1, φ2, ...φn be R-valued test functions (for example monomials) on Rk and f : Rk → R a given
function which we want to approximate. For some vectors x1, x2, ..., xm ∈ Rk we have computed
the values yi := f(xi). Then we are looking for a1, ..., an ∈ R so that the m values
a1φ1(x1) + a2φ2(x1) + · · · + anφn(x1) − y1,
a1φ1(x2) + a2φ2(x2) + · · · + anφn(x2) − y2,
... (A.14)
a1φ1(xm) + a2φ2(xm) + · · · + anφn(xm) − ym,
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are as close to zero as possible. With the introduction of y := (y1, ..., ym)tr, a := (a1, ..., an)tr and




φ1(x1) · · · φn(x1)
...
...
φ1(xm) · · · φn(xm)
⎞
⎟⎠ ,
the above problem is equivalent to minimizing a ↦→ |Φa − y|. By setting the first derivative of
|Φa−y|2 = (atrΦtr −ytr)(Φa−y) to zero, we obtain as a necessary condition that Φtr(Φa−y) = 0,
which is equivalent to ΦtrΦa = Φtry. If ΦtrΦ is invertible, the solution of the least square fit is
a = (ΦtrΦ)−1Φtry. (A.15)
The matrix Φ+ := (ΦtrΦ)−1Φtr is called the Moore-Penrose pseudoinverse of Φ.
A.2.2 Formulation of the problem
We now consider the task of computing the error propagated by the least square fit of Eq. (A.15),
if we assume that every measurement point (xi, yi), i = 1, ...,m, comes along with a given pair of
rms errors (σi, σ̃i). In other words, we assume that for every i ∈ {1, ...,m} there exist a family
((x(µ)i , y
(µ)
i )|µ ∈ {1, ...,Mi}) of sample points minimizing Eqs. (A.14) and distributed according
to distribution functions having rms error (σi, σ̃i). We want to compute the rms errors in the
components of the solution vector a as well as the rms error of the fit at a given position x.1 The
rms errors σi are hereby taken with respect to given distributions hi on Rk, while the rms errors
σ̃i are taken with respect to given distributions gi on R.
So for every j ∈ {1, ..., n} we want to compute the rms error propagated by the function fj : Rkm+m →
R, given by
aj = fj(x1, ..., xm, y1, ..., ym) :=
(︂










for every x ∈ Rk, where all variables xi and yi are assumed to be pairwise uncorrelated.
A.2.3 First-order fit error
We have Φij = φj(xi) for i = 1, ...,m and j = 1, ..., n. Let xi ∈ Rk and y ∈ Rm. For µ ∈ {1, ..., k+1}
denote
R ∋ ζi,µ :=
{︄
(xi)µ if µ < k + 1,
yi else,
and correspondingly ∂i,µ := ∂/∂ζi,µ. Furthermore, set Aαβ := (ΦtrΦ)αβ = ΦiαΦiβ = φα(xi)φβ(xi).
From δαβ = Aαγ(A−1)γβ we obtain
0 = (∂i,µAαγ)(A−1)γβ +Aαγ(∂i,µ(A−1)γβ)
⇒ ∂i,µ(A−1)γβ = −(A−1)γλ(∂i,µAλα)(A−1)αβ.
1Note that we are not considering any (weighted) χ2 function here.
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Consequently, we have
∂i,µfj = ∂i,µ((A−1)jαφα(xβ)yβ)
= −(A−1)jλ(∂i,µAλβ)(A−1)βαφα(xγ)yγ + δi,β(A−1)jα(∂µφα)(xβ)yβ + δµ,k+1(A−1)jαφα(xi),
(A.18)
where the middle summand of the last expression can also be written as (A−1)jα∂µφα(xi)yi, where
no summation over i is taken.

































φλ(xα)φβ(xα) = ∂µφλ(xi)φβ(xi)+φλ(xi)∂µφβ(xi) = ∂µφλ(xi)Φiβ +Φiλ∂µφβ(xi).
(A.21)
Again, no summation over i is performed in Eq. (A.21), although the index appears twice in the
expressions on the right-hand side. The first summand of Eq. (A.21) yields, when multiplied by
the terms in Eq. (A.20), together with the second summand in the first bracked of Eq. (A.20),
−(A−1)jλ∂µφλ(xi)Φiβ(A−1)βαφα(xγ)yγ + (A−1)jλ∂µφλ(xi)yi = (A−1∂µΦtr)ji((1 − ΦA−1Φtr)y)i.
The second summand of Eq. (A.21), if multiplied by the expressions in Eq. (A.20), yields
−(A−1)jλΦiλ∂µφβ(xi)(A−1)βαφα(xγ)yγ = −(A−1Φtr)ji((∂µΦ)A−1Φtry)i














Remark A.2.1. K := 1 − ΦΦ+ projects onto ker(Φtr) (= ker(Φ+)): It satisfies K2 = K, KΦ = 0
and Ktr = K.




ajφj(x) ∈ R, x ∈ Rk,
according to Eq. (A.15). Following the definition, we obtain an equation similar to Eq. (A.19) in
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On emittance and optics calculation from the tracking data in periodic lattices
Malte Titze
CERN, Geneva, Switzerland
In this work we examine the interplay between normal form and matched particle distributions
in a linear setting. We first outline the connection between the established Σ-matrix method and
Williamson’s Theorem. Then we show that the Iwasawa decomposition provides a natural framework
for a description of beam optics parameters. Along the way we will apply these methods to a
realistic tracking example, as well as provide additional examples, including the connection to the
parameterization of Courant-Synder.
I. INTRODUCTION
In a particle simulation involving a periodic lattice, it is usually desired to generate particles in a matched
state, which means that the shape of the distribution should not change after one passage through the
lattice. In fact, if a matched distribution can be found, one often has already accomplished a great deal
in the understanding of the simulation. Additionally, there are circumstances in which the knowledge of
the effective emittance and optics parameters is required but difficult to compute, for example in the case
of the MAD-X space charge module for the CERN PS lattice (without poleface windings) near the integer
resonance Qx = 6, where the search for a closed-orbit can break down.
In recent years, efforts have been made with success in using covariance matrices to compute emit-
tances and beam optics parameters. This was demonstrated in Ref. [1] in the 4D case and in [2, 3] for the
6D case. In a later published version of [1], i.e. in Ref. [4], it was used to examine the relation between
the Edwards-Teng [5] (see also Ref. [6] for a summary) and the Mais-Ripken [7] parameterization in a 4D
situation with coupled optics. The results were picked up in [8] in order to compute the emittances from
the covariance matrices of 6D tracking data and, in regards of code implementation, recent progress has
been made to include some of these techniques into the MAD-X space charge module [9]. In Refs. [10–12]
generalizations of the Courant-Snyder parameterization to 4D were examined.
The aim of this work is to continue in this spirit by systematically exploring the connection to lin-
ear normal form and established theorems regarding symplectic matrices: By utilizing Williamson’s
Theorem we obtain a proof of the remarkable result to obtain emittances by symplectic diagonalization
of the given covariance matrix. Such diagonalizations are not unique but, as we shall see in Sec. II, by
knowledge of how the underlying freedom enters into the equations we outline how to obtain faithful optics
information out of the tracking data.
In particular we found that the Iwasawa decomposition provides a natural framework: Two of their
three factors always remain the same, while the third factor can be determined under one additional
condition: Namely, that the emittances have to be mutually distinguishable. We are thus led, rather
naturally, to a characterization of e.g. the optics β-functions. We also discuss an alternative route to obtain
β-functions by a statistical argument, which was proposed in Ref. [2], and which we connect and apply to
our situation.
Along the way we will provide several tables from a realistic tracking scenario and three examples
which illustrate the results of the technical steps. The first example establishes the connection to the
well-known (2D) Courant-Snyder parameterization. The second example contains a short way of how to
obtain the emittances from a 4D covariance matrix, without the necessity to compute the eigenvectors. The
last example also deals with a 4D situation, now with a single coupling parameter. By means of this last
example we will demonstrate certain properties of the general decomposition.
For practical purposes we will summarize in Sec. III the techniques of how emittance calculations
can be performed in a linear scenario, establish the connection to the familiar emittance of Lapostolle and
the single-particle action. For completeness we also discuss the situation of measuring beam sizes at three
different locations in the lattice.
2
II. ON INVARIANT COVARIANCE MATRICES
A. Motivation and preliminaries
We consider a tracking simulation which produces, at every turn, a distribution of particles depending on
an initial set of coordinates. We can compute the moments of these distributions in phase space and obtain
some sort of measure of the phase space volume occupied. It is of great interest to understand how to set
up a distribution in which certain functions of these macroscopic quantities remain unchanged or vary only
very slowly in the course of the simulation. In the following we will understand our lattice to be in the form
of a ring, but the same reasoning can be applied to a straight periodic lattice.
Let F : P → P be a canonical transformation from phase space P ⊂ R2n onto itself, which de-
scribes the physics of the storage ring in form of a single turn around the machine at a given fixed position
in the ring. Such a one-turn or Poincaré map is usually the result of a composition of many elementary
maps, which describe the individual elements of the machine.
In this work we will examine the situation in the vicinity of an assumed closed orbit, where linear
effects play the dominant role. Therefore we will be focusing on the first derivative M of the one-turn map
F at the closed orbit and do not consider any higher-order effects of the full map F . Because of this restric-
tion – and for brevity – we will also call M the one-turn map. This map is symplectic since F is canonical[30].
If g : P → [0, 1] denotes the phase space density of a particle distribution, its covariance matrix G,




⟨xkxl⟩ eketrl = ⟨xxtr⟩, (1)
where, for any integrable function h : P → R, the mean ⟨h⟩ is given by ⟨h⟩ :=
∫︁
g(x)h(x)dx. We see that M
acts by matrix congruence on G, where the new covariance matrix G′ is given by
G′ = ⟨Mx(Mx)tr⟩ = ⟨MxxtrM tr⟩ = MGM tr. (2)
Such covariance matrices are important, because their entries are the ingredients to compute the emittances






= ⟨x2⟩⟨p2x⟩ − ⟨xpx⟩2 = ϵ2x. (3)
Moreover, by means of Eq. (2), we have a way to follow the evolution of the moments in the course of the
tracking. Because det(M) = 1 for symplectic maps, the emittance in Eq. (3) is conserved. Note that the
emittance is just one example of an invariant. In Ref. [13] functions of higher-order moments which remain
invariant with respect to symplectic matrices were studied.
Here we are focusing on second-order moments and address as our first goal the following question:
Given M , how can we classifying all ’matched’ cases in which G′ = G holds? As we shall see in the course
of this section, the answer will connect a property used in e.g. Ref. [3] to linear normal form.
Definition II.1. We say a matrix G ∈ R2n×2n is M -congruent invariant or, for brevity, M -invariant, if
MGM tr = G holds.
To begin with, we recall an important fact which we will frequently use to identify covariance matrices.
Theorem II.2. G ∈ Rm×m is a covariance matrix if and only if G is symmetric and positive semidefinite.
Proof. A proof for convenient reference is included in Appendix VI A.
This means we are interested in M -invariant symmetric and positive semidefinite matrices G, having in
mind that M is the symplectic one-turn map of a lattice in a particle accelerator. In particular this means
that we can assume that the complexification MC of M can be diagonalized with mutually distinguishable
eigenvalues (tunes).
We will now systematically develop important properties of M -invariant symmetric matrices G. Throughout
this section convention VI.1 will hold and all matrices are given with respect to the ordering x, y, z, px, py, pz
unless otherwise stated.
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B. Invariance and linear normal form
In this paragraph we outline the interplay between the technique of transforming a given linear symplectic
map M with mutually distinguishable eigenvalues into a normal form and invariant covariance matrices.
We will use an important lemma which not only helps us to describe the connection, but also in the next
paragraph II C where we examine the degree of freedom involved in the matrices. For a procedure of how to
construct the normal version of a general (higher-order) one-turn map we refer the reader to Refs. [14, 15].
Preliminary tools are given in Appendix VI A.
Theorem II.3 (Linear normal form). Let M ∈ Sp(2n;R) diagonalizable with mutually distinguishable
eigenvalues on the unit circle. Then there exists V ∈ Sp(2n;R), so that R := V −1MV is orthogonal, leaving
the plane Ek := span{ek, en+k} for k ∈ n invariant:






where the phases φk ∈ [0, 2π[ are related to the eigenvalues λk of M by λjk = exp(iφk), and where the jk’s
correspond to a representation introduced in Dfn. VI.3, so that for the corresponding eigenvectors ajk of M ,
⟨ajk , Jajk⟩ has positive imaginary part.
With the operator ⋄ introduced in Def. VI.6 we can conveniently write R = R1 ⋄ · · · ⋄Rn. In the accelerator-
physics terminology the phase space in which the one-turn map has the above normal form is also called
Floquet-space.
Proof. A proof can be found in Ref. [16] or in Appendix VI A.
The matrix V in Thm. II.3 is not unique, as can readily be seen if composing the map by additional rotations
(which are symplectic) leaving the individual planes invariant:
Remark II.4. By Lemma VI.8 we can conclude that the linear normal form map V of Thm. II.3 is determined
up to an orthosymplectic transformation on the left; namely, if V −1MV = R = Ṽ −1MṼ , i.e. V RV −1 =
Ṽ RṼ
−1, then Ṽ −1V = D1 + J⊕n2 D2. Because V and Ṽ are symplectic, it follows that D21 +D22 = 1 and so
Ṽ
−1
V has the same form as R.
Theorem II.5. Let M ∈ Sp(2n;R) diagonalizable with mutually distinguishable eigenvalues on the unit
circle and G symmetric. Then MGM tr = G if and only if there exists a diagonal matrix D = diag(Λ,Λ)
with Λ = diag(b1, ..., bn) so that G = V DV tr, where V ∈ Sp(2n;R) is given according to Thm. II.3.
Proof. Let T be the orthogonal operator discussed in Rmk. VI.7 and R = V −1MV according to Thm.
II.3. Then we have R̃ := R1 ⊕ · · · ⊕ Rn = T trRT = T trV −1MV T , and G is M -invariant if and only if
D0 := T trV −1GV −trT is R̃-invariant:
R̃D0R̃
tr = T trV −1MV TT trV −1GV −trTT trV trM trV −trT = T trV −1MGM trV −trT = D0,
and by Lemma VI.8 this the case if and only if D0 has the form D0 = diag(b1, b1, b2, b2, ..., bn, bn), which is
equivalent to D := TD0T tr = V −1GV −tr has the form D = diag(Λ,Λ) with Λ = diag(b1, b2, ..., bn).
This result can be connected to a statement used in Ref. [3], and to obtain a familiar expression in the form
of eigenvector decompositions, as follows:
Theorem II.6. Every real-valued symmetric invariant G of M , where M is diagonalizable with mutually
distinguishable eigenvalues, can be represented as a sum G =
∑︁n
k=1 gkZk of n elementary matrices with
gk ∈ R, where the Zk are given by Zk = ajkaHjk + ājkatrjk , and where {j1, j2, ..., jn} ⊂ 2n is a representation
system according to Conv. VI.1.
Proof. The statement can be found in e.g. Ref. [3] in a slightly different version. A proof was included in
Appendix VI B. In VI B – and only there – we have changed our notation to M tr. This means, by Conv.
VI.1, that the eigenvectors ajk appearing there are proportional to the vectors Jajk here.
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If we recall that by construction V (ek + ien+k) = ajk for k ∈ n̄ holds (see the proof of Thm. II.3), then we
see that Thm. II.6 is equivalent to Thm. II.5, which was obtained in a rather different manner:
V DV tr = G =
n∑︂
k=1










2gk(eketrk + en+ketrn+k). (4)
In some sense Thm. II.5 lays at the heart of computing emittances (i.e. the entries of D) out of covariance
matrices using linear normal forms and therefore in answering the questions raised in the introduction of
this section. We will now turn our attention to the emittance and optics computation.
C. Classification of invariant covariance matrices
The matrix G in Thm. II.5 was only assumed to be symmetric. In particular this includes our case, where G
comes from a covariance matrix of a particle distribution. By our remark in paragraph II A, these matrices
are additionally positive semidefinite. In the typical situation of tracking the distribution through the
accelerator, the beam will not be degenerated, i.e. the diagonal entries of D in Thm. II.5, which correspond
to the emittances, as we shall see in Sec. III, are always positive. This means that we can well assume that
G is positive definite.
In this case even more can be said about such invariants: Thm. II.5 effectively makes a statement
on the conditions by which G can be diagonalized by matrix congruence via a symplectic map V . Since
V was constructed via M by Thm. II.3, the linear optics of the machine is – up to the tune – effectively
contained in V . On the other hand, an abstract symplectic diagonalization of G without knowledge of the
optics is always possible in form of Williamson’s Theorem:
Theorem II.7 (Williamson [17, 18]). Let G be a 2n-dimensional real symmetric positive definite matrix.
Then there exist S ∈ Sp(2n;R) so that
G = StrDS (5)
with D = diag(Λ,Λ) and Λ = diag(λ1, ..., λn).
Proof. A concise proof of this theorem can be found in Ref. [19]. Because of its relevance in our computations
we will sketch the proof here. Since G is symmetric and positive definite, it can be diagonalized by an
orthogonal matrix and all its eigenvalues are positive. Hence it admits an invertible square root G1/2. Now







holds, where Ω is a diagonal n× n-matrix with positive entries. Then set S := diag(Ω1/2,Ω1/2)AtrG1/2 and
verify symplecticity and Eq. (5) (with D = Ω−1).
The set of positive real quantities λi > 0 obtained in the above manner is known in the literature as the
symplectic spectrum of G [20]. As already indicated in the above proof, and in particular by the next theorem,
it will become apparent that the symplectic spectrum is S-independent. However, the symplectic matrices
diagonalizing G are not unique, as we shall see by the examples given below. But by the next classification
theorem they are not ’too far away’ from each other:
Theorem II.8. Let M ∈ Sp(2n;R) be a symplectic matrix with mutually distinguishable eigenvalues and
Gi, i = 1, 2, symmetric and positive definite, so that
MGiM
tr = Gi (7)
hold. Let Gi = Stri DiSi be symplectic diagonalizations with Di = diag(Λi,Λi). Then it holds S2S−11 ∈
SO(2n;R).
For the proof of this theorem we have dedicated two smaller paragraphs VI C and VI D in the appendix.
One immediate implication together with Thm. II.5 is the justification of the pretty remarkable result that
one can find the emittances out of a covariance matrix alone, without having knowledge of the underlying
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optics given by the one-turn map. The only assumption on the covariance matrix is that it belongs to a
matched distribution with respect to the unknown linear optics: Namely, if G is given with a decomposition
G = V DV tr according to Thm. II.5 and another decomposition G = StrD1S has been found, for example
from Thm. II.7, then we obtain with the orthogonal W := V trS−1:
D1 = S−trGS−1 = S−trV DV trS−1 = W trDW
and since the eigenvalues can not be changed by orthogonal matrix congruence, D1 and D must contain
the same entries up to a suitable permutation. In Sec. III we will see how the diagonal entries of D are
connected to the classical emittances by Lapostolle (in the 2D case).
6.179 × 10−6 1.536 × 10−8 1.329 × 10−5 1.138 × 10−7 −8.148 × 10−11 −4.819 × 10−7
1.536 × 10−8 2.342 × 10−6 8.767 × 10−8 4.230 × 10−10 −4.951 × 10−8 −1.188 × 10−8
1.329 × 10−5 8.767 × 10−8 2.922 × 10−2 1.713 × 10−7 5.298 × 10−9 1.791 × 10−6
1.138 × 10−7 4.230 × 10−10 1.713 × 10−7 3.084 × 10−9 −7.580 × 10−13 5.042 × 10−9
−8.148 × 10−11 −4.951 × 10−8 5.298 × 10−9 −7.580 × 10−13 2.480 × 10−9 3.380 × 10−10
−4.819 × 10−7 −1.188 × 10−8 1.791 × 10−6 5.042 × 10−9 3.380 × 10−10 1.371 × 10−6
TABLE I: Example of a covariance matrix belonging to a stable particle beam in the SPS at Qx = 20.144.
7.121 × 10−8 −2.906 × 10−11 4.643 × 10−8 −1.405 × 10−10 −1.657 × 10−11 2.463 × 10−8
−2.906 × 10−11 5.826 × 10−8 −9.649 × 10−10 8.306 × 10−11 −1.520 × 10−10 1.535 × 10−8
4.643 × 10−8 −9.649 × 10−10 2.236 × 10−4 −6.934 × 10−9 −2.722 × 10−9 −8.960 × 10−6
−1.405 × 10−10 8.306 × 10−11 −6.934 × 10−9 7.090 × 10−8 −2.198 × 10−10 −4.618 × 10−8
−1.657 × 10−11 −1.520 × 10−10 −2.722 × 10−9 −2.198 × 10−10 5.762 × 10−8 1.440 × 10−8
2.463 × 10−8 1.535 × 10−8 −8.960 × 10−6 −4.618 × 10−8 1.440 × 10−8 1.795 × 10−4
TABLE II: Matrix V −1GV −tr according to Thm. II.5, where G is the matrix of Tab. I. The matrix is not perfectly
diagonal because the full lattice contains additional effects like non-linearities, small mismatches and numeric noise
which are not considered here.
In Tab. I we show an example of a covariance matrix G coming from a PyOrbit tracking simulation
(without space charge) in the CERN SPS. Since G is determined under the effect of small imperfections in
the lattice, V is not perfectly diagonalizing G, see Tab. II. Let us denote by |G−G∗| the error between G
and an ideally matched covariance matrix G∗ of the lattice (see Sec. III). We then see that the diagonal
entries after diagonalizing G by a symplectic matrix S according to Thm. II.7 belong to such a G∗, see
Tab. III. Remaining small errors stem from the fact that S and V are determined by – and involved in –
two different procedures.
The check whether the matrix V trS−1 is orthogonal is depicted in Tab. IV, which would be the
unit matrix if V would perfectly diagonalize G. Let us summarize this finding in the following corollary.
5.793 521 × 10−8 7.104 235 × 10−8 2.001 317 × 10−4
TABLE III: Symplectic spectrum of G according to Thm. II.7 with respect to the horizontal, vertical and longitudinal
direction. If following the procedure in Sec. III by computing the emittances using the linear lattice optics (contained
in the linear normal form V ), the emittances are 5.793903 · 10−8, 7.105457 · 10−8 and 2.015400 · 10−4, respectively.
The agreement is remarkable.
Conclusion II.9 (Emittance from covariance matrix by symplectic diagonalization). Let G be the covariance
matrix of a linearly matched particle distribution, then the emittances are given by its symplectic spectrum.
Moreover, by means of Thm. II.8 and the help of the Iwasawa decomposition, we can regain optics functions
out of a covariance matrix, by utilizing this natural parameterization. The Iwasawa decomposition reads
[21]:
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1.002 1.446 × 10−3 4.914 × 10−4 −1.860 × 10−3 5.269 × 10−4 8.191 × 10−5
1.446 × 10−3 1.006 −8.477 × 10−5 5.298 × 10−4 −2.643 × 10−3 6.747 × 10−5
4.914 × 10−4 −8.477 × 10−5 1.117 1.122 × 10−4 7.149 × 10−5 −4.477 × 10−2
−1.860 × 10−3 5.298 × 10−4 1.122 × 10−4 9.978 × 10−1 −1.437 × 10−3 −4.437 × 10−4
5.269 × 10−4 −2.643 × 10−3 7.149 × 10−5 −1.437 × 10−3 9.945 × 10−1 7.311 × 10−5
8.191 × 10−5 6.747 × 10−5 −4.477 × 10−2 −4.437 × 10−4 7.311 × 10−5 8.970 × 10−1
TABLE IV: Counter-check whether W := V trS−1 is orthogonal, i.e. what is shown here is the matrix W trW . Hereby
the symplectic S was determined following the procedure in the proof of Thm. II.7. The error |W trW −1| = 0.168653
can be explained by imperfections induced from the full lattice during the tracking process, resulting in divergences
of G towards a perfectly linearly matched solution.
Theorem II.10 (Iwasawa decomposition of symplectic matrices). Let S ∈ Sp(2n;R). Then there exist
unique symplectic matrices K, A and N with S = KAN and the following properties:
K ∈ Sp(2n;R) ∩O(2n;R),






, E real unit upper triangular, EF tr = FEtr.
In Thm. II.15 we summarize a result in [22] of how to compute such a decomposition. If we have found a
symplectic diagonalization G = StrDS of an invariant covariance matrix G, we can proceed and determine
its decomposition: S = KAN . On the other hand, a linear normal form V , block-diagonalizing M , can
also be decomposed as V tr = K ′A′N ′. By Thm. II.8 we have S = XV tr with an orthosymplectic X, and
by uniqueness of the Iwasawa decomposition it therefore follows K = XK ′, A = A′ and N = N ′. So we
already found two optics factors A′ and N ′ only by examination of the covariance matrix G.
Our next goal is to understand the nature of the remaining orthosymplectic factor X. As a first
step note that by V RV −1 = M , MGM tr = G and V D′V tr := G we have
V RV −1GV −trRtrV tr = MGM tr = G,
⇒ RV −1StrDSV −trRtr = V −1GV −tr = D′,
and since R commutes with D′ it follows
V −1StrDSV −tr = D′. (8)
For the symplectic spectrum we could have used any (positive definite) covariance matrix, but for a deter-
mination of the optics functions we will now have to make one additional assumption: Namely, that the
symplectic spectrum (respectively emittances) is not degenerate, which means that all emittances are mutu-
ally distinguishable. By suitable orthosymplectic permutations (their construction is given in Prop. VI.16)
on K and K ′ let us arrange them so that without loss of generality D′ = D and the 2n entries of D are in
the following order:
d1 = dn+1 < d2 = dn+2 < ... < dn = d2n. (9)
It follows from Eq. (8), which now reads DX = XD, that diXij = Xijdj or, on other words, if di ̸= dj then
Xij = 0, and, by exchanging symbols, also Xji = 0 in that case. If we now take a look at the indices k and
k+n, then we see that for all l ̸∈ {k, k+n} it holds Xk,l = 0 = Xl,k and Xl,k+n = 0 = Xk+n,l, so concerning
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← k + n
k ↑ ↑ k + n
By our assumption on the mutually distinguishable pairs, and because every such group of four entries must
be orthosymplectic on its own, we must have X = D1 + JD2 as in Lemma VI.8 with D21 + D22 = 1. By
Rmk. II.4 this was the freedom in the choice of V , which leaves the individual Floquet-planes invariant. So
without loss of generally K can be considered as equal to K ′ up to a symplectic permutation matrix which
is exchanging the order of the symplectic spectrum and up to this freedom. Let us summarize this result:
Conclusion II.11. If G is the covariance matrix of a linearly matched particle distribution, and StrGS = D
a symplectic diagonalization with mutually distinguishable emittances, then the optics functions are contained
in the terms K, A and N of the Iwasawa decomposition S = KAN . In particular we can regain the linear
map to Floquet-space from S, block-diagonalizing M . Hereby, the factor K may contain a freedom of the
form D1 + JD2 with D21 + D22 = 1, i.e. of the form SO(2)n, and a suitable symplectic permutation of the
components.[31]
In analogy to what happens in the 2D case (see Example II.12 below), the term N can be understood
as a lens- or drift factor and the term A can be described as a magnification or squeezing factor. As we
shall see in Example II.16, the term K may also contain coupling and optic terms in a non-trivial fashion.
Under the condition in conclusion II.11, all those three factors, and therefore the linear parameterization
to normal form, are thus dependent on the n(2n + 1) parameters of the covariance matrix G only, which
are 3, 10 and 21 in the 2, 4 and 6 dimensional cases respectively. The freedom in the coupling term re-
duces these numbers by n, so we can expect to have 2, 8 and 18 independent optics parameters in these cases.
This freedom represents our inability to extract the tunes out of the covariance matrix alone and so
we can expect that in repetitive measurements the additional SO(2)n-freedom enters into the covariance
matrices statistically. As we will see in Example II.16, K is not in general of the form D1 + JD2. In
cases one wants to obtain the exact coupling terms of an underlying model, this will require a careful
analysis in order to disentangle the freedom from these coupling terms. In any case, if the emittances of the
given covariance matrix are mutually distinguishable, we obtain a linear normal form map from it which
block-diagonalizes M (with a certain error), as demonstrated in Tabs. V and VI.
0.619 812 0.0 0.0 0.784 750 0.0 0.0
0.0 −0.149 110 0.0 0.0 0.988 821 0.0
0.0 0.0 0.995 494 0.0 0.0 −0.094 829
−0.784 750 0.0 0.0 0.619 812 0.0 0.0
0.0 −0.988 821 0.0 0.0 −0.149 110 0.0
0.0 0.0 0.094 829 0.0 0.0 0.995 494
TABLE V: Block-diagonal one-turn map M of the SPS at the tune Qx = 20.144 for the same optics as in Tab. II.
Note that in this example the entries are ordered with respect to x, y, z, px, py, pz.
As we shall see in examples II.12 and II.16, the three diagonal terms of A are directly related to
the three classical optics beta functions of the Courant-Snyder parameterization in the uncoupled case. But
as they are also appearing in a general coupled situation and are determined by a natural procedure – and
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0.617 887 −0.000 045 −0.000 109 0.783 535 −0.008 843 −0.000 242
0.003 670 −0.145 196 0.000 033 0.006 804 0.993 562 −0.000 162
0.000 208 0.000 160 0.996 339 −0.000 144 −0.000 019 −0.084 259
−0.786 018 0.007 309 −0.000 117 0.621 575 0.002 528 −0.000 006
−0.005 988 −0.984 076 0.000 010 0.006 479 −0.152 863 0.000 042
−0.000 136 0.000 050 0.106 734 −0.000 040 0.000 014 0.994 648
TABLE VI: Block-diagonal form of M now reconstructed entirely on the information of the particle distribution of
Tab. I. I.e. what is shown here is S−trMStr where S was extracted from the covariance matrix using Thm. II.7.
The agreement to Tab. V is very good. Note that we had to conjugate this matrix by the symplectic transposition
T12 which are discussed in Prop. VI.16.
also to distinguish them from alternative ’generalized’ β-functions discussed below – we call these ’natural’
beta functions. In Tab. VII we show the matrices A determined from the normal form map V tr and the
symplectic map S (coming from the covariance matrix G of our SPS example) and check their relation to a
twiss output from MAD-X.
9.187 210 0.0 0.0 0.0 0.0 0.0
0.0 6.338 581 0.0 0.0 0.0 0.0
0.0 0.0 11.389 408 0.0 0.0 0.0
0.0 0.0 0.0 0.108 847 0.0 0.0
0.0 0.0 0.0 0.0 0.157 764 0.0
0.0 0.0 0.0 0.0 0.0 0.087 801
9.192 319 0.0 0.0 0.0 0.0 0.0
0.0 6.358 151 0.0 0.0 0.0 0.0
0.0 0.0 12.082 668 0.0 0.0 0.0
0.0 0.0 0.0 0.108 786 0.0 0.0
0.0 0.0 0.0 0.0 0.157 278 0.0
0.0 0.0 0.0 0.0 0.0 0.082 763
TABLE VII: Iwasawa factors A determined from either the linear normal form map V tr (top) or the symplectic map S
coming from the covariance matrix G (bottom) of our SPS tracking example of Tab. I. Small differences occur because
the covariance matrix G comes from a real tracking example with small lattice non-linearities, mismatches and numeric
noise. From a MAD-X twiss command we compare the 1-1 and 2-2 entries (exemplary for the bottom matrix) and
obtain good agreement: BETX = 84.404930, 9.1923192 = 84.498729 and BETY = 40.178387, 6.3581512 = 40.426084.
Independently on the problem of finding a faithful parameterization for the optics, one can also in-
troduce ’generalized’ β-functions, as proposed in Ref. [2]. The main idea is to use the analogy of the
two-dimensional case, in which the β-function appears as coefficient in the well-known relation between the
emittance and the rms beam size, e.g. ⟨x2⟩ ∝ βxϵx. Since the optics functions K, A and N are always the
same for beams with non-degenerated spectrum, one can use the symplectic S (or V tr of the linear normal
form) in order to obtain such relations between the second moments of the matched distribution and the
emittances:
⟨xixj⟩ = etri Gej = etri StrDSej =
n∑︂
l=1
(SilSjl + Si,n+lSj,n+l)Λl =:
n∑︂
l=1
β lij Λl. (10)
Algebraically speaking they correspond to the coefficients of the parameterization Rn ↪→ Sym(R2n) ⊂
R2n ⊗ R2n of the M -invariant covariance matrices and are by definition related to the Zl in Thm. II.6 via
2β lij = (Zl)ij . From the analogy to the 2D case (cf. G in example II.12), in which the situation goes over
without coupling, one can identify βx and βy with β 111 and β 222 , αx and αy with −β 114 and −β 225 and γx
and γy with β 144 and β 255 respectively.
As was shown in Refs. [2, 8, 23], these coefficients have the feature that one can also find expres-
sions for the dispersions. The idea is that in the classical 2D theory the betatron motion and the dispersive
part are uncorrelated: Let n = 3 and ηk for k = 1, 2, 4, 5 denote the dispersion function with respect to
direction k, where the 6th component x6 corresponds to the energy offset δp/p0. Then from xk = xk,β +ηkx6
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it follows ⟨xkx6⟩ = ηk⟨x26⟩, which translates to
3∑︂
l=1
β lk,6 Λl = ηk
3∑︂
l=1




hereby the last equation was assuming a decoupled case, similar to what was previously done to relate the
β lij to the classical optics functions. In Tab. VIII we show the general β-functions for our SPS example and
their agreement with those coming from a MAD-X twiss command. It should therefore be clear how useful
these statistical definitions are when it comes to situations where one can not easily determine effective
optics functions otherwise, for example in the scenario of a PIC code with space charge.
84.476 949 0.774 801 −0.882 595 1.626 052 −0.023 067 −0.000 297
0.774 801 0.010 308 −0.010 263 0.021 069 −0.000 164 −0.000 006
−0.882 595 −0.010 263 0.010 690 −0.021 157 0.000 209 0.000 005
1.626 052 0.021 069 −0.021 157 0.043 131 −0.000 352 −0.000 011
−0.023 067 −0.000 164 0.000 209 −0.000 352 0.000 007 0.000 000
−0.000 297 −0.000 006 0.000 005 −0.000 011 0.000 000 0.000 000
0.020 908 −0.757 982 −0.000 262 0.000 344 0.028 889 0.000 000
−0.757 982 40.415 782 0.006 499 −0.017 789 −0.854 362 0.000 014
−0.000 262 0.006 499 0.000 004 −0.000 003 −0.000 406 0.000 000
0.000 344 −0.017 789 −0.000 003 0.000 008 0.000 397 0.000 000
0.028 889 −0.854 362 −0.000 406 0.000 397 0.042 793 0.000 000
0.000 000 0.000 014 0.000 000 0.000 000 0.000 000 0.000 000
0.000 880 0.000 021 0.066 726 −0.000 008 −0.000 001 −0.002 408
0.000 021 0.000 001 0.000 440 0.000 000 0.000 000 −0.000 059
0.066 726 0.000 440 145.988 045 0.000 864 0.000 027 0.008 947
−0.000 008 0.000 000 0.000 864 0.000 000 0.000 000 0.000 025
−0.000 001 0.000 000 0.000 027 0.000 000 0.000 000 0.000 002
−0.002 408 −0.000 059 0.008 947 0.000 025 0.000 002 0.006 850
TABLE VIII: Components of the β-tensor of Eq. (10) for our SPS example (at the working point Qx = 20.144).
The following entries are going over into the classical linear lattice parameters in case of no coupling, and are given
as follows in form of the output of a MAD-X twiss command: 111: BETX = 84.404930, 222: BETY = 40.178387,
141: ALFX = −1.627366, 252: ALFY = 0.850149. γ-check: 441: γx = 0.043224, 552: γy = 0.042878. Dispersion:
DX = −0.343296, 163/663: −0.351470, DY = −0.004177, 263/663: −0.008667. DPX = 0.003525, 463/663: 0.003678.
DPY = 0.000319, 563/663: 0.000247. Note that the signs of the entries to the α’s are reversed, as expected.
Having the dispersion parameters at hand, which were determined by including assumptions of the
origin of the one-turn map M , one can attempt to recover the tunes of the unknown optics – in principle.
However, as we shall see, the sensitivity with respect to the dispersion terms is very high. This indicates
that such an undertaking, by purely examining covariance matrices, might require more elaborate methods
(and probably also better statistics by including more particles):
For the next considerations we change to the ordering x, px, y, py, z, pz and write the one-turn-map







Let Xtr = (X1, 0, pz) for X1 ∈ R4 describe a 4D closed-orbit solution of M , i.e. M4X1 + A(0, pz)tr = X1,
which translates to X1 = (1 −M4)−1A(0, pz)tr and so D := (1 −M4)−1A contains the 4 known dispersion
terms DX, DPX, DY and DPY in the second column. Although the terms in all columns of D can be approximated
in an analog fashion as the left-hand side of Eq. (11) if correlations between z and the other spatial
coordinates are small, and by taking into account only correlations between z and pz, let us assume that
the first column is unknown. The relation V −1MV = R (V any symplectic map block-diagonalizing M , in
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Dj1 inexact Dj2 inexact Dj1 exact Dj2 exact
6.235 119 × 10−4 −3.400 830 × 10−1 1.143 900 × 10−3 −3.440 703 × 10−1
8.110 447 × 10−6 3.533 734 × 10−3 2.491 066 × 10−5 3.518 960 × 10−3
8.043 134 × 10−7 −4.242 339 × 10−3 7.223 080 × 10−6 −4.235 338 × 10−3
−1.321 050 × 10−7 3.187 020 × 10−4 −5.912 169 × 10−8 3.195 229 × 10−4
Dj2 inexact Dj2 exact
Dj1 inexact False True
Dj1 exact False True
TABLE IX: Convergence successes of the Nelder-Mead simplex algorithm [24, 25] applied to Eq. (15), assuming a
tune Qz = −1.511528 · 10−2 of our SPS example, in dependency of the four combinations of exact and inexact initial
parameter columns. We have used 6 iteration restarts of the optimization routine. The inexact values are determined
from the tracking example, in which the values of the first column were estimated by using the assumption that the
z-motion is uncorrelated to the first four coordinates. As can be seen, the success depends on the precision of the
dispersion terms which are in the second column of D.


















M4V11 +AV21 M4V12 +AV22








hereby R4 is a 4×4 block-diagonal rotation matrix, as discussed in Thm. II.3. We can now use the first row
to express the unknown M4 by D and the rotation matrices R2 and R4 which contain the unknown tunes:
M4(V11 −DV21) +DV21 = M4V11 + (1−M4)DV21 = V11R4, (14a)
M4(V12 −DV22) +DV22 = M4V12 + (1−M4)DV22 = V12R2. (14b)
If we assume that the 4 × 4-map V11 − DV21 is invertible (which is the case in our SPS example), we can
eliminate M4 to obtain
(V11R4 −DV21)(V11 −DV21)−1(V12 −DV22) +DV22 − V12R2 = 0. (15)
This corresponds to a system of 8 equations for 7 unknown parameters (3 tunes and the 4 entries of the first
column of D). For the given data of our SPS example it turned out, however, that the sensitivity of this
problem on the dispersion terms is too high, even if assuming a known z-tune, as is summarized in Tab. IX.
We conclude this section with three examples.
Example II.12 (2D). For α,φ ∈ R and R ∋ β, γ > 0 with βγ = 1 + α2 consider a linear transport map M ,
see Ref. [26], and a positive definite symmetric G
M :=
(︃
cos(φ) + α sin(φ) β sin(φ)
























are satisfying G = Stri Si (in particular, G is positive definite). This means that we have all requirements of
Thm. II.8 and S2S−11 must be orthogonal. Indeed, we have the following Iwasawa decompositions:




























and we see A1 = A2 and N1 = N2 and S2S−11 = K2 is orthogonal, as claimed by Thm. II.8. The two
independent optics parameters α and β can be regained by comparison of the above Iwasawa factors with
the ones obtained by any matched particle distribution according to conclusion II.11. Since MGM tr = G
holds, we have M−trG−1M−1 = G−1 and therefore G−1 = M trG−1M , which means that the associated
quadratic form g(z) := ztrG−1z is M -invariant. We have g(z) = ztrN−1A−1A−trN−trz = ((AN)−tr)∗12(z)
or, reversely, (Atr)∗(N tr)∗g = 12. The effects of these two operations are illustrated in Fig. 1 and appear








FIG. 1: Effect of the two operations (N tr)∗ and A∗ on a phase space ellipse given by the quadratic form g in Example
II.12, using α > 0.





be the covariance matrix of a linearly matched particle distribution







∆G2 − 4 det(G), (19)
where ∆G := det(A) + det(B) + 2 det(C). This formula for the spectrum of a 4D covariance matrix can be
found in Ref. [27] in a different context. From Eq. (19) we regain two familiar symplectic invariants:
det(G) = ϵ21ϵ22, (20a)
∆G = ϵ21 + ϵ22. (20b)
The first one appears for example in Ref. [4].
For the next example we need some more machinery.















Proof. The proof is left to the reader. Note that this equation holds also for g < 0.








Let A1 = QHHQ be the LDL-Cholesky factorization of the positive definite A1, where Q is unit upper


















Proof. See Ref. [22].
Example II.16 (4D optics with a single coupling term). Similar as in Example II.12 consider for i = 1, 2:
αi, φi ∈ R and R ∋ βi, γi > 0 with βiγi = 1 + α2i and φ1 ̸= φ2 the matrices M1,M2, G1, G2 ∈ R2×2. Let ⋄
be the operator defined in Prop. VI.6. From the properties we have J4 = J2 ⋄ J2. Let
M̃ := M1 ⋄M2,
G̃ := G1 ⋄G2.
It follows from Prop. VI.6 with the symplecticity of Mi that M̃ is symplectic and furthermore that G̃ is
symmetric and M̃G̃M̃ tr = G̃. From Prop. VI.6 it also follows that M̃ has four complex eigenvalues of the
form exp(±iφj) and by assumption it is guaranteed that no eigenvalue equals ±1. Moreover it follows that
G̃ is positive definite. M̃ can be interpreted as an uncoupled lattice. Let us now introduce a basic coupling
term; for ψ ∈ R set c := cos(ψ), s := sin(ψ) and S(2)ij ∈ R2×2 as in Example II.12, Eqs. (17a), (17b), with
S
(2)







V := diag(U,U) ∈ R4×4,
S̃ij := S(2)i1 ⋄ S
(2)
j2 .
By the properties of the operator ⋄, all four S̃ij are symplectic. V is clearly orthogonal and also symplectic:






The symplectic M := V trM̃V satisfies MGM tr = G with symmetric and positive definite G := V trG̃V :
MGM tr = V trM̃V V trG̃V V trM̃ trV = V trG̃V = G.
The interpretation of G is that it describes the covariance matrix of a linearly matched particle distribution
in this coupled optics. From Example II.12 we know that S̃trij S̃ij = G̃ must hold. Therefore the symplectic
Sij := S̃ijV are diagonalizing G as in Williamson’s Theorem: Strij Sij = V trS̃
tr
ij S̃ijV = V trG̃V = G. Let us



























with diagonal block-matrices sij ∈ R2×2. It follows






















Thm. II.15 tells us that we have to compute the LDL-Cholesky factorization of the positive definite











2 + β2s2 cs(β2 − β1)
cs(β2 − β1) β1s2 + β2c2
)︃
.
















In order to determine the remaining entry in the Iwasawa factor N , we compute (the details are left to the
reader)
















By Eq. (23a) we see that the determinant of the A-factor of a given covariance matrix yields β1β2.
Moreover, we can recover the term
√︁
β1c2 + β2s2 and by Eq. (23b) the cs(β2 − β1). Eq. (23a) - (23c)
constitute a system of equations for the five parameters α1, α2, β1, β2 and ψ of this model and more such
equations may be obtained by computing the other decompositions of Sij . In this way we can attempt to
recover the entire set of parameters of this model from a given covariance matrix.







Using this equation, we can then compute the orthosymplectic K via K = S11N−1A−1. After some steps












Hereby we attached the indices on K to indicate that it emerges out of the map S11. Note that J4 ̸= J⊕22 ,
so if ψ ̸= 0, then this term is not in the form D1 +J4D2. This example therefore completes the statement in
Conclusion II.11. What happens for the other cases S12, S21 and S22? Since we expect a symmetric result
for S22 let us investigate the S12 case. As we have already computed the Iwasawa factors A and N , we do












0 −α2/√γ2 0 √γ2
⎞
⎟⎠ . (26)










































We see that also K12 turns into the standard form if we have no coupling. Moreover, there has to be a
term D1 + J4D2 with D21 +D22 = 1 which transforms K11 into K12. In fact, we find K12Ktr11 = D1 + J4D2








β2γ2). This corresponds to a
rotation in the second plane by an angle of arctan(−α2). In general, any rotation in these planes can lead to
valid K’s. Therefore it requires a careful analysis of the covariance matrices involved in order to disentangle
the sought coupling terms from that freedom.
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III. EMITTANCES FROM SIMULATION AND EXPERIMENT
For large-scale simulations with many particles, the particle positions are usually not stored turn by turn,
because this will generate an enormous amount of data. What can be stored without generating too much
data, however, are the turn-by-turn covariance matrices of the distribution. In this section we will outline
the connection to the well-established formula of Lapostolle. For completeness we will also include practical
formulae to obtain emittances from experimental data.
A. Simulation case
By means of the map V , given by Thm. II.3 or II.11 (from a covariance matrix) and utilized in Thm. II.5,
we can parameterize all symmetric invariants G of M . As motivated in paragraph II C, one may have the
task to find, for a given covariance matrix G an M -invariant covariance matrix G∗ which is closest to G,
so that we can apply Thm. II.5. Hereby we understand the distance between G∗ and G as given by the
Frobenius norm. This can be formulated in a precise fashion as follows:
Let {ej ; j ∈ 2n} be the canonical basis of R2n. Introduce for k ∈ n the matrices
Ek := eketrk + en+ketrn+k ∈ R2n×2n, (28)
i.e. Ek consists of zeros besides its (k, k) and (n+ k, n+ k) components, which are one. Denote for brevity
Wk := V EkV tr with the notations of Thm. II.5. Then the problem stated above corresponds to the task of





is minimized. The Λk’s then correspond to the emittances, because the covariance matrix in Floquet-space
has zero off-diagonal elements for independent variables and the determinant in the individual Floquet-
planes are therefore just Λ2k (see also example III.1 below). We remark that an expression as the sum in
Eq. (29) also appears in Ref. [2]. Since h(G) := G −∑︁k ΛkWk is extremal at a given point if and only if
V −1h(G)V −tr is extremal at that point, we obtain, by using the the symmetry of ⟨A,B⟩F := tr(AtrB) and
GV := V −1GV −tr:
f(Λ)2 = |GV |2F − 2
n∑︂
k=1
Λk⟨GV , Ek⟩F +
n∑︂
k,l=1
ΛkΛl ⟨Ek, El⟩F⏞ ⏟⏟ ⏞
=tr(EkEl)=2δkl
= |GV |2F + 2
n∑︂
k=1
(Λ2k − Λk⟨GV , Ek⟩F )









⟨GV , Ek⟩2F . (30)




−1GV −tr, Ek⟩F . (31)
This process provides us with a closest symmetric invariant G∗ :=
∑︁
k ΛkWk. Since G was assumed to be pos-
itive (semi)definite, there exist P so that G = PP tr, i.e. 2Λk = tr(V −1GV −trEk) = tr(V −1PP trV −trEk) =
|Aek|2 + |Aen+k|2 ≥ 0 with A := P trV −tr, so G∗ is again positive (semi)definite.
Example III.1. In the 2-dimensional case n = 1 we obtain the classical emittance definition by Lapostolle
(cf. [28]) as follows: Assume that G = ⟨xxtr⟩ is given and set Λk according to Eq. (31). With z := V −1x
we get
2Λ1 = ⟨GV , E1⟩F = tr(⟨V −1xxtrV −tr⟩E1) =
2∑︂
k=1
tr(⟨etrk z(etrk z)tr⟩) = ⟨z21⟩+ ⟨z22⟩. (32)
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On the other hand, by Eq. (30) and GV = V −1GV −tr = ⟨zztr⟩ we have
|G∗ −G|2F = |GV |2F − 2Λ21, (33)
hereby
|GV |2F = tr(⟨zztr⟩⟨zztr⟩) =
∑︂
ij
⟨zizj⟩2 = ⟨z21⟩2 + 2⟨z1z2⟩2 + ⟨z22⟩2. (34)
Now combining Eqs. (32), (33) and (34) we obtain
2Λ21 = 4Λ21 − 2Λ21 = 2⟨z21⟩⟨z22⟩ − 2⟨z1z2⟩2 + |G−G∗|2F , (35)
and since det(V )2 = 1 we have det(G) = det(⟨zztr⟩), therefore we regain the emittance of Lapostolle up to
the Frobenius distance between G and the M -invariant G∗:





Example III.2. In the special case of a single particle, i.e. if G has the form G = xxtr with x ∈ R2n, then
ztrek := Aek = xtrV −trek (compare above) and so we get with z := V −1x the action as a ’single-particle
emittance’:
2Λk = z2k + z2n+k. (37)




cos(φ) + α sin(φ) β sin(φ)
−γ sin(φ) cos(φ)− α sin(φ)
)︃
, (38)














and with x = (x1, x2)tr, z = V −1x, we obtain for the action (37):
2Λ1 = z21 + z22 = γx21 + 2αx1x2 + βx22. (41)
B. Measurement case
In this last paragraph we will summarize of how to obtain emittances from measured profile data in this
general linear setting. We assume here that the coordinates are arranged in the form x, y, z, px, py, pz.
Denote for i = 1, 2, 3 Mi : R6 → R6 the symplectic transport maps to the location of the scanners which
measure our profiles (which are usually two wirescanners and a wall-current monitor) and by V : R6 → R6 the
map from Floquet-space to ordinary phase space, which diagonalize the one-turn map M by R = V −1MV
according to Thm. II.3.
Assume that G is the covariance matrix belonging to a matched distribution. By Thm. II.5 we
have G = V DV tr with D = diag(Λ,Λ) and Λ = diag(λ1, λ2, λ3), i.e. G can be interpreted as the image
of a covariance matrix of a distribution in Floquet-space, in which the individual planes are uncorrelated,
transported by the map V to ordinary phase space. For i = 1, 2, 3 consider the maps Ti := etri MiV , where ei
denotes the unit vector having a one in the ith position, so they project onto the spaces belonging to the x,
y and z directions at the corresponding scanner locations. Now consider the linear map E : R3 → R3 given
by (λ1, λ2, λ3) ↦→ (T1DT tr1 , T2DT tr2 , T3DT tr3 ), so its matrix entries are Ejk = Tjeketrk T trj + Tje3+ketr3+kT trj .
Since covariance matrices transport under linear maps in form of matrix congruence (see paragraph II A),
the image of this map can be identified with the second moments of the distribution G at the corresponding
scanner positions: ⟨x2⟩, ⟨y2⟩ and ⟨z2⟩. They are known from our experiments, hence E−1 provides us with
the emittances of the distribution.
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IV. CONCLUSION
We have examined in detail the close connection between linear normal form and covariance matrices be-
longing to a matched particle distribution. In fact, a linear normal form is contained in such a matrix: If
the emittances are mutually distinguishable, then up to an SO(2)n-freedom (which can be understood as a
rotation part related to the tunes) the entries of the normal form are uniquely determined. Furthermore,
by means of the Iwasawa decomposition, we obtain a natural generalization of the optics β-functions and
coupling terms, which complement, together with their relation (10) to the embedding coefficients β lij , our
picture in this linear scenario. In addition, we have provided the connection to the Courant-Snyder parame-
terization and the Lapostolle-emittance and summarized useful formulae for practical applications regarding
simulations and experiments.
V. ACKNOWLEDGMENTS
The author want to thank Prof. Dr. M. de Gosson and Dr. F. Schmidt for inspiring comments. This work
has been sponsored by the Wolfgang Gentner Programme of the German Federal Ministry of Education and
Research (grant no. 05E15CHA)
VI. APPENDIX
A. Preliminaries
This part of the appendix is intended as a convenient reference of properties and notations which we used
in the main text. Some of these facts are known in the literature but often scattered or not easy to find in
a concise and self-contained fashion. We will begin with the proof of Thm. II.2.
G ∈ Rm×m is a covariance matrix if and only if G is symmetric and positive semidefinite.
Proof. ’⇒’ Symmetry is a consequence of ⟨xixj⟩ = ⟨xjxi⟩. Positive semidefiniteness follows with utrGu =
utr⟨xxtr⟩u = ⟨utrxxtru⟩ = ⟨(utrx)2⟩ ≥ 0. ’⇐’ Since G is symmetric, we can find, by Sylvester’s law of
inertia, an orthogonal matrix Q and a diagonal matrix D so that D = QtrGQ hold. Since G is positive
semidefinite, the diagonal entries Dk are non-negative. Set
√
D by taking the square root of these diagonal






Qtr = PP tr with P := Q
√
D.
Now take m independent random variables zj , i.e. ⟨zizj⟩ = δij for i, j = 1, ...,m. Set x := Pz. It follows
G = PP tr = ⟨Pz(Pz)tr⟩ = ⟨xxtr⟩, so G is a covariance matrix.
Let us make a notation convention:
Convention VI.1. The Symbol K means either R or C. J denotes the symplectic structure






where 1n denotes the identity matrix in Kn×n. The upper letter ’H’ on a matrix means transposition and
complex conjugation. For x, y ∈ C2n we understand ⟨·, ·⟩ as the sesquilinear form ⟨x, y⟩ := xHy if nothing
else is stated. We will sometimes use the abbreviation n := {1, ..., n} for n ∈ N. If V is a vector space,
we denote its complexification by VC and for M : V → V , we sometimes denote its action onto VC by MC.
However, this notion will be dropped whenever the context is clear.
Let M ∈ Sp(2n;R) be diagonalizable with mutually distinguishable eigenvalues. We denote by {aj ; j ∈ 2n}
a fixed basis of eigenvectors, where aj ∈ C2n belongs to the eigenvalue λj ∈ C. Because M is real, λ̄j is the
eigenvalue of the eigenvector āj of M . We have for all i, j ∈ 2n:
λ̄i⟨ai, Jaj⟩ = ⟨Mai, Jaj⟩ = ⟨ai,M trJaj⟩ = ⟨ai, JM−1aj⟩ = 1/λj⟨ai, Jaj⟩ = λ̄j⟨ai, Jaj⟩, (42)
so we conclude, since all eigenvalues are mutually distinguishable, that if i ̸= j, then ai and Jaj are
orthogonal. Because of this orthogonality, the fact that {Jai} is a basis of C2n and ⟨·, ·⟩ is non-degenerate,
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it must hold that ∀i : ⟨ai, Jai⟩ ̸= 0, and these values are purely imaginary, which follows by ⟨x, y⟩ = ⟨y, x⟩
with J tr = −J . Set iσj := ⟨aj , Jaj⟩ with σj ∈ R\{0}. Since −iσj = ⟨aj , Jaj⟩ = ⟨āj , Jāj⟩, we can choose
a representation system {j1, j2, ..., jn} ⊂ 2n of the equivalence relation introduced in Dfn. VI.3, so that
∀k ∈ n : σjk = 1 hold.
The eigenvalues of M tr coincide with M , and if we set bi := Jai, then
M trbi = −JM−1Jbi = JM−1ai = λ̄iJai = λ̄ibi,
i.e. bi is an eigenvector or M tr with respect to λ̄i. Let us summarize:
1. If we speak of an eigenvector bi of M tr we will always understand bi := Jai for a given (and fixed)
system of eigenvectors {ai, i ∈ 2n} of M .
2. From the properties of M we always have i ̸= j ⇒ ⟨ai, Jaj⟩ = 0.
3. There is a subset {j1, ..., jn} ⊂ 2n so that ∀k ∈ n : ⟨ajk , Jajk⟩ = iσk with R ∋ σk > 0 holds.
Proofs of the next statements are straightforward. They are required in the proof of the linear normal form
Thm. II.3.
Proposition VI.2. Let V be a K-vector space and M : V → V linear. Then all eigenvectors of M belonging
to mutually distinguishable eigenvalues are linearly independent.
Definition VI.3. Let V be an R-vector space and M : V → V linear. Assume that MC has mutually dis-
tinguishable eigenvalues {λj ∈ C; j ∈ I0}. Since M is real, it also admits the complex conjugate eigenvalues.
So we can introduce on I0 the equivalence relation i ∼ j :⇔ λi = λ̄j . We denote the equivalence class of
j ∈ I0 by [j]. They constitute of pairs of indices.
Proposition VI.4. Let V be a real vector space and M : V → V linear. Assume that MC has mutu-
ally distinguishable eigenvalues {λj ∈ C; j ∈ I0} with corresponding eigenvectors aj = xj + iyj ∈ VC so
that xj , yj ∈ V . Then {xj1 , yj1 , xj2 , yj2 , ...} are linearly independent in VC for every representation system
{j1, j2, ...} of the equivalence relation introduced in Dfn. VI.3.
Proposition VI.5. Let V be a real vector space and M : V → V linear. Let λ ∈ C, be an eigenvalue of MC
with eigenvector a = x + iy ∈ VC so that x, y ∈ V . Then the C-vector space spanned by x and y in VC is
M -invariant and it holds
∀α, β ∈ C : M(αx+ βy) = (αλR + βλI)x+ (βλR − αλI)y, (43)
where λR := Re(λ) and λI := Im(λ) are the real and imaginary parts of λ.
The next map emerged rather often in our programs as well as in some formulae, so that we found it useful
to write it down as reference. It appears whenever we had to switch between the (x, px, y, py, ..) phase-
space notation to a block notation of the form (x, y, ..., px, py, ...). But we also used this (non-symplectic)
isomorphism in Thm. II.5 to transport a statement regarding 2× 2 matrices to a statement regarding block
matrices and where it is useful to keep track that changing the notation does not have any effect on the
symplecticity of the result.
















A11 0 A12 0
0 B11 0 B12
A21 0 A22 0





1. ⋄ is bilinear.
2. If A,C ∈ K2n×2n and B,D ∈ K2m×2m, then (A ⋄B)(C ⋄D) = (AC ⋄BD).
3. For A ∈ K2n×2n, B ∈ K2m×2m and C ∈ K2k×2k associativity holds: A ⋄ (B ⋄ C) = (A ⋄B) ⋄ C.
4. (A ⋄B)tr = Atr ⋄Btr.
5. det(A ⋄B) = det(A) det(B).
6. Jn ⋄ Jm = Jn+m.
Remark VI.7. For convenience we may want to recast A1 ⋄ · · · ⋄An for Ak ∈ K2×2, k ∈ n, in block-diagonal
form, which we will denote by the symbol ⊕ as A1 ⊕ · · · ⊕ An = diag(A1, ..., An). For this purpose we
introduce the following orthogonal operator T ∈ K2n×2n (and also provide its inverse) on the canonical basis
{ej ; j ∈ 2n} of K2n:
T (ej) :=
{︃




e2j−1 if j ∈ n,
e2(j−n) else.
Then it holds T tr(A1 ⋄ · · · ⋄An)T = A1 ⊕ · · · ⊕An.
A proof of Thm. II.3 can be found for example in Ref. [16], but because of its importance and also because
of certain details in the construction of the map we will recall it here:
Proof. Let us rescale the aj ’s by
√︁
2/|σj |, where σj is given according to Conv. VI.1. So without loss of
generality we consider eigenvectors so that σj = ±2 hold. By Conv. VI.1 there is a representation system
{j1, j2, ..., jn} ⊂ 2n so that ∀k ∈ n : σjk = 2 holds. According to Prop. VI.4, we obtain a corresponding real
basis {x1, x2, ..., xn, y1, y2, ..., yn} of C2n with ajk = xk + iyk. We thus have by construction ∀k, l ∈ n:
i2δkl = ⟨ajk , Jajl⟩ = ⟨xk + iyk, Jxl + iJyl⟩ = ⟨xk, Jxl⟩+ ⟨yk, Jyl⟩ − i⟨yk, Jxl⟩+ i⟨xk, Jyl⟩, (44a)
0 = ⟨ajk , Jājl⟩ = ⟨xk + iyk, Jxl − iJyl⟩ = ⟨xk, Jxl⟩ − ⟨yk, Jyl⟩ − i⟨yk, Jxl⟩ − i⟨xk, Jyl⟩. (44b)
Therefore ∀k, l ∈ n:
⟨xk, Jxl⟩ = 0, (45a)
⟨yk, Jyl⟩ = 0, (45b)
⟨xk, Jyl⟩ = δkl, (45c)
and so the linear map V : R2n → R2n defined on the canonical basis {ej , j ∈ 2n} of R2n via
V (ej) :=
{︃
xj if j ∈ n,
yj−n else, (46)
is symplectic. By Prop. VI.5 we know that for k ∈ n the planes Ẽk := spanR{V (ek), V (en+k)} ⊂ R2n are




















By assumption M has eigenvalues on the unit circle, λ2R + λ2I = 1, so V −1MV has the properties as
claimed.







with mutually disjoint φi, where φi ∈]0, π[. Let B ∈ K2n×2n be given. Then
RB = BR ⇔ B = D1 + J⊕n2 D2, (48)
where Dj are diagonal matrices and of the form diag(b1, b1, b2, b2, ..., bn, bn).
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Proof. Since the Ri’s are orthogonal and commute with J2, the ’⇐’ direction is clear, so let us prove the ’⇒’
direction. Decompose B into a symmetric and an antisymmetric part B = 12 (B+Btr)+
1
2 (B−Btr) =: S+A.
Since R is antisymmetric, it follows
RS +RA = R(S +A) = (S +A)R = SR+AR, (49a)
tr⇒ −SR+AR = −RS +RA. (49b)
By adding and subtracting Eqs. (49a) and (49b) we obtain the equivalent conditions RS = SR and
AR = RA. So let us assume for a moment that B is (anti)symmetric.
Condition BR = RB in block indices reads: ∀i, j ∈ n : BijRj = RiBij . In particular, by exchang-
ing indices, we can write down the following two equations for every i and j:
BijRj = RiBij , (50a)
BjiRi = RjBji. (50b)
From these two equations we obtain
RjBjiBij = BjiRiBij = BjiBijRj . (51)
Since B is (anti)symmetric, Bij = ±Btrji , and therefore with the positive semidefinite symmetric Lij :=
BtrijBij , Eq. (51) reads
RjLij = LijRj . (52)







For brevity denote cj := cos(φj) and sj := sin(φj). Then Eq. (52) reads
(︃
rcj − dsj dcj − fsj




















rcj + dsj −rsj + dcj
dcj + fsj −dsj + fcj
)︃
.
Since sj ̸= 0 it follows from the (1, 1) or (2, 2)-component that d = 0. Inserting this into e.g. the
(1, 2)-component we see that r = f must hold and from Lij ≥ 0, it follows that r ≥ 0. We now attach
the indices i and j on r. We conclude that rij12 = BtrijBij , so if Bij ̸= 0, Cij := Bij/
√
rij must be orthogonal.
In the case that Bij ̸= 0 there are now two options: Either det(Cij) = 1 or det(Cij) = −1. In the
first case, Cij and therefore Bij commutes with Rj and we get together with Eq. (50a)
RjBij = BijRj = RiBij . (53)
Now the second case. By multiplication of BR = RB with the inverse of R, also BR(−φ) = R(−φ)B hold.
In this version, Eq. (50a) reads






. Then CijW and therefore RijW commutes with Rj , so we get
RjBij = RjBijWW = BijWRjW = BijRj(−φj) = Ri(−φi)Bij . (55)
Hence in both cases a equation of the form Rj = Ri(±φi) follows, so φi = ±φj and therefore, by
construction, this is only possible if φi = +φj and so i = j. Conversely we have shown that if i ̸= j, then
Bij = 0, so B must be block-diagonal and its diagonal blocks must have positive determinant.
Recall that we assumed that B was (anti)symmetric. In the symmetric case, since Btrii = Bii, and
at the same time Bii/
√
rii is orthogonal (if Bii ̸= 0), the individual off-diagonal elements must vanish and
therefore B has a diagonal form as claimed. In the antisymmetric case Btrii = −Bii, so its diagonal entries
vanish and it has the form J2diag(b, b).
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B. A basis for symmetric invariant matrices
Symmetric matrices which are M -congruent invariant, where M is diagonalizable with mutually distinguish-
able eigenvalues, can be given a basis built out of the eigenvalues of M itself. This very useful result, as
stated in Cor. II.6, is used in Ref. [3] in order to find matched distributions near coupled synchrobetatron
resonances. As we shall see at the end of the next paragraph, this decomposition is linked to the diagonal-
ization of invariant covariance matrices by linear normal form, which is used in some of the other references
mentioned in the introduction. For convenience, we change our notation to M tr only in this paragraph
VI B, as otherwise we would have to attach many minus signs on the maps. Assume that G is a symmetric
invariant and define X := JG. Since M tr is symplectic, MJM tr = J , condition II.1 can be recast as
X = JG = JM trGM = M−1JGM = M−1XM,
and so
X = M−1XM. (56)
Denote by g the Lie-algebra of Sp(2n;R). One can show that g can be characterized as g = {X ∈
R2n×2n; JX + XtrJ = 0}. The elements of this semisimple Lie-algebra are called Hamiltonian matrices.
Now observe that since G is symmetric,
J(JG) + (JG)trJ = −G−GtrJ2 = 0, (57)
so together with Eq. (56) we have the characterization X ∈ g with Ad(M)X = X. If X ∈ g, then conversely
JX is symmetric: (JX)tr = −XtrJ = JX. Let h := {X ∈ g; Ad(M)X = X} = {X ∈ g; [M,X] = 0}. h is a
Lie-subalgebra of g since Ad(M) enters [·, ·] in both entries. Condition II.1 therefore essentially means that
we are considering elements X = JG of the Lie-subalgebra h of g and so that G may in addition be positive
semidefinite.
Lemma VI.9. Let A be a diagonalizable real or complex N × N -matrix with eigenvalues ν1, ..., νN ∈ C.
Then ad(A) = [A, ·] has the N2 eigenvalues τij := νi − νj ∈ C for 1 ≤ i, j ≤ N and the corresponding
eigenmatrices Vij ∈ Cn×n to τij have the form
Vij = uivHj ,
where ui and vj are eigenvectors of A and AH with respect to νi and ν̄j.
Proof. Since AH has the eigenvalues ν̄1, ..., ν̄N , let Aui = νiui and AHvi = ν̄ivi. It follows
[A, Vij ] = AuivHj − uivHj A = νiuivHj − ui(AHvj)H = νiuivHj − νjuivHj = τijVij .
Proposition VI.10. Let M ∈ Sp(2n;R) be diagonalizable with mutually distinguishable eigenvalues and
denote by g the Lie-algebra of Sp(2n;R) and h := {X ∈ g; [M,X] = 0}. Then h is abelian.
Proof. By application of Lemma VI.9 to the real matrix M we obtain the (2n)2 eigenmatrices Vij = aibHj
of ad(M). By Conv. VI.1, the entry bHk Vijal is zero if k ̸= i or j ̸= l and otherwise not, and so these
eigenmatrices are linearly independent. Therefore m := {X ∈ C2n×2n; [M,X] = 0} is spanned by the
matricesBi := Vii = aibHi , which are the eigenmatrices belonging to the eigenvalue 0. By Conv. VI.1 we have,
since the eigenvalues are mutually distinguishable, for i ̸= j: ⟨ai, bj⟩ = 0. It follows BiBj = aibHi ajbHj = 0
if i ̸= j, showing that m is abelian, especially its sub Lie-algebras h ⊂ hC ⊂ m.
Proposition VI.11. There exist a basis {Ck; k ∈ ±n̄} of linearly independent and J-unitary vectors of m
with respect to the hermitian bilinear form ⟨X,Y ⟩J := −tr(JXHJY ), i.e.
∀k, l ∈ ±n̄ : ⟨Ck, Cl⟩J = δkl. (58)
Proof. Let {j1, ..., jn} ⊂ 2n be a representation system according to Conv. VI.1 and rescale the ajk ’s so that
⟨ajk , Jajk⟩ = i holds. Set Ck := ajkbHjk and use the notation −jk for the other element in the equivalence
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class [jk]. Correspondingly let C−k := a−jkbH−jk = Ck . By the proof of Prop. VI.10 {Ck; k ∈ ±n̄} constitute
a basis of m. We have
⟨Ck, C±l⟩J = −tr(JbjkaHjkJa±jlbH±jl) = −tr(bH±jlJbjkaHjkJa±jl) = −2n⟨b±jl , Jbjk⟩⟨ajk , Ja±jl⟩
= −2n⟨Ja±jl , J2ajk⟩⟨ajk , Ja±jl⟩ = 2n|⟨ajk , Ja±jl⟩|2. (59)
We see that by an additional rescaling by
√
2n of the Ck’s we obtain J-unitarity.
Corollary VI.12 (See Ref. [3]). The set of all real symmetric invariants of M , where M is diagonalizable




)J , where {j1, j2, ..., jn} ⊂ 2n is a representation system according to Conv. VI.1.
Proof. From Prop. VI.11 we saw that m admits a J-unitary basis {Ck; k ∈ ±n̄}. Let X =
∑︁
k XkCk ∈ m be

















XRk (CRk + CR−k)−
n∑︂
k=1







and so X is real if and only if it can be represented as a sum of the real matrices CRk and CIk Now observe
that 2JCRk = −J(ajkaHjk + ājkatrjk )J is symmetric, while 2iJCIk = −J(ajkaHjk − ājkatrjk )J is antisymmetric.
So X ∈ h if and only if X is represented as a sum of the J-orthogonal CRk for k ∈ n.
As we shall see, the result II.6 can equivalent be obtained by means of linear normal form, which will be
discussed now.
C. Proof of Thm. II.8 Part 1
For the proof Thm. II.8 it is more convenient to change the notation in its claim to M tr (as otherwise we
get many minus signs in the exponents). A similar assertion can be found in Ref. [20], however the proof
unfortunately contained a mistake [29]. We did not found an alternative proof. For the next part we will
drop the indices 1 and 2 for convenience.
Since G is positive definite, there exist a Cholesky-decomposition of G in the form G = PHP , with
invertible P ∈ C2n×2n (in fact, P is real but for convenience we keep the complex notation). Then the
invariance condition II.1 can be rewritten as
(PMP−1)HPMP−1 = 1,
i.e. U := PMP−1 is unitary. Since det(M − λ) = det(PMP−1 − λ), U must have the same eigenvalues
as M . Let {vi ∈ C2n; i ∈ 2n} be a basis of eigenvectors of U with respect to the eigenvalue λi ∈ C, i.e.
Uvi = λivi.
We have UHvi = U−1vi = λ−1i vi and therefore for every i and j:
λ̄i⟨vi, vj⟩ = ⟨λivi, vj⟩ = ⟨Uvi, vj⟩ = ⟨vi, UHvj⟩ = λ−1j ⟨vi, vj⟩. (62)
in particular (i = j) it follows that |λi|2 = 1 for every i, i.e. all eigenvalues lay on the unit circle.
Furthermore if i ̸= j, then by assumption λ̄i ̸= λ̄j . Consequently we must have ⟨vi, vj⟩ = 0 in this case.
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Let ai be the eigenvectors of M with respect to λi and bi = Jai the eigenvectors of M tr with re-
spect to λ̄i. Since the eigenvalues are mutually distinguishable by our assumption, they are connected to
the orthogonal eigenvectors vi of U (see above) as follows:
λivi = Uvi = PMP−1vi ⇒ P−1vi = αiai, (63a)
λ̄ivi = λ−1i vi = UHvi = (PMP−1)Hvi = P−HM trPHvi ⇒ PHvi = βibi, (63b)
with αi, βi ∈ C\{0} dependent on vi (and therefore unspecified yet). It follows
⟨vi, vj⟩ = ᾱiαj(Pai)HPaj = ᾱiαjaHi PHPaj = ᾱiαjaHi Gaj , (64a)
ᾱiβj⟨ai, bj⟩ = (P−1vi)HPHvj = vHi P−HPHvj = ⟨vi, vj⟩. (64b)
If we fix an index i, then for every j: βj⟨ai, bj⟩ = αj⟨ai, Gaj⟩, thus
Gaj = βj/αjbj ,
and so JGaj = −βj/αjaj , i.e. −βj/αj =: γj are the eigenvalues of X := JG with respect to the eigenvectors
aj . Hence we make the following
Convention VI.13.
1. Let {ai, i ∈ 2n} be a basis of eigenvectors of M . We will assume that this system is fixed and relabeled
in such a way that for i ∈ n it holds λi = λ̄n+i with Im(λi) > 0.
2. The eigenvalue of Xk = JGk for k = 1, 2 with respect to the eigenvector ai of M (labeled according to
point 1) is denoted by γ(k)i .
Since bj = Jaj , Eq. (64b) provides us with the following relation between the norm of vi, αi and ai:
⟨vi, vi⟩ = −|αi|2γi⟨ai, Jai⟩. (65)
Remark VI.14. By Eq. (65) it follows in particular, since ⟨ai, Jai⟩ = atri Jāi = −aHi Jai = −⟨ai, Jai⟩, that
the eigenvalues γi must be purely imaginary.
By assumption it holds G = StrDS, so X = JG = JStrDS = S−1JDS and therefore JD has the same
eigenvalues γi as X. A unitary basis {fj ; j ∈ 2n} of eigenvectors of JD is given as follows:




ej + ien+j if j ∈ n,
ej − ien+j else.
Then it holds:
1. {fj}j∈2n span a unitary basis of C2n.
2. Let D = diag(Λ,Λ) ∈ C2n×2n block-diagonal with diagonal n× n-matrices Λ := diag(Λ1, ...,Λn). Then
JDfj =
{︃
iΛjfj if j ∈ n,
−iΛjfj else.
3. Jfj = ifj for j ∈ n and Jfj = −ifj else.
4. Dfj = Λjfj.
Proof. 1. If j, k ∈ n, then 2⟨fj , fk⟩ = ⟨ej + ien+j , ek + ien+k⟩ = ⟨ej , ek⟩ + ⟨en+j , en+k⟩ = 2δjk; similarly
is the case j, k ∈ 2n\n. If j ∈ n and k ∈ 2n\n, then 2⟨fj , fk⟩ = ⟨ej + ien+j , ek − ien+k⟩ = ⟨ej , ek⟩ −










(−Λjen+j ± iΛjej) = ±iΛjfj . (66)
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3. This follows from Eq. (66) by setting Λ = 1n.
4. Dfj = −J2Dfj = ∓iΛjJfj = Λjfj .






−en+b if j = a,
eb if j = n+ a,
−en+a if j = b,
ea if j = n+ b,
ej else.
Then it holds
1. Tab is orthogonal and symplectic.
2. If D′ := T trabDTab then D′ has the same form of D where Λa is exchanged with Λb.
Proof. Tab is orthogonal, since Tab is a combination of permutation and a reflection which are orthogonal.
The symplecticity and the second property can be seen as follows: Without loss of generality we consider





−T−1ab J(en+b) = −T−1ab (eb) = −en+a = J(ea) if j = a,
T−1ab J(eb) = −T−1ab (en+b) = ea = J(en+a) if j = n+ a,
−T−1ab J(en+a) = −T−1ab (ea) = −en+b = J(eb) if j = b,









−T−1ab D(en+b) = Λbea if j = a,
T−1ab D(eb) = Λben+a if j = n+ a,
−T−1ab D(en+a) = Λaeb if j = b,
T−1ab D(ea) = Λaen+b if j = n+ b.
Now attach on the matrices the index 1 and 2. Since the eigenvalues of JDk are the γ(k)j ’s and the Λ
(k)
j ’s
are positive, there must exist, by Conv. VI.13, a permutation πk : n → n so that γ(k)j = iΛ
(k)
πk(j) for j ∈ n .
Note that this implies automatically γ(k)n+j = −iΛ
(k)
πk(j) for j ∈ n, since the complex conjugated γ
(k)
j belongs
to the eigenvector Sāj of JDk, which in turn equals San+j by our Conv. VI.13 and therefore it is related
to the eigenvalue γ(k)n+j .
By Prop. VI.16, we can assign to πk a suitable composition Tk of symplectic permutation matrices
so that the indices of the diagonal entries of D′k := T trk DkTk now coincide with the indices j of γ
(k)
j , with
respect to our fixed eigensystem {ai, i ∈ 2n}. These diagonal matrices D′k belong to a similar problem than
the original one, now formulated with the symplectic matrices S̃k := T−1k Sk (and Prop. VI.15 holds also for
these new block-diagonal matrices). Since Tk is orthogonal, S2S−11 is orthogonal iff S̃2S̃
−1
1 is orthogonal.
The important fact of this consideration is that we treat both cases k = 1, 2 simultaneously (if we would
have looked at only one case, we could have simply relabeled the ai’s). So we conclude:








∀k ∈ {1, 2} : ∀j ∈ 2n : JDkfj = γ(k)j fj , (67)
in particular fj ∈ E(k)j , by which we denote the eigenspace of JDk with respect to γ
(k)
j , and {fj ; j ∈ 2n} is
a unitary basis of eigenvectors of JDk.
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D. Proof of Thm. II.8 Part 2
Proposition VI.18. By assumption we have G = StrDS = (D1/2S)trD1/2S, therefore we can apply the
results of paragraph VI C, using in particular P = D1/2S. Then the corresponding orthogonal eigenvectors
cj of PMP−1 (with this particular P ) are also eigenvectors of JD and satisfy:
− γjJD−1cj = cj ⇒ JDcj = γjcj . (68)
Proof. By Eq. (64b), using bj = Jaj , we have with corresponding αi and βi values (they are not yet specified)
⟨ci, cj⟩ = ᾱiβj⟨ai, Jaj⟩ = ᾱiβj⟨Sai, JSaj⟩
= ⟨αiSai, βjJSaj⟩ = ⟨D−1/2ci, βj/αjJD−1/2cj⟩
= βj/αj⟨ci, JD−1cj⟩.
Since the ci’s constitute a basis, the claim follows.
By Prop. VI.18 and paragraph VI C we thus have for each k an orthogonal basis {c(k)j }j∈2n of eigenvectors




k Sk(aj) for not yet specified complex numbers α
(k)
j ∈ C\{0}. Let us now
choose α(k)j so that c
(k)
j are normalized to one, i.e. they describe a unitary basis. By Eq. (65) this is fulfilled
if and only if
∀i ∈ {1, ..., 2n} : − |α(k)i |2γ
(k)
i ⟨ai, Jai⟩ = 1, (69)
leaving an SU(2) freedom in the choice of the α(k)i ’s. In particular we obtain





















Now let Uk ∈ C2n×2n be the unitary transformation sending c(k)j to fj . Let us drop the index k for the next
lemma.
Lemma VI.19. The unitary map U satisfies
1. UJDUH = JD.
2. UD±1/2UH = D±1/2.
3. UD±1UH = D±1.
4. UJUH = J .
Proof. 1. Since JDcj = γjcj by Eq. (68), we have by Eq. (67): UJDUH(fj) = γjfj = JDfj .
2. Let Ej be the eigenspace of JD with respect to γj and [j] the equivalence class of indices k ∈ 2n with
k ∼ j :⇔ γk = γj . Since ∀i ∈ [j] : UH(fi) = ci ∈ Ej , and {fi ∈ Ej ; i ∈ [j]} is a basis of Ej , it follows









uil|γl|±1/2fl = |γj |±1/2
∑︂
l∈[j]
uilfl = |γj |±1/2UH(fi),
⇒ UD±1/2UH = D±1/2.
3. Follows immediately from 2.
4. By 1 and 3: JD = UJUHUDUH = UJUHD ⇒ J = UJUH .
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We are ready to prove the original claim. Set Pk := UkD1/2k Sk, i.e. fj = α
(k)



















By Lemma VI.19 it holds U2D1/22 = D
1/2




1 = UH1 D
−1/2














































Since multiplication of a unitary basis with complex phases is a unitary operation, S2S−11 can entirely be
described on C2n as a unitary operation. And because S1 and S2 itself are real, we conclude that S2S−11
must be orthogonal. □
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