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Abstract
Stochastic resonance, introduced two decades ago as a model for geophysical dy-
namics, has recently found its way into such diverse fields as physics, meteorology,
chemistry, and biology. The rising interest in this field stems from the counterintui-
tive effect that a periodic signal component can be amplified by a stochastic force.
Noise–free stochastic resonance is frequently observed in systems showing inter-
mittency. The fast degrees of freedom act on the slow intermittency time scale, like
noise does in conventional stochastic systems. On variation of a control parameter
the jump rate between the intermittent states can be changed. In this sense changes
of the control parameter are equivalent to changes of the noise strength D in stocha-
stic systems. Like in conventional stochastic resonance, the intermittent jumps of
the dynamical system can be synchronised by a weak periodic modulation, so that
maximum signal amplification is obtained by choosing the proper control parame-
ter.
Here the phenomenon of noise–free stochastic resonance is investigated in an
autonomous electronic circuit, showing crisis induced intermittency. Intermittency
results from the merging of two symmetric mono–scroll attractors. Above a critical
control parameter value the dynamics is governed by fast oscillations on the sub–
attractors and a slow jumping dynamics between them. It is shown that close to
such a crisis small periodic and aperiodic signals can be enhanced by synchronising
the mean intermittent jump rate with the modulation frequency, which could be
achieved through variation of the control parameter. In the particular system several
maxima of enhancement can be found, which means the occurance of stochastic
multi–resonance.
The experimental data is used to analyse the equivalence and cooperation of
stochastic and deterministic chaotic dynamics in stochastic resonance related phe-
nomena. A general mechanism leading to stochastic multi–resonance is explored.
The main results can be summarised as follows:
(i) The effect of stochastic and chaotic dynamics are largely equivalent provided
that the characteristic time scales of input signal and chaotic forcing are well se-
parated. In particular, close to the crisis noise–induced and noise–free jump rates
show exactly the same scaling properties.
(ii) The theoretical concept of conventional stochastic resonance developed by Mc-
Namara and Wiesenfeld (1991) was successfully extended to model such modifica-
tions as noise–free, aperiodic and multi–resonance.
(iii) Stochastic multi–resonance was observed at various experimental conditions,
i.e. for periodic as well as aperiodic signals at a merging crisis, but also for spatio–
temporal stochastic resonance in an array of Schmitt triggers. The mechanism of
multi–resonance can be directly related to the non–monotonous dependence of the
jump rate on the control parameter, which does not occur for the noise–induced
Kramers rate. In the case of the merging crisis the non–monotonous low–amplitude
structures observed were interpreted to reflect the fractal structure of the merging
attractors and the corresponding basins of attraction.
(iv) Following the spirit of a Kramers–Moyal expansion the complex deterministic–
chaotic system investigated could be successfully mapped to a simple one–dimen-
sional stochastic model, which could almost quantitatively explain the experimental
data.
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Kapitel 1
Einleitung
Das Auftreten von Rauschen wird im Alltag ha¨ufig als sto¨rend empfunden. Der Ein-
fluss des Rauschens behindert die Signalu¨bertragung und fu¨hrt im schlimmsten Fall
zum kompletten Informationsverlust. Deshalb wurden in den vergangenen Jahren
immer mehr technische Lo¨sungen entwickelt, die eine rauschfreie Signalu¨bertra-
gung ermo¨glichen. ¨Ublicherweise versucht man bei diesen Lo¨sungen, sowohl auf
der Seite des Senders als auch des Empfa¨ngers, das Rauschen zu minimieren. Ein
mo¨glicher Weg hierbei ist es, die Systeme mit Bauteilen hoher Qualita¨t zu bestu¨cken
und mit erheblichen Aufwand eine Entkopplung der Systeme von sto¨renden Umge-
bungseinflu¨ssen zu erreichen. Betrachtet man als Beispiel die Signalu¨bertragung
von einem Rundfunk-Sender zu einem Radioempfa¨nger, so wird schnell klar, wie
aufwendig und teuer die Rauschminimierung ist: Selbst bei der Auswahl der op-
timalen Empfangsfrequenz, die heutzutage ha¨ufig durch ein automatisches RDS-
System geschieht, gilt es, Sto¨reinflu¨sse durch thermisches Rauschen im elektro-
nischen System, Netzschwankungen und Beeintra¨chtigungen durch andere einge-
schaltete, elektronische Gera¨te zu minimieren.
Andererseits zeigen eine Vielzahl von nichtlinearen Systemen, dass Rauschen
nicht immer sto¨rend wirkt, sondern die ¨Ubertragung schwa¨chster Signale mitunter
erst ab einer gewissen Rauschintensita¨t mo¨glich ist. Dieses Pha¨nomen, das unse-
ren Alltagserfahrungen ga¨nzlich widerspricht, ist die stochastische Resonanz [1].
¨Ublicherweise spricht man von Resonanz, wenn ein dynamisches System bei einer
bestimmten Anregungsfrequenz, die in der Na¨he der Systemeigenfrequenz liegt,
mit einer versta¨rkten Amplitude antwortet. Beim Hertz’schen Dipol [2] kann ei-
ne resonante Signalu¨bertragung erreicht werden, indem man bei fester Sendefre-
quenz die Form und damit die Eigenfrequenz der Empfangsantenne vera¨ndert. Bei
der stochastischen Resonanz findet man eine a¨hnliche Versta¨rkung des schwachen
Signals bei einer optimalen Rauschintensita¨t, die sich durch eine hohe Korrela-
tion zwischen Signal und Systemdynamik auszeichnet. Ober- und unterhalb der
optimalen Rauschintensita¨t geht die Korrelation verloren. Das Zustandekommen
der Versta¨rkung durch das Zusammenspiel von Rauschen und Signal im System
kann in Analogie zum Hertz’schen Dipol verstanden werden: Wesentlich fu¨r die
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Abbildung 1.1: Das natu¨rliche Ja¨ger-Beute-System des Lo¨ffelsto¨rs: Indem der
Lo¨ffelsto¨r einen gewissen Abstand zum Daphnien-Schwarm einha¨lt, optimiert er
seine lokale Rauschsta¨rke und kann so das schwache Dipolsignal eines Wasserflohs
außerhalb des Schwarms besser detektieren. Darstellung entnommen aus [3].
Resonanz ist die mittlere rauschinduzierte Sprungfrequenz des nichtlinearen Sys-
tems. Stimmt diese induzierte “Eigenfrequenz” mit der Frequenz des angelegten
schwachen Signals u¨berein, kommt es zu der fu¨r stochastische Resonanz charakte-
ristischen Versta¨rkung. Eine Variation der angelegten Rauschintensita¨t fu¨hrt zu ei-
ner Vera¨nderung der rauschinduzierten Systemfrequenz. Hierdurch kann das nicht-
lineare System – a¨hnlich wie der Hertz’sche Dipol – auf die angelegte Signalfre-
quenz abgestimmt werden, um eine resonante ¨Ubertragung zu erreichen.
Gerade in biologischen Systemen ist das Pha¨nomen der stochastischen Reso-
nanz erfolgreich adaptiert worden. So zeigen Studien des Fressverhaltens vom Lo¨f-
felsto¨r (engl.: paddlefish), der in den tru¨ben Gewa¨ssern des Mississippi und des
Yangtse beheimatet ist und seine Beute nicht visuell aufspu¨ren kann, dass die zahl-
reichen Elektrorezeptoren am Stirnfortsatz (Rostrum) dieses Fisches die elektro-
magnetischen Signale der bevorzugten Beute besser detektieren ko¨nnen, wenn ein
zusa¨tzliches Rauschen vorhanden ist [3, 4, 5]. Durch stochastische Resonanz kann
die schwache Dipolstrahlung, die von den einzelnen Beutetieren – Wasserflo¨he der
Spezies Daphnia – ausgeht, versta¨rkt und erkannt werden. Dies zeigen Laborex-
perimente mit Jungtieren, die sich im Gegensatz zu a¨lteren Lo¨ffelsto¨ren von ein-
zelnen Wasserflo¨hen erna¨hren. In diesen Experimenten wurde nachgewiesen, dass
die Wasserflo¨he bei einem gewissen Hintergrundrauschen von den Lo¨ffelsto¨ren in
einem maximalen Radius erkannt und gefressen werden. Aus biologischen Feld-
studien weiss man, das die jungen Lo¨ffelsto¨re einzelne Wasserflo¨he in der Na¨he
von Daphnien-Schwa¨rmen jagen. Von diesen Schwa¨rmen geht ein elektromagneti-
3sches Rauschen aus, welches durch die ¨Uberlagerung der unkorrelierten Dipolstrah-
lung der Schwarmindividuen entsteht. Dies legt die Vermutung nahe, dass junge
Lo¨ffelsto¨re die Rauschintensita¨t an ihrem Rostrum optimieren, indem sie bei ihrer
Jagd einen gewissen Abstand zum Schwarm halten ( vgl. Abb. 1.1).
Seit Benzi et al. vor u¨ber 20 Jahren den Mechanismus der stochastischen Re-
sonanz beim Versuch, den periodischen Wechsel zwischen Warm- und Kaltzeiten
im Erdklima zu erkla¨ren, gefunden hatten [6, 7], wurden viele Forscher dazu stimu-
liert, in ihren wissenschaftlichen Disziplinen nach dem Pha¨nomen der rauschindu-
zierten Versta¨rkung zu suchen. Die Gru¨nde fu¨r dieses fachu¨bergreifende Interesse
liegen in der Allgegenwa¨rtigkeit von Rauschen bei der Behandlung realer Systeme
und in den geringen Anforderungen, die zur stochastischen Resonanz fu¨hren. Die-
se Anforderungen sind: (a) Multistabilita¨t des Systems mit einer Potentialbarriere
zwischen den Zusta¨nden und (b) eine rauschinduzierte Sprungdynamik zwischen
den Zusta¨nden. Fu¨hrt die Modulation durch das schwache Signal zur periodischen
Bevorzugung einer Sprungrichtung, so zeigt das System in der Regel stochastische
Resonanz.
Bereits 1990 haben Anishchenko et al. [8] gezeigt, dass die zufa¨llige Sprungdy-
namik zwischen den Zusta¨nden nicht unbedingt rauschinduziert sein muss. Sie un-
tersuchten ein chaotisches bistabiles System, das aufgrund einer schnellen chaoti-
schen Dynamik in den Zusta¨nden auf einer langsameren Zeitskala scheinbar zufa¨llig
zwischen den dynamischen Zusta¨nden wechselt. Diese Sprungfrequenz kann durch
die Vera¨nderung eines Systemparameters ebenso variiert werden, wie dies in sto-
chastischen Systemen bei Vera¨nderung der Rauschintensita¨t geschieht. Am chaoti-
schen System konnte die fu¨r stochastische Resonanz charakteristische Versta¨rkung
eines zusa¨tzlich eingekoppelten schwachen Signals nachgewiesen werden, aller-
dings zeigten sich mehrere optimale Systemparameterwerte, an denen eine hohe
Korrelation zwischen dem Signal und der Sprungdynamik vorlag. Dieses Pha¨no-
men der stochastischen Multiresonanz wurde fast zehn Jahre spa¨ter als ein neuer
Effekt in rauschgetriebenen Systemen gefeiert [9], bei chaotischen System ist er
jedoch nicht aussergewo¨hnlich [10, 11].
Gegenstand dieser Arbeit ist eine quantitative Untersuchung der stochastischen
Resonanz an einem experimentellen chaotischen System, das stochastischen Mul-
tiresonanz zeigt. Im folgenden Kapitel wird zuna¨chst der untersuchte elektroni-
sche Schwingkreis und seine Dynamik bei unterschiedlichen Systemparameterwer-
ten vorgestellt. Fu¨r die Erkla¨rung der gemessenen charakteristischen Versta¨rkung
durch stochastische Resonanz im chaotischen System sind die statistischen Eigen-
schaften der Dynamik im Bistabilita¨tsbereich des Schwingkreises wesentlich, auf
die ich in Kapitel 3 eingehen werde. Der Fokus dieses Kapitels liegt bei der Pra¨sen-
tation von Ergebnissen, die deutlich machen, dass die fu¨r stochastische Resonanz
in rauschgetriebenen Systemen entwickelten theoretischen Konzepte aus Kapitel 4
auch zur Erkla¨rung der stochastischen Resonanz im chaotischen Schwingkreis an-
wendbar sind. In diesen Themenbereich geho¨rt neben Untersuchungen zur Stabilita¨t
des chaotischen bistabilen Attraktors vor allem eine genaue Analyse der Sprungdy-
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namik. Diese Analyse zeigt deutlich die statistische Unabha¨ngigkeit der Verweilzei-
ten in den Zusta¨nden auf und liefert die genaue Abha¨ngigkeit zwischen der mittleren
Sprungfrequenz und dem variierten Systemparameter. Mit diesen Ergebnissen kann
die gemessene stochastische Resonanz im Schwingkreis tatsa¨chlich sehr gut durch
die in stochastischen Systemen gewonnen theoretischen Methoden erkla¨rt werden.
Dieser Kernpunkt meiner Arbeit findet sich in Kapitel 5.
Zahlreiche Diskussionen mit Kollegen, die seit Jahren stochastische Resonanz in
ausschließlich rauschgetriebenen Systemen erforschen und deshalb zurecht ein ge-
wisses Versta¨ndnisproblem mit einem stochastischen Resonanz-Effekt in chaoti-
schen Systemen haben, fu¨hrten zu Kapitel 6. Anhand von langen Zeitreihen des
chaotischen Systems kann die deterministisch verursachte Sprungdynamik auf die
stochastische Sprungdynamik eines Teilchens in einem Doppelmuldenpotential ab-
gebildet werden. Die Entwicklung eines stochastischen Modells ist bereits aus dem
Blickwinkel der Zeitreihenanalyse interessant und folgt den Kerngedanken der be-
kannten Kramers-Moyal-Entwicklung [12, 13]. Sie ermo¨glicht fu¨r stochastische
Zeitreihen eine Bestimmung von Drift und Diffusion. Im Zusammenhang mit der
stochastischen Resonanz erweist sich die Abbildung der chaotischen Dynamik auf
dieses spezielle stochastische Modell als a¨ußerst wertvoll. Die stochastische Sprung-
dynamik in einem Doppelmuldenpotential ist das Standardsystem, an dem viele Ei-
genschaften der stochastischen Resonanz genaustens untersucht wurden. Deshalb
kann durch mein stochastisches Modell nicht nur ein Missversta¨ndnis zwischen
Kollegen unterschiedlicher wissenschaftlicher Herkunft hoffentlich aufgekla¨rt wer-
den, sondern es ermo¨glicht eine neue Sichtweise auf die Ursachen, die in chaoti-
schen Systemen zu stochastischer Multiresonanz fu¨hren.
Kapitel 2
Dynamisches Verhalten des
Shinriki-Schwingkreises
Der untersuchte autonome Schwingkreis ist ein Shinriki-Oszillator. Dieser Schwing-
kreis zeigt die typische Periodenverdopplungskaskaden-Route ins Chaos und – wie
alle Schwingkreise der Chua-Familie – oberhalb eines kritischen Kontrollparame-
ters kriseninduzierte Intermittenz. Im ersten Teil dieses Kapitels werde ich den
Schwingkreis vorstellen, um im Folgenden anhand von Beispielmessungen die Viel-
falt dynamischer Verhaltensweisen aufzuzeigen, die diesen Schwingkreis auszeich-
nen.
2.1 Experimentelles System und Flussgleichung
Der untersuchte autonome Schwingkreis wurde 1981 von Shinriki et al. vorge-
schlagen [14]. In Abb. 2.1(a) ist der Aufbau schematisch dargestellt. Die einzige
Nichtlinearita¨t des Systems besteht aus zwei gegeneinander geschaltete Zenerdi-
oden parallel zum Widerstand R2. Die Strom-Spannungscharakteristik der Dioden
ist in Teil (b) der Abbildung dargestellt. ¨Uber diese Nichtlinearita¨t wird ein gewo¨hn-
licher Schwingkreis (C2LR3) mit einer weiteren Kapazita¨t C1 gekoppelt. Zu diesem
schwingfa¨higen Teil des Systems ist ein variabler Widerstand R und ein Opera-
tionsversta¨rker ( Op-Versta¨rker) mit drei weiteren Widersta¨nden geschaltet. Diese
Op-Versta¨rker-Schaltung – ein so genanntes NIC-Element (NIC von negative im-
pedance converter) – wirkt im Frequenzbereich der Messungen wie ein negativer
Widerstand −RN .
Die Spannungen Vi, i = 1, 2, 3 in der Abbildung sind die Messgro¨ßen, die
zur Charakterisierung des dynamischen Verhaltens gemessen wurden. ¨Uber den
parallel geschalteten Widerstand R zwischen dem negativen Widerstand und dem
schwingfa¨higen Teil des Oszillators wird das dynamische Verhalten des Schwing-
kreises kontrolliert. Fu¨r kleine Widerstandswerte fließt ein Großteil des Stromes
aus dem negativen Widerstand direkt u¨ber den Widerstand R ab, wohingegen fu¨r
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Abbildung 2.1: (a) Schaltungsdiagramm des Shinriki-Schwingkreises. Die Span-
nungen Vi sind die Observablen des Systems, Vmod die eingekoppelte Modulati-
on zur Untersuchung von stochastischer Resonanz und rauschinduzierten Krisen.
(b) Gemessene Strom-Spannungscharakteristik der beiden Zenerdioden im Ver-
suchsaufbau.
gro¨ßere Werte dieses Kontrollparameters der Schwingkreis periodische und chaoti-
sche Dynamik zeigt.
Fu¨r die Untersuchung rauschinduzierter Krisen und stochastischer Resonanz wurde
der Schwingkreis modifiziert, so dass nach dem Kontrollparameter R eine weiter
Spannung eingekoppelt werden kann1. Diese zusa¨tzliche Spannung Vmod variiert
das “Erd-Potential” gegen das V1 u¨ber den Kontrollparameter R abfa¨llt.
In Tabelle 2.1 finden sich typische Bauteile und die Dimensionierung von Wi-
dersta¨nden u.a¨. fu¨r zwei Realisierungen dieses Schwingkreises. Von den beiden
vorgestellten Mo¨glichkeiten erwies sich der Oszillator mit einer Eigenfrequenz von
630Hz als geeigneter, da er ein geringeres intrinsisches Rauschen aufweist als der
eine Gro¨ßenordnung schnellere.
Die Differentialgleichungen des Shinriki-Oszillators ergeben sich durch An-
wenden der Kirchhoff’schen Knoten- und Maschenregeln auf den Schaltplan in
Abb. 2.1(a):
C1V˙1 =
(
1
RN
− 1
R
)
V1 − f(V1 − V2)
C2V˙2 = f(V1 − V2)− I3 (2.1)
LI˙3 = −R3I3 + V2.
Hierbei sind V1 und V2 die im Schaltdiagramm angegebenen Messspannungen und
I3 der Strom durch die Spule, aus dem sich die gemessene Spannung V3 ergibt.
1Sowohl die Observablen Vi als auch die Modulationsspannung sind durch eine zusa¨tzliche Op-
Schaltung vom Schwingkreis entkoppelt, um Sto¨rungen der Dynamik durch die Messapparatur bzw.
den Funktionsgenerator auszuschließen. Der genaue Aufbau dieser Ein- und Auskopplungsschaltun-
gen findet sich in Anhang A
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Baugruppe Bauteil Wert/Art Einheit/Typ
NIC Op-Versta¨rker AD711JN AD711JN / 847JN Typ.-Nr.
RN 8,2 6,8 kΩ
R1 4,7 4,7 kΩ
Kontroll- R variabel variabel Ω
parameter Xicor102/3 Potentiometer
Nicht- Z1,2 BZX85C3V3 CZ2V4 Typ.-Nr.
linearita¨t R2 15 15 kΩ
Oszillator C1 10 1 nF
C2 100 10 nF
L 270 27 mH
R3 100 100 Ω
Frequenz ν ≈ 0.63 ≈ 6.3 kHz
Tabelle 2.1: Komponentenliste fu¨r zwei typische Realisierungen des Shinriki-
Schwingkreises und resultierende Eigenfrequenzen. Wegen geringeren intrinsi-
schen Rauschens wurde fu¨r die experimentelle Untersuchung der Schwingkreis mit
der Eigenfrequenz 630Hz benutzt. Bei diesem Schwingkreis wurde der gewo¨hnli-
che variable Widerstand R durch eine Reihenschaltung von digital ansteuerbaren
Widersta¨nden (Xicor) [15] ersetzt, um die Messung zu automatisieren.
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Abbildung 2.2: Ersatzschaltbild fu¨r die Berechnung des Widerstands Rmod: Die
Spannung Vmod fu¨hrt zu einer Verschiebung des Erdpotentials, gegen das V1 u¨ber R
abfa¨llt. Mit Hilfe der Kirchhoff’schen Maschen- und Knotenregeln kann die Modu-
lationsspannung in einen effektiven Modulationswiderstand umgerechnet werden.
Der Strom durch die Zenerdioden und den Widerstand R2 wird in den Flussglei-
chungen durch die nichtlineare Funktion f(V1 − V2) = f(∆V ) beschrieben. Dieser
Strom kann durch die experimentelle Strom-Spannungskennlinie der Zener-Dioden
in Abb. 2.1(b) analytisch approximiert werden. Fu¨r die verwendeten Dioden ergibt
sich ein punktsymmetrischer Verlauf dieses Stroms als Funktion der Spannungs-
differenz ∆V . Wird |∆V | gro¨ßer als die Durchbruchspannung der Zenerdioden
(VZ = 1.45V ), antwortet das System nichtlinear. Der Strom durch die Zenerdi-
oden und den Widerstand R2 kann aus den Messdaten durch die folgende Funktion
gena¨hert werden:
INL = f(∆V ) = fZ(∆V ) +
∆V
R2
(2.2)
fZ(∆V ) =
{
0 fu¨r |∆V | < VZ
sign(∆V ) · f˜(∆VZ) fu¨r |∆V | ≥ VZ
f˜(∆VZ) = |A(∆VZ)3|+B(∆VZ)4 + |C(∆VZ)5|.
Aus der gemessenen Strom-Spannungscharakteristik in Abb. 2.1(b) ergeben sich
die Parameter dieser Na¨herung zu: A = 1.42(V 2Ω)−1, B = −0.418(V 3Ω)−1,
C = 0.031(V 4Ω)−1, VZ = 1.45V und ∆VZ = |∆V | − VZ .
Die zusa¨tzlich eingekoppelte Spannung Vmod wirkt sich in der Flussgleichung (2.1)
als additiver Widerstand Rmod(t) aus, der den Kontrollparameter R zeitlich modu-
liert: R(t) = R + Rmod(t). Um die Gro¨ße des Ersatzwiderstandes zu berechnen,
mu¨ssen die Kirchhoff’schen Gesetze auf Abb. 2.2 angewandt werden. In der Abbil-
dung wird die Situation bei eingeschalteter Modulation skizziert. Durch die zusa¨tz-
liche Spannung Vmod fa¨llt am Widerstand R nicht mehr V1 sondern die Differenz
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Abbildung 2.3: Schaltplan und Nichtlinearita¨t des Chua-Oszillators. ¨Ahnlich wie
der Shinriki-Oszillator ist beim Chua-Oszillator ein gewo¨hnlicher Schwingkreis
(LC2) mit einer weiteren Kapazita¨t (C1) gekoppelt. Die Kopplung ist linear
u¨ber den vera¨nderbaren Widerstand R. Die Nichtlinearita¨t (NL) besteht aus zwei
gegeneinander geschaltete NIC-Elemente, welche die links dargestellte Strom-
Spannungscharakteristik erzeugen
V1 − Vmod ab. Folglich ist der Strom I durch den Widerstand: I = (V1 − Vmod)/R.
Hierdurch ergibt sich der Ersatzwiderstand zu:
Rmod =
Vmod
I
= R
Vmod
V1 − Vmod . (2.3)
Wie man sieht, ist die Wirkung der Modulation sowohl von V1 als auch vom Wert
des Kontrollparameters R abha¨ngig. Liegt zwischen V1(t) und Vmod(t) eine hinrei-
chende Zeitskalenseparation vor, kann die explizite Zeitabha¨ngigkeit der schnellen
Dyamik durch einen effektiven Mittelwert ersetzt werden. In den angesprochenen
Anwendungen – den Untersuchen zur stochastischen Resonanz und zur rauschin-
duzierten Krise – ist diese Zeitskalenseparation gegeben.
Der vorgestellte Oszillator geho¨rt zur Klasse der Chua-Schwingkreise. Die Fluss-
gleichungen der einzelnen Oszillatoren der Klasse lassen sich auf die folgende Form
transformieren [16]: 
x˙y˙
z˙

 =

 ax− f(x− y)b(f(x− y)− z)
d
(
y − cz)

 (2.4)
Der Zusammenhang zwischen den Kenngro¨ßen der Schaltungen und der Transfor-
mation im Spezialfall des Shinriki-Oszillators ist:
x = V1
VD
y = V2
VD
z = R3I3
VD
a = 1− RN
R
b = C1
C2
c = R3
RN
d = C1RN
2
L
Der von Chua et. al vorgeschlagene Oszillator [17] ( vgl. Abb. 2.3) ist der am
ha¨ufigsten untersuchte Schwingkreis dieser Familie. Er unterscheidet sich vom Shin-
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riki-Oszillator im Wesentlichen durch die nichtlineare Funktion f , die aus zwei ge-
geneinander geschaltete NIC-Elementen aufgebaut ist. Aus dieser Verschaltung re-
sultiert eine stu¨ckweise linearer Verlauf von f . Die Strom-Spannungscharakteristik
der Nichtlinearita¨t ist auch in Abb. 2.3 dargestellt. Die charakteristischen Punkte, an
denen die Steigung vonm1 aufm2 u¨bergeht bzw. die Strom-Spannungscharakteristik
wieder abfa¨llt, lassen sich durch die Wahl der Widersta¨nde in den NIC-Elementen
vera¨ndern. Fu¨r experimentelle Untersuchungen zur kriseninduzierten Intermittenz
eignet sich dieser Schwingkreis nicht. Der beobachtbare Bereich kriseninduzierter
Intermittenz erweist sich in realen Experimenten mit dem Chua-Oszillator als sehr
klein. Fu¨r diese Untersuchungen mu¨sste der Widerstand R in einem schmalen Be-
reich von 100Ω vera¨ndert werden. Im Shinriki-Oszillator dagegen ist der Bereich
mehrere 10kΩ groß. Deshalb wurden die Experimente ausschließlich am Shinriki-
Oszillator durchgefu¨hrt, wohingegen die Flussgleichung des Chua-Systems fu¨r nu-
merische Untersuchungen benutzt wurden. Diese Flussgleichungen ergeben sich
durch Anwenden der Kirchhoff’schen Regeln zu:
V˙C1 =
1
RC1
[
(VC2 − VC1)]− 1
C1
f(m1, m2, VC1)
]
V˙C2 =
1
RC2
(VC1 − VC2) + IL) (2.5)
I˙L = − 1
L
VC2
f = (m1VC1 +
(m2 −m1)
2
|VC1 +BP | − |VC1 −BP |).
Mit VC1 und VC2 bezeichnen die Spannungen an den KondensatorenC1 bzw.C2 und
IL ist der Strom durch die Spule L. Fu¨r die numerischen Untersuchungen wurde
C1 = 1/9, C2 = 1, L = 1/7, m1 = −0.8, m2 = −0.5 und BP = 1 gewa¨hlt.
BP bezeichnet den Punkt der nichtlinearen Strom-Spannungscharakteristik, an dem
die Steigung von m1 auf m2 wechselt. Durch die Wahl dieser Parameter stimmt
das dynamische Verhalten des Chua-Oszillators mit dem des Shinriki-Oszillators
weitgehend u¨berein.
2.2 Dynamisches Verhalten
Der Shinriki-Oszillator zeigt eine Reihe von Bifurkationen und unterschiedliche
chaotische Attraktoren, die anhand von Phasenraumdarstellungen und Bifurkations-
diagramm diskutiert werden sollen. In Abb. 2.4 sind die Phasenraumdarstellungen
ausgewa¨hlter Attraktoren mit ihren zugeho¨rigen V1-Zeitreihen und Spektren dar-
gestellt. Die Attraktoren sind typisch fu¨r den Shinriki-Oszillator und beschreiben
seine Dynamik jeweils fu¨r einen weiten Parameterbereich.
Die erste Reihe von Phasenraumdarstellung, Zeitreihe und Spektrum wurde bei ei-
nem niedrigen Wert des Kontrollparameters (R = 31kΩ) gemessen. Im Phasen-
raum sehen wir einen Periode 1-Orbit, dessen Zeitreihe nur positive V1-Werte mit
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Abbildung 2.4: Phasenraumdarstellung, Zeitreihen und Spektren des Shinriki-
Systems bei unterschiedlichen Kontrollparameterwerten R. Von oben nach unten:
Periode 1 (R = 31kΩ), Periode 2 (R = 50kΩ), Periode 4 (R = 53kΩ), erster
chaotischer Attraktor (R = 54.5kΩ), Periode 3-Fenster (R = 57kΩ), monoscroll-
Attraktor (R = 65kΩ), doublescroll-Attraktor (R = 68kΩ).
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einer Frequenz von ca. νG = 630Hz zeigt. Bei Erho¨hung des Kontrollparameters
auf 50kΩ bzw. 53kΩ hat der Oszillator einen Periode 2- bzw. 4-Orbit (zweite und
dritte Reihe der Abbildung). Fu¨r den Periode 2-Orbit ist der entsprechende Peak
bei der doppelten Grundfrequenz νG deutlich sichtbar. Dahin gegen ist der Peak
bei dem Vierfachen von νG fu¨r den Periode 4 Orbit nur noch im Rauschuntergrund
erahnbar. Der Shinriki-Oszillator zeigt den Periodenverdopplungsweg ins Chaos.
Bei einem Kontrollparameterwert von R = 54.5kΩ tritt ein chaotischer Attraktor
im Phasenraum auf. Entsprechend zeigt die Fouriertransformierte der chaotischen
Zeitreihe (in der vierten Reihe) ein breites Spektrum um die Grundfrequenz herum.
Fu¨r R = 57kΩ existiert wieder eine nicht chaotische Lo¨sung mit einem Periode 3-
Orbit. Der chaotische Attraktor, der sich nach weiterer Kontrollparametererho¨hung
zeigt ( R = 65kΩ, untersten Reihe) unterscheidet sich deutlich vom chaotischen
Attraktor, der auf die Periodenverdopplungskaskade folgte (vgl. vierte Reihe von
oben): Die V3-Komponente des Attraktors ist nach dem Periode 3-Orbit deutlich
angewachsen und fu¨hrt zu einem Einrollen des Attraktors. Aufgrund dieser Topo-
logie wird der Attraktor auch monoscroll-Attraktor genannt. In der Zeitreihe liegt
die minimale Auslenkung bei negativen Werten von V1, und auch das Spektrum ist
deutlich breiter als bei dem vorhergehenden chaotischen Attraktor. Die letzte Reihe
der Abbildung fu¨r R = 68kΩ zeigt einen so genannten doublescroll-Attraktor, der
durch die Verschmelzung zweier symmetrischer monoscroll-Attraktoren entstanden
ist. Dieser doublescroll-Attraktor tritt plo¨tzlich im Phasenraum oberhalb von ca.
66kΩ auf. Diese plo¨tzliche Vera¨nderung des Phasenraumvolumens eines Attraktors
wird Krise genannt. Beim Shinriki-Oszillator beobachtet man oberhalb der Krise
ein intermittentes Springen zwischen den beiden Teilattraktoren. Dieses Springen
ist deutlich in der Zeitreihe erkennbar und wird im Folgenden Kapitel genauer ana-
lysiert.
Zur quantitative Analyse des experimentellen Systems wurde ein Bifurkations-
diagramm ausgemessen. Hierbei beschra¨nkt sich der Bereich der Messung auf die
Kontrollparameterwerte, bei denen der Schwingkreis dynamische Lo¨sungen besitzt.
Unterhalb des dargestellten Bereichs hat das System fu¨r R = 0Ω einen stabilen
Fixpunkt bei Vi = 0. Wird der Kontrollparameter erho¨ht, wird der Fixpunkt instabil
und es entstehen zwei weitere stabile Fixpunkte, die bei weiterer Kontrollparame-
tererho¨hung auseinander laufen. Abha¨ngig von den Anfangsbedingungen relaxiert
das System auf einem der beiden stabilen Fixpunkte im Phasenraum. Oberhalb von
R ≈ 28kΩ beginnt – nach einer Hopf-Bifurkation des stabilen Fixpunktes – der
Bereich der Autooszillationen fu¨r den das in Abb. 2.5 dargestellte Bifurkationsdia-
gramm gemessen wurde. In dieser Abbildung ist die minimale Spannung von V1 als
Funktion des Kontrollparameters dargestellt. Wie man sieht, fu¨hrten in diesem Fall
die Anfangsbedingungen dazu, dass der stabile Fixpunkt bei V1 > 0 auftritt und
somit das Bifurkationsszenarium fu¨r positive V1 verfolgt wird.
Wie bereits gezeigt, durchla¨uft der Schwingkreis den typischen Weg ins Chaos
u¨ber Periodenverdopplungsbifurkationen. Auch im Bifurkationsdiagramm sind die
Grenzzyklen der Periode 1 bis 4 deutlich erkennbar. Anhand der experimentellen
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Abbildung 2.5: Bifurkationsdiagramm des Shinriki-Schwingkreises im Bereich der
Autooszillationen. Das Minimum der Spannung V1 ist gegen den Kontrollparame-
ter R aufgetragen. Die schwarze Linie zeigt die erste Periodenverdopplung an. Pe-
riodische Fenster im chaotischen Attraktor sind mit blauen Linien hervorgehoben.
Die signifikante spontane ¨Anderung des Phasenraumvolumens des Attraktors bei
R ≈ 66kΩ wird durch eine Verschmelzkrise verursacht (rote Linie).
Daten konnten die Feigenbaumkonstanten α und δ des experimentellen System ab-
gescha¨tzt werden. Vor dem ¨Ubergang zu einer chaotischen Dynamik zeigt sich im
Experiment als letztes Fenster der Periode 4-Orbit. Fu¨r eine genaue Bestimmung
der Feigenbaumkonstanten reicht dies nicht aus. Als Na¨herungswerte ergaben sich
α ≈ 2.4 und δ = 4.2. Beide Werte liegen damit deutlich unter den theoretischen
Werten von αth = 2.502. . . und αth = 4.669. . . [18], die sich fu¨r eine unendlich
lange Bifurkationsabfolge ergibt.
Nach der Periodenverdopplungskaskade wird das System oberhalb von R ≈ 52kΩ
chaotisch. Dieser erste chaotische Bereich endet in einem Periode 3-Orbit, der aus
einer Tangenten-Bifurkation hervorgeht. Nach diesem periodischen Bereich wird,
wie wir an den Phasenraumdarstellungen gesehen haben, die Topologie des chaoti-
schen Attraktors komplexer, und er beginn sich im Phasenraum
”
ein zudrehen“, was
zur monoscroll-Attraktortopologie fu¨hrt ( vgl. zweitunterste Darstellung in Abb.
2.4). Im Bereich des monoscroll-Attraktors treten noch weitere periodische Fenster
auf, von denen nur noch eines oberhalb von R = 63kΩ im Bifurkationsdiagramm
sichtbar ist, bevor das System bei R ≈ 66kΩ das typische Merkmal einer Krise
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aufweist: Bei kleiner ¨Anderung des Kontrollparameter kommt es zu einer signifi-
kanten ¨Anderung des Attraktorvolumens im Phasenraum. Die Krise tritt auf, wenn
der Attraktor um den hyperbolischen Fixpunkt bei V1 > 0 mit dem Einzugsgebiet
des symmetrischen Zwillingsattraktors um den hyperbolischen Fixpunkt bei V1 < 0
kollidiert. Dies geschieht, wie das Bifurkationsdiagramm zeigt, bei dem kritischen
Kontrollparameterwert R = Rc ≈ 66kΩ.
Anschließend beobachtet man, dass das System intermittent zwischen diesen bei-
den Subattraktoren des durch Verschmelzung entstandenen doublescroll-Attraktors
hin und her springt (vgl. letzte Reihe in Abb. 2.4). Man bezeichnet diesen Krisentyp
als Verschmelzkrise. Fu¨r die Verschmelzkrise und den Bereich der kriseninduzier-
ten Intermittenz ist die Symmetrie der Nichtlinearita¨t von besonderer Bedeutung.
Wurden beim Aufbau des Oszillators Zenerdioden mit zu großen Abweichungen
voneinander verwendet, geschieht die Kollision zwischen den Attraktoren und Ein-
zugsgebieten nicht beim gleichen kritischen Kontrollparameter Wert Rc, und einer
der beiden Subattraktoren besitzt im Bereich der kriseninduzierten Intermittenz ei-
ne ho¨here Aufenthaltswahrscheinlichkeit. Deswegen wurde bei der experimentellen
Umsetzung Wert auf ein symmetrisches Diodenpaar gelegt (vgl. Abb. 2.1(b)). Auch
im Bereich des doublescroll-Attraktors treten zwei periodische Fenster im chaoti-
schen Bereich auf, wobei im Bifurkationsdiagramm nur das letzte sichtbar ist.
Kapitel 3
Statistische Eigenschaften der
Verschmelzkrise
Die statistischen Eigenschaften eines dissipativen, chaotischen Systems mit krisen-
induzierter Intermittenz lassen sich in zwei Gruppen unterteilen:
• Allgemeine statistische Eigenschaften der Trajektorie auf dem chaotischen
Attraktor, die durch Lyapunov-Exponenten und Autokorrelationsfunktion be-
schrieben werden und
• statistische Eigenschaften, die das System auf der deutlich langsameren Zeit-
skala des Intermittenz-Pha¨nomens beschreiben.
In diesem Kapitel werde ich die statistischen Kenngro¨ßen fu¨r chaotische und in-
termittente Systeme kurz vorstellen. Anhand von Messungen und Analysen vor
und nach der Verschmelzkrise werden die statistischen Eigenschaften am Shinriki-
Oszillator direkt ausgewertet.
3.1 Allgemeine statistische Eigenschaften chaotischer
Systeme
Im Prinzip kann die Vergangenheit, der gegenwa¨rtige Zustand und die Zukunft je-
des deterministischen Flusses x˙ = f(x, t) berechnet werden, wenn man zu einem
Zeitpunkt t0 den Zustand x0 = x(t0) kennt. Bei stochastischen Systemen ist dies
nicht mo¨glich, denn der momentane Zustand spiegelt neben den Anfangsbedingun-
gen eine bestimmte Realisierungabfolge der stochastischen Kraft ξ(t) wieder.
Trotzdem kann ein deterministisches System mit chaotischer Dynamik auf den ers-
ten Blick wie ein stochastisches System wirken, wenn die Zeitreihe mit einer zu
niedrigen Zeitauflo¨sung gemessen wurde. Ein Maß, das dies eindru¨cklich demons-
triert, ist die Autokorrelationsfunktion:
Cx,x(τa) =
〈(x(t+ τa)− 〈x〉)(x(t)− 〈x〉)〉
〈(x(t)− 〈x〉)2〉 . (3.1)
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Dabei bezeichnet 〈·〉 das Zeitmittel. Die Autokorrelationsfunktion Cx,x misst die
¨Ahnlichkeit zwischen dem zeitlichen Verlauf einer Zeitreihe mit sich selbst, wenn
diese um den Wert τa verzo¨gert ist. Ihren gro¨ßten Wert nimmt sie fu¨r τa = 0 an.
Aus der Definition folgt sofort Cx,x(0) = 1. Fu¨r periodische Zeitreihen ist die Au-
tokorrelationsfunktion ebenfalls eine periodische Funktion mit der Frequenz der
Zeitreihe. Bei stochastischen und chaotischen Zeitreihen zerfa¨llt Cx,x bei Erho¨hung
der Zeitverschiebungen τa.
Dieser typische Zerfall ist in Abb. 3.1 zu sehen. Neben der Autokorrelationsfunk-
tion, die in Abha¨ngigkeit von τa in Samplingschritten ∆t aufgetragen wurde, ist in
der linken Spalte die entsprechende Zeitreihe des Systems dargestellt. Teil (a) zeigt
den Verlauf eines bistabilen stochastischen Systems bei niedriger Rauschsta¨rke. Ob-
gleich die Varianz des Rauschens bei der numerischen Simulation weniger als die
Ha¨lfte der Potentialbarriere zwischen den Zusta¨nden betrug, zerfa¨llt die Autokorre-
lation sehr schnell und oszilliert oberhalb von τa = 500∆t zwischen −0.1 und 0.1.
Einen ganz a¨hnlichen Verlauf zeigt die x1-Komponente des Chua-Systems (2.5) im
Intermittenzbereich bei einem Kontrollparameter von R = 1.372 in den oben ge-
nannten Einheiten. Schon die Zeitreihe zeigt, dass es bei diesem Wert von R zu
deutlich mehr Spru¨ngen kommt, als im stochastischen System. Dies fu¨hrt zu einem
Verlauf von Cx,x, der bereits unterhalb von τa = 100 betragsma¨ßig um Werte < 0.1
oszilliert.
In Abb. 3.1 (c) und (d) ist die Autokorrelationsfunktion fu¨r Zeitreihen des Shinriki-
Oszillators bei R − Rc = 2.2kΩ abgebildet. Fu¨r (c) wurde die V1-Zeitreihe und
fu¨r (d) die V3-Zeitreihe verwendet, die beide simultan gemessen wurden. Bei die-
sem Kontrollparameterwert ist die Sprungha¨ufigkeit zwischen den beiden Subat-
traktoren, bei vergleichbarer Zeitauflo¨sung der Oszillationen, nicht so ha¨ufig wie
beim Chua-System aus Abb. 3.1(b). Deshalb zerfa¨llt die Autokorrelationsfunktion
in Abb. 3.1(c) erst fu¨r τa ≥ 500 auf einen Betrag unter 0.1. Auffa¨llig ist bei diesem
Verlauf, dass Cx,x a¨hnlich wie die stochastische Zeitreihe keine deutlich negativen
Werte aufweisst. Bei Cx,x der V3-Komponente (Abb. 3.1 (d)) ist diese typische Os-
zillation einer Autokorrelationsfunktion zwischen negativen und positiven Werten
sehr deutlich. Der Zerfall auf einen Betrag unterhalb von 0.1 ist allerdings sehr viel
langsamer als bei der V1-Komponente des Systems.
Der vergleichbare Zerfall der Autokorrelation in stochastischen und determisti-
schen Systemen mit chaotischer Dynamik ist auf einen Informationsverlust im letz-
teren zuru¨ckzufu¨hren. Die Ursache hierfu¨r liegt an der chaotischen Dynamik auf
dem seltsamen Attraktor, die am besten mit den Schlagworten
”
Strecken und Fal-
ten“beschrieben werden kann. So laufen zwei Realisierungen der chaotischen Dy-
namik exponentiell auseinander, wenn ihre Anfangsbedingungen geringfu¨gig von-
einander abweichen (x0,1 − x0,2 = δx(0)).
|δx(t)| = exp (λt) |δx(0)| , (3.2)
wobei die mittlere Rate λ dieser Expansion der Lyapunov-Exponent [19, 20, 21] ist.
Ein chaotisches System hat mindestens einen positiven Lyapunov-Exponenten. Alle
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Abbildung 3.1: Verlauf der Autokorrelationsfunktion Cx,x(τa) fu¨r (a) ein bistabi-
les System mit stochastischem Antrieb, (b) die x1-Komponente des Chua-Systems
bei G = 0.7289, (c) die V1- und (d) V3-Komponente des Shinriki-Oszillators bei
R − Rc = 2.2kΩ. Neben der Autokorrelationsfunktion ist in der linken Spalte ein
Ausschnitt der jeweiligen Zeitreihe dargestellt. Bei der numerischen Simulation der
Zeitreihe in (b) wurde ca. 20 Punkte pro Periode berechnet. Dieser Wert stimmt un-
gefa¨hr mit der zeitlichen Auflo¨sung der in (c) und (d) dargestellten Daten u¨berein.
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Lyapunov-Exponenten lassen sich berechenen, indem man fu¨r die kleine Sto¨rung
δx0 den Fluss linearisiert:
δxi(t) =
d∑
j=1
J (x0)ijδx0j (3.3)
J (x0)ij = ∂xi(t)
∂x0j
(3.4)
dabei la¨uft die Summe u¨ber alle d Dimensionen des Flusses x˙ = f(x) und J ist die
Jacobi-Matrix. Die Wirkung der Jacobi-Matrix auf eine kleine Umgebung um x0
kann anschaulich als die Deformation dieser im zeitlichen Verlauf verstanden wer-
den. Ihre Eigenvektoren und -werte geben die Richtung und die Sta¨rke der Expan-
sion bzw. Kontraktion wieder und sind somit direkt mit der gegebenen Definition
der Lyapunov-Exponenten (3.2) verknu¨pft. Durch das Auseinanderlaufen werden
kleine Absta¨nde auf dem Attraktor gestreckt, weshalb diese Eigenschaft chaotischer
Systeme auch als Sensitivita¨t bezu¨glich der Anfangsbedingungen bekannt ist.
Andererseits ist der Phasenraum, den ein seltsamer Attraktor einnimmt, be-
schra¨nkt und aufgrund der Deterministik der Dynamik kann die Trajektorie sich
nicht auf dem Attraktor schneiden. Diese beiden anscheinend gegensa¨tzlichen Be-
dingungen – exponentielles Auseinanderlaufen und Begrenzung im Phasenraum –
lassen sich durch einen weiteren Mechanismus der chaotischen Dynamik verein-
baren: Das Mischen oder Falten. Hierbei werden zwei entfernte Punkte im Pha-
senraum an eng benachbarte Punkte zuru¨ckgefaltet. Das Mischen la¨sst sich be-
reits in den Phasenraumdarstellungen von monoscroll- und doublescroll-Attraktor
des Shinriki-Oszillators sehen. Betrachtet man z.B. den monoscroll-Attraktor des
Shinriki-Systems bei R = 65kΩ in Abb. 2.4, so verweilt die Trajektorie die meiste
Zeit auf einem Attraktor, der dem bei R = 54.5kΩ a¨hnelt. Die Trajektorienabschnit-
te mit hohen Werten von V3, die den monoscroll-Attraktor ausmachen, werden ver-
gleichsweise kurz besucht und die Trajektorie anschließend wieder auf den nahezu,
2-dimensionalen Attraktor zuru¨ckgefaltet.
Das Auseinanderlaufen benachbarter Punkte im Phasenraum und das Zuru¨ckfalten
fu¨hren zu einem Informationsverlust. Mit Hilfe der Kolmogorov-Sinai Entropie hKS
la¨sst sich die Unordnung in chaotischen Systemen messen, die zum Informations-
verlust fu¨hrt. Diese Entropie ist identisch mit der Summe der positiven Lyapunov-
Exponenten.
Die Lyapunov-Exponenten λi und die AutokorrelationsfunktionCx,x kennzeich-
nen die dynamische Seite des Chaos. Das zeitliche Verhalten hat seine Entspre-
chung in der Geometrie des Attraktors, der durch die Trajektorie des Systems ge-
formt wird. Der Attraktor eines dissipativen chaotischen Systems besitzt auf allen
ra¨umlichen Skalen eine selbsta¨hnliche Struktur, auch wenn diese fu¨r reale Syste-
me mit einem intrinsischen Rauschen meist nach wenigen Vergro¨ßerung nicht mehr
erkennbar ist [22]. Diese fraktale Struktur geht einher mit einer nichtganzzahligen
Dimension des Attraktors. Fu¨r einen Fluss muss aufgrund des Determinismus, der
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einen Schnitt der Trajektorie mit sich selbst verbietet, die Dimension D > 2 sein.
Fu¨r die Quantifizierung der Selbsta¨hnlichkeit eines Attraktors bieten sich zahlrei-
che Wege zur Berechnung einer Dimension an. Eine dieser Mo¨glichkeiten ist die
Korrelationsdimension, die sich aus der Korrelationssumme:
C() =
2
N(N − 1)
N∑
i=1
N∑
j=i+1
Θ (− ||xi − xj||) (3.5)
berechnen la¨sst. Dabei bezeichnet Θ die Stufenfunktion. Diese bewirkt, dass nur die
Wertepaare zur Summe beitragen, deren Abstand auf dem d-dimensionalen Attrak-
tor kleiner als  ist. Der Zusammenhang zwischen Korrelationssumme und Dimen-
sion ist C ∼ D, woraus zur Berechnung der Korrelationsdimension folgt:
D = lim
→0
lim
N→∞
d(N, ) mit (3.6)
d(N, ) = ∂lnC(, N)
∂ln .
Aus praktischer Sicht lassen sich die beiden Grenzwerte nicht bilden. Fu¨r eine sehr
lange Zeitreihe mit hoher Amplitudenauflo¨sung ist die ermittelte DimensionD eine
untere Schranke fu¨r die tatsa¨chliche.
Durch Lyapunov-Exponenten und Korrelationsdimension kann die Dynamik ei-
nes Systems quantitativ zusammengefasst werden. Fu¨r die durchgefu¨hrten Unter-
suchungen zur stochastischen Resonanz am Shinriki-Oszillator ist die Analyse von
Lyapunov-Exponenten und Korrelationsdimension insbesondere im Bereich nach
der Verschmelzkrise von besonderer Bedeutung.
3.1.1 Zeitreihenanalyse des Shinriki-Oszillators
Zur Bestimmung des maximalen Lyapunov-Exponenten und der Korrelationsdi-
mension wurde die Standard-Zeitreihenanalyse Software TISEAN (TIme SEries
ANalysis) von Kantz, Hegger und Schreiber [23] verwendet. In diese Auswerte-
routinen wurden verschiedene Zeitreihen des Shinriki-Oszillators fu¨r Kontrollpara-
meterwerte oberhalb von Rc eingelesen. Um eine ausreichende Statistik zu gewa¨hr-
leisten, umfasste jede Zeitreihe ca. 30000 Oszillationen der chaotischen Dynamik.
Dabei wurden ungefa¨hr 20 Messpunkte pro Periodendauer aufgezeichnet und der
Kontrollparameter R in Schritten von 100Ω variiert. Obwohl die Bestimmung der
dynamischen und geometrischen Kenngro¨ßen besonderes bei intermittenter Dyna-
mik mit Schwierigkeiten verbunden ist [22], fu¨hrte die Zeitreihenanalyse aufgrund
der hohen Qualita¨t und La¨nge der Messreihen zu sinnvollen Ergebnissen. Im Fol-
genden werde ich diese Ergebnisse kurz zusammenfassen.
Maximaler Lyapunov-Exponent
Aufgrund des 3-dimensionalen Phasenraums des Shinriki-Oszillators besitzt die-
ses System im chaotischen Bereich nur einen positiven Lyapunov-Exponenten, der
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Abbildung 3.2: Maximaler Lyapunov-Exponent λ ( in Einheiten der reziproken
Sampling-Zeit ∆t−1) fu¨r den Shinriki-Oszillator im Intermittenzbereich bestimmt
aus einer 7-dimensionalen Einbettung von V3(t).
folglich mit der Kolmogorov-Sinai Entropie hKS identisch ist. Die Abha¨ngigkeit des
maximalen Lyapunov-Exponenten vom Kontrollparameter R ist in Abb. 3.2 darge-
stellt. λ ist in dieser Graphik auf die eingestellte Sampling-Zeit von ∆t = 80µs
normiert aufgetragen. Der Verlauf von λ u¨ber dem gesamten Bereich der krisenin-
duzierten Intermittenz zeigt bei R−Rc = 2.3kΩ und 7.9kΩ zwei niedrige Werte an.
Bei dem ersten Kontrollparameterwert ist die Dynamik des Schwingkreises zwei-
geteilt: Neben der chaotischen Dynamik zeigt die Zeitreihe auch eine periodische
Bewegung u¨ber beide Subattraktoren. Dieses Verhalten ist typisch fu¨r eine Pomeau-
Manneville Intermittenz [24], auf die ich weiter unten eingehen werde. Wesentlich
fu¨r die Bewertung des Wertes von λ ist, dass der Schwingkreis fu¨r einen Kontroll-
paramterwert 2.2kΩ < R − Rc < 2.3kΩ ein periodischen Fenster hat. In diesem
Fenster ist λ negativ und der geringe Wert bei 2.3kΩ resultiert aus dem Springen
zwischen der periodischen und der chaotischen Phase. Auch der zweite sehr niedri-
ge Wert von λ am Ende des Intermittenzbereichs ist durch den Einfluss eines peri-
odisches Fensters verursacht, das im Bifurkationsdiagramm Abb. 2.5 oberhalb von
R > 76kΩ zu erkennen ist.
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Weiter außerhalb der periodischen Fenster schwankt der Wert fu¨r λ nur gering
zwischen 0.015 und 0.021. Der statistische Fehler dieser Werte ergibt sich aus
der mittleren Anzahl der ausgewerteten Punkte und liegt abha¨ngig vom speziel-
len Kontrollparameterwert zwischen ±0.0003 und ±0.0007. Die Tatsache, dass der
Shinriki-Oszillator keinen konstanten Wert fu¨r λ im Intermittenzbereich hat, zeigt
die nicht-hyperbolische Struktur des Attraktors [20]. Fu¨r nicht-hyperbolische At-
traktoren fu¨hrt die ¨Anderung zwischen instabiler und stabiler Mannigfaltigkeit des
Attraktors immer zu ¨Anderungen von λ.
Neben dem Lyapunov-Exponenten λ bietet die Lyapunov-Zeit Tλ ein gutes Maß
fu¨r den Informationsverlust eines dissipativen chaotischen Systems:
Tλ =
1∑
i λi
. (3.7)
Die Summe in dieser Definition geht dabei u¨ber alle positiven Lyapunov-Exponenten.
Fu¨r den Shinriki-Oszillator mit einem einzigen positiven Lyapunov-Exponenten, ist
Tλ = λ
−1
. Die Lyapunov-Zeit ist insofern ein nu¨tzliches Maß, als dass sie die Zeit-
spanne angibt, nach der sich eine kleine Anfangsabweichung durch die Expansion
u¨ber den kompletten Phasenraum verteilt hat. Fu¨r die ermittelten Werte von λ er-
gibt sich eine Lyapunov-Zeit von Tλ ≈ 48 bis 67 Datenpunkten. Verglichen mit der
Messauflo¨sung der Zeitreihe von ca. 20 Punkten pro Periode bedeutet dieser Wert
von Tλ, dass die Trajektorie im Mittel nach zwei bis drei Periodendauern bereits das
Geda¨chtnis an ihren Startpunkt verloren hat.
Korrelationsdimension
Zur Berechnung der Korrelationsdimension wurden die gleichen Zeitreihen benutzt,
die zur Bestimmung von λ verwendet wurden. Das Ergebnis der Auswertung ist in
Abb. 3.3 aufgetragen. Oberhalb von R − Rc = 7kΩ konnte keine sinnvolle Di-
mension mehr ausgewertet werden. Der Verlauf der Korrelationsdimension deckt
sich weitgehend mit dem von λ. So zeigt sich im Bereich der Pomeau-Manneville-
Intermittenz bei R−Rc = 2.3kΩ ein kleiner Wert der Dimension. Außerhalb davon
sind nur kleine Variationen von D auszumachen. Fu¨r diesen ausgedehnten Bereich
ergibt sich eine mittlere Dimension von D() = 2.42± 0.05.
Im Vergleich mit anderen chaotischen Attraktoren, die eine dreidimensionale Fluss-
gleichung und drei instabile Fixpunkte besitzen, zeigt sich eine a¨hnliche Korrelati-
onsdimension beim Duffing-Attraktor (D = 2.5 [25]). Mit dieser fu¨r ein dreidi-
mensionales System hohen Korrelationsdimension liegen diese beiden Attraktoren
deutlich u¨ber der Dimension des Lorenz-Attraktors [26], dessen Korrelationsdimen-
sion knapp u¨ber 2 liegt (2.05± 0.01).
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Abbildung 3.3: KorrelationsdimensionD() in Abha¨ngigkeit vom Kontrollparame-
ter R−Rc. Der Mittelwert von D = 2.42±0.05 ist durch die rote Linie angedeutet.
3.1.2 Ergodische Systeme
Das Langzeitverhalten eines chaotischen Systems ist durch den Attraktor gegeben.
Ein detailliertes Bild im statistischen Sinne erha¨lt man durch die invariante Dich-
te ρ, die angibt wie ha¨ufig ein bestimmter Teil des Attraktors von der Trajektorie
aufgesucht wird:
ρ(x) = lim
T→∞
1
T
∫ T0+T
T0
dt δ(x− x(t)). (3.8)
Fu¨r Abbildungen xn+1 = f(xn) liefert die Definition der invarianten Dichte bereits
eine Entwicklungsgleichung, die Frobenius-Perron-Gleichung [18]:
ρn+1(x) =
∫ 1
0
dy δ[x− f(y)]ρn(y) (3.9)
Sowohl die invariante Dichte als auch der Frobenius-Perron Entwicklungsoperator
δ[x − f(y)] sind im Allgemeinen keine einfachen Funktionen. So besitzt ρ oftmals
Polstellen an denen die Dichte lokal sehr hoch sein kann [19].
Der große Vorteil des invarianten Maßes ρ ist, dass ρ fu¨r ergodische Systeme1 ein
1Ob chaotische Systeme als ergodisch angesehen werden ko¨nnen, ist nicht vollsta¨ndig gekla¨rt.
Im Allgemeinen geht man davon aus, dass sie quasi-ergodisch sind. Die Trajektorie eines quasi-
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stationa¨res Wahrscheinlichkeitsmaß ist und damit ρn+1 = ρn wenn n → ∞. Au-
ßerdem gilt fu¨r ergodische System die Vertauschbarkeit von Orts- und Zeitmittel.
Diese Vertauschbarkeit ermo¨glicht die Berechnung eines Mittelwert der Funktion
m(x) sowohl aus der Zeitreihe als auch aus der invarianten Dichte:
〈m(x)〉 = lim
N→∞
1
N
N∑
i=0
m (xi)) ≡ lim
N→∞
1
N
N∑
i=0
m
(
f i(x0))
)
=
∫ 1
0
dxρ(x)m(x). (3.10)
f i bezeichnet dabei die i-fache Iteration der Abbildung f .
Neben der einfachen Berechnung eines Mittelwertes, die bei der Auswertung des
Lyapunov-Exponenten und der Korrelationsdimension bereits durch TISEAN an-
gewendet wurde, ermo¨glicht die invariante Dichte eines ergodischen Systems ei-
ne statistische Behandlung der zugrundeliegenden deterministischen Dynamik. Bei
dieser Behandlung gilt es zu beachten, dass
• statistische Aussagen nur sinnvoll sind, wenn eine ausreichende Zeitskalen-
separation zwischen der schnellen chaotischen Dynamik und den betrachteten
Vera¨nderungen vorliegt.
• der zugrundeliegende Determinismus und damit die Information der schnel-
len chaotischen Dynamik nicht in ein statistisches Modell eingeht.
Eine statistische Modellierung der Dynamik werde ich im Kapitel 6 vorstellen. Dort
werden die intermittenten Spru¨nge zwischen den Subattraktoren auf ein stochas-
tisches Doppelmuldenbild abgebildet, wobei die Rauschsta¨rke und die Form des
Doppelmuldenpotentials direkt aus V1-Zeitreihen des Shinriki-Oszillators bestimmt
werden.
Um zu u¨berpru¨fen, ob ρ(V1) des Shinriki-Oszillators eine invariante Dichte ist,
wurde sie fu¨r je einen Kontrollparameterwert ober- und unterhalb des kritischen
KontrollparametersRc aus V1-Zeitreihen bestimmt. Aus der Definition der invarian-
ten Dichte ρ (3.8) folgt eine Unabha¨ngigkeit vom gewa¨hlten Startzeitpunkt. Deswe-
gen wurde die bei den zwei Kontrollparametern gemessene Zeitreihe von ca. 30000
Oszillationen in zwei gleichlange Zeitreihen geteilt und ρ aus den Zeitreihen ermit-
telt. Abb. 3.4 zeigt das Ergebnis dieser Messung fu¨r (a) den monoscroll-Attraktor
bei R−Rc = −100Ω und (b) den doublescroll-Attraktor bei R−Rc = 2.2kΩ. Fu¨r
beide Messungen weichen die Kurven von ρ(V1) nur sehr wenig voneinander ab,
was durch die La¨nge der Zeitreihen zu erwarten war. Man kann davon ausgehen,
dass fu¨r eine deutlich la¨ngere Messzeit ρ(V1) tatsa¨chlich eine invariante Dichte ist.
Fu¨r den doublescroll-Attraktor spiegelt die Symmetrie von ρ(V1) um V1 = 0 den
symmetrischen Aufbau dieses Attraktors aus zwei monoscroll-Attraktoren wieder.
ergodischen Systems kommt im zeitlichen Verlauf allen Punkten gleicher Energie beliebig nah, wo-
hingegen bei ergodischen Systemen alle diese Punkte tatsa¨chlich durchlaufen werden [27].
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Abbildung 3.4: Invariante Dichte ρ(V1) des Shinriki-Oszillators berechnet fu¨r zwei
Realisierungen der Zeitreihe V1(t): (a) R−Rc = −100Ω und (b) R−Rc = 2.2kΩ.
Die mittlere Abweichung zwischen der roten und blau dargestellten Dichte ρ ist
gering. Die Dichte oberhalb von R − Rc > 0 ist symmetrisch und kann in erster
Na¨herung als Spiegelung bezu¨glich V1 = 0 der Dichte in (a) aufgefasst werden, vgl.
Abb. 3.5.
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Abbildung 3.5: Invariante Dichte ρ(V1) zweier monoscroll-Attraktoren. Durch den
¨Uberlapp der beiden Attraktoren entstehen symmetrische Maxima der Dichte zwi-
schen 0 und 1 Volt.
Um dies zu verdeutlichen, wurde fu¨r die Abb. 3.5 die Dichte ρ(V1) des monoscroll-
Attraktors gespiegelt. Man sieht hier deutlich, dass die erho¨hte Dichte zwischen 0
und 1 Volt durch das ¨Uberlappen der beiden Subattraktoren verursacht wird.
Der direkte Vergleich zwischen der invarianten Dichte im doublescroll-Bereich
(Abb. 3.4) und der aus den monoscroll-Daten konstruierten invarianten Dichte ei-
nes doublescroll-Attraktors ( Abb. 3.5) zeigt, dass insbesondere die Form der in-
varianten Dichte sich kaum a¨ndert: Die invariante Dichte aller Zeitreihen zeigt um
die instabilen Fixpunkte bei V1 ≈ ±2V jeweils zwei Maxima. Ebenso treten um
den trivalen instabilen Fixpunkt bei V1 = 0 zwei symmetrische Maxima auf, deren
Ursache der ¨Uberlapp zwischen den Subattraktoren ist. Die wesentliche Vera¨nde-
rung der invarianten Dichteverteilung ist ein Anwachsen des Bereiches, in dem die
Verteilung von Null verschieden ist. Dieser Bereich wa¨chst mit der Erho¨hung des
Kontrollparameters an, wie aus Abb. 3.6 zu ersehen ist. Dort sind die Betra¨ge der
maximalen und minimalen Amplitude der Zeitreihe V1(t) fu¨r den Parameterbereich
dargestellt. Der Anstieg der Betra¨ge ist mit 50mV sehr gering.
Die Symmetrie der invarianten Dichte ρ des doublescroll-Attraktors la¨sst sich
noch genauer zeigen, indem man aus den Momenten der Verteilung
mn(V1) = 〈V n1 〉 =
∫ ∞
−∞
V n1 ρ(V1)dV1,
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Abbildung 3.6: Betrag der Extremwerte von V1(t) als Funktion des Kontrollpara-
meters R − Rc: Die Extremwerte geben an, in welchem Intervall ρ(V1) von Null
verschieden ist. Die Stufen in den Spannungen zeigen die Amplitudenauflo¨sung
des Transientenrekorders.
charakteristische Kenngro¨ßen der Verteilung berechnet. Diese sind:
〈V1〉 = m1
σ =
√
m2 −m21
λ3 =
〈
(V1 −m1)3
〉
σ3
λ4 =
〈
(V1 −m1)4
〉− 3 · 〈(V1 −m1)2〉
σ4
Aus der Definition der Momente folgt sofort, dass die erste Gleichung den Mit-
telwert von V1 angibt und die folgende Gleichung die Schwankung bzw. Varianz.
λ3 wird als Schiefheit oder skrewness bezeichnet. Fu¨r symmetrische Verteilungen
verschwindet sie. λ4 ist die Kurtosis. Sie gibt an, wie weit eine Verteilung von der
Gauss-Verteilung abweicht.
Diese charakteristischen Kenngro¨ßen sind in Abb. 3.7 fu¨r die invariante Dichtever-
teilung des Shinriki-Oszillators oberhalb von Rc gezeigt. Die Varianz σ und die
Kurtosis λ4 sind u¨ber den betrachteten Kontrollparameterbereich nahezu konstant.
Dies resultiert wesentlich von der Formstabilita¨t der invarianten Dichte und dem
geringen Anwachsen des Intervalls, in dem ρ(V1) 6= 0. Wie bei einer um den Null-
punkt symmetrischen Verteilung zu erwarten, verschwinden sowohl der Mittelwert
von V1 als auch die Schiefheit λ3 u¨ber einen weiten Parameterbereich. Oberhalb von
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Abbildung 3.7: Mittelwert 〈V1〉, Schwankung σ, Schiefheit λ3 und Kurtosis λ4 der
invarianten Dichte ρ(V1) des doublescroll-Attraktors in Abha¨ngigkeit vom Kontroll-
parameter R−Rc.
R − Rc = 3.2kΩ weichen Mittelwert und Schiefheit etwas von Null ab. Diese Ab-
weichungen ko¨nnen – im Gegensatz zu den großen Abweichungen naheR−Rc ≈ 0
– nicht mit zu wenig Spru¨ngen zwischen den Subattraktoren erkla¨rt werden, son-
dern deuten auf eine tatsa¨chliche Asymmetrie des doublescroll-Attraktors hin.
Um diese Asymmetrie genauer zu quantifizieren, wurde eine Poincare´-Abbil-
dung des dreidimensional eingebetteten Attraktors mit Hilfe von TISEAN erzeugt.
Die Poincare´-Ebene, deren Schnittpunkte mit dem Attraktor die Abbildung ergeben,
erfu¨llte die Bedingung V1(t+ 2 · τd) = V1(t+ 3 · τd) = 0. Durch die doublescroll-
Topologie des Attraktors sollten bei dieser Abbildung sowohl die Durchstoßpunkte
in positiver wie auch negativer Richtung ausgewertet werden, um die unterschied-
liche Umlaufrichtung der Trajektorie auf den Subattraktoren auszugleichen. Tra¨gt
man den aktuellen Durchstoßpunkt xi gegen den na¨chsten xi+1 auf, so erha¨lt man
eine Darstellung der eindimensionalen Iterationsabbildung xn → xn+1. Abb. 3.8
zeigt zwei Iterationsabbildungen bei unterschiedlichen Kontrollparameterwerten:
Abb. 3.8(a) wurde bei R−Rc = 2.2kΩ erzeugt, bei dem das System symmetrisch ist
und Abb. 3.8(b) bei 3.4kΩ, einem Wert, bei dem Abb. 3.7 eine Asymmetrie erwar-
ten la¨sst. Im direkten Vergleich der beiden Iterationsabbildungen fa¨llt auf, dass (a)
vo¨llig symmetrisch ist, wohingegen in (b) die extremalen xn-Werte sta¨rker zu ne-
gativen Werten verschoben sind. Dieses Bild der Dynamik des Shinriki-Oszillators
besta¨tigt die beobachtete Abweichung des Mittelwerts 〈V1〉 zu negativen Werten
hin.
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Abbildung 3.8: Poincare´ Abbildung des Shinriki-Oszillators fu¨r (a) R−Rc = 2.2kΩ
(〈V1〉 ≈ λ3 ≈ 0) und (b) R − Rc = 3.4kΩ (〈|V1|〉 ≈ λ3 6= 0). Die Asymmetrie
des doublescroll-Attraktors fu¨r Kontrollparameterwerte wie in (b) fu¨hrt zu einer
asymmetrischen Abbildung.
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Eine weitere Mo¨glichkeit, die Dynamik des Shinriki-Oszillators als Iterationsab-
bildung darzustellen, ist, die aufeinander folgenden Extremwerte der V1-Amplitude
gegeneinander aufzutragen. Fu¨r R−Rc = 2.2kΩ ist diese Abbildung in Abb. 3.9(a)
dargestellt. In rot sind die Minima der Amplitude und in blau die Maxima aufge-
tragen. Weil zu den entsprechenden Maximalwerten die zugeho¨rigen Minimalwerte
mitaufgetragen wurden, kann Abb. 3.9(a) als zwei getrennte Abbildungen verstan-
den werden: Die eine zeigt die Entwicklung der Werte auf der Seite des ¨Uberlapps
zwischen den Subattraktoren (um xn = xn+1 = 0), wohingegen die zweite die
Entwicklung auf der abgewandten Seite beschreibt. Die Zusammensetzung aus den
zwei Abbildungen kann man anhand von Abb. 3.9(b) verstehen: Betrachtet man
den gru¨n gekennzeichneten Abschnitt, so liegen die Maxima dieses Bereichs in der
Iterationsabbildung, der ebenfalls mit a gekennzeichnet wurde. Die zugeho¨rigen
Minima dagegen liegen auf dem Abbildungsteil b. Wie bei der Abbildung durch
einen Poincare´-Schnitt (Abb. 3.8) sind die resultierenden Abbildungen mehrdeutig
und die Anzahl der Schnittpunkte zwischen der Winkelhalbierenden y = x und der
Abbildung, die Fixpunkte der Abbildung aufzeigt, sind deutlich ha¨ufiger als die An-
zahl von drei Fixpunkten des Shinriki-Oszillators. Zwar minimiert die Abbildung
der Extremwerte die Mehrdeutigkeit fu¨r xn im wesentlichen auf den Bereich des
¨Uberlapps zwischen den Attraktoren, jedoch fu¨hrt in beiden Fa¨llen der ¨Uberlapp
zwischen den Subattraktoren zu einer nicht optimalen Abbildung der Dynamik auf
eine eindimensionale Iterationsabbildung.
Interessant ist es, die Abfolge der Iterationswerte in der Extremwertabbildung zu
verfolgen. Beschra¨nkt man sich auf die Dynamik von a und a’, so kann der Sprung-
prozess zwischen den beiden Subattraktoren genauer analysiert werden. Ein Sprung
zwischen den beiden Teilen des abgebildeten doublescroll-Attraktors geht immer
u¨ber einen der beiden nahezu senkrechten Abbildungsteile, die in der Graphik mit
A bzw. A’ bezeichnet sind. Wird einer dieser Bereiche erreicht, so ist der Wert im
na¨chsten Iterationsschritt in einem der Bereiche, die mit B bzw. B’ bezeichnet sind.
In der Zeitreihe sind die entsprechenden Oszillationen rot eingekreist. Nach einem
Sprung ist die Dynamik wieder in einem der Bereiche a bzw. a’. Die Gesamtdyna-
mik dieser Abbildung kann als symbolische Dynamik dargestellt werden:
. . .→ a→ . . .→ a→ A′ → B → a′ → . . .→ a′ → A→ B′ → a→ . . .
Die Entwicklung der Abbildung als Funktion des Kontrollparameters R ist ver-
gleichbar mit der in Abb. 3.8. Die Extremwertabbildung zeigt ebenso eine Ver-
schiebung fu¨r diejenigen Kontrollparameterwerte, bei denen 〈V1〉 nicht verschwin-
det. Des weiteren a¨ndern sich der Abbildungsteil a und a’ wenig bei Kontroll-
parametervariation. Wie bei der Poincare´-Abbildung zeigt sich eine Vera¨nderung
hauptsa¨chlich in den mittleren Bereichen b und b’, bei denen die Abbildung bei
Kontrollparameter-Erho¨hung breiter wird und die beiden symmetrischen Teilab-
schnitte zu ho¨heren Betra¨gen von xn+1 anwachsen.
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Abbildung 3.9: (a) Abbildung der Dynamik des Shinriki-Oszillators durch das Auf-
tragen der Extremwerte der V1-Amplituden bei R − Rc = 2.2kΩ und (b) ein Aus-
schnitt der Zeitreihe V1(t).
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3.2 Kriseninduzierte Intermittenz
Die bisherige statistische Beschreibung ermo¨glicht quantitative Aussagen u¨ber chao-
tische Systeme im Allgemeinen. Mit dem Pha¨nomen der Intermittenz ist ein Typ
der Dynamik verbunden, der nur die statistische Beschreibung zula¨sst, selbst wenn
die Messfrequenz deutlich u¨ber der Oszillationsfrequenz des Systems liegt. Bei
Intermittenz wird eine Hauptdynamik des Systems zeitweilig unterbrochen. Die
Hauptdynamik ist durch das Verhalten vor dem Auftreten der Intermittenz gege-
ben. Abha¨ngig von der Art der Hauptdynamik und dem speziellen Entstehen der
Intermittenz kann man diese in verschiedene Klassen unterteilen:
• Eine periodische Schwingung wird zeitweilig durch chaotische Ausbru¨che (engl.
bursts) unterbrochen. Dieses Verhalten wird als Pomeau-Manneville-Intermit-
tenz [24] bezeichnet und stellt neben der Periodenverdopplungskaskade und der
Quasiperiodizita¨t einen mo¨glichen Weg zu chaotischem Verhalten dar.
• Ein chaotisches Verhalten wird von einem anderen chaotischen Verhalten un-
terbrochen. Diese Chaos-Chaos-Intermittenz tritt als kriseninduzierte [28, 29]
oder auch als On-Off Intermittenz [30] in dynamischen Systemen auf.
Gemeinsame Eigenschaft dieser Intermittenzformen ist, dass die Unterbrechung der
Hauptdynamik ab einem bestimmten kritischen Kontrollparameter pc geschieht.
Wird der Kontrollparameter oberhalb dieser Schwelle weiter erho¨ht, nimmt die
Ha¨ufigkeit der Spru¨nge zwischen den verschiedenen dynamischen Zusta¨nden zu.
Das Auftreten der Unterbrechungen ist dabei zufa¨llig und kann folglich statistisch
beschrieben werden. Fu¨r die Ha¨ufigkeitsverteilung der verschiedenen Zusta¨nde und
fu¨r die mittlere Verweildauer in ihnen ko¨nnen bestimmte Skalengesetze hergeleitet
werden, die ein Unterscheidungsmerkmal fu¨r die Unterklassen darstellen.
Im Folgenden werde ich genauer auf die kriseninduzierte Intermittenz eingehen, die
im Shinriki-Oszillator oberhalb vonRc auftritt. Dabei werde ich zwei Schwerpunkte
setzen:
• Ursache der Intermittenz und
• charakteristische Merkmale / statistische Eigenschaften der Intermittenz.
3.2.1 Verschmelzkrise
Wie bereits bei der Beschreibung des Shinriki-Oszillators erwa¨hnt, ist eine plo¨tz-
liche Attraktorvolumena¨nderung resultierend aus einer kleinen Variation des Kon-
trollparameters typisch fu¨r jede Krise. Das Auftreten von Krisen ist in vielen chao-
tischen Systemen belegt. Beispiele von Krisen umfassen Ringlaser [31], das ent-
sprechende Modell-System die Ikeda-Map [32], getriebene Yttrium-Eisen-Granat
Kugeln [33], eine Vielzahl von Schwingkreisen [16, 34] und Mikrowellenresonato-
ren [35]. Im Allgemeinen unterscheidet man drei Arten von Krisen:
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• Attraktor-Zersto¨rung: Beim kritischen Kontrollparameter pc wird der vormals
stabile Attraktor durch die Kollision mit einem instabilen Attraktor zersto¨rt. Ty-
pisch fu¨r diese Krise ist das Auftreten von chaotischen Transienten: Das System
bleibt eine gewisse Zeit in der Na¨he des instabilen Attraktors, um dann zu ei-
nem anderen stabilen Attraktor im Phasenraum zu entfliehen. In der Zeit, die
die Trajektorie in der Na¨he des instabilen Attraktors verbringt, hat die Dynamik
¨Ahnlichkeit mit der Dynamik vor der Krise.
• Innere Krise: Bei einer inneren oder homoklinen Krise kollidiert bei pc eine
stabile Mannigfaltigkeit eines Orbits mit dessen instabiler. Da sowohl die sta-
bile als auch die instabile Mannigfaltigkeit zum selben Objekt im Phasenraum
geho¨rt, spricht man von einer inneren oder homoklinen Krise. Fu¨r Kontrollpa-
rameterwerte oberhalb des kritischen Werts beobachtet man ein intermittentes
Springen zwischen dem Anfangsattraktor und dem plo¨tzlich neu erschlossenen
Phasenraumvolumen. Das Springen zeigt sich in der Zeitreihe durch chaotische
Ausbru¨che. Nach diesen Bursts kehrt die Trajektorie auf den urspru¨nglichen At-
traktor zuru¨ck und es wird eine a¨hnliche Dynamik beobachtet, wie vor der Krise.
• Verschmelzkrise: Die Verschmelzkrise ist eine heterokline Krise. D.h. mindes-
tens zwei verschiedene Attraktoren sind an ihr beteiligt. Bei dem kritischen Kon-
trollparameter pc kollidieren diese Attraktoren simultan mit dem Einzugsgebiet
der anderen. Im Phasenraum entsteht ein neuer Attraktor, welcher durch die Ver-
schmelzung der vormals getrennten Attraktoren gebildet wird. Fortan beobachtet
man eine Chaos-Chaos Intermittenz, bei der die Trajektorie statistisch zwischen
den Subattraktoren springt. Diese Form der Krise tritt meistens in Systemen mit
hoher Symmetrie auf und ist typisch fu¨r die Dynamik des Shinriki-Oszillators
oberhalb von Rc.
Das charakteristische Merkmal der kriseninduzierten Intermittenz ist eine mittle-
re Verweildauer 〈τ〉, die die Trajektorie in der Na¨he des subkritischen Attraktors
verbringt, bevor sie im Falle der Attraktor-Zersto¨rung entflieht, bzw. bei der inne-
ren und der Verschmelzkrise eine intermittente Unterbrechung der Dynamik zeigt.
Die mittlere Verweilzeit 〈τ〉 folgt einem Skalierungsgesetz, welches nur vom
”
Ab-
stand“vom kritischen Wert abha¨ngt:
〈τ〉 ∼ (p− pc)−γ. (3.11)
Der Exponent γ in diesem Skalierungsgesetz ist konstant und ha¨ngt allein von den
topologischen Eigenschaften der Objekte im Phasenraum ab, die miteinander kol-
lidieren. Im folgenden werden kurz die geometrischen Ideen vorgestellt, die von
Grebogi, Ott und Yorke 1982 [28] dazu benutzt wurden, den Exponenten γ fu¨r
zweidimensionale Abbildungen direkt aus den Lyapunov-Exponenten herzuleiten.
Sie betrachteten hierzu einen instabilen periodischen Orbit Q mit der zugeho¨rigen
stabilen Mannigfaltigkeit W S und der instabilen WU (vgl. den Poincare´-Schnitt in
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Abbildung 3.10: Poincare´ Schnitt eines periodischen Orbits mit einer homoklinen
Krise: (a) Instabiler Orbit Q mit stabiler und instabiler Mannigfaltigkeit W S bzw.
WU . Dargestellt ist die Anna¨herung einer Trajektorie an den instabilen Orbit ent-
lang W S (Punkte 1-3) und das Fortlaufen vom Orbit entlang WU (Punkte 4 und
5). (b) Beim kritischen Kontrollparameter pc beru¨hren sich die stabile und instabile
Mannigfaltigkeit. Bei weiterem Erho¨hen des Kontrollparameters wird die instabi-
le Mannigfaltigkeit u¨ber die stabile geschoben (gestrichelter Pfeil). (c) Homokliner
Orbit als Resultat einer inneren Krise. Der homokline Orbit entsteht durch einen
transversalen Schnitt zwischen der stabilen und instabilen Mannigfaltigkeit. Dar-
stellung entnommen aus [36].
Abb. 3.10(a)). Topologisch gesehen handelt es sich bei diesem Schnittpunkt des in-
stabilen Orbits um einen Sattelpunkt, d.h. entlang der stabilen Mannigfaltigkeit W S
laufen alle benachbarten Trajektorien auf ihn zu – der lokale Lyapunov-Exponent ist
negativ – wohingegen alle Trajektorien in der Nachbarschaft sich von ihm entlang
der instabilen Mannigfaltigkeit WU exponentiell entfernen, was einem positiven
Lyapunov-Exponenten entspricht. Dieses Verhalten ist nochmals in Abb. 3.10(a)
dargestellt: Startet die Trajektorie in der Na¨he der von W S (Punkt 1), so na¨hert sie
sich zuna¨chst dem instabilen Orbit Q an (die Punkte 2 und 3). Zwangsla¨ufig kommt
sie dabei aber in die Na¨he der instabilen Mannigfaltigkeit WU und entfernt sich von
Q (Punkte 3-5).
Die Situation bei einer homoklinen Krise ist in der Abb. 3.10(b) und (c) skiz-
ziert. Beim kritischen Kontrollparameter pc beru¨hren sich die stabile und instabile
Mannigfaltigkeit. Eine weitere Erho¨hung des Kontrollparameters fu¨hrt zu einem
transversalen Schnitt zwischen den Mannigfaltigkeiten. Dabei ha¨ngt die Gro¨ße die-
ser ¨Uberschneidung vom Abstand des Kontrollparameters vom kritischen Wert ab
p − pc. Das Skalierungsgesetz (3.11) kann in diesem geometrischen Bild wie folgt
interpretiert werden: Die Gro¨ße der ¨Uberschneidung bestimmt die Wahrscheinlich-
keit fu¨r einen ¨Ubergang, wohingegen der systemabha¨ngige Exponent γ durch die
Lyapunov-Exponenten bestimmt wird, die mit den stabilen und instabilen Mannig-
faltigkeiten verknu¨pft sind.
Die vorgestellten geometrischen ¨Uberlegungen gelten allerdings nur dann, wenn
sich die Stabilita¨t des instabilen Orbits Q nicht sprunghaft a¨ndert und somit der
Attraktor hyperbolisch oder zumindest quasihyperbolisch ist. Tritt z. B. eine Bifur-
34 Statistische Eigenschaften der Verschmelzkrise
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
x
n
x n
+
1
Abbildung 3.11: Darstellung der kubischen Abbildung (3.12) fu¨r einen Kontrollpa-
rameter von a = 3.6.
kation im Attraktor auf, durch die ein stabiler periodischer Orbit generiert wird, so
kann das resultierende Skalenverhalten von (3.11) abweichen.
Ein numerisches Beispiel fu¨r kriseninduzierte Intermittenz bietet die eindimen-
sionale kubische Abbildung:
xn+1 = (a− 1)xn − ax3n, (3.12)
die bei einem Kontrollparameterwert von a = ac = 32
√
3 + 1 eine Verschmelz-
krise hat. Diese eindimensionale Abbildung ist besonders interessant, weil sie wie
das Shinriki-System drei Fixpunkte besitzt. Betrachtet man die graphische Darstel-
lung in Abb. 3.11, fa¨llt eine gewisse ¨Ahnlichkeit mit der Poincare´- und der Extrem-
wertabbildung auf (vgl. Abb. 3.8 und 3.9).
Unterhalb von ac existieren zwei getrennte chaotische Attraktoren bei posi-
tiven und negativen Werten von xn. Die Werte von xn sind auf beiden Attrak-
toren begrenzt, so dass 0 < |xn| < 1. Diese Trennung der beiden Attraktoren
beim Wert x = 0 ist in den Ha¨ufigkeitsverteilungen der xn-Werte in Abb. 3.12 (a)
deutlich sichtbar. Die Ha¨ufigkeitsverteilungen wurden aus einer Iterationsreihe fu¨r
a = 3.596 erzeugt, wobei die zwei Startwerte x0 so gewa¨hlt wurden, dass die Dyna-
mik jeweils auf einem der beiden Attraktoren stattfindet. Bei der Verschmelzkrise
kollidieren diese Attraktoren simultan mit dem instabilen Fixpunkt bei x = 0, und
der durch die Verschmelzung entstandene Attraktor existiert im ganzen Intervall
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Abbildung 3.12: Ha¨ufigkeitsverteilung der kubischen Abbildung und mittlere Ver-
weildauer 〈τ〉 nach der Verschmelzkrise: (a) Ha¨ufigkeitsverteilungen des Attrak-
tors bei positiven und negativen x-Werten fu¨r einen Kontrollparameterwert von
a = 3.596 < ac. In der Vergro¨ßerung des Parameterbereiches um x = 0 ist deutlich
die Trennung der beiden Attraktoren erkennbar. (b) Ha¨ufigkeitsverteilung fu¨r die
kubische Abbildung nach der Krise (a = 3.599 > ac). Der verschmolzene Attrak-
tor zeigt x-Werte im ganzen Intervall, wie in der Vergro¨ßerung ersichtlich ist auch
die Lu¨cke um x = 0 verschwunden. (c) Mittlere Verweildauer 〈τ〉 als Funktion von
∆a = a − ac in doppeltlogarithmischer Auftragung. Eine Vielzahl von schmalen
periodischen Fenstern sind am plo¨tzlichen Einbrechen von 〈τ〉 erkennbar. Oberhalb
des fu¨nften Fensters ist das Skalierungsgesetz (3.11) nicht mehr erfu¨llt. Unterhalb
ergibt sich ein Skalierungsexponent von γ = 0.5.
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Abbildung 3.13: Der Verlauf von 〈τ〉 in Abha¨ngigkeit von ∆a bei zusa¨tzlich einge-
koppeltem weißen Gauß’schen Rauschen. Die gestrichelten Linien bezeichnen die
Positionen, an denen im rauschfreien Fall periodische Fenster gefunden wurden. (a)
Varianz 10−6: Die periodischen Fenster bei ∆a = 9 · 10−3 und ∆a = 9 · 10−2 treten
nicht mehr auf. (b) Varianz 10−5: Von den urspru¨nglich neun periodischen Fens-
tern der rauschfreien Abbildung sind bei dieser Rauschsta¨rke nur noch vier Fenster
stabil.
zwischen [−1, 1] (vgl. Ha¨ufigkeitsverteilung fu¨r a = 3.599 > ac in Abb. 3.12 (b)).
Aufgrund dieser einfachen Zuordnung – positive Werte von xn geho¨ren zum einen
Subattraktor, negative Werte zum anderen – la¨sst sich die mittlere Verweildauer 〈τ〉
(3.11) recht einfach auswerten. In Abb. 3.12 (c) ist 〈τ〉 als Funktion von ∆a ≡ a−ac
dargestellt. Das Skalierungsgesetz (3.11) ist in dieser doppelt-logarithmischen Auf-
tragung deutlich zu erkennen und der kritische Exponent γ ergibt sich zu 0.5 [37].
Daru¨berhinaus sind in der Graphik einige blau gekennzeichnete periodische Fens-
ter durch einen drastischen Abfall von 〈τ〉 erkennbar. Betrachtet man den Verlauf
von 〈τ〉 insbesondere um das dritte und fu¨nfte periodische Fenster herum, so er-
kennt man ein Abweichen vom Skalierungsgesetz. Diese Abweichung stellt, wie
bereits oben erwa¨hnt, nicht das Skalierungsgesetz in Frage. Das Skalierungsgesetz
setzt eine Attraktor-Topologie voraus, die sich im Skalierungsbereich nur wenig
a¨ndert. Die angesprochenen Abweichungen sind somit ein Indiz fu¨r eine deutliche
¨Anderung der Topologie des Attraktors vor und nach den Bifurkationen, welche die
periodischen Fenster verursachen.
Die große Mehrheit der periodischen Fenster der kubischen Abbildung nach der
Verschmelzkrise sind nur u¨ber einen sehr schmalen Kontrollparameterbereich be-
obachtbar. Bei realen Experimenten sind diese bereits bei schwachem intrinsischen
Rauschen nicht mehr zu beobachten. Um das zu demonstrieren, wurde in die Abbil-
dung ein zusa¨tzlicher stochastischer Antrieb additiv eingekoppelt. Bei der stochas-
tischen Komponente handelt es sich um numerisch erzeugtes, Gauß’sches weißes
Rauschen [12] mit einer Varianz von 10−6 bzw. 10−5. Betrachtet man den Verlauf
3.2 Kriseninduzierte Intermittenz 37
1
2
3
4
1
2
3
4
1
2
3
4
I
II
III
IV
I
II
III
IV
I
II
III
IV
(a)       (b) (c)
Abbildung 3.14: Graphische Darstellung der Verschmelzkrise in einer zweidimen-
sionalen Abbildung nach [38, 39]. Rot dargestellt eine Parabelschar, die den Attrak-
tor in der Na¨he der Kollision beschreibt; schwarz dargestellt das Einzugsgebiet des
anderen Attraktors. (a) p = pc: Der a¨ußerste Kurve des Attraktors (1) beru¨hrt die
Grenze des Einzugsgebiet (I). (b) p1 > pc: Der ¨Uberlapp zwischen dem Subattrak-
tor und dem Pseudo-Einzugsgebiet wird gro¨ßer. Der ¨Uberlapp zwischen der Kurve
(1) und dem Streifen (III) ist maximal. (c) p2 > p1 > pc: Der Subattraktor schiebt
sich weiter in das Pseudo-Einzugsgebiet. Der ¨Uberlapp zwischen der Kurve (1) und
dem Streifen (III) ist jedoch kleiner als noch in (b).
von 〈τ〉 in Abha¨ngigkeit von ∆a (Abb. 3.13), so sieht man bei der niedrigen Varianz
zwei periodische Fenster weniger als im Verlauf ohne intrinsisches Rauschen. Fu¨r
den kritischen Exponenten γ ergibt sich weiterhin 0.5. Fu¨r die ho¨here Rauschinten-
sita¨t findet man anstelle der neun Fenster der rauschfreien Simulation nur noch vier.
Betrachten wir nochmals Abb. 3.12(c) und hier insbesondere den Bereich, in dem
das Skalierungsgesetz erfu¨llt ist, so wird ein weiteres typisches Merkmal des 〈τ〉
Verlaufs deutlich: Sieht man von den periodischen Fenstern ab, so erkennt man eine
Feinstruktur, die dem Mittelwert der Verweildauer u¨berlagert ist. In der doppelt-
logarithmischen Darstellung ist das Muster der Feinstruktur a¨quidistant und er-
scheint als kleine Oszillationen um den Mittelwert von 〈τ〉.
Obgleich diese Oszillationen bereits in den ersten Simulationen kriseninduzier-
ter Intermittenz erkannt wurden, konnten Ursache und Sta¨rke der Oszillation erst
ku¨rzlich von Kacperski et al. [38, 39] erkla¨rt werden. Sie verfeinerten das vorge-
stellte geometrische Modell, indem sie beru¨cksichtigten, dass die bei der Krise kolli-
dierenden Objekte im Phasenraum eine komplexe Geometrie besitzen. Fu¨r den Fall
einer Verschmelzkrise ist diese Situtation in Abb. 3.14 skizziert. Der eine Attraktor
(rot) wird in diesem Modell in der Na¨he der Kollision als Parabelstreifen sehr gerin-
ger Breite gena¨hert, das Einzugsgebiet des anderen Attraktors (schwarz) als Schar
von Streifen. Abb. 3.14(a) zeigt den Punkt der Krise: Der eine Attraktor beru¨hrt das
Einzugsgebiet des anderen Attraktors und verliert dabei seine Stabilita¨t. Der vor-
mals stabile Attraktor wird zu einem Sattel des neuen Attraktors im Phasenraum.
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Auch das Einzugsgebiet, mit dem er kollidiert, kann eigentlich nicht mehr getrennt
vom neuen Attraktor im Phasenraum behandelt werden. Trotzdem zeigen numeri-
sche Simulationen, dass die Strukturen sich bei der Kollision und in einem weiten
Bereich oberhalb von pc nicht dramatisch a¨ndern, so dass die topologische Struktur
des chaotischen Sattels als identisch mit der des vormals stabilen Attraktors ange-
nommen werden kann. Ebenso verha¨lt es sich mit dem Pseudo-Einzugsgebiet nach
der Krise. In Abb. 3.15, die mir freundlicherweise von K. Kacperski zur Verfu¨gung
gestellt wurde, erkennt man deutlich die Stabilita¨t der topologischen Eigenschaften
des Attraktors (Parabelschar) und des Einzugsgebiets (Streifen). Diese Abbildung
wurde durch die numerische Untersuchung der kicked-spin-map [40] fu¨r drei Kon-
trollparameterwerte oberhalb von pc erzeugt. Fu¨r gro¨ßere Kontrollparameter schiebt
sich der Subattraktor immer weiter u¨ber das Pseudo-Einzugsgebiet und es entsteht
ein ¨Uberlapp.
In den zweidimensionalen Abbildungen ist die ¨Ubergangsrate vom einen subkriti-
schen Attraktor auf den anderen direkt proportional zum ¨Uberlappungsgebiet. Das
ist einfach zu verstehen: In einer Abbildung werden alle Punkte auf dem Attraktor
iterativ angesprungen, und daher bildet das Verha¨ltnis zwischen dem ¨Uberlapp und
der konstanten Fla¨che des Subattraktors ein direktes Maß fu¨r die ¨Ubergangswahr-
scheinlichkeit.
Wie man in der schematischen Abb. 3.14(b) sieht, wird dieser ¨Uberlapp gelegent-
lich lokal maximal. So ist der ¨Uberlapp zwischen dem Subattraktorabschnitt (1) und
dem Teil des Pseudo-Einzugsgebiets (III) fu¨r genau diesen Kontrollparameter op-
timal. Ein weiteres Erho¨hen des Kontrollparameters fu¨hrt dazu, dass der ¨Uberlapp
zuna¨chst abnimmt. Natu¨rlich ist der globale Trend ein Anwachsen des ¨Uberlapps,
weil bei Kontrollparametererho¨hung weitere Teile des Subattraktors (die Parabeln
(2) bis (4)) mit dem Pseudo-Einzugsgebiet kollidieren und die sich Parabel (1) u¨ber
den Teil (IV) schiebt. Dennoch kommt es lokal immer wieder zu einer Maximierung
des ¨Uberlapps, der bei weiterer Erho¨hung des Kontrollparameters kleiner wird. Die-
ses geometrische Modell nutzten Kacperski et al., um den ¨Uberlapp direkt aus der
Schnittmenge zweier Objekte im Phasenraum – dem fraktalen Attraktor und dem
Einzugsgebiet – zu berechnen [38, 39]. Mit diesen Berechnungen gelang es ihnen,
nicht nur die La¨nge der Oszillationen sondern auch die Amplituden abzuscha¨tzen.
Daru¨ber hinaus ergibt sich aus dem geometrischen ¨Uberlapp ebenfalls das mittlere
Skalierungsverhalten (3.11).
3.2.2 Rauschinduzierte Krise
Unterhalb des kritischen Kontrollparameterwerts pc tritt in rein deterministischen
Systemen kein Springen zwischen den Attraktoren auf. Fu¨gt man jedoch zu einem
System mit p < pc einen stochastischen Antrieb hinzu, so kann das System zwi-
schen den Zusta¨nden – je nach angelegter Rauschintensita¨t – hin und her springen.
Der Grund hierfu¨r ist, dass der stochastische Term
√
Dξ(t) in der Bewegungsglei-
chung des dynamischen Systems: x˙ = f(x) +
√
Dξ tempora¨r einen ¨Uberlapp zwi-
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Abbildung 3.15: Darstellung der Krise an der kicked-spin-map: Numerische Un-
tersuchung von Kacperski, welche die Stabilita¨t der topologischen Struktur von
Einzugsgebiet und Attraktor in der Umgebung vom kritischen Kontrollparameter
besta¨tigen. Dargestellt sind drei Werte von p > pc (ansteigend von oben links nach
unten). Es ist deutlich zu sehen, wie der Subattraktor (die drei Kurven oben links)
beim Erho¨hen von p tiefer in das Pseudo-Einzugsgebiet eindringt, was zu einem
gro¨ßeren ¨Uberlapp zwischen den beiden Strukturen fu¨hrt.
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Abbildung 3.16: Schematische Darstellung einer rauschinduzierten Krise in der ku-
bischen Abbildung: (a) Ha¨ufigkeitsverteilung der positiven x-Werte des Attraktors.
Der Abstand zwischen den minimalen Amplituden und dem instabilen Fixpunkt
ist . (b) Ha¨ufigkeitsverteilung eines Gauß’schen weißen Rauschens √Dξ(t). (c)
Durch Faltung entstandene neue Ha¨ufigkeitsverteilung der x-Werte mit einem deter-
ministischen Anteil X und einem stochastischen Anteil Z. Die x-Werte im schraf-
fierten Bereich dieser neuen Verteilung ermo¨glichen Spru¨nge zwischen den Subat-
traktoren.
schen dem Attraktor und dem Einzugsgebiet schaffen kann, wenn die Summe von
dem stochastischen Antrieb und dem deterministischen Anteil gro¨ßer ist als ein kri-
tischer Wert Ac. Der kritische Wert Ac ist so definiert, dass er mit dem Wert x des
ungesto¨rten Systems u¨bereinstimmt, fu¨r den bei der Verschmelzkrise der Attraktor
mit dem Einzugsgebiet des anderen Attraktors kollidiert. Wird bei festgehaltenem
Kontrollparameter p < pc die Rauschintensita¨t D erho¨ht, steigt die Wahrscheinlich-
keit fu¨r ein ¨Uberschreiten von Ac, und folglich bietet sich ha¨ufiger die Mo¨glichkeit
fu¨r einen Sprung von Subattraktor zu Subattraktor.
Wie wir bereits bei der Verschmelzkrise gesehen haben, wird die Topologie von
Attraktor und Einzugsgebiet durch die Kollision nicht vera¨ndert. Unter der Annah-
me, dass dies im Falle der rauschinduzierten Krise ebenso ist, konnte Sommerer
[41] fu¨r die mittlere Verweildauer 〈τ〉 das folgende Skalierungsgesetz aufstellen:
〈τ〉 ∼ g
(
−
√
D
R− Rc
)(√
D
)−γ
(3.13)
Der Exponent γ ist hierbei identisch mit dem der rauschfreien Krise, denn er ergibt
sich allein aus der Topologie. Die zusa¨tzliche Funktion g(·) ist systemspezifisch und
ha¨ngt zusa¨tzlich von den Eigenschaften des Rauschens ab.
In Abb. 3.16 ist nochmals die Idee dieser rauschinduzierten Krise dargestellt: Die
Faltung der Ha¨ufigkeitsverteilung von positiven x-Werten mit der Ha¨ufigkeitsver-
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teilung des stochastischen Antriebs fu¨hrt zur Krise. Die dabei skizzierte Situation ist
vergleichbar mit der rauschinduzierten Krise in der kubischen Abbildung. In Abb.
3.16(a) ist eine der beiden Ha¨ufigkeitsverteilungen aus Abb. 3.12(a) skizziert, die ih-
ren minimalen Wert bei  hat. Der instabile Fixpunkt liegt bei x = 0. Das Rauschen
wird hier als Gauß’sches weißes Rauschen angenommen, woraus sich folgende Re-
lationen ergeben: 〈ξ〉 = 0 und 〈ξ(t)− ξ(t′)〉 = δ(t− t′). Durch die Faltung mit dem
Rauschen entsteht eine gemischte Amplitudenverteilung von x mit stochastischen
und deterministischen Anteilen. Von der resultierenden Amplitudenverteilung gene-
riert der schraffierte Bereich einen stochastischen ¨Uberlapp zwischen dem Attraktor
und dem Einzugsgebiet.
Fu¨r Abb. 3.17 wurde die schematisch dargestellte Situation einer rauschindu-
zierten Krise an der kubischen Abbildung fu¨r numerisch erzeugte Daten quantitativ
ausgewertet. Die Ha¨ufigkeitsverteilung der kubischen Abbildung in (a) wurde ohne
Rauschen fu¨r den Kontrollparameter a = 3.596 < ac = 32
√
3 + 1 ≈ 3.598076
erzeugt und ist identisch mit der aus Abb. 3.12(a). Wie man in Teil (b) der Dar-
stellung sieht, fu¨hrt bei festgehaltenem Kontrollparameter a bereits eine geringe
Rauschsta¨rke von
√
D = 10−5 zu einem Verschmelzen der beiden Attraktoren.
Fortan beobachtet man intermittentes Springen zwischen den beiden Subattrakto-
ren. Im Teil (c) schließlich ist der Verlauf der mittleren Verweildauer 〈τ〉 dargestellt.
Der Exponent γ stimmt mit 0.5 genau mit dem Wert u¨berein, der fu¨r den Fall einer
Intermittenz ohne Rauschen gefunden wurde (siehe Abb. 3.12).
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Oberhalb von Rc zeigt der Shinriki-Oszillator kriseninduzierte Intermittenz, deren
mittlere Verweildauer und weitere statistische Eigenschaften wesentlich fu¨r die Un-
tersuchung der stochastischen Resonanz sind. Daru¨ber hinaus wurde die rauschin-
duzierte Krise an diesem System genauer untersucht. Fu¨r die Analyse der krisen-
induzierten Intermittenz im experimentellen System wurden eine Serie von langen
V1-Zeitreihen gemessen, wobei der Kontrollparameter in Schritten von 10Ω erho¨ht
wurde. Charakteristisch fu¨r diese Zeitreihen sind zwei Zeitskalen: Die schnelle in-
trinsische Oszillation – von der eine Anzahl von bis zu 500000 fu¨r diese statisti-
sche Auswertung benutzt wurden – und die langsame Zeitskala der intermittenten
Sprungdynamik zwischen den Subattraktoren. Fu¨r die kriseninduzierte Intermittenz
ist nur die langsame Zeitskala interessant. Betrachtet man den in Abb. 3.18(a) dar-
gestellten Ausschnitt einer V1-Zeitreihe, zeigt dieser, dass in der Analyse aufgrund
des ¨Uberschwingens u¨ber V1 = 0V (gekennzeichnet durch die gestrichelte Linie)
kein einfaches Verfahren wie bei der kubischen Abbildung zur Sprungdetektion ver-
wandt werden kann. Die in Abb. 3.18(b) dargestellte Zeitreihe wurde durch eine
Filterung der urspru¨nglichen V1-Dynamik erzeugt und beinhaltet nur noch die lang-
same Sprungdynamik. Entscheidend fu¨r den verwandten Filter sind zwei Schwel-
len, die das Unterscheidungskriterium fu¨r einen Sprung von Subattraktor zu Sub-
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Abbildung 3.17: Amplitudenha¨ufigkeitsverteilung N(x) und mittlere Verweilzeit
〈τ〉 fu¨r eine rauschinduzierte Krise an der kubischen Abbildung. (a) Ha¨ufigkeits-
verteilung fu¨r einen Kontrollparameterwert von a = 3.596 < ac ohne zusa¨tzlichen
stochastischen Antrieb. (b) Ha¨ufigkeitsverteilung mit stochastistichem Antrieb mit
einer Rauschamplitude von
√
D = 10−5: Obgleich a = 3.596 < ac springt das
System zwischen den beiden Subattraktoren und auch in der Vergro¨ßerung ist keine
Lu¨cke bei x = 0 erkennbar. (c) Verlauf von 〈τ〉 als Funktion von √D in doppelt-
logarithmischer Darstellung. ¨Uber den ganzen Bereich ist das Skalierungsgesetz
(3.13) erkennbar mit einem Skalierungsexponenten von γ = 0.5.
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Abbildung 3.18: Filterung der V1-Zeitreihe: (a) Ausschnitt einer ungefilterten
Zeitreihe von V1: Bereits im ungefilterten Signal sind die zwei Zeitskalen erkennbar.
Die gestrichelte Linie bezeichnet V1 = 0V und macht die zahlreichen ¨Uberschwin-
ger der schnellen Dynamik deutlich. (b) Gefilterte Zeitreihe: Nach der Filterung mit
zwei Schwellen bei ±2V bleibt nur noch die langsame Sprungdynamik zwischen
den Subattraktoren erhalten.
attraktor liefern. Als Schwellenwerte wurden die ungefa¨hren Positionen der insta-
bilen Fixpunkte im Zentrum der Subattraktoren bei ±2V gewa¨hlt. Das Ergebnis
dieser Filterung ha¨ngt aber nicht vom konkreten Schwellenwert ab, wie Versuche
mit anderen Werten (±1.5V und ±2.2V) zeigten. Diese Unabha¨ngigkeit vom kon-
kreten Schwellwert ist bereits aus anderen Untersuchungen bekannt [42] und la¨sst
sich sehr einfach anschaulich verstehen: Fu¨r ho¨here Schwellenwerte wird das ge-
filterte Signal erst spa¨ter einen Sprung zeigen als das reale System, aber auch erst
spa¨ter zuru¨ckspringen. Verringert man den Betrag des Schwellenwerts, so nimmt
die Verzo¨gerung zwischen einem tatsa¨chlichem Sprung und der gefilterten Dynamik
beidseitig – beim Hin- und Ru¨cksprung – ab, die Verweildauer im Zustand bleibt
aber konstant. Natu¨rlich kann der Schwellenwert nicht beliebig gewa¨hlt werden, so-
lange er aber gro¨ßer als der maximale Betrag des ¨Uberschwingens ist, bleiben die
Ergebnisse bei symmetrischen Systemen gleich.
Fu¨r die Analyse der mittleren Verweildauer 〈τ〉 wurde ein Filter direkt in das LAB-
VIEW Programm integriert, mit dem auch die verwandte Meilhaus-Transienten-
Karte ausgelesen und die digitalen Xicor Widersta¨nde angesteuert wurden. Nach
der Filterung und den daraus resultierenden Verweildaueren wurde fu¨r jeden Kon-
trollparameter der Mittelwert gebildet, der 〈τ〉 ergibt2.
2Die Abweichung von 〈τ〉 in den beiden Zusta¨nden, die sich aufgrund der Asymmetrie ergibt, ist
so gering, dass sie vernachla¨ssigt werden kann.
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3.3.1 Verschmelzkrise am Shinriki-Oszillator
In Abb. 3.19 ist die mittlere Verweildauer 〈τ〉 in Abha¨ngigkeit von ∆R doppelt-
logarithmisch aufgetragen. Der Verlauf von 〈τ〉 la¨sst sich in drei Bereiche untertei-
len: (a) von 0 bis ca. 100Ω, b) 100 bis 2500Ω und c) 2.5 bis 20kΩ. Im Bereich (b)
ist das Skalierungsgesetz (3.11) gut erfu¨llt und es ergibt sich ein kritischer Expo-
nent von γ = 0.69(1± 2%), wobei der Fehler im Wesentlichen aus der Gro¨ße des
gefitteten Bereiches resultiert.
Der Bereich (a) bei kleinen Werten von ∆R ist gekennzeichnet durch eine zu
hohe mittlere Verweildauer 〈τ〉. Eine solche Abweichung vom Skalierungsgesetz
(3.11) so nahe am kritischen Kontrollparameter Rc ist ungewo¨hnlich. Um die Ur-
sache fu¨r diese Abweichung zu finden, wurde die Hypothese [43] getestet, dass
dieser Verlauf durch intrinsisches Rauschen verursacht wird. Hierfu¨r wurde ein
Rauschen in den Schwingkreis eingekoppelt, das vom Funktionsgenerator Wave-
tek 395 erzeugt wurde. Die Intensita¨t des Rauschens wurde bei mehreren Mes-
sungen erho¨ht. Dabei stellte sich im Widerspruch zu der Hypothese heraus, dass
ein ho¨heres Rauschen im Schwingkreis zu einer Verminderung von 〈τ〉 fu¨hrt. Ei-
ne andere Vermutung, die auf Kittel [44] zuru¨ckgeht, fu¨hrt diese Abweichung auf
den Operationsversta¨rker im NIC-Element zuru¨ck. Dieser besitzt als einziges Bau-
teil eine ausreichende Da¨mpfung, um die Abweichung zu verursachen. Fu¨r diese
Vermutung spricht die endliche slew rate, mit der ein Operationsversta¨rker seine
Spannung am Ausgang a¨ndern kann, von 16V/µs. Fu¨r ∆R sehr nahe 0 erniedrigt
die endliche Antwort des Operationsversta¨rkers vermutlich die Sprungha¨ufigkeit,
denn bei einem sehr kleinen ¨Uberlapp zwischen dem Subattraktor und dem Pseudo-
Einzugsgebiet besteht immer nur sehr kurz eine Mo¨glichkeit fu¨r einen Sprung zwi-
schen den Subattraktoren.
Der Bereich (c) (2.5 bis 20kΩ) ist durch das Auftreten von periodischen Fenstern
gepra¨gt. Die beiden periodischen Fenster bei ∆R = 2.5kΩ und 8kΩ sind deutlich
durch den drastischen Abfall von 〈τ〉 erkennbar. Die periodischen Fenster verur-
sachen einen schnellen Wechsel zwischen den beiden Subattrakoren mit einer Fre-
quenz von etwa 170Hz. Wie bereits in der Simulation der kubischen Abbildung en-
det mit dem Auftreten dieser Fenster der Bereich, in dem das Skalierungsgesetz fu¨r
kriseninduzierte Intermittenz erfu¨llt ist. Ebenso zeigen numerische Untersuchungen
der Flussgleichungen (2.1) [45], dass der Shinriki-Oszillator bei kleineren Werten
von ∆R periodische Fenster besitzt. Offensichtlich sind diese bereits durch ein ge-
ringes intrinsisches Rauschen ausgeschmiert und damit nicht zu beobachten, was
analog zu den Ergebnissen an der kubischen Abbildung ist (vgl. Abb. 3.13).
Das Ende des Skalierungsbereiches oberhalb von ∆R = 2.5kΩ ist verknu¨pft mit
dem Auftreten eines weiteren Intermittenz-Types. Ein Zeitreihenabschnitt kurz nach
dem ersten periodischen Fenster ist in Abb. 3.20 zu sehen. Die Dynamik ist durch
einen Wechsel zwischen einer periodischen und chaotischen Phase bestimmt und
zeigt Pomeau-Manneville-artiges Intermittenzverhalten.
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Abbildung 3.19: Doppelt-logarithmische Darstellung der Abha¨ngigkeit zwischen
der mittleren Verweildauer 〈τ〉 und ∆R = R − Rc. Die gestrichelte Linie deutet
das Skalieren mit (3.11) an. Als Skalierungsexponent ergibt sich γ ≈ 0.69. Der
drastische Abfall von 〈τ〉 bei ∆R ≈ 2.5kΩ und ≈ 8kΩ deutet auf zwei periodische
Fenster hin.
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Abbildung 3.20: Ausschnitt aus einer V1-Zeitreihe bei ∆R = 3.2kΩ, die Pomeau-
Manneville-artige Intermittenz zeigt: Deutlich ist der Wechsel zwischen periodi-
schen und chaotischen Oszillationen erkennbar.
Um die statistische Unabha¨ngigkeit der Spru¨nge im Intermittenzregime zu zei-
gen, wurde zusa¨tzlich die Verteilung der Verweildauern gemessen. In Abb. 3.21 sind
zwei dieser Verteilungen beispielhaft dargestellt. Die eine Verteilung entstand aus
einer Zeitreihe, gemessen bei einem Kontrollparameterwert von ∆R ≈ 1kΩ. Bei
diesem Kontrollparameterwert sind die Messdaten von 〈τ〉 in guter ¨Ubereinstim-
mung mit dem Skalierungsgesetz (3.11), und der Schwingkreis befindet sich noch
vor dem ersten periodischen Fenster. Die zweite Verteilung wurde aus einer Zeit-
reihe erzeugt, die nach dem ersten periodischen Fenster bei ∆R ≈ 4.5kΩ gemessen
wurde. Beide Verteilungen zeigen einen exponentiellen Abfall, der ein typisches
Merkmal fu¨r statistische Unabha¨ngigkeit darstellt.
Diese verschwindende Korrelation zwischen den Spru¨ngen ist von besonderem
Interesse fu¨r die rauschfreie stochastische Resonanz, bei deren Interpretation ich
nochmals auf diese Unabha¨ngigkeit eingehen werde. Wichtig ist, dass außerhalb
der periodischen Fenster u¨berall ein exponentieller Zerfall gemessen wurde, des-
sen Exponent allein von ∆R abhing. Diese Eigenschaft des Shinriki-Oszillators ist
nicht weiter verwunderlich, schließlich sind u¨ber den Bereich der kriseninduzierten
Intermittenz Lyapunov-Exponent (Abb. 3.2) und Korrelationsdimension (Abb. 3.3)
nahezu konstant. Des Weiteren a¨ndern sich die topologischen Eigenschaften des
Attraktors nicht wesentlich. Dies belegt eindru¨cklich die ¨Ahnlichkeit der beiden
Poincare´-Abbildungen in Abb. 3.8, die kurz vor und nach dem ersten periodischen
Fenster konstruiert wurden.
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Abbildung 3.21: Ha¨ufigkeitsverteilung der Verweildauern beim Shinriki-Oszillator
im Bereich der kriseninduzierten Intermittenz: (a) ∆R ≈ 1kΩ und somit im Skalie-
rungsbereich von (3.11). (b) ∆R ≈ 4.5kΩ nach dem ersten periodischen Fenster.
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Abbildung 3.22: Doppelt-logarithmische Darstellung der mittleren Verweildauer
〈τ〉 als Funktion der angelegten Rauschsta¨rke. Bandbreite des Rauschens: (a)
0.1 − 60kHz, (b) 0.1 − 70Hz. Der Skalierungsbereich ist durch eine gestrichelte
Linie angedeutet.
3.3.2 Rauschinduzierte Krise im Shinriki-Oszillator
Das Skalierungsgesetz fu¨r rauschinduzierte Krisen (3.13) wurde experimentell u¨ber-
pru¨ft. Hierzu wurde in den Schwingkreis unterhalb der Krise bei einem festen Kon-
trollparameterwert von ∆R = −200Ω bandbreiten beschnittenes Rauschen va-
riabler Sta¨rke eingekoppelt. Die zwei untersuchten Rauschbandbreiten betrugen
0.1 − 60kHz und 0.1 − 70Hz, womit das erste bis zu eine Gro¨ßenordnung schnel-
ler, das andere eine Gro¨ßenordnung langsamer als die intrinsische Dynamik auf den
Subattraktoren (630Hz) ist. Bei festgehaltener Bandbreite wurde die Varianz des
Rauschens von 0 bis 5V erho¨ht und 〈τ〉 aus den Zeitreihen bestimmt.
Die Messergebnisse sind in Abb. 3.22 dargestellt. Insbesondere fu¨r die große Band-
breite (0.1− 60kHz) folgt 〈τ〉 dem Skalierungsgesetz (3.13) u¨ber einen weiten Be-
reich von
√
D. Fu¨r die kleinere Bandbreite ist der Einfluss der Da¨mpfung des NIC-
Elements bei kleinen Rauschsta¨rken deutlicher. Analog zu der rauschinduzierten
Krise an der kubischen Abbildung (vgl. Abb. 3.17) zeigen sich keinerlei Einflu¨sse
durch periodische Fenster. Als Skalierungsexponent ergibt sich fu¨r beide Messun-
gen γ = 0.68(1±2%). Dieser Wert liegt sehr nah bei dem Wert, der ohne Rauschen
gemessen wurde (γ = 0.69).
Um die ¨Ubereinstimmung der Messdaten mit dem modifizierten Skalengesetz
(3.13) zu u¨berpru¨fen, wurde die Funktion g(·) bestimmt. Hierzu wurde der Kontroll-
parameter ∆R erho¨ht, wa¨hrend ein Rauschen fester Bandbreite und fester Rausch-
sta¨rke am System anlag. Aus Gl. (3.13) folgt, dass die Funktion g(·) ermittelt wer-
den kann, indem man 〈τ〉 · √Dγ gegen das Argument der Funktion ∆R/√D auf-
tra¨gt. Abb. 3.23 zeigt fu¨r jeweils vier Rauschsta¨rken und die beiden untersuchten
Bandbreiten den ermittelten Verlauf von g(·) in Abha¨ngigkeit von der Rauschsta¨rke.
Wa¨hrend die hohe Bandbreite zu einem g(·)-Verlauf fu¨hrt, der fu¨r alle Rausch-
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Abbildung 3.23: Ermittelter Verlauf der nicht-universellen Funktion g(·). Bandbrei-
te des Rauschens: (a) 0.1− 60kHz und (b) 0.1− 70Hz. Fu¨r jede Bandbreite wurde
g(·) bei vier verschiedenen Rauschsta¨rken bestimmt.
sta¨rken nahezu identisch ist, zeigt sich bei der schmalen Bandbreite ein Plateau.
Dieses Plateau weist auf eine konstante Verweildauer 〈τ〉 hin und ist offensichtlich
durch ein periodisches Fenster verursacht. Anhand des Wertes von 〈τ〉 konnte das
zweite periodische Fenster bei ∆R ≈ 8kΩ als Ursache identifiziert werden3. Das
Skalierungsgesetz (3.13) gilt jedoch nur fu¨r quasihyperbolische Systeme, weshalb
die Abweichungen aufgrund eines periodischen Fensters zu erwarten waren.
3.4 Zusammenfassung
Der Shinriki-Oszillator zeichnet sich im Intermittenzbereich durch einen topolo-
gisch stabilen Attraktor aus, dessen maximaler Lyapunov-Exponent (Abb. 3.2) und
Korrelationsdimension (Abb. 3.3) nur sehr wenig variieren. Das Zusammenwirken
von schnellen chaotischen Oszillationen und langsamen “zufa¨lligen” Spru¨ngen ma-
chen den Shinriki-Oszillator zu einem Modellsystem, an dem Unterschiede zwi-
schen stochastischer und deterministischer Dynamik sehr gut herausgearbeitet wer-
den ko¨nnen.
Diese Untersuchungen, die in den folgenden Kapiteln anhand des Pha¨nomens der
stochastischen Resonanz in stochastischen und intermittenten Systemen vorgestellt
werden, sind besonders interessant, weil der Shinriki-Oszillator einen Archetypus
fu¨r Systeme mit kriseninduzierter Intermittenz darstellt. Wie generisch die beob-
achtete Verschmelzkrise und der sich anschließende Bereich kriseninduzierter In-
termittenz im Shinriki-Oszillator ist, belegen die Vergleiche der theoretischen Ska-
lierungsgesetze (3.11) und (3.13) mit den experimentellen Daten aus Abb. 3.19 und
Abb. 3.22.
3Im Phasenraum und in den Zeitreihen zeigt sich bei diesen Rauschsta¨rken eine verrauschte
periodische Oszillation, die zu diesem Fenster passt.
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Kapitel 4
Stochastische Resonanz
Unter stochastischer Resonanz versteht man den Effekt, dass stochastisch getrie-
bene Systeme eine zusa¨tzlich angelegte schwache Modulation bei einer nichtver-
schwindenden Rauschintensita¨t optimal versta¨rken, wohingegen die Modulation oh-
ne Rauschen praktisch keinen Einfluss auf die Dynamik des Systems hat. Rauschen,
das normalerweise eher die Signalqualita¨t sto¨rt, sorgt bei der stochastischen Re-
sonanz fu¨r eine hohe Gu¨te des u¨bertragenen Signals. Systeme, die stochastische
Resonanz zeigen, sind zahlreich und kommen in den verschiedensten Gebieten
vor, wie z.B. der Physik [46, 47, 48], Meterologie [6, 7], Chemie [49], Neurolo-
gie [50] und Elektronik [20]. Die gemeinsame Eigenschaft dieser Systeme ist, dass
sie zwei oder mehrere Zusta¨nde besitzen, die voneinander durch eine Schwelle ge-
trennt sind. In diesem Kapitel wird das Pha¨nomen der Signalverbesserung durch
Rauschen anhand von experimentellen Daten eines bistabilen Systems unter Ein-
fluss von stochastischer und periodischer Anregung vorgestellt. Fu¨r die pha¨nome-
nologische Einfu¨hrung werde ich das einfachste experimentelle System benutzten,
das stochastische Resonanz zeigt: den Schmitt-Trigger. Die hierbei gewonnenen Er-
kenntnisse bieten einen guten Zugang zur folgenden theoretischen Modellierung der
stochastischen Resonanz.
4.1 Stochastische Resonanz am Schmitt-Trigger
Experimente mit Schmitt-Triggern sind von besonderer Bedeutung fu¨r die Entwick-
lung der stochastischen Resonanz. So gelang es Heslot und Fauve 1984 an diesem
System, den ersten experimentellen Nachweis stochastischer Resonanz zu erbringen
[51]. Auch bei aktuellen Entwicklungen auf diesem Gebiet wie z. B. der netzwerk-
versta¨rkten stochastischen Resonanz (array-enhanced stochastic resonance) [52],
der rauschinduzierten Propagation [53] und der Kontrolle der stochastischen Reso-
nanz [54] spielen Experimente mit Schmitt-Triggern immer wieder eine wichtige
Rolle zur Besta¨ttigung neuartiger Konzepte und Ideen.
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Abbildung 4.1: (a) Schaltplan eines Schmitt-Trigger Experiments. VE ist die
Eingangs- und VA die Ausgangsspannung. (b) Antwortverhalten eines Schmitt-
Triggers: ¨Uberschreitet die sinusfo¨rmige Anregungsspannung VE den Schwellwert
des Schmitt-Triggers VTH oder unterschreitet sie−VTH , springt die Ausgangsspan-
nung VA von +Vsat auf −Vsat bzw. umgekehrt.
In Abb. 4.1 sind ein Schaltdiagramm (a) und eine Beispielzeitreihe (b) eines Schmitt-
Triggers dargestellt. Der skizzierte invertierende Schmitt-Trigger ist aus einem Ope-
rationsversta¨rker und zwei Widersta¨nden aufgebaut. Dies fu¨hrt zu einer Dynamik
des Schmitt-Triggers, die nur zwei stabile Zusta¨nde hat. Bei ¨Uber- (Unter-) schrei-
ten einer positiven (negativen) Schwellenspannung VTH wechselt die Ausgangspan-
nung VA vom positiven (negativen) Sa¨ttigungswert VSAT zum negativen (positi-
ven)1.
Das vorgestellte bistabile Verhalten eines Schmitt-Triggers la¨sst sich sehr leicht
numerisch simulieren. Das einfachste numerische Modell ist die folgende Schmitt-
Trigger-Abbildung:
VA(n+ 1) = VSAT sgn (f(VA(n))− VE) . (4.1)
f(VA(n)) = ϑ · VA(n) = VTH
VA, VSAT und VE ist die Ausgangs-, die positive Sa¨ttigungs- bzw. die Eingangs-
spannung des Schmitt-Triggers, n ist die Iterationsvariable und sgn bezeichnet die
Sprungfunktion. Durch die Multiplikation der Ausgangsspannung im vorhergehen-
den Zeitschritt VA(n) mit der sogenannten Spannungsteilerkonstanten ϑ im Argu-
ment der Sprungfunktion besitzt diese Abbildung ein mit realen Schmitt-Triggern
vergleichbares Hysterese-Verhalten.
Obgleich dieses einfachste Modell eines Schmitt-Triggers nicht alle Eigenschaf-
ten eines realen besitzt – man denke nur an die sehr hohe, aber endliche Antwort
1Die genauen Details der verwendeten Schmitt-Trigger-Schaltung und die Berechnung des Wer-
tes von VTH findet sich im Anhang B.
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der realen Bautteile des Schmitt-Triggers2 – werden numerische Untersuchungen
dieser Abbildung sehr ha¨ufig zum Vergleich mit realen Messdaten herangezogen
[52, 54, 55].
Als ersten Schritt zur stochastischen Resonanz will ich die Antwort eines Schmitt-
Triggers auf einen rein stochastischen Antrieb aufzeigen. Hierzu wurde in einer
numerischen Simulation die Eingangsspannung VE(t) als Gauß’sches weißes Rau-
schen angenommen:
VE(n) =
√
Dξ(n) (4.2)
√
Dξ(n) sei dabei eine stochastische Spannung, die folgenden Relationen genu¨gt:
〈ξ(n′)ξ(n)〉 = δ(n′ − n) 〈ξ(n)〉 = 0. (4.3)
Die Mittelung in der ersten Relation ist ein Zeitmittel und ergibt als Rauschinten-
sita¨t3 gerade 1. Von einem physikalischen Standpunkt her ist die Relation nichts an-
deres als eine Autokorrelationsfunktion. Daher ergibt sich fu¨r VE ein flaches Spek-
trum mit einer konstanten Intensita¨t von D:
S(ω) =
∫ ∞
−∞
dτ exp(−iωτ)D 〈ξ(τ)ξ(0)〉 =
∫ ∞
−∞
dτ exp(−iωτ)Dδ(τ) = D
Sowohl in realen Experimenten als auch in numerischen Simulationen ist ein Rau-
schen mit einem vollsta¨ndig flachen Spektrum nicht realistisch. So fu¨hrt die Diskre-
tisierung der Zeit in (4.1) dazu, dass das Spektrum des eingekoppelten Rauschens
in der Bandbreite begrenzt und nicht weiß ist. Im Folgenden werde ich annehmen,
dass ein weißes Rauschen dann vorliegt, wenn das Spektrum des Rauschens eine
deutlich ho¨here Endfrequenz hat als das System, an dem es anliegt.
In Abb. 4.2 sehen wir das Ergebnis einer Simulation von Gl. (4.1) mit einem
stochastischen Antrieb, der als Gauß’sches weißes Rauschen angenommen werden
kann. In der halblogarithmischen Auftragung ist die mittlere Sprungrate rST des
Schmitt-Triggers zwischen den beiden Zusta¨nden in Abha¨ngigkeit von der inversen
Rauschintensita¨t D−1 dargestellt. Am linearen Verlauf der Kurve sieht man sofort,
dass die Sprungrate rST mitD exponentiell verknu¨pft ist. Dieser Verlauf, der auch in
realen Experimenten mit Schmitt-Triggern beobachtet wird, kann folgendermaßen
beschrieben werden:
rst ∼ exp
( c
D
)
, (4.4)
wobei die Konstante c sich aus den experimentellen Details des Schmitt-Triggers
ergibt.
2Natu¨rlich existieren eine Vielzahl weiterer Modelle, die diese endliche Antwort beru¨cksichtigen,
z. B. in [55]. Besonders hervorzuheben, ist die Arbeit von V. I. Melnikov, dem es erstmals gelang
die stochastische Resonanz am Schmitt-Trigger analytisch zu berechnen [56].
3Wie bereits bei den rauschinduzierten Krisen werde ich diese Definition der Rauschintensita¨t als
D durchgehend verwenden. Es sei aber daraufhingewiesen, dass in der Literatur zur stochastischen
Resonanz ebenso 2D und σ2 als Intensita¨t verwendet werden.
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Abbildung 4.2: Numerische Simulation eines durch Rauschen getriebenen Schmitt-
Triggers. Dargestellt ist der Verlauf der mittleren Sprungrate r als Funktion von
D−1.
Um stochastische Resonanz am Schmitt-Trigger zu beobachten, legt man am
Eingang zusa¨tzlich zum Rauschen eine periodische Modulation der Amplitude Am
an, wobei Am sehr viel kleiner als die Schwellspannung VTH ist. Um die Sta¨rke
der Synchronisation zwischen dem Schmitt-Trigger-Ausgang und der sinusfo¨rmi-
gen Modulation zu messen, benutze ich die Kreuzkorrelationsfunktion:
C0 = max
τc
〈Va(t− τc) · Vm(t)〉 = 〈Va(t− τc) ·Am cos(ωmt+ ϕ)〉
= max
τc
Am
T
∫ T/2
−T/2
dt cos(ωmt+ ϕ)Va(t− τc). (4.5)
Sie wird in Abha¨ngigkeit von der Rauschintensita¨t gemessen. Die Zeitdifferent τc,
u¨ber die maximiert wird, ist dabei als eine Antwortzeit zu verstehen, mit der die
Systemantwort im Vergleich zum Eingangssignal verzo¨gert ist. Aus experimenteller
Sicht hat dieses Maß den Vorteil, dass es bei synchronem Messen von periodischem
Antrieb und der Systemantwort relativ einfach aus den Messdaten berechnet werden
kann. Ha¨ufig wird diese Gro¨ße auch so normiert, dass C1 ∈ [−1, 1]:
C1 =
C0√
〈(Vm(t)− 〈Vm(t)〉)2〉 〈(VA(t)− 〈VA(t)〉)2〉
. (4.6)
Hierdurch kann man die stochastische Resonanz unterschiedlicher Systeme oder
unterschiedlicher Modulation besser miteinander vergleichen.
In Abb. 4.3 ist die Kreuzkorrelationsfunktion fu¨r eine Messung am Schmitt-
Trigger dargestellt. Wie man den dargestellten Daten entnehmen kann, zeigt sich
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Abbildung 4.3: Kreuzkorrelationsfunktion C0 gemessen am Schmitt-Trigger-
Experiment. Modulationsfrequenz 1kHz, Modulationsamplitude 16mV.
in der Antwort des Schmitt-Triggers auf diese schwache Modulation ein deutliches
Maximum bei 2.8V. Ober- und unterhalb der optimalen Rauschspannung nimmt der
Wert der Korrelation ab. Diese beiden Grenzfa¨lle sind einfach zu erkla¨ren: Bei einer
niedrigen Rauschspannung reicht die Summe aus stochastischer und periodischer
Anregung nicht aus, um Spru¨nge zwischen den beiden Zusta¨nden zu erzeugen, wo-
hingegen bei zu großem Rauschen das System so ha¨ufig springt, dass die langsame
periodische Modulation keinen Einfluss mehr auf das Sprungverhalten hat.
Das Resonanzverhalten in Abb. 4.3 ist typisch fu¨r die stochastische Resonanz: In
einem weiten Bereich der Rauschsta¨rke zeigt sich am Ausgang des Systems die
Frequenz der periodischen Modulation, deren Intensita¨t bei einer optimalen Rausch-
sta¨rke ein Maximum durchla¨uft. In symmetrischen Systemen mit starker Da¨mpfung,
fu¨r die der Schmitt-Trigger ein Paradebeispiel ist, tritt die maximale Versta¨rkung bei
der Rauschsta¨rke auf, die die time scale matching condition erfu¨llt [1, 55]:
TST (D) = (rST (D))
−1 =
Tm
2
=
1
2νm
(4.7)
Anhand dieser Relation kann der Resonanzmechanismus der stochastischen Reso-
nanz vereinfacht ausgedru¨ckt werden: Das unmodulierte, rauschgetriebene System
springt im Mittel mit der Sprungrate rST . Interpretiert man diese rauschinduzierte
Sprungrate im Sinne einer Eigenfrequenz des Systems νξ = rST/2, so sagt diese
Zeitskalenrelation ein versta¨rktes Mitschwingen des stochastischen Systems vor-
aus, wenn die Modulationsfrequenz νm nahe der scheinbaren Eigenfrequenz νξ ist.
Diese Frequenzabha¨ngigkeit der maximalen Versta¨rkung macht die stochastische
Resonanz zu einer echten Resonanz im physikalischem Sinne und zeichnet die sto-
chastische Resonanz als einen Effekt aus, bei dem ein dynamisches Zusammenspiel
56 Stochastische Resonanz
0 20 40 60 80 100
0
5
10
15
20
25
30
35
40
45
(2D)1/2*102
C 0
*
10
2
Abbildung 4.4: Numerische Simulation der stochastischen Resonanz an der
Schmitt-Trigger-Abbildung (4.1) fu¨r unterschiedliche Modulationsfrequenzen.
Blaue Kurve: ωm = 25, schwarz: ωm = 50, rot: ωm = 100. Deutlich sichbar ist
die Verschiebung des Resonanzmaximums zu ho¨heren Rauschsta¨rken bei ho¨her-
er Modulationsfrequenz. In allen Simulationen wurde Am = 0.01, ϑ = 0.25 und
VA = ±1 gewa¨hlt. Die dargestellten Ergebnisse ergaben sich aus einer Simulation
von 500000 Iterationsschritten.
von Rauschantrieb und Modulation zum versta¨rkten Mitschwingen fu¨hrt. Das vor-
gestellte Resonanzverhalten sollte dabei von anderen Methoden abgegrenzt werden,
z.B. dem dithering aus der Digitaltechnik. Dieses benutzt ebenso ein System mit ei-
ner Schwelle und ein zusa¨tzliches Rauschen zur Signalverbesserung. Bei dieser Me-
thode wird die maximale Verbesserung erreicht, wenn die Rauschintensita¨t gerade
der Schwelle entspricht und zwar vo¨llig unabha¨ngig von der angelegten Frequenz
der Modulation.
Die Frequenzabha¨ngigkeit der stochastischen Resonanz wird besonders in Abb.
4.4 deutlich, bei der die stochastische Resonanz an der Schmitt-Trigger-Abbildung
(4.1) fu¨r drei unterschiedliche Modulationsfrequenzen bei festgehaltener Amplitu-
de und Schwelle numerisch simuliert wurde. Das Maximum der Resonanz wandert
dabei fu¨r ho¨here Modulationsfrequenz zu gro¨ßeren Rauschintensita¨ten und besta¨tigt
somit das anhand der Zeitskalenrelation gewonnene Bild der stochastischen Reso-
nanz. Anstatt die Rauschintensita¨t zu variieren, kann man ebenso ein System mit
fester Rauschintensita¨t benutzen und stattdessen die Modulationsfrequenz erho¨hen.
Bei einem solchen Experiment zeigt sich die sta¨rkste Korrelation zwischen der pe-
riodischen Modulation und dem Ausgang bei der jeweiligen Modulationsfrequenz,
die dem Doppelten der eingestellten rauschinduzierten Sprungrate entspricht [1].
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4.2 Theoretische Beschreibung der stochastischen
Resonanz
Die vorgestellte stochastische Resonanz am Schmitt-Trigger ist beispielhaft fu¨r das
Pha¨nomen. McNamara und Wiesenfeld gelang es erstmals 1991 dieses Resonanz-
verhalten mit den richtigen Frequenzabha¨ngigkeiten theoretisch zu modellieren [55].
Ihr Ratengleichungsansatz der stochastischen Resonanz, den ich im folgenden vor-
stelle, orientiert sich dabei am Schmitt-Trigger-Experiment von Fauve und Heslot
[51]. Analog zur experimentellen Situation gehen sie von einem bistabilen System
aus, dessen Ausgang x(t) zwei diskrete Werte ±c annehmen kann. Betrachtet man
den Grenzfall, dass Spru¨nge zwischen den beiden Zusta¨nden sehr schnell gesche-
hen, so kann fu¨r die zeitabha¨ngige Aufenthaltswahrscheinlichkeit n±(t) der folgen-
de Ratengleichungsansatz gewa¨hlt werden:
n˙+(t) = r−(t)n−(t)− r+(t)n+(t)
n˙−(t) = r+(t)n+(t)− r−(t)n−(t). (4.8)
Dabei ist r± die zeitabha¨ngige ¨Ubergangsrate aus dem jeweiligen Zustand±c. Auf-
grund der Symmetrie des bistabilen Sytems ist der zeitliche Mittelwert der ¨Uber-
gangsraten gleich: 〈r+〉 = 〈r−〉, und es ergibt sich n+ + n− = 1. Mit dieser Bezie-
hung la¨sst sich der Ansatz (4.8) umformen:
n˙± = r∓ − [r+ + r−]n±. (4.9)
Die Lo¨sung dieser Differentialgleichung setzt voraus, dass die ¨Ubergangsraten r±
bekannt sind. Nimmt man an, dass die explizite Zeitabha¨ngigkeit dieser ¨Ubergangs-
raten von der periodischen Modulation s(t) mit der auf die Rauschintensita¨t D nor-
mierten Amplitude η = 2Am/D verursacht wird, ko¨nnen diese Raten als Funktion
von s(t) und einem Parameter µ geschrieben werden:
r±(t) = f (µ± ηs(t)) . (4.10)
Der Parameter µ ergibt sich fu¨r ein bistabiles System als 2∆V/D. ∆V bezeichnet
die Potentialbarriere, die die beiden Zusta¨nden bei ±c trennt. Fu¨r den Fall einer
kleinen Sto¨rung (η  1) kann die ¨Ubergangsrate entwickelt werden:
r±(t) =
1
2
α0 ∓ 1
2
α1ηs(t) +
1
2
α2η
2s2(t)∓ . . ., (4.11)
mit
1
2
α0 = f(µ),
1
2
αn =
(−1)n
n!
dn
dηnf(µ). (4.12)
Die Gro¨ße α0 ergibt sich aus der rauschinduzierten Sprungrate ohne Modulation,
die fu¨r den Schmitt-Trigger bereits in Abb. 4.2 vorgestellt wurde. Die Entwick-
lungskoeffizienten αn, n ≥ 1 dieser Taylor-Reihe berechnen sich aus der n-ten
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Ableitung der rauschinduzierten Sprungrate nach dem Kleinheitsparameter η. Die
von Mc Namara und Wiesenfeld gewa¨hlten Vorfaktoren vereinfachen im Folgenden
die Notation der analytischen Rechnung.
Fu¨r sehr kleine η kann der sto¨rungstheoretische Ansatz (4.11) linearisiert werden.
Beru¨cksichtigt man, dass die ¨Ubergangsraten r± immer r++r− = α0 erfu¨llen, dann
ist die Lo¨sung der Ratengleichung (4.9) gegeben durch:
n± = exp (−α0(t− t0))
(
n±(t0) +
∫ t
t0
dt n∓(t) exp (−α0(t− t0))
)
. (4.13)
Um die Integration der ¨Ubergangswahrscheinlichkeiten auszufu¨hren, muss die Si-
gnalform s(t) eingesetzt werden. Geht man von einer sinusfo¨rmigen Modulation
aus, ergibt sich mit s(t) = sin(ωt+ φω):
n+(t) = exp (−α0(t− t0)) ·
(
n+(t0)− 1
2
(
1 +
α1η cos(ωt0 − φ)
(α20 + ω
2)1/2
))
+
+
1
2
(
1 +
α1η cos(ωt− φ)
(α20 + ω
2)1/2
)
(4.14)
Der erste Term dieser Aufenthaltswahrscheinlichkeit ha¨ngt von der Aufenthalts-
wahrscheinlichkeit des Anfangszeitpunkts n+(t0) ab. Betrachtet man das Systems
im eingeschwungenen Zustand, so nimmt der Einfluss dieser Anfangswahrschein-
lichkeit exponentiell ab. Betrachtet man den Grenzfall t0 → −∞, so la¨sst sich die
Lo¨sung vereinfachen:
n+(t) =
1
2
(
1 +
α1η cos(ωt− φ)
(α20 + ω
2)1/2
)
(4.15)
Aus der Lo¨sung der Aufenthaltswahrscheinlichkeiten n± kann der Ausgang des bi-
stabilen Systems durch x(t) = cn+(t) + (−c)n−(t) ausgedru¨ckt werden. Zur Be-
rechnung der Kreuzkorrelationfunktion C0 setzt man diesen Ausgang in die Defini-
tion von C0 ein (4.5) und erha¨lt:
C0 = max
τc
1
T
∫ T/2
−T/2
dt x(t) cos(ω(t− τc))
=
cα1η
(α20 + ω
2)1/2
max
τc
1
T
∫ T/2
−T/2
dt cos(ωt− φ) cos(ω(t− τc)) (4.16)
Die Maximierung des Integrals liegt genau dann vor, wenn die Argumente der Kosi-
nusfunktionen u¨bereinstimmen: φ = ωτc, und man erha¨lt als Lo¨sung fu¨r die Kreuz-
korrelationsfunktion eines Systems, das stochastische Resonanz zeigt:
C0 =
cα1η
(α20 + ω
2)1/2
(4.17)
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C0 ha¨ngt also sowohl von der rauschinduzierten Sprungrate α0 als auch von der
Kreisfrequenz der Modulation ω ab. Daru¨ber hinaus ist der Einfluss der Modulati-
on auf die Sprungrate durch α1 im Ergebnis enthalten. Damit gibt dieses Ergebnis
der Ratengleichungsrechnung von McNamara und Wiesenfeld [55] die Frequenz-
abha¨ngigkeit der stochastischen Resonanz richtig wieder.
Schlussfolgerungen aus dem Ratengleichungsmodell
Die vorgestellte Herleitung ist aus zweierlei Hinsicht interessant:
- Setzt man in den Lo¨sungsansatz der ¨Ubergangswahrscheinlichkeiten (4.13) ein
beliebiges Signal s(t) ein, so kann analog zur vorgestellten Rechnung die sto-
chastische Resonanz berechnet werden [36]. Bemerkenswert ist, dass stochasti-
sche Resonanz nicht nur bei periodischer Modulation auftritt, sondern auch ape-
riodische Signalformen u¨bertragen werden ko¨nnen. Diese besondere Form der
stochastischen Resonanz wird aperiodische stochastische Resonanz genannt und
wurde erstmals von Collins et al. [57] beschrieben.
- Die Sprungrate α0 und der Koeffizient α1 wurden bislang als rauschinduziert ein-
gefu¨hrt. Grundsa¨tzlich kann diese Sprungrate aber von jedem anderen Zufallspro-
zess verursacht werden. In der Literatur gibt es zahlreiche Beispiele fu¨r stochas-
tische Resonanz mit verschiedenen Rauschformen, wie z.B. farbigem Rauschen
[1]. Daru¨ber hinaus zeigen chaotische Systeme im Intermittenzbereich ebenso
stochastische Resonanz, die als rauschfreie stochastische Resonanz [46] bezeich-
net wird. Allgemein la¨sst sich sagen, dass, solange fu¨r die Sprungrate eine funk-
tionale Abha¨ngigkeit wie in (4.10) gefunden werden kann, die stochastischen
Resonanz-Effekte sich im Rahmen der linearen Antworttheorie [55] beschreiben
lassen.
Diese beiden Punkte werde ich im Folgenden na¨her erla¨utern. Dabei werde ich beim
ersten Punkt sowohl auf die aperiodische stochastische Resonanz als auch na¨her auf
den Versta¨rkungsmechanismus der stochastischen Resonanz in einem Doppelmul-
denpotential eingehen. Dieses Modellsystem ist das am ha¨ufigsten studierte und fu¨r
die Bewertung des stochastischen Modells vom Shinriki-Oszillator (vgl. Kapitel 5)
wesentlich. Im Doppelmuldenpotential verursacht das Rauschen eine Sprungrate
α0, die mit der Rauschsta¨rke D monoton ansteigt. Dieses monotone Verhalten fu¨hrt
im Resonanzverhalten zu einem einzigen Maximum der stochastischen Resonanz.
Bei der Diskussion des zweiten Punktes werde ich ein neuartiges Resonanzverhal-
ten vorstellen, bei der die charakteristische Versta¨rkung durch stochastische Reso-
nanz mehrere Male maximal wird. Diese stochastische Multiresonanz tritt in Syste-
men auf, deren Sprungrate nichtmonoton von der angelegten Rauschsta¨rke abha¨ngt.
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4.3 Stochastische Resonanz im Doppelmulden-
potential
Im Großteil der bisherigen Arbeiten u¨ber die stochastische Resonanz wurde die li-
neare [1, 20, 55, 57, 58] und seit kurzem auch die nichtlineare Versta¨rkung [59, 60]
verschiedener Signalformen s(t) untersucht. Dabei gehen die Autoren von einer
rauschinduzierten Sprungrate aus, wie sie sich als Lo¨sung eines stark geda¨mpften
Teilchens im Doppelmuldenpotential ergibt. Die schwache Modulation mit der Am-
plitude Am variert dabei das statische Potential:
V (xr, t) = −1
2
ax2r +
1
4
bx4r + Ams(t)xr a, b > 0. (4.18)
Der stochastische Antrieb tritt als additive Gro¨ße in der Bewegungsgleichung des
Teilchens auf:
mx¨r(t) = −γrx˙r(t) + dV (xr, t)
dxr
+
√
Dξ(t). (4.19)
Wird die viskose Reibung γr als groß angenommen, kann diese Gleichung durch
adiabatische Elimination in eine Langevin-Gleichung u¨berfu¨hrt werden [1]. Die
Gro¨ßen dieser Langevin-Gleichung sind dabei auf die viskose Reibung γr normiert.
Im Grenzfall starker Da¨mpfung beschra¨nkt sich die Dynamik der Bewegungsglei-
chung x(t) auf Werte nahe den beiden Potentialminima xm = ±
√
a/b und auf
Spru¨nge zwischen den Zusta¨nden. Zur Lo¨sung des Problems mit zeitabha¨ngigem
Potential bietet sich ein sto¨rungstheoretischer Ansatz wie die vorgestelle Raten-
gleichung an. Durch adiabatische Elimination ergibt sich aus Gl. (4.19) folgende
Langevin-Gleichung:
x˙ =
dV
dx
+
√
Dξ(t). (4.20)
Diese Gleichung beschreibt den Sprungprozess eines Teilchens u¨ber die Potential-
barriere ∆V = a2
4b
. Die mittlere Sprungrate r dieses Prozesses wurde 1940 von Kra-
mers gefunden [61] und wird daher auch Kramersrate rK genannt. Sie kann zum
Beispiel u¨ber eine der Bewegungsgleichung zugeordnete Fokker-Planck-Gleichung
berechnet werden [12, 13] und zeigt den gleichen Verlauf wie die Sprungrate des
Schmitt-Triggers (4.4):
rK =
ω0ωb
2pi
exp
(
−2∆V
D
)
(4.21)
Die Frequenzen ω0,b ergeben sich aus der Kru¨mmung des Potentials an den Minima
bei xm = ±
√
a
b
bzw. am Maximum bei xb = 0 zu:
ω20 = |V ′′(xm)| = 2a
ω2b = |V ′′(xb)| = a (4.22)
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Abbildung 4.5: Schematische Darstellung der zeitlichen Modulation des Doppel-
muldenpotentials wa¨hrend einer Periodendauer Tm des Modulationssignals, ent-
nommen aus [1].
Diese Kramersrate (4.21) ist charakteristisch fu¨r eine Vielzahl von Nichtgleichge-
wichtsprozessen, deren Dynamik durch ein angekoppeltes Wa¨rmebad, das eine sto-
chastische Kraft erzeugt, bestimmt wird [20, 62].
Wesentlich fu¨r die stochastische Resonanz ist die Einkopplung der Modulation
in das Potential (4.18). Sie fu¨hrt auf eine zeitlich modulierte Sprungrate mit der
normierten Modulationsamplitude η = 2Am/D:
r± =
ω0ωb
2pi
exp
(
−2∆V
D
∓ ηs(t)
)
(4.23)
Die Auswirkung der modulierten ¨Ubergangsrate la¨sst sich durch Abb. 4.5 verstehen:
Dort ist das modulierte Doppelmuldenpotential dargestellt fu¨r eine Periodendauer
der Modulation. Das unverkippte Potential oben und unten zeigt den Nulldurch-
gang der Modulation an. Bei verschwindender Modulation sind die ¨Ubergangswahr-
scheinlichkeiten fu¨r einen Sprung von rechts nach links oder umgekehrt gleich groß.
Bei Verkippung des Potentials, dessen Asymmetrie am sta¨rksten bei den maximalen
Auslenkungen der Modulation ist, werden ¨Uberga¨nge in der dargestellten Pfeilrich-
tung bevorzugt. Die Bevorzugung ist vom angehobenen ins abgesenkte Niveau ge-
richtet und die Wahrscheinlichkeit fu¨r einen Sprung steigt nach Gl. (4.23) exponen-
tiell an. Spru¨nge in die Gegenrichtung sind dagegen deutlich unwahrscheinlicher als
im ungesto¨rten Potential. Im Idealfall maximaler Versta¨rkung verursachen die bei-
den entgegengesetzten Auslenkungen pro Periode jeweils einen Sprung von links
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Abbildung 4.6: Die Kreuzkorrelationsfunktion C0 als Funktion der Rauschsta¨rke.
Dargestellt ist der theoretisch zu erwartende Verlauf, der sich aus der Ratenglei-
chungsrechnung fu¨r ein Doppelmuldenpotential ergibt. Die gewa¨hlten Parameter
sind: ∆V = 2, ω = 25, Am = 0.2, c = 1.
nach rechts und zuru¨ck. Auch fu¨r das Doppelmulden-Modell gilt die Zeitskalen-
Relation (4.7), nach der dieser Idealfall von zwei Spru¨ngen pro Periode genau dann
vorliegt, wenn die rauschinduzierte Sprungrate gerade dem Doppelten der Modula-
tionsfrequenz entspricht.
Wie bereits angesprochen, eignet sich das Ratengleichungsmodell zur Berech-
nung der stochastischen Resonanz im zeitabha¨ngigen Doppelmuldenpotential. Das
resultierende Resonanzverhalten bei festgehaltener Modulationsamplitude und Mo-
dulationsfrequenz zeigt in Abha¨ngigkeit von der Rauschsta¨rke den typischen Ver-
lauf mit einem Maximum, der bereits in der pha¨nomenologischen Einfu¨hrung zur
stochastischen Resonanz das Ergebnis am Schmitt-Trigger kennzeichnete. Fu¨r die-
ses generische Resonanzverhalten ist die Kramersrate von besonderer Bedeutung,
denn die einzigen vera¨nderlichen Variablen α0 und α1 ergeben sich nach (4.12) zu
2rK . Damit folgt fu¨r die Kreuzkorrelation C0 bei sinusfo¨rmiger Modulation:
C0 =
cηα1√
α20 + ω
2
=
2cAmrK
D
√
4r2K + ω
2
, (4.24)
deren graphischer Verlauf in Abb. 4.6 dargestellt ist.
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4.4 Aperiodische stochastische Resonanz
In den letzten Jahren wurde viel u¨ber die Mo¨glichkeit der technischen Anwendun-
gen der stochastischen Resonanz diskutiert (siehe dazu die Beitra¨ge des Workshops
u¨ber “Stochastic resonance: New horizons in physics and engineering” am MPI fu¨r
Physik komplexer Systeme [63]). Wesentlich fu¨r eine technische Anwendung der
stochastischen Resonanz ist die ¨Ubermittlung von Signalen mit endlicher Bandbrei-
te4. Sogar aperiodische Signale ko¨nnen durch Rauschen in nichtlinearen Systemen
versta¨rkt und u¨bertragen werden.
Einen Extremfall aperiodischer Modulation stellt ein bandbreitenbeschnittenes Rau-
schen dar. Fu¨r eine aperiodische Modulation dieser Art hat man als Signalform s(t)
das Fourierintegral in Gl. (4.15) einsetzen und analog zur Rechnung in (4.16) die
Kreuzkorrelationsfunktion C0 berechnen. Das Fourierintegral eines bandbreitenbe-
schnitten Rauschen lautet in diesem Fall:
s(t) =
σ√
piΩ
∫ Ω
−Ω
dω sin (ωt+ φω) . (4.25)
Dabei bezeichnet σ die Varianz und Ω die Abschneidefrequenz des bandbreitenbe-
schnittenem Rauschens. Mit diesem Signal ergibt sich die Kreuzkorrelationfunktion
als:
C0 =
4cη2σα1
Ω
arctan
(
Ω
α0
)
. (4.26)
ησ bezeichnet fu¨r stochastische Systeme die auf die Rauschsta¨rke D normierte
Sta¨rke des aperiodischen Signals (ησ = σ/D).
Aus diesem Ergebnis folgt ein vergleichbarer Verlauf der Kreuzkorrelations-
funktion bei aperiodischer und periodischer Modulation (vgl. Gl. (4.17)). Die ¨Ahn-
lichkeit resultiert aus folgenden Tatsachen:
- Beide Ergebnisse sind proportional zu α1 und einer Funktion g(α0).
- Obwohl die speziellen Funktionen g(α0) unterschiedlich sind, ist ihr asymtoti-
sches Verhalten a¨hnlich: Fu¨r kleine Werte von α0 sind sie nahezu konstant und
fu¨r grosse Werte des Arguments fallen wie α−10 ab.
Andererseits istC0 bei aperiodischer Modulation proportional zum Quadrat der nor-
mierten Modulationsvarianz: C0 ∼ η2σ = σ2/D2, wohingegen bei periodischer Mo-
dulation C0 ∼ η/D gilt (Gl. (4.17)). Bei Erho¨hung der Rauschsta¨rke D folgt daraus
eine deutlich sta¨rker Lokalisierung des Bereiches, in dem C0 6= 0 ist.
4Eine einzelne Frequenz kann keine Information u¨bertragen. Bereits An- und Abschaltevorga¨nge
liefern ein Spektrum mit einer Bandbreite> 0.
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4.5 Rauschfreie stochastische Resonanz und Multi-
resonanz
Das Pha¨nomen der stochastischen Resonanz wurde seit seiner Entdeckung 1981
von Benzi et al. [6] mehrfach erweitert. Eine der einfachsten Varianten ist das Ein-
koppeln einer chaotischen Zeitreihe anstelle des Rauschens [64, 65]:
x˙ = x− x3 + Am cos(ωt) + κy1
y˙1 =
σ

(y2 − y1)
y˙2 =
1

(ry1 − y1y3 − y2) (4.27)
y˙3 =
1

(y1y2 − by3)
Die obere Gleichung entspricht der Langevin-Gleichung mit zeitlich moduliertem
Potential (vgl. Gl. (4.20)). Anstelle des Gauß’schen weißen Rauschens wird hier die
erste Komponente eines Lorenz-Systems mit den
”
Standard-Parametern“σ = 10,
r = 28, b = 8/3 eingekoppelt. Desweiteren kann u¨ber den Parameter κ die Sta¨rke
der chaotischen Anregung variert werden. Wichtig ist der Parameter 0 <  1, der
zu einer Zeitskalenseperation zwischen der Dynamik der Langevin-Gleichung und
der Dynamik des Lorenz-Systems fu¨hrt. In diesem Gleichungssystem besteht kei-
nerlei Ru¨ckwirkung von der langsamen Dynamik der Langevin-Gleichung auf die
schnelle chaotische Dynamik. Damit bewirkt die chaotische Dynamik eine Sprung-
dynamik zwischen den Mulden, die fu¨r genu¨gend kleine Werte von  als zufa¨llig
erscheint. Es erstaunt daher nicht, dass Just et al. [65] in diesem Gleichungssystem
eine Form der stochastischen Resonanz finden ( vgl. Abb. 4.7), die sich kaum von
der in stochastischen Systemen gefundenen unterscheidet.
Eine andere Form stochastischer Resonanz ohne Rauschens ist die rauschfreie
stochastische Resonanz, die anstelle rauschinduzierter Spru¨nge die zufa¨llige Sprung-
dynamik eines Intermittenzszenariums benutzt. Bereits 1991 pra¨sentierten Anish-
chenko [8] und Nicolis [66] die rauschfreie stochastischen Resonanz an chaotischen
Systemen. Anstelle des statischen Doppelmuldenpotentials tritt bei der rauschfreien
stochastischen Resonanz ein dynamisches Potential, das durch die chaotische Dyna-
mik generiert wird. Die Grundidee der rauschfreien stochastischen Resonanz kann
folgendermassen zusammengefasst werden:
Wie im vorherigen Kapitel gezeigt, ist die mittlere Sprungrate r = 〈τ〉−1 im
Intermittenzbereich durch die Differenz zwischem dem aktuellen und kritischem
Kontrollparameterwert bestimmt: r = f(∆p). Eine zusa¨tzliche Modulation ηs(t)
(η = Am/∆p) im chaotischen System kann dazu fu¨hren, dass die Sprungrate r
zeitlich moduliert wird. Diese Sprungrate r(t) = f (∆p + ηs(t)) ist vergleichbar
mit der zeitlich modulierten Kramersrate in Gl. (4.23). Wie gezeigt, fu¨hrt die zeit-
lich modulierte Kramersrate zu stochastischer Resonanz. Deshalb erstaunt es nicht,
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Abbildung 4.7: Vergleich zwischen dem Verlauf von C0 fu¨r einen stochastischen
(blaue Kurve) und einen chaotischen Antrieb mit  = 0.01 (rote Kurve) bzw. 0.001
(gru¨ne Kurve): In beiden Fa¨llen zeigt sich fu¨r Am = 0.1 und ω = 0.001 stochasti-
sche Resonanz. Die angegebene Rauschsta¨rke D1/2 ist fu¨r den chaotischen Antrieb
proportional zu
√
κ [65]. Darstellung entnommen aus [67].
dass chaotische Systeme, deren Sprungrate im Intermittenzbereich zeitlich modu-
liert werden, ebenso stochastische Resonanz zeigen.
In der Tat wurde diese Synchronisation der Spru¨nge zwischen den dynamischen
Zusta¨nden eines Intermittenzszenariums mittlerweile nicht nur numerisch an einer
Vielzahl von unterschiedlichen Intermittenzarten gefunden [8, 68], sondern auch
experimetell besta¨tigt [46, 69]. Die maximale Versta¨rkung der schwachen Modula-
tion tritt in den rauschfreien Systemen bei einem optimalen Kontrollparameter ∆po
auf. Der Wert von ∆po ha¨ngt dabei von der gewa¨hlten Modulationsfrequenz ab,
auch wenn die rauschfreie stochastische Resonanz – wegen der geringen intrinsi-
schen Da¨mpfung – nicht eine einfache Zeitskalenrelation wie (4.7) zeigt. Aufgrund
der eingeschra¨nkten Zeitskala der Intermittenz ist außerdem die Modulationsfre-
quenz nicht frei wa¨hlbar. Anders als bei rauschinduzierter stochastischer Resonanz
ko¨nnen daher nicht beliebige Frequenzen durch die rauschfreie stochastische Reso-
nanz u¨bertragen werden. Wa¨hlt man jedoch die Modulationsperiode so aus, dass sie
im Zeitskalenbereich der intermittenten Sprungdynamik liegt, kann im Allgemei-
nen mit einer Versta¨rkung gerechnet werden.
Die rauschfreie stochastische Resonanz kann man in zwei Klassen einteilen:
- Systeme mit Pomeau-Manneville- [24] oder On-Off-Intermittenz [30] zeigen das
normale Resonanzverhalten mit einem Maximum der Versta¨rkung beim optima-
len Kontrollparameter ∆po [46, 68].
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Abbildung 4.8: Rauschfreie stochastische Multiresonanz an der kubischen Abbil-
dung (4.28): Es zeigen sich zwei Versta¨rkungsmaxima mit positiver Korrelation bei
∆a1 ≈ 0.025 und ∆a2 ≈ 0.1 und eines mit negativer Korrelation bei ∆a3 ≈ 0.125.
- Im Falle von kriseninduzierter Intermittenz, z.B. bei einer Verschmelzkrise, wer-
den ha¨ufig mehrere Maxima bei unterschiedlichen Kontrollparameterwerten ∆pn,
n = 1, 2, . . ., in der Kreuzkorrelation beobachtet. Dieses spezielle Resonanzver-
halten haben wir rauschfreie stochastische Multiresonanz genannt.
Als Beispiel fu¨r rauschfreie stochastische Multiresonanz dient das Resonanz-
verhalten der kubischen Abbildung (3.12). Fu¨r die Untersuchung der stochastischen
Resonanz wird die Modulation in die Abbildung einbezogen:
xn+1 = (a− 1)xn − ax3n + Am cos (ωmn) (4.28)
Diese Abbildung besitzt fu¨r a > ac zwei verschmolzene Subattraktoren, zwischen
denen das System intermittent hin und her springt. Diese beiden Subattraktoren
werden als dynamische Bistabilita¨t verstanden. Wie im Doppelmuldenbild der sto-
chastischen Resonanz (vgl. Abb. 4.5) sorgt die eingekoppelte Modulation in (4.28)
dafu¨r, dass einer der beiden dynamischen Zusta¨nde wa¨hrend einer halben Perioden-
dauer der Modulation bevorzugt angesprungen wird. Im Doppelmuldenbild ko¨nnte
man sagen, dass der eine dynamische Zustand gegen den anderen abgesenkt ist.
Betrachtet man aber das Ergebnis einer numerischen Simulation der kubischen Ab-
bildung mit Modulation (4.28), wird ein deutlicher Unterschied sichtbar: Abb. 4.8
zeigt die Kreuzkorrelationsfunktion C0 in Abha¨ngigkeit von ∆a, wie sie sich aus
einem numerischen Experiment mit Am = 0.01 und ωm = 0.2 · 2pi nach jeweils
100000 Iterationsschritten ergibt. Anstelle des u¨blichen Verlaufs mit nur einem Ma-
ximum zeigt C0 zwei Maxima mit positiver Korrelation und ein Minimum mit nega-
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tiver Korrelation. Spektrale Maße wu¨rden aufgrund des Verlustes der Phaseninfor-
mation drei Maxima zeigen5, weshalb man von drei Versta¨rkungsmaxima sprechen
kann.
Um die stochastische Multiresonanz zu verstehen, muss man nochmals die Her-
leitung der Kreuzkorrelation aus dem Ratengleichungsmodell betrachten. Die Ent-
wicklungskoeffizienten α0 und α1 berechnen sich nach Gl. (4.12) aus der unge-
sto¨rten Rate und der Ableitung der Rate nach der Modulationsamplitude η. Fu¨r die
stochastische Resonanz im Doppelmuldensystem ergibt sich fu¨r die beiden Ent-
wicklungskoeffizienten α0 = α1 = 2rk. Diese ¨Ubereinstimmung der Koeffizienten
ru¨hrt vom speziellen Verlauf der Sprungrate rk (4.21) her. Bei allen Systemen, die
gewo¨hnliche stochastische Resonanz mit einem Maximum zeigen, sind α0 und α1
monotone Funktionen der Rauschintensita¨t. Fu¨r die rauschfreie SR an der kubischen
Abbildung hingegen ist die Sprungrate r = 〈τ〉−1 keine monotone Funktion des
Kontrollparameters ∆a (vgl. Abb. 3.12) und somit ist zwar α0 = 2r, aber α1 6= α0.
In [10, 11] wurde gezeigt, dass ein nicht-monotones Verhalten der Sprungrate
r, das bei kriseninduzierter Intermittenz auftritt, zu mehreren Versta¨rkungsmaxima
der rauschfreien stochastischen Resonanz fu¨hrt6. Insbesondere schlagen Krawiecki
et al. [11] eine Berechnung von α1 aus dem bekannten Verlauf der Sprungrate r vor:
α1 =
r (∆p− η)− r (∆p+ η)
2η
. (4.29)
Hierbei ist ∆p der Kontrollparameter, η die auf ∆p normierte Modulationsampli-
tude Am und r (∆p± η) die Sprungrate bei den Kontrollparameterwerten ∆p ± η.
Setzt man diese Na¨herung in das Ergebnis der analytischen Rechnung fu¨r die Kreuz-
korrelation (4.17) ein, so ergibt sich:
C0 =
cηα1√
α20 + ω
2
=
2cAmα1
∆p
√
α20 + ω
2
≈ c (r(∆p− η)− r(∆p+ η))√
α20 + ω
2
(4.30)
Diese Na¨herung fu¨r α1 ist allerdings nur dann anwendbar, wenn die Modulations-
amplitude Am sehr klein ist. Fu¨r die vorgestelle stochastische Multiresonanz der
kubischen Abbildung fu¨hrt sie zu keinerlei ¨Ubereinstimmung mit den numerisch
gewonnenen Daten. Es zeigt sich aber, dass diese Methode durchaus zu guter ¨Uber-
einstimmung zwischen dem erwarteten Verlauf von C0 und den experimentellen
Daten des Shinriki-Systems fu¨hrt.
5Nach dem Wiener-Khinchine-Theorem [27] gilt in symmetrischen bistabilen Systemen zwi-
schen C0 und den u¨blicherweise benutzten spektralen Maßen folgender Zusammenhang: Spektrale
Leistungsversta¨rkung [1]: SPA ∼ C2
0
und Signal- Rauschverha¨ltnis: SNR ∼ |C0|.
6Neben den wenigen Beispielen von stochastischer Multiresonanz an chaotischen Systemen wur-
de dieses spezielle Form der stochastischen Resonanz auch in rein stochastischen Systemen gefun-
den. Siehe hierzu [9, 70] und Anhang B. Die beiden Beispiele aus dem Bereich der stochastischen
Dynamik zeichnen sich in gleichem Maße durch eine nichtmonotone Abha¨ngigkeit zwischen der
Sprungrate und der Rauschintensita¨t aus, weshalb man von einem universellen Mechanismus spre-
chen kann, der zur stochastischen Multiresonanz fu¨hrt
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Kapitel 5
Stochastische Resonanz am
Shinriki-Oszillator
Stochastische Resonanz kann am Shinriki-Oszillator an beiden verschiedenen Ar-
ten von Krisen untersucht werden: an der rauschinduzierten Krise, bei der ein un-
terkritischer Kontrollparameter R < Rc mit konstantem Wert gewa¨hlt wird und die
mittlere Verweildauer 〈τ〉 durch die Rauschintensita¨tD variert wird, und an der Ver-
schmelzkrise, bei der der KontrollparameterR variabel ist und die Sprungha¨ufigkeit
durch den Wert von ∆R bestimmt ist. Zur besseren Unterscheidung der beiden Kri-
sen werde ich die letztere immer als Verschmelzkrise bezeichnen.
Dabei ist die stochastische Resonanz an der Verschmelzkrise besonders interessant,
weil mehrere Versta¨rkungsmaxima auftreten. Neben der stochastischen Resonanz
mit rein sinusfo¨rmiger Modulation werde ich auch die stochastische Resonanz mit
aperiodischer Modulation an der Verschmelzkrise vorstellen.
5.1 Stochastische Resonanz an der rauschinduzierten
Krise
Zur Untersuchung der stochastischen Resonanz an der rauschinduzierten Krise wur-
de ein Kontrollparameterwert von ∆R ≈ −1kΩ gewa¨hlt. Im Gegensatz zur Unter-
suchung der verrauschten Krise lag an dem Schwingkreis neben dem stochastischen
Antrieb (Funktionsgenerator Wavetek 395) – der die Verschmelzkrise verursacht –
eine sinusfo¨rmige Modulationssignal an (Funktionsgenerator HP8116A). Als Band-
breite des stochastischen Signals wurde 0.1Hz-60kHz verwendet. Bei konstantem
Wert von ∆R wurde die Rauschsta¨rke
√
D in 50mV Schritten von 0 auf 5V erho¨ht.
Ergebnisse dieser Messung sind in Abb. 5.1 dargestellt. Die Resonanzkurven wur-
den fu¨r die Modulationsfrequenz von 20Hz bzw. 30Hz und die Modulationsam-
plitude von 300mV bzw. 500mV gemessen. Die maximale Versta¨rkung tritt fu¨r
die ho¨here Modulationsfrequenz bei etwas ho¨heren Rauschsta¨rken ein, was die
Zeitskalenrelation von Gl. (4.7) wiederspiegelt. Die stochastische Resonanz an der
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rauschinduzierten Krise ist von einem einzelen Maximum der Kreuzkorrelations-
funktion gepra¨gt. Damit ist das Resonanzverhalten im Einklang mit fru¨heren nume-
rischen Untersuchungen zur stochastischen Resonanz an einer rauschinduzierten
Krise im Lorenz-System [20].
Dieses Verhalten, das der gewo¨hnlichen stochastischen Resonanz an stochas-
tischen Systemen mit Doppelmuldenpotential entspricht, ist nicht weiter verwun-
derlich. Bei einer rauschinduzierten Krise sind die Zusta¨nde zwar dynamisch und
werden von der schnellen chaotischen Dynamik generiert, die Spru¨nge sind aber
rauschinduziert. Dies fu¨hrt zu einem 〈τ〉, das monoton abfa¨llt, wenn D erho¨ht
wird ( vgl. Abb. 3.22). Aus diesem Verlauf folgt, dass der Entwicklungsparameter
α0 = 2 〈τ〉−1 ∼ 2Dγ mit zunehmender Rauschsta¨rke monoton anwa¨chst, wohin-
gegen α1 ∼ 2/D1−γ mit zunehmender Rauschsta¨rke monoton abfa¨llt. Aus diesem
monotonen Verhalten von α0 und α1 ergibt sich der typische Verlauf von C1 mit
einem einzigen Maximum.
In gewisser Weise bildet dieses Experiment mit seinem gewo¨hnlichen Resonanzver-
halten ein Gegenstu¨ck zu den weiter oben vorgestellten Untersuchungen von Just et
al.: Wa¨hrend dort in einem Doppelmuldenpotential die Versta¨rkung eines periodi-
schen Signals durch stochastische Resonanz als Funktion der Sta¨rke des eingekop-
pelten chaotischen Signals beobachtet werden konnte, verursacht in diesem Fall die
chaotische Dynamik die Zusta¨nde, und die Synchronisation der rauschinduzierten
Spru¨nge fu¨hrt zu stochastischer Resonanz.
5.2 Stochastische Resonanz an der Verschmelzkrise
Fu¨r die Untersuchungen der stochastischen Resonanz und der aperiodischen sto-
chastischen Resonanz wurde der Kontrollparameter ∆R von −5kΩ auf 20kΩ in
50Ω-Schritten erho¨ht. Aus der gefilterten V1-Zeitreihe und der anliegenden Modu-
lation, die sowohl bei periodischer als auch aperiodischer Modulation vom Funk-
tionsgenerator Wavetek 395 erzeugt wurde, konnte die Kreuzkorrelationsfunktion
berechnet werden. Da die Kreuzkorrelationsfunktion im Gegensatz zu spektralen
Maßen auch fu¨r aperiodische Signalformen verwendet werden kann, konnte die Be-
rechnung der Kreuzkorrelationsfunktion aus den Zeitreihen in beiden Fa¨llen mit
dem selben Programm durchgefu¨hrt werden.
Zuna¨chst mo¨chte ich die Ergebnisse fu¨r eine sinusfo¨rmige Modulation vorstel-
len. Wie bei den Messungen der stochastischen Resonanz an der rauschinduzierten
Krise, wurde das Resonanzverhalten fu¨r zwei unterschiedliche Frequenzen (20 und
30Hz) und verschiedene Modulationsamplituden getestet. In Abb. 5.2 ist die resul-
tierende KreuzkorrelationsfunktionC1 in Abha¨ngigkeit vom Kontrollparameter∆R
dargestellt. Bei beiden Modulationsfrequenzen zeigt die Kreuzkorrelationsfunktion
mehrere Extrema und damit stochastische Multiresonanz. Betrachtet man das ers-
te Maximum der stochastischen Multiresonanz, so verschiebt sich dieses bei einer
Modulationsamplitude von 50mV ( Abb. 5.2, obere Reihe) fu¨r die ho¨here Modula-
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Abbildung 5.1: Stochastische Resonanz an der rauschinduzierten Krise des
Shinriki-Oszillators: Kreuzkorrelationsfunktion C1 fu¨r zwei Modulationfrequen-
zen: (a,b) 20Hz, (c,d) 30Hz und zwei Modulationsamplituden: (a,c) 300mV und
(b,d) 500mV.
tionsfrequenz um ungefa¨hr 0.5kΩ. Diese Verschiebung demonstriert die Frequenz-
abha¨ngigkeit der Versta¨rkung, die im analytischen Ergebnis der Kreuzkorrelations-
funktion (4.30) durch den Term
√
α20 + ω
2 auftritt.
Die Messdaten der stochastische Multiresonanz zeigt bei beiden Modulationsfre-
quenzen eine deutliche Vera¨nderung, wenn die Modulationsamplitude erho¨ht wird.
Wa¨hrend bei niedrigen Modulationsamplituden eine große Anzahl von Extremwer-
ten von C1 auftritt, nimmt diese Anzahl fu¨r ho¨here Modulationsamplituden ab, und
die Peaks werden breiter. Fu¨r die ho¨chste dargestellte Modulationsamplitude von
200mV ( Abb. 5.2, untere Reihe) ist kaum noch ein Anzeichen fu¨r stochastische
Multiresonanz erkennbar.
Dieser ¨Ubergang von vielen Versta¨rkungsmaxima hin zu nur einem Maximum spie-
gelt die Wechselwirkung zwischen der Modulation und der nichtmonotonen Abha¨n-
gigkeit von 〈τ〉 und ∆R wieder, die sich in α1 niederschla¨gt. Betrachten wir die
Na¨herungsformel zur Berechnung von α1 in (4.29), so wird deutlich, dass bei klei-
nen Modulationsamplituden auch kleinere Variationen von 〈τ〉 fu¨r eine starke Vera¨n-
derung von α1 sorgen und folglich das resultierende Resonanzverhalten eine große
Anzahl von Versta¨rkungsmaxima besitzt. Fu¨r große Modulationsamplituden hin-
gegen sehen wir im Experiment den Trend von 〈τ〉 auf großen Skalen: ein Skalie-
rungsverhalten, das im Wesentlichen von langen Verweildauern zu kurzen abfa¨llt. In
diesem Sinne ermo¨glichen stochastische Resonanz-Experimente bei unbekanntem
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Abbildung 5.2: Stochastische Multiresonanz an der Verschmelzkrise des Shinriki-
Schwingkreises: Kreuzkorrelation C1 dargestellt in Abha¨ngigkeit von ∆R.
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Abbildung 5.3: Spektrum des aperiodischen Signals, das fu¨r die Experimente zur
aperiodischen stochastischen Resonanz am Shinriki-Oszillator verwendet wurde.
Die Modulation hat eine Bandbreite von 0.1-70Hz.
Zusammenhang zwischen 〈τ〉 und ∆R eine Aussage u¨ber die Gro¨ße der Variationen
die den generellen Trend u¨berlagern.
Um zu demonstrieren, dass der Shinriki-Oszillator auch aperiodische Signa-
le u¨bertragen kann und so rauschfreie aperiodische stochastische Resonanz zeigt,
wurde das Resonanzverhalten des Schwingkreises bei einer Modulation mit band-
breitenbeschnittenem Rauschen untersucht. In Abb. 5.3 ist das Leistungsspektrum
dieses Signals dargestellt. Die Bandbreite der aperiodischen Modulation betra¨gt
0.1− 70Hz und erfu¨llt mit der klar erkennbaren Abschneidefrequenz bei 70Hz gut
die Anforderungen von Gl. (4.25).
Abb. 5.4 zeigt das Ergebnis der Untersuchungen. Die Kreuzkorrelationsfunktion
C1 hat mehrere Extremwerte. Daraus folgt, dass der Shinriki-Oszillator nicht nur
rauschfreie aperiodische stochastische Resonanz zeigt sondern auch rauschfreie ape-
riodische stochastische Multiresonanz. Die drei C1-Kurven zeigen fu¨r die verschie-
denen Modulationssta¨rken zwischen 90mV und 630mV eine a¨hnliche Entwicklung,
wie sie bei periodischer Modulation gefunden wurde: Eine Erho¨hung der Modulati-
onssta¨rke a¨ußert in einer Verbreiterung des ersten Maximums und dem Verschwin-
den kleinerer Strukturen. Diese ¨Ahnlichkeit des stochastischen Resonanz-Pha¨no-
mens bei periodischer und aperiodischer Modulation spiegelt die ¨Ahnlichkeit der
Lo¨sungen von Gl. (4.17) und Gl. (4.26) wieder.
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Abbildung 5.4: Rauschfreie aperiodische stochastische Multiresonanz gemessen am
Shinriki-Ozillator: Kreuzkorrelationsfunktion C1 fu¨r eine Modulationsbandbreite
von 0.1 − 70Hz und Modulationsamplituden σ von (a) 90mV, (b) 220mV und (c)
630mV.
5.2 Stochastische Resonanz an der Verschmelzkrise 75
0 0.2 0.4 0.6 0.8 1 1.2
0
0.02
0.04
0.06
0.08
σ / V
C
0
(m
a
x
)
0.1−23 Hz
0.1−69 Hz
0.1−97 Hz
Abbildung 5.5: Abha¨ngigkeit des Maximalwertes der nicht normierten Kreuzkor-
relation beim ersten Maximum von der angelegten Modulationsvarianz σ. Wie aus
(4.26) zu erwarten, ergibt sich eine quadratische Abha¨ngigkeit, die durch die durch-
gezogene Linie angedeutet ist.
Zur genaueren Untersuchung, ob die gemessene Kreuzkorrelationsfunktion Gl.
(4.26) erfu¨llt, wurde der quadratische Zusammenhang zwischen C0 und der Mo-
dulationsvarianz σ u¨berpru¨ft. Dabei wurde der Maximalwert von C0 beim ersten
Maximum fu¨r unterschiedliche Modulationsamplituden σ vermessen. Im Gegen-
satz zu den bisherigen Messungen, wurden zwei weitere Modulationsbandbreiten
von 0.1− 23Hz und 0.1− 97Hz benutzt. Die Ergebnisse zeigen, dass der Maximal-
wert von C0 trotz der unterschiedlichen Modulationsfrequenzen und -amplituden
nahezu beim gleichen Kontrollparameterwert auftritt. Daher konnte auf eine zusa¨tz-
liche Umrechnung von σ auf die normierte Amplitude ησ verzichtet werden. In Abb.
5.5 ist der gemessenen Zusammenhang zwischen C0 und σ fu¨r die drei Bandbreiten
dargestellt. In guter ¨Ubereinstimmung mit dem Ergebnis der analytischen Rechnung
kann bei allen Modulationsbandbreiten ein quadratischer Zusammenhang zwischen
dem Maximalwert vonC0 am ersten Maximum und der Modulationsvarianz σ nach-
gewiesen werden.
Die dargestellten Untersuchungen der rauschfreien stochastischen Resonanz am
Shinriki-Oszillator stellen nur einen kleinen Bruchteil der Ergebnisse dar. Wesent-
liche Details zur aperiodischen stochastischen Resonanz finden sich in der Diplom-
arbeit von J. Werner [36], die ich mitbetreut habe. In dieser Arbeit konnte er mit
Hilfe von Informationsmaßen – z. B. der
”
gegenseitigen Information“(mutal infor-
mation) [71] und der
”
Transinformation“[72] – zeigen, dass bei aperiodischer di-
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chotomer Modulation tatsa¨chlich ein Informationstransfer durch stochastische Re-
sonanz stattfindet. Dieses Ergebnis ist von großer Wichtigkeit fu¨r die tatsa¨chliche
Anwendung, zeigt es doch, dass die auftretenden Maxima der Versta¨rkung nicht
aufgrund zufa¨lliger ¨Ahnlichkeiten von Modulation und Systemantwort zustande
kommen, sondern ein kausaler Zusammenhang zwischen der Modulation und der
Antwort besteht, der die Maxima verursacht.
5.3 Vergleich mit linearer Antworttheorie
Abschliessend mo¨chte ich die experimentellen Ergebnisse mit den Vorhersagen der
analytischen Rechnung vergleichen. Ich beschra¨nke mich dabei auf die rauschfreie
stochastische Multiresonanz bei periodischer Modulation. Fu¨r den Vergleich wur-
den die Parameter α0 und α1 bestimmt und die zu erwartende Kreuzkorrelation C0
nach Gl. (4.30) berechnet. Bei der Berechnung von α1 muss beru¨cksichtigt werden,
dass die Auswirkung der Modulation bei Erho¨hung von ∆R nach (2.3) gro¨ßer wird.
Dieses Anwachsen des Ersatzwiderstandes Rmod schla¨gt sich direkt in einem An-
wachsen des Intervalls ∆R ± Rmod nieder, durch das α1 nach Gl. (4.29) bestimmt
werden kann. Dadurch nimmt der Einfluss von kleinen Variationen in der Sprungra-
te auf α1 fu¨r große Kontrollparameterwerte ∆R ab.
Um den Einfluss der Modulationsspannung nach (2.3) richtig zu berechnen, wurde
zuna¨chst Rc ohne Modulation bestimmt. Darauf wurde fu¨r unterschiedliche Modu-
lationsamplituden der KontrollparameterwertRc′ ermittelt, bei dem sich im Shinriki-
Oszillator die ersten Spru¨nge zwischen den Subattraktoren zeigen. Aus der Diffe-
renz von Rc − Rc′ ergibt sich die Gro¨ße des Ersatzwiderstandes Rmod der Modu-
lation. Durch diese Messungen ergibt sich fu¨r kleine Modulationsamplituden Vmod
folgende Umrechnungsformel, die in der Na¨he von Rc gilt:
Rmod(Rc) = a · Vmod mit a ≈ 8kΩ
V
(5.1)
Vergleicht man diese Na¨herungsformel mit Gl. (2.3) fu¨r den Ersatzwiderstand so
erha¨lt man fu¨r den gesamten Intermittenzbereich folgende Umrechnungsvorschrift:
Rmod = a · Vmod
(
1 +
∆R
Rc
)
(5.2)
Bei der Bestimmung von C0 aus der gemessenen mittleren Verweildauer 〈τ〉
zeigen sich sehr ausgepra¨gte Maxima der Versta¨rkung [36], die durch die beiden pe-
riodischen Fenster hervorgerufen werden (vgl. Abb. 3.19). Die großen Spru¨nge von
τ bei den Fenstern, die insbesondere in den Parameter α1 einfließen, verursachen
diese Maxima. Die isolierten Maxima treten in den gemessenen Resonanzkurven
nicht auf, allerdings zeigen sich die periodischen Fenster auch nicht im Phasenraum,
wenn eine Modulation angelegt wird.Um die Diskrepanz zwischen der Vorhersage
der linearen Antworttheorie und den Messdaten zu vermeiden, wurden α0 und α1
mit Hilfe einer weiteren Messung bestimmt.
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Abbildung 5.6: Auswirkung einer anliegenden konstanten Spannung von 50mV auf
die Verweildauern in den dynamischen Zusta¨nden bei V1 > 0 bzw. V1 < 0. Obgleich
die konstante Spannung in dem vereinfachten Bild eines Doppelmuldenpotentials
permanent 〈τ1〉 > 〈τ2〉 fordert, zeigt das Experiment auch 〈τ1〉 < 〈τ2〉. Neben 〈τ1〉
und 〈τ2〉 ist auch der Mittelwert, um Rmod(Rc) = 400Ω verschoben, dargestellt
(schwarze Kurve).
Legt man am Shinriki-Oszillator statt der periodischen Modulation eine Gleich-
spannung an, so wird die mittlere Verweildauer auf den beiden Subattraktoren unter-
schiedlich groß. Anhand des Doppelmulden-Modells der stochastischen Resonanz
(vgl. Abb. 4.5) ist dies einfach zu verstehen, denn eine konstante Modulation wu¨rde
hier zu einer la¨ngeren Verweildauer 〈τ1〉 im abgesenkten Zustand fu¨hren, wohin-
gegen die Verweildauer 〈τ2〉 im angehobenen Zustand entsprechend ku¨rzer wa¨re.
Werden diese Verweildauern fu¨r unterschiedliche Kontrollparameter gemessen, so
ist α1 proportional zur Differenz der Raten 〈τ1〉−1 − 〈τ2〉−1, und α0 ermittelt man
aus der Summe der Raten [73].
Abb. 5.6 zeigt die Messdaten des Shinriki-Oszillators fu¨r einen Gleichspannungs-
wert von 50mV. Neben den rot und blau dargestellten Ergebnissen fu¨r 〈τ1〉 bzw. 〈τ2〉
ist ebenso der Mittelwert 〈τ〉 = (〈τ1〉+ 〈τ2〉)/2 in schwarz gegeben. Dieser Mittel-
wert wurde um 400Ω verschoben dargestellt, was dem Wert von Rmod in der Na¨he
von Rc entspricht (vgl. Gl. (5.1)). Vergleicht man den Mittelwert mit der mittleren
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Abbildung 5.7: Vergleich zwischen den experimentellen Ergebnissen und der Vor-
hersage der linearen Antworttheorie. Die Parameter α0 und α1 der linearen Ant-
worttheorie wurden aus den Messergebnissen in Abb. 5.6 bestimmt. Dargestellt ist
der Betrag von C0 bei einer Modulationsamplitude von 50mV und einer Modulati-
onsfrequenz von 30Hz.
Verweildauer in Abb. 3.19, die ohne zusa¨tzliche Gleichspannung gemessen wurde,
so passen die Ergebnisse dieser Messungen sehr gut zueinander, allerdings treten
bei den Daten mit angelegter Gleichspannung keine periodischen Fenster auf.
Die Messdaten von 〈τ1〉 und 〈τ2〉 in Abha¨ngigkeit von ∆R zeigen deutlich den Un-
terschied dieses Systems zum einfachen Doppelmulden-System aus Abb. 4.5. In der
Doppelmulde wu¨rde durch eine konstante Verkippung immer 〈τ1〉 > 〈τ2〉 folgen,
wohingegen die Messdaten des Shinriki-Oszillators auch Bereiche zeigen in denen
〈τ1〉 ≤ 〈τ2〉 ist. Dieser Wechsel von Bereichen in denen 〈τ1〉 gro¨ßer bzw. kleiner ist
als 〈τ2〉 fu¨hrt zu einem Vorzeichenwechsel von α1 und somit zu mehreren Extrema
von C0.
Mit den zusa¨tzlichen Ergebnissen zum Ersatzwiderstand Rmod Gl. (5.2) und den
Messdaten fu¨r 〈τ1〉 und 〈τ2〉 war es mo¨glich, den Betrag der Kreuzkorrelationsfunk-
tion |C0| ohne weitere Fitparameter nach Gl. (4.30) zu berechnen. Selbst der in Gl.
(4.30) auftretende Parameter c ist durch die Messung festgelegt, denn C0 wurde aus
der gefilterten Zeitreihe bestimmt (vgl. Abb. 3.18) und bei dieser Filterung wurde
c = 1.5V gewa¨hlt.
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Abb. 5.7 zeigt die Vorhersage der linearen Antworttheorie und die aus den Messda-
ten gewonnene Kreuzkorrelationsfunktion C0 im direkten Vergleich. Die ¨Uberein-
stimmung zwischen Vorhersage und den Messdaten ist sehr gut:
• Die lineare Antworttheorie und das Experiment zeigen dieselbe Anzahl von
Maxima.
• Die Lage der Maxima und Minima von |C0| wird gut durch die Vorhersage
beschrieben.
• Der Wert von |C0| und damit die Versta¨rkung stimmen bis auf das erste Ma-
ximum gut u¨berein.
Dabei zeigt sich die deutlichste Abweichung zwischen der linearen Antworttheorie
und dem experimentellen Ergebnis beim ersten Maximum, das deutlich schmaler
und ho¨her vorhergesagt wird. Diese Abweichung la¨sst sich dadurch erkla¨ren, dass in
der Formel zur Berechnung der Korrelation (4.30) ∆R−1 auftaucht. Am kritischen
Kontrollparameterwert verschwindet ∆R, folglich divergiert dort die Kreuzkorrela-
tion. Da es mir hier um eine generelle Besta¨tigung der gemessenen stochastischen
Resonanz durch die lineare Antworttheorie ging, wurde auf die Anwendung von
anderen Verfahren [73] verzichtet, die diese Divergenz von |C0| vermeiden.
Erstmalig ist es gelungen, eine gute ¨Ubereinstimmung zwischen experimentel-
len Ergebnisse zur rauschfreien stochastischen Resonanz und den Vorhersagen der
linearen Antworttheorie zu erreichen. Diese ¨Ubereinstimmung zeigt deutlich, dass
das fu¨r stochastische Systeme gewonnene Ratengleichungsmodell der stochasti-
schen Resonanz sich ebenso fu¨r rauschfreie intermittente Systeme eignet. Daru¨ber-
hinaus zeigt das Auftreten von stochastischer Multiresonanz in Vorhersage und Ex-
periment, dass tatsa¨chlich 〈τ〉 als nichtmonotone Funktion des Kontrollparameters
∆R zu mehreren Maxima der Versta¨rkung fu¨hrt.
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Kapitel 6
Stochastisches Modell
Wie gezeigt, la¨sst sich die stochastische Resonanz am Shinriki-Oszillators gut mit
den Methoden der linearen Antworttheorie beschreiben. Obwohl diese Beschrei-
bung eindeutig ist, kann man sich die fragen, inwieweit das Auftreten von sto-
chastischer Multiresonanz auch im Rahmen eines stochastischen Modells verstan-
den werden kann. Insbesondere die Arbeit von W. Just et al. [65] hat mich moti-
viert, die deterministische Dynamik des Shinriki-Oszillators auf ein stochastisches
Modell abzubilden. In dieser Arbeit zeigten die Autoren die ¨Ahnlichkeit der sto-
chastischen Resonanz bei stochastischem und chaotischen Antrieb und berechne-
ten eine effektive Rauschsta¨rke fu¨r die Wirkung des chaotischen Antriebs in der
Langevin-Gleichung (4.27). Zur Kla¨rung der stochastischen Resonanz im Shinriki-
Oszillator ist es no¨tig, noch einen Schritt weiter zu gehen, und die dynamische Bi-
stabilita¨t des doublescroll-Attraktors auf ein Potential abzubilden. Die Methode die-
ser Transformation folgt dem Grundgedanken einer Kramers-Moyal-Entwicklung
und ermo¨glicht eine direkte Bestimmung aller wesentlichen Parameter des stochas-
tischen Modells aus Zeitreihen des chaotischen Schwingkreises.
6.1 Kramers-Moyal Entwicklung
Die Dynamik des Shinriki-Schwingkreises im Bereich der kriseninduzierten Inter-
mittenz besitzt eine gewisse ¨Ahnlichkeit mit der Dynamik eines stark geda¨mpf-
ten Teilchens in einer Doppelmulde unter Einfluss von Rauschen. In beiden Syste-
men findet sich eine Zeitskalenseparation, die durch eine schnelle Bewegung in den
Zusta¨nden und eine langsame Sprungdynamik zwischen den Zusta¨nden gekenn-
zeichnet ist. ¨Ublicherweise wird die Bewegung des geda¨mpften Teilchens durch
eine stochastische Differentialgleichung vom Langevin-Typ beschrieben:
x˙ = f(x) + g(x)ξ. (6.1)
In dieser allgemeinen Form der Langevin-Gleichung ist f(x) = −dVdx die determi-
nistische Kraft, die durch das Potential V (x) auf das Teilchen wirkt und g(x)ξ die
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stochastische Kraft, die ha¨ufig auch als Langevin-Kraft bezeichnet wird. Fu¨r eine
Rauschintensita¨t g(x)2 = D, die nicht vom Ort x abha¨ngt, beschreibt die Gleichung
den Fall eines additiven Rauschens. Ha¨ngt die Rauschintenstita¨t hingegen vom Ort
des Teilchens ab, liegt ein multiplikatives Rauschen am System an. Alle Terme der
Langevin-Gleichung sind auf die viskose Reibung γ normiert.
Liegt von einem System mit zufa¨lliger Dynamik die Zeitreihe x(t) vor, kann
die Dynamik durch die Kramers-Moyal-Entwicklung auf eine Langevin-Gleichung
abgebildet werden. Die einzige Bedingung, die fu¨r diese Abbildung erfu¨llt sein
muss, wird an den Zufallsprozess gestellt. Dieser muss markovsch sein. Unter ei-
nem Markov-Prozess versteht man einen Zufallsprozess, dessen Realisierung x(t1)
nur vom direkt vorausgegangenem Zeitschritt x(t1−dt) abha¨ngt, nicht aber von der
weiteren Vorgeschichte des Systems [74].
Die Herleitung der Kramers-Moyal-Entwicklung, die ich im Folgenden kurz um-
reißen werde, folgt der Darstellung in [12]. Ziel dieser Herleitung ist es, aus ei-
ner Zeitreihe x(t) den Driftkoeffizienten D(1)(x) und den Diffusionskoeffizienten
D(2)(x) einer Fokker-Planck-Gleichung zu bestimmen. Fokker-Planck-Gleichungen
beschreiben – a¨hnlich wie Ratengleichungen – die zeitliche Entwicklung einer Wahr-
scheinlichkeitsdichte p(x, t) und werden ha¨ufig benutzt, um stochastische Differen-
tialgleichungen wie (6.1) zu lo¨sen:
∂p(x, t)
∂t
=
[
− ∂
∂x
D(1)(x) +
∂2
∂x2
D(2)(x)
]
p(x, t) (6.2)
Betrachet man die Diffusion eines Teilchens in der Doppelmulde ( Gl. (4.20)), ist
der Vorteil einer Fokker-Planck-Gleichung, dass im Gegensatz zur Ratengleichung
auch die Dynamik in den beiden Zusta¨nden berechnet werden kann. Daru¨ber hinaus
existieren fu¨r partielle Differentialgleichungen dieser Art zahlreiche Lo¨sungsme-
thoden, die nicht zuletzt im Rahmen der Quantenmechanik entwickelt wurden. Fu¨r
additives Rauschen sind die Koeffizienten der Fokker-Planck-Gleichung und der
determinstische bzw. stochastische Anteil der Langevin-Gleichung einfach ineinan-
der umzurechnen, wohingegen multiplikatives Rauschen zu einer Modifikation des
Driftkoeffizienten fu¨hrt.
Zur Berechnung von D(1)(x) betrachtet man eine kleine ¨Anderung von x(t) und
berechnet hieraus dx. Aus der Langevin-Gleichung (6.1) ergibt sich1:
dx = x(t+ τe)− x(t) =
∫ t+τe
t
dt′(f(x(t′)) + g(x(t′))ξ(t′)) (6.3)
1Wie in [12] wird die Definition eines stochastischen Integrals nach Stratonovich benutzt.
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Fu¨r kleine Werte von τe werden nun die Funktionen f(x(t′)) und g(x(t′)) in eine
Reihe entwickelt:
f(x(t′)) = f(x(t)) +
∂f(x(t))
∂x
[x(t′)− x(t)] + . . .,
g(x(t′)) = g(x(t)) +
∂g(x(t))
∂x
[x(t′)− x(t)] + . . .. (6.4)
Beru¨cksichtigt man [x(t′)− x(t)] = ∫ t′
t
dt′′(f(x) + g(x)ξ(t′′)), so erha¨lt man durch
Einsetzen der Entwicklung in (6.3):
dx =
∫ t+τe
t
f(x)dt′ +
∫ t+τe
t
∂f(x)
∂x
∫ t′
t
f(x)dt′′dt′
+
∫ t+τe
t
∂f(x)
∂x
∫ t′
t
g(x)ξ(t′′)dt′′dt′ + . . . (6.5)
+
∫ t+τe
t
g(x)ξ(t′)dt′ +
∫ t+τe
t
∂g(x)
∂x
∫ t′
t
f(x)ξ(t′)dt′′dt′
+
∫ t+τe
t
∂g(x))
∂x
∫ t′
t
g(x)ξ(t′′)ξ(t′)dt′′dt′ + . . ..
Zur Herleitung eines ortsabha¨ngigen Driftkoeffizienten mittelt man diesen Aus-
druck bezu¨glich aller Werte, an denen x(t) = X ist. Beru¨cksichtig man 〈ξ(t)〉 = 0
und 〈ξ(t′′)ξ(t′)〉 = δ(t′′ − t′), so erha¨lt man:
〈dx〉x(t)=X = 〈x(t+ τe)− x(t)〉x(t)=X = τef(x) + τe
∂g(x)
∂x
g(x). (6.6)
Der Driftkoeffizient D(1)(x) ergibt sich im Grenzwert τe → 0 zu:
D(1)(x) = lim
τe→0
1
τe
〈x(t+ τe)− x(t)〉x(t)=X = f(x) +
∂g(x)
∂x
g(x). (6.7)
Analog zu der vorgestellten Rechnung ergibt sich der Diffusionskoeffizient D(2)(x)
aus der Berechnung von 〈dx2〉x(t)=X :
D(2)(x) =
1
2
lim
τe→0
1
τe
〈
[x(t+ τe)− x(t)]2
〉
x(t)=X
= g2(x) (6.8)
Die Entwicklung ergibt fu¨r alle ho¨heren Koeffizienten D(n)(x) mit n > 2 nur
Beitra¨ge, deren Ordnung in τe mindestens quadratisch ist und die deswegen ver-
nachla¨ssigt werden ko¨nnen.
Die Gleichungen (6.7) und (6.8) stellen einen einfachen Weg dar, aus langen
Messreihen x(t) die Parameter f(x) und g(x) der Langevin-Gleichung (6.1) zu er-
mitteln. Insbesondere fu¨r additives Rauschen reduziert sich die Gleichung (6.7) auf
den Anteil der Kraft, der von dem Potential V (x) verursacht wird.
Im folgenden Abschnitt werde ich die praktische Umsetzung dieser Analyse auf
Zeitreihen des Shinriki-Oszillators im intermittenten Bereich vorstellen. Neben den
Anforderungen an die Zeitreihen gehe ich auf weitere Modifikationen der Methode
ein, die bei der realen Abbildung von experimetellen Daten auftreten.
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6.2 Abbildung auf ein stochastisches Modell
Bei der Abbildung der intermittenten Spru¨nge auf ein stochastisches Modell wur-
den Drift und Diffusion aus einer skalaren Zeitreihe bestimmt. Die Reduktion des
dreidimensionalen Systems auf eine skalare Messgro¨ße fu¨hrt zu einem Informati-
onsverlust, denn zu einem bestimmten Wert der skalaren Gro¨ße ko¨nnen die bei-
den anderen Variablen des chaotischen Systems unterschiedliche Werte aufweisen.
Betrachtet man die Flussgleichung des Shinriki-Oszillators (2.1), so kann jede der
Gleichungen als Langevin-Gleichung in Gl. (4.27) aufgefasst werden, wa¨hrend die
beiden anderen als chaotischer Antrieb dienen. Selbstversta¨ndlich besteht in Gl.
(2.1) im Gegensatz zu Gl. (4.27) eine Kopplung zwischen der gewa¨hlten Langevin-
Gleichung und den beiden anderen.
Als Vergleichskriterium zwischen der gemessenen Dynamik des Schwingkreises
und dem stochastischen Modell wurde die mittlere Verweildauer 〈τ〉 in den bei-
den Zusta¨nden gewa¨hlt. Wa¨hrend die mittlere Verweildauer 〈τ〉 des Schwingkreises
sich direkt aus den Messdaten ergibt, kann die des stochastischen Systems als Kehr-
wert der Kramersrate Gl. (4.21) aus den Parametern der zu ermittelnden Langevin-
Gleichung berechnet werden. Der Verlauf von 〈τ〉 bestimmt die stochastische Reso-
nanz des Shinriki-Oszillators. Somit ist 〈τ〉 nicht nur ein gutes Bewertungskriterium
fu¨r die Qualita¨t der Abbildung auf einen stochastischen Prozess, sondern ermo¨glicht
einen Einblick in den Mechanismus, der im stochastischen Modell zu stochastischer
Multiresonanz fu¨hrt.
Fu¨r die Bestimmung von Drift und Diffusion wurden lange Zeitreihen x(t)
des Shinriki-Oszillators fu¨r unterschiedliche Werte des Kontrollparameters gemes-
sen. Hierbei wurde die Zeitentwicklung der V1-Zeitreihe (x(t) = V1(t)) bei ho-
her Auflo¨sung der Transientenkarte ME2600 aufgezeichnet. Fu¨r die Abbildung der
Sprungdynamik auf eine stochastisches Modell wurden fu¨r die Verschmelzkrise des
Schwingkreises ca. 30000 Oszillationen auf den Subattraktoren mit einer Sampling-
Rate von ca. 20 Punkten pro Periode aufgezeichnet. Die Sampling-Rate von 20
Punkten pro Periode entspricht einer Sampling-Zeit von ∆t = 80µs.
Dass fu¨r eine Abbildung nur sehr lange Zeitreihen mit hoher Zeit- und Amplitu-
denauflo¨sung sinnvoll sind, ergibt sich aus der Mittelung u¨ber alle Punkte fu¨r die
x(t) = X erfu¨llt ist ( vgl. Gl. (6.7) und (6.8)). Ist die Zeitreihe zu kurz, wird der
Mittelwert u¨ber zu wenige Werte durchgefu¨hrt, bei denen die Bedingung x(t) = X
erfu¨llt ist.
Betrachtet man die hohen Anforderungen an die Qualita¨t der Daten – lange Zeitrei-
hen mit hoher Auflo¨sung in Zeit und Amplitude – und den Rechenaufwand, der
eine richtige Wahl der Zeitverschiebung τe ermo¨glicht, werden die praktischen Pro-
bleme bei der Umsetzung klar. Um die Anforderungen an Speicherplatz und Re-
chenerleistung im vertretbaren Rahmen zu halten, beschra¨nke ich mich bei dieser
Analyse auf eine niedrige Dichte der Daten im Kontrollparameterraum. Die Schritt-
weite wurde auf 100Ω erho¨ht und der Bereich der kriseninduzierten Intermittenz
mit einem deutlich gro¨beren Raster durchfahren. Durch diese gro¨bere Rasterung
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ko¨nnen kleinere Abweichungen vom monotonen Trend der mittleren Verweildauer
auf den Subattraktoren nicht erfasst werden. Das Raster ist jedoch deutlich feiner
als die typischen Strukturen in der Kreuzkorrelationsfunktion der stochastischen
Resonanz. Damit reicht diese Auflo¨sung aus, um die wesentlichen Mechanismen zu
identifizieren, die zu dem Auftreten von stochastischer Multiresonanz fu¨hren.
Drift und Diffusion wurden aus den Zeitreihen mit Hilfe eines in Matlab ge-
schriebenen Auswertealgorithmus bestimmt. Um eine ausreichend hohe Anzahl von
Punkten zu haben, u¨ber die nach Gl. (6.7) bzw. Gl. (6.8) gemittelt wird, wurden die
Daten in Intervalle der Breite ∆X unterteilt, so dass u¨ber alle Auslenkungen x(t),
die in das jeweilige Intervall um einen bestimmten Wert x(t) = X fallen, der Mit-
telwert gebildet wird. Die Intervallbreite wurde zu ∆X = 10mV gewa¨hlt, wodurch
sich bei den Extremwerten der Zeitreihe von ±2.9V (vgl. Abb. 3.6) 580 Intervalle
ergeben. Fu¨r jedes Intervall wurde die Entwicklung des Mittelwertes fu¨r eine Zeit-
verschiebung von τe = 1 bis 100 ∆t ausgewertet. Verglichen mit der Lyapunov-Zeit
des Schwingkreises, die zwischen 48∆t bis 67∆t liegt, reicht der Wertebereich von
τe von einem Bruchteil der Lyapunov-Zeit bis hin zum anna¨herend doppelten Wert.
6.3 Zeitreihenanalyse mit stochastischem Signal
Um die Qualita¨t des Matlab-Programms zur Bestimmung von Drift und Diffusion
zu u¨berpru¨fen, wurde die Langevin-Gleichung:
x˙ = f(x) + g(x)ξ = ax− bx3 +
√
Dξ(t), (6.9)
mit a = b = 1 und D = 0.2 numerisch untersucht. Fu¨r diese Simulation benutzte
ich unter Matlab das Euler-Integrationsverfahren, wie in [13] beschrieben, mit einer
Schrittweite von dt = 1/1000 eines Zeitschritts. Mit Hilfe des Zeitreiheanalyse-
Programms wurden Drift und Diffusion aus der Iterationsreihe x(t) bestimmt. Die
verwendete Iterationsreihe war 40000 Zeitschritte lang. Bei der beschriebenen Dis-
kretisierung der Daten in Bereiche der Breite ∆X wurde ∆X = 0.02 gewa¨hlt, was
auf ca. 1500 Intervalle fu¨hrt.
Aus den Parametern der stochastischen Bewegungsgleichung (6.9) ergeben sich
die Gro¨ssen, die die mittlere Verweildauer bestimmen: ∆V = 1/4, ω0 = 1 und
ωb =
√
2 [20]. Daraus folgt fu¨r die mittlere Verweildauer:
TK,theo =
2pi
ω0ωb
exp
(
2∆V
D
)
≈ 54.1. (6.10)
Dieser theoretische Wert stimmt gut mit dem Mittelwert der Verweildauern u¨berein,
der sich aus der Simulation zu TK,simu = 54.3 ergibt.
In Abb. 6.1 sind neben einem Zeitreihenausschnitt der Simulation die Ergebnisse
fu¨r Drift und Diffusion bei einer Zeitverschiebung von τe = 1dt dargestellt. Der in
Abb. 6.1 (b) dargestellte Verlauf der Drift ist in guter ¨Ubereinstimmung mit dem
erwarteten Verlauf, der sich aus Gl. (6.9) ergibt. In der Na¨he von |x| ≈ 0 zeigen die
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Abbildung 6.1: (a) Zeitreihe aus der Simulation von Gl. (6.9), (b) Drift in Abha¨ngig-
keit von x, (c) Diffusion in Abha¨ngigkeit von x. In (b) und (c) sind neben den Ergeb-
nissen der Zeitreihenanalyse (rote Kurven) auch der aus Gl. (6.9) erwartete Verlauf
(blaue Kurven) dargestellt.
ausgewerteten Daten Fluktuationen um die zu erwarteten Werte. Diese Abweichung
liegt an der geringen Anzahl von Spru¨ngen in x(t), wodurch der statistische Fehler
hier gro¨ßer ist. Die in Abb. 6.1 (c) dargestellte Diffusion ist in ¨Ubereinstimmung
mit der Bewegungsgleichung (6.9) ein additives Rauschen, wobei sich der ange-
sprochene statistische Fehler wieder um |x| ≈ 0 zeigt.
Zur Bestimmung der mittleren Verweildauer nach Gl. (6.10) wurden alle Parame-
ter der Gleichung aus den ermittelten Werte von Drift und Diffusion berechnet. Zur
Bestimmung von ∆V , ω0 und ωb aus dem Verlauf der Drift wurde das Polynom
ax+bx3 an den ermittelten Verlauf angefittet und die Gro¨ßen aus a und b bestimmt.
Zur Bestimmung von D wurde der Mittelwert der in Abb. 6.1 (c) dargestellten Da-
ten gebildet. Die Ergebnisse werden in der folgenden Tabelle mit den tatsa¨chlichen
Werten aus Gl. (6.9) verglichen:
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Parameter: Langevin-Gleichung (6.9) Zeitreihenanalyse Verha¨ltnis
D: 0.2 0.19(9± 2) 1.005
∆V = a2/(4b): 0.25 0.249 1.004
ω0ωb =
√
2|a|: √2 ≈ √2 0.996
Aus der Zeitreihenanalyse folgt eine mittlere Verweildauer von TK,KME = 53.5,
die um ca. 2% von dem aus Gl. (6.9) ermittelten Wert TK = 54.1 abweicht. Diese
¨Ubereinstimmung zeigt deutlich, dass die verwendete Diskretisierung der Zeitreihe
x(t) bei geeigneter Wahl von ∆X zu sinnvollen Ergebnissen fu¨hrt.
6.4 Zeitreihenanalyse der chaotischen Zeitreihen
Bei der Bestimmung von Drift und Diffusion aus Zeitreihen des Shinriki-Oszillators
musste der Grenzwert τe → 0 fu¨r das chaotische System interpretiert werden. Die
Wahl von einem festen Wert von τe fu¨r alle gemessenen Zeitreihen erfolgte fu¨r die
verschiedenen Koeffizienten unabha¨ngig:
Bei der Drift wertete ich die Zeitreihen mit τe = 5 · ∆t aus. Fu¨r diesen Wert er-
gibt sich ein symmetrisches, bistabiles Potential V (x) aus der Drift. Die Potential-
mulden von V (x) liegen bei x-Werten, die ungefa¨hr den V1-Werten entsprechen,
an denen die instabilen Fixpunkte in den Zentren der Subattraktoren liegen. Fu¨r
die Auswertung der Diffusion erwies sich eine deutlich gro¨ßere Zeitverschiebung
von τe = 35 ·∆t als geeignet, die knapp unterhalb der bestimmten Lyapunov-Zeit
Tλ ≈ 48∆t bis 67∆t liegt.
In Abb. 6.2 ist der Verlauf des Driftkoeffizienten f(x) und das an die Daten
angefittete Polynom fu¨r eine Zeitreihe von ∆R = 1.6kΩ dargestellt. Der Verlauf
von f(x) ist typisch fu¨r eine Kraft, die von einem symmetrischen, bistabilen Poten-
tial verursacht wird und daher drei Nullstellen zeigt. Diese drei Nullstellen treten
in f(x) bei allen untersuchten Zeitreihen auf. Neben der trivialen Nullstelle bei
x = 0V ist f(x) = 0 bei x-Betra¨gen zwischen 1.8V und 1.7V. Wie in den dar-
gestellten Daten sind die beiden Nullstellen fu¨r alle ∆R-Werte symmetrisch. Die
in Abb. 6.2 eingezeichneten Geraden zeigen, dass die Drift nahezu linear anwa¨chst
bzw. abfa¨llt. Das rot eingezeichnete Polynom approximiert den Verlauf von f(x)
aber recht gut, so dass eine Bestimmung von ∆V , ω0 und ωb mo¨glich ist.
In Abb. 6.3(a) ist die Potentialbarriere ∆V als Funktion von ∆R dargestellt. Deut-
lich sichtbar ist eine Abnahme von ∆V , wenn der Kontrollparameter erho¨ht wird.
Die Abnahme von ∆V fu¨r steigende ∆R-Werte korrespondiert zum Anwachsen des
¨Uberlapps zwischen den Subattraktoren und den Einzugsgebieten, was zur Abnah-
me der mittleren Verweildauer fu¨hrt ( vgl. Abb. 3.14). Der scharfe Einbruch von
∆V bei ∆R = 2.3kΩ ha¨ngt mit der Pomeau-Manneville-Intermittenz zusammen,
die sich bei diesem Kontrollparameterwert zeigt. Abb. 6.3(b) zeigt das Produkt von
ω0 und ωb, umgerechnet auf 1/s, in Abha¨ngigkeit von ∆R. Fu¨r den ganzen Bereich
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Abbildung 6.2: Verlauf der Drift als Funktion der Spannung x = V1. Neben den
blau dargestellten Daten ist ein Polynom angefittet worden (rote Kurve). Die beiden
Geraden verdeutlichen den unterschiedlichen Verlauf von f(x) fu¨r |x| > 0.8V bzw.
|x| < 0.8V.
bis ∆R > 7.5kΩ liegt die Frequenz in einem Wertebereich, der gut zur Frequenz
der chaotischen Oszillationen im Shinriki-Oszillator mit ca. 630Hz passt.
Abb. 6.4(a) zeigt die ausgewertete Diffusion D in Abha¨ngigkeit von der Span-
nung x fu¨r die gemessene Zeitreihe bei ∆R = 1.6kΩ. Die Diffusion zeigt wieder
in drei x-Betragsbereichen unterschiedliches Verhalten. Fu¨r |x| > 1V ist der Mit-
telwert der Diffusion mit 3.5 · 10−2V 2/s klein. Bei |x| < 0.5V ist die Diffusion
nahezu konstant mit einem Wert von D = 8.2 · 10−2V 2/s. Zwischen diesen Berei-
chen zeigt die Diffusion jeweils ein Minimum und Maximum. Die Position dieser
Struktur stimmt in etwa mit den Spannungswerten u¨berein, an denen die invariante
Dichte ρ(V1) (vgl. Abb. 3.4) ihre Maxima aufgrund des ¨Uberschwingens zeigt. Es
ist anzunehmen, dass die Maxima und Minima aufgrund einer unzureichenden Sta-
tistik entstehen und fu¨r la¨ngere Zeitreihen verschwinden [75]. D wu¨rde somit bei
dem Mittelwert liegen, der mit dem Wert im Bereich |x| < 0.5V u¨bereinstimmt.
Allerdings wa¨re D selbst bei langen Zeitreihen immer noch multiplikativ.
In Abb. 6.4(b) ist die Entwicklung einer mittleren Diffusion D u¨ber den Be-
reich der kriseninduzierten Intermittenz dargestellt. Da die mittlere Verweildauer
wesentlich durch die Diffusion im Bereich zwischen den beiden Extremwerten von
f(x) bestimmt wird [12], wurde das multiplikative Rauschen durch ein additives
gena¨hert. Die mittlere Diffusion D wurde aus den Diffusionswerten berechnet, die
sich fu¨r die x-Werte zwischen ±1V ergaben. Eine weitere Reduzierung des Berei-
ches, u¨ber den gemittelt wird, auf x-Werte zwischen ±0.5V zeigte kaum Einfluss
auf die resultierenden Werte von D. Der in Abb. 6.4(b) dargestellte Verlauf von D
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Abbildung 6.3: (a) Die ermittelte Potentialbarriere ∆V fu¨r die verschiedenen Werte
von ∆R. (b) Das Produkt der Kreisfrequenzen ω0 und ωb als Funktion von ∆R
umgerechnet auf Hz.
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als Funktion von ∆R kann wie folgt beschrieben werden: D wa¨chst unterhalb von
∆R = 2.3kΩ an und zeigt zwischen ∆R = 3kΩ und 4.5kΩ ein Plateau, indem die
Diffusion sich nur wenig a¨ndert. Oberhalb dieses Plateaus steigt D bei Erho¨hung
des Kontrollparameters erneut an. Das isolierte Maximum bei ∆R = 2.3kΩ resul-
tiert aus der Pomeau-Manneville-Intermittenz.
Aus den ermittelten Werten von D, ∆V und ω0ωb wurde nach Gl. (6.9) die mitt-
lere Verweildauer TK,modell berechnet. Sie ist in Abb. 6.5 in Abha¨ngigkeit von ∆R
dargestellt. Fu¨r den Vergleich zwischen dem stochastischen Modell und dem chao-
tischen Schwingkreis zeigt die Abbildung auch den Verlauf von 〈τ〉, der sich direkt
aus den gefilterten Zeitreihen ( vgl. Abb. 3.18) ergab. Unterhalb von ∆R = 0.5kΩ
fu¨hren die ermittelten Werte des stochastischen Modells zu keinen sinnvollen Er-
gebnissen, was an einer zu geringen Anzahl von Spru¨ngen in der gemessenen Zeitrei-
he liegt. Oberhalb von ∆R = 0.5kΩ ist die ¨Ubereinstimmung der mittleren Verweil-
dauern vom Shinriki-Oszillator und stochastischem Modell ausgezeichnet. Selbst
in dem Bereich zwischen ∆R = 3kΩ und 5kΩ, in dem die mittlere Verweildauer
des stochastischen Modells u¨ber den Werten von 〈τ〉 liegt, betra¨gt die Abweichung
unter 20%. Die mittlere Abweichung u¨ber den kompletten dargestellten Bereich
ist unter 5%. Die ¨Ubereinstimmung der mittleren Verweildauern fu¨r Kontrollpara-
meterwerte unterhalb von ∆R = 2.5kΩ ist besonders interessant. In diesem Be-
reich zeigt 〈τ〉 die fu¨r kriseninduzierte Intermittenz charakteristische Abha¨ngigkeit:
〈τ〉 ∼ ∆R−γ .
6.5 Diskussion der Ergebnisse
Durch die vorgestellte Auswertung der Zeitreihen des Shinriki-Oszillators konnten
alle Paramter bestimmt werden, die zur Berechnung der mittleren Verweildauer not-
wendig sind. Die gewa¨hlten τe-Werte fu¨hren zu Ergebnissen fu¨r Drift und Diffusion,
die die intermittente Sprungdynamik des Schwingkreises sehr gut reproduzieren.
Der wesentliche Schritt in der Herleitung von Drift (6.7) und Diffusion (6.8) ist die
Mittelung von Gl. (6.5), bei der die beiden Eigenschaften des Rauschens: 〈ξ(t)〉 = 0
und 〈ξ(t′)ξ(t)〉 = δ(t′ − t) benutzt werden. Die Wahl von τe = 35∆t bei der Aus-
wertung der Diffusion passt zu dieser Mittelung: Der Mittelwert der verschiedenen
Spannungen im Shinriki-Oszillator ergibt fu¨r jede Zeitverschiebung ungefa¨hr Null
(vgl. Abb. 3.7). Da τe daru¨ber hinaus nahe bei der Lyapunov-Zeit des Shinriki-
Oszillators liegt, ist die chaotische Dynamik auf dieser Zeitskala vergleichbar mit
unkorreliertem Rauschen [76].
Der Wert von τe = 5∆t, der zur Bestimmung der Drift benutzt wurde, erscheint
problematisch. Fu¨r diese kleine Zeitverschiebung sind die Werte der Zeitreihe noch
hoch korreliert. Dennoch gestattet dieser kleine Wert fu¨r τe die Abbildung auf ein
stochastisches Modell mit additivem Rauschen. Fu¨r eine gro¨ßere Zeitverschiebung
ist dies nicht mo¨glich, denn oberhalb von τe = 20∆t ist die Drift nahezu linear
und besitzt nur noch die triviale Nullstelle. Natu¨rlich ko¨nnte man versuchen, die
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Abbildung 6.4: (a) Diffusion D als Funktion der Spannung x = V1. Die scharfen
Maxima und Minima zwischen 1V > |x| < 0.5V weisen auf eine unzureichende
Statistik hin. (b) Die ermittelte Diffusion D als Funktion des Kontrollparameters
∆R.
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Abbildung 6.5: Mittlere Verweildauer des Shinriki-Oszillators: Die blaue Kurve
zeigt die mittlere Verweildauer berechnet nach Gl. (6.9) aus den Ergebnissen der
Kramers-Moyal Analyse. Die rote Kurve zeigt die direkt gemessene mittlere Ver-
weildauer des Shinriki-Oszillators.
Auswirkungen von multiplikativem Rauschen zu erfassen, die nach Gl. (6.7) den
Verlauf der Drift modifizieren. Ein stochastisches Modell mit multiplikativem Rau-
schen erfordert eine noch ho¨here Qualita¨t und La¨nge der Zeitreihen des Systems,
denn schließlich muss ∂g/∂x aus den Daten der Diffusion bestimmt werden. Die
ho¨here Anforderungen an die Zeitreihen und die aufwendigere Bestimmung des Po-
tentials machen es mehr als fraglich, ob bei der guten ¨Ubereinstimmung zwischen
der berechneten mittleren Verweildauer des Modells und dem gemessenen 〈τ〉 des
Schwingkreises dieser Aufwand wirklich notwendig ist.
Betrachtet man die Entwicklung der Potentialbarriere ∆V in Abb. 6.3 und der
mittleren Diffusion D in Abb. 6.4 bei Erho¨hung des Kontrollparameters ∆R, so
liegt der Trend von ∆V bis ∆R ≈ 7kΩ in einer nahezu linearen Abnahme der Wer-
te. Bei der Vera¨nderung von D zeigen die Daten keinen so deutlichen Trend. Die
Steigung von D variert wa¨hrend des Anwachsens stark und verschwindet nahezu
im Kontrollparameterbereich 3kΩ < ∆R < 4.5kΩ. Die nichtmonotone Abnahme
der mittleren Verweildauer bei Erho¨hen von ∆R resultiert im stochastischen Mo-
dell folglich aus dem nichtmonotonen Anwachsen der Diffusion D.
Diese Folgerung aus dem stochastischen Modell macht die stochastische Multire-
sonanz im Shinriki-Oszillator versta¨ndlicher: Wa¨hrend bei gewo¨hnlicher stochasti-
scher Resonanz bei einem konstanten Wert von ∆V die Rauschintensita¨t D erho¨ht
wird, zeigt das stochastische Modell des Shinriki-Oszillators, dass∆V bei Erho¨hung
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von ∆R abnimmt, wa¨hrend die Rauschintensita¨t D nichtmonoton zunimmt. Da im
experimetellen System die Rauschintensita¨t D und der Wert von ∆V des stochasti-
schen Modells nicht unabha¨ngig voneinander variert werden ko¨nnen, sondern eine
Vera¨nderung von ∆R beide Gro¨ßen beeinflusst, resultiert eine nichtmonotone mitt-
lere Verweildauer und damit stochastische Multiresonanz.
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Kapitel 7
Zusammenfassung und Ausblick
Chaotische Systeme mit Intermittenz haben auf der langsamen Zeitskala der Sprung-
dynamik ¨Ahnlichkeit mit bistabilen Systemen, die durch ein externes Rauschen ge-
trieben werden. So erfolgen Spru¨nge zwischen den Zusta¨nden unabha¨ngig vonein-
ander. Wa¨hrend bei stochastischen Systemen das externe Rauschen zu dem Zu-
fallsprozess fu¨hrt, wird dieser in intermittenten Systemen durch die schnelle chao-
tische Dynamik verursacht. In beiden Fa¨llen kann die Sprungdynamik auf ein ex-
ternes Modulationssignals synchronisiert werden, so dass auch in chaotischen Sys-
temen stochastische Resonanz auftritt. Da sie hier ohne ein externes Rauschen aus-
kommt nennt man dieses Pha¨nomen rauschfreie stochastische Resonanz.
Die vorliegende Arbeit bescha¨ftigt sich mit der stochastischen Resonanz am
Shinriki-Oszillator, der oberhalb eines kritischen Kontrollparameterwertes krisenin-
duzierte Intermittenz zeigt. Bei angelegter Modulation zeichnet sich der Schwing-
kreis durch eine stochastische Resonanz mit mehreren Versta¨rkungsmaxima aus.
Der Schwerpunkt der vorgestellten Untersuchungen betraf die Frage, welche System-
eigenschaften diese stochastische Multiresonanz verursachen.
Zu diesem Zweck wurden zuna¨chst die statistischen Eigenschaften des Systems
durch Zeitreihenanalyse ermittelt. Meine Analysen ergaben, dass der Schwingkreis
im Intermittenzbereich nahezu konstante Werte von mittlerem Lyapunov-Exponen-
ten und Korrelationsdimension hat und deshalb sich die Expansion und das Mi-
schen auf dem Attraktor nicht wesentlich a¨ndern. Die gemessene mittlere Verweil-
dauer 〈τ〉 folgt dem fu¨r Verschmelzkrisen erwarteten Skalierungsgesetz, fu¨r dessen
kritischen Exponenten ein Wert von γ ≈ 0.69 ermittelt wurde. Die an mehreren
Kontrollparameterwerten gemessene Verteilung der Verweildauern belegt die Un-
abha¨ngigkeit der Spru¨nge und demonstriert somit die ¨Ahnlichkeit mit stochasti-
schen Systemen.
Die experimentellen Ergebnisse der stochastischen Resonanz an der Verschmelz-
krise zeigen, unabha¨ngig davon ob periodisch oder aperiodisch moduliert wurde,
mehrere Versta¨rkungsmaxima. In dem Maß, mit dem die stochastische Resonanz er-
mittelt wurde der Kreuzkorrelationsfunktion zwischen Modulation und Systemant-
wort, erscheinen die Versta¨rkungsmaxima als Extrema. Bei periodischer Modu-
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lation konnte erstmalig eine gute ¨Ubereinstimmung zwischen den gemessenen Wer-
ten der Kreuzkorrelationsfunktion und den aus der linearen Antworttheorie berech-
neten Werten erreicht werden. Fu¨r diesen Vergleich zwischen Theorie und Expe-
riment gingen ausschließlich gemessene Werte in die Rechnung ein, so dass die
Gleichartigkeit der Resonanzkurven ohne weitere Fitparameter zustande kam. Die
¨Ubereinstimmung belegt, dass die fu¨r stochastische Systeme gewonnenen Glei-
chungen der stochastischen Resonanz auch bei rauschfreien chaotischen Systemen
angewendet werden ko¨nnen und dem Pha¨nomen der stochastischen Resonanz in
stochastischen wie rauschfreien Systemen derselbe Mechanismus zugrunde liegt.
Daru¨ber hinaus konnte anhand dieser Gleichungen die nichtmonotone Abha¨ngig-
keit zwischen der mittleren Verweildauer 〈τ〉 und dem Kontrollparameter als die
Ursache fu¨r die gemessene stochastische Multiresonanz identifiziert werden.
Eine nichtmonotone Abha¨ngigkeit zwischen mittlerer Verweildauer und Kon-
trollparameter ist bei stochastischen Systemen mit externem Rauschen und un-
vera¨nderlichem Potential nicht gegeben. Um die stochastische Multiresonanz an
der Verschmelzkrise des Shinriki-Oszillators auch durch ein stochastisches Modell
verstehen zu ko¨nnen, wurde versucht das mehrdimensionalen Systems auf ein ein-
dimensionales stochastisches Modell abzubilden. Die Abbildung folgte der Grun-
didee der Kramers-Moyal-Entwicklung. Mit einigen Na¨herungen war eine Abbil-
dung der Sprungdynamik des chaotischen Systems auf ein stochastisches Modell
mo¨glich. In diesem Modell resultiert die nichtmonotone Abha¨ngigkeit der Verweil-
dauer vom Kontrollparameter aus einer gleichzeitigen Vera¨nderung der Potential-
barriere zwischen den Zusta¨nden und der Rauschintensita¨t.
Die Dynamik des Shinriki-Oszillators im Intermittenzbereich ist typisch fu¨r ei-
ne gro¨ßere Klasse von chaotischen Systemen. Insofern sprechen die am Shinriki-
Oszillator gewonnen Ergebnisse dafu¨r, dass stochastische Multiresonanz in einer
Vielzahl von chaotischen Systemen auftritt. Die vorgestellten Methoden zur Ermitt-
lung eines stochastischen Modells und die Berechnung der Kreuzkorrelationsfunk-
tion mit Hilfe der linearen Antworttheorie sind so allgemein, dass sie ohne Weiteres
auch bei anderen Systemen angewandt werden ko¨nnen.
Die ¨Ahnlichkeit zwischen intermittenten und stochastischen Systemen kann mit
Hilfe der stochastischer Resonanz noch weiter untersucht werden. Eine Mo¨glich-
keit bieten chaotische Systeme, die nach einer inneren Krise intermittentes Verhal-
ten aufweisen. Charakteristisch fu¨r diese Intermittenz sind drei verschiedene Zeit-
skalen: Die der schnellen chaotischen Oszillationen und zwei weitere, die den un-
terschiedlichen Verweildauern in beiden Zusta¨nden entsprechen. Ku¨rzlich gelang
in unserer Arbeitsgruppe sowohl numerisch als auch experimentell der Nachweis
von stochastischer Multiresonanz an diesem Krisentyp [77]. Um die Synchronisa-
tion zwischen Modulation und Systemantwort zu untersuchen, wurde eine gefilter-
te Zeitreihe betrachtet, in der die beiden Zusta¨nde gleichwertig waren. Bei einigen
Systemen sind die beiden mittleren Verweildauern jedoch deutlich verschieden. Da-
mit erschließt sich die Mo¨glichkeit Analogien zwischen rauschfreier stochastischer
Resonanz und dem Verhalten von reset-fire-Modellen bei Neuronen zu untersuchen.
Anhang A
Aus- und Einkopplungsschaltungen
des Shinriki-Oszillators
Bei der Entwicklung von Aus- und Einkopplungsschaltungen stand die Entkopp-
lung des Shinriki-Oszillators von sto¨renden Einflu¨ssen durch Messgera¨te und Funk-
tionsgeneratoren im Vordergrund. Dabei sind die Ursachen fu¨r eine Sto¨rung der Sys-
temdynamik vielfa¨ltig. Neben dem eigentlichen Messprozess, bei dem ein Strom
zwischen System und Messgera¨t fließt, ko¨nnen z.B unterschiedliche Massenpoten-
tiale der angeschlossenen Gera¨te zu Sto¨rungen fu¨hren. Die verwendeten Schaltun-
gen begrenzten den Messstrom und verhinderten weitere Sto¨rungen.
Fu¨r die Messung der Zeitreihen und Spektren des Systems musste die Auskopp-
lung so gestaltet werden, dass sowohl Gera¨te mit hochohmigen Eingangswiderstand
(Transientenkarte und Oszilloskop) als auch der Spektrumanalysator mit einem Ein-
gangswiderstand von 50Ω angeschlossen werden konnten. Zur Auskopplung wurde
an den Messpunkten von V1, V2 und V3 ( vgl. Abb. 2.1) Auskopplungsschaltungen
angeschlossen. Die drei Schaltungen sind identisch und bestehen aus zwei hinter-
einander geschalteten Versta¨rkern.
In Abb. A.1 ist eine Skizze der verwendeten Auskopplung zu finden. Der Op1-
Versta¨rker ist als nichtinvertierender Versta¨rker mit einem Versta¨rkungsfaktorG = 1
aufgebaut. Um einen mo¨glichst geringen Messstrom aus dem Shinriki-System in die
Messaparatur zu verursachen, wurde hier ein AD711JN Op-Versta¨rker von Analog
Devices verwendet. Dieser besitzt einen hohen Eingangswiderstand von 1012Ω an
beiden Einga¨ngen des Op-Versta¨rkers [78]. Aufgrund des hohen Eingangswider-
standes wird diese Schaltung bei hochohmigen Verbrauchern (Transientenkarte und
positiver Eingang des Op2-Versta¨rkers) eingesetzt. Ein weiter Vorteil liegt in der
Verschaltung als nichtinvertierender Versta¨rker: Die Ru¨ckkopplung der Ausgangs-
spannung des Op-Versta¨rkers geschieht am negativen Eingang. Die Eingangsspan-
nung des Schwingkreises liegt hingegen am positiven Eingang. Dies ermo¨glicht eine
effektive Entkopplung der Messaparatur vom Schwingkreis.
Fu¨r die zweite Versta¨rkerschaltung in Abb. A.1 wurde ein AD844AN Op-Versta¨rker
von Analog Devices benutzt [79], dessen Eingangswiderstand am invertierenden
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Abbildung A.1: Skizze der verwendeten Auskopplungsschaltung.
Eingang 50Ω und am positiven Eingang 10MΩ betra¨gt. Mit diesen unterschied-
lichen Eingangswidersta¨nden eignet sich dieser Op-Versta¨rker fu¨r Anwendungen,
bei denen einerseits eine Begrenzung des Messstromes gefragt ist, andererseits nie-
derohmige Verbraucher angeschlossen sind. Die dargestellte Verschaltung des Op2-
Versta¨rkers als nichtinvertierender Versta¨rker folgt diesem Gedanken: Die Eingangs-
spannung liegt am hochohmigen Eingang an und minimiert so den Eingangsstrom in
den Op-Versta¨rker. Andererseits ermo¨glicht die Ru¨ckkopplung der Ausgangsspan-
nung des Op-Versta¨rkers u¨ber den Spannungsteiler (R2 undR3) auf den invertieren-
den Eingang das Treiben von niederohmigen Verbrauchern (Spektrumanalysator).
Bei der Umsetzung dieses Entwurfs wurden fu¨r die drei Widersta¨nde folgende Wer-
te benutzt: R1 = 51Ω, R2 = 16kΩ und R3 = 30kΩ. Der Widerstand R1 bietet
dabei eine Anpassung an das angeschlossene BNC-Kabel zwischen Schwingkreis
und Transientenkarte. Der Wert von R2 und R3 fu¨hren zu einem Versta¨rkungsfaktor
des zweiten Versta¨rkers von G = 1 + R3/R2 ≈ 3. Die Op-Versta¨rker wurde mit
einer Versorgungsspannung von±15V betrieben. Die Konstanz dieser Spannungen
wurde u¨ber parallelgeschaltete Kondensatoren (C = 0.1µF) gewa¨hrleistet.
Wa¨hrend die Anforderungen der Auskopplungsschaltung bezu¨glich der Fre-
quenzbandbreite durch die niedrige Schwingkreisfrequenz von 630Hz gering sind,
musste bei der Einkopplungsschaltung die Bandbreite deutlich gro¨ßer sein. Diese
ho¨here Bandbreite war wegen der Experimente zur rauschinduzierten Krise notwen-
dig, bei denen ein farbiges Rauschen mit einer maximalen Bandbreite von 0.1Hz bis
70kHz eingekoppelt wurde. Die Experimente zur stochastischen Resonanz an der
rauschinduzierten Krise erfordeten die Mo¨glichkeit, gleichzeitig das Rauschen und
eine weitere Modulation am Schwingkreis anzulegen.
Abb. A.2 zeigt eine Einkopplungsschaltung, die diese Anforderungen erfu¨llt. Die
Funktionsgeneratoren sind jeweils an einem invertierenden Versta¨rker angeschlos-
sen. Die Ausgangsspannungen der Versta¨rker werden durch einen Addierer aufsum-
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Abbildung A.2: Skizze der verwendeten Einkopplungsschaltung.
miert und u¨ber einen weiteren invertierenden Versta¨rker in das System am Kontroll-
parameter R ( vgl. Abb. 2.1) eingekoppelt.
Das Rauschen kann an den OP1-Versta¨rker angelegt werden. Als OP-Versta¨rker
diente wieder der AD844AN, der sich durch eine hohe Bandbreite von 60MHz aus-
zeichnet [79]. Das Rauschen wird am Widerstand R1 abgegriffen, der mit 51Ω auf
den niederohmigen invertierenden Eingang des AD844AN angepasst ist. Bei der
Verwendung des AD844AN als invertierendem Versta¨rker ergibt als den Versta¨r-
kungsfaktor dieser Schaltung G = −1. Fu¨r den zweiten invertierenden Versta¨rker,
an dem die periodische Modulation mit einer maximalen Frequenz von 50Hz an-
geliegt, muss die Bandbreite nicht so groß sein. Deshalb wurde als OP2-Versta¨rker
ein AD711JN von Analog Devices eingesetzt, dessen Bandbreite mit 3MHz an-
gegeben wird [78]. Die beiden Widersta¨nde des Invertieres wurden gleich gewa¨hlt
(R2 = 1kΩ), woraus auch fu¨r diesen Versta¨rker ein Versta¨rkungsfaktor vonG = −1
folgt.
Der auf die Versta¨rker folgende Addierer erfu¨llt neben seiner offensichtlichen Auf-
gabe – dem Summieren der Signale – noch einen weiteren Zweck: Durch den
nichtinvertierenden Addierer werden die Funktionsgeneratoren vom Shinriki-Oszil-
lator entkoppelt. Dies geschieht, wie bei der Auskopplungsschaltung erla¨utert, durch
die Trennung der Spannungen, die am positiven und negativen Eingang des Op-
Versta¨rkers anliegen. Um keine Verluste in der Frequenzbandbreite der Schaltung
zu erhalten, wurde als OP3-Versta¨rker ein AD847JN von Analog Devices einge-
setzt. Dieser Op-Versta¨rker hat eine Frequenzbandbreite von 50MHz und an bei-
den Einga¨ngen einen Eingangswiderstand von 300kΩ [80]. Durch diese hochohmi-
gen Einga¨nge kann der Operationsversta¨rker als nichtinvertierender Summierer ver-
schaltet werden. Die verschiedenen Widersta¨nde in der Schaltung sind R3 = 510Ω
und R4 = 1.2kΩ, woraus ein Versta¨rkungsfaktor G = 1 resultiert [81].
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Der letzte invertierende Versta¨rker dieser Schaltung wurde mit einem Op-Versta¨rker
vom Typ AD844AN aufgebaut. Die Verwendung eines negativen Versta¨rkers als
Abschluss einer Einkopplungsschaltung ist aus Gru¨nden der Rauschstabiltita¨t im-
mer ratsam [81]. Aus den Widerstandswerten R3 und R4 folgt ein Versta¨rkungsfak-
tor von G = −2, bei dem der AD844AN eine Frequenzbandbreite von 33MHz auf-
weisst [79]. Somit limitiert dieser Versta¨rker die maximale Frequenzbandbreite der
Einkopplungsschaltung. Von Vorteil ist die Versta¨rkung von −2, da sie den unter-
suchbaren Amplitudenbereich der Modulation erheblich vergro¨ßert. Daru¨berhinaus
ist die Gesamtversta¨rkung der Einkopplungschaltung positiv, was die Auswertung
der Kreuzkorrelationsfunktion vereinfacht.
Anhang B
Schmitt-Trigger
Wa¨hrend in Kapitel 4 nur die Messergebnisse zur stochastischen Resonanz am rea-
len Schmitt-Trigger vorgestellt wurden, finden sich hier die experimentellen Details
der verwendeten Schaltung. Neben den Schaltungsdetails werde ich weitere Mes-
sergebnisse zur raumzeitlichen stochastischen Resonanz an einem Ring aus vier
Schmitt-Triggern vorstellen. Bei geeigneter raumzeitlicher Modulation zeigt dieser
Ring stochastische Multiresonanz.
B.1 Aufbau und Messungen
Aus dem Schaltdiagramm des invertierenden Schmitt-Triggers in Abb. 4.1(a) ergibt
sich eine Schwellenspannung VTH , die nur von der Wahl der beiden Widersta¨nde
R1, R2 und den Sa¨ttigungsspannungen V±sat des Op-Versta¨rkers abha¨ngt [81]:
VTH = − R1
R1 +R2
V±sat. (B.1)
Als Op-Versta¨rker wurde im Experiment ein TL081 verwendet, dessen Versorgungs-
spannung bei ±5V lag. Aus der Versorgungsspannung ergibt sich eine Sa¨ttigungs-
spannung von ungefa¨hr ±4.2V [82]. Die Widersta¨nde wurden mit R1 = 5.1kΩ und
R2 = 390Ω gewa¨hlt, woraus sich die Schwellenspannung als VTH ≈ ±280mV
ergibt.
Um experimentelle Ergebnisse gut mit theoretischen Vorhersagen vergleichen
zu ko¨nnen, muss der Schmitt-Trigger sehr schnell zwischen den beiden Zusta¨nden
springen ko¨nnen. Die Geschwindigkeit eines Wechsels ha¨ngt von der slew rate
des Op-Versta¨rkers ab. Mit 13V/µs ist diese beim TL081 relativ hoch [82]. Be-
achtet man, dass die Differenz der Ausgangsspannungen beider Zusta¨nde kleiner
als 10V ist, folgt eine Sprungzeit von < 1µs. Mit diesem experimentellen Aufbau
ko¨nnen die Experimente zur stochastischen Resonanz mit einem Rauschgenerator
hoher Bandbreite durchgefu¨hrt werden. Bei der Messung der stochastischen Re-
sonanz, dargestellt in Abb. 4.3, wurde ein Rauschgenerator von Hewlett-Packard
(HP33120A) verwendet, der eine Bandbreite von 10MHz besitzt. Die periodische
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Abbildung B.1: (a) Schematische Darstellung des Ringes aus vier gekoppelten
Schmitt-Triggern. (b) Schaltdiagramm eines Einzelelements mit Summierer und
Kopplungschaltung zum Nachbarelement.
Modulation hatte eine Amplitude von Am = 100mV und eine Frequenz von 1kHz.
Analog zu den sonstigen vorgestellten Messungen, wurde die Kreuzkorrelations-
funktion direkt in Labview berechnet, nachdem die Signale mit der Meilhaus 2600
Transientenkarte aufgezeichnet wurden.
B.2 Raumzeitliche stochastische Resonanz
Die stochastische Resonanz in ra¨umlich ausgedehnten Systemen spielt in der ak-
tuellen Forschung eine große Rolle. Gerade im Bereich der Neurologie ist man mit
der gekoppelten Dynamik vieler Einzelelemente konfrontiert, die stochastische Re-
sonanz zeigen. Dabei zeigt sich, dass die stochastische Resonanz in gekoppelten
Systemen zu einer deutlichen Erho¨hung der Korrelation zwischen Signal und Sys-
temdynamik fu¨hren kann [52].
Der Effekt dieser Versta¨rkung tritt auch in einem Ring aus gekoppelten Schmitt-
Triggern auf. In Abb. B.1(a) ist der verwendete Aufbau schematisch dargestellt. Die
Kopplung zwischen den einzelnen Schmitt-Triggern war unidirektional, so dass die
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Dynamik von Element (i) direkt von der Dynamik des Elements (i − 1) beein-
flusst wurde nicht aber vom Element (i + 1). Daru¨ber hinaus konnte durch den
invertierenden Versta¨rker (vgl. Abb. B.1(b)) die Sta¨rke der negativen Kopplung G
vera¨ndert werden. Die Konfiguration dieses Rings mit unidirektionaler, negativer
Kopplung erinnert an eine antiferromagnetische Spinkette, denn die negative Kopp-
lung begu¨nstigt eine alternierende Ausrichtung der benachbarten Elemente.
Fu¨r die Untersuchung der stochastischen Resonanz wurden neben dem Kopplungs-
signal an jeden Schmitt-Trigger ein Rauschen und eine periodische Modulation an-
gelegt. Die periodische Modulation hatte eine feste Frequenz, allerdings konnte ei-
ne Phasendifferenz zwischen den benachbarten Elementen (i) und (i + 1) vorlie-
gen, was zu einer raumzeitlichen Modulation fu¨hrt. Durch die Ringsymmetrie mit
periodischen Randbedingungen konnten der Einfluss durch Phasendifferenzen von
∆ϕ = ϕi − ϕi+1 = 0, pi/2, pi und 3pi/2 auf die stochastische Resoanz untersucht
werden.
In den Experimenten wurde insbesondere das Zusammenwirken von raumzeitlicher
Modulation und negativer Kopplung studiert. Wa¨hrend die negative Kopplung im-
mer eine alternierende Ausrichtung der Schmitt-Trigger begu¨nstigt, ist dies fu¨r die
verschiedenen Werte der Phasenverschiebung nicht der Fall. Liegt keine Phasen-
verschiebung (∆ϕ = 0) in der Modulation vor, begu¨nstigt die Modulation eine
Konfiguration, bei der alle Schmitt-Trigger im gleichen Zustand sind. Kopplung
und Modulation wirken folglich gegeneinander. Bei einer Phasenverschiebung von
∆ϕ = pi fu¨hrt der Einfluss von Kopplung und Modulation zur selben alternie-
renden Ausrichtung, und eine Versta¨rkung ist zu erwarten. Die Fa¨lle ∆ϕ = pi/2
und 3pi/2 liegen zwischen den beiden Extremen: Wa¨hrend einer Periodendauer
der Modulation treten Bereiche auf, in denen die alternierende Konfiguration der
Schmitt-Trigger begu¨nstigt bzw. behindert wird. Dieser sta¨ndige Wechsel zwischen
Begu¨nstigung und Behinderung der alternierenden Konfiguration ist am Beispiel
von ∆ϕ = pi/2 in Abb. B.2 dargestellt. Unter der jeweiligen Modulation ist eine
Zeitreihe des Schmitt-Triggers fu¨r den Fall gegeben, dass dieser der Modulation
folgt. In denen mit Pfeilen angedeuteten Bereichen, wird die alternierende Kon-
figuration durch negative Kopplung vom Nachbarelement begu¨nstigt. Aus diesem
Schema kann man entnehmen, dass es entlang der Kette nicht nur zu einem zeit-
lichen Wechsel zwischen gu¨nstiger und ungu¨nstiger Beeinflussung der Einzelele-
mente kommt, denn in den zeitlichen Bereichen, in denen Element (i) und (i + 1)
eine gu¨nstige alternierende Struktur haben, ist das Element (i) selbst ungu¨nstig zu
dem Element (i − 1) ausgerichtet ist. Damit kommt zum zeitlichen Wechsel von
gu¨nstiger und ungu¨nstiger Ausrichtung der Einzelelemente ebenso ein ra¨umlicher
Wechsel entlang der Kette.
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t
Abbildung B.2: Schematische Darstellung des Wechsels zwischen gu¨nstiger und
ungu¨nstiger Ausrichtung zwischen den Schmitt-Triggern entlang des Rings fu¨r
∆ϕ = pi/2. Unter der jeweiligen Modulation ist der Ausgang des Schmitt-Triggers
skizziert. In den mit Pfeilen gekennzeichneten Bereichen begu¨nstigt der vorherge-
hende Schmitt-Trigger im Ring den aktuellen Zustand.
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Abbildung B.3: Messung der Kramerszeit TK eines Schmitt-Triggers im Ring in
Abha¨ngigkeit von der angelegten Rauschsta¨rke
√
D und dem Kopplungswiderstand
Rvar .
Bei den experimentellen Untersuchungen wurden die gleichen Funktions- und
Rauschgeneratoren benutzt wie zuvor. Fu¨r die raumzeitliche Modulation waren al-
lerdings zwei HP8116A Funktionsgeneratoren notwendig. Modulationsfrequenz und
Amplitude waren 1kHz und Am = 100mV. Der Op-Versta¨rker, die Widerstands-
werte und die Versorgungsspannung des Schmitt-Triggers sind identisch mit denen
der Untersuchung am Einzelelement. Der in Abb. B.1(b) gezeigte Summierer hat-
te eine Versta¨rkung von eins (R = 5.1kΩ). Um den Einfluss der raumzeitlichen
Modulation bei unterschiedlichen Kopplungen zu untersuchen, wurde der invertie-
rende Kopplungsversta¨rker mit einem variablen Widerstand aufgebaut. Die Sta¨rke
der Kopplung ergibt sich aus:
G =
Rvar
Rfest
=
Rvar
43kΩ . (B.2)
Um die Messung zu automatisieren, wurden digital ansteuerbare Widerstande von
Xicor [15] verwendet, die zwischen 0 (keine Kopplung) und 10kΩ (starke Kopp-
lung) in 100 Schritten variert werden konnten. Eine Vera¨nderungen der Kopplungs-
sta¨rkeGwurde global durchgefu¨hrt, wodurchG im ganzen Ring immer einen festen
Wert hatte.
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Fu¨r den Summierer und die Kopplung wurde wieder der Op-Versta¨rker TL081 be-
nutzt. Um die Sta¨rke der Kopplung und des Rauschens frei zu wa¨hlen und dennoch
die Linearita¨t des Summierers und des invertierenden Versta¨rkers zu gewa¨hrleisten,
wurde eine Versorgungsspannung von ±15V angelegt.
Mit dem automatisierten Messaufbau wurde fu¨r jede mo¨gliche Phasenverschiebung
an 18000 Wertepaaren von Kopplungs- und Rauschsta¨rke Zeitreihen eines einzel-
nen Schmitt-Triggers aufgenommen. Die La¨nge dieser Zeitreihen betrug etwa 1000
Modulationsperioden. Die hieraus berechnete Kreuzkorrelation zwischen Ausgang
und periodischem Eingang des Schmitt-Triggers hing, wie durch die Ringsymme-
trie zu erwarten, nicht von der speziellen Wahl des ausgewerteten Schmitt-Triggers
im Ring ab.
Bei der Untersuchung des Ringes wurde zuna¨chst ohne zusa¨tzliche Modula-
tion der Einfluss von Kopplung und Rauschsta¨rke auf die Sprungrate untersucht.
Die Messergebnisse finden sich in Abb. B.3. Man sieht deutlich, dass die darge-
stellte Kramerszeit TK fu¨r einen festen Wert von
√
D bei Erho¨hung der Kopplung
zuna¨chst geringer wird. Oberhalb einer bestimmten Kopplungssta¨rke steigt TK wie-
der an. Wie bei anderen Systemen, die stochastische Multiresonanz zeigen, ist TK
also keine monotone Funktion. Der spezielle Verlauf von TK ist im Ringsystem
einfach zu erkla¨ren: Bei geringer Kopplung wird die Verweildauer TK des gemes-
senen Schmitt-Triggers wenig durch das stochastische Springen des angekoppelten
Nachbar-Schmitt-Triggers beeinflusst. Der Wert von TK ha¨ngt im wesentlichen von
der eingestellten Rauschsta¨rke ab. Bei ho¨heren Kopplungssta¨rken steigt der Ein-
fluss der Dynamik des Nachbarelements zuna¨chst an. Hierbei fu¨hrt die Kombina-
tion von stochastischen Spru¨ngen des Nachbarelements und des lokal anliegenden
Rauschens zu einer deutlichen Abnahme von TK . Oberhalb einer gewissen Kopp-
lungssta¨rke u¨berwiegt der ordnende Einfluss der Kopplung das Rauschen. Durch
die starke Kopplung sind die Elemente des Rings alternierend angeordnet und nur
noch vereinzelt ist die Amplitude des Rauschens groß genug, um einen Sprung aus-
zulo¨sen. Dadurch wa¨chst TK wieder an, allerdings breiten sich Spru¨nge bei diesen
Kopplungssta¨rken gleich durch den ganzen Ring aus.
In der Abb. B.4 sind die Ergebnisse dieser Untersuchung zusammengefasst. Das
konstruktive Zusammenspiel bei einer Phasenverschiebung von ∆ϕ = pi fu¨hrt zu
einer stochastischen Resonanz, die sich im farbkodierten Konturplot (Abb. B.4 un-
ten rechts) durch einen weiten Bereich hoher Korrelation auszeichnet. Die Verschie-
bung der maximalen Versta¨rkung zu ho¨heren Werten fu¨r Kopplung und Rauschsta¨rke
sind bereits aus numerischen Untersuchungen bekannt [52]. Die Daten fu¨r ∆ϕ = 0
(Abb. B.4 oben links) zeigen dem destruktiven Zusammenspiel von Kopplung und
raumzeitlicher Modulation entsprechend einen sehr kleinen Bereich, in dem es zur
charakteristischen Versta¨rkung durch stochastische Resonanz kommt. Die Ergeb-
nisse dieser beiden Messungen besta¨tigen fru¨here theoretische [52] und neuere ex-
perimentelle Untersuchungen [83]. So kann fu¨r ∆ϕ = pi gezeigt werden, dass die
Kreuzkorrelationsfunktion eines Schmitt-Triggers im Ring gro¨ßere Werte annimmt
als bei einem Schmitt-Trigger ohne Kopplung [70]. Insbesonder fu¨hrt eine Phasen-
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Abbildung B.4: Die gemessene Kreuzkorrelationsfunktion C0 eines Schmitt-
Triggers im Ring als Funktion der Rauschsta¨rke
√
D und des Widerstandes Rvar
fu¨r die verschiedenen Phasenverschiebungen von ∆ϕ = pi, ∆ϕ = 0, ∆ϕ = pi/2
und ∆ϕ = 3pi/2.
verschiebung von ∆ϕ = pi zur netzwerkversta¨rkten stochastischen Resonanz (ar-
ray enhanced stochastic resonance). Bei uniformer Anregung ohne Phasendifferenz
hingegen nimmt die Kreuzkorrelationsfunktion eines Schmitt-Triggers im Ring ver-
glichen mit den Ergebnissen des ungekoppelten Systems kleinere Werte an.
Die Ergebnisse fu¨r eine Phasenverschiebung von ∆ϕ = pi/2 bzw. 3pi/2 ( siehe
Abb. B.4 oben rechts bzw. unten links) unterscheiden sich deutlich von den Ergeb-
nissen der vorherigen Untersuchungen. Neben einem Bereich in dem die Kreuzkor-
relationsfunktionC0 positive Werte aufweisst, zeigen beide Messungen bei ho¨heren
Kopplungssta¨rken ein Minimum von C0 mit negativen Werten (blaue Farbe in der
Graphik) und damit raumzeitlich induzierte stochastische Multiresonanz. Die Ma-
ximalwerte von C0 zeigen im Vergleich zum ungekoppelten Schmitt-Trigger, dass
nur fu¨r ∆ϕ = 3pi/2 der Effekt der netzwerkversta¨rkten stochastischen Resonanz
auftritt.
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Eine theoretische Erkla¨rung fu¨r die Ursachen der raumzeitlich induzierten stochas-
tischen Multiresonanz steht noch aus. Mit Hilfe der mittleren Verweildauer TK im
Ring (Abb. B.3) kann der Verlauf von C0 abgescha¨tzt werden. Die hierbei verwen-
dete Methode ist analog zur Berechnung des zu erwartenden Verlaufes von C0 im
Shinriki-Oszillator (vgl. Abb. 5.7 und Gl.(4.29)). Bei der Beurteilung der Ergeb-
nisse muss beru¨cksichtigt werden, dass die Methode in dieser Form nur fu¨r Ein-
zelelemente gilt und den Einfluss durch Kopplung nicht entha¨lt. Trotzdem deckt
sich erwartete Verlauf von C0 weitgehend mit den experimentellen Ergebnissen fu¨r
∆ϕ = pi/2. Da hier das Minimum bei geringen Kopplungssta¨rken auftritt, scheint
die Abscha¨tzung ohne Beru¨cksichtigung der Nachbarkopplung noch hinreichend
gut zu sein.
Bei der Kla¨rung der Ursache von raumzeitlich induzierter stochastischer Multire-
sonanz wird die Tatsache, dass sie nur bei Phasenverschiebungen von ∆ϕ = pi/2
und 3pi/2 auftritt (nicht aber fu¨r ∆ϕ = 0 und pi) eine wichtige Rolle spielen. Wie
in Abb. B.2 gezeigt, tritt hier ein komplizierter Wechsel zwischen zeitlichen und
ra¨umlichen Abschnitten gleichgerichteter und gegeneinanderwirkenden Einflu¨ssen
von Modulation und Kopplung auf, die vermutlich wesentlich zur stochastischen
Multiresonanz beitragen.
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