We use a generalized Brownian motion process to define the generalized Fourier-Feynman transform, the convolution product, and the first variation. We then examine the various relationships that exist among the first variation, the generalized Fourier-Feynman transform, and the convolution product for functionals on function space that belong to a Banach algebra S(L ab [0,T ] [11, 12] , various results involving the FFT and the convolution product.
Introduction.
The concept of L 1 analytic Fourier-Feynman transform (FFT) was introduced by Brue in [1] . In [3] , Cameron and Storvick introduced an L 2 analytic FFT. In [13] , Johnson and Skoug developed an L p analytic FFT for 1 ≤ p ≤ 2, which extended the results in [1, 3] and gave various relationships between the L 1 and L 2 theories. In [10] , Huffman et al. defined a convolution product for functionals on Wiener space and obtained, in [11, 12] , various results involving the FFT and the convolution product.
Both the FFT and the convolution product are defined in terms of a Feynman integral. In this paper, we extend the ideas of [10, 11, 12] from the Wiener process to more general stochastic process. We note that the Wiener process is free of drift and is stationary in time. However, the stochastic process considered in this paper is subject to drift and nonstationary in time.
In Section 2, we consider the function space induced by a generalized Brownian motion process and define several concepts. In Section 3, we examine all relationships involving exactly two of three concepts of transform, convolution product and first variation of functionals in S (L ab [0,T ] ). In Section 4, we examine all relationships involving all three of theses concepts where each concept is used exactly once. [0,T ] ) is the Borel σ -algebra of C ab [0,T ] . Note that we can also express x in the form
Definitions and preliminaries. Let D = [0,T ] and let (Ω,
where w(·) is the standard Brownian motion process [6, 7] . 
where |a| denotes the total variation [6, 7] . A subset B of C ab [0,T ] is said to be scale-invariant measurable [8, 14] provided that ρB is Ꮾ(C ab [0,T ] )-measurable for all ρ > 0, and a scale-invariant measurable set N is said to be scale-invariant null set provided that µ(ρN) = 0 for all ρ > 0. A property that holds except on a scale-invariant null set, is said to hold on scale-invariant almost everywhere (s-a.e.). If two functionals F and G defined on C ab [0,T ] are equal s-a.e., we write F ≈ G.
We denote the function space integral of a Ꮾ(
whenever the integral exists.
We are now ready to state the definitions of the generalized analytic Feynman integral.
Definition 2.1. Let C denote the complex numbers. Let C + = {λ ∈ C : Reλ > 0} andC + = {λ ∈ C : λ ≠ 0 and Re λ ≥ 0}. Let F : C ab [0,T ] → C be such that, for each λ > 0, the function space integral
for all λ > 0, then J * (λ) is defined to be the analytic function space integral of F over C ab [0,T ] with parameter λ, and for λ ∈ C + we write
Let q ≠ 0 be a real number and let F be a functional such that E an λ [F ] exists for all λ ∈ C + . If the following limit exists, we call it the generalized analytic Feynman integral of F with parameter q and we write
where λ approaches −iq through C + .
Next we state the definition of the generalized FFT (GFFT). and we call H the scale-invariant limit in the mean of order p . A similar definition is understood when n is replaced by the continuously varying parameter λ. Let real q ≠ 0 be given.
if it exists. We define the L 1 analytic GFFT, T 
(2.13)
We finish this section by giving the definition of the first variation δF of the functional F [2, 5] .
(2.14)
(if it exists) is called the first variation of F .
The following analytic Feynman integration formula is used throughout: 
show that it contains many functionals of interest in Feynman integration theory [3, 4, 6, 7, 13, 14, 15, 16, 17] . Also, let
Remark 3.1. Throughout, we choose the variance function b(·) which is strictly increasing such that the function p defined by
This will insure that the first variation,
, that arises will exist for all w ∈ A (see [9] ).
In our first lemma, we obtain a formula for the first variation of functionals in
Furthermore, as a function of y, δF (y | w) is an element of S(L ab [0,T ]).
Proof. By using the definition of the first variation, we see that
where
In our next theorem, we obtain the transform of functional in S(L ab [0,T ] 
Proof. By (2.8), the Fubini theorem, and (2.15), we have, for all λ > 0,
for s-a.e. y ∈ C ab [0,T ] . But the last equation above is analytic throughout C + and is continuous onC + , since f is a finite Borel measure. Thus (3.9) is established.
In the following theorem, we obtain the convolution product of functionals in S(L ab [0,T ] ).
Theorem 3.4. Let F ∈ S(L ab [0,T ]) be given by (3.1), and let G ∈ S(L ab [0,T ]) be given by (3.5). Then their convolution product (F * G) q exists for all real q ≠ 0 and is given by the formula
Proof. By using (2.13), the Fubini theorem, and (2.15), we have that for all λ > 0,
for s-a.e. y ∈ C ab [0,T ] . But the last equation above is analytic throughout C + , and is continuous onC + . Thus we have the desired result.
Next, we obtain the transform of the convolution product. 
for s-a.e. y ∈ C ab [0,T ] , where F 1 and G 1 are given by (3.15) below.
Proof. Let p ∈ [1, 2] and q ∈ R −{0}. Using (2.15), (3.9), and (3.11), we see that
for s-a.e. y ∈ C ab [0,T ] , where 
for every E ∈ Ꮾ(L ab [0,T ] ), and so f 2 ≤ f and g 2 ≤ g .
In the next theorem, we obtain that the transform with respect to the first argument of the variation equals the variation of the transform. 
Proof. By using (3.6), the Fubini theorem, (2.15), and (3.9), we have that
for s-a.e. y ∈ C ab [0,T ] as desired.
In the next theorem, we obtain the transform with respect to the second argument of the variation.
Theorem 3.8. Let F , p, q, and w be given as in Theorem 3.7. Then, for s-a.e. y ∈ C ab [0,T ],
T (p) q δF (y | ·) (w) = δF (y | w) + i i q 1/2
L ab [0,T ] (u, a) exp i u, y df (u). (3.24)
Proof. Using (2.11) and (3.6), we obtain
for s-a.e. y ∈ C ab [0,T ] . In particular, if a ∈ A then (u, a) = u, a and so
In our next theorem, we obtain the first variation of convolution product of functionals F and G in S(L ab [ 
0,T ]).
Theorem 3.9. Let F , p, q, and w be given as in Theorem 3.7 and let G be given by (3.5) Proof. The proof of (3.27) can be obtained by using (3.6) and (3.11).
with L ab [0,T ] v b |dg(v)| < ∞. Then for s-a.e. y ∈ C ab [0,T ], we obtain the formula
In our next theorem, we obtain the convolution product of the first variation with respect to the first argument.
Theorem 3.10. Let F , G, p, q, and w be given as in Theorem 3.9. Then for s-a.e. y ∈ C ab [0,T ], (δF (· | w) * δG(· | w)) q (y) exists and is given by the formula
(3.28)
Proof. By using (2.13), (3.6), the Fubini theorem, and (2.15), we have
anf q C ab [0,T ] u, w v, w
for s-a.e. y ∈ C ab [0,T ] .
In our next theorem, we obtain the convolution product of the first variation with respect to the second argument. 
Proof. For each u, v ∈ L ab [0,T ], we have
But, by using (2.13), (3.6), the Fubini theorem, and (3.31), we have
Also, by using (3.24), the alternative expression in (3.30) is given by
(3.34)
Thus we have the desired result.
Relationships involving three concepts.
In this section, we look at all the relationships involving the transform, the convolution, and the first variation where each operation is used exactly once.
In our next theorem, we obtain the formula for transform with respect to the first argument of the variation of the convolution product which equals the variation of the transform of the convolution product. 1) where F 1 and G 1 are given by (3.15) .
. Then for s-a.e. y ∈ C ab [0,T ], T (p) q (δ(F * G) q (· | w))(y) exists and is given by the formula
Proof. By using (3.21) we have
Also, using (3.6) and (3.13), we obtain
In our next theorem, we obtain the transform with respect to the second argument of the variation of the convolution product. 
Proof. By using (3.11), (3.24), and (3.27), we obtain (4.4) above. In particular, if a ∈ A, then (u + v, a) = u + v, a and hence we have
Now we obtain formulas for the transforms of the convolution product with respect to the first argument of the variations. 
where F 1 and G 1 are given by (3.15) and
Proof. By using (3.13) and (3.21), we obtain (4.6) above. To establish (4.7), we note that, by the use of (2.15), (3.24), (3.28), and (3.31),
In our next theorem, we obtain the transforms of the convolution product with respect to the second argument of the variations. 
Proof. By using (2.11) and (3.30), we obtain (4.9).
Next, we obtain the variation of the convolution product of transforms. 
for s-a.e. y ∈ C ab [0,T ] where F 2 and G 2 are given by (3.19) .
Proof. By using (3.17) and the same calculation in the proof of Theorem 3.6, we obtain (4.10). Now, we obtain the formulas for convolution product of the variation of the transform. There are two cases; namely, we can take the convolution with respect to the first argument or the second argument of the variation. 
(4.12)
Proof. By using (3.22), (3.24) , and the same calculation in the proof of Theorem 3.6, we obtain (4.11). Further, proceeding as in the proof of Theorem 3.8 and using (3.33) and (3.22), we have (4.12). 
(4.13)
Proof. By using (3.24) and a direct calculation, we obtain (4.13).
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