Image fusaon m a y be used to combzne 
Introduction
The development of new imaging sensors has brought with it a need for image processing techniques that can effectively fuse images from different sensors into a single composite for interpretation. To date fusion h a s been considered primarily as a means for presenting images to humans. For example, IR and visible images may be fused as an aid to pilots landing in poor weather, or CT and NMR images may be fused as an aid to medical diagnosis. It may be expected that fusion can become equally important in combining images, and hence in compressing source image data, for interpretation by cornputer vision systems.
An image fusion technique is successful to the extent that it creates a composite that retains all useful information from the source images, and does not intrtr duce artifacts that could interfere with interpretation. Efforts to identify such techniques have only recently begun. The most direct approach to fusion is to sum and average the source images. Unfortunately this can produce unsatisfactory results. Features that appear in one source image but not in othcrs are rendered in the composite at reduced contrast or superimposed on features from other images, as in a photographic double exposure.
Perhaps the most promising approaches to fusion that have been studied thus far are those that perform im.sge combination in a pyramid transform domain. An image pyramid is first, constructed for each source image, then a pyramid is formed for the composite iniage by selecting coefficients from the source image pyramids. Finally, the composite image is recovered through an inverse pyramid t,ransform.
Severa.1 variations on pyramid-based fusion have been described. These differ in the type of pyramid transform used, and in the rules used to select transform coefficients that carry "salient" information for inclusion in the composite. The approach was first proposed as a model for binocular fusion in human stereo vision (Burt, 1984) . This implementation used a Laplacian pyramid and a "choose max" selection rule that, at each sample position in the pyramid, copied tlhat source pyramid coefficient with the maximum value to the composite pyramid. Toet (1989) proposed using a ratio of low pass pyramid and the same selection rule to fuse IR and visible image. Pavel. et. al. (1991) have used a related pyramid technique and a noise based selection rule to fuse millimeter wave sensor images with computer generated graphics. More recently fusion within a gradient pyramid was shown to provide improved stability and noise immunity (Burt. 1992) .
These methods generally appear to provide good results. One limithtion is in the fusion of patterns that have roughly equal salience but opposite contrast. This is a pathological case since image averaging results in pattern cancellation, and selection is unstable.
In this paper we present an extension to the pyramid approach to fusion. The modifications introduced are intended. to further improve stability and noise immunity, anti to address the pathological case of patterns with opposite contrast. We show diverse examples that suggest the proposed fusion approach is both general and robust.
We also suggest that fusion can be used as part of a general t,echnique for capturing enhanced images for use in computer vision. A set of images are obtained with a single sensor while imaging conditions are sys- tematically varied. These images are then fused to obtain a composite that can have greater information content than can be obtained directly from the sensor.
Problem Statement
A general view of image fusion is suggested in Figure   1 . A set of 2 or more source images, 11, 1 2 , ..., is obtained of a given scene viewed with different sensors or under different imaging conditions. Camera focus or exposure may be varied from image to image, or the positions of light sources may be changed. The source images may be obtained as objects move to reveal different portions of the background. In any case, each of the source images represents a partial view of the scene, and contains both "valid" and "invalid" data for the task at hand. The objective of image fusion is to combine the source images to form one composite image, F, (or multiple composite images, F1, Fz, ...) in such a way that valid data are retained from all source images, while invalid data are discarded. The combined image should also appear "natural" so that to fusion. This can be achieved by obtaining all source images from the same position, and using the same sensor and optics. It can also be achieved by electronically transforming (warping) images taken from nearby positions so that they are in registration. (Automatic registration of images obtained from different sensors, or under different imaging conditions, is a challenging computer vision task in its own right, and is beyond the scope of the present paper.)
Pyramid-Based Fusion
The pyramid may be said to implement a "pattern selective" approach to image fusion (Burt, 1992) . In effect, the composite images is constructed not a pixel at a time, but a feature at a time. Salient features are identified in each source image, then are copied, intact, to the composite image. Less salient features that may partially mask the more salient features are discarded. In this way features included in the composite are rendered at full contrast, and double exposure artifacts are avoided. According to this view, the pyramid transform decomposes each source image into a set of component patterns, the basis functions of the transform. Pyramid basis functions are compact, self similar, and of many scales (i.e., wavelets). Pattern selection is then performed at each sample position of the pyramid for the composite image: the sample value at a given position is simply assigned the value of the corresponding sample in the source pyramids that is judged to have the highest salience. An inverse transform for the composite pyramid then combines the selected patterns in a smooth, natural-looking way.
A general framework for pyramid based image fusion is shown in Figure 2 . This differs from earlier implementations in that it includes a local match measure, MAE, as well as area based saliency measures, S A and
S B .
To simplify notation we show the case in which there are just two source images, A and B, and a single composite image, C , although the methods described can be extended to larger numbers of source and composite images.
Image fusion is carried out in four steps: (i) construct a pyramid transform for each source image, (ii) compute match and saliency measures for the source images at each pyramid sample position, (iii) combine source pyramids to form a pyramid for the composite image, and (iv) recover the composite image through an inverse pyramid transform.
it can be readily interpreted by humans or machines using normal vision capabilities.
We assume that the source images are aligned prior
Pyramid transform
The fusion process begins with the construction of image pyramids Da and D E for the two im- In the present paper we implement fusion within a gradient pyramid. In this case basis functions are gradient-of-Gaussian patterns. Basis function for three successive pyramid levels and all four orientations are shown in Figure 3 . Each basis function is a shifted, scaled and rotated copy of a single prototype pattern. The gradient pyramid transform is given in the Appendix.
Match and salience measures
In pattern-selective fusion the composite image is assembled from selected component patterns of the source images. In the pyramid implementation, the pyramid basis functions serve as the component patterns.
Here we define two distinct modes of combination: selection and averaging. At sample locations where the source images are distinctly different, the combination process selects the most salient component pattern from the source pyramids and copies it to the composite pyramid, while discarding less salient patterns. But at sample locations where the source images are sirnilar, the process averages the source patterns. Again, selection avoid double exposure artifacts in the composite. Averaging reduces noise and provides stability where source images contain the same pattern information. Pattern selective image fusion is guided by two measures: a match measure that determines the mode of combination at each sample position (selection or averaging), and salience measures that determine which source pattern is chosen in the selection mode.
Salzence Measure: The salience of a particular compG nent pattern is high if that pattern plays a role in representing important information in a scene. Salience is low if the pattern represents unimportant information, or, particularly, if it represents corrupted image data. Specific measures of salience may be based on criteria for the vision task at hand. In general a pattern may be expected to be important if it is relatively prominent in the image. Thus the amplitude of a pattern can be taken as a generic measure of its salience Alternalively, the contrast of the component pattern with neiighboring patterns can provide that measure
We define salience at sample 6 as a local energy, or variance, within neighborhood p:
In practice the neighborhood p is small, typically including only the sample itself (point case) or a 3 by 3 or 5 by 5 array of samples centered on the sample (area case).
Match Measure: The match measure is used to determine which of the two combination modes to use at each sample position, selection or averaging. The relative aniplitudes of corresponding patterns in the two source pyramids can be used as a measure of their similarity, or match. Alternatively, the correlation between pyramids in the neighborhood of the source patterns can provide that measure. Here we define the match at sample 6 as a local normalized correlation within
Again, the neighborhood p may include only the given component pattern (point case) or it may include a local array of components (area case). MAE has value 1 for identical patterns, value -1 for patterns that are identical except that they have opposite sign, and a value between -1 and 1 for all other patters. Unlike the usual definition of normalized correlation, it has a value less that 1 for patterns that are identical except for a scale factor.
Combine source pyramids
The pattern selective step of image fusion is repeated at each pyramid sample position. If the match measure between images is low at a given position, then the coefficient from the source pyramid with the highest salience is copied to the composite pyramid. If the match measure is high, then coefficients for both source pyramids are averaged to obtain the value inserted in the composite pyramid.
This combination rule can be stated as a weighted average in which weights depend on the match and saliency measures. At each position 6 we assign weights WA and W B to the source images, and define the combined result as WA = w,,, and wn = w , ;~, else WA = w,in and W B = wrnax.
Inverse Pyramid Transform
The final step in fusion is an inverse pyramid transform in which the combined image, C , is recovered from its pyramid representation, Dc . The inverse transform for the gradient pyramid is given in the Appendix.
Examples
Three examples will now be given to illustrate the fusion process defined above. While these relate to quite different applications, all use the same choice of fusion parameters. Match and saliency measures are computed within a 3 by 3 neighborhood (p) and with the transit,ion cr between selection and fusion modes equal to .85. Image fusion by simple pixel averaging and by pyramid based pattern selection are shown in Figures c and  d respectively. Note that the pixel based method has a "muddy" appearance compared to the pattern based method. This is due primarily to the fact that averaging results in reduced contrast for all patterns that appear in only one source. Feature contrast is maintained in the pattern selective approach, and all sigThe functional relat,ionship between weights and salience and match measures can take many forms within the present framework. It is only assumed that if the similarity is low, so the match measure is below mode), On the hand, if the similarity is high, with correlation near 1, then weights are roughly .5 and .5 (averaging mode). The weights increase and This technique can be used to compress a large dynamic range signal (in excess of 8 bits in this case) to a much smaller dynamic range signal while retaining texture and other pattern structure.
Multi-sensor

Multi-focus
An early application of image fusion was to extend the effective depth of field of a camera (Adelson, 1984) . We show an example of this application with the fusion process defined here. Figure 6 shows the fusion of images obtained with a single camera, but with different settings of the focus. The two source images, Figures a and b , are of a person sitting in front of a computer screen with the camera focused first at a relatively short distance, so the hands and key board appear sharp, and second at roughly twice the distance, so the person's head appears in focus. Figure c shows the result of fusing these two images. Note that both hands and face now appear in focus. Future workstations may include cameras to provide a means of visual input. This example suggests how such systems can maintain an extended depth of field. The technique may be more important, however, in industrial inspection applications where the need to image objects at very short distances frequently leads to difficulties in maintaining depth of field. Additional images might be obtained to extend the depth of field still further.
Performance
Ultimately the performance of a fusion process must be measured as the degree to which fusion enhances a viewers ability to perform particular tasks, such as aircraft landing or medical diagnosis. We have not yet attempted this type of task-specific evaluation. Some performance characteristics of a fusion process can be measured independently of task. We have shown, for example, that the gradient pyramid provides more stable results than the Laplacian when used in video sequences and in the presence of motion or noise (Burt, 1992) . This greater stability of the gradient is likely to be due in part to the fact that it represents the image in terms of four times as many basis functions as the Laplacian, so that any inappropriate frame-to-frame changes in the selection at any one sample position will have proportionally less affect on the fused result. In addition it is likely to be due to the fact that the gradient pyramid coefficients take their maximum values at the locations of edge patterns in the corresponding source images, while the Laplacian coefficient take their maximum value either side of an edge, and zero value at the edge itself. When sample amplitude is used as the measure of salience (as in past implementations) the gradient is likely to be most stable along edge features.
In the present implementation we define salience in terms of local variance, so that selection is likely to be less sensitive to shifts of patterns in the scene or to noise that is uncorrelated within the local regions used to define variance.
We have also found that the use of the match measures addresses another problem with prior implementations that used salience only. This problem arises when the source image patterns at a given location have roughly equal salience but opposite contrast (sign). Prior methods often averaged source patterns in such cases, resulting in loss of contrast or even cancellation in the composite image. Here reversed contrast is detected by the match measure, and component patterns are combined by selection rather than averaging. Contrast is retained. The fusion algorithm has two parameters: the size of the neighborhood p used in computing salience and match measures, and the parameter a that determines how similar two pattern must be for the combination to be one of averaging rather than selection. These parameters may be expected to influence contrast and stability of the fused results.
We have examined fusion performance for a range of parameter values with the following general results: First, it 'was found that the fusion algorithm is remarkably insensitive to changes in these parameters. Except in extreme cases results are virtually identical. Second, when the size of the neighborhood p is large, e.g., 5 by 5, there is some loss of contrast. This is also true when the fusion parameter Q is small, e.g., .5 or less. Third, there is some loss in shift invariance and noise immunity when the size of support is reduced to just the s:ample itself, and Q is large, e.g., 1. Thus there is a tradeoff between sharpness and shift invariance. While further study will be required to identify "optimal" parameters, it should be stressed again that these are !jubtle effects, and that the main result of the present study is that performance is good over a broad range of these parameters.
The general results of this study can be explained as follows. Increasing the size of the support used in computing the salience measure decreases the contribution of incdividual sample values, and hence decreases the likelihood that noise or shifts in the image pattern relative to the sample grid will result in a reversal in selection. Decreasing Q has the effect of increasing the fraction of the component patterns that are combined through averaging rather than selection. Averaging also reduces sensitivity of the fusion process to small changes in sample values.
Composite Imaging
Image fusion has been viewed primarily as a means for extending the range of a sensor beyond it8s normal physikal limitations, or for circumventing uncontrollable factors in the environment that interfere with imaging. Thus fusion can extend the depth of focus of a camera, or extend its dynamic range. And fusion can be used to remove foreground moving objects from a background scene of interest.
However it appears that there may be an equally important role for fusion in obtaining enhanced images even when the full signal range of interest can be recorded at once with a single sensor. For example, sensors are now becoming available that are sensitive both in the visible and IR portions of the spectrum. It might be .assumed that use of such a sensor would eliminate the :need for fusing IR and visible images as in our The potential advantage of obtaining a broadband image through the fusion of a set of narrowband images arises from the fact that features of interest in a scene can often be enhanced using controlled narrowband sensing. The imaging conditions used in obtaining each narrowband image can be controlled to enhance a particular set of features in the scene. Imaging conditions are adjusted from image to image to obtain a set of narrow band images that highlight all features of interest in turn, while avoiding background clutter when possible. Then fusion combines these results in such a way that each feature has the contrast that it had under most favorable narrowband imaging conditions. In broadband sensing, feature contrast is diminished as results obtained with most favorable signal conditions are effectively averaged with results obtained under less favorable imaging conditions. Just as narrowband images enhance signal components of interest, they also isolate corrupting signals (e.g., spectral highlights). The fusion process preserves the desired signal components as they appear under best image conditions, while isolating and discarding corrupting signal components. In short, it may often be possible to obtain higher quality images for analysis by fusing a set of image obtained under deliberately restricted imaging conditions than by direct image capture with a broadband sensor. This composite imaging technique is summarized in Figure 7 .
Composite imaging is illustrated in Figure 8 . Here four (narrowband) images of an orange were obtained using four different light sources arranged in quadrants. Two of these source images are shown in Figs. a and b. Note that each enhances the surface texture in a different portion of the orange, and that each has a specular highlight. Figure c shows the result of averaging the four source images. Much the same (broadband) result would be obtained if a single image were obtained with all four lights on at once. Figure d shows the image obtained through pattern selective fusion of the four single light source images. Again we see that pixel averaging (or broadband image with all four lights on at once) results in loss of contrast in the surface tex-ture. Surface texture is retained when pattern selective fusion is used. Note that samples that are corrupted by specular highlights have also been discarded in the fusion process, and that the composite image appears to be more uniformly illuminated with fusion than with all four lights are on at once.
Summary and Comments
We have presented a general approach to image fusion and have shown that it can be applied to diverse fusion tasks. Fusion is performed in a pyramid transform domain. The implementation described here extends prior algorithms in two important respects. First, a measure of pattern match has been introduced to control the mode used in image combination, selection or averaging. Second, both this match measure and the salience measures of past implementations are now defined as functions of the neighborhood of each pyramid sample rather than functions of only the sample itself. The neighborhood size can be small, 3 by 3 in the examples shown here.
These modifications address problems that are encountered with past implementations of pyramid-based fusion. In particular they provide greater shift invariance and immunity to video noise, and they provide att least a partial solution to the problem of combining components that have roughly equal salience but opposite contrast: mismatched patterns always are handled through selection, never averaging.
The fusion algorithm was found to perform well (based on visual inspection) for a range of tasks without requiring adjustment of the algorithm parameters. In fact, results were remarkably insensitive to changes in these parameters, suggesting that the procedure is both robust and generic.
We have also outlined a composite imaging technique that may provide a new and powerful tool for image capture. By fusing a set of images obtained under restricted, narrowband, imaging conditions it is often possible to construct an image that has enhanced information content (and reduce data) when compared to a single image obtained directly with a broadband sensor. Reconstruction is completed by converting the FSD Laplacian to the RE Laplacian, Eq. A6, and then converting the FSD to the Gaussian, Eq. A3.
