In the literature, it has been noted that, if an analytic nonlinear plant has (1) a well-de ned relative degree and is (2) minimum-phase, it is possible to achieve asymptotic tracking for an open set of output trajectories containing the origin in C N m 0; 1), the space of N-times continuously di erentable functions taking values in IR m . When either of these su cient conditions is not met, various authors have investigated approximate analytic solutions, discontinuous solutions and solutions for restricted sets of trajectories. In this paper, it is shown that conditions (1) and (2) are necessary for the existence of an analytic compensator which yields asymptotic tracking for an open set of output trajectories.
1.

Introduction
Under the hypotheses that a given system possesses a vector relative degree (or that this can be achieved by dynamic compensation) and an asymptotically stable zero-dynamics, it is known how to construct internally stabilizing compensators such that the output of the system asymptotically approaches a desired trajectory, y d (t), for all y d (t) in the open neighborhood of the origin of C N m 0; 1) de ned by sup t 0 fky d (t)k; . . .; ky (N ) d (t)kg < , for N 0 and > 0 appropriately chosen. The rst solutions 18, 35, 37] explicitly placed a system inverse in the closed loop to generate the tracking control. More recently, it has been proposed to rst input-output linearize the system, render unobservable the system's zerodynamics, and then to apply standard linear theory to the resulting system 17]. It follows that one may not be able to nd a solution to the tracking problem via these methods for two reasons: (1) the regularity conditions needed to construct an input-output linearizing compensator or the system's inverse may not be met; (2) the system's zero-dynamics is not asymptotically stable.
If the trajectories to be followed are generated by a nite-dimensional exosystem 21, 23], or if discontinuous feedback is allowed 13], it is known that neither of these conditions, regularity nor asymptotically stable zero-dynamics, is necesssary. In a similar manner, when one wishes to track a single output trajectory, singularities may not be an obstruction 4, 20, 10] . On the other hand, whenever the class of desired trajectories y d (t) is given by sup t 0 fky d (t)k; . . .; ky (N ) d (t)kg < , and the system falls into the situations (1) or (2) above, only approximate solutions to tracking are known; indeed, all current approaches are based upon approximating the system by one for which a vector relative degree can be achieved and which possesses an asymptotically stable zero-dynamics 14, 16, 33] .
The goal of this paper is to establish to what extent such conditons are necessary for the existence of an analytic compensator yielding asymptotic tracking for an open set of output trajectories. Section 2 establishes the notation and recalls some background material; some standard terminology is not explicitly de ned in the paper and the reader is referred to the text books 22, 31] . In Section 3, the asymptotic and exact tracking problems are formulated and it is shown that any solution to the asymptotic tracking problem also provides a solution to the exact tracking problem from the origin. This result is fundamental in that it allows one to analyze many aspects of asymptotic tracking on the basis of the simpler, more highly structured property of exact tracking. Indeed, in Section 4, for the case of singleinput single-output (SISO) systems, this relationship is exploited to show that, whenever the plant is strongly accessible from the equilibrium, a well-de ned relative degree is a necessary condition for achieving asymptotic tracking. For multi-input multi-output (MIMO) systems, under the stronger hypothesis that the linearization of the plant is controllable, it is necessary that a vector relative degree at zero can be achieved by dynamic compensation. Though necessary and su cient conditions are known for when a vector relative degree can be achieved at a generic point of the state space, it is emphasized in Example 6.4 that only su cient conditions are known for achieving this at a given point. In Section 5, for locally controllable MIMO systems, it is established that under certain \regularity conditions" associated with system inverses and zero-dynamics, the minimum-phase property is also a necessary condition. These results highlight the interest of approximate solutions to the asymptotic tracking problem when a plant has singularities in its input-output map or has a non-asymptotically stable zero-dynamics. The paper is concluded in Section 6 by discussing the main results by means of several academic examples.
The open-loop counterpart to the problem treated in this paper is functional reproducibility 32, 18, 36, 37] . A remaining open question is whether a well-de ned relative degree is a necessary condition for a system initialized at an equilibrium to be able to reproduce a set of output trajectories de ned by sup t 0 fky d (t)k; . . .; ky Background and Notation
In this paper, we will be considering a ne analytic systems
where x 2 IR n ; u; y 2 IR m ; f(0) = 0 and the entries of f, the columns of g and the rows of h consist of analytic functions. An a ne analytic dynamic compensator for P is a second system C : _ = c(x; ) + d(x; )v u = (x; ) + (x; )v ; (2:2) where 2 IR ; v 2 IR m ; c(0; 0) = 0 ; (0; 0) = 0, the entries of c; d; and consist of analytic functions. The closed-loop system (2.1)-(2.2) will often be denoted by P C; it has input v and output y, sometimes denoted y P C .
In the case that (2.1) is a SISO system, it is said that P has a well-de ned relative degree at zero if there exists an integer r 1 such that
Still in the case of a SISO system, the relative degree of the compensator (2.2) is de ned on the basis of the closed-loop system P C, viewing v as the input and u as the output. Let
If (x; ) 6 0, C has a well-de ned relative degree at zero if (0; 0) 6 = 0. In the case of a SISO system, this immediately implies that it has a well-de ned relative degree at zero. For a MIMO system, (2.6) implies that the system's nonlinear structure at in nity, as characterized in 8], coincides with the structure at in nity of P L . Finally, C N m 0; T] will denote the space of N-times continuously di erentiable m-vector valued functions on 0; T]. The solution of (2.1) corresponding to the input u and initial state x(0) = x 0 will be denoted by x(t; x 0 ; u); the corresponding output will be denoted by y(t; x 0 ; u).
A Relation Between Asymptotic and Exact Tracking
In this Section, the local asymptotic and exact tracking problems are formulated. It is proven that any compensator solving the former also provides a solution to the latter. This property will be crucial to the development of Sections 4 and 5.
Consider the analytic plant P _ x = f(x) + g(x)u y = h(x) ; (3:1) where the state x 2 IR n ; u; y 2 IR m ; f(0) We now establish a relation between the asymptotic and exact tracking problems. Theorem 3.2: Consider the plant given by (3.1). Suppose that a compensator Q solves the local asymptotic tracking problem. Then, the same compensator Q solves the long-term local exact tracking problem from the origin. Moreover, the integer N describing the class of output trajectories can be taken to be the same, while the parameter is possibly reduced.
Proof: The idea of the proof is to show that if a given compensator does not solve the exact tracking problem, it cannot solve the asymptotic tracking problem. Let Q be any compensator of the form (3. in such a way that the asymptotic stability of the unforced system can be exploited. De ne a 0 = 0, a n+1 = a n + T + n + 2 and b n = a n + T + 1 for n 0. Set
Note thatỹ d consists of copies of y d shifted in time and separated by longer and longer intervals over which it is zero. By construction,ỹ d (t) 2 C N m 0; 1) and sup t 0 kỸ d (t)k K .
Since (3.4) is asymptotically stable, by standard arguments 15] the following hold:
1. 8 > 0, there exist 1 > 0; 0 < T < 1 such that if k(x 0 ; z 0 )k < 1 and y d (t) 0, then the solution of P Q (i.e. of (3.4)), initialized at t 0 = 0 at the point (x 0 ; z 0 ), satis es k(x(t); z(t))k < , for all t T.
2. 8 > 0, there exists 1 > 0 such that if sup t 0 kY d (t)k < 1 , then the solution of P Q initialized at (0,0) satis es k(x(t); z(t))k < , for all t 0.
We now use these properties in conjunction with Lemma 3.3 to show that the compensator Q does not provide asymptotic tracking ofỹ d . Indeed, set equal to of Lemma 3.3 and choose 1 and T according to (a). In (b), set = 1 and choose 1 accordingly. Then, for any > 0 such that sup t 0 kỸ d (t)k < 1 , the solution (x(t); z(t)) of P Q corresponding toỹ d and (x 0 ; z 0 ) = (0; 0) satis es k(x(t); z(t))k < 1 , for all t 0. Therefore, for any As this is true for all > 0 su ciently small, the local asymptotic tracking problem is not solved by Q. 
Regularity Properties of Tracking Loops
In this Section, it is shown that if a plant P has a controllable Jacobian linearization and the local exact tracking problem from the origin is solvable, then P can be dynamically input-output decoupled in a neighborhood of the origin. For the special case of SISO plants, the hypothesis on the controllability of the Jacobian linearization can be weakened to the strong accessibility of P from zero and it will be concluded that P necessarily has a wellde ned relative degree at zero. The development of these results will be based on the observation that a compensator solving the local exact tracking problem from the origin can be easily modi ed to yield a closed-loop system having a linear input-output behavior from the origin. Whenever the plant possesses certain controllability properties, it is always possible to construct a third compensator yielding a linear input-output behavior in an open neighborhood of the origin. This latter characteristic will allow us to show that P necessarily has the announced properties. SISO systems are rst treated in detail and the MIMO result is obtained by simple modi cations.
To establish the connection between tracking and linear input-output behavior, note that is such that y P Q (t) = y d (t); 0 t T , whenever P Q is initialized at 0, N+1 (0) = 0 and sup 0 t T fk 1 (t)k; . . .; k N+1 (t)kg < . By appending integrators to N+1 per _ N+1 = v in (4.2), and letting Q a denote the resulting compensator Q a : the system P Q a is a ne in v and exhibits an invertible linear input-output behavior from the origin.
For a SISO system P , if P Q a had an invertible linear input-output behavior in an open neighborhood of the origin, and not just from the origin, it would be easy to conclude that P has a well-de ned relative degree at zero from the following result. does not possess a well-de ned relative degree at zero, but clearly, when initialized at 0, the input-output behavior is linear. The problem, of course, comes from the uncontrollable part of the system. Proof: The necessity being obvious, we only prove su ciency. Let T > 0, > 0 and (F,G,H) be such that y(t; 0; u) = R t 0 He F(t? ) Gu( )d for all 0 t T and for all u 2 L 1 0; T ] such that kuk 1 < . T is assumed to be small enough so that solutions of are unique on 0; T ]. Let R denote the accessible set from the origin at time T := T=2; that is R = fp 2 IR n j9 u 2 L 1 0; T], kuk 1 < such that p = x(T; 0; u)g. By 2 At this point, it is easily seen that, for a SISO plant P , if P Q a were strongly accessible from zero, then P would have a well-de ned relative degree at zero. In general, this is not the case given only the strong accessibility from zero of P . The goal of the following is to derive from Q a a new compensator C such that P C has the same input-output behavior from zero as P Q a and P C is strongly accessible from zero whenever P is.
Let R be the strong accessibility distribution of P Q a and let M be the leaf of R containing the origin. M is an analytic submanifold of IR n IR q and is invariant under the dynamics of P Q a . By construction, the system P Q a restricted to M, denoted P Q a j M , is strongly accessible from zero 38] and has a linear input-output behavior from the origin.
Hence, P Q a j M has an invertible linear input-ouput behavior in a neighborhood of the origin by Proposition 4.2; so, as noted in Section 2, it has a well-de ned relative degree at zero (with respect to v and y). Let C = P Q a j M , with input v and output u. Note that P C has the same input-output behavior from the origin as P Q a j M from v to y; indeed this is just the usual way of realizing a dynamic state feedback as a precompensator. The advantage of the compensator C over Q a is that it necessarily has a well-de ned relative degree at zero as shown in Lemma 4.4 below. Then, using the regularity of C, one deduces a nal compensatorC of the form (4.4) such that P C is strongly accessible from zero and has an invertible linear input-output behavior from the origin by Lemma 4.5.
Lemma 4.4: Consider a SISO plant P of the form (3.1) and an a ne dynamic compensator C of the form (4.4). Let M be an analytic submanifold of IR n IR containing the origin and suppose that M is an invariant manifold for the closed-loop system P C. Then, if P C restricted to M, denoted P Cj M , has a well-de ned relative degree at zero with respect to v and y, it also has a well-de ned relative degree at zero with respect to v and u.
Proof: See the Appendix.
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Lemma 4.5: Consider a SISO plant P of the form (3.1) and suppose P is strongly accessible from zero. Let C be a compensator of the form (4.4) and suppose that C has a well-de ned relative degree at zero. Then there exists a compensatorC of the form (4.4) such that P C is strongly accessible from zero and has the same input-output behavior from the origin as P C.
Proof: Let R be the strong accessibility distribution of the closed-loop system P C: P C : = w = from which it follows that (4.6) holds, because the strong accessibility from zero of P implies the strong accessibility of the subsystem
We now establish the result of the Lemma. Since R is an analytic and involutive distribution, by Nagano's theorem 29] it is integrable. Let L be the leaf of R containing the origin and let n be its dimension. By Then P C = P Cj L ; hence P C has the same input-output behavior from the origin as P C, and P C is strongly accessible from zero.
Putting all this together establishes the main result of the Section. Theorem 4.6: Consider a SISO plant P of the form (3.1) and suppose P is strongly accessible from zero. Then, if the local exact tracking problem from the origin is solvable, P has a well-de ned relative degree at zero. In particular, this is the case if the local asymptotic tracking problem is solvable.
Proof: Let Q be a compensator of the form (3.3) solving the local exact tracking problem and let Q a be as de ned in (4.3). Then, P Q a has an invertible linear input-output behavior from the origin. Let M be the leaf of the strong accessibility distribution of P Q a passing through the origin. We de ne C = P Q a j M . C has a well-de ned relative degree at zero from input v to output u, by Lemma 4.4. LetC be constructed as in Lemma 4.5. Then P C has an invertible linear input-output behavior from the origin, indeed the same as P Q a , and is strongly accessible from zero. Hence, by Proposition 4.2, P C has a linear input-output behavior in a neighborhood of the origin, and therefore a well-de ned relative degree at zero. Finally, by Lemma 4.1, P has a well-de ned relative degree at zero.
As a consequence, the following also holds.
Corollary 4.7: Consider a SISO plant P of the form (3.1) and let L be the leaf of the strong accessibility distribution of P passing through the origin. Then, if the local exact tracking problem from the origin is solvable, the plant P restricted to L has a well-de ned relative degree at zero.
In the case of MIMO systems, the key observation is that the conclusion of Lemma 4.5 still holds if one assumes the stronger hypothesis that the plant has a controllable Jacobian linearization about the origin. This leads to the second important result of the Section. Theorem 4.8: Consider a MIMO plant P of the form (3.1) and suppose that P has a controllable Jacobian linearization about the origin. Then, if the local exact tracking problem from the origin is solvable, P is dynamically input-output decouplable in a neighborhood of the origin; more precisely, a vector relative degree at zero can be achieved for P by dynamic compensation. In particular, this is the case if the local asymptotic tracking problem is solvable.
Proof: Let Q be a compensator of the form (3.3) solving the local exact tracking problem and let Q a be as de ned in (4.3). Then, P Q a has an invertible linear input-output behavior from the origin. Therefore, the Jacobian linearization about the origin of P Q a , denoted (P Q a ) L , is invertible, implying that the Jacobian linearization of Q a , denoted Q a L is also invertible. Let be the canonical projection from the state space of P Q a to IR n , let R be the strong accessibility distribution of P Q a and let R L be the controllable subspace of (P Q a ) L ; note that R L R (0). By a straightforward argument, the invertibility of Q a L combined with the controllability of P L , the Jacobian linearization of P, implies that (R L ) = IR n . Thus, (R (0)) = T 0 IR n showing that (4.6) holds in an open neighborhood of the origin. Let L be the leaf of R containing the origin. Then, following the proof of Lemma 4.5, there exists a compensatorC such that P C = P Q a j L . Moreover, P C is strongly accessible from zero and has the same input-output behavior from the origin as P Q a . Therefore, by Proposition 4.2, the result follows. 2 
On a Minimum-Phase Property of Tracking Loops
In the rst part of this Section, it is shown that if a plant P satis es certain \regularity conditions" associated with the existence of a left-inverse at zero, then any closed-loop system yielding asymptotic tracking must contain a copy of the full-order left-inverse at zero of P. It is then proven, under the additional hypotheses that P has a controllable linearization and a well-de ned zero-dynamics 1, 2, 22, 24] , that the minimum-phase property 1, 2, 22] is a necessary condition for achieving asymptotic tracking. >From Section 4, if Q solves the local exact tracking problem from the origin, then the associated closed-loop P Q a has an invertible linear input-ouput behavior from the origin. Hence, the Jacobian linearization about the origin of P Q a is invertible and this implies that the Jacobian linearization about the origin of P is invertible. 4 It follows from 14] that the rank of P 11, 12] , , equals m. In that case, it is known that, in a neighborhood of a generic is called the full-order left-inverse of (3.1) at zero 24] . In Example 6.4, we discuss the fact that a left-inverse at zero may exist under weaker conditions than strong regularity, still 4 Related work on functional reproducibility and rank properties can be found in 32]. 5 A point belonging to the complement of a set having zero Lebesgue measure.
ensuring that the control u in (5.8) is unique. As long as this property holds, the system is said to have a well-de ned left-inverse at zero. . Whenever the zero-dynamics (Z ; f ) is asymptotically (exponentially) stable, P is said to be (exponentially) minimum-phase 1, 2].
For a SISO system, a well-de ned relative degree at zero ensures the existence of the full-order left-inverse at zero and of the zero-dynamics. In particular, this is true whenever local asymptotic tracking can be achieved.
In the context of exact tracking, the conclusion of the following Proposition has been essentially well-known since the work of 18, 35] . The following statement formalizes the result for asymptotic tracking.
Q also solves the long-term local exact tracking problem from the origin. Hence, whenever Y d (0) = 0 and x 0 = 0; z 0 = 0, one has y d (t) = y(t), for all t 0. Under the hypothesis that P has a well-de ned left-inverse at zero, the control u(t) giving rise to y(t) y d (t) is unique and can be expressed as u(t) = u (x(t); y d (t); . . .; One would like to conclude from the above that if the asymptotic tracking problem is solvable, then P must be minimum-phase. Without further hypotheses, this seems to be problematic. For instance, consider the non-minimum phase, strongly accessible, asymptotically steerable to the origin, plant Moreover, if y d has compact support, lim t!1 (x(t); (t)) = 0. Neither of these properties is inconsistent with asymptotic stability of (3.4), for any compensator Q. The point is that, from zero, one cannot drive the state of the left-inverse system to the unstable manifold of the zero-dynamics while maintaining exact tracking. This leads to the next result, where the essential change consists in strengthening the hypothesis of strong accessibility from zero to controllability of the plant's Jacobian linearization; this hypothesis could be replaced by small-time local controllability of the plant if the latter were known to be invariant under the addition of integrators on the input channels.
Theorem 5.2: Consider a plant P of the form (3.1) and suppose (a) the Jacobian linearization of P about the origin is controllable; (b) P possesses a zero-dynamics manifold Z ;
(c) P is locally left-invertible at zero.
Then, if the local asymptotic tracking problem is solvable, P is minimum-phase. Moreover, if it is solvable with exponential stability (i.e., (3.4) is exponentially stable), then P is exponentially minimum-phase.
Proof: Let Q be a solution to the asymptotic tracking problem corresponding to the class of trajectories (3.2) for some N and ; we can suppose, without loss of generality, that N n?1 and that is su ciently small so that local left-invertibility holds for the class (3. The idea of the proof is to construct a trajectory y d in the class (3.2) which is exactly trackable from the origin and drives the state of the closed-loop system to a desired point 0 of the zero-dynamics manifold of P in some nite time T, after which the trajectory is identically zero. This will impose that a subset of the closed-loop system's state components evolves according to the zero-dynamics initialized at 0 . From this, it will follow that the zero-dynamics of P must have the same stability properties as P Q with y d 0.
Choose T 1 > 0 such that all solutions of P Q initialized at zero remain within some estimate of the region of attraction of (t)k < ; 0 t T 2 ; 0 k N. Set T = minfT 1 ; T 2 g.
The system e has a controllable Jacobian linearization about the origin, since P does. , is exactly trackable from the origin and is identically zero for t T. Let y p d (t) be the input to P Q initialized at zero. Since P is locally left-invertible at zero, the control u generated by the compensator Q has to be v p (t) for 0 t T. Therefore, in the closed-loop P Q, x(T) = 0 . Since P has a zero-dynamics and y p d (t) = 0 for t T, the control generated by the compensator Q has to be ( (t)) for t T, where (t) is the solution of the zero-dynamics initialized at 0 . Thus, for t T, (t) = x(t). Since P Q is evolving according to (3.4) for t T, the result follows. 2
A solution to the local asymptotic tracking problem is provided in 17] using a class of static state feedbacks. In the special case of SISO plants, their results can be stated as follows. Suppose (H1) P has a well-de ned relative degree at zero; and 
Discussion of Results via Examples
In this Section, we highlight some of the previous results by applying them to speci c (academic) examples. The relationship between asymptotic tracking and exact tracking established in Theorem 3.2 will continue to play an important role. It has a completely controllable linear dynamics but does not have a well-de ned relative degree at zero. Hence, by Corollary 5.3, local asymptotic tracking can never be achieved for this system, no matter how many derivatives of the output trajectories are assumed to exist, nor how high an order is chosen for the compensator. One is therefore obliged to: (a) consider approximate solutions to the problem; (b) leave the class of analytic compensators; or (c) restrict the class of trajectories to be tracked. with a 1 ; a 2 > 0, yields (global) asymptotic tracking. Hence, by Corollary 4.7, it must be true that the system restricted to the leaf of its strong accessibility distribution through the origin has a well-de ned relative degree at zero. Indeed, this leaf is given by L = f(x 1 ; x 2 ; ?x 2 )jx 1 In closing this Section, it should be noted that the procedure followed above for obtaining a dynamic decoupling compensator for can be applied more generally and is actually quite systematic. Indeed, suppose that at some step k of the dynamic decoupling algorithm of 5] the decoupling matrix D k ( x) ( x denotes the extended state) does not have constant rank in a neighborhood of the origin, but that the dimension of the span over IR of the rows of D k ( x) is equal to the dimension of the span over the ring of analytic functions in x of the rows of D k ( x). Let k denote this dimension and suppose, furthermore, that k is strictly less than m, the number of rows. Then, as in 25], there exists an invertible real matrix M k such that M k D k ( x) has m ? k rows of zeros. One can therefore di erentiate the corresponding linear combinations of output derivatives until the input appears once again, and continue with the procedure of 5]. If, with this modi cation, the algorithm of 5] converges, then it can be shown that the original plant is dynamically input-output decouplable. the nancial support provided by these two institutions as well as for the gracious hospitality o ered by their faculty, sta , and students. in general, n n L . Let y denote the output of the closed-loop system P C. A simple computation gives y (n P ) = L n P f h + L g L n P ?1 f hu ; where u = + v and L g L n P ?1 f h 6 0. If n C = 0, then 6 0 and, clearly, n P C = n P + n C . If n C > 0, then 0 and u (n C ) =~ +~ v for some~ 6 0. Therefore, by the chain rule, y (n P +n C ) = + L g L n P ?1 f h~ v Hence, n P C = n P + n C . The same is obviously true for the Jacobian linearizations, that is n L P C = n L P +n L C . Since, by hypothesis, P C has a well-de ned relative degree, n P C = n L P C . Therefore, n P + n C = n L P + n L C ; because n P n L P and n C n L C , one concludes n P = n L P and n C = n L C . 2 
Proof of Lemma 4.4
Let n 1 be the relative degree from v to y of P Cj M , n 2 the relative degree from v to u of P Cj M . Let n 3 be the smallest integer k 1 such that L g L k?1 f h(x 0 ) 6 = 0 for some (x 0 ; z 0 ) 2 M :
Following the proof of Lemma 4.1, the chain rule yields n 1 = n 2 + n 3 , replacing n P C = n P + n C . The rest of the proof is the same.
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