In this paper we study piecewise linear multicriteria programs, that is, multicriteria programs with either a continuous or discontinuous piecewise linear objective function and a polyhedron set constraint. We obtain an algebraic representation of a semi-closed polyhedron and apply it to show that the image of a semi-closed polyhedron under a continuous linear function is always one semi-closed polyhedron. We establish that the (weak) Pareto solution/point set of a piecewise linear multicriteria program is the union of finitely many semi-closed polyhedra. We propose an algorithm for finding the Pareto point set of a continuous piecewise linear bi-criteria program and generalize it to the discontinuous case. We apply our algorithm to solve the discontinuous bi-criteria portfolio selection problem with an l risk measure and transaction costs and show that this algorithm can be improved by using an ideal point strategy.
Introduction
Theory and methodology of linear multicriteria programs have been extensively studied and applied to various decision-making problems in economics, management science, and engineering. See, e.g., Aneja and Nair (1979) , Arrow et al. (1953) , Chinchuluun and Pardalos (2007) , Chinchuluun et al. (2008) , Ehrgott (2005) , Steuer (1986) , Yu (1985) , and Yu and Zeleny (1975) . In particular, Arrow et al. (1953) , in their pioneering paper, proved the connectivity of the (weak) Pareto solution set of a linear multicriteria program in finite-dimensional spaces with the ordering cone and the constraint set being polyhedral. Furthermore, this set is shown to be the union of finitely many polyhedra. The result of Arrow et al. (1953) allows others to propose various approaches to compute the set of all (weak) Pareto solutions of a linear multicriteria program (see, e.g., Aneja and Nair 1979 , Ehrgott 2005 , Steuer 1986 , Yu 1985 , Yu and Zeleny 1975 .
Piecewise linear single-criterion/multicriteria programs specifically arise in some practical problems. For instance, it is often necessary to introduce piecewise linear costs in network flow problems to reflect overload shipment cost and penalties for under supplied or overstocked goods (see Wets 1983) . Theoretically, the family of piecewise linear functions is much larger than that of linear functions, and there exists a wide class of functions that can be approximated by piecewise linear functions. So it is interesting and important to study piecewise linear single-criterion/multicriteria programs.
Fourer (1985, 1988, 1992 ) developed a piecewise linear simplex algorithm for the convex separable piecewise linear program, which can be regarded as an extension of the wellknown simplex algorithm for a linear program with bounded variables. Güder and Nourie (1996) proposed a dual piecewise linear simplex algorithm for minimizing a convex separable piecewise linear function, which is an extension of Fourier's work on piecewise linear programs to the dual piecewise linear simplex algorithm. Sun and Tsai (1997) derived a network simplex method for solving a network piecewise linear program.
Nonconvex piecewise linear programs have important applications in network flow problems, including telecommunications, transportation, and logistics. Specific applications include the network loading problem (Bienstock and Günlük 1996 , Gabrel et al. 1999 , Günlük 1999 , Magnanti et al. 1995 , the facility location problem with staircase costs (Holmberg 1994, Holmberg and Ling 1997) , the merge-intransit problem (Croxton et al. 2003 (Croxton et al. , 2007 , and the fixed 399 charge network flow problems (Kim and Pardalos 2000a, b; Nahapetyan and Pardalos 2008; Rebennack et al. 2009 ). For a concave piecewise linear network flow problem, Kim and Pardalos (2000a) showed that the optimal flow takes only one among the separated arcs between two nodes in an extended network and thus proposed an efficient heuristic algorithm by considering the most trustable separated arcs in which the solution may occur by using dynamic slope scaling and trust interval techniques. Beltran-Royo (2007) explored a computational performance of the face simplex method as a procedure to maximize an unconstrained piecewise linear concave function, in the framework of the cutting plane method.
Sometimes some practical problems also require the minimization of functions that involve discontinuous costs; see, e.g., process models that involve discontinuous investment cost functions with fixed charges (Türkay and Grossmann 1996) , continuous review s q inventory system with constant demand and batch arrivals (Heuts and Klein 1995) , the packet-switched network design problem (Kamimura and Nishimo 1991) , the general capacitated fixed charge network flow problem Pardalos 1999, 2000a) , multicommodity network optimization problems with general discontinuous step-increasing cost functions (Gabrel et al. 1999) , and portfolio selection problems with transaction costs (Markowitz 2000 , Young 1998 ). This motivates researchers to study discontinuous optimization problems, especially, the discontinuous piecewise linear program. Kim and Pardalos (1999) proposed a dynamic slope scaling procedure to solve the fixed charge network flow problem, and it can be formulated as the minimization of a sum of discontinuous piecewise linear arc costs with a set of network constraints. A dynamic domain contraction algorithm was proposed in Kim and Pardalos (2000b) to solve the fixed charge network flow problem, which consists of simply solving recursively updated linear programs and dynamically reducing the feasible domain. Vielma et al. (2008) proposed a branch-and-cut approach for solving a nonconvex, lower semicontinuous piecewise linear program. Kameshwaran and Narahari (2009) considered a class of knapsack problems with nonconvex, discontinuous, and piecewise linear cost functions and proposed two mixedinteger program formulations.
As mentioned above, some theory and methodology have been established for piecewise linear single-criterion programs. Up to now, however, the study of theory and methodology of piecewise linear multicriteria programs is very limited. Nickel and Wiecek (1999) proposed an approach to generate all Pareto solutions of a convex piecewise linear multicriteria program based on cell-efficiency and complex-efficiency. Recently, Leyffer (2009) proposed a new approach for solving a convex multicriteria program, which captures the geometry of the Pareto point set. Zheng and Yang (2008a) proved that if the objective function is a convex piecewise linear function between two normed spaces, and if the ordering cone and constraint set are polyhedral, then the set of all weak Pareto solutions is connected and can be expressed as the union of finitely many polyhedra. Yang and Yen (2010) extended Zheng and Yang's result to the Pareto solution set. In contrast with the convex case, Yang and Yen (2010) further showed that the Pareto solution set of a nonconvex piecewise linear multicriteria program is not necessarily the union of finitely many polyhedra, but the union of finitely many semi-closed polyhedra, which is defined as the intersection of finitely many closed and/or open half-spaces. It is worth mentioning that the piecewise linear function considered in Zheng and Yang (2008a) and Yang and Yen (2010) is always continuous. So the results presented in Zheng and Yang (2008a) and Yang and Yen (2010) generalized results of Arrow et al. (1953) to the continuous piecewise linear case. A natural problem arises: Can one characterize the structure of the (weak) Pareto solution set of a discontinuous piecewise linear multicriteria program?
A semi-closed polyhedron plays an important role in the study of piecewise linear multicriteria programs. In this paper we will first study the representation of a semi-closed polyhedron. By observation, a semi-closed polyhedron is obtained by removing some faces from a polyhedron, i.e., the closure of the semi-closed polyhedron. It is known that a polyhedron can be represented as the convex hull of a finite set of points and directions; see Rockafellar (1970) . By virtue of this result, we obtain an algebraic representation of a semi-closed polyhedron from that of a polyhedron with some auxiliary points in the convex hull. The role of these auxiliary points is to effectively remove unnecessary faces from the polyhedron. By using some algebraic properties of a semi-closed polyhedron, we will then prove that the weak Pareto solution/point set of a piecewise linear multicriteria program is the union of finitely many semi-closed polyhedra. The structures of the Pareto solution/point set of a piecewise linear multicriteria program are the same as that of the weak Pareto solution/point set. However, the proof is different. We show that the Pareto solution/point set of a multicriteria program, with the objective being linear and the constraint set being semi-closed polyhedral, consists of those points of the Pareto solution/point sets of a linear multicriteria program that are also feasible points of the earlier program, while the Pareto solution/point set of the latter program is characterized by the well-known Arrow et al. theorem (Arrow et al. 1953) .
Bi-criteria piecewise linear programs have specific applications to mean-variance analysis in financial engineering, cost-benefit analysis in management and time-delay analysis in transportation science. Their Pareto point set is the union of finitely many intervals. This geometric structure allows us to propose algorithms to find the Pareto point set of a continuous piecewise linear bi-criteria program as well as a discontinuous one. For the continuous case, our algorithm consists of three procedures. In the first procedure, each linear bi-criteria subprogram is solved to obtain a convex piecewise linear function whose graph equals to INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Operations Research 60(2), pp. 398-409, © 2012 INFORMS the Pareto point set of the subprogram. In the second procedure, we find the set of all points which are endpoints of the intervals whose union is an overestimate of the Pareto point set of the continuous piecewise linear bi-criteria program. The last procedure is to determine the Pareto point set of the continuous piecewise linear bi-criteria program. A modified version of this algorithm can be used to find the Pareto point set of a discontinuous piecewise linear bi-criteria program. We will then apply the obtained discontinuous piecewise linear bi-criteria program algorithm to the portfolio selection problem with an l risk measure and transaction costs. The portfolio selection problem with an l risk function was formulated as a bi-criteria convex piecewise linear program with an analytic solution; see Cai et al. (2000) . With transaction costs, this problem will be reformulated as a discontinuous bi-criteria piecewise linear program. The simulation is also done, where the parameters of expected values of return rates and the individual risks were calculated using the historical data of the Hong Kong Stock Exchange, and relevant implementation issues are discussed. The outline of the paper is as follows. In §2, we obtain an algebraic representation of a semi-closed polyhedron and show that the image of a semi-closed polyhedron under a continuous linear function is one semi-closed polyhedron. In §3, we study the structure of the (weak) Pareto solution/point set of a piecewise linear multicriteria program. In §4, we propose two algorithms for finding the Pareto point set of a continuous piecewise linear bi-criteria program as well as a discontinuous one. In §5, we present two analytic examples and the simulation result of the portfolio selection problem with an l risk measure and transaction costs. In §6, we discuss the complexity of the main procedure of the proposed algorithm and a complexity result when the number of subproblems equals to 2.
Semi-Closed Polyhedra and Piecewise Linear Functions
In this section, we introduce the notion of semi-closed polyhedra and piecewise linear functions. We show that the image of a semi-closed polyhedron under a continuous linear function is still a semi-closed polyhedron.
Definition 2.1.
(i) [Yang and Yen (2010) ] A subset P of R n is called a semi-closed polyhedron if it is the intersection of finitely many closed and/or open half-spaces, i.e., there exist 0 p q, x * 1 x * 2 x * q ⊂ R n \ 0 and c 1 c 2 c q ⊂ R such that
Remark 2.1.
(i) Any polyhedron is a semi-closed polyhedron. For convenience, the intersection of an empty family of subsets of R n is defined as the entire space R n . So R n is a polyhedron in its own right. This fact can also be seen from Lemma 2.1(c) below by taking r n.
(ii) Let P and Q be two semi-closed polyhedra of R n . By definition, P ∩ Q is a semi-closed polyhedron and P \Q is the union of finitely many semi-closed polyhedra.
(iii) P is a semi-closed polyhedron if and only if there exist matrices M in R p×n and N in R q−p ×n and vectors d ∈ R p and e ∈ R q−p such that
The following lemma gives some characterizations of polyhedra. Recall that a set F ⊂ R n is called a face of a polyhedron P ⊂ R n if there exists a supporting hyperplane H = x ∈ R n a x = b such that F = P ∩ H. For convenience, P itself and are defined to be faces of P . See Rockafellar (1970) for more details.
Lemma 2.1 [Theorem 19.1 of Rockafellar 1970] . The following properties of a convex set P ⊂ R n are equivalent: (a) P is a polyhedron; (b) P is closed and has only finitely many faces; (c) P is finitely generated, i.e., P can be represented as follows:
where m r 0, z 1 z m are vectors in R n , and d 1 d r are nonzeros vectors in R n .
Remark 2.2. Every nonempty polyhedron can be represented as a form of (1) with m 1. Indeed, if a nonempty polyhedron has a form of (1) with m = 0, it is actually a cone containing the origin and hence can be reformulated as a form of (1) with m = 1 by simply setting z 1 = 0 and
where affG denotes the affine hull of G and denotes the closed unit ball in R n . Note that the relative interior of a singleton is itself.
Lemma 2.2 [Exercise 2.41 of Rockafellar and Wets 1998 ]. Let G ⊂ R n be a nonempty convex set. Then, x ∈ ri G if and only if x ∈ G and, for every x 0 ∈ G, there exist x 1 ∈ G and 0 < < 1 such that
The relative interior of a polyhedron has an explicit formula like its counterpart (1) for a polyhedron as shown by Lemma 2.3 below. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Lemma 2.3. Let P ⊂ R n be a polyhedron with a form of (1). Then
Recall that the horizon cone for any subset C of R n is the closed cone C ⊂ R n representing the direction set of C; see Rockafellar and Wets (1998, p. 81 ). If C is nonempty, this cone is given by
Otherwise, it is set to be 0 .
Remark 2.3. Suppose P ⊂ R n is a polyhedron with a form of (1). In view of Lemma 2.1(c) and Lemma 2.3, it is easy to see that additional point(s) and/or direction(s) can be added in the representation of ri P . For example, let z 0 ∈ P . Then, we have
The following lemma summarizes a number of results on faces of a polyhedron, which are helpful for studying characterizations of a semi-closed polyhedron. The statement Lemma 2.4(iv) below presents a representation like (1) but with an additional combination of some parameters being positive when a face is removed from a polyhedron.
Lemma 2.4. Let P be a nonempty polyhedron defined by (1) with m 1. Set = 1 m , = 1 r , and
Then, the following statements are true:
(i) P = F ∈ F = F ∈ riF , and for any F 1 F 2 ∈ with
(ii) For any ⊂ ,
F is a face of some F ∈ . (iii) For any F ∈ with F = , one has I F = and
(iv) For any F ∈ with F = P , one has
(v) For any F ∈ and a ∈ P \F , one has
Parallelled to Lemma 2.1, the following theorem presents several useful characterizations of a semi-closed polyhedron whose proof is dependent on Lemmas 2.1, 2.3, and 2.4.
Theorem 2.1. Let P be a nonempty subset of R n . Suppose that the closureP of P is a polyhedron defined bȳ
where m 1, r 0, z 1 z m are vectors in R n , and
n F is a face ofP . Then, the following properties of P are equivalent:
(a) P is a semi-closed polyhedron; (b) P is obtained fromP by removing a number of proper faces ofP , i.e.,
where is a subset of satisfyingP ∈ ; (c) P can be represented as the following form: 
By definition, P is clearly a semi-closed polyhedron. Its closure is given bȳ
It is clear to see thatP has nine faces:
We can easily verify that
That is, P can be obtained fromP by removing its two faces: F 4 and F 7 . We now represent P in a form of (5). It is worth mentioning that P cannot be represented in a form of
with I ⊂ 1 2 3 and J ⊂ 1 2 . Therefore, the points z 1 z 2 z 3 and the directions d 1 d 2 for representingP are not enough for representing P in a form of (5). However, following the idea in the proof of (b) =⇒ (c) in Theorem 2.1, we can represent P in a form of (5) Without the closure set being explicitly involved, the following characterization of a semi-closed polyhedron seems to be more convenient for applications. It was shown in Theorem 19.3 of Rockafellar (1970) that the image of a polyhedron under a continuous linear function is a polyhedron. As an application of Theorem 2.1 or Corollary 2.1, we will show in Theorem 2.2 that the image of a semi-closed polyhedron under a continuous linear function is still a semi-closed polyhedron. In addition, we will also show in Theorem 2.2 that the inverse image of a semi-closed polyhedron under a continuous linear function is a semi-closed polyhedron.
Theorem 2.2. Let P ⊂ R n and Q ⊂ R m be two semi-closed polyhedra and let T R n → R m be a continuous linear function. Then T P as well as T −1 Q is a semi-closed polyhedron.
For later development, we need the following proposition consisting of two results on semi-closed polyhedra, whose proof is based on Lemma 2.4 and Theorems 2.1 and 2.2.
Proposition 2.1. The following statements are true:
(i) For two semi-closed polyhedra P 1 and P 2 in R n , P 1 + P 2 is a semi-closed polyhedron.
(ii) For each semi-closed polyhedron P in R n and its closureP ,
To conclude this section, we introduce a notion of piecewise linear functions, which may be either continuous or discontinuous.
Definition 2.2.
(i) A function F R n → R m is said to be piecewise linear if there exist semi-closed polyhedra
and
where L = 1 2 l . (ii) If, furthermore, F is continuous, then F is said to be a continuous piecewise linear function. Otherwise, F is said to be a discontinuous piecewise linear function.
Remark 2.4. In Zheng and Yang (2008a, b) and Yang and Yen (2010) , a piecewise linear function is defined to be continuous. It can be shown that their definition is equivalent to the definition of a continuous piecewise linear function given here. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. 
If there is no x ∈ X such that F x < F x , then x is called a weak Pareto solution of MP , and its corresponding function value F x is called a weak Pareto point of MP . Similarly, if there is no x ∈ X such that F x F x , then x ∈ X is called a Pareto solution of MP , and the function value F x is called a Pareto point of MP . Denote by S w E w S, and E the weak Pareto solution set, the weak Pareto point set, the Pareto solution set, and the Pareto point set of MP , respectively. Clearly,
where F −1 is the inverse of F , a multivalued function from R m into R n defined by
In this section, we shall study the structures of the (weak) Pareto solution set of an (MP), for which F R n → R m is a piecewise linear function (either continuous or discontinuous) and X is a polyhedron of R n . Our main results, Theorems 3.1 and 3.5, include the results of Zheng and Yang (2008a) and Yang and Yen (2010) for the continuous case as special cases.
Structure of the Weak Pareto Solution Set
In this subsection we shall prove that the weak Pareto solution set S w and the weak Pareto point set E w of MP are the unions of finitely many semi-closed polyhedra. Our approach is based on the algebraic descriptions of polyhedra and semi-closed polyhedra presented in §2. Let G ⊂ R n be a subset. Its closure and boundary are denoted byḠ and bd G, respectively. 
+ . Theorem 3.1. Let F R n → R m be a piecewise linear function as specified by (6) and (7), and X be a polyhedron of R n . Let S w and E w be the weak Pareto solution set and the weak Pareto point set of MP , respectively. Suppose that S w is nonempty. Then E w and S w are the unions of finitely many semi-closed polyhedra.
Structure of the Pareto Solution Set
In this subsection we shall study the structure of the Pareto solution set of MP by using the image space approach; see Giannessi (1984 Giannessi ( , 1987 .
Let T ∈ R m×n A ∈ R p×n B ∈ R q×n and let a ∈ R p b ∈ R q c ∈ R m . To study the structure of the Pareto solution set S of MP , we first consider the following two auxiliary problems: The following lemma shows some properties of , which will play an important role in the proof of Theorem 3.5.
Lemma 3.2. Let M N ⊂ . Then the following statements hold:
Theorem 3.5. Let F R n → R m be a piecewise linear function as specified by (6) and (7), and X be a polyhedron of R n . Let S and E be the Pareto solution set and the Pareto point set of MP , respectively. Suppose that S is nonempty. Then E and S are the unions of finitely many semi-closed polyhedra. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Algorithms for Piecewise Linear Bi-Criteria Programs
In this section we shall propose some algorithms for computing the Pareto point set of piecewise linear bi-criteria programs. Our algorithms are deeply dependent on the geometric structure of the Pareto point set of a piecewise linear bi-criteria program.
The Continuous Case
Let X be a polyhedron and F R n → R 2 be a continuous piecewise linear function, i.e., there exist polyhedra
such that R n = i∈L C i , and
where L = 1 2 l . In this case, MP is called a continuous piecewise linear bi-criteria program-for short, (CBP). In this subsection we attempt to derive a method for determining the Pareto point set of (CBP). It is worth noting that the objective function F is not necessarily convex and that the feasible set for (CBP) is X = i∈L X ∩ C i . In what follows, we suppose without loss of generality that
Consider the following subproblem for each i ∈ L:
Clearly, P i 0 is a linear bi-criteria program. In the literature, the linear bi-criteria programs have been solved by the parametric objective space method (see Aneja and Nair 1979) and the multicriteria simplex method (see Steuer 1986 , Yu 1985 , Yu and Zeleny 1975 . It is noted that the Pareto point set E i of P i 0 , a subset of R 2 , can be characterized by a convex piecewise linear function i D i ⊂ R → R in the sense that E i equals to the graph of i , i.e.,
where D i is the domain of i . Suppose that 
Denote by E the Pareto point set of (CBP). It is clear that
although the equality does not hold in general. That is, the set l i=1 E i is an overestimate of E. Observation I: A point z = t i t ∈ E i belongs to E if and only if
Based on Observation I and the relation (8), we will propose a method to determine E from its overestimate
The proposed method consists of three procedures: A, B, and C. Here we give summaries of the three procedures, but their detailed steps are presented in online Appendix A.1, followed by an analytic example to illustrate the stepby-step implementation of these procedures. An electronic companion to this paper is available as part of the online version that can be found at http://or.journal.informs.org.
In Procedure A, we solve all subproblems P i 0 to get all the extreme points and extreme directions of the Pareto point sets E i , by virtue of which we then calculate the breakpoints 1 2 +1 and the slope-intercept pairs c i k r i k . We use these data as the inputs for Procedure B. Procedure B begins with a preconditioning. In the case of 1 = − , we replace 1 by a number being sufficiently small and less than 2 , and identify an open ray with the set E L having the property that
If +1 = + , we replace +1 by a number being sufficiently large and greater than , and in a similar way, we also obtain a set E R satisfying
After the preconditioning, we iteratively seek on each subinterval k k+1 from i∈L E i a number of connected line segments whose endpoints are recorded in
The rules we follow in seeking k are given by (9) and (10). The set of connected line segments that are obtained has the expression
INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s). Additional information, including rights and permission policies, is available at http://journals.informs.org/.
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is understood as a singleton z k 1 when k = 1. It is worth mentioning that
is a closed line segment when k = 2, and a concave piecewise linear curve when k 3, as being the lower envelope of a number of line segments on k k+1 .
In Procedure C, we determine the Pareto point set E of (CBP) from the sets E L , E R , and
that are obtained in Procedure B. In view of (11), (12), and (8), we have
The equality in (14) still does not hold in general, because the piecewise linear segments k=1
. Following the rules given by (9) and (10), we finally determine E by removing dominated points where gaps occur. Figure 1 illustrates the sketch of Procedures B and C in three aspects: (a) the pre-conditioning when 1 = − , (b) the case 1 = 3, i.e., a concave piecewise linear curve on the interval 2 , and (c) the points z 2 2 ∈ 2 and z 4 1 ∈ 4 , where gaps occur, are excluded from entering E, because z Step 1. Input data of BCP and execute Procedure A. Step 2. Execute Procedure B by using the data obtained in Step 1.
Step 3. Execute Procedure C by using the data obtained by Step 2.
The Discontinuous Case
In this subsection we suppose that X is a polyhedron and that F R n → R 2 is a discontinuous piecewise linear function, i.e., there exist semi-closed polyhedra
where L = 1 2 l . In this case, MP associated with F X is called a discontinuous piecewise linear bi-criteria program-for short (DBP) . In what follows, we suppose without loss of generality that
Consider the following subproblem of (DBP) for each i ∈ L:
Denote by E and E i the Pareto point set of (DBP) and the Pareto point set of P i , respectively. It is easy to see that E ⊂ i∈L E i Because P i is in general a semi-closed polyhedron, it is difficult to compute E i .
Alternatively, we consider the following auxiliary (closure) subproblem of P i for each i ∈ L:
Note thatP i is a polyhedron, and hence AP i is a linear bi-criteria program. Thus, the Pareto point set i of AP i can be characterized by a convex piecewise linear function, as has been shown in §4.1 for the Pareto point sets of subproblems P i 0 . It follows from Theorem 3.3 that E i ⊂ i , and hence
implying that i∈L E i and i∈L i are two overestimates of E. By virtue of these overestimates, we will propose a method to determine E.
The proposed method still consists of three procedures. The first two procedures are the same as Procedures A and B of Algorithm 4.1 but are applied to the auxiliary subproblems AP i . The Procedure C is replaced by the following, which we refer to as Procedure C . Again, the detailed steps of Procedure C are given in Appendix A.2, followed by an analytic example. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Thus, we obtain
In view of (15), we obtain the following refined overestimate of E:
Proposition 4.1 plays a central role in checking whether a point or an open line segment in belongs to E.
Proposition 4.1. Let and be given as in (16) and (18), respectively. For each z ∈ , set z = i ∈ L z ∈ i , which is a nonempty finite index set. Then, the following statements are true:
(i) Let z ∈ \ . Then, z ∈ E if and only if z ∈ E i for some i ∈ z .
(ii) Let z ∈ . Then, z ∈ E if and only if z ∈ E i for some i ∈ z , and there is noẑ ∈ i∈L E w i such thatẑ z, where E w i denotes the weak Pareto point set of subproblem P i . (iii) Let z 1 z 2 ⊂ \ be an open line segment. Then, z 1 z 2 ⊂ E if and only if there exists somez ∈ z 1 z 2 such thatz ∈ E.
We illustrate Proposition 4.1 by a figure. In Figure 2 , the o's indicate the semi-closed property of the (weak) Pareto point sets E w 1 , E 3 , and E 4 . We demonstrate each case of Proposition 4.1 as follows:
(i) z (ii) Two cases: (a) z 3 2 ∈ ∩ E, because z 3 2 ∈ E 2 , and in view of z Step 1: Construct the auxiliary subproblems AP i and execute Procedure A.
Step 2: Execute Procedure B by using the data obtained in Step 1.
Step 3: Execute Procedure C by using the data output in Step 2.
Computational Experiments
In this section we formulate the portfolio selection problem with an l risk measure and transaction costs as a discontinuous piecewise linear bi-criteria program and then apply Algorithm 4.2 to solve it. We present the simulation result and the dicussions of related implementation issues.
Let R j be the random return rate of the stock S j . Let E R denote the mathematical expectation of a random variable. Define
as the expected return rate of the stock S j and the expected absolute deviation of R j from its mean, respectively. Empirically, historical data can be used to estimate r j and q j for the relevant stocks; see Cai et al. (2004) and references therein. To that end, we used the real data from the Hong Kong Stock Market. The closing prices of 43 bluechip stocks on 523 trading days dated from 6/18/2008 to 6/18/2010 were collected. It is worth mentioning that to estimate the parameters r j and q j , we set the number of trading days in the investment period to be 90, and we used the return rates of the 200 trading days prior to the investment day. INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
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Assume that there are n stocks selected randomly from the 43 blue-chip stocks. Let x j be the allocation from the initial wealth M 0 for investment to S j , j = 1 n. For each stock S j , the transaction cost is defined as and the l risk measure (see Cai et al. 2000) for a portfolio x = x 1 x n is defined as
We formulate the following bi-criteria portfolio optimization problem under the l risk measure and with transaction costs:
or equivalently, min y n j=1 −r j x j + c 0 j x j subject to q j x j y j = 1 n
It is easy to check that the objective function of (20) is a discontinuous piecewise linear function, but the feasible set of (20) is neither closed nor convex. So we need to do some transformation to convert (20) into the standard form of DBP . Let the feasible set of (20) be denoted by C. For each subset J of the index set I = 1 n , define
Clearly, C J is a semi-closed polyhedron in R n+1 for each J ⊂ I. Moreover, it is easy to verify that C = J ⊂I C J , and that C J 1 ∩ C J 2 = if J 1 J 2 ⊂ I and J 1 = J 2 . Now, let F R n × R → R 2 be defined by
where is a real number satisfying F x y < for some x y ∈ C. Clearly, F is a discontinuous piecewise linear function from R n+1 to R 2 . By virtue of F , we can reformulate (20) as the following discontinuous piecewise linear bi-criteria program:
It is straightforward to check that the Pareto point sets of (20) and (21) are the same. To determine the Pareto point set E of (21) A brief sketch of our implementation is given as follows. The implementation was coded under MATLAB environment (with version 7.4.0) and run on a personal computer of Intel(R) Core(TM) 2 Duo CPU E6850 @ 3.00GHz, 2.99GHz, 1.97GB of RAM. The initial wealth M 0 was set to be 1,000,000 ($). For each stock S j , we set the ratio c j of the transaction cost to be a random number in the interval [0.01, 0.04], and the initial payment d j to be a random number in the interval [100, 300] . We selected randomly n stocks from the 43 blue-chip stocks and recorded the computing time (in seconds) of all procedures of Algorithm 4.2. The recorded computing time is actually the average computing time for randomly selected 10 sets of n stocks.
Direct Application of Algorithm 4.2
In our direct application of Algorithm 4.2, we carried out Procedure A by Aneja and Nair's (1979) method, which is designed for solving general bi-criteria linear programs in INFORMS holds copyright to this article and distributed this copy as a courtesy to the author(s).
Additional information, including rights and permission policies, is available at http://journals.informs.org/. Table 1 . It is easy to see from Table 1 that Procedure B takes most of the computing time among three procedures and that the computing time of each procedure increases very fast as the number n of stocks gets large. This is partly because there are as many as 2 n − 1 subproblems that the algorithm needs to deal with.
Improving Algorithm 4.2
In this subsection, we shall improve Algorithm 4.2 by taking advantage of the particular structures of all subproblems P J and AP J and by using the techniques of ideal points to exclude Pareto point sets of some subproblems from entering Procedure B. Recall that z = z 1 z 2 ∈ R 2 is an ideal point of the Pareto point set J of subproblem AP J if z 1 = min x x y ∈ J and z 2 = min y x y ∈ J ; see Ehrgott (2005) for more details on ideal points.
It follows from Cai et al. (2000) that the analytic solutions for the Pareto point sets J of all subproblems AP J are available. So the computing time of Procedure A can be dramatically reduced by using the analytical solutions instead of Aneja and Nair's (1979) method. As stated previously, Procedure B needs to deal with as many as 2 n − 1 Pareto point sets J for a portfolio of n stocks. But some of these Pareto point sets have no contribution to the Pareto point set E in an obvious way. Taking the Pareto point set E 3 in Figure 3 in the electronic companion, for example, it is clear that E 3 should be excluded for further consideration in Procedure B because its ideal point 2 2 is dominated by a point 2 1 in E 1 , namely a benchmark Pareto point set. To reduce the computing time of Procedure B, we chose the Pareto point set J 0 with J 0 = 1 n as a benchmark for determining whether a J has contribution to E or not. That is, if the ideal point of J is dominated by some point belonging to J 0 , then J need not enter Procedure B; otherwise, it should enter Procedure B for further consideration. This process is called a preconditioning. The reason for choosing J 0 as a benchmark Pareto point set is, by the principle of diversification of risk, that the set J 0 lies most likely at the left-bottom corner of the risk-return plane.
With Procedures A and B of Algorithm 4.2 being improved as described above, we recorded the computing time in Table 2 . It is easy to see from Tables 1 and 2 that the total computing time of the improved Algorithm 4.2 is saved by 25%.
Conclusions
In this paper we established that the (weak) Pareto solution/point set of the piecewise linear multicriteria program is the union of finitely many semi-closed polyhedra. We proposed algorithms for computing the Pareto point set of piecewise linear bi-criteria programs. Our algorithms are deeply dependent on the fact that the Pareto point set of piecewise linear bi-criteria programs is the union of finitely many intervals. We presented the simulation result of the portfolio selection problem with an l risk measure and transaction costs using the historical data from the Hong Kong Stock Market. We obtained also an algebraic representation of a semi-closed polyhedron and showed that the image of a semi-closed polyhedron under a continuous linear function is always one semi-closed polyhedron.
Electronic Companion
An electronic companion to this paper is available as part of the online version that can be found at http://or.journal.informs.org/.
