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About the Journal
Overview
Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.
Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.  
JST is a biannual (January and July) periodical that considers for publication original articles as per its 
scope. The journal publishes in English and it is open to authors around the world regardless of the 
nationality.  
The Journal is available world-wide.
Aims and scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related 
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.
History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Journal of Tropical Agricultural Science, Journal of Science & Technology, and Journal of Social 
Sciences & Humanities to meet the need for specialised journals in areas of study aligned with the 
interdisciplinary strengths of the university. 
After almost 25 years, as an interdisciplinary Journal of Science & Technology, the revamped journal 
now focuses on research in science and engineering and its related fields.
Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.
Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing.  
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months. 
Abstracting and indexing of Pertanika
Pertanika is almost 40 years old; this accumulated knowledge has resulted in Pertanika JST being 
abstracted and indexed in SCOPUS (Elsevier), Thomson (ISI) Web of Knowledge [BIOSIS & CAB Abstracts], 
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We are continuously improving access to our journal archives, content, and research services.  We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself. 
Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.
Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications.  It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings. 
Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its 
journal publications to reflect the highest in publication ethics. Thus all journals and journal editors are 
expected to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or 
visit the Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php
International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN. 
Journal of Science & Technology: ISSN 0128-7680 (Print);  ISSN 2231-8526 (Online).
Lag time 
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). 
The elapsed time from submission to publication for the articles averages 5-6 months. 
Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of 
initial submission without the consent of the Journal’s Chief Executive Editor.
Manuscript preparation
Refer to Pertanika’s Instructions to Authors at the back of this journal.
Most scientific papers are prepared according to a format called IMRAD. The term represents the first 
letters of the words Introduction, Materials and Methods, Results, And, Discussion. IMRAD is simply 
a more ‘defined’ version of the “IBC” [Introduction, Body, Conclusion] format used for all academic 
writing. IMRAD indicates a pattern or format rather than a complete list of headings or components of 
research papers; the missing parts of a paper are: Title, Authors, Keywords, Abstract, Conclusions, and 
References. Additionally, some papers include Acknowledgments and Appendices. 
The Introduction explains the scope and objective of the study in the light of current knowledge on the 
subject; the Materials and Methods describes how the study was conducted; the Results section reports 
what was found in the study; and the Discussion section explains meaning and significance of the results 
and provides suggestions for future directions of research. The manuscript must be prepared according 
to the Journal’s Instructions to Authors.
Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, 
















   
   
   
   
   
   
   
















   
   
   
   
   
   
   
















Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication 
are usually sent to reviewers.  Authors are encouraged to suggest names of at least three potential 
reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final 
choice. The editors are not, however, bound by these suggestions. 
Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript.  Publication of solicited manuscripts is not guaranteed.  In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.
As articles are double-blind reviewed, material that might identify authorship of the paper should be 
placed only on page 2 as described in the first-4 page format in Pertanika’s Instructions to Authors 
given at the back of this journal. 
The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts. 
Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
Operating and review process
What happens to a manuscript once it is submitted to Pertanika?  Typically, there are seven steps to the 
editorial review process:
1. The Journal’s chief executive editor and the editorial board examine the paper to determine 
whether it is appropriate for the journal and should be reviewed.  If not appropriate, the 
manuscript is rejected outright and the author is informed. 
2. The chief executive editor sends the article-identifying information having been removed, to 
three reviewers.  Typically, one of these is from the Journal’s editorial board.  Others are 
specialists in the subject matter represented by the article.  The chief executive editor asks 
them to complete the review in three weeks.  
Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions. 
Reviewers often include suggestions for strengthening of the manuscript.  Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
literature.
3. The chief executive editor, in consultation with the editor-in-chief, examines the reviews and 
decides whether to reject the manuscript, invite the author(s) to revise and resubmit the 
manuscript, or seek additional reviews.  Final acceptance or rejection rests with the Edito-
in-Chief, who reserves the right to refuse any material for publication.  In rare instances, 
the manuscript is accepted with almost no revision.  Almost without exception, reviewers’ 
comments (to the author) are forwarded to the author.  If a revision is indicated, the editor 
provides guidelines for attending to the reviewers’ suggestions and perhaps additional advice 
about revising the manuscript. 
4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns.  The authors return a revised version of the paper to the chief executive 
editor along with specific information describing how they have answered’ the concerns 
of the reviewers and the editor, usually in a tabular form. The author(s) may also submit 
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5. The chief executive editor sends the revised paper out for re-review.  Typically, at least one of 
the original reviewers will be asked to examine the article. 
6. When the reviewers have completed their work, the chief executive editor in consultation 
with the editorial board and the editor-in-chief examine their comments and decide whether 
the paper is ready to be published, needs another round of revisions, or should be rejected. 
7. If the decision is to accept, an acceptance letter is sent to all the author(s), the paper is sent to 
the Press. The article should appear in print in approximately three months. 
The Publisher ensures that the paper adheres to the correct style (in-text citations, the 
reference list, and tables are typical areas of concern, clarity, and grammar).  The authors are 
asked to respond to any minor queries by the Publisher.  Following these corrections, page 
proofs are mailed to the corresponding authors for their final approval.  At this point, only 
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Foreword
Welcome to the First Issue 2016 of the Journal of Science and Technology (JST)!
JST is an open-access journal for studies in science and technology published by Universiti 
Putra Malaysia Press. It is independently owned and managed by the university and is 
run on a non-profit basis for the benefit of the world-wide science community. 
In this issue, 15 articles are published, three are review articles, eleven are regular 
articles and one is a case study. The authors of these articles vary in country of origin, 
coming from Malaysia, Indonesia, Iran, Australia, Italy, Bangladesh, Pakistan, Egypt, 
USA and Nigeria.
The first review article in this issue discusses the Theory Inventive of Problem Solving 
(TRIZ) or Design for Manufacture and Assembly (DFMA) combination with Quality 
Function Deployment (QFD) as product design methodology (Rosnani Ginting and Amir 
Yazid Ali). The second review article discusses simulation methods for the structure 
of cementitious material hydrates at different length scales (Tarighat, A., Zehtab, B. 
and Tavakoli, D.) and the third review article describes the potential of 3’-Fluoro-3’ 
Deoxythymidine as a cellular proliferation marker in PET oncology examination (Hishar, 
H., R. Price, Fathinul Fikri, A. S., Eddie Lau, W. F., Assunta, C. and A. J. Nordin).
The first regular article in this issue is on scaling group transformation for MHD double-
diffusive flow past a stretching sheet with variable transport properties, taking into 
account velocity slip and thermal slip boundary conditions (Uddin, M. J., Khan, W. A. 
and Ismail, A. I. M.). The following articles look at: morphological and physico-chemical 
characteristics of soils in the Tasik Chini catchment in Pahang, Malaysia (Sujaul, I. M., 
Ismail, B. S., Tayeb M. A., Muhammad Barzani, G. and Sahibin, A. R.); development of an 
integrated catalytic membrane-based unit for biofuel production (El-Zanati, E., Ritchie, 
S. M. C. and Abdallah, H.); going beyond barebones cloud infrastructure services in 
dealing with competitiveness during an economic turbulence (JosephNg, P. S. and Kang, 
C. M.); optimisation of combined acid and enzymatic hydrolysis of cocoyam starch to 
produce a fermentable hydrolysate (Amenaghawon, N. A., Osagie, E. I. and Ogbeide, S. 
E.); simulation of a bioreactor with an improved fermentation kinetics – fluid flow model 
(Emily Liew Wan Teng and Law Ming Chiat); expression of C5a and its receptor in canine 
spontaneous tumours, which is a preliminary finding (Norhaifa, G., Nashreq, K. N., 
Kamarudin, N. H., Bachek, N. F., Ajat, M. M., Hafandi, A., Selvarajah, G. T. and Hezmee, 
M. N. M.); a comparative study of group runs and side sensitive group run control charts 
(Yew, S. Y., Khoo, M. B. C., Teoh, W. L., Teh, S. Y. and Yeong, W. C.); analysis of bit-plane 
images using principal component imaging from a face and palmprint database (Therry Z. 
Lee and David B. L. Bong); classification using the General Bayesian Network (Sau Loong 
Ang, Hong Choon Ong and Heng Chin Low); and potential impacts of climate change 
on precipitation and temperature at Jor dam lake (Aida Tayebiyan, Thamer Ahmad 
Mohammad, Abdul Halim Ghazali, M. A. Malek and Syamsiah Mashohor).
I conclude this issue with a case study that reports on parotid oncocytoma in Birt-Hogg-
Dubé syndrome, which considers a new pitfall in 18F-Fluorodeoxyglucose Positron 
Emission Tomography/Computed tomography imaging (Sethu Thakachy Subha, Abdul 
Jalil Nordin, Norhafizah Mohtarrudin and Fathinul Fikri Ahmad Saad).
I anticipate that you will find the evidence presented in this issue to be intriguing, thought-
provoking, and, hopefully, useful in setting up new milestones. Please recommend the 
journal to your colleagues and students to make this endeavour meaningful.
I would also like to express my gratitude to all the contributors, namely, the authors, 
reviewers and editors for their professional contribution towards making this issue 
feasible. Last but not least, the editorial assistance of the journal division staff is fully 
appreciated.
JST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.
Chief Executive Editor
Nayan Deep S. KANWAL, FRSA, ABIM, AMIS, Ph.D.
nayan@upm.my
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Review Article
TRIZ or DFMA Combined With QFD as Product Design 
Methodology: A Review
Rosnani Ginting1* and Amir Yazid Ali2
1Department of Industrial Engineering, Universitas Sumatera Utara, Medan 20155, Indonesia
2School of Mechanical Engineering, Universiti Sains Malaysia, 14300 Nibong Tebal, Pulau Pinang, 
Malaysia
ABSTRACT
Quality Function Deployment (QFD) is a structured methodology that uses customer and technical 
requirements for designers and manufacturers to provide better products.  Many researchers combine or 
integrate the technique of QFD with other methodologies such as Theory Inventive of Problem Solving 
(TRIZ) or Design for Manufacture and Assembly (DFMA) to optimise product design innovation and 
improvement. The combined methodologies are even used to solve process problems. Initial literature 
review of the application of stand-alone QFD poised several problems. Combining QFD with other 
techniques, such as TRIZ and DFMA, has helped to address these issues and forms the basis of future 
research. The integrated methods can solve main contradictory problems more precisely from product 
demand analysis to product design, production and application. Review work of the literature, specifically 
that on research and development of QFD, TRIZ and DFMA, showed that the said methodologies have 
been widely and successfully implemented in several practical applications such as resolving conflicts 
between customer and technical/engineering requirements and reducing production cost. This review work 
provides an in-depth analysis of identifying and finding issues of strengths, weaknesses and outcomes 
of the QFD when combined with TRIZ and also of QFD integrated with DFMA. 
Keywords: Product design, QFD TRIZ, DFMA.
Article history:
Received: 8 January 2015
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INTRODUCTION
Many companies have tried various new 
approaches in product design to stay 
competitive. With globalisation, enterprises 
have to compete with both local and 
international companies. Many of them are 
adopting quality as a source of competitive 
Rosnani Ginting and Amir Yazid Ali
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advantage so as to achieve a greater number of satisfied customers (Lai et al., 2007). Therefore, 
having products which continuously meet customers’ or users’ needs is top priority in the 
product development process. Every stage of product design and manufacturing is meticulously 
done to ensure that the products meet users’ needs (Luo et al., 2012). According to Sakao 
(2013), several design guidelines have actually been developed, while a large number of 
individual design methods and tools have been generated, of which some were implemented 
as a standard part of design activities.
Fig.1 shows a generic model of the product development process consisting of a few linear 
steps (Ulrich & Eppinger, 2008). In actuality, the process is more complicated as different 
properties of the product (technical, economic, ergonomic and environmental) need to be 
considered simultaneously and this requires involvement of experts from various disciplines 
and departments. Most of the products consist of a variety of parts and subsystems and for 
this reason, different levels of product design need to be combined (e.g. components, parts 
and complete product).
Quality Function Deployment (QFD) is one of the widely used approaches today. It can 
drive a product development process from conception to manufacturing. It is a well-structured 
methodology and technique tool that combines customers’ requirements with technical 
requirements that aid designers and manufacturers to produce better products, enhance their 
competitiveness in the marketplace and increase customer satisfaction (Prasad, 1998; Chan & 
Wu, 2002a; Mendoza et al., 2003; Lai et al., 2012; Farsi & Hakiminezhad, 2012).Van de Poel 
(2007) stressed that the main goal of QFD was to translate customers’ demands into target 
values for the engineering characteristics of a product. By systematically and quantitatively 
employing the relationship between customers’ demands and engineering characteristics, those 
engineering characteristics that are most promising for improving customer satisfaction can be 
selected, while target values can be set (Lai et al., 2012). Initial in-depth review of articles is 
to categorise problems pertaining to using QFD in product design. The categories of the QFD 
problem are depicted in Table 1.
These problems or drawbacks prompt the need for other approaches to be added when 
applying the QFD method. There are many different methods for generating new ideas and 
selecting the ideas in order to create a new design or to improve existing ones. In general, 
researchers tend to focus only on one aspect of the design process, that is, either on the concept 
generation method or on the concept selection method (Claudio, 2010). Combining QFD with 
other techniques helps to address these drawbacks and can form the basis of future research. The 
integrated innovation method, which combines QFD with other technique tools, can precisely 
solve main contradictory problems in the process from the stage of product demand analysis 
to that of product design, production and application. However, there is a need to establish the 
conditions under which the given combinations of particular methods are useful.
 
Fig.1: Product development process (Ulrich & Eppinger, 2008). 
 
Fig.1: Product development process (Ulrich & Eppinger, 2008).
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This paper focuses specifically on the following areas:
• Analysis and identification of (investigates, analyses and reviews) the finding issues, 
particularly when QFD is combined with TRIZ and QFD is integrated with DFMA.
• Advancement of theory and practices directed to the combination/integration of the QFD 
method with TRIZ and DFMA approach are discussed and identified.
• Provision of a high-level overview of the current model of the combined QFD methodology 
in product design, as well as identifying current strengths, weaknesses and outcomes.
TABLE 1 Literature Survey of QFD Problems
QFD Problems References
Customers’ needs may be confused with technical 
responses, conflicts between technical measures 
and the House of Quality (HoQ) may be too large 
and confusing with excessive detail.
Chan  & Wu (2002a)
Problems associated with ‘working in teams’, 
maintaining a commitment to the methodology 
and an unsuitable ‘organizational  culture’
Martins & Aspinwall (2001) 
Problems related to organisational conditions such 
as project definition and project management, as 
well as team selection and building.
Govers (1996)
Complex and very time consuming Büyüközkan et al. (2007); Mak (1999)
Size of the matrices may be too big and complex. Franceschini & Rossetto (1998); Temponi et al. 
(1999) 
Often difficult to reach agreement on conflicting 
technical requirements
Balthazar & Gargeya (1995); Lai & Chang (1999) 
Difficult to meet the needs of different customer 
groups or segments
Kim et al. (1998); Partovi & Corredoira (2002) 
Customers’ needs, correlation among technical 
requirements and the relationship between 
customers’ needs and technical requirements 
are often expressed informally in subjective and 
vague terms and linguistic variables
Zhou (1998); Kim et al. (2000); Fung et al. (2005) 
The voice of the customer (VOC) is dynamic 
in nature and listening to the current VOC is 
insufficient
Fung et al. (2005) 
Manual input of customer survey into the House 
of Quality (HOQ) is time-consuming and difficult
 Bouchereau & Rowlands (2013); Karanjekar 
(2013)
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RESEARCH METHODOLOGY
The initial step of the process is to define the context of the literature survey based on the 
combination of the QFD methodology with TRIZ and DFMA. Fig.2 shows a flowchart of the 
methodology used to provide the literature review of the study. The work was divided into six 
sections. The parameters taken into consideration included:
• Product planning and development methods,
• Method of use and time boundaries (year of publication). 
A table was used to record and classify the articles being reviewed. It is important to 
note that this paper focuses on and considers only journal articles whose goal was to either 
develop theoretical-conceptual work or reviews of the literature or a case study or  theoretical 
modelling (keywords in the title, abstract, introduction were analysed). Even though the 
above identification methods were used during the searching process, the number of published 
articles is quite large; hence, it was not possible to analyse all the articles. In order to reduce 
the possibility of missing the latest developments, the emphasis of the analysis was on the 
literature published mainly within the last 20 years (1993 to 2014).
A screening process was needed to restrict the articles pertaining to combined QFD with 
TRIZ and/or DFMA approaches. As a result, a total 28 articles (out of 80) were selected from 
the following 13 journals, reviewed and further analysed: Production Research Journal, Institute 
of Electrical and Electronics Engineers Journal, Journal of Applied Operational Research, 
Science and Business Journal, Science and Agriculture Journal, Industrial Management Journal, 
International Journal of Operations and Production Management, Computers and Industrial 
Engineering Journal, International Journal of Ergonomic, Management and Development 
Journal, Journal of Engineering Education, International Journal of Collaborative Enterprise 
and Advances in Environmental Biology Journal.
 
Fig.2: Flowchart of the methodology. 
 
Classification of the selected QFD combination methods  
(Screening, searching and shortening the identified articles) 
 
Investigation of the combination methodology  
(Identification, analysis and review of the selected articles)  
Methodology review of QFD combined with TRIZ and DFMA 
Start 
Discussion and Conclusion 
A review of QFD Literature 
Fig.2: Flowchart of the methodology.
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The first and second sections present the Introduction and Research Methodology. Section 
3 gives an overview of the QFD methodology and its applications. Section 4 and 5 discuss 
the combined methods of QFD with TRIZ and QFD with DFMA, as well as finding issues in 
depth-analysis of the combined methodology. Finally, discussion and conclusions are presented 
in Section 6.
Overview of Quality Function Deployment Methodology and Its Applications
Quality Function Deployment (QFD) is recognised as an effective method for integrated product 
and process development (Yang et al., 2012). It was developed by Yoji Akao, who described 
QFD as a “method to transform user demands into design quality, to deploy the functions 
forming quality, and to deploy methods for achieving the design quality into subsystems and 
component parts, and ultimately to specific elements of the manufacturing process.” In other 
words, QFD is a tool for transforming the ‘Voice of Customer (VOC)’ to product design (Felice, 
2010). QFD is a general concept that provides a method for translating customers’ requirements 
into suitable technical requirements in each stage of product development and production (Shih 
& Chen, 2013). Fig.3 shows the translation between both requirements.
 House of Quality (HOQ) is a structure with interrelated matrices that can convert every 
customer’s requirements into several technical requirements at all levels (Kao et al., 2002; 
Hung et al., 2007; Kao et al., 2010; Lai et al., 2012).  Fig.4 illustrates a generic HoQ.
Fig.3: Phases of customer-orientated product design (Urban & Hauser, 1993).
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QFD also uses some principles from Concurrent Engineering (CE) because cross-functional 
teams are involved in all phases of product development (Cohen, 1995; Jaiswal, 2012). The 
QFD process involves four phases, as follows:
• Product planning: house of quality;
• Product design: parts deployment;
• Process planning;
• Process control (quality control charts).
A chart (matrix) represents each phase of the QFD process. The complete QFD 
process requires at least four houses to be built that extend throughout the entire system’s 
development life-cycle (see Fig.5). Each of the four phases in a QFD process uses a matrix 
to translate customers’ requirements from initial planning stages through production control. 
Bouchereau and Rowland (2000) stated that the starting point of any QFD project is the 
customers’ requirement, which is often referred to as non-measurable. These requirements 
are then converted into technical specifications, referred to as the engineering characteristics 
or measurable. Each phase or matrix can represent more specific aspects of the product’s 
requirements. Relationships between the elements were evaluated for each phase; however, 
only the most important aspects were deployed into the next matrix.
QFD with TRIZ and/or DFMA
Several optimisation approaches have been applied in QFD analysis in recent years. Due to 
the complexity of deployment, various quantitative methods have been suggested to improve 
the reliability and objectiveness of QFD (Chan & Wu, 1998). Benchmarking is also used to 
 
Fig.4: Matrix of HOQ (Cohen, 1995).
 
Fig.5: The QFD matrix phases (Hauser & Clausing, 1998, as cited in Kazemzadeh et al., 2009).
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determine an objective set of technical attributes in QFD (Shen & Tan, 1998). Meanwhile, 
Kazemzadeh and Behzadian (2009) analysed 650 articles on QFD and grouped them according 
to their content and came up with four broad categories, which are, general introduction, 
functional field, industrial application and theoretical development. They also discussed some 
benefits and common implementation problems. Their findings indicated that a particular 
weakness of QFD is that it is only suitable for specific applications.
The performance of QFD can be improved by combining it with product design tools. 
Fig.6 demonstrates how QFD can be used as a framework for product development processes 
(Sasananan, 2008). The most common method to improve QFD performance to prioritise 
customers’ requirements is to link it with TRIZ and DFMA approaches. The combination of 
QFD with TRIZ is the most commonly used technique when dealing with incomplete and 
imprecise information pertaining to customers’ requirements (Owlia & Aspinwall, 1998; Ngai 
& Chow, 1999; Pelt & Hey, 2010; Farsijani et al., 2013a). The combination of QFD-DFMA, on 
the other hand, can be used to improve the design quality of products during the product concept 
stage (Bahill & Chapman, 1993; Bergquist & Aberysekera, 1996; Bush & Robotham, 1999).
The findings showed that only two journal articles summarised the topic of QFD 
combination. Other topics that are commonly focused on in the literature are investigation 
and analysis of the application of QFD with TRIZ combination and application of QFD with 
DFMA combination. The common sectors where the combinations are applied include higher 
education, both large and medium-sized manufacturing, logistics, ergonomics, eco-design 
and product service. Meanwhile, the common product biased application areas are on product 
design, product design process, redesigning process, product development, redesigning product, 
product design cost, analysis cost and product cycle time. Table 2 lists some relevant literature 
on sector and applications in relation to the type of combinations.
Fig.6: A conceptual model of how QFD is integrated with other methods for product design 
(Sasananan, 2008).
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TABLE 2 : Selected Literature Survey of QFD Combined with TRIZ
Combination of QFD and TRIZ
QFD should not only address product functions but also quality requirement. This can 
be met by considering generated contradicting effects and evaluating improvement options. 
Tools on quality requirement in QFD alone are rather weak. The TRIZ methodology can better 
support designers to find such improvement solutions; hence, it is deployed together with 
QFD. This is because the tools and techniques of TRIZ, based on the integrated innovation 
methods, can be organised in many ways. The flowchart in Fig.7 illustrates the TRIZ systemic 
innovation knowledge. It is useful for the understanding of the integrated innovation methods 
(see Fig.7), particularly the tools and how they are related (Yihong et al., 2012). The synergy 
attained between the four phases of QFDs and TRIZ is a powerful tool to enable development 
References QFD combined Method Applied in
Clarke (2000) TRIZ New product design development
Green & Bonollo (2002) DFMA Innovative conceptual idea
Yamashina et al. (2002) TRIZ Innovative product development 
Suk & Kyeong (2003) TRIZ Product design
Mendoza et al. (2003) DFMA Product design
Marsot et al. (2004) TRIZ Product design
Estorilio & Marcelo (2006) DFMA Product design
Chuan & Chun Yu (2007) DFMA Product design
Bohm et al. (2008) TRIZ New product process and development
Su &  Lin (2008) TRIZ Product development
Horak & Timar (2008) DFMA Product design process
Shang Liu et al. (2009) TRIZ Product design
Boppana & Azizi (2009) DFMA Product planning, conceptual design
George et al. (2009) DFMA New product development
Tseng et al. (2010) TRIZ Redesigning process
Claudio et al. (2010) TRIZ Redesigning product
Butdee & Trakunsaranakom (2010) TRIZ QFD (E), TRIZ
Yeh et al. (2011) TRIZ Innovative product design 
Johangir & Noraddin (2012) DFMA Developing new service
Rau & Tse Fang (2012) TRIZ Design Improvement
Sojung & Byungun (2012) TRIZ Product and service components
Melgozaa et al. (2012) TRIZ Product Design
Yihong et al. (2012) TRIZ New Product Design
Farsijani et al. (2013) TRIZ Product designation processes
Sakao (2013) TRIZ Product planning
Shih & Chen (2013) TRIZ Product Design
Mayda & Borklu (2014) TRIZ Product Design
Vinodh et al. (2014) TRIZ Product Design and Development
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of breakthrough in products because it emphasises on error prevention practices (Yeh et al., 
2011). The attained synergy can detect problems such as quality characteristic conflicts in 
target specifications and also negative interactions between product structures, materials, 
manufacturing processes and shop floor control requirements.
TABLE 3: Some Identified Literature Reviews on Combination of QFD and TRIZ
References Selected Variables Identified Outcomes
Clarke (2000) Engineering characteristics TRIZ and QFD has synergies that 
can be used for a wide range of 
innovative problem solving
Hajime et al. (2002) Customers requirement and 
quality characteristic
Product  development process 
carried out systematically with the 
integration of QFD and TRIZ
Hong Suk & Kyeong (2003) Eliminating stool, bowl flushing, 
odour  prevent ion,  r insing 
reduces sound
Flexible rubber and operation 
using TRIZ, which is applied to 
dipper in toilet, thus reducing water 
consumption in buildings (from 13 
to 3 litres).
Marsot et al. (2004) Vo i c e  o f  c u s t o m e r  a n d 
engineering characteristic
Integration of FA, QFD and TRIZ can 
be used to create ergonomic products
Fig.7: TRIZ problem solving flow chart with integrated innovations tools.
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References Selected Variables Identified Outcomes
Liu et al. (2009) Voice of customer, engineering 
characteristic
The Integration of QFD and TRIZ 
and non-linear programming can 
produce simulation design products 
that meet consumers' satisfaction 
w i th  cos t  m in imi sa t i on  and 
elimination of contradicting technical 
characteristics.
Tseng et al. (2010) Priority technical characteristics 
in product design
 The combined QFD-TRIZ can 
be applied to determine sequence 
of technical characteristics and 
correlations between them.
Yeh et al. (2011) Customer and environmental 
r e q u i r e m e n t s ,  t e c h n i c a l 
product characteristics, QFD 
contradictions
QFD supported TRIZ to translate 
Notebook’s customers’ needs 
into required design attributes, 
components/modules,  process 
o p e r a t i o n s  a n d  p r o d u c t i o n , 
concurrent with the desire to realise 
high applicability and innovation in 
products.
Rau & Fang (2012) P a c k a g i n g  w e i g h t ,  s i z e , 
prices, resilience, handling 
costs, resistance of moisture, 
vibration, pounding, pressure 
and durability wrapping 
The proposed QFD was combined 
with the TRIZ approach to survey 
design requirements and attributes 
and their weights in terms of 
importance for notebook computer 
packaging design; a fuzzy QFD 
matrix was constructed, and it was 
found that the results were highly 
practical, extensible and applicable.
Yihong et al. (2012) External variables, motivation 
( p e r c e i v e d  u s e f u l n e s s , 
consumers’ taste perception, 
behaviour, habits) and actual 
system used
With the integrated innovation 
method of QFD, TAM and TRIZ 
combined, the company’s new wall 
material products are designed, and 
green, environmental, economic 
series wall material products have 
been designed and marketed in China
Sakao (2013) Customer and environmental 
r e q u i r e m e n t s ;  Te c h n i c a l 
attributes
The methodology supporting the 
effective planning in term of product 
cost and environment
TABLE 3: (Continued)
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Table 3 lists the works pertaining to the combination of QFD with TRIZ in the literature 
in chronological order. It shows the variables or sector that are being applied and the identified 
outcome of each work.
Many researchers have worked on the QFD and TRIZ combination and deployed TRIZ 
to address QFD problems and shortcomings. For example, Wang et al. (2005) identified 
contradictions within TRIZ by defining rules based on HOQ (House of Quality) in QFD. 
Several main parameters can be extracted and used to resolve conflicts and contradiction in 
QFD (Lu et al., 2006). Regazzoni et al. (2010) pointed out that taking an innovative, active 
and prospective approach is much more effective than showing passive reactions in preventing 
product collapse during its initial designation stages. TRIZ instrument was implemented to 
resolve these conflicts by translating the technical requirements into 39 designation parameters.
In the contradiction matrix, ameliorating parameters in rows and deteriorating parameters 
are arranged in columns. As QFD reveals the “what’s” of required operations, TRIZ instrument 
determines the “how’s” of the required operations (Hassan Farsijani et al., 2013). Sakao 
(2013) presented TRIZ as a set of technology trends related closely to quality control. The 
purpose is to help designers to become more efficient in making improvements to their designs. 
Designers need only to focus on more influential components to improve the quality of a 
product. This is because QFD reveals the “what” of the required operations, while the TRIZ 
instrument determines the “how” of the required operations. Farsijani et al. (2013) addressed 
the combination of QFD and TRIZ as seen in Fig.8.
Many researchers have also developed models or algorithms based on the QFD and 
TRIZ combinations. For example, Su and Lin (2008) developed a model based on the TRIZ 
TABLE 3: (Continued)
References Selected Variables Identified Outcomes
Mayda & Borklu (2014) Capacity, weight, simple design, 
ergonomics, human effort, safety, 
durability, and dimensions
The applicability of the proposed 
model is demonstrated through a case 
study. The case study shows that the 
proposed model allows designers 
to f ind easily innovative and 
customer-centred solutions. Based on 
Altshuller's levels of innovation, the 
effectiveness of the proposed model 
was evaluated, and high innovative 
solutions were obtained.
Vinodh et al. (2014) Durable, easy to operate and cost 
effective.
The results of this study highlight the 
practical feasibility of the integrated 
model of QFD combined with TRIZ, 
which includes a VOC translation 
mechanism, an innovative design 
tool, and an MCDM framework for 
innovative and sustainable product 
development.
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methodology to generate creative solutions using Fuzzy QFD to improve service quality by 
examining the service quality determinant and analysing the correlation between imprecise 
customer requirements and service quality determinants. Meanwhile, Yeh et al. (2011) proposed 
and developed using the four phases of QFD to translate customers’ needs into required design 
attributes, components/modules, process operations and production into TRIZ inventive 
principles and a contradiction matrix. The purpose was to achieve green-design solutions. The 
software of the TRIZ matrix was developed based on the algorithm. Kim and Yoon (2012) 
implemented the TRIZ and QFD instrument to resolve the conflicts between production and 
consumption requirements in 500 automobile factories in the world.
Analysis of the QFD Combined TRIZ
This section reviews the analysis of the case studies applying the combined QFD-TRIZ. Fifteen 
case studies were selected for analysis in this section (see Table 3). Cases 1 to 7 are categorised 
as development and improvement of the combined QFD-TRIZ, cases 8 to 18 are categorised 
as application, and cases 19 and 20 are the fuzzy version of the combined QFD-TRIZ.
Case 1. Clarke (2000). A new combined QFD-TRIZ approach was used to employ elements 
from the existing customer assessment from concept generation methods to concept selection 
methods.  The TRIZ method was used to transfer the ideas generated through brainstorming into 
concepts and solutions. The result was to obtain and develop ideas in designing a product that 
is actually needed by customers. Unfortunately, the amount of ideas generated was insufficient 
to completely fulfil all customers’ requirements.
Case 2. Yamashina et al. (2002). A new combined QFD-TRIZ approach was developed 
and named Innovative Product Development Process (IPDP). It systematically integrates QFD 
with TRIZ and enables effective and systematic technical innovation for new products. The 
IPDP was developed to assist engineers in finding innovative solutions during the technical 
Fig.8: A conceptual model of how QFD was integrated with other methods (Hassan Farsijani et al., 
2013).
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product development process. However, the work does not show the effectiveness of QFD and 
TRIZ integration as it lacks the concentration of an in-depth method. Other in-depth analyses 
in other literature also indicate that there are no other methods that can effectively show the 
integration of QFD and TRIZ.
Case 3. Su & Lin (2008). Their combined approach was used to identify critical 
determinants that pertain to customer satisfaction by analysing the correlation between 
imprecise requirements obtained from customers and determinants of service quality. The 
approach can be used to overcome both technical and non-technical problems. However, the 
applicability of the method is rather complex.
Case 4. Bohm et al. (2008). Their combined QFD-TRIZ approach covers the conceptual 
development of new products. The methodology was structured into several specific steps and 
used an IT tool. It provides the transition from isolated support tools to information management 
along all the phases of the conceptual development in an innovation process. The integration 
of KNOW-IT, HoQ and TRIZ can improve the overall process of new product development 
concepts and link it to integrated management information. The communication of each 
department in developing the product must be transparent when applying the methodology.
Case 5. Liu et al. (2009). Their integrated approach emphasises the contradictions between 
engineering characteristics rather than compromising trade-off during the early stage of product 
development. They suggested utilising TRIZ to solve contradictions as the first step. The 
second step is to amend the correlation matrix of engineering characteristics. The next step 
is to validate; this is followed by planning and executing IFR (ideal final result). However, 
they did not describe cost calculation optimisation in detail. MatLab was used for non-linear 
programming.
Case 6. Claudio et al. (2010). They proposed using the combined QFD-TRIZ approach 
to create a new design, right from the customer needs assessment to the final design. The 
methodology was created while a variable message-sign mounting device was designed. The 
methodology utilises elements from existing customer assessment tools, concept generation 
methods and concept selection methods.
Case 7. Tseng et al. (2010). They developed a new combined QFD-TRIZ model in terms 
of Prioritisation of Product Design Tasks. TRIZ was used to generate conflict problems arising 
from HoQ. DSM and the importance of ECs are applied to overcome the conflicting problems. 
The methodology of combined QFD, TRIZ and DSM provides ease in determining absolute 
priority importance in HoQ. However, its application is rather complicated for problem solving 
whenever simultaneous resource constraints exist.
Case 8. Lee & Won (2003). They used the combined QFD-TRIZ approach to find innovative 
conceptual ideas to develop a super water-saving toilet system. The physical contradiction in 
TRIZ with QFD was defined for the fixed ceramic S type trap for saving water while preventing 
a bad smell from the septic tank at the same time. The concept of using a flexible tube to save 
water was obtained by using the separation principle to resolve physical contradictions. The 
aim was to make the innovative concepts more structured so that the physical contradiction 
of every customer need can be eliminated. Unfortunately, identifying what customers desire 
using the approach is very difficult to do, and it is even more challenging to use it to generate 
creative ideas.
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Case 9. Marsot et al. (2004). The QFD-TRIZ approach was used to design and produce an 
ergonomic boning knife. However, the advantages of the newly-designed product compared 
to the others were not mentioned to prove the effectiveness of their methodology.
Case 10. Tomohiko Sakao (2007). The combined QFD-TRIZ approach was utilised to 
support the product planning and conceptual design stages effectively. The author provided 
the concept of innovative product design and eco-friendly design. Nonetheless, it is difficult 
to quantify the environmental attributes into QFD using this particular concept.
Case 11. Butdee & Trakunsaranakom (2010). The combined QFD-TRIZ approach was used 
to support redesigning of the High Temperature Machine (HTM). Key TRIZ contradictions 
for HTM include power duration of action, quantity of substance in the water, as well as 
temperature and weight of major objects. This combination was used to design eco-friendly 
products. However, their paper does not describe the validation steps in TRIZ.
Case 12. Yeh et al. (2011). Their combined approach utilises a methodology that integrates 
TRIZ inventive principles and contradiction matrix to achieve green-design solutions for major 
contradictions. TRIZ was used to propose innovative methods to resolve problems. This helps 
designers to anticipate the end results of product development process, a result that is innovative 
and enhances the chances of product success. However, it is difficult to solve problems when 
there are simultaneous resource constraints.
Case 13. Kim & Yoon (2012). The combined QFD-TRIZ approach was applied to create 
product-service system (PSS) concepts by resolving contradictions between product and 
service components. They applied TRIZ’s 40 inventive principles to PSS cases. QFD was 
adopted to identify critical features of products and services. Characteristics of good products 
and services were identified using QFD so that the resulting product could be appropriately 
generated. However, using a tool that is only used to reduce losses due to the product will not 
be able to prove or show the service quality of existing products.
Case 14. Melgozaa et al. (2012). The methodology they used is based on the synergy 
between several methods such as attribute listing, QFD and TRIZ to solve physical 
contradictions related to geometry and material used. Through the combination of QFD and 
TRIZ, physical contradictions related to geometry and material can be solved. This resulted in 
a form of stent that is approved by doctors. Although the device has been adjusted, the design 
techniques do not allow feature geometry to be detailed at this level.
Case 15. Yihong et al. (2012). Through the QFD combined TRIZ and TAM, a design of 
new building wall materials was achieved. Technical contradictions and physical contradictions 
at various stages of product design and production were resolved from the perspectives of a 
user survey, R & D design, manufacturing and marketing. On the other hand, some researchers 
claimed that TAM might be easy to use and a quick study it is less representative of the real 
problems of technology acceptance.
Case 16. Shih & Chen (2013). They proposed the combined QFD, ANP and TRIZ to design 
a mobile healthcare device in the healthcare industry. The proposed process for designing 
a future mobile healthcare device points out some important features, meets the needs of 
customers and could be a future direction for the development of the healthcare industry. The 
concept of innovative ideas has become more structured. Therefore, physical contradiction of 
each customer’s needs can be eliminated.
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Case 17. Mayda & Borklu (2014). The proposed combination of QFD and TRIZ into Pahl 
and Beitz’s conceptual design approach was used to design a punch according to two different 
design models: classical conceptual design process and TRIZ and QFD-assisted conceptual 
design. This was done to see the results of these designs.
Case 18. Vinodh et al. (2014). They applied fuzzy in their combined Fuzzy QFD-TRIZ 
approach to redesign the product packaging system. Requirements derived through fuzzy QFD 
were used to identify design attributes using the TRIZ method. This approach can eliminate the 
contradictions between material and technical features. However, determination of technical 
characteristics is still subjective. A combination of QFD and TRIZ can boost innovative thinking 
in the designing process. Moreover, the total time taken by QFD and TRIZ in assisting the 
designing process is significantly shorter compared to the classical design process. However, 
in this paper, QFD did not consider product life cycle but focused on what to do instead. The 
answer to the question of how to do it is not given, while the process of converting customers’ 
desires into a characteristic technique cannot be defined as well.
Case 19. Rau & Fang (2012). They applied fuzzy in their combined Fuzzy QFD-TRIZ 
approach to redesign product packaging system. Requirement derived through the fuzzy QFD 
was used to identify design attributes by using the TRIZ method. This approach can eliminate 
the contradictions between material and technical features. However, determination of technical 
characteristics relationship is still subjective. QFD and TRIZ in synergy can save about 40% 
of time. In terms of cost, on the other hand, the negative effects can cause noise. There is an 
increase in the coss incurred, while operational complexity is also increased.
Case 20. Farsijani et al. (2013). The combined Fuzzy QFD-TRIZ approach was used 
to increase product designation efficiency. The researchers implemented the Fuzzy Analytic 
Hierarchical Process (FAHP) to weigh customers’ requirements. Meanwhile, an advanced 
decision-making software was used to calculate adaption coefficients. The TRIZ instrument 
was used to resolve the conflicts between technical requirements in a short time based on 
priorities of customers’ requirements. Data from consumers were collected indirectly. However, 
researchers did not focus on and make comparisons between competitors’ products.
The QFD-DFMA Combination Methodology
Design for Manufacture and Assembly (DFMA) focused on operation issues during product 
design. According to Rajagopalan (2011), this can be critical even though design costs are just a 
small part of a product’s total cost because wastage of raw materials or duplicating efforts could 
substantially cause negative impacts on any business’s profitability. Silva et al. (2009) identified 
QFD as having a concept similar to that of the Design for Manufacturing (DFM) because it 
also attempts to integrate the relationship between product engineering, quality, marketing and 
customers. The systematic evaluation approach by DFMA tools provides critical insight into 
the strengths and weaknesses of the existing product design during its production life phase.
Designers will be led to focus on searching for new product concepts after using this 
evaluation method in combination with QFD’s needs analysis and benchmarking exercises. The 
inadequacies highlighted by the QFD and DFMA evaluation will be resolved into a solution. It 
will form the basis of new product concepts with an improved design quality. This technique 
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also reduces total project time. Gupta and Okudan (2012) described QFD as a popular DFM 
tool that is used at the conceptual design stage to convert customers’ demands into quality 
characteristics. Design for Assembly (DFA) is closely linked to DFM as it also attempts to 
reduce the total number of parts and also the total cost incurred. Ideally, DFA must be applied 
at the conceptual design stage to attain maximum effects. Thus, QFD and DFM promote 
integration between engineering, manufacturing and marketing by reducing the total cycle 
time of product development and implementing product quality to be in full compliance with 
customers’ desires (Bush & Robotham, 1999). Table 4 shows the list of some literature related 
to the combined QFD-DFMA approach and the identified variables and outcomes.
References Identified Variables Identified Outcomes
Green & Elivio (2002) Conceptual and detail 
design
Provides solutions on the study guide to other 
researchers in product design
Mendoza et al. (2003) Voice of customers, 
quality characteristic, 
cost, cycle time
This study shows the methodology used is more 
suitable for products in the early stages of product 
cycle.
Es to r i l io  & S imiao 
(2006)
Cost, detail design Application of QFD, DFMA and FMEA can be 
used to show the critical subsystems identified 
by using cost.
Chiu & Lin (2007) Product design costs, 
analysis costs, product 
design stages
Integration of QFD-DFMA to streamline the 
design of the product by reducing cost and time 
in order to improve the quality
Horak & Timar (2008) E s t i m a t i n g 
manufacturing costs, 
cost  of assembling 
product
The application of DFMA has led to quantum 
leaps in productivity that are reflected in saving 
programme timing reductions of >50%, assembly 
time reductions of >63%, assembly defect 
reductions of >68%, separate part reductions of 
>50%.
Chowdary & Harr is 
(2009)
Cus tomers’ needs , 
mater ial  select ion, 
material assembly time
Product design concepts allow designs to be 
produced at lower costs and lower environmental 
impacts, thus enabling organisations employing 
these principles to become more profitable.
George & Vosniakos. 
(2009)
Product manufacturing, 
system simulat ion, 
parametric design
Combination of QFD-TRIZ allowed the designer 
a better control over the intermediate results, 
enhancing the ability to simulate and test more 
variations with built-in computerised decision 
making tools.
Farsi & Noraddin (2012) Customers’ needs and 
requirements 
The technique of QFD, DFMA and VE in the 
design of product/service or production process 
is the selection of suitable alternatives that lead 
to increased value for the customers but does not 
increase product/service cost. In other words, 
improved product/service costs lead to greater 
customer satisfaction.
TABLE 4 : Some Literature Reviews Related to QFD Combined DFMA
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Analysis of the Combined QFD-DFMA
Eight works were studied for the combined QFD-DFMA approach. Cases 1 and 2 involved 
new developments and improvement to the combined approach while cases 3 to 8 were on the 
application of the combined approach.
Case 1. Green & Bonollo (2002). They proposed collaboration between QFD-DFMA 
and the Value Analysis (VA) approach as a means to improve both outcomes and quality of 
product design solutions. They explained and described in detail the knowledge and stages 
involved in the design methodology and also clarified the relationship design process stage. 
However, their explanation of the integration of product design development method with 
other methods is not detailed.
 Case 2. Chowdary & Harris (2009). They presented an integrated DFMA and DFE with 
the QFD method. In this regard, QFD aided DFMA and DFE in determining the limits of any 
design. The study also showed the connections between customers’ needs and the metrics 
used to satisfy them. It also illustrated what the development team should focus on to produce 
quality products. Once a final concept is selected, two concept variants should be developed. 
The first variant is without the use of DFE and DFMA methodologies, while the second variant 
uses DFE and DFMA. However, their proposed combination methodology is only useful for 
reducing the time required for product design.
Case 3. Mendoza et al. (2003). They applied the combined QFD-DFMA and VE approach 
in five case studies, and showed that DFMA eased evaluation efforts in terms of information 
that was generated during the QFD/VE process. Through this combination, DFMA could be 
used to optimise design proposals. Information from the QFD/VE processes could then be 
used to evaluate the would-be impacts due to modifications suggested by the DFMA analysis 
of the product’s performance. However, the results of the QFD process are not necessarily 
balanced because requests focusing on improving the performance of specific features may 
not be relevant to specific populations. Customers appeared to make assumptions about the 
products that were not immediately evident from their requests.
Case 4. Estorilio & Simiao (2006). They utilised the integrated QFD-DFMA approach 
to reduce assembly costs in a diesel engine model, thus making the engine economically 
feasible. They presented a detailed description of how the most critical engine subsystem was 
a delimiter by considering the cost and applying DFMA guidelines to the subsystem. Hence, it 
was concluded that QFD, DFMA and FMEA could be used to reduce the number of components 
when developing product design.
Case 5. Chiu & Lin (2007). The integrated concept of QFD and DFMA was used to produce 
low-cost products with high quality in a shorter lead time. Their concept could be used to 
reduce materials and energy usage, while reducing emissions. However, this integration has a 
major constraint in the form of the complexity of organising and analysing large-scale matrix 
relationships.
Case 6. Horak & Timar (2008). They applied the combined QFD-DFMA approach with 
FMEA to reduce assembly time, assembly defects and separate parts of the door-lock system 
of tractors in a DFMA laboratory. The combination of QFD, DFMA and FMEA could be used 
to reduce the number of components used in developing a product design. DFMA also aided 
DFE to reduce costs, develop future products and minimise the number of design errors.
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Case 7. George & Vosniakos (2009). They applied the combined QFD-DFMA approach to 
examine the path of preliminary products and process development to detailed product design 
to manufacturing system design focusing on performance prediction. Emphasis was given to 
analysis-based configuration issues. Their methodology attempted to integrate several different 
tools within the context of concurrent product and manufacturing system development. Each 
tool has certain advantages and disadvantages. Holistically from an integration perspective, 
there are several areas that need attention. One area of interest is the methodology’s sequential 
nature. The difference between the three phases is rather obvious even though there are instances 
of change in the feedback given and used for decision making.
Case 8. Farsi & Hakiminezhad (2012). They applied the combined QFD-DFMA approach 
with VE to reduce service/product costs without lowering its quality or performance. Their 
approach showed that the tools could be used to maintain the team’s focus during the design 
process. They explained the stages involved in identifying processes that facilitated the designer 
to make inferences. Integration of the three methods simultaneously led to cost reduction and 
quick or instant improvement of the performance of services or products. However, the method 
has been presented as too complex to be integrated with other methods.
DISCUSSION AND CONCLUSION
The main objective of this work was to analyse and review several works in the literature on 
QFD methodology in combination with other techniques that were aimed to improve product 
design and perform designing tasks as quickly as possible during the product development 
process. The analysis focused on the combined use of three established methodologies of 
Quality Function Deployment (QFD), Theory of Inventive Problem Solving (TRIZ) and Design 
for Manufacturing and Assembly (DFMA). 
For this work, journal articles pertaining to the combined QFD approaches from 1993 to 
2014 were reviewed and analysed. The articles were distributed over 13 different journals. 
For this purpose, the initial screening process of relevant journal articles was done whereby 
28 combination methods were identified. The combined methods were categorised and 
presented in two groups: one was based on their type and the other on their methodological 
characteristics. The categorisation was done for both the approaches of combined QFD-TRIZ 
and the combined QFD-DFMA. 
The strengths and weaknesses of the combined methods and their application in the specific 
cases were also highlighted. The combined techniques were also analysed separately. This 
paper also elaborates on details of the combination methodology, specifically details related 
to both QFD combined with TRIZ and QFD combined with DFMA.
It was found that the QFD combination methodology could provide relevant guidelines 
and information pertaining to designers on matters to be considered during product design 
and development processes. The combined  QFD-TRIZ and QFD-FMA approaches were the 
most commonly used techniques to deal with incomplete and imprecise information related 
to customers’ and technical requirements. However, their shortcomings have also been 
encountered. Among these shortcomings were that many of the combination methods were 
classified under only one type; the combination methodologies were discussed separately and 
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compared with no integration; and systematic framework in combining the methods was not 
described in detail. DFMA could be used to optimise design proposals, while information from 
the QFD/VE processes could be used to evaluate the impacts the modifications might have on 
the product’s performance, as suggested by the DFMA analysis.
This paper also reviewed the important benefits of the combined QFD-TRIZ and QFD-
DFMA approach. Some of the benefits of the combined QFD approach obtained from the 
literature reviewed are listed below:
• The integration of with TRIZ improves the overall process of new product development, 
from concepts to integrated management information.
• Completion of the technical characteristics on the relationship in QFD’s house of quality 
(HoQ) using TRIZ contradiction can result in cost optimisation.
• The combined QFD-TRIZ method easily determined absolute priority importance in HoQ.
• Contradictions in the requirements and technical features can be eliminated.
• With the QFD, customer’s needs could be determined and attribute needs could be arranged 
systematically, while TRIZ resolved any contradictions that occurred.
• The combination of TRIZ and QFD can reduce flaws in product design.
• The combined QFD-DFMA can determine the limits of a design and relate customers’ 
needs to the metrics used to satisfy them.
•  QFD-DFMA could be used to reduce the components used during the product design 
development stage.
• QFD-DFMA with FMEA can reduce assembly time and assembly defects and also separate 
parts of products.
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to know about their structures at different 
scales. The nature of concrete is random over 
a broad range of length scales, from nano to 
macro. Although each length scale presents a 
random composite, concrete in its engineering 
uses is considered as a uniform material at the 
macro scale. Therefore, it is highly necessary 
INTRODUCTION
Simulations are useful when the conditions of interest are difficult to achieve in the laboratory. 
Concrete structure simulation is difficult due to its complex microstructure, which is still not 
completely understood. A lot of studies have been conducted for cement/concrete materials 
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ABSTRACT
Concrete is a very complicated, random, multi-scale and multi-phase material. It is important to know 
cement paste structure to understand its properties and damage mechanisms that can influence the 
properties of concrete. Recently, many researchers have focused on the simulation of hydrated cement 
microstructure to figure out how damage/deterioration might be initiated. Moreover, as the microstructure 
of hydrated cement is known, we are able to produce greener, stronger and more durable concrete. There 
is a critical need to survey previous research to direct future study. In recent years due to development 
of advanced computers, most researchers tend to study the atomistic structure of hydrated cement and to 
make a bridge between nano and macro scales. Various models have been developed to simulate cement 
structure. This paper is an introductory review of the most important studies proposed by researchers 
for simulation of hydrated cement at different scales varying from nano to macro. Impact of the latest 
advances in simulation methods and their applications for hydrated cement research is investigated. 
Salient issues are categorised into four main sections including numerical models, microstructural models 
for cement hydration simulation, atomistic simulations and multi-scale studies.
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to study concrete at each length scale to have a better insight into its structure and properties. 
To simulate multi-scale structures of concrete materials, various sciences including chemistry, 
materials, physics, strength of materials, heat transfer etc. are needed.
Simulating the hydrated cement microstructure makes it possible to predict different 
properties and damage/deterioration mechanisms of the hardened cement in relation to time. 
In this paper, the most major methods that are implemented to simulate hydrated cement 
microstructure at different nano to macro scales are introduced. In this paper, major methods 
are introduced and categorised into four methods including: 
• numerical models, 
• microstructural models for cement hydration simulation, 
• atomistic simulations and 
• multi-scale studies.
In following section, ‘Numerical Models’, three basic models used several times as 
references in later studies are introduced. These models are considered as first research 
in the field of concrete microstructure simulation. In section ‘Microstructural Models for 
Cement Hydration Simulation’, the discussion is provided under five sub-sections for better 
categorisation. In the sub-section, ‘NIST models’, there is a brief review of various models 
proposed by NIST researchers (National Institute of Standards and Technology, USA) that 
are related to cement microstructure. This sub-section also includes studies proposed by other 
researchers whose models are based on NIST models. The HYMOSTRUC (van Breugel, 
1995a,b), IPKM (Navi & Pignat 1990), μic (Bishnoi, 2008) and De Schutter models (De 
Schutter & Taerwe, 1995) are introduced in separate sub-sections due to their great importance 
in the history of hydrated cement microstructure modelling. Colloidal models (CM-I and CM-II) 
proposed by Jennings (Jennings, 2000, 2008) are introduced in the last sub-section of section. 
Important concepts used in colloidal models have been used in the development of later models.
In section ‘Atomistic Simulations’, various research is introduced in three sub-sections 
depending on the method used for cement microstructure simulation at the atomistic scale. 
Molecular dynamics, molecular statics and the Monte Carlo method are the three main methods 
for evaluation of cement properties at the atomistic scale. Each method has specific applications 
for assessment of different types of cement paste property. Their applications are discussed in 
section and various research is introduced for each method. In section ‘Multi-Scale Studies’, 
research conducted simultaneously in different scales is surveyed. There are two different 
points of view for multi-scale modelling of cementitious materials: hierarchical and concurrent 
modelling. Introduction of these methods and their applications are scrutinized in section.
NUMERICAL MODELS
The first attempts to simulate concrete were conducted using the numerical methods. Numerical 
methods were used to model mechanical properties of concrete. Wittmann et al. (1984-85) 
proposed a method based on the morphological law suggested by Beddow and Meloy (1980), 
simulating two-dimensional random geometry of natural aggregates to generate realistic 
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composite structures. They predicted the elasticity modulus and the diffusion coefficient of 
‘numerical concrete’, using the take-and-place algorithm and finite elements method. Using 
this generated structure the creep and shrinkage of porous composite materials was simulated.
A particle model for brittle aggregate composite materials (concretes, rocks or ceramics) 
was proposed by Bazant et al. (1999). They implemented the take-and-place algorithm for 
simulation of concrete structure to estimate the propagation of a crack and its location in 
concrete.
MICROSTRUCTURAL MODELS FOR CEMENT HYDRATION SIMULATION
NIST models
This section introduces important models proposed by NIST (National Institute of Standards 
and Technology, USA). Jennings and Johnson (1986) introduced a model to describe the 
hydration processes of C3S in three-dimensional space. In this model cement hydration was 
considered as nucleation and growth of spherical particles in 3D space. All spheres were shown 
by the coordinates of their radii and centres. Hydration was simulated as the decrement in the 
radii of the anhydrous phases and the concentric growth of Calcium Silicate Hydrates (C-S-H) 
layers on the surface of these particles. Calcium Hydroxide (CH) particles grew as new nuclei 
formed in the pore-space. Although this model could be used to incorporate some processes 
relating hydration to microstructural development, it could not be developed further due to 
limited computational power at the time of development.
Since the Jennings and Johnson model could not calculate mechanical properties of cement 
paste, NIST researchers, especially Edward J. Garboczi, tried to put the properties issue in 
context (Garboczi, 2013). Garboczi and Bentz et al. (1990) calculated concrete properties and 
developed a software called ‘CEMHYD3D’. This model has two significant capabilities to 
develop starting 3D microstructures: 
1. The embedment of particles of inert fillers, slag, CaCO3 etc. into the particle placement 
programme, and
2. Simplification of the chemical phase distribution process.
Other features of CEMHYD3D that enhance its capabilities are:
• Addition of the influences of limestone on hydration, 
• Incorporation of elementary reactions for slag, 
• Prediction of the concentration of the pore solution during hydration and its simultaneous 
effect on hydration rates,
• The capability to execute hydration under sealed or saturated conditions by specifying a 
number of cycles after which resaturation of the capillary porosity occurs,
• The ability to precipitate the C-S-H gel in either a random or a “plate” morphology, and
• The addition of a one-pixel dissolution bias that allows for the acceleration or retardation of 
the hydration rates of the smallest cement particles in the 3D microstructure (Bentz, 2005).
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Although CEMHYD3D is still one of the most widely used and well known models in 
cement hydration, its disadvantage is that there is little kinetic information about the hydration 
process and requiring resolution, which inherently increases the computation cost of a relatively 
large volume cement paste (Tan, 2012).
A stochastic simulation model called HydratiCA has been developed for simulating 
temporal and spatial variations in aqueous mineral systems by Bullard at NIST. In this model 
nucleation, dissolution, solute transport and precipitation are governed by local probabilistic 
rules applied on a regular computational lattice. Moreover, the model can simulate ion diffusion 
in a dilute electrolyte. Consideration for the exponential temperature dependence of the reaction 
rate constants is shown to provide precise predictions of the effect of temperature on both the 
equilibrium and kinetics of reactions (Bullard, 2007a,b).
Bentz, Garboczi and Snyder (1999) developed a computer programme for simulating the 
microstructure of a 3D cubic volume of concrete called the ‘HCSS Model’ or three-dimensional 
Hard Core/Soft Shell microstructural model. Using HCSS, Interfacial Transition Zone (ITZ) 
regions are modelled by a soft gel that surrounds each particle located in a homogeneous matrix.
Recently, NIST researchers have integrated most of their programmes into the Virtual 
Cement and Concrete Testing Laboratory (VCCTL) that covers the micro to millimeter scales 
of concrete (Bullard 2011).
HYMOSTRUC model
This model was built by K. van Breugel (1995a,b). In this model, the cement hydration was 
simulated as a function of the particle size distribution and chemical composition of the cement, 
the water to cement ratio and the actual reaction temperature. This model was based on the 
assumption that reaction products were formed close to dissolving cement grains and the 
density of the reaction product (gel) in case of isothermal curing was constant throughout the 
hydration process. The model could simulate the development of properties of cement, such as 
proportional changes in particle size, compressive strength, embedded cement volume changes, 
porosity in the matrix aggregate ITZ, hydration rate and degree of hydration calculation.
In this model the evolution of hydrating product phases is less focused. This model does not 
do any calculation of interactions or overlaps between particles; therefore, the microstructural 
information is not considered in the simulations. Furthermore, the neighbourhood of particles 
is not considered for the calculation of reaction rates, and localised information at the level of 
particles, which is extremely important for microstructural properties such as pore connectivity, 
is lost. Another major criticism of this model is that nucleation of products in the pore-space is 
not accounted for. Since this model treats the entire microstructure in only a statistical fashion, 
localised information is lost and cannot be used for further analysis (Bishnoi, 2008).
This model was later modified to account for random parking of particles (Koenders & 
van Breugel, 1997). In this extended version of the model, the pore-structure constant was 
determined by analysis of two-dimensional slices from the simulations. The model was extended 
for calculating autogenous shrinkage of hardening cement paste based on the pore structure 
using a combination of various empirical equations using pore-parameters calculated from 
the model (Bishnoi, 2008). Another pixel-based method to analyse pores was later added to 
the model (Ye et al., 2003).
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Based on the HYMOSTRUC model, Liu Xian et al. made an improvement to take account 
of the addition of limestone to cement as no-expanding particles and an inert filler without 
taking part in the hydration process (Tan, 2012).
IPKM Model
The integrated particle kinetics model (IPKM) was developed at EPFL by Navi and Pignat 
(1990). IPKM simulates 3D model of the evolution of C-S-H microstructure during hydration 
using the vector approach similar to that used by Jennings and Johnson earlier. This model 
clearly takes into account the influence of inter-particle contacts and the accessibility of water 
in pores on the rate of hydration and on microstructure formation.
Unlike the HYMOSTRUC model, it simulates the hydration of every individual particle 
using kinetics laws that depend not only on the size of the particle, but also on the neighbourhood 
of each particle. This model also supports the growth and nucleation of new nuclei in the pore 
space (Bishnoi, 2009). Due to the explicit calculation of all possible interactions, the simulations 
using IPKM are slow, which leads to the simulations only within relatively small numbers of 
particles (Tan, 2012).
µic
Like IPKM, a computer programme for modelling the hydration of cements named ‘µic’ 
(pronounce Mike) was developed, which preserves the multi-scale nature of the cement 
microstructure. Support libraries built into the framework enable fast simulation of systems 
containing millions of particles, allowing every single particle in a system to be modelled and 
all the interactions to be calculated. It was found that it is possible to explain the hydration 
kinetics during the first day using a nucleation and growth mechanism when a loosely packed 
C-S-H with a lower bulk density is assumed to form (Bishnoi, 2008, 2009).
De Schutter Model
G. De Schutter proposed a kinetic hydration model, which carries out adiabatic hydration tests 
on concrete. It was developed based on the adiabatic and isothermal hydration tests and it is 
valid both for Portland cement and blast furnace slag cement. This hydration model enables the 
calculation of the heat production rate as a function of the actual temperature and the degree of 
hydration. However, the interactions between the cement hydration and the reaction of mineral 
admixtures are not considered in the model (De Schutter & Taerwe, 1995).
Colloidal Models: CM-I and CM-II
CM-I was introduced by Jennings for the structure of C-S-H as it is formed during the hydration 
of cement. In this model, the basic building block is a unit of C-S-H that is roughly spherical 
and flocculates to form larger units. This model describes the structure of the basic units and 
how they pack to form larger structures and microstructures. CM-I provides a method of the 
predicting nitrogen accessible gel porosity, density and associated surface area of C-S-H in 
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cement pastes. The basis for the model is that C-S-H forms as one of two types of cement, 
high- or low-density C-S-H. (Tennis & Jennings, 2000; Jennings, 2000).
A second-generation model for the C-S-H nanostructure based on the explanation of water 
absorption isotherms is CM-II. The cornerstone of the model is a description of the globules as 
small brick-like particles, which consist of solid C-S-H and internal water, and the distribution 
of water in the small pores between them. Using this model, the properties of C-S-H gel could 
be estimated; this helps to establish quantitative relationships between the nanostructure and 
bulk properties (Jennings, 2008).
ATOMISTIC SIMULATIONS
In atomistic simulations, one has essentially infinite control over the specific configuration and 
geometry of the material. Simulations provide an easier and straighter way to study atomic 
mechanisms in spite of the advance in resolution of length and time scales in experiments. 
Observing individual atoms still remains by definition a trivial task in atomistic simulations.
The use of atomistic simulations for cementitious materials is a new field. It is worth noting 
that molecular modelling studies recently have focused primarily on the structural properties of 
the cementitious phases rather than the inherent kinetic aspects of cement hydration. However, 
the precise structural information gained from these atomistic modelling studies may serve as 
valuable input for the kinetic models (Subramani, 2008).
Two main procedures are used to sample the energy surface and search for the equilibrium 
configuration of atoms or molecules. Monte Carlo (MC) simulations generate configurations 
of a system by making ‘smart’ random movements of the atoms, while Molecular Dynamic 
(MD) simulations follow the physical time evolution of system by integrating Newton’s laws 
of motion (Selvam et al., 2009).
Molecular Dynamics
Molecular dynamics (MD) is a strong simulation technique for studying the chemical and 
physical properties of solids, liquids, biological molecules and amorphous materials.
Molecular dynamics is used for a better understanding of chemical and physical interaction 
between atoms and to gain basic properties in the atomistic level. It is good to calculate the 
time-dependant quantities. In this method the interaction between atoms are approximated 
and related through empirical interatomic potentials. This approximation provides means to 
study several nano phenomena using millions of atoms. The interaction between the atoms is 
governed by Newtonian dynamics. From the time evolution of the atoms and their interactions 
at specific temperatures, the thermodynamical and mechanical properties and stress-strain 
relationship can be derived (Gopalakirishan et al., 2011).
Manzano et al. (2007) performed energy minimisation studies to calculate the key 
mechanical properties of cement based materials using different crystalline hydro silicates 
of calcium models. They concluded that the shear (G), bulk (K) and Young’s Modulus (E) 
decreased slightly when calcium to silica ratio of C-S-H increased and when more water 
molecules entered the composition of C-S-H. In addition, their calculations showed that the 
mechanical properties of C-S-H structures with dimer or pentamer silicate chains were lower 
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than the mechanical properties for C-S-H with infinite silicate chains. Subramani (2008) 
has shown that weak bonds in the Tobermerite structures can be broken to C-S-H blocks by 
molecular dynamics. The attack of magnesium salt on cement hydrates microstructure using 
Hamid’s (1981) Tobermorite 11 A° crystal structure was also investigated. Murray et al. (2010) 
calculated the stress strain of C-S-H structures by using the molecular dynamics method. 
Murray et al. (2010) and Selvam et al. (2009) computed the relationship between stress and 
strain in C-S-H through the basic block of the C-S-H structure that proposed by Subramani et 
al. (2009). Murray et al. (2010) computed the mentioned relationship at nano scale.
Simulation of the structure of C-S-H by MD was investigated by Faucon et al. (1996). They 
studied C-S-H structures with Ca/Si ratios between 0.66 and 0.83. They identified structural 
instability in the mechanisms causing breaks in the Si-O chains. Dolado et al. (2007) studied 
the formation and the structure of C-S-H by means of molecular dynamics simulation of the 
polymerisation of Si(OH)2 in the presence of solvated Ca(OH)2,4H2O.
Shahsavari et al. (2011) introduced an empirical force field for complex C-S-H layered 
materials named CSH-FF that was a re-parameterised version of Clay-FF for prediction of 
C-S-H properties more efficiently and less computationally intensive. Qomi et al. (2014) used 
this force field to optimise the properties of cement hydrates.
Al-Ostaz et al. (2010) and Hajilar and Shafei (2015) predicted the mechanical properties 
of major constituents of cement-based materials using MD. Introducing the COMPASS force 
field, they investigated the effects of the force field and super-cell size. The results showed 
that the MD method was capable of providing a good prediction of the mechanical properties 
of the cement paste. 
Molecular Statics
This method uses traditional classical mechanics to model molecular systems. Classical 
mechanics is used to describe the motion of macroscopic objects according to Newton’s second 
law. In molecular static (MS) modelling, energy minimisations are performed on the atomic 
structure as explained in Leach (2001). This minimisation will yield an equilibrium structure 
based on the closest local minima of the initial atomic structure. However, the optimised 
structure thus obtained may characterise one possible equilibrium or stable structure of the 
many that could exist. The bulk properties of material like electrical properties, vibrational 
properties and mechanical properties depend on the curvature of the energy surface.
Subramani et al. (2008) showed that molecular statics could be used to determine the 
energy potential of the crystalline C-S-H structures. They used the computed energy potential 
to determine key mechanical properties such as Poisson’s ratio and Young’s modulus of the 
crystalline C-S-H structure.
GULP code (Gale & Rohl, 2003) was used by many researchers to calculate mechanical 
properties of C-S-H amorphous structure (Manzanao et al., 2007a, Subramani et al., 2009) or 
C-S-H related crystal structure (Gmira et al., 2004). This method was also used by Subramani 
et al. (2009) and Manzano et al. (2007) to find the possible amorphous atomic structure of 
C-S-H (Gopalakirishan et al., 2011).
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Monte Carlo Method
The Monte Carlo (MC) method is a technique to sample the infinite number of available 
configurations of a material (Binder & Heermann, 2002). In principle, the MD method is one 
route to obtain such a sample, but there are cases where the MD method is not sufficiently 
efficient, particularly when sampling configurations that can only evolve dynamically at an 
extremely slow rate. The Monte Carlo (MC) method is used to model the physical phenomena 
through probabilities (Leach, 2001). This method does not have time evolution and thus, it is 
the application of nano science modelling to understand the atomic structure of C-S-H much 
faster than molecular dynamics. The method is also applied to study film-growth type problems 
and is called MC for non-equilibrium systems. Similar to MD, this method can also be used 
to calculate thermodynamical properties. The method can skip high barriers with several local 
minima faster than MD (Gopalakirishan et al., 2011).
A group of researchers (Pellenq et al., 1997; Delville & Pellenq, 2000), assuming that 
C–S–H gel had a layered structure, used atomistic Monte Carlo simulations to gain insight 
into the electrostatic attraction force between layers.
Gilmer (1976, 1977) used this method successfully to study crystal growth in the 1970s 
and during the following decade Lasaga and co-workers applied the Monte Carlo method to 
the study of crystal dissolution (e.g. Wehrli, 1989).
MULTI-SCALE STUDIES
Concrete research topics include complex failure processes. These phenomena are scaled 
in a bottom-up manner from atomic to continuum scales. Thus, to fully represent cement 
concrete behaviours, a single-scale modelling method is not suitable as it is difficult to address 
cross-scale complex behaviour from material scale to structural scale. To look at a problem 
simultaneously from several different scales and levels of detail is a more mature way of doing 
modelling (Lu, 2011).
There are two different points of view for multi-scale modelling of cementitious materials: 
hierarchical modeling (Maekawa et al., 1999, Raabe, 2009, Jennings & Bullard, 2011, Sindu 
et. al, 2014) and concurrent modelling (Li et. al, 2009a,b, Lloberas-Valls et al., 2012 , Ghosh 
& Chaudhuri, 2013, ). In hierarchical methods, results from the lower scale are transmitted to a 
higher scale, after which single-scale calculations are performed to gain macro scale results (Lu, 
2011). Concurrent simulation implements increased resolution of the material scale at certain 
areas of interest (Lloberas-Valls et al., 2012). For instance, the constituents of concrete must be 
modelled around the fracture process zone while a macroscopic description is used elsewhere. 
In this method, the whole fine scale region is considered in the computation as opposed to 
hierarchical methods where the behaviour of a reduced fine scale area is representative for the 
one at a larger scale (Ghosh & Chaudhuri, 2013).
Hierarchical simulation methods proceed from the smallest scales to the continuum scale. 
Therefore it named the ‘bottom-up’ approach (Jennings & Bullard, 2011). In this method, 
bridging between scales can be done using various methods (Raabe et al., 2009).
Maekawa et al. (1999) proposed an integrated programme named DUCOM (DUrability 
COncrete Model), which is a Finite-Element based computational programme to evaluate 
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various durability properties of concrete. It traces the development of concrete hardening, 
structure formation and several associated phenomena from casting of concrete to a period of 
several months or even years. This model can be used to study the effect of ingredient materials 
and environmental conditions as well as the size and shape of structure on the durability of 
concrete (Maekawa et al., 1999, 2003). However, the DUCOM model did not consider in detail 
the chemical aspects of the hydration of binary cements.
Recently, a virtual lab called the ‘DelftCode’, a multi-scale modelling lab, was developed 
with the aim to line up the models that have been developed for their particular scale-level 
and to make the results compatible and interchangeable within the modelling framework. The 
result is a multi-scale simulation tool that covers 10 orders of magnitude and allows including 
various scale effects to be involved in the calculations. The tool can be used not only for design 
but also for repair assessments of concrete structures (Koenders et. al, 2008, 2012).
FUTURE POSSIBLE RESEARCH
Although good advances have been achieved so far, there are remaining gaps in the simulation 
results. Some probable studies that might be done to fill these gaps include: realistic quantum 
mechanical models of clinker phases, effects of impurities on the surfaces of particles, similar 
studies on the aluminate and ferrite phases, quantification modelling of clinker fracture across 
multiple levels, studying creep at the mesoscale, finding reasonable relationships between nano, 
meso and macroscale physical and mechanical properties, evaluation of reversible shrinkage, 
fracture at the mesoscale, modelling porosity in atomistic scale and determination of the role 
of water within C-S-H gel nanoparticles (Ulm et al., 2014).
Many open questions exist in the mind of researchers that may not be mentioned above. 
But we can certainly say that all of the future studies would complete the puzzle of cement 
structure information and more realistic models would be proposed to realise desired economic, 
environmental and structural needs.
CONCLUSION
This paper is an introductory review of some methods of simulation of cement hydration 
products. Most of the major methods implemented for simulation of the cement hydration 
microstructure at various scales from atomistic to macro scales were introduced. Recent studies 
have shown great potential for improving hydration simulations by providing information on 
processes occurring at atomic or nanometer length scales. These models will help us to have 
a better understanding of the behaviour of cement hydration microstructure and will provide 
more insight into modifying the properties of hardened cement paste at the nano to macro levels.
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produces cross-sectional images that are 
composites of volume elements (NIH, 2006). 
The signal intensity for images especially 
in PET, corresponds to the concentration of 
radionuclide within the target tissue volume. 
PET is applied mainly in the clinical areas of 
cardiology, neurology and oncology, with the 
latter accounting for about 90% of all PET.
INTRODUCTION
Positron emission tomography (PET) is a rapidly developing imaging tool, with a clinical 
role that exceeds 15 years (Fathinul et al., 2013). It is a quantitative imaging technique that 
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The glucose derivative, (18F) fluorodeoxy glucose (18F-FDG), is the ubiquitous PET marker. 
However, there are numerous other tracers under development and with proven capability 
in highlighting a broad range of tissue metabolic functions. In a large meta-analysis, PET 
technique was found to change patients’ management to almost 30% (Gambhir et al., 2001). 
Though 18F-FDG is now widely used as a frontier in management of cancer patients, numerous 
studies have suggested that this marker is not universally selective for tumour imaging. This 
is because 18F-FDG is a glucose analogue and it is utilised by many cell types, which limits its 
specificity (Shields et al., 1998; Yun et al., 2003). 
To overcome this limitation, radioisotope-labelled thymidine derivatives have been 
developed to image cellular proliferation by PET. Radioisotope-labelled thymidine has a long 
history. Pyrimidine nucleoside was first labelled with radioisotope in 1969 by Langen and his 
collaborators. In their study, they described the radio-labelled form of pyrimidine nucleoside 
as a selective inhibitor of DNA synthesis. However, only in 1991, was fluorothymidine (FLT) 
labelled with 18F successfully introduced as carrier-added 18F-FLT (Wilson et al., 1991). Wilson 
and his collaborators monitored the efficacy of 3’-fluoro-3’-deoxy-thymidine (FDT) in HIV 
treatment. FDT is a fluorinated analogue of 3’-azido-thymidine (AZT), which was also found 
to be active against the HIV. However, FDT is more toxic than AZT (Wilson et al., 1991). 
Wilson and his collaborators successfully labelled the 3’-fluoro-3’-deoxy-thymidine (FDT) 
with the 18F to monitor the drug’s distribution and targeting in the body (Grierson et al., 1997). 
Development of the FLT marker was subsequently continued by Grierson et al. in 1997 
and it successfully introduced no-carrier-added 18F-FLT. The next year, 18F-FLT was first 
applied in imaging. The study was carried out to investigate animals and non-small cell lung 
cancer (NSCLC) patients (Shields et al., 1998). From that study, it was found that 18F-FLT was 
specifically taken up by tissues that actively proliferate, including bone marrow (Barthel et 
al., 2003). Although 18F-FLT appears to be a most promising marker, the major hurdle for its 
routine use is its low radiochemical yield during production. Nevertheless, it provides greater 
advantages to the clinicians in management of cancer patients. 
THE BASIS OF 18F-FLT AS A PROLIFERATION MARKER
The 18F-FLT marker is administered to the patient by intravenous injection. It is taken up in 
the cell via both passive diffusion and also by Na+-dependent carriers. The 18F-FLT marker, 
which is trapped in the cell, will undergo the phosphorylation process by thymidine kinase 
(TK1) and be converted into 18F-FLT-monophosphate (Been et al., 2004). Intracellular trapping 
and accumulation of 18F makes it possible to be detected by PET camera, which in turn gives 
a measure of the TK1 activity. 
In the physiological pathway, both thymidine and 18F-FLT encounter the same initial fate 
(Fig.1). Both of them will be phosphorylated by TK1 for DNA synthesis. However, for the 
18F-FLT marker, the DNA replication is inhibited due to the lack of the hydroxyl (-OH) group 
attached at the carbon number 3’-position on the sugar ring. Hence, the 18F-FLT marker will be 
trapped inside the proliferating cells, and its radioactive signature will continue to accumulate 
there.       
Potential of 3’-Fluoro-3’ Deoxythymidine
43Pertanika J. Sci. & Technol. 24 (1): 41 - 52 (2016)
The uptake of 18F-FLT by cells is correlated with TK1 activity (Barthel et al., 2003; Chen 
et al., 2005). TK1 activity in proliferating cells is noted to be 3 to 4 times higher in malignant 
cells compared to benign cells (Been et al., 2004). The enzymatic activity of TK1 reaches 
maximum level in the late G1 phase and S phase of the cell proliferative cycle. Therefore, 
monitoring of TK1 activity should give an early indication as to whether a cell population is 
in proliferative malignant state, or in benign state.  
POTENTIALS OF 18F-FLT IN ONCOLOGY
18F-FDG marker is known for its relative non-specificity. Hence, there are many active 
inflammatory diseases and some aggressive benign tumours that inevitably give high 18F-FDG 
uptake in cells. Furthermore, some disease processes healed by fibrosis leave a significant 
residual mass, thereby limiting categorisation of a complete response to 18F-FDG. 
In comparison, the FLT marker has the ability to demonstrate an increased rate of cellular 
proliferation and is potentially helpful in the setting of therapeutic monitoring as it has less 
affinity to inflammatory conditions. 18F-FLT is potentially a more specific marker than 18F-FDG 
with a high positive predictive value for malignancy. 18F-FLT marker is also potentially useful 
in the evaluation of cerebral malignancy due to the lack of background cerebral uptake, unlike 
the high cerebral activity normally seen in 18F-FDG. 
In addition, there is good evidence that 18F-FLT uptake is closely correlated with cellular 
proliferation with correlation between the intensity of uptake in lung cancer as measured by 
SUV with proliferation indices such as Ki-67 staining in a resected specimen (Hofman et al., 
Fig.1: Uptake mechanism of thymidine and 18F-FLT.
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2012). The ability of 18F-FLT to identify tissue with a high proliferative rate has potential 
applications in the assessment of haemopoietic tissue and high grade disease transformation in 
haematological malignancy. The assessment of bone marrow reserve is important in considering 
patients for chemotherapy or radionuclide therapy, which is potentially myelotoxic. 18F-FLT 
has the ability to document the extent and distribution of haemopoietic tissue, including the 
presence of extramedullary haemopoiesis, which can guide subsequent treatment choice. There 
are occasions when bone marrow sampling does not provide a representative picture of the 
true haemopoietic status due to sampling error and heterogeneous distribution of haemopoietic 
tissue (Fig.2).  
Fig.2: A 55-year-old man with stage IV diffuse large B cell lymphoma with nodal and multifocal 
bony disease and the pre-treatment bone marrow biopsy from the right posterior ilium showing 
hypocellular marrow and aplasia, in the presence of normal peripheral blood counts. 18F-FLT PET/
CT was performed, which demonstrated absence of proliferative tissue in the right posterior ilium 
but fairly normal distribution of hyperproliferative bone marrow elsewhere with no evidence of 
extramedullary haemopoiesis in the spleen or elsewhere. The 18F-FLT PET/CT findings suggested 
that the initial bone marrow biopsy result was non-representative of his true bone marrow status and 
the patient went on to undergo systemic chemotherapy treatment without any myelotoxicity problem 
(Image courtesy of The Peter Mac Callum Centre).
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DIAGNOSIS EVALUATION: 18F-FLT VERSUS 18F-FDG 
Pancreatic Cancer
18F-FLT has been used in imaging pancreatic-cancer-specific cell lines, SW-979 and BxPc-3. 
The study was performed by Seitz et al. (2002) to prove that 18F-FLT has greater specificity than 
18F-FDG. In that study, the 18F-FLT uptake was 18.4% and 5.2%, respectively. In comparison, 
18F-FDG was also administered to the same cell lines. It was observed that the 18F-FDG 
uptake was only 0.6% and 0.3% for the corresponding cells. Evidence such as no increased 
18F-FLT uptake was observed in normal pancreatic lobules in comparison with large 18F-FDG 
uptake detected in normal pancreatic lobules confirmed that 18F-FLT has higher specificity for 
pancreatic cancer.  
The previous work by Seitz was supported by the Herrmann group’s findings in 2008. In the 
study consisting of 21 patients diagnosed with malignant pancreatic tumours, 15 patients had an 
increased 18F-FLT uptake. Herrmann and his colleagues were able to demonstrate that 18F-FLT 
was a specific marker for pancreatic cancer (Herrmann et al., 2008). They also suggested that 
18F-FLT may be used to differentiate pancreatic cancer from pancreatic pseudotumors that 
were subjected to arise from chronic pancreatitis (Herrmann et al., 2008). As any other studies, 
Herrmann acknowledged that although the 18F-FLT showed high specificity for pancreatic 
cancer, it turned out that the sensitivity was reduced for malignant lesions (Herrmann et al., 
2008). 
Contrary to the Seitz et al. (2002) and Herrmann et al. (2008) studies, initial evaluation of 
18F-FLT for primary pancreatic study led by Quon et al. (2007) demonstrated the opposite. In a 
pilot study consisting of five patients who were newly diagnosed with unresectable pancreatic 
Fig.3: Coronal MIP-PET images using 18F-FLT in the assessment of skeletal sarcoma before (left) and 
after treatment (right). The images show an increased 18F-FLT intensity in the left lateral chest wall 
(marked), which appears less proliferative after treatment (right). (Image courtesy of The Peter Mac 
Callum Centre).
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cancer, the visual interpretation of the primary site was assessed using 18F-FLT PET/CT and 
18F-FDG PET/CT. In 18F-FLT PET/CT, the primary lesion was detectable in only two of the five 
patients, while all five showed lesions in the 18F-FDG PET/CT imaging (Quon et al., 2007). 
Throughout the study, 18F-FLT showed poor lesion detectability and low levels of uptake in 
the primary tumour compared to 18F-FDG. Hence, it was suggested that the use of 18F-FLT was 
not promising for characterisation of pancreatic cancer and it offerred no benefit in monitoring 
therapy due to poor baseline scan (Quon et al., 2007).  
Pulmonary Nodes and Lung Cancer
In pulmonary nodes and lung cancer, one expected difficulty in differentiating malignant from 
benign solitary pulmonary nodes (Been et al., 2004). Although 18F-FDG has proved to be a 
helpful and accurate diagnostic tool, with excellent sensitivity of 96.8% and good specificity of 
77.8%, reports of false-positives still originate, mainly from granulomatous and inflammatory 
disease. Thus, a more specific tracer that does not show uptake in inflammatory tissues would 
be useful. In the non-small cell lung cancer (NSCLC) patient, image with low background 
activity was acquired with the administration of 18F-FLT on patients (Been et al., 2004). Buck 
et al. (2003) further investigated 30 patients diagnosed with solitary pulmonary nodes (SPN) 
and deployed 18F-FLT as a marker. They reported 86% 18F-FLT uptake by the malignant 
lesions, whereas no 18F-FLT uptake was observed in benign lesions. This demonstrated that in 
distinguishing the malignant SPN, 18F-FLT had higher specificity than 18F-FDG.
Breast Cancer
On the contrary, in breast cancer cases, although multiple studies have been carried out by 
many groups using 18F-FLT, the results have not been consistent. In an early investigation in 
patients diagnosed with breast cancer, it was observed that 18F-FLT was taken up in breast 
cancer cells (Been et al., 2004). In another study by Silverman and his colleagues in 2002, there 
was a 1.3 to 2.3 times higher 18F-FLT uptake reported in primary breast cancers as compared 
to 18F-FDG uptake. However, in 2004, Smyczek-Gargya and his colleagues, investigated 12 
patients with breast cancer with 18F-FLT and compared it to 18F-FDG, concluding that 18F-FDG 
uptake was higher than 18F-FLT. Scientists agree that it is still unclear what will be the role 
for 18F-FLT in patients with breast cancer as inconsistent findings from multiple studies have 
led to uncertainty in the role of 18F-FLT in breast cancer management. Interestingly, the study 
of Been and his colleagues showed that 18F-FLT uptake predicted tumour marker response to 
chemotherapy better than 18F-FDG (Been et al., 2004). The latter work was supported by Pio 
and his colleagues in 2006 and also Kenny et al. (2007). Pio and his colleagues had evaluated 
the treatment response with 18F-FLT PET in patients diagnosed with breast cancer over 18F-FDG 
PET. Scans were done prior to chemotherapy treatment or anti-hormonal therapy two weeks 
after completion of the first treatment cycle and after the end of treatment or over a year if 
the treatment had not yet been completed. In the study, they found that changes in levels of 
the serum marker, CA27.29, were more strongly correlated with tumour 18F-FLT uptake than 
with 18F-FDG (Pio et al., 2006). Meanwhile, Kenny and his colleagues reported a significant 
association between tumour 18F-FLT uptakes with the Ki-67 labelling index (Kenny et al., 
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2007). Hence, it was proposed that measuring the early response to chemotherapy for locally 
advanced breast cancer is probably the most interesting research question for 18F-FLT studies 
in patients with breast cancer (Been et al., 2004; Pio et al., 2006; Kumar, 2007; Kenny et al., 
2007).       
Brain Cancer
In the management of brain tumours, PET provides information on the tumour grade and also 
assists in assessing the optimal site for biopsy. Several PET radiopharmaceutical markers have 
been used for brain cancer imaging. These include 18F-FDG, 18F-FLT, and 11C-Met (L-methyl-
[11C] methionine). Chen and his colleagues systematically compared 18F-FLT with 18F-FDG 
in human gliomas, in relation to sensitivity, in the evaluation of recurrent high-grade glioma 
(Chen et al., 2005). They discovered that uptake of 18F-FLT in glioma was relatively rapid. 
18F-FLT typically showed a similar uptake as for 18F-FDG. However, an interesting finding was 
that the 18F-FLT background uptake in normal brain tissue was low, and this could be due to a 
slow proliferation rate. This feature significantly showed that 18F-FLT has potential to derive 
a better mean standardised uptake value (SUV) in PET imaging of a tumour, as compared 
with 18F-FDG.
Although 18F-FDG has been used extensively in brain tumour imaging, one of the several 
major drawbacks of 18F-FDG in this context is its difficulty in characterising tumours in the 
brain. This is due to the high basal glucose metabolic rate of normal brain tissue. 18F-FDG uptake 
of low-grade tumours is generally similar to that of normal white matter, whereas high-grade 
tumour uptake can be similar to that of normal grey matter, resulting in limited sensitivity of 
lesion detection. In addition, in recurrent tumours the 18F-FDG uptake could be lower than the 
normal white matter, whereas in necrotic cells the 18F-FDG uptake could be higher than the 
normal white matter. It can be assumed that 18F-FLT has a theoretical advantage in detecting 
tumour recurrence as there is little uptake in normal brain. It has been agreed that 18F-FLT 
may help to define tumour activity by imaging tumours with greater sensitivity than 18F-FDG 
(Nitzsche et al., 2003). Another significant finding arose from a study by Nitzsche and his 
colleagues in 2003, who determined that 18F-FLT was greater to 18F-FDG for the detection of 
recurrent brain tumours after brachytherapy.   
A study by Dohmen and colleagues in 2000 compared the use of 18F-FLT with L-methyl-
11C-methionine (11C-MET) for the detection of brain tumours. They discovered that 18F-FLT 
showed higher tumour contrast compared to 11C-MET. However, low-grade brain tumours limit 
the application of 18F-FLT in brain tumour imaging as it showed poor visual distinction in that 
case (Been et al., 2004). Garlip (2003) discovered that the 18F-FLT standardised uptake value 
was higher than that of 11C-MET. Even though 18F-FLT has shown some advantages compared 
with 18F-FDG and 11C-MET, relatively small and therefore inconclusive studies have been 
published. There is a need to provide anatomical information and to further determine whether 
18F-FLT is able to differentiate between benign and malignant tissues and between residual 
tumour and radionecrosis. If 18F-FLT proves to be a sensitive and specific marker for the brain, 
it will be very useful for the next stages in management; namely establishing the best site for 
tumour biopsy and for planning of radiotherapy in heterogeneous tumour (Been et al., 2004). 
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Colorectal Cancer (CRC)
Francis and his colleagues in 2003 successfully imaged colorectal cancer using both 18F-FDG 
and 18F-FLT. Both markers displayed 100% sensitivity when imaging primary colorectal cancer. 
For visualisation of extra hepatic lesions, 18F-FDG and 18F-FLT demonstrated sensitivities of 
100% and 92% respectively (Francis et al., 2003). 
However, his study also demonstrated an increased uptake of 18F-FDG from non-malignant 
inflammatory peritoneal lesions, which were thus presumed to be malignant. This would 
lead to false-positive scans when using 18F-FDG. In contrast, such lesions showed no avidity 
for 18F-FLT, demonstrating a specificity that may be useful for further characterisation of 
equivocal lesions (Francis et al., 2003). His study concluded that in colorectal cancer, 18F-FLT 
demonstrated lower cellular trapping compared to 18F-FDG. The poor sensitivity displayed by 
18F-FLT makes it a poor candidate as a diagnostic tool for colorectal cancer. Although it lacks 
in sensitivity (inclusion of free positives), 18F-FLT has the potential to improve the specificity 
(rejection of false positives) for the detection of colorectal cancer.   
Another study led by Wang et al. (2009) investigated whether the use of dual-tracers, 
18F-FDG and 18F-FLT, could predict the biologic character of metastases in colorectal cancer. 
Wang et al. (2009) used animal modelling to prove that higher uptake of 18F-FLT could be 
correlated to a higher incidence of metastasis. The human colorectal cancer cell lines SW480 
and SW620 were generated in 20 mice, whereby the former was generated in the left front 
leg and latter was generated in the right front leg. Wang observed high uptake of 18F-FLT in 
mice from small animal PET/CT which correlated well with the overexpression of HSP27 and 
integrin ß3 in the left front leg of the mice (SW480) (Wang et al., 2009). On the other hand, 
high uptake of 18F-FDG was observed in the right front leg, which had been generated with 
SW620 cell lines but not by 18F-FLT. The overexpression of HSP27 and integrin ß3 in SW480, 
which observed higher uptake of 18F-FLT, was believed to reflect a higher rate of metastasis to 
lung and liver (Wang et al., 2009). Meanwhile, high uptake of 18F-FDG in SW620 cell lines can 
possibly correlate with lymphatic metastases (Wang et al., 2009). From the study, Wang and 
his colleagues (2009) suggested that a combination of the dual-tracers 18F-FLT and 18F-FDG 
could be used to predict the biologic behaviour of colorectal cancer.             
Lymphoma
Lymphoma is a type of malignancy that originates in lymphocytes of the immune system; 
particularly in lymph nodes and presenting as an enlargement of these nodes. For high-grade 
lymphoma visualisation, there is no dispute that 18F-FDG has been proven to be a sensitive 
method. However, for the low-grade (indolent) lymphoma, the value of 18F-FDG is still unclear 
(Been et al., 2004). Hence, 18F-FLT could in theory have an additional value as a tracer of 
proliferative tissues. Been (2004) also compared 18F-FLT and 18F-FDG in lymphoma patients. 
It was found that the mean standardised uptake value (SUV) for 18F-FLT was 4.5 whereas the 
mean SUV for 18F-FDG was 5. This showed that 18F-FDG had higher uptake in lymphoma. In 
terms of sensitivity, both markers were found to be comparable. As 18F-FLT uptake in lymphoma 
is closely correlated with the rate of proliferation, problems may arise during the prognosis 
in lymphoma. In the case of prognosis in lymphoma, the rate of proliferation is not always 
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correlated with lymphoma’s prediction (Been et al., 2004). In haematopoietic dysfunction cases, 
the 18F-FLT marker is able to determine the activity, extent and distribution of bone marrow 
reserve and hence, assist in decision making for a variety of clinical indications. 18F-FLT 
findings complement results of bone marrow aspiration and trephine biopsy (BMAT) and could 
be a useful tool for assessing response to novel treatments in patients with myeloproliferative 
diseases (Hofman et al., 2012). 
Melanoma
Melanoma is a malignant tumour of pigment cells (melanocytes), which are found predominantly 
in skin but also in the bowel and eye. Cobben and colleagues in 2003 used 18F-FLT in imaging 
of melanoma to compare with 18F-FDG. They discovered that the specificity and sensitivity of 
18F-FLT in imaging of melanoma was 60% and 88%, respectively. In contrast, the specificity and 
sensitivity using 18F-FDG was 83% and 92%, respectively. This indicates that the specificity and 
sensitivity of 18F-FLT for melanoma are lower than those of 18F-FDG. It appears that 18F-FLT 
is not a preferential marker when it comes to detection of melanoma.     
LIMIT OF 18F-FLT AS A CELLULAR PROLIFERATION MARKER
The extent of the agreement on whether 18F-FLT shows a net benefit in cellular proliferation has 
been continuously debated. The dispute arises due to the nature of DNA synthesis mechanisms: 
the thymidine salvage pathway and de novo synthesis pathway. In thymidine salvage pathway, 
thymidine is transported across the cell membrane and phosphorylated by TK1 into thymidine 
monosphosphate (TMP) before it is further phosphorylated into thymidine diphosphate (TDP) 
and thymidine triphosphate (TTP) (McKinley et al., 2013). TTP then is incorporated into the 
DNA. 
In contrast to thymidine salvage, the de novo synthesis pathway uses deoxyuridine 
monophosphate as an alternative for conversion into TMP through the action of the thymidylate 
synthase (TS) enzyme. TPM is then further phosphorylated and incorporated into the DNA. 
Due to this nature of the DNA synthesis mechanism, it is assumed that previous studies using 
18F-FLT may underestimate cell proliferation in de novo pathway-dependent tumours. In 2013, 
McKinley and his colleagues conducted a study to demonstrate that 18F-FLT is poorly reflected 
as a proliferative index in some tumours that utilise the de novo pathway. They generated the 
human colorectal cancer cell lines, HCT-116 (parental line) and HCT-116p21 in the cell lines 
and also in the xenografts to explore the effect of p21 deletion on 18F-FLT. Interestingly, in 
HCT-116p21 cells, elevated levels of the TS enzyme was observed. Meanwhile, the level of 
TK1 diminished. When 18F-FLT PET was performed on the xenografts to demonstrate the 
sensitivity of 18F-FLT to de novo pathway utilisation, the HCT-116 xenografts manifested 
greater uptake than the analogous HCT-116p21 xenografts (McKinley et al., 2013). The 
finding were supported by the findings of a previous study led by Moroz et al. (2011) who 
suggested that 18F-FLT uptake was unrepresentative of xenografts growth in tumours utilising 
the de novo pathway. From the findings, McKinley et al. (2013) concluded that 18F-FLT PET 
cannot discriminate moderately proliferative, thymidine salvage-driven tumours from high-
proliferative index tumours that rely primarily upon the de novo pathway. 
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CONCLUSION
It is well accepted that 18F-FDG is the ubiquitous marker in PET oncological practice. 
Nevertheless, 18F-FLT is an exciting marker with improved specificity that could be the number 
one candidate for therapeutic monitoring. Thereby, future research should continue to probe 
the potential of 18F-FLT as a powerful marker for cellular proliferation. 
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INTRODUCTION
Momentum, heat and mass transfer in porous 
media have applications in the petroleum 
industry, geothermal processes, control 
of pollutant spread in ground water, heat 
exchange between soil and atmosphere, flat 
plate solar collectors, solar power collectors, 
food industries, insulation of nuclear reactors, 
nuclear waste management and many other 
areas (Nield & Bejan, 2013). Transport 
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phenomenon due to motion of a stretching sheet has attracted the interest of researchers because 
of its diverse engineering applications such as the aerodynamic extrusion of plastic sheets, the 
boundary layer along a liquid film in condensation process and the cooling of the metal plate in 
a cooling bath as well as its use in the glass and fibre industries (Vajravelu et al., 2011). Fluid 
flow over a linearly stretching surface was first analysed by Crane (1970). This problem was 
widely studied for natural/combined convective steady/unsteady flow over various geometries 
for both Newtonian and non-Newtonian fluid in clear/porous media. A few investigations are 
presented in the paper by Ishak et al. (2009) and Abdel-Rahman (2010). Thermal radiation 
effect plays an important role in controlling heat transfer in the industry where the quality 
of the final products depends on heat controlling factors to some extent. High temperature 
plasmas, cooling of nuclear reactors, liquid metal fluids and power generation systems are 
some important applications of radiative heat transfer from a surface plate to conductive fluids. 
Heat flux caused by a concentration gradient is known as diffusion-thermo effect (Dufour 
effect) whilst species differentiation owing to the gradient of temperature is known as thermal-
diffusion effect (Soret effect) (Eckert & Drake, 1972). It is known that these effecst are smaller 
than the effects described by Fourier and Fick’s laws, but there are many practical applications 
in which their effects are significant. For example, the Soret effect has been used for isotope 
separation and in the mixing between gasses with very light molecular weight and of medium 
molecular weight (Hayat et al., 2010). The effect of Soret number and Dufour number on MHD 
free convective heat and mass transfer over a vertical stretching surface in a porous medium was 
studied by Mansour et al. (2008). The steady stagnation point flow over a vertical stretching 
surface in the presence of species concentration and mass diffusion under the Soret and Dufour 
effects was studied by Tsai and Huang (2009). Postelnicu (2010) describes Dufour and Soret 
effects on two-dimensional stagnation point flow in a saturated porous medium.
The above literature review revealed that the previous analyses are concerned with the 
boundary layer flow and heat and mass transfer in a Newtonian fluid using a conventional 
no-slip boundary conditions. However, fluid flow in micro/nanoscale such as micropumps, 
microtubines, micro heat exchangers, sensors and actuators are important for micro- and 
nanoscience and the conventional no slip boundary condition at the solid–fluid interface must 
be replaced with the slip condition (Jiji, 2010). Slip flows occur in a variety of technological 
applications, for example, extrusion dies (Gifford 2004), foam production (Ireland & Jameson, 
2009), fabrication, the design of microelectromechanical systems (Lahjomri & Oubarra, 2013) 
and fluidic cells in medicine (Khaled & Vafai, 2004), in which increasing wall slip has been 
shown to generate enhanced cooling and flow fluctuations. Slip effect on flow field has been 
studied by various authors: Aziz (2010), Uddin et al. (2012) and Noghrehabadi et al. (2012). 
All of these researchers restricted their investigation to constant transport properties. However, 
they are not constants. No study, as far as these authors are aware, has been reported in the 
literature for the investigations of MHD mixed convective flow past a stretching sheet with 
slip boundary conditions and variable transport properties.
The aim of this study was to extend the work of Abdel Rahman (2010) to include the 
effect of velocity and thermal slip as well as temperature dependent thermal conductivity 
and concentration dependent mass diffusivity. The transport equations were reduced to 
similarity equations using similarity variables obtained by a scaling group analysis and then 
Scaling Group Transformation
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solved numerically. The effect of the key physical parameters on the dimensionless velocity, 
temperature, concentration, skin friction, rate of heat transfer and the rate of mass transfer 
were examined and discussed. The problem reported in this paper has not been investigated 
in the literature despite its applications in many engineering processes, such as nuclear waste, 
polymer production, dispersion of chemical pollutants through water-saturated soil, geothermal 
energy extractions, plasma studies, liquid metal fluids, power generation systems, molecular 
dynamics and micro/nanofluidics.
FORMULATION OF THE BASIC TRANSPORT EQUATIONS
A steady two-dimensional magnetohydrodynamic (MHD) double-diffusive combined 
convective laminar incompressible Newtonian fluid flow in a Darcian porous medium along 
a moving vertical stretching surface was considered. The flow model and coordinate system 
is shown in Fig.1. 
A magnetic field of uniform strength B0 was applied perpendicular to the plate. We ignored 
induced magnetic fields and hence ingored the magnetic Reynolds number. It was assumed that a 
first-order homogenous isothermal irreversible chemical reaction would take place between the 
chemical constitute of the plate and the ambient fluid. The Boussinesq approximation was taken 
into account. Following Seddeek and Salem (2005), we assumed the temperature dependent 
viscosity would vary according to 0( ) ,T e α θµ µ∞
−=   where µ∞ is the constant viscosity far away 
from the plate and 
0α  is the viscosity parameter  depending on the nature of the fluid, Ө is the 
dimensionless temperature defined in Eqn. (6). It was further assumed that the temperature 
dependent thermal conductivity varied linearly as ( )[ ] [ ]11( ) 1k T k c T T k Aθ∞ ∞+ == − +∞  , 
where k
∞  is the constant undisturbed thermal conductivity far away from the plate, c1 is a 
Fig.1: Uptake mechanism of thymidine and 18F-FLT.
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constant which depends on the fluid and 1A c T= ∆   is the thermal conductivity parameter. We 
further assumed that mass diffusivity varied linearly as   where D∞ is the constant concentration 
diffusivity far away from the plate and Dc = c2 ∆C is a concentration diffusivity parameter 
(White & Subramanian, 2010),  φ  is the dimensionless concentration defined in Eqn. (6). Here 
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The relevant boundary conditions are (Jiji, 2010):   
1 1
1
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= + = = + = =
∂ ∂
→ = → → → ∞
             (5)
Here ( , )u v  : Darcian velocity components along the  x  and y -axes, µ(T)  : temperature 
dependent viscosity, ρ∞: density of the ambient fluid, ѵ∞ constant kinematic viscosity, ū free 
stream velocity, K0: permeability of the porous media, σ:  electric conductivity, g:
:
 acceleration 
due to gravity, βT: volumetric coefficient of thermal expansion, βc: volumetric coefficient 
of mass expansion, Cp: specific heat at constant pressure, k(T): temperature dependent 
thermal conductivity, Q0: heat generation/absorption constant, kT: thermal diffusion ratio, Cs: 
concentration susceptibility, D(C): concentration dependent mass diffusivity, Tm: mean fluid 
temperature, k0: reaction rate constant, N1: velocity slip factor and D1: thermal slip factor. Also, 
c and a1 are the positive constant σ1 : Stefan-Boltzmann constant, while k1: Rosseland means 
absorption coefficient.
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Using the following are dimensionless variables:
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The boundary conditions in Eqn. (5) become:
2
2 , 0, 1 , 1  at  0 ,
, 0, 0 as    .
x a b y
y y x y
S x y
y
ψ ψ ψ θφ θ
ψ θ φ
∂ ∂ ∂ ∂
= + = = = + =
∂ ∂ ∂ ∂
∂
→ → → → ∞
∂          
(10)
The controlling parameters are: Dufour (Df = D∞KT∆C/CsCpαm∆T), Soret (Sr = D∞KT∆T/
Tmαm∆C ), magnetic field (M = σB20/ρ∞c), radiation (R=3k1k∞/16σ1T3∞ ), generation/absorption 
(Q=Q0 /c ρ∞cp ), porosity (Ω=ѵ / c K0 ), velocity slip (a=√cѵ∞  N1), thermal slip (b = √c / ѵ∞ 
D1), stretching (S = a1 / c ), chemical reaction (K = k0 / c), Prandtl number (Pr=µ∞cp/k∞ ), Lewis 
number (Le=ѵ∞/D∞ ). The wall temperature and concentration varied nonlinearly as Tw=T∞ + 
c3 xn and  Cw = C∞ + c4 xn, where C3, C4   are constants and n is the power law index.
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SYMMETRY ANALYSIS
In this section, we shall show how scaling group transformation (special form of Lie group) 
transforms the governing equations into similarity equations. We begin our analysis by selecting 
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Here ԑ (≠ 0) is a parameter and αi (i = 1,2,3,...,7) are all arbitrary, real constants not all-
zero simultaneously. Transformations in Eqn. (11) may be treated as a point transformation 
transforming the coordinates:
 * * * * * * *( , , , , , , , ) to ( , , , , , , , ).e T C e T Cx y u x y uψ θ φ β β ψ θ φ β β
∗





, , , , , , , , , , ; , , , 1,2,3j jx y u v x y u v a x yy yy
H jj
ψ ψ ψ
∗∂∗ ∗ ∗ ∗ ∂ ∂
∂ ∂∂
      ∆ = ∆ =         
  
since this is the requirement for the differential forms ∆1, ∆2 and ∆3 to be conformally invariant 
under the transformation group (11). Substituting the transformations (11) in Eqns. (14)-(16), 
we have: 
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The system remains invariant under the group transformation  if the exponent satisfies 
the following relationship: 
  2 4 5 1 3 6 70, .α α α α α α α= = = = = =                                                     (15)
The set of transformations (11) reduces to:  
1 1 1 1, , , , , , .T T C Cx xe y y e e e
εα εα εα εαψ ψ θ θ φ φ β β β β∗ ∗ ∗ ∗ ∗ ∗∗= = = = = = =  (16) 
Using Taylor series expansion in powers of Ԑ , keeping the terms up to the first degree and 




, 0, , 0,
,T T T C C C
x x x y yεα ψ ψ εα ψ θ θ φ φ
β β εα β β β εα β
∗ ∗ ∗
∗ ∗
∗− = − = − = − = − =
− = − =                   (17)
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SIMILARITY TRANSFORMATIONS 
It is clear that *, ,y y θ θ φ φ∗ ∗= = =   are invariant. Let us define them by    
  ( ) ( ), , .yη θ θ η φ φ η= = =      (18)
The other invariants can be found by solving the following characteristic equations: 






α α ψ α β α β
= = =                                                  (19)
Solving (18), we get the following absolute invariants (similarity transformations): 
          ( )
0 0
, , .T T C Cx f x xψ η β β β β= = =      (20)
Here 
0T
β  and 
0C
β  are constant thermal and mass expansion coefficients,  η is the similarity 
independent variable and f (η)  is the dimensionless stream function.ηƒ
SIMILARITY EQUATIONS
With the use of the definitions in Eqns. (18) and (20), Eqns. (7)-(10) reduce to the following 
similarity equations:
2 20
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  ( ) ( )[ ] .
21 1 0Dc Dc Le f n f K Sr Dcφ φ φ φ φ φ φ θ′′ ′ ′ ′ ′′+ + + − − + + =  (22)
The boundary conditions (10) yield:
  
.
(0) 0, (0) 1 (0), (0) 1 (0), (0) 1,
( ) ( ) ( ) 0




′ ′′ ′= = + = + =
′ ∞ − = ∞ = ∞ =
              (23)
Here 
0
/TGr g L T c cβ ν ∞= ∆  , 0 /CGc g L C c cβ ν ∞= ∆  are thermal and mass 
Grashof numbers respectively.
It is interesting to note that in the case of no-slip boundary conditions (a =b=0) and in 
the case of the constant thermal conductivity and mass diffusivity (A=Dc=0)  we can recover 
the similarity solution reported by Abdel-Rahman (2010).
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QUANTITIES OF ENGINEERING INTEREST
The quantities of interest are the friction factor f xC  , local Nusselt number xNu  and the local 
Sherwood number xSh  respectively. These quantities can be conveniently calculated from 
the following relations:
 2 , , .0 0 0
fx xw ww
u x T x CC Nu Shxy T T y C C yu y y y
µ
ρ ∞ ∞
     
     
     
∂ − ∂ − ∂= = =
∂ − ∂ − ∂= = =
      
                                                                (24)
Substituting Eqns. (6), (18) and (20) into Eqn. (24), the physical quantities can be written as: 









=  is the local Reynolds number.
The similarity Eqns. (20)-(22) with boundary conditions in Eqn. (23) were solved numerically 
using the Runge-Kutta-Fehlberg fourth-fifth order numerical method in Maple 13 (White & 
Subramanian, 2010). The details of the method were described in a recent paper by Uddin et 
al. (2013). The effect of the controlling parameters on the dimensionless velocity, temperature, 
concentration, friction factor, heat transfer and mass transfer rates were investigated and 
presented in graphs. In the case of constant viscosity ⍺0 = 0, constant thermal conductivity A 
= 0 and constant mass diffusivity (Dc = 0), the results of the skin friction factor, the rate of 
heat and mass transfer were compared with the published results for some special cases. The 
comparisons are given in Tables 1-3 and were found to have a good agreement.
Fig.2 illustrates the effect of the porosity and viscosity parameters on the diemsionless 
velocity. It was noticed that both the parameters reduced the dimensionless velocity. The 
numerical computations for these graphs were performed for   and  , which corresponded to 
assisting mixed convective flow. This (assisting flow) happens in many engineering applications 
such as cooling of electronic components and nuclear reactors. Fig.3 shows the influence of 
the radiation and thermal conductivity parameters on the dimensionless temperature. The 
dimensionless temperature decreased with the radiation parameter. It was further found that 
temperature increased with the increase in the thermal conductivity parameter. Physically 
increasing thermal diffusivity parameter means the increasing of the thermal conductivity of 
the fluid. Increasing thermal conductivity implies an increase in temperature. The effect of the 
thermal slip and heat generation parameters on the dimensionless temperature is shown in Fig.4. 
It was noticed that the temperature reduced with the increase of the thermal slip parameter. 
We also noticed that due to the increasing value of the generation parameter, the temperature 
increased. This was because physically, heat generation ( ) in the fluid will enhance thermal 
energy to the flow and hence, for a positive  , temperature will rise. The effect of the mass 
diffusivity and Dufour number on the dimensionless temperature is shown in Fig.5. We observed 
from Fig.5 that the temperature enhances with improvements in the mass diffusivity parameter.
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Q Sr Df
Rex xNu Rex xSh












0.0 2.0 0.03 0.6641 0.6636 0.66405 1.0726 1.0724 1.07262
1.0 0.12 0.6403 0.6401 0.64030 1.2858 1.2856 1.28579
0.5 0.30 0.5881 0.5876 0.58806 1.3941 1.3939 1.39409
0.1 0.60 0.4972 0.4966 0.49716 1.4589 1.4588 1.45897
0.5 2.0 0.03 0.5518 0.551 0.55178 1.2070 1.2070 1.20707
1.0 0.12 0.5254 0.5238 0.52544 1.3545 1.3546 1.35453
0.5 0.30 0.4695 0.4687 0.46947 1.4293 1.4292 1.42938
0.1 0.60 0.3749 0.3740 0.37486 1.4661 1.4660 1.46613
-0.5 1.0 0.03 0.7619 0.7616 0.76188 0.9499 0.9497 0.94992
1.0 0.12 0.7403 0.740 0.74029 1.2231 1.2230 1.22313
0.5 0.30 0.6911 0.6907 0.69107 1.3620 1.3618 1.36198
0.1 0.60 0.603 0.6027 0.60303 1.4524 1.4523 1.45247
TABLE 1: Comparison of the Heat and Mass Transfer Rates Under Soret and Dufour Effects for Different 
Q  when R = 0.4,  K=0.6,   ⍺0 - Gr = Gc = M = a = 6 = A = Dc = 0,   S = Le = Pr = n = Ω = 1
TABLE 2: Comparison of the Skin Friction, the Heat and Mass Transfer Rates for Different Values of 
M when R = 0.4, K = 0.6, S = 0.5, Df = 0.12, Pr = n = Le = 1,  ⍺0 = Gr=Gc=Ω=a=b=A=Dc=0 
Rex f xC Rex xNu Rex xSh












1 0.8321 0.832126 0.5267 0.526593 1.2001 1.200041
3 1.0910 1.091021 0.5144 0.514332 1.1856 1.185622
5 1.2998 1.299798 0.5069 0.506775 1.1759 1.175899
TABLE 3 : Comparison of the Skin Friction, the Heat and Mass Transfer Rates for 
different Values of S when K= 0.6, R = 0.4, Df = 0.12, Pr = n = Le = Sr = 1,  ⍺0 = Gr 
=Gc = A = Dc =Ω = a = b = 0 




















0.5 -0.6673 -0.6673 -0.6673 0.5368 0.5368 0.5367 1.2109 1.2109 1.2109
1.0 0 0.0132 0.0000 0.6403 0.6359 0.6403 1.2858 1.2835 1.2857
1.5 0.9095 0.8989 0.9095 0.7282 0.7258 0.7282 1.3653 1.3638 1.3653
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Fig.2: Effect of the porosity and viscosity parameters on dimensionless velocity.
Fig.4: Effect of thermal slip and heat generation parameters on dimensionless temperature.
Fig.3: Effect of the radiation and thermal conductivity parameters on  dimensionless temperature.
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Fig.6 shows that the dimensionless concentration increased as the mass diffusivity 
parameter increased. This was due to the fact that an increase in the mass diffusivity parameter 
caused an increase in the mass diffusivity, which is a linear function of concentration. As a 
result, increasing mass diffusivity increased the concentration. This important finding was 
overlooked by all of the previous authors. Concentration variations due to Lewis number and 
Soret number are shown in Fig.7. It was observed that concentration as well as the concentration 
boundary layer thickness was increased as the Lewis number increases. 
Fig.6: Effect of concentration diffusivity and power-law index parameters on dimensionless concentration.
Fig.5: Effect of the Dufour and concentration diffusivity parameters on dimensionless temperature.
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The effect of different parameters on skin friction is illustrated in Fig.8 and Fig.9. It was 
observed from Fig.8 that skin friction was a decreasing function of the velocity slip parameter 
and the thermal and concentration Grashof number. This was due to the fact that in the presence 
of a magnetic field, the slip parameter increased the velocity at the surface, which reduced the 
friction. In this case, it was assumed that the viscosity was constant. Also, the decrease in the 
wall temperature and concentration decreased the thermal and concentration Grashof numbers, 
which helped in reducing the skin friction. The variation of the skin friction with magnetic field 
for different values of stretching and porosity parameters is illustrated in Fig.9. It was clear that 
the skin friction increased with an increase in the magnetic and porosity parameters. This was 
due to the fact that the magnetic field decreased the velocity at the surface, which increased 
the skin friction. Similarly, the increase in the porosity parameter reduced the velocity at the 
surface and as a result, the skin friction increased. It is important to note that the stretching of 
the plate increased the velocity and hence, decreased the skin friction.
Fig.7: Effect of the Schmidt number and Soret number on dimensionless concentration.
Fig.8: Effect of slip parameter and thermal and concentration Grashof numbers on  skin friction.
Mohammed Jashim Uddin, Waqar Ahmed Khan and Ahmad Izani Md Ismail
66 Pertanika J. Sci. & Technol. 24 (1): 53- 70 (2016)
The variation of the dimensionless heat transfer rates versus different parameters is depicted 
in Fig.10-12. Fig.10 reveals that the dimensionless heat transfer rate was a weak function of 
Soret and Dufour numbers. It was found that the dimensionless heat transfer rates decreased with 
an increase in the heat generation parameter. The variation of the dimensionless heat transfer 
rates versus the stretching parameter for different values of the power-law index and chemical 
reaction parameter is shown in Fig.11. Observe that the rate of heat transfer increased due to 
increases in the stretching, power-law index and chemical reaction parameters. The variation 
of the dimensionless heat transfer rates versus magnetic parameters for different values of the 
velocity slip and viscosity parameters is illustrated in Fig.12. We may see in Fugure 12 that 
the heat transfer rate increased for increasing values of slip and viscosity parameter whilst it 
decreased with increasing values of the magnetic field parameter.
Fig.10: Variation of the dimensionless heat transfer rates versus Soret numbers for different Dufour 
numbers and heat generation parameters.
Fig.9: Effect of the magnetic, stretching and porosity parameters on skin friction.
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The variation of the dimensionless mass transfer rates versus different parameters is 
depicted in Fig.13-15. Fig.13 exhibits that the rate of mass transfer rose with the rise in heat 
generation and the Dufour numbers but decreased as the value of the Soret number declined. 
It is important to note that in the absence of heat generation, dimensionless mass transfer rates 
decreased for small Dufour numbers and become almost constant for large Dufour numbers. But 
as heat generation increased, the dimensionless mass transfer rates started increasing with the 
increase in both Soret and Dufour numbers. We noticed from Fig.14 that the dimensionless mass 
transfer rates increased with the stretching parameter, power-law index and chemical reaction 
parameters. The variation of dimensionless mass transfer rates versus magnetic parameter for 
different values of velocity slip and viscosity parameters is shown in Fig.15. It was found that 
the mass transfer rate increased with the velocity slip and viscosity parameters.
Fig.11: Variation of the dimensionless heat transfer rates versus stretching parameter for different power-
law index and chemical reaction parameters.
Fig.12: Variation of the dimensionless heat transfer rates versus magnetic parameter for different velocity 
slip and viscosity parameters.
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Fig.14: Variation of the dimensionless mass transfer rates versus stretching parameter for different 
power-law index and chemical reaction parameters.
Fig.15: Variation of the dimensionless mass transfer rates versus magnetic parameter for different 
velocity slip and viscosity parameters.
Fig.13: Variation of the dimensionless mass transfer rates versus Soret numbers for different Dufour 
numbers and heat generation parameters.
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CONCLUSION
The steady laminar boundary layer slip flow of a viscous incompressible Newtonian fluid 
along a moving stretching sheet immersed in a porous medium was studied numerically. The 
temperature- dependent viscosity and thermal conductivity and concentration-dependent mass 
diffusivity were taken into account. By using a scaling group transformation, the transport 
equations along with the boundary conditions were converted to similarity equations. From 
our analysis, we concluded that for some types of mixture (for example, H2-air) with the light 
and medium molecular weight, the magnetic field and the Soret and Dufour’s effects with the 
variable mass diffusivity play an important role and should be taken into consideration as well.
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of a soil to function within the limits imposed 
by the ecosystem, to preserve biological 
productivity and environmental quality and 
to promote plant, animal and human health 
(Arshad & Martin, 2002). These attributes 
could be physical, chemical and/or biological 
properties of the soil (Arshad & Martin, 
2002; Doran, 2002; Zornoza et al., 2007). 
INTRODUCTION
Soils are the essential components of the environment and foundation resources for nearly 
all types of land use, besides being the most important component of sustainable agriculture 
(Bech et al., 2008). Therefore, an assessment of soil quality and its direction of change with 
time is an ideal and primary indicator of sustainable agricultural land management (Doran, 
2002). Soil quality indicators refer to the measurable soil attributes that influence the capacity 
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Any disturbing practice will lead to disruptions in the natural equilibrium of the soil, and the 
expression should be capable of reflecting this alteration. In addition, the climate (mainly 
temperature and precipitation) can have an important influence on soil properties and dynamics. 
Soil organic matter content is the result of the balance between inputs (litter and root exudates) 
and outputs (decomposition and leaching as soluble organic compounds) (Zornoza et al., 2007).
Soils are dramatically altered by human activity in agriculture and urban environments, 
and these alterations distinguish these soils from those in other systems and within urban 
environments (Scharenbroch et al., 2005). Research has enabled assessment of the unique 
physical, biological and chemical properties of urban soils. Specifically, urban soil bulk density, 
soil microbial biomass and activity and soil organic matter quantity and quality have been 
studied and found to be affected by urban conditions (Pouyat et al., 2002). Deforestation caused 
by logging, land conversion, road construction and other disturbances by human activities will 
invariably result in increased erosion rate with larger amounts of sediment being transported 
into the rivers, lakes, reservoirs and seas. Although erosion is an external process on the land 
surface, it is greatly accelerated by human activities, and it inundates and contaminates lakes 
with sediment. Heavy sedimentation rates shorten the lifespan of lakes and reservoirs, destroys 
aquatic habitats, reduces reservoir’ storage capacity and reduces the flood control capacity of 
reservoirs (Alin & Cohen, 1999).
The recurring process of sedimentation has an impact on Tasik Chini i.e. shallower bottom, 
while the chemical influx from pesticides and fertilizer that come from agricultural activities 
increase the chemical concentration in water and sediment. Three characteristics of soil such 
as erodibility, heavy metal content and adsorption capability of chemical waste influence the 
degradation process.
The Tasik Chini catchment consists of various land forms comprising 31 soil series 
(Fig.1). Eleven soil series were selected for the study and they covered nearly 2741.52 ha 
or 41.10% of the study area. They were the Malacca, Prang, Gong Chenak, Serdang, Tebok, 
Kedah, Bungor, Kekura, Kuala Brang, Lating and Rasau series. The Malacca soil series is 
lateritic in nature, highly weathered, brown to reddish brown in colour and is distributed 
around the Chini Resort. Laterisation usually occurs when silicates are washed out, but the 
remaining sesquioxides of aluminium and iron accumulate and impart a deep red colour to 
the soil (Brady, 1990). The Rasau soil series is a weakly weathered soil, whitish in colour and 
has weakly developed profiles. The Kekura soil series is also a weakly weathered soil, grey 
in colour. Weathering is not intense and constitutes structural development. The Bungor soil 
series is a moderately weathered soil, yellowish brown in colour. The Kuala Bang series is a 
moderately weathered soil, bright reddish brown in colour. The Prang series is also a highly 
weathered soil, yellowish in colour. The Serdang, Gong Chenak, Tebok, Lating and Kedah 
series constitutes moderately weathered soils. These 11 soil series are scattered within the lake 
or around it (Fig.1). According to the USDA soil classification, the Malacca and Prang series 
belongs to Oxisols; the Bungor, Serdang, Tebok, Gong Chenak, Kedah, Lating and Kuala Brang 
to Ultisols and the Rasau and Kekura to Entisols. Elaborate studies and clear knowledge of the 
soil types around Tasik Chini including their characteristics are important in order to predict 
their potential physical and chemical impact on the quality of the lake water. The aim of this 
study was to identify the morphological and physico-chemical characteristics of the soil types 
in the Tasik Chini catchment area.
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STUDY AREA
Tasik Chini is located in the southeastern region of the state of Pahang in Malaysia. It is 
approximately 100 km from Kuantan, the capital of Pahang. The lake system, which lies 
between 3°22΄30˝ to 3°28΄00˝N and 102°52΄40˝ to 102°58΄10˝E, is made up of 12 open water 
bodies called “laut” by the local people and it is linked to the Pahang River by the Chini River 
(Fig.1). A few communities of the indigenous Jakun tribe live around the lake. Tasik Chini is 
the second largest natural fresh-water lake in Malaysia encompassing 202 ha of open water and 
700 ha of Riparian, Peat, Mountain and Lowland Dipterocarp forests (Wetlands International 
Asia Pacific, 1998). Tasik Chini is surrounded by diversely vegetated low hills and undulating 
land, which constitute the catchment of the region. There are three hilly areas surrounding the 
lake, namely, the Ketaya hills (209 m) located southeast, the Tebakang hills (210 m) to the north 
and the Chini hills (641 m) located southwest. The Tasik Chini catchment is representative 
of the upstream site of the Pahang River in the town of Pekan, Pahang. The area has a humid 
Fig.1: Location map of the study area and sampling stations. Fig.2: Soil profile
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tropical climate with two monsoon periods, characterised by the following bimodal pattern: 
southwest and northeast monsoons that bring an annual rainfall that varies from 1488 to 3071 
mm. The mean annual rainfall is 2,500 mm and the temperature ranges from 21 to 32°C. The 
potential evapotranspiration (PE) is between 500 and 1000 mm.
MATERIALS AND METHODS
Soil Sampling and Morphological Description
Soil sampling was carried out at selected sampling sites located around the lake (Fig.1). Topsoil 
(0-20 cm) was collected randomly with a Dutch auger (five replicates). Approximately 500 
g samples were collected from each sampling site.  The soil at every sampling location was 
dug deep to expose the profile and complete profile descriptions were recorded. Soil samples 
were also taken from every identifiable horizon within the profile for laboratory analysis. Soil 
morphological description and soil sampling were done in accordance with the procedures of 
the Soil Survey Manual (Soil Survey Division Staff, 1993). Soil samples were sealed in plastic 
bags and transported to the laboratory. In the laboratory the samples were air dried, broken 
into smaller-sized particles with a wooden mortar and pestle and sieved through a 2-mm sieve.
Soil Analysis
The air-dried and sieved soil samples were used for determination of the physico-chemical 
characteristics, which included soil particle size distribution, density, organic matter (OM) 
content, exchangeable acid cations (Al and H), exchangeable basic cations (Ca, Mg, K and 
Na), cation exchange capacity (CEC), soil pH and electrical conductivity (EC). Particle size 
distribution was determined by the pipette method together with dry sieving (Abdulla, 1966). 
Texture of the soils was using the soil texture triangle. Soil bulk density was obtained using 
the open-ended metal cylinder (Ring) method (Rowell, 1996) and true density was calculated 
using the equation derived by Adams (1973). Porosity was calculated using the true and bulk 
densities. Organic matter content was obtained by weight loss on ignition (Ball, 1964). The pH 
of the soil was determined by the soil: water ratio of 1:2.5 (Metson, 1956). The exchangeable 
acid cations (Al and H) were obtained by titration with 1.0 M KCl extract (McLean, 1965). 
The exchangeable basic cations were obtained using 1.0 M ammonium acetate extract and the 
Flame Atomic Absorption Spectrophotometer (FAAS, model Perkin Elmer 3300) (Peech et al., 
1947; Drohan & Sharpe, 1997). The cation exchange capacity was determined by summation 
of the acid and basic cations. The electrical conductivity was determined using a saturated 
gypsum extract (Massey & Windsor, 1967).
Statistical Analysis
Statistical analysis was performed using SAS software. Analysis of variance was performed 
on soil physical and chemical properties.
Morphological and Physico-Chemical Characteristics of Soils
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RESULTS AND DISCUSSION
Morphological Description
The profile description of the selected soil series was carried out based on hand specimens. 
The descriptions of the soil series are shown in Table 1.
Soil Series Horizon Depth 
(cm)
Description
Tebok A 0-10 Light grey (7.5Y7/1); clay; fine sub-angular blocky; non-
sticky, non-plastic, very friable; many fine to coarse roots; 
clear smooth boundary.
B >10 Light grey (10Y8/2); clay; moderate to weak medium and fine 
sub-angular blocky; non-sticky, non-plastic, friable; common 
medium roots; clear smooth boundary.
Lating A 0-8 Dull yellow orange (10YR6/3); heavy clay; strong coarse 
sub-angular blocky; slightly sticky, slightly plastic; friable; 
abundant medium and fine roots; clear smooth boundary.
AB 8-20 Dull yellow orange (10YR6/4); heavy clay; moderate to weak, 
coarse sub-angular blocky; slightly sticky, slightly plastic; 
friable to firm; many medium roots; clear smooth boundary.
BA 20-30 Bright yellowish brown (10YR6/6); heavy clay; moderate, 
coarse sub-angular blocky; slightly sticky, slightly plastic; 
firm; common medium roots; clear smooth boundary.
B >30 Bright yellowish brown (10YR7/6); heavy clay; moderate, 
coarse sub-angular blocky; slightly sticky; slightly plastic; 
firm; few medium roots; clear smooth boundary.
Serdang A 0-20 Light yellow (2.5Y7/3); clay loam; weak, coarse and medium 
sub-angular blocky; friable; many fine and medium roots; 
gradual smooth boundary.
B >20 Light yellow (2.5Y7/4); clay loam; weak to moderate, coarse 
sub-angular blocky; friable; few fine and medium roots; diffuse 
smooth boundary.
Kuala Brang A 0-12 Bright reddish brown (5YR5/6); clay; strong medium granular; 
friable; abundant fine roots, some medium and coarse roots; 
clear smooth boundary.
B >12 Bright reddish brown (5YR5/8); clay; weak coarse and very 
coarse sub-angular blocky; friable; few fine and medium roots; 
clear smooth boundary.
Kedah A 0-8 Bright yellowish brown (10YR 6/6); clay loam; fine granular 
and weak to medium, very fine sub-angular blocky; loose to 
very friable; many small roots, many channels, few casts; many 
pores; distinct boundary.
TABLE 1 : Soil Series Profile Description
Sujaul, I.M., Ismail, B.S., Tayeb M.A., Muhammad Barzani, G. and Sahibin, A.R. 
76 Pertanika J. Sci. & Technol. 24 (1): 71 - 87 (2016)
E 8-18 Bright yellowish brown (10YR6/8); clay loam; weak to 
moderate fine and medium sub-angular blocky; very friable; 
many small roots, many channels, common pores; diffuse 
boundary.
B 18-30 Bright reddish brown (5YR5/6); clay loam; moderate to 
weak, fine and medium sub-angular blocky; friable to firm; 
few roots, common channels, common pores; distinct and 
irregular boundary.
C >30 Bright reddish brown (5YR5/8); clay loam; weak fine and 
medium sub-angular blocky; friable to firm; roots rare, few 
channels, common pores; unconsolidated material, little 
evidence of profile development- stones increasing with depth.
Bungor A 0-21 Yellowish brown (2.5Y5/4); clay loam; very weak to 
moderately developed fine and medium sub-angular blocky; 
friable to firm; many fine and medium roots; few channels, 
high biological activities, worm casts common; diffuse 
boundary.
B >21 Yellowish brown (2.5Y5/6); silty clay loam; weak, medium 
and fine sub-angular blocky; friable; moderate biological 
activities, few fine roots, few channels; diffuse smooth 
boundary.
Kekura A 0-10 Grey (7.5Y 6/1); sandy loam; moderate to strong, fine and 
medium sub-angular blocky; friable to slightly firm; many 
fine and medium roots; numerous pores due to ant activities; 
gradual boundary
AB 10-18 Light grey (10Y8/1); sandy loam; moderate, medium and fine 
sub-angular blocky; friable to slightly firm; many fine and 
medium roots, few ant activities; diffuse boundary.
BA 18-29 Light grey (10Y8/2); sandy loam; weak to moderate, coarse 
and medium sub-angular blocky; friable; many medium and 
some fine roots; diffuse boundary.
B >29 Pale Yellow (7.5Y8/3); sandy clay loam; weak to moderate, 
coarse and medium sub-angular blocky; friable; few medium 
and fine roots; abrupt boundary.
Malacca A 0-10 Yellowish brown (10YR5/4); clay; weak, fine sub-angular 
blocky; friable; many fine and medium roots; few ant nests; 
abundant pores; clear smooth boundary.
B >10 Yellowish red (5YR5/6); clay; weak medium and fine sub-
angular blocky; friable; many fine and medium roots, few ant 
nests; many pores, abrupt smooth boundary.
Rasau A 0-8 Whitish (10YR8/1); sandy loam; medium and fine sub-angular 
blocky; very friable; many coarse and medium roots; clear and 
smooth boundary.
TABLE 1 : (Continued)
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Soil texture. Sand was dominant in the Serdang, Kuala Brang, Rasau and Kekura soil 
series, ranging from 46.10 to 48.95%, 34.84 to 43.81%, 53.90 to 56.28% and 58.87 to 62.79%, 
respectively. The Malacca and Gong Chenak series had low levels of sand that ranged from 
14.17 to 19.40% and 15.07 to 26.14%, respectively. On the other hand, the Lating series had 
the lowest level of sand that ranged from 2.02 to 3.48% both in the top soil and at the different 
horizons. Coarse sand was present in most of the soil types except at the lower horizons of 
the Lating series and the laterite nodules of the Malacca series. Size distribution and texture 
of the different soil series are shown in Table 2.
The percentage of silt in the Tebok, Lating, Serdang, Kuala Brang, Kedah, Bungor, 
Kekura, Malacca, Rasau, Prang and Gong Chenak soil series are shown in Table 2. The highest 
percentage (46.49%) of silt was recorded in the Kedah series and the lowest (17.71%) in the 
Kuala Brang soil series. Low levels of silt were recorded in the horizon and maximum levels 
were found in the topsoil. Khresat et al. (1998) emphasised that the proportion of silt decreased 
with the depth of the horizon in soils in north-western Jordan.
AB 8-20 Light brownish grey (2.5Y6/2); sandy loam; medium and fine 
sub-angular blocky; friable; many coarse and medium roots; 
clear smooth boundary.
BA 20-30 Pale yellow (2.5Y8/3); sandy loam; moderate, medium and 
fine sub-angular blocky; friable; many coarse and medium 
roots; smooth boundary.
B >30 Pale yellow (2.5Y8/3); sandy loam; moderate to weak, medium 
and fine sub-angular blocky; friable; few medium and fine 
roots; smooth boundary.
Prang A 0-15 Dark reddish brown (5YR3/4); clay; weak, fine sub-angular 
blocky; very friable; many fine and few coarse roots; many 
fine pores; diffuse boundary.
B >15 Yellowish red (5YR4/6); clay; weak, fine sub-angular blocky; 




A 0-10 Dark brown (10YR 4/3); clay; moderate, medium sub-angular 
blocky; non-sticky, non-plastic; friable; few fine roots; clear 
smooth boundary.
AB 10-18 Brownish yellow (10YR6/8); clay; moderate, coarse sub-
angular blocky; non-sticky, non-plastic; friable to firm, no 
roots; clear smooth boundary.
BA 18-30 Brownish yellow (10YR6/8) with common medium clear red 
(10YR4/8); clay; moderate, coarse sub-angular blocky; non-
sticky, non-plastic; friable; no roots; clear smooth boundary.
B >30 Light grey (10YR7/1) with many medium clear red (10YR4/8); 
clay; non-sticky, non-plastic; friable; no roots; clear smooth 
Boundary.
TABLE 1 : (Continued)
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Station Soil Series Horizon Depth Sand Silt Clay Texture
(cm) % % %
1 Tebok A 0 – 10 25.53 29.04 45.43 Clay
B > 10 23.08 30.18 46.74 Clay
Top soil (Mean of 5 replications) 0 – 20 28.03 31.52 40.45 Clay
2 Lating A 0 – 8   3.48 37.14 59.38 Clay
AB 8 – 20   3.02 34.96 62.02 Clay
BA 20 – 30   2.65 30.51 66.84 Clay
B > 30   2.02 19.39 78.59 Clay
Top soil (Mean of 5 replications) 0 – 20  3.28 31.58 65.14 Clay
3 Serdang A 0 – 20 48.95 31.10 19.95 Clay loam
B > 20 46.10 32.26 21.64 Clay loam
Top soil (Mean of 5 replications) 0 – 20 47.91 31.51 20.58 Clay loam
4 Kuala Brang A 0 – 12 43.81 17.71 38.48 Clay 
B > 12 34.84 23.43 41.73 Clay 
Top soil (Mean of 5 replications) 0 – 20 41.22 22.22 36.56 Clay
5 Kedah A 0 – 8 32.71 46.21 21.08 Clay loam
E 8 – 18 25.84 46.47 27.69 Clay loam
B 18 – 30 24.88 44.91 30.21 Clay loam
C > 30 20.23 39.76 40.01 Clay loam
Top soil (Mean of 5 replications) 0 – 20 27.12 46.49 26.39 Clay loam
6 Bungor A 0 – 21 37.23 36.80 25.97 Clay loam
B > 21 33.89 37.05 29.06 Clay loam
Top soil (Mean of 5 replications) 0 – 20 36.08 36.87 27.05 Clay loam
7 Kekura A 0 – 8 61.29 23.35 15.36 Sandy loan
AB 8 – 18 61.21 22.59 16.20 Sandy loam
BA 18 – 29 60.32 22.21 17.47 Sandy loam
B > 29 58.87 22.95 18.18 Sandy loam
Top soil (Mean of 5 replications) 0 – 20 62.79 23.28 13.93 Sandy loan
8 Malacca A 0 – 10 18.16 35.97 45.87 Clay
B > 10 14.17 36.80 49.03 Clay
Top soil (Mean of 5 replications 0 – 20 19.40 30.82 49.78 Clay
9 Rasau A 0 – 8 55.13 31.39 13.48 Sandy loam
AB 8 – 20 56.28 29.91 13.81 Sandy loam
BA 20 – 30 53.90 30.70 15.40 Sandy loam
B > 30 54.14 30.32 15.54 Sandy loam
Top soil (Mean of 5 replications) 0 – 20 58.44 28.00 13.56 Sandy loam
TABLE 2 : Properties, Size Distribution and Texture of Topsoils and Subsoils
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10 Prang A 0 – 15 42.13 20.21 37.66 Clay
B > 15 33.15 24.46 42.39 Clay
Top soil (Mean of 5 replications) 0 – 20 34.56 25.09 40.35 Clay
11 Gong Chenak A 0 – 10 26.14 24.05 49.81 Clay
AB 10 – 18 23.45 24.36 52.19 Clay
BA 18 – 30 18.02 27.08 54.90 Clay
B > 30 15.07 28.05 56.88 Clay
Top soil (Mean of 5 replications) 0 – 20 21.84 24.88 53.28 Clay
TABLE 2 : (Continued)
Clay content was variable in the studied soils. The highest percentage (78.59%) of clay 
was recorded in the Lating and the lowest (13.48%) in the Rasau soil series. The Rasau and 
Kekura series contained low levels of clay while the Tebok, Lating, Kuala Brang, Malacca, 
Prang and Gong Chenak had higher percentages. The distribution of clay increased with depth 
in the soil. There was higher clay content in the subsoil compared to the surface soil for all 
the soils studied. Khresat et al. (1998) also concluded that clay content in Pedon increased 
from 35.40% at the surface to 44.80% below 170 cm depth in the soil in north-western Jordan.
Physical properties of the soils studied. The physical properties of the soils are given 
in Table 3. All the soil series studied contained low amounts of organic matter (OM). The 
highest values of OM were recorded in the Lating, Kuala Brang, Malacca, Prang and Gong 
Chenak soil series, which ranged from 1.12 to 9.34%. These soils were clayey in texture. The 
distribution of OM was found to decrease with depth of horizon in the soil. High OM in the 
topsoil was due to decomposition of massive leaf litter, which was observed on the surface. 
The OM content was the lowest in the sandy soils, such as the Rasau and Kekura soils. Similar 
results have also been reported by Othman et al. (1979) where OM in sandy soils ranged from 
0.49 to 1.56%. Due to intensive weathering and erosion in Malaysia, all the soil series studied 
contained less than 10% organic matter in the soil. According to the classification of Acres et 
al. (1975), OM in the studied soils was categorised in the low to medium class (OM< 10%).
The bulk density values of the 11 soil series ranged from 1.03 to 1.33 g/cm3 with a mean 
value of 1.13 g/cm3. The highest (1.33 g/cm3) and lowest values (1.03 g/cm3) were recorded in 
the Rasau and Prang series, respectively. The bulk densities of topsoil were always lower than 
those of the subsoil, due to the presence of organic matter. Lemenih et al. (2005) indicated that 
the significant increase in soil bulk density and decrease in percent pore space in the soil was 
most probably caused by the decline in the soils’ organic matter content. Due to the sandy loam 
texture and low organic matter content in the Rasau and Kekura series, the bulk density values 
were high. On the other hand, the Lating, Kuala Brang, Prang, Bungor and Gong Chenak soil 
series were under primary forest and lowland dipterocarp forest vegetation, which apparently 
resulted in higher content of organic matter and high root penetration. Moreover, the bulk 
density was lower than that of the Rasau and Kekura soil series. The reported value was close 
to the one reported by Peh (1978) for soils in a dipterocarp forest at Pasoh Forest Reserve 
in which the OM recorded was 1.12 g/cm3. Kamaruzaman (1987) also reported a lower bulk 
density (0.97 g/cm3) for undisturbed soils at the Tekan Forest Reserve in Pahang, Malaysia. 
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Station Soil Series Horizon Depth Bulk Density True Density Porosity 
(cm) (g/cm3) (g/cm3) %
1 Tebok A 0 – 10 1.07 2.60 58.85
B > 10 1.15 2.66 56.77
Top Soil (Mean of 5 replications) 0 – 20 1.08±0.01 2.62±0.01 59.00±0.160
2 Lating A 0 – 8 1.06 2.54 58.27
AB 8 – 20 1.09 2.62 58.40
BA 20 – 30 1.11 2.64 57.96
B > 30 1.14 2.65 56.98
Top Soil (Mean of 5 replications) 0 – 20 1.04±0.05 2.56±0.04 59.23±1.15
3 Serdang A 0 – 20 1.26 2.72 53.68
B > 20 1.32 2.73 51.65
Top Soil (Mean of 5 replications 0 – 20 1.13±0.02 2.67±0.01 57.80±0.80
4 Kuala Brang A 0 – 12 1.07 2.59 58.69
B > 12 1.09 2.60 58.08
Top Soil (Mean of 5 replications) 0 – 20 1.03±0.03 2.56±0.02 59.55±0.75
5 Kedah A 0 – 8 1.09 2.67 59.20
E 8 – 18 1.10 2.70 59.24
B 18 – 30 1.11 2.71 58.96
C > 30 1.12 2.72 58.75
Top Soil (Mean of 5 replications) 0 – 20 1.09±0.01 2.64±0.02 58.58±0.28
6 Bungor A 0 – 21 1.09 2.62 58.40
B > 21 1.12 2.64 57.58
Top Soil (Mean of 5 replications) 0 – 20 1.09±0.01 2.65±0.01 58.75±0.30
7 Kekura A 0 – 8 1.14 2.70 57.83
AB 8 – 18 1.17 2.73 57.06
BA 18 – 29 1.19 2.73 56.39
B > 29 1.21 2.74 55.76
Top Soil (Mean of 5 replications) 0 – 20 1.21±0.03 2.68±0.01 55.03±1.24
8 Malacca A 0 – 10 1.09 2.56 57.37
B > 10 1.13 2.60 56.54
Top Soil (Mean of 5 replications) 0 – 20 1.12±0.10 2.56±0.02 56.13±3.52
9 Rasau A 0 – 8 1.19 2.70 56.04
AB 8 – 20 1.27 2.72 53.25
BA 20 – 30 1.33 2.73 51.40
B > 30 1.27 2.73 53.60
Top Soil (Mean of 5 replications) 0 – 20 1.06±0.03 2.69±0.01 57.5±1.40
TABLE 3 : Physical Properties of Topsoil’s and Profiles of 11 Soil Series
Morphological and Physico-Chemical Characteristics of Soils
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Hati et al. (2007) and Tiarks et al. (1974) noted that the reduction in bulk density could be 
attributed to higher organic matter content of the soil.
The true density values of the 11 soil series ranged from 2.51 to 2.74 g/cm3 with an average 
value of 2.65 g/cm3. Due to higher content of being sand and lower organic matter content, the 
highest value of true density recorded (2.74 g/cm3) was for the Kekura soil series. The Gong 
Chenak series had the lowest true density value (2.51 g/cm3). Clearly, the amount of organic 
matter in a soil markedly affected the particle density (Brady, 1990). Porosity values ranged 
from 51.40 to 59.55% with an average value of 57.42%. The highest value (59.55%) was 
recorded in the Kuala Brang series and the lowest (51.40%) in the Malacca soil series. The 
highest total porosity occurred on undisturbed forest soils of the Kuala Brang, Kedah, Lating, 
Tebok, Prang, Bungor and Gong chenak soils series. The Malacca soil series was disturbed soil 
and had the lowest porosity value. The Malacca soil series was distributed throughout the oil 
palm plantation area. Porosity of the surface soil was slightly higher than that of the subsoil. 
Pagliai et al. (1983) noted that porosity was directly affected by root penetration, storage and 
movement of water and gases. Lower porosity values in disturbed soils have also been reported 
by Pagliai et al. (1983) and Pagliai (1987).
Chemical properties of the studied soil series. The data on specific chemical properties of 
the studied soils are given in Table 4. The uniformity of pH values and the low range recorded 
were the unique features of Malaysian soils. The pH values ranged from 3.14 to 4.82 with an 
average value of 4.04. Most of the pH values were below 4.50 and were considered very low 
(pH < 4.50) in the classification by Landon (1991). The value was normal for forest soils where 
the weathering and leaching processes occur continuously in addition to the decomposition of 
organic matter effect. Most profiles showed a slight increase in the pH values down the profile, 
with the exception of the Prang and Gong Chenak soil series. Zhenghu et al. (2007) found that 
soil pH values increased slightly with depth in the profile, indicating that they experienced 
moderate leaching and weathering. Low range of electrical conductivity (EC) was recorded in 
the different soil series. The Malacca series had the lowest value (2.00 dS/m) while the highest 
value (3.32 dS/m) was recorded for the Kekura series. The mean value of EC was 2.67 dS/m. 
The values of EC were below 4.00 dS/m, indicating that these soils were not saline. The EC 
ranged from 2.00 to 3.32 dS/m, and these values were classified as low (Landon, 1991).
10 Prang A 0 – 15 1.06 2.57 58.75
B > 15 1.08 2.61 58.62
Top Soil (Mean of 5 replications) 0 – 20 1.03±0.05 2.52±0.02 59.18±2.37
11 Gong Chenak A 0 – 10 1.06 2.57 58.81
AB 10 – 18 1.07 2.61 59.15
BA 18 – 30 1.09 2.70 58.15
B > 30 1.12 2.71 58.64
Top Soil (Mean of 5 replications) 0 – 20 1.06±0.05 2.51±0.16 59.49±2.30
TABLE 3 : (Continued)
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Station Soil Series Horizon Depth OM pH EC CEC
(cm) % dS/m (cmol c/  kg)
1 Tebok A 0 – 10 5.93 3.89 3.25 6.28
B > 10 3.72 4.27 3.11 8.28
Top Soil (Mean of 5 replications) 0 – 20 6.93±0.20 4.25±0.05 2.70±0.03 6.97±0.52
2 Lating A 0 – 8 8.09 4.29 2.96 6.50
AB 8 – 20 5.17 4.36 2.93 6.63
BA 20 – 30 4.31 4.45 2.78 7.79
B > 30 3.88 4.48 2.66 8.62
Top Soil (Mean of 5 replications) 0 – 20 7.26±3.43 4.35±0.05 2.45±0.05 7.97±1.05
3 Serdang A 0 – 20 1.68 4.38 3.18 4.09
B > 20 1.17 4.49 3.15 5.12
Top Soil (Mean of 5 replications) 0 – 20 3.36±0.13 4.27±0.08 2.70±0.02 4.10±0.47
4 Kuala Brang A 0 – 12 6.23 4.48 2.88 5.54
B > 12 5.88 4.53 2.85 5.69
Top Soil (Mean of 5 replications) 0 – 20 7.35±0.78 4.41±0.09 2.44±0.02 5.02±0.87
5 Kedah A 0 – 8 3.27 4.32 3.17 6.05
E 8 – 18 2.34 4.41 3.11 7.12
B 18 – 30 2.13 4.43 3.08 7.91
C > 30 1.78 4.49 3.05 9.70
Top Soil (Mean of 5 replications) 0 – 20 4.48±0.66 4.32±0.03 2.56±0.03 7.60±1.33
6 Bungor A 0 – 21 5.09 4.72 3.12 4.37
B > 21 4.36 4.78 3.01 3.90
Top Soil (Mean of 5 replications) 0 – 20 3.95±0.47 4.80±0.09 2.54±0.04 4.34±0.63
7 Kekura A 0 – 8 2.19 4.56 3.32 2.58
AB 8 – 18 1.46 4.57 3.29 2.46
BA 18 – 29 1.34 4.58 3.26 2.47
B > 29 1.14 4.59 3.18 2.56
Top Soil (Mean of 5 replications) 0 – 20 2.90±0.19 4.82±0.04 2.55±0.04 2.47±0.37
8 Malacca A 0 – 10 7.36 3.47 2.18 1.96
B > 10 5.63 3.81 2.00 2.06
Top Soil (Mean of 5 replications) 0 – 20 7.16±0.96 3.68±0.09 2.24±0.16 3.47±0.60
9 Rasau A 0 – 8 2.35 3.14 2.55 3.12
AB 8 – 20 1.77 3.15 2.44 3.37
BA 20 – 30 1.10 3.21 2.42 2.75
B > 30 1.37 3.25 2.45 2.54
Top Soil (Mean of 5 replications) 0 – 20 2.76±0.38 3.20±0.15 2.21±0.12 3.74±0.34
TABLE 4 : Chemical Properties of the 11 Soil Series Studied
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The values for the cation exchange capacity (CEC) of the studied soils ranged from 1.08 to 
13.34 cmol c/kg soil, with an average value of 5.36 cmol c /kg soil. The values of the CEC of 
all the top soils were comparatively higher than those down the soil profiles (Table 4). Zhenghu 
et al. (2007) found that the cation exchange capacity (CEC) was higher on the surface than in 
the subsurface horizons and decreased with depth in all the studied soils. This was due to the 
effect of the higher organic matter content in the surface and the correlation between organic 
matter and CEC. The CEC of the Gong Chenak soil series was the highest (13.34 cmol c /kg 
soil) and that of the Prang series the lowest (1.08 cmol c /kg soil). Due to low pH, the contents 
of basic cations of all the soils were very low, indicating that the exchange cations in surface soil 
were dominated by acidic cations like Al and H. The soil of the Rasau series was sandy loam 
in texture but the CEC was higher compared to those obtained from the Prang and Malacca 
(clay in texture) soil series. Apparently the Rasau soil had low pH and was dominated by acidic 
cations of Al and H (3.00 cmol c /kg soil) as opposed to the Malacca (1.65 cmol c /kg soil) and 
Prang (1.90 cmol c /kg soil) soil series. Razi et al. (2005) also reported similar characteristics 
of acidic soils in their studied area. The range of the CEC values of all the soil series studied 
were considered low in the classification by Acres et al. (1975). In Peninsular Malaysia, 
more than two thirds of the total land area are covered by acidic soils, of which Ultisols and 
Oxisols are the most abundant (IBSRAM 1985). Ultisols and Oxisols are soils with low pH, 
cation exchange capacity and basic cation content (Tessens & Shamshuddin, 1983; Ismail et 
al., 1993; Syed Omar et al., 2001). The highly weathered soil materials, having kaolinitic clay 
mineralogy, showed very low CEC of up to 4 cmol c /kg soil and sum of exchangeable basic 
cations of <2 cmol c /kg soil (Baert et al., 1999).
Correlation Study
The soil erodibility factor (K) represents the effect of soil properties and soil profile 
characteristics on soil loss in the Tasik Chini catchment area. The physical, chemical and 
mineralogical soil properties and their interactions that affect the K values are varied, the 
reason being mainly geogenic. 
Anthropogenic activities also affect the principal component of soil in this area. In recent 
years, Tasik Chini has experienced major development in agricultural activities. Large areas of 
forest have been converted into oil palm plantations. Illegal logging activities also contributed 
10 Prang A 0 – 15 6.69 3.32 2.03 2.23
B > 15 5.10 3.22 2.02 1.08
Top Soil (Mean of 5 replications) 0 – 20 8.73±0.85 3.31±0.07 2.11±0.14 2.72±0.19
11 Gong Chenak A 0 – 10 6.75 3.34 2.13 12.81
AB 10 – 18 5.10 3.35 2.05 13.34
BA 18 – 30 1.12 3.37 2.22 5.79
B > 30 2.03 3.30 2.30 6.09
Top Soil (Mean of 5 replications) 0 – 20 9.34±6.29 3.32±0.16 2.22±0.16 11.27±2.78
TABLE 4 : (Continued)
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to the loss of forest area. Agricultural activities resulted in the release of pollutants such as 
nitrate and phosphate into the soil. Mining activity was the most important man-made reason 
for soil degradation. Different types of minerals were exposed to the soil surface due to mining, 
which directly affected the principal soil component. The activities of a few of the indigenous 
people who live in Tasik Chini also played some role in soil degradation.
CONCLUSION
A detailed study of the morphology and physico-chemical characteristics of a soil is essential 
in order to understand the behaviour of the soil. The soils in the study area were well weathered 
and leached. The Malacca and Prang series was highly weathered soils and clayey in texture. 
The Kuala Brang, Tebok, Lating and Gong Chenak series was moderately weathered soil and 
clayey in texture. The Kedah, Bungor and Serdang series was also moderately weathered soil 
but had a clay loam texture. The Rasau series constituted weakly weathered soil with a sandy 
loam texture. The clay content of all the soil series increased with depth. The highest total 
porosity occurred in the undisturbed forest soils of the Bungor, Tebok, Lating, Kuala Brang, 
Prang, Gong Chenak and Kedah series. The lowest total porosity was recorded on the logged 
soils such as the Malacca, Serdang, Kekura and Rasau series. The present study revealed that 
all the soil series contained low organic matter content and were highly porous. The distribution 
of OM decreased with depth. Low values of OM (1.10%) were recorded in the Rasau series 
and the highest percentage OM (9.34%) was recorded in the Gong Chenak series. The studied 
soils had acidic pH, low cation exchange capacity and low exchangeable bases. Due to the 
dominance of acidic cations (Al and H), the CEC of the Rasau series was higher than that of the 
Malacca and Prang soil series. The Gong Chenak soil was less leached and had higher values for 
most of the properties considered in the study. The study also indicated that supply of organic 
matter to the soils and plantations is important in order to increase both the soil OM content 
and the cation exchange capacity. Productivity of soils depends not only on the plant nutrient 
stored but also on the physical characteristics of the soils such as bulk density and porosity. 
Soil properties, such as particle-size distribution, structural stability, organic matter content, 
soil chemistry and clay mineralogy, affect soil degradation. Mining and deforestation are the 
main causes of soil degradation and environmental problems in the Tasik Chini catchment area.
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barrier. Among the merits of membrane 
catalytic reactors are supra conversion, high 
productivity and product quality (Mbaraka et 
al., 2003; Shah et al., 2005; Maria et al., 2006; 
Sawant et al., 2007; El-Zanati et al., 2011).
Furthermore, the functionalised catalytic 
membranes containing sulfonated polystyrene 
grafts have successfully been used as an 
INTRODUCTION
Functionalised membranes with catalytic active groups have recently attracted significant 
attention in chemical production, where the membranes are capable of achieving dual purposes: 
reaction and separation, where each single process intensifies performance and operation, which 
will lead to cost effectiveness of the production system. The removal of one or more products in 
reversible reaction promotes the forward direction by breaking the thermodynamic equilibrium 
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alternative to conventional catalysts that are applied in esterification processes (El–Zanati et al., 
2012; Abdallah et al., 2013). A flow-through catalytic membrane reactor describes the concept 
for continuous heterogeneous reactions, where the catalyst is immobilised in the pores of the 
membrane. The porous membrane does not perform any separation tasks; it is exclusively used 
as a microstructure catalyst carrier (Shah et al., 2005; Shi et al., 2013). This type of reactor 
allows high catalytic activity due to intensive contact between the reactants and catalyst and it 
provides potentially a narrow residence time (Ozdemir et al., 2006; Westermann & Melin., 2009; 
Westermann et al., 2009; Buonomenna et al., 2010). Accordingly, functionalised membranes 
are considered a type of multi microreactors since the reaction actually takes place inside the 
membrane pores. However, functionalised catalytic membranes have exhibited high catalytic 
efficiency and great potential for some important reactions, such as esterification, isomerisation, 
oxidation, hydrogenation, dehydrogenation etc. (Shah & Ritchie., 2005; Shah et al., 2005).
Shah and Ritchie (2005) implanted sulfonic acid groups onto the pore surface of 
polyethersulfone (PES) microfiltration membrane to catalyse the esterification of ethanol 
and acetic acid. In a previous study Abdallah et al. (2013) made up suitable microfiltration 
membranes for reaction catalysis, where grafting of sulfonic groups on polyethersulphone 
membranes was developed to catalyse esterification reactions; the reaction conversion reached 
more than 90% after 10 sec. Also, El Zanati and Abdallah (2012) investigated the same reaction 
using a modified grafted membrane by increasing the catalytic efficiency of the membrane 
up to 33.7% and using a large membrane area, the reaction conversion reached 97% after 10 
sec process time. Likewise, in a former study a set of parameters influencing the esterification 
reaction was conducted (El-Zanati et al., 2011), where the results indicated that increasing the 
molar ratio increases catalytic efficiency (by increasing styrene percentage in the membrane-
grafting step) and the internal surface area of the pores in terms of reaction conversion and 
productivity. 
In a catalytic membrane reactor, the reaction conversion is suddenly increased to maximum 
value, which is attributed to water adsorption on the sulfonic groups. It then starts to decline 
slowly, owing to deactivation of the catalytic active sites by the adsorbed water within the 
membrane pores. Therefore, the membrane becomes progressively saturated; this behaviour 
creates an optimisation problem; therefore, at optimum time the membrane could be shifted to 
the regeneration step for further uses (El-Zanati et al., 2012; Abdallah et al., 2013).
Shi et al. (2013) studied a novel composite catalytic membrane that was prepared from a 
sulfonated polyethersulfone and polyethersulfone blend and supported by non-woven fabrics 
as a heterogeneous catalyst to produce biodiesel from continuous esterification of oleic acid 
with methanol in a flow-through mode, where an oleic acid conversion was kept at over 98% 
for 500 hours, running continuously.
The difference between this work and our previous work is the intention to design and 
develop an integrated catalytic membrane pilot unit for continuous esterification/regeneration 
steps; in Abdallah et al. (2013), the authors studied the polyethersulfone membrane preparation 
parameters to produce a microfiltration polyethersulfone that could be grafted by catalytic 
groups and then applied in esterification reaction of ethanol with acetic acid, with the reaction 
carried out in a small membrane holder with diameter 47mm. In their article, El Zanati 
and Abdallah (2012) showed how the membrane grafting parameters were studied and the 
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mathematical model of the grafting polymerisation steps were studied to reach optimum grafting 
parameters. El-Zanati et al. (2011) investigated the parametric study of the esterification reaction 
of ethanol and acetic acid using a small-sized 47mm catalytic membrane holder, where the 
membrane was purchased and not prepared in the lab.
The aim of the present work was the development of an integrated catalytic membrane 
pilot unit for continuous esterification/regeneration. The design was established on using two 
parallel membrane reactors for esterification/regeneration steps.
 EXPERIMENTAL WORK
Design of an Integrated Continuous Esterification System
A conceptual design of an integrated continuous catalytic membrane system used to produce 
ester was developed. The design approach was based on experimental results and a pre-
developed mathematical model that was obtained from previous work (El-Zanati et al., 2011; 
El–Zanati et al., 2012; Abdallah et al., 2013; El-Zanati et al., 2014). These results revealed 
that the reaction conversion was increased suddenly and reached maximum value after 10 sec 
and this lasted for a certain time depending on reaction design parameters. Since the reaction 
conversion started to slowly decrease with time, this phenomenon was attributed to membrane 
deactivation due to adsorbed water on functionalised sulfonic active groups. The adsorbed water 
is accompanied by deactivation of the catalytic membrane efficiency; therefore, membrane 
regeneration became mandatory to dehydrate the membrane.
The dehydration was conducted by sulfuric acid and it enabled membrane reuse and, 
consequently, enhanced system cost-effectiveness. The conceptual design principal was based 
on conducting reaction and regeneration simulinuously.The membrane regeneration was 
achieved by treating the used membrane with 1N sulfuric acid (acting as water adsorbing agent) 
at 25°C under 2 bar nitrogen pressure. The regeneration step was stopped when the sulfuric 
acid concentration left the membrane without changes; this process takes approximately 20 min 
(El- Zanati et al., 2011). Results of the esterification process obtained from an earlier study (El- 
Zanati et al., 2011) are illustrated in Fig.1, where is shown the change of reaction conversion 
with time at the internal pore surface area of 125510 cm2. This study also investigated the 
optimum regeneration time, as shown in Fig.2. Fig.3 exhibits the conceptual design flow sheet; 
it indicates that the first reactor shifted to functioning as a regenerator when the conversion 
reached a set point; this point was later determined by feedback on experimental results. The 
second reactor was then in service and started the reaction until the conversion reached the 
set point; then it shifted to regeneration, while the reaction was transferred to the first reactor 
and so on.
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Fig.1: Change of reaction conversion with time (El-Zanati et al., 2011).
Fig.2: Regeneration time (El-Zanati et al., 2014).
Fig.3: The conceptual design flow sheet.
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Process Design
The esterification flow-through process using a catalytic membrane was designed according to 
previous experimental conditions (El-Zanati et al., 2011; El-Zanati et al., 2012; Abdallah et al., 
2013; El-Zanati et al., 2014). The design that was proposed was based on using two reactors 
working alternately to conduct the esterification reactions (ethanol with acetic acid and ethanol 
with ethyhexanoic acid) and membrane regeneration. The design depended on some basis on 
the previous experiment, which rested on the following principles:
1.  Asymmetric flat sheet poyethersufone (PES) membranes of 14.2 cm diameter were prepared 
by phase-inversion method. The polymer solution was prepared using 16% PES in DMF, 
2.5% PEG 400 as polymeric additive (Abdallah et al., 2013).
2.  The grafting process of the membranes was conducted by permeating a 1N H2SO4 solution 
through a PES membrane at 60ºC under pressure drop of about 2 bars for 1 hour and 12% 
volume of styrene in toluene was used for 10 minutes at a constant pressure drop of 2 bar 
and at 25ºC. The final step was to terminate the graft through permeation of 1N H2SO4 
through the membrane for 1 hour at a constant pressure drop of 2 bar and at 25ºC (Zanati 
et al., 2012).
3.  Two stainless steel 316L reactors of same size (14.2 cm diameter) were used to carry out 
the reaction and regeneration.
4.  The first reactor worked continuously for 1 hour in reaction step (starting from t=0 to t=1 
hr), then worked 20 min in regeneration step (starting from t=1 hr to t=20 min, where the 
total time was 1 hr and 20 min for reaction/regeneration steps).
5.  Meanwhile, the second reactor started the reaction step at t=1 hr to t=2 hr, then started for 
regeneration to t=20 min. This process was performed continuously for 6 hr.
6.  The product was collected continuously from each reactor and collected in a holding tank.
The process design depended on parameters that were selected according to the optimum 
parameters from previous experiments (El-Zanati et al., 2011; El-Zanati et al., 2012; Abdallah 
et al., 2013) where, the molar ratio of the feed in the esterification reactions were (2:1) ethanol 
to acetic acid and (5:1) ethanol to fatty acid. The reactions were carried out in membrane 
reactors with a diameter of 14.2 cm. The reaction temperature was 25°C. The working time in 
each reactor was 1 hr and the regeneration duration for each reactor was 1 hr, where the two 
reactors were working in alternately.
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Implementation of Integrated Esterification/Regeneration Unit
The basic process design of the pilot unit comprised two reactors and their auxiliaries were 
manufactured in the workshop of the National Research Centre, Egypt except for the membrane 
holders that were purchased from Sartorius Company, Germany (Fig.4). The reaction/
regeneration unit comprised a feeding tank of stainless steel 316 L, 1 L capacity, which 
was connected to the first and second reactors by a network of stainless steel pipes (316 L, 
1/4”diameter) and valves to facilitate the manoeuver from reaction step to regeneration step 
and from one unit to another easily. The feeding vessel had two openings, one for applying 
nitrogen, used as a blanket and as a support for the feeding step for both steps (reaction and 
regeneration), and the other for charging either the reactants or regenerating solution. 
The reactor (membrane holder) of stainless steel (316 L) and a diameter of 14.2 cm had 
an upper and lower ticked cover, and the grafted membrane was sandwiched between them 
and supported on a Teflon support screen. The membrane holder had three openings: the first 
was a feed entrance and the second was for N2 feeding, both on the top cover, while the third 
was located at the bottom, and was used for product collection. A stainless steel (316 L) vessel 
was used as a surge tank for regenerating solution (1N H2SO4). 
Testing and Evaluation of the Integrated Unit to Produce Biofuel/Biodiesel
Two experiments were performed using the developed pilot unit. The first esterification 
reaction was carried out to produce ethyl acetate at operating conditions of molar ratio 2:1 
ethanol to acetic acid at 25°C under 2 bar nitrogen pressure for 60 min then shifted to the other 
reactor, while the first one was subjected to the regeneration step using 1N H2SO4 at 25°C under 
Fig.4: Flow sheet of pilot integrated unit for reaction and regeneration.
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the same nitrogen pressure for 20 min; subsequently the esterification reaction returned to the 
regenerated membrane in the first reactor, while the other membrane in the second reactor was 
exposed to the regeneration step. This trend was repeated alternately for 6 hours. The second 
esterification reaction was carried out to produce fatty ester using fatty acid (ethyl hexanoic 
acid) with ethanol. It was conducted using the same procedures and conditions except that the 
reaction was performed at molar ratio 5:1 ethanol to fatty acid. The samples were collected 
and analysed by gas chromatography.
The reaction conversion was calculated based on the change in the concentration of acetic 
acid or fatty acid in the product compared by the feed using the following equation:
where Cf is the concentration of acid in the feed and Cp is the concentration of acid in the 
product.
RESULTS AND DISCUSSION
Membrane Preparation, Grafting and Characterisation
Asymmetric flat sheet poyethersufone (PES) membranes were prepared by the phase-inversion 
method; the prepared membrane before and after grafting is illustrated in Fig.5. The grafting 
process of the prepared membrane was carried out using one reactor of the developed unit, 
passing a solution of 1N H2SO4 at temperature 60°C for 1 hr at the initiation step and 12% 
styrene at 25°C for 10 min in the polymerisation step and finally 1N H2SO4at 25°C for 1 hr in 
the termination step of the grafting process. A scanning electron micrograph was used to assess 
the grafted membrane surface; Fig.6 indicates that the grafted membrane pores were wider than 
the original one and seemed lesser in number (El-Zanati et al., 2011, Abdallah et al., 2013).
Fig.5: Prepared membrane (a) before grafting and (b) after grafting.
Fig.6: SEM picture of grafted membrane surface, the magnification power was 10 kv.
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Integrated of Esterification/Regeneration Processes Set-Up
The integrated reaction/regeneration unit is captured in Fig.7. The unit was used in an NRC 
workshop. It operates as described earlier; each reactor is fed with reactants from a surge 
vessel of capacity sufficient for a running time of 1 hr and provided with an adjustable valve 
to control the flow rate. Also, each reactor was connected with a tank of diluted sulphuric 
acid of a capacity sufficient for running 20 min for regeneration. The product is collected 
continuously from each reactor and collected in a holding tank. An example of the scheme using 
two consecutive cycles, comprising all equipment and operating time, follows this process: 
the filling of tanks, reaction and regeneration steps etc. Table 1 illustrates the GANTT chart 
and schedule of working time i.e. 210 min.
Fig.7: Pilot integrated unit for reaction and regeneration.
TABLE 1 : GANTT Chart and Schedule Working Time for Two Cycles (210 min)
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Testing and Evaluation by Flow-Through Esterification Reaction  
The esterification reaction using a catalytic membrane at 2:1 ethanol to acetic acid, at room 
temperature and under 2 bar nitrogen pressure was conducted. The change of reaction 
conversion with time is illustrated in Fig.8. The results indicated a maximum peak at the 
beginning of the reaction, where the conversion reached about 96% after 10 sec of reaction 
time. During the process the conversion decreased until it reached 93% after 60 min; at this 
point the regeneration step was started and the other membrane holder was used to continue 
the reaction. This was repeated for six hours.
The experiments were repeated to produce fatty ester. Fig.9 illustrates the flow-through 
esterification reaction by catalytic membrane using 5:1 ethanol to fatty acid (ethylhexanoic 
acid). The maximum peak conversion reached 97.7 % at the beginning of the reaction and 
decreased during the reaction time to minimum peak conversion at 92% after 60 min. This 
was repeated for six hours.
Fig.8: Flow-through esterification process with catalytic membrane using 2:1 ethanol to acetic acid.
Fig.9: Flow-through esterification process with catalytic membrane using 5:1 ethanol to fatty acid.
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The experiment succeeded in obtaining almost constant reaction conversion for both 
investigated reactions to assess and evaluate the designed unit where the average reaction 
conversion was 96-98%. However, this process increased productivity in a short time and 
decreased the separation cost (Abdallah et al., 2013).
CONCLUSION
The functionalised catalytic membrane of sulfonated polystyrene grafts acts as an alternative 
to the conventional esterification process. An integrated pilot unit was developed to produce 
esters continuously; it comprised two units working simultaneously at two steps i.e. the reaction 
and regeneration steps. The first reactor operated for a period of 60 minutes before the reactant 
flow was shifted to the second reactor. The first reactor was then subjected to dewatering and 
membrane regeneration for 20 minutes. The integrated pilot unit afforded a high esterification 
comprehensive reaction conversion of 96-98% for esterification of acetic acid and fatty acid 
with ethanol, respectively.
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Medium Size Manufacturing Plant (MSMPs), 
although comprising only 3% of Malaysia’s 
total business establishments; the MSMPs 
have, however, contributed around RM1 
billion (equivalent to USD$330 million) to 
Malaysia’s total Gross Domestic Product 
INTRODUCTION
The Small and Medium Enterprise (SME) is a major force that constitutes 99.2% of Malaysia’s 
total business establishments. Organic local growth is insufficient to fend off the rise of 
global SMEs. East Asian countries have in the past embraced technologies and are now 
enjoying the fruits of early adaptation (Tsai, 2012). More significant is the contribution of the 
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(GDP) in 2012. For MSMPs to continue their dominance and move up to become larger power 
houses, there is a need to energise them  even further to create new global competitive market 
efficiency.
As MSMPs expand globally, so does the availability of computing services. The Internet 
has created a technology innovation, a new digital market place. The advent of cloud service 
is unavoidable and optimising the next generation cloud service seems to be the next best 
solution (Abareshi, 2012; Li, 2012; Luftman, 2012; Otim, 2012; Venters, 2012; Vinekar & 
Teng, 2012; Wang, 2012; Antonov, 2013; Chandio, 2013; Daim, 2013; Dihal, 2013; Drnevich, 
2013; Gannon, 2013; Kun, 2013; Schryen, 2013;). As enterprises begin to embrace the Internet 
of Things (IOT) via the ability to communicate more digitally, the promise of business 
improvement at a reduced shared cost grows as well. MSMPs are still using outdated technology.
MSMPs face serious resource poverty with fragmented IT operation that focuses on day-to-
day tactical strategies. MSMPs lack in relevant research on the utilisation of cloud computing 
optimisation due to perceived low commercial value when compared to larger multinationals. 
Past research has shown that many MSMPs have over invested in IT infrastructure, and this 
has increased the operation cost and inevitably hampered sustainability (Ng, 2011, 2012; 
Marston, 2011). But with the advancement in IT resources outsourcing, MSMPs should be 
able to embrace much more complex solutions. Kun (2012) has suggested that as MSMP start 
to grow, they should “invest in information systems, which allow the organization to process 
more information without overloading the communications channels”. This paper highlights 
the evolved technology innovation that has lagged to enhance the competitiveness of MSMPs.
Uncertainty has been enterprise’s greatest worry and has translated into opportunities lost. 
While most would assume that a volatile economy is a period of reconciliation and hibernation, 
the period is actually used as strategic reconsolidation of new business strategies (Linden, 2013; 
Ng, 2013). Economic turbulence can be actually transformed from a mere sustainability shield 
to a strategic weapon for competitive advantages. This period can be used to implement and 
stabilise the new IT infrastructure. 
IT infrastructure has been at the forefront to enable various solutions in today’s digital 
businesses. Its new innovation is available in almost every enterprise but this however turns 
“IT” into a commodity technology, which Carr (2003, 2005) has termed “IT Doesn’t Matter” 
anymore. Cloud services can no longer provide the technological edge that is required for 
competitive advantage. As technology matures and becomes more affordable for the mass 
market, it will lose its competitive edge, as stated by Clayton (2006): “Disruptive Technology 
[provides] insignificant competitive advantage” to enterprise. Both these theories have forced 
enterprise to reconsider their actual IT infrastructure specification needs before jumping into 
unnecessary over investment. 
These challenges indicate that there are insufficient frameworks or models designed 
specifically for MSMPs to move beyond cloud infrastructure services, and this becomes 
a stumbling block for their competitiveness during economic turbulence. Cloud service 
is undeniably still the best option for shared solutions; however, there is still room for 
improvement. This paper proposes a new paradigm for consensus shifting of the legacy theory 
evolved from the practice of multinational corporations (MNC) that can be used for MSMPs 
during a volatile period.
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We draw a new paradigm shift that may be important in overcoming economic turbulence, 
uncertainty and dynamism in an evolving competitive landscape. This qualitative research 
initially started with the traditional Null Hypothesis shown in Table 1 with the relationship 
shown in Fig.1 and was then concluded with a revised Directional Correlation Hypothesis 
based on new findings from three data collection instruments (mass survey, personalised 
interview and expert group discussion). For this paper, the term “barebones” is defined as the 
minimum infrastructure specification needed to maintain and operate the ICT requirement 
for an enterprise. The new framework proposed for MSMPs cloud optimisation can also be 
extended to MNCs as a benchmark barebones model.
The conceptual explanatory results were deployed in sequential mixed mode process of 
quantitative generalisation to justify further qualitative reasoning. The quantitative results 
derived from previous research were used in this paper to reaffirm the current qualitative 
findings to conclude the analysis. This paper, however, will provide contradictive views to the 
above and propose the following research objectives:-
1. To explore the relationship between technology uniqueness at the point of time of disruptive 
technology.
2. To identify the period of product commoditisation during the product’s life cycle.
3. To explore the criteria that attract enterprise to adopt the utility model.
4. To access the impact of economic turbulence towards IT infrastructure investment.
HN1: Disruptive technology has low influence to competitive advantage contribution.
HN2: IT infrastructures have positive relation to commodity product classification.
HN3: Scarce resources are associated with MSMPs’ IT infrastructure performance.
HN4: Economic turbulence has positive correlation to infrastructure investment decisions.
TABLE 1 : Null Hypothesis
Fig.1: Initial null hypothesis relationship.
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Medium-Size Manufacturing Plant Infrastructure Investment Outlook Literature
Economic turbulence has significantly impacted many enterprises. Kappelman (2014) in his 
survey across 484 enterprises found that IT spending represented an average of 5% of the total 
spending, equivalent to USD215 million annually. Marston (2011) also reported that “2/3 of 
the average corporate IT staffing budget goes towards standard support and maintenance” and 
this has increased their operation cost significantly. This has forced many enterprises to wait 
for the next positive outlook cycle. However, when bullish opportunities appear, the crowded 
market space and slow technology could not stand out to ice the cream.
Malaysia’s poor economic performance continues to raise doubts globally as the country’s 
economic outlook has been downgraded from “Stable” to “Negative” and its competitive 
ranking has dropped to 25th spot. MSMPs today need to re-energise for a positive bounce 
back or risk future survival impact (Reuters, 2013; Bloomberg, 2013; Starbiz, 2013; Sunbiz, 
2013). Outside the country, the rise of global MSMPs has also put pressure on local MSMPs.
Malaysia’s Medium Size Manufacturing Plant is experiencing booming growth as 
information technology becomes part of the day-to-day operation cycle. New advancement in 
industrial robotics, namely computer-aided manufacturing and enterprise resources planning, 
have helped not only to automate traditional manual processes but also improved production 
efficiency. These highly sensitive technologies require sophisticated local control to interact 
with embedded tools while integrating multi-source information systems that are geographically 
diverse in location. Understandably, as production sales are demand driven with challenging 
cycles, the need for on-demand shared services is unavoidable.
We substantiated Nicholas Carr’s (2003, 2005) theory of commodity of technology and 
Christensen Clayton’s (2006) theory on disruptive technology to understand how technology 
adoption was being applied. Many enterprises have over time come to believe that having the 
best and latest technology delivers superior results. These enterprises failed to understand that 
their competitors also had the same idea and, therefore, also invested in similar technology to 
neutralise competition (Bannister & Remenyi, 2005). Furthermore, technology catch-up is a 
never-ending race with exponential improvement over time that will disrupt the supply chain 
environment of the manufacturing plant. The whole exercise of business process reengineering 
will require more resources, which MSMPs lack. The integration of both theories here brings in 
the synergistic value of fencing off technology glories that could impact enterprise relearning. 
Nicholas Carr’s (2003, 2005) theory of commodity of technology argued that the 
normalisation of available IT infrastructure superiority reduces the competitiveness of the 
enterprise. This is the reverse of what happened during the golden era when technology opened 
up new opportunities for servicing client needs and the market place. However his research 
was only confined to larger Multinational Corporations (his example focused on the railway, 
telegraph and electrical supply system enterprise), which is not entirely applicable to the 
MSMP environment. Bannister and Remenyi (2005) in their paper, however, contemplated 
Carr’s statement that “IT is not of strategic importance anymore” while Bhatt and Grover 
(2005) disagreed on the “delineating of infrastructure capabilities”. These larger enterprises 
focused on larger capital expenditure using their huge almost bottomless operating expenses 
while patiently waiting for longer strategic returns. This luxury, however, could not be enjoyed 
by the MSMPs that required technological advantages to open up greater digital market place 
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or to streamline traditional manual processes as they grew bigger. Carr also stated that IT 
infrastructure is now considered a commodity product and, therefore, enterprise should no 
longer lead in technology advancement to gain competitiveness. This is clearly shown by the 
exponential increase in George’s (2004) paper on ‘Outsourcing and Globalization: The View 
from the United States’. We recommend that MSMPs adopt existing available technology from 
MNCs and not venture into reinventing technology. 
Another Harvard University scholar, Christensen Clayton (2006) shared his theory on 
disruptive technology, which put greater emphasis on the dynamic nature of the IT infrastructure 
product life cycle that causes distortion to a product’s contribution to the current ecosystem. He 
warned about the insignificant competitive advantages that are originally perceived by using the 
best of new technology. Stratechery (2013), Tellis (2006) and Danneels (2004) have, however, 
questioned Clayton’s definition of “disruptive” and “technology”, asking at what point these 
should be considered. While Clayton’s theory focused on mainstream market saturation, so-
called disruptive technologies still provide a golden opportunity for tapping into the MSMP, 
as discussed by Lucan and Goh (2009) in ‘Disruptive technology: How Kodak missed the 
digital photography revolution’.
Both these two fundamental theories have put a hold on MSMPs’ traditional infrastructure 
investment outlook. As cloud services can no longer provide the expected uniqueness, economic 
turbulence adds a further complication to the low-cost replacement of outsource services by 
service providers. However, after considering the time IT infrastructure requires for making 
significant contributions to the results and given the current disruptive economic happenings, 
cloud computing investment needs a fresh outlook assessment, as explained in the latter part of 
this paper. Past research shows that MSMPs have over invested in IT infrastructure after being 
pressured by their peers’ competitive advantage, resulting in significant impact on their financial 
returns (Marston, 2011; Joseph, 2013, 2014). When a competitor makes an IT infrastructure 
investment based on a new technological innovation and finds it incompatible, they  seldom 
make public their failure. Other enterprises unaware of the real issues hear of the adoption 
news, join the bandwagon and, thus, create an industry-wide tsunami. His finding further affirms 
that the reason IT infrastructure was classified as a commodity was not due to the saturation 
of technological advantages but because of discrepancies in investment decisions. At a time 
when almost all enterprises have been digitised, the option of not digitising is unthinkable but 
just when to digitise is a critical question. MSMPs, however, have glorified their technology 
chasing, yet are unable to maximise their utilisation efficiency. There are others who have 
ignored the infrastructure investment due to its non-direct revenue contribution and its high 
initial capital expenditure.
In this research, the focus is on Table 2 where cell M3, 3 indicates slightly high turbulence 
with reasonable competitive pressure to sustain operations. This is a group that can still invest 
in IT infrastructure to make an edge for competitive change without having much difficulty 
in sustainability. The current turbulence experienced in Malaysia is at T3 as defined by Fong 
YS  and Tan CK  as the country is experiencing spillover effects of the European crisis and 
the USA’s fiscal cliff while undergoing moderate competitive business competition locally. 
This was also reaffirmed during the Top Management Interview conducted by Ng (2013). The 
current business competition is positioned at midpoint at C3 as there is sufficient business 
opportunity for aggressive enterprises, although this requires hard work.
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Cloud Computing Utility Model Characteristic Literature
Lee (2013) highlighted that “the success of a firm depends on its ability to take advantage 
of the technology shifts to innovate in their business models and eventually to compete 
differently”. The globalisation of MSMPs requires an IT infrastructure solution that is available 
geographically 24/7. Given their constraints on resources and the complexity of technology 
management, cloud computing is undeniably a must-have infrastructure for MSMPs (Venters, 
2012; Chandio, 2013; Gupta, 2013; Lee, 2013; Sultan, 2013; Kleis, 2013). The inclusion of 
cloud computing as the 5th utility variable component besides electricity, water, gas and the 
telephone, the expectation of the pay-per-use economic factor seems to have motivated many 
MSMPs to jump on the bandwagon. This allows MSMPs to pay for only the additional service 
utilised while having greater flexibility with market environment dynamics. When compared 
to the traditional investments, some IT infrastructure may not be fully utilised due to low 
requirement and may become obsolete by the time they are actually used. However, considering 
that 73% of the 484 respondents in Kappelman’s (2014) survey still used their internal cloud 
shows there is still room for improvement.
The utility cloud is the best fit model that allows MSMPs to focus on their core business 
activity in relation to smaller capacity requirements. This has provided a cost reduction of 
between 20 and 30% in IT operations (Venters, 2012). However, Clayton advocated that 
the pitfalls of innovative value contributor in new market contributor. Furthermore, Carr 
highlighted that most enterprises that require digital communication have already embraced 
the cloud model and, therefore, provided insignificant technology uniqueness and some may 
even experience decreasing values. Although consensus is for the adoption of this model in 
general, an argument can also be produced for the MSMPs that consider cloud utility to be 
new innovations as it expands from the traditional local market to the international market, 
citing an example of the use of a payment gateway for electronic commerce. 
Although Infrastructure as a Service (IaaS) may seem to have reached its saturation period 
for most enterprises, there is, however, still room for optimisation of its use by medium-size 
enterprises. In this research, the emphasis was on the extension of IaaS as enterprises today 
operate a variety of solutions that require specific infrastructure specifications to host localised 
web application systems. Nevertheless, these specific infrastructures are now readily available 
TABLE 2 : ICT Infrastructure Turbulence Sustainability and Competitive 3-Dimensional Matrix
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on shared services provided by cloud services solution providers. MSMPs are more receptive 
to a cheaper but good enough solution in what is called a Low End Disruptive Technology 
to make reasonable competitive advantages in the New Market Disruption innovative value 
contributor.
RESEARCH METHODOLOGY
This research extracted views and opinions to explain the phenomena sequence that leads to 
technology adoption (Czamecki & Spiliopoulou, 2012; Paliokaite, 2012; Venkatesh, 2013). The 
hypothesis proposed earlier aimed to test the conceptual framework in an economically turbulent 
environment to extract its correlation. The research methodology is summarised in Table 3.
This research identified and compared various empirical literature to review the historic 
dynamics that lead to the need to start the research. The analysis highlighted the imbalance of 
IaaS technology adoption in the MSMPs that led to an environment of unjustified differentiation 
in investment returns. Previous research from Ng (2011; 2012a, 2012b) highlighted the 
availability of sufficient resources to drive computing infrastructure investment as compared 
to the earlier mindset of ill resources held by MSMPs. This improved condition is supported 
by the advancement of shared service through the utilisation of cloud computing and service 
outsourcing.
The novelty of these phenomena in this research is unique as there is limited discussion 
on economic turbulence in the case of a small enterprise. The use of Mix Mode methods can 
help to provide greater insight into many phenomena of interest that are difficult to explain 
using either the qualitative or quantitative method alone (Venkatesh, 2013). In this method, 
the initial mass survey was first carried out to test the quantitative volume needed to plan the 
research project’s resources. Numerical justification was used to generalise the issues faced 
by MSMPs and also to relate the magnitude of impact from the issues. It was then backed 
by qualitative reasoning to define the hypothesis. As IaaS is a long-term strategic investment 
decision, it also requires the input of top management. This requires qualitative interpretation 
from the research instrument. This narrative statement was then customised to narrow down 
the area of improvement for competitiveness. 
The (1) Focus Group interactive Delphi method used in current research to gather primary 
data was an extension of the previous (2) mass survey with operational team and (3) personalised 
interview with top management. Table 3 shows the profile of the respondents selected for this 
research. In this current Focus Group data gathering, 10 experts, who were experienced IT 
personnel, were gathered in an email group to discuss various questions pertaining to this study. 
Three different instruments were used, as shown in Table 4. The Concurrent Validity method 
aimed to affirm the consistent views and opinions of all executive ranks within the enterprise. 
As for Construct Validation as shown in Table 4, the instruments were tested in both the 
university and at industry level. The views and opinions of the lecturers helped to test the 
research theoretical framework to ensure all possible theories were revisited. The industry 
respondents were required to test the practical implication of the framework in a non-controlled 
environment with multi-factored constraints. Validation was gathered from the executive 
interview with top management on the MSMP’s strategic direction of computing infrastructure 
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(Joseph, 2013). As the infrastructure investment was higher, the deliverable was mapped to 
the long-term strategic direction of the enterprise, which was set by top management. Further 
validation was obtained from the focus group discussion via email with the technology subject 
matter experts. This was conducted between March and May 2013 (Joseph, 2014). The Delphi 
method was used to share views and comments from the experts, and their feedback was 
analysed. 
The sequential design shown in Fig.2 explained the factors that led to a series of actions 
taken by MSMPs when deciding to adopt cloud computing IaaS for the environment. The 
preliminary descriptive explained the metamorphosis transition that MSMPs endured in 
adopting the new IaaS while the inductive reasoning explained the cause of the results in 
each transition. All this led to the explanatory findings that were used to understand the 











TABLE 4 : Research Validation
Fig.2: Sequential design.
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the personalised interview aimed to extract deeper strategic direction while the focus group 
interview provided opportunity for expert debates. The expert groups were given the feedback 
gathered from the top management interview to evaluate. The use of multiple methods of 
data collection in the study enhanced the reliability of the data collected, yielding consistent 
results when the characteristic being measured was not significantly changed. This helped to 
“address why a particular sample was chosen” (Zhang, 2012). The instruments used in the study 
(questions) were distributed to different experts in the field for pre-testing of language, depth, 
technical and knowledge jargon. This also ensured that an appropriate question proportion was 
distributed to reflect various parts of the research domain.
FINDINGS AND DISCUSSION
The medium-size enterprise is a mature group that can project economical maturity to up-class 
itself by staying in line with IaaS to fend off economic turbulence. ICT is now a common tool 
that not only helps to automate business process but will also distinguish each competitor in the 
future (Brown, 2012; Santos, 2012; Bharadwaj, 2013; Gu, 2013; Rong, 2013; Sen, 2013; Tambe, 
2013). Based on the original theory of commodity by Carr (2003, 2005), it can be argued that 
although each technological edge is swiftly available to almost all the enterprises within the 
same horizontal industry or across the industry, there has not been much discussion on MSMPs 
that are sitting just below the fence. They do not have the privilege of exploring IaaS technology 
superiority just because these commodity IT infrastructure is considered too fanciful for them 
to enjoy.  Indeed, a new technology may not necessarily help an enterprise to leap-frog ahead 
of competition as mentioned by Clayton’s (2006) theory of disruptive technology. Lee (2013) 
has pointed out that “the sustainability of any specific business model has become unclear as 
technology changes from outside an organization can be highly disruptive”. However, when 
economic turbulence becomes the real disruptive force, new technologies become the equaliser 
to form equilibrium to balance between sustainability and competitiveness. There have also 
been insufficient research studies to develop a shield technology that can defend the medium 
enterprise from any sustainability issues during the volatile period of economic turbulence. 
This is where this new novel theory of barebones IaaS for competitiveness during economic 
turbulence comes from. Table 5 summarises the findings.
Managerial    Survey   
Findings Summary
Top Management Interview 
Findings Summary
Expert Focus Group     
Findings Summary




turbulence has limited 
impact on IT investment 
decision due to it 
medium- and long-term 
deliverables. 
C1. Current economic 
turbulence is a seasonal 
factor that may be beyond 
the work scope of the 
budgeting process.
TABLE 5 : Research Findings Summary
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Based on the findings, the following revised Directional Correlation hypothesis was 
developed and is discussed together with the earlier NULL hypothesis.
HN1: Disruptive technology has low influence to competitive advantage contribution.
HR1: Technology differentiation has high influence on disruptive technology at the point 
of time.
Competitive advantage can be derived from having a technological edge that is superior to 
what a current competitor has. Granted the fact that a mature technology can no longer provide 
an advantage in the mainstream market, this technology, however, can still provide golden 
opportunities to the emerging market where this technology is still under development. This 
can be concluded from the findings obtained from the top management interview shown in 
Table 4 under Section A5, B4 and B5.  One man’s shield is another man’s weapon.
 In the case of IaaS, it is already a stable and readily adopted product by larger enterprises in 
day-to-day operation. These premium products are considered luxury ‘wants’ by most MSMPs; 
however, as MSMPs cross over the fence to compete with more advanced enterprises, a want 
becomes a critical ‘need’. According to Bannister and Remenyi (2005), “IT has revolutionized 
the way business is conducted as well as how businesses communicate with different entities”. 
Furthermore, at this point of time, MSMPs need to focus on delivering their core competencies 
and not be distracted by complex IT infrastructure management.
A2. IT infrastructure 
investment is based on 
pressure from having 
what competitors have. 
B2. Sufficient technology 
to fulfil operation 
requirements
C2. IT infrastructure is a 
medium- and long-term 
planning requirement 
where contribution may be 
experienced during or after 
the economic turbulence
A3. Technology focuses on 
day-to-day electronic 
business. 
B3. IT infrastructure 
investments to provide the 
platform to differentiate 
the market player
C3. Technological-edge service 
is a major differentiation 
in technological product 
competition. 
A4. Felt that their 
organisation has over 
invested in ICT 
B4. Slow migration to IaaS due 
to security and capacity 
concerns on shared 
services 
C4. IaaS high baseline charges 
forcing impractical utility 
model for lower range 
users 
A5. A technological edge 
is highly dynamic and 
evolving.
B5. IT infrastructures are 
nowadays considered a 
utility tool for day-to-day 
operation support. 
C5. Current market saturation 
is forcing a competitive 
pricing war to attract 
customers.
A6. Lacking in internal IT 
expertise  to implement 
technology solution
B6. Focus mainly on core 
operations like client 
service and manufacturing 
flow
C6. Technology resources 
are now available from 
outsourcing 
TABLE 5 : (Continued)
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HN2: IT infrastructures have positive relation to commodity product classification.
HR2: Commodity product classification has positive relation to IT infrastructure life cycle.
Each enterprise requires a product or services that give it a form of competitive advantage 
to differentiate itself from the market. When the product or service can no longer provide 
that edge during its product life cycle, then it becomes a disruptive technology. This is where 
the product becomes so saturated that almost all enterprises use it as part of their standard 
operating product and, therefore, it is categorised as a commodity product. Section A2 and A4 
in Table 5 show this while C5 shows the product normalisation stage where the product has 
lost it technology superiority edge.
While the product goes through its life cycle, the same product has a different life cycle in 
a different environment. IaaS may have reached its peak contribution in the large enterprise, 
but it is growing for the MSMPs. In the example of Kodak, they “experienced a nearly 80% 
decline in its workforces, loss of market share, a tumbling stock price and significant internal 
turmoil as a result of its failure to take advantage of new technology” (Lucas & Goh, 2009). 
Using the utility model, MSMPs can be seen as enjoying the cream of the technological edge 
provided by the cloud service provider without worrying about when the product will become 
obsolete and be classified as a commodity product as seen in feedback by top management 
in Table 4 B5.
HN3: Scare resources are associated with Medium-Size Enterprise performance.
HR3: Utility model has high association to scarce resource.
Medium-size enterprises are constrained by resources and seek solutions with minimum 
capital outlay and are not usually amazed by technology skimming. Additionally, with the 
high uncertainty during an economic turbulence, enterprises are not confident of the direction 
technology might take. They seek technologies that are mature and easily available without 
much commitment in capital expenditure. Complex solutions require highly skilled expertise 
and tools to configure and maintain where MSMPs are currently lacking as shown in Table 4 
Section A6 and B6. Even managing an expert is a complex process of recruitment, reskilling 
and retention.  Therefore medium-size enterprises are enticed by all-in-one solutions that can 
be implemented by general users. This is where cloud service has helped to minimise the 
problem as suggested in Table 4 Section C6. While smaller enterprises are facing difficulties in 
fulfilling the minimum baseline requirement of typical cloud service as highlighted in Section 
C4, medium-size enterprises, on the other hand, have found the fit.
IaaS provides “IT efficiency, whereby the power of modern computers is utilized more 
efficiently through highly scalable hardware and software resources” (Marston, 2011) and is 
a product that is charged based on actual utilisation without much initial investment required. 
Furthermore, it also requires minimum expertise to configure and it is an advantage to 
enterprises that lack in-house skilled and knowledge manpower. 
HN4: Economic turbulence has positive correlation to infrastructure investment decisions.
HR4: IT Infrastructure investment decision has low correlation with economic turbulence.
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While economic turbulence can be experienced in a short period of less than a year, most 
IT infrastructure requires a longer period of two to three years to demonstrate positive results. 
This can be seen from all three respondent groups in Table 4 Section A1, B1, C1 and C2. 
Therefore, enterprise todays should continue to invest in IT infrastructure during this current 
uncertainty to prepare for future opportunities. However, prudent decisions on barebones 
specification for hibernation is also a strategic survival consideration.
The impact of economic turbulence is “perceived to be a secondary temporary IT importance 
in strategic alignment from the perspective of top management” (Leelien, 2012). Despite the 
economic uncertainty, businesses today are globally connected in a digital environment that still 
requires the same solutions irrespective of whether services are hosted internally or externally. 
The interrelated findings in Table 4 showed consistent concurrent validity as seen from the 
feedback obtained through all three data collection instruments (survey, interview and focus 
group) to validate the research results. In summarising the four revised hypotheses above, it 
can be noted that technology life cycle is an important component in mapping technology 
adoption where crafting product specification is a management art for future decision makers. 
IT infrastructure is a medium- and long- term investment and returns can only be experienced 
later. While economic turbulence has created a storm for many enterprises, the cloud utility 
model has provided much sunshine for emerging enterprises.
Exostructure as a Service (EaaS)
In this paper, we introduce a new cycle of cloud computing service that provides the 
technology difference that is required by the MSMPs for sustainability during a period of 
economic turbulence yet competitive enough to penetrate into the larger and more lucrative 
multinational market places. The solution is the provision of a new service that must be 
resilient to the potential disruptive technology dumped by the MNC to the MSMPs. While 
understanding that each technology will somehow move into the commoditisation stage during 
their life cycle, it must have the capability to revitalise itself from the best of LAN and WAN 
technology. As the cloud services are embedded within the concept of a utility model, this new 
service should have the components of flexible costing. Assuming that the economic turbulence 
is a seasonal occurrence, new technology introduction should incorporate a dynamic upgrade 
as shown in Fig.3.
Fig.3: Infrastructure quantum leap.
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Recalling Ng (2014) and Marston’s (2011) findings that most MSMPs have over invested 
in their current IT infrastructure, EaaS will optimise the existing Local Area Network (LAN) 
infrastructure before expanding it into the shared services Wide Area Network (WAN). 
Exostructure is an extension of local IT infrastructure to a cloud computing environment. 
The cloud service is an integrated IaaS deployed in a Client Server environment compared 
to traditional SaaS and PaaS. This allows the benefits of the LAN to be integrated with the 
benefits of the WAN. This ensures local infrastructure is optimised while maximising the utility 
model for the excess resources.
EaaS will provide the technological edge for the enterprise to differentiate itself from other 
medium-size enterprises to penetrate the new market place when they move into the global 
market share of larger enterprises. In the example of an enterprise moving towards electronic 
businesses, many new servers or solutions are required, namely electronic payment servers or 
store front web servers. While servers that are costly require complex configurations, they are 
easily available to MSMPs via shared cloud services. Therefore MSMPs can now compete 
more equally in the international market instead of depending only on the local market.
Local servers will communicate with local devices like industrial robotics, input-output 
controllers and local applications that are sensitive to acute response time with high data 
transmission load. Speed and localised infrastructures are required due to specific local 
application that is indispensable and non-substitutable factors in the core processes. This 
could be a typical Network Access Solution (NAS), Manufacturing Resource Planning 
(MRP) or Enterprise Resource Planning (ERP). However, Ng’s (2013) research highlighted 
the alarming over-investment by most MSMPs. With EaaS, local infrastructure investment is 
kept to the minimum barebones level, thus saving cost especially during economic turbulence 
when cost does matter for sustainability reasons. However, other additional processing and 
storage requirements can be offloaded into a remote infrastructure for batch processing. As 
the infrastructure requirement grows beyond local capabilities, this excess requirement is 
then extended to shared cloud services like Infrastructure as a Service (IaaS). This is done via 
configuration of network (router and switches) parameters to make the IaaS transparent to local 
client servers. Depending on the economic sales cycle, these requirements can have a volatile 
high and low. Deploying the utility model of paying for what you use, this method balances 
with the enterprise’s real business requirement as shown in Fig.4.
Fig. 4: EaaS logical architecture.
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The local server, however, is a virtual server that emerges from the virtualisation of many 
local desktops that are traditionally underutilised. Here, each desktop will be installed with a tool 
to enable virtual machine partition to form a grid computing network that connects to a virtual 
server that will host the application software (like SAP financial application) in a Software as 
a Service (SaaS) platform. The desktop will then be reconnected to the virtual server to access 
the application software as if it were a normal server. As the number of desktop clients increase, 
the demand for processing capabilities of the virtual servers would also increase, and this is 
provided by the same increase in desktop. Thus, this parallel increment provides a balanced 
demand versus supply of resources without idle or redundant infrastructures.
Management Implications
Gartner’s (2013) IT Market Clock is a powerful analysis tool to classify and describe the 
characteristic of a particular product or service in a simple quadratic life cycle for easier visual 
presentation. Fig.5 shows a revised version of the clock incorporating EaaS as the main actor 
in moving the arm of technology life cycle. 
As the market place becomes more saturated and turbulent, aggressive MSMPs need 
to acquire a new technological edge to gain the competitive advantages and differentiate 
themselves among the players. MSMPs today are global multi-site enterprises with networks 
of factory, sales office and distribution centres integrating with customers and suppliers who 
also have multi-site locations where speed of deployment for new products and services 
does matter. All these require electronic commercial solutions like payment gateways and a 
centralised solution for a multi-branch network that requires high capital expenses (CAPEX) 
that are traditional unaffordable for the MSMPs, but are now easily deployed via cloud services. 
This readily available solution allows for a rapid response to changing technological needs 
via fast deployment with minimum startup delay. Furthermore, these cloud services are more 
tolerant of innovation with extensive third-party connectivity to merchant banks and major 
Fig.5: EaaS market clock.
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regulatory services. Enterprise sales are a seasonable contribution where holding excessive 
infrastructure can be wastage yet on the other hand, they are unable to support growth 
opportunity when it arises, which is indeed a loss. With the dynamics of economic turbulence, 
EaaS can allow MSMPs to mitigate negative business turnover with options to terminate or 
scale down services. This operating expenses (OPEX) model will avoid any potential pitfall 
of underutilised investment as highlighted earlier.
Cloud services have now matured as a standard operating platform of choice for enterprise 
as the product is already a mature technology. This allows for the creation of a standard 
operating procedure in the enterprise and also with partner enterprises as they share the same 
cloud platform. This allows the MSMPs to securely add capacity on demand. A variety of 
multiple vendors allows for wider comparison and competitive solution costs, making it more 
affordable. The standardisation of the cloud services comes with more open architectural 
interoperability of products and providers, thus eliminating proprietary legacy technology 
dependencies and customer locking. This flexibility allows MSMPs greater choice when 
deciding the value differentiations, thus avoiding commoditisation of product or services.
Economic turbulence is a major factor that causes enterprises to hold or take a wait-and-
see attitude on their next investment decision. This is where the utility model is highly elastic 
as the enterprise only pays for the service acquired and thus avoids unproductive asset idling 
especially for enterprises that have flat or declining IT budgets. The utility model also allows 
greater values from superior technology returns at lower investment with internal savings 
for internal support services to operate IT operations and these may include electricity to 
power up their data centre. Non-IT services can also include human-resource services to hire 
IT personnel and stationery. This helps MSMPs to concentrate on their core operation and 
avoid distractions from IT operations. The utility model also allows the MSMPs to obtain the 
required level of support assurance in line with the service level agreement, thus providing 
measurable management implications. Threats to one enterprise may be an opportunity for 
another enterprise, and this is the period where MSMPs can seize the opportunity to negotiate 
further discounts on charges from their cloud service providers. EaaS also enhances MSMPs’ 
corporate social responsibility activities by being more environmental-friendly as it replaces 
their internal data centre with a centralised cloud provider and, thus, reduces carbon footprint 
and physical space usage.
MSMPs currently face challenges in up-scaling experts, skills and knowledge especially 
in high-end systems such as complex human capital management to accommodate flexible 
growth. With the outsourcing of backend infrastructure to cloud service providers, already 
scarce MSMPs may focus on their core competencies to maintain sustainability during 
economic turbulence. Outsourcing also helps to reduce training cost associated with continuous 
development of in-house expertise or even retiring redundant IT personnel. The implementation 
of EaaS also allows enterprises be up-to-date on competitive emerging technologies and to seek 
strategic advantages. With the outsourcing of IT infrastructure, huge office floor space can be 
reused to house MSMPs’ core support services including more space for sales and marketing 
personnel to bring in more revenue.
IT infrastructure requires higher capital expenditure upfront while results can only be 
experienced years later with a market clock constraint. These products have a dynamic shelf 
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life and, therefore, requires future upgrade or replacements to avoid becoming just an expensive 
tool. By implementing EaaS as a pay-per-service utility model, this burden is transferred to 
the cloud service provider while relieving the MSMPs of complex IT strategic and divestment 
decision.
CONCLUSION
As the current economic environment is still very vulnerable, MSMPs need to have a strategic 
IT infrastructure strategy not only for sustainability but also to gain competitive advantage. 
Economic turbulence is no longer a period for lazy hibernation but a golden opportunity 
for reenergising. Enterprises need to spend less, follow the emerging trend, adopt less risky 
investment while understanding their own vulnerabilities. EaaS makes eminent sense to a new 
framework for MSMPs, which for the time being, have been suppressed by unavailable new 
ideas for a competitive advantage leap. MSMPs should not fear economic turbulence but rather 
embrace it in order to differentiate between sustainability and competitiveness.
Despite the poor resources of MSMPs, IT infrastructure has revolutionised the way MSMPs 
must compete to contribute to national productivity. While volatile economies can be largely 
attributed to many uncontrollable factors, strategic IT infrastructure investment decisions can 
still be optimised internally. EaaS enables MSMPs to shift from traditional slow organic growth 
hierarchies to a more aggressive one capable of penetrating into a larger enterprise marketplace 
while other less aggressive ones remain indecisive during a volatile economy.
In this paper, we have highlighted the evolved meaning of commodity IT infrastructure 
and revised it by redefining the ‘disruptive environment’ to mean moire than purely ‘disruptive 
technology’. The findings appear to contradict Carr and Clayton’s theory that IT infrastructure 
still has potential growth opportunity before it reaches the commodity level for emerging 
medium-size enterprises. This paper highlights new consequences of basing long-term IT 
infrastructure solely on their evolved theories. Furthermore, the argument that technology has 
saturated and no longer provides a competitive edge is no longer valid as it can explore new, 
untapped new enterprises. While IaaS is focused on pooling of Internet shared resources and 
client servers are focused on local interaction with backend processing, EaaS is an integrated 
barebones of a LAN and WAN infrastructure environment. EaaS is a solution that will provide 
the flexibility to grow while MSMPs transition themselves during critical periods of economic 
turbulence.
Localised cloud services are far from complete, and this allows deeper research into 
the EaaS specification development. This paper has focused on the qualitative framework 
development and opportunities for future quantitative research are still wide. This paper further 
serves as a reference for future implementation during a volatile economy that may recur and, 
therefore, MSMPs must be prepared, as reminded by Pong (2013), “US recession: it’s closer 
than we think”. MSMPs must strategise themselves beyond barebones cloud infrastructure 
services that may be the stumbling block to competitiveness during economic turbulence or 
risk becoming irrelevant.
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as recorded by the Food and Agriculture 
Organisation in 2007 (FAO, 2007). Despite 
this, Nigeria and other developing nations are 
beset by the problem of lack of proper storage 
facilities for these tubers and as such, a large 
number of these tubers in the order of millions 
of tons are destroyed through pest infestation, 
INTRODUCTION
Root and tuber crops are among the most important group of food crops in many tropical 
African countries. In Nigeria for instance, cassava (Manihot esculenta) is the most important of 
these crops in terms of total production, importance and economic value (Okoye et al., 2008). 
Cocoyam (Colocasia esculenta), which belongs to the Araceae family, ranks third after cassava 
and yam (Onyenweaku & Okoye, 2007). According to a report by Ogunniyi (2008), Nigeria 
is the world’s largest producer of cocoyam, accounting for about 40% of total world output 
Optimisation of Combined Acid and Enzymatic Hydrolysis of 
Cocoyam Starch to Produce Fermentable Hydrolysate
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ABSTRACT
Dilute acid hydrolysis and enzymatic hydrolysis were sequentially combined for the purpose of 
producing fermentable hydrolysate from cocoyam starch. A three variable Box Behnken design was 
used to study the effect of temperature, time and acid concentration for the acid hydrolysis step while 
for the enzymatic hydrolysis step, the variables optimised were temperature, time and pH. A total of 
17 individual experiments were generated for each step of the hydrolysis and were used to develop 
regression models for each step. The regression models developed to represent the acid and enzymatic 
hydrolysis steps were statistically significant (p<0.05) and did not show lack of fit (R2>0.9). For the 
acid hydrolysis step, the regression model predicted the maximum sugar concentration to be 79.81 g/L 
at optimum temperature 100°C, time 11.66 min and acid concentration 1.5% w/w. For the enzymatic 
hydrolysis step, the regression model predicted the maximum sugar concentration to be 93.44 g/L at 
optimum temperature 58ºC, time 55 min and pH of 5.5.
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deterioration, physical damage to the tubers, pilfering etc. (Omemu et al., 2005). In order to 
recover the losses resulting from this wastage, it is important to expand the usage range of 
these tubers with particular focus on converting them into value-added products. 
The cocoyam tuber is rich in carbohydrate, containing about 77.9% starch (Akpata & 
Babalola, 2012). This starch can be hydrolysed to sugar syrups, which are employed by the food 
industry to make sweet drinks and juices (Betiku & Adesina, 2013). It can also be fermented by 
a suitable microorganism to produce organic acids such as citric acid, gluconic acid, oxalic acid 
and bioalcohols such as bioethanol and biobutanol (Kunamneni & Singh, 2005; Amenaghawon 
& Aisien, 2012). Conventionally, starch is converted to reducing sugars via dilute acid catalysed 
hydrolysis (Anozie & Aderibigbe, 2011; Amenaghawon et al., 2013a). It typically involves the 
use of dilute acids such as sulphuric acid, hydrochloric acid, phosphoric acid and nitric acid 
to hydrolyse the starch by cleaving the α and β linkages in the starch molecule (Najafpour et 
al., 2007). Nevertheless, the conversion of starch to glucose is never complete; hence, acid 
hydrolysis is typically combined with enzymatic hydrolysis in a sequential manner to obtain 
improved yield of reducing sugars (Woiciechowski et al., 2002; Amenaghawon et al., 2013b).
The conditions of hydrolysis such as temperature, time, pH etc. influence the yield of 
reducing sugars. Very little work has been done on the hydrolysis of cocoyam starch to produce 
hydrolysates (Omemu et al., 2005; Ajao et al., 2009; Braide & Nwaoguikpe, 2011). To the 
author’s knowledge, no attempt has been made to sequentially combine acid hydrolysis with 
enzymatic hydrolysis to produce fermentable hydrolysate from cocoyam starch. In addition, 
none of these studies attempted to optimise the conditions of hydrolysis using statistically 
designed experiments for response surface methodology (RSM). It is important to optimise 
the variables that could influence the hydrolysis process in order to obtain the maximum yield 
of sugars during hydrolysis. RSM is a comprehensive experimental design and statistical 
modelling tool that is utilised for the optimisation of multivariable processes (Box & Wilson, 
1951). Its main advantage is the ability to minimise the number of experimental runs needed 
to be conducted in order to obtain statistically acceptable results (Betiku et al., 2013).
In this work, cocoyam starch was converted into reducing sugars in a sequentially combined 
two-step acid and enzymatic hydrolysis. To optimise the process, RSM was applied to determine 
the effects of three factors (temperature, time and acid concentration) over three levels and their 
interactions on the amount of reducing sugar released during the acid hydrolysis step. For the 
enzymatic hydrolysis step, the factors considered were temperature, time and pH.
MATERIALS AND METHODS
Cocoyam Starch Preparation
Cocoyam tubers were obtained from the Faculty of Agriculture model farm in the University 
of Benin, Benin City, Edo State, Nigeria. The tubers were washed in clean water to remove 
the adhering dirt, after which they were peeled manually and crushed using a roller mill. The 
crushed pulp was sieved with a sieve of Teflon cloth. The starch obtained was allowed to settle 
for about 12 hours. It was decanted and the starch cake obtained was oven dried. The dried 
starch was then packed in a container for storage (Betiku & Adesina, 2013).
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Enzymes
Amyloglucosidase obtained from the biotechnology division of the Federal Institute of 
Industrial Research Oshodi (FIIRO), Lagos, Nigeria was used for the enzymatic hydrolysis step.
Dilute Acid Hydrolysis
Dilute acid hydrolysis of the prepared cocoyam starch was carried out in a 500 mL Duran 
round-bottom flask using dilute hydrochloric acid concentration in the range 0.5-1.5% w/w and 
10 g of cocoyam starch. The operating conditions of the hydrolysis reaction were as follows: 
temperature (80-100°C) and time (5-15 min). The mixture of starch in acid was heated rapidly 
to the set point temperature and upon completion of the hydrolysis reaction, the reaction vessel 
was removed from the thermostat heating mantle and cooled under running tap water. Once 
cooled, the liquid content of the round-bottom flask was filtered using a Whatman No. 4 filter 
paper to obtain a clear hydrolysate that was subsequently analysed for fermentable sugars.
Enzymatic Hydrolysis
The hydrolysate resulting from the acid hydrolysis step at the optimised conditions was 
subjected to enzyme treatment. The pH was adjusted to the appropriate level using a citrate-
phosphate buffer as required. Amyloglucosidase of concentration 1% (v/v) was added for the 
enzymatic hydrolysis to take place. After the hydrolysis reaction, the enzyme was deactivated 
by heating the mixture to 100°C for 10 min. The final mixture was centrifuged at 10,000 rpm 
for 10 min and the supernatant was analysed for reducing sugar.
Analytical Methods
The reducing sugars recovered from the cocoyam starch during hydrolysis were quantified using 
the method of Miller (1959). To 1 mL of the supernatant, 3 mL of dinitrosalicylic acid (DNS) 
reagent was added in the test tube and the mixture was boiled for 5 min. It was subsequently 
cooled and diluted appropriately, after which the absorbance was measured at a wavelength 
of 540 nm using the UV-Visible Spectrophotometer (PG Instruments model T70).
Experimental Design
TABLE 1 : Box Behnken Design for Acid Hydrolysis Step
Independent Variable Symbols
Coded and Actual Levels
-1 0 +1
Temperature (°C) X1 80 90 100
Time (min) X2 5 10 15
Acid Concentration (w/w %) X3 0.5 1.0 1.5
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A three variable Box Behnken design (BBD) for response surface methodology was used 
to develop a statistical model for both hydrolysis steps. The range of the variables that were 
optimised for both steps are shown in Tables 1 and 2. The experimental design made up of 17 
runs for each step was developed using Design Expert® 7.0.0 (Stat-ease, Inc. Minneapolis, 
USA). 
The coded and actual values of the independent variables were calculated as follows 
        [1]
where xi and Xi are the coded and actual values of the independent variable, respectively. 
Xo is the actual value of the independent variable at the centre point and ΔXi is the step change in 
the actual value of the independent variable. The following generalised second-order polynomial 
equation was used to estimate the response of the dependent variable:
  
     [2]
where Yi is the dependent variable or predicted response, Xi and Xj are the independent 
variables, bo is the offset term, bi and bij are the single and interaction effect coefficients and 
ei is the error term.
RESULTS AND DISCUSSION
Statistical Modelling of the Acid Hydrolysis Step
Table 3 shows the Box-Behnken design matrix for the acid hydrolysis step. The response 
variable was chosen as the reducing sugar concentration. Equation (3) is the quadratic regression 
model in terms of actual variables that was obtained after applying a multiple regression analysis 
to the experimental data presented in Table 3.
            [ 3 ] 
The values of total sugar concentration as predicted by Equation (3) are also presented in 
Table 3. The results of the analysis of variance (ANOVA) carried out to determine the fit of 
the regression model are presented in Tables 4 and 5. 




Coded and Actual Levels
-1 0 +1
Temperature (°C) X1 55 60 65
Time (min) X2 55 60 65
pH (-) X3 5.5 6.0 6.5
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Coded Values Actual Values Sugar Concentration (g/L)
X1 X2 X3 X1 X2 X3 Observed Predicted
1 -1 0 -1 80 10 0.5 72.06 72.32
2 -1 1 0 80 15 1.0 61.47 62.21
3 1 1 0 100 15 1.0 69.25 70.51
4 0 0 0 90 10 1.0 75.22 75.22
5 0 1 1 90 15 1.5 70.64 69.64
6 1 0 -1 100 10 0.5 64.85 64.59
7 1 0 1 100 10 1.5 79.33 79.07
8 0 -1 -1 90 5 0.5 64.74 65.74
9 0 0 0 90 10 1.0 75.22 75.22
10 -1 -1 0 80 5 1.0 73.20 71.94
11 0 0 0 90 10 1.0 75.22 75.22
12 -1 0 1 80 10 1.5 69.66 69.92
13 0 0 0 90 10 1.0 75.22 75.22
14 0 -1 1 90 5 1.5 67.44 68.44
15 0 0 0 90 10 1.0 75.22 75.22
16 0 1 -1 90 15 0.5 61.25 60.25
17 1 -1 0 100 5 1.0 65.80 65.06
TABLE 4 : Analysis of Variance (ANOVA) of Regression Model for the Acid Hydrolysis Step
Sources Sum of Squares df Mean Squares F value p value
Model 456.08 9 50.68 41.63 < 0.0001
X1 1.01 1 1.01 0.83 0.3930
X2 9.18 1 9.18 7.54 0.0287
X3 73.02 1 73.02 59.99 0.0001
X1X2 57.61 1 57.61 47.33 0.0002
X1X3 71.23 1 71.23 58.52 0.0001
X2X3 11.19 1 11.19 9.19 0.0191
X12 5.73 1 5.73 4.70 0.0667
X22 184.73 1 184.73 151.76 < 0.0001
X32 28.00 1 28.00 23.00 0.0020
Residual 8.52 7 1.22
Lack of Fit 5.52 3 1.84 2.45 0.2034
Pure Error 3.00 4 0.75
Cor Total 464.60 16
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The model F value of 41.63 and very low p value (<0.0001) showed that the model was 
significant. The lack-of-fit F value of 2.45 implies that there was insignificant lack of fit. The 
coefficient of variation (CV) obtained was 1.57% (Table 5). The coefficient of variation gives 
a measure of the degree of precision with which the treatments were carried out; a low value 
of CV typically implies that the treatments were carried out with high precision and reliability 
(XuJie & Wei, 2008). The adequate precision value of 22.24 indicates an adequate signal, 
and shows that the model can be used to navigate the design space (Cao et al., 2009). An R2 
value of 0.98 indicates that 98% of the variability in the response could be explained by the 
regression model (Amenaghawon et al., 2014). The R2 value indicates the degree to which the 
model was able to predict the response. Qi et al. (2009) reported that the closer the R2 value 
is to unity, the better the model can predict the response.
Optimisation of Dilute Acid Hydrolysis Step
The graphical representations of the regression equation for the optimisation of the acid 
hydrolysis step are displayed as three dimensional (3D) response surface curves in Figures 1 
to 3. Fig.1 shows the effect of acid concentration and time on the total sugar concentration. 
For the range of time investigated, the total sugar concentration increased progressively with 
increase in acid concentration. This trend may be attributed to the catalytic activity of the 
acid. Since the hydrogen ions in a solution are responsible for the catalytic activity of the 
acid, increasing the acid concentration results in an increase in the number of hydrogen ions 
in the solution, which in turn results in a corresponding increase in the catalytic activity of 
the acid. Hence, the rate at which the glycosidic bonds are cleaved will increase, resulting 
in the formation of more fermentable sugars (Kumar et al., 2009). Similar observations have 
been reported by other researchers (Hu et al., 2010; Lenihan et al., 2010). The hydrolysis 
time showed a quadratic effect on the total sugar concentration as shown in Fig.1. For the 
range of acid concentrations investigated, intermediate levels of time were needed to obtain 
high fermentable sugar concentrations, and any further increase in time resulted in a decrease 
in sugar concentration. The decline might have resulted from the degradation of fermentable 
sugars to by-products such as furfural and hydroxyl methyl furfural (Najafpour et al., 2007). 
The effect of temperature and time on the total sugar concentration is shown in Fig.2. 
At low values of hydrolysis time, the total sugar concentration increased with an increase in 
temperature. Although a similar trend was observed at high values of hydrolysis time, the rate of 
the hydrolysis reaction was, however, faster. This observation might be attributed to the increase 
in the rate of collision of the molecules of the reacting species during the reaction. Hence, the 
higher the temperature, the more frequently the molecules collided with each other, resulting 





TABLE 5 : Statistical Information for ANOVA for the Acid Hydrolysis Step
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Fig.1: Effect of acid concentration and time on total 
sugar concentration for acid hydrolysis.
Fig.2: Effect of temperature and time on total 
sugar concentration for acid hydrolysis.
and Aderibigbe (2011) reported a similar trend for the optimisation of fermentable hydrolysate 
production from cassava starch using the response surface methodology. They observed that 
temperature had a positive influence on the hydrolysis reaction.
The effect of acid concentration and temperature on the hydrolysis process is shown in 
Fig.3. At low values of temperature, the total sugar concentration increased albeit not very 
significantly with an increase in acid concentration. At high values of temperature, a similar 
trend was observed but the hydrolysis reaction was observed to be faster as seen in the rapid 
increase in the total sugar concentration. This observation might not be unconnected with the 
enhancement of the rate of the hydrolysis reaction at high temperatures. With respect to acid 
concentration, the rate of the reaction was observed to be higher at higher concentrations of 
acid and this could also be attributed to the enhancement of the catalytic activity of the acid 
as a result of the increase in the amount of hydrogen ions in solution.
Fig.3: Effect of acid concentration and temperature on total sugar concentration for acid hydrolysis.
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The regression model (Equation 3) was optimised to determine the optimum values of 
acid concentration, hydrolysis temperature and time that resulted in the maximum sugar 
concentration. The result of optimisation by RSM indicated a maximum reducing sugar 
concentration of 79.81 g/L. The optimum conditions of hydrolysis that resulted in this value 
were as follows: acid concentration, 1.5% w/w; hydrolysis temperature, 100 °C and hydrolysis 
time, 11.66 min. To confirm the validity of the results predicted by the model, experiments were 
performed in triplicate at the established optimal hydrolysis conditions. The results obtained 
showed that the total sugar concentration (79.14 g/L) obtained was close to the predicted value 
(79.81 g/L). The excellent correlation between the predicted and measured values shows the 
validity of the response model. Similar results have been reported by previous researchers. 
Anozie and Aderibigbe (2011) investigated the application of dilute acid hydrolysis for the 
recovery of fermentable sugars from cassava starch. Their results showed the optimum value 
of temperature, time and agitation speed to be 80 °C, 60 min and 200 rpm respectively. Under 
these conditions, the maximum reducing sugar production was recorded as 46.12 g/L. In another 
study, Gaewchingduang and Pengthemkeerati (2010) reported optimal hydrolysis conditions 
(acid concentration, time and temperature) of 0.98 %, 60 min and 120°C respectively for the 
conversion of starch present in cassava bagasse to fermentable sugars. This work reports a 
higher sugar concentration at milder conditions. Mild conditions of hydrolysis are important 
in the sense that there is the possibility of degradation of sugars to inhibitory products such as 
furfural and hydroxymethylfurfural when the hydrolysis is carried out under harsh conditions 
(Najafpour et al., 2007).
Statistical Modelling of the Enzymatic Hydrolysis Step
Results of the enzymatic hydrolysis step are shown in Table 6, which contains the coded and 
actual values of the variables that were optimised. The Table contains experimental sugar 
concentrations as well as those predicted by the regression model (Equation 4).
 
           [4]
Table 7 shows the analysis of variance of the regression model (Equation 4). The model 
F-value of 9.03 and a low p value of 0.0042 implied that the model was significant. The data 
obtained fit the quadratic model best with an R2 value of 0.92, showing that the model proved 
suitable for the adequate representation of the actual relationship between the selected variables. 
The lack-of-fit p value of 0.1734 showed that the lack-of-fit of the model was not significant. 
According to Vázquez et al. (2009), a non-significant lack of fit is actually desirable. This 
shows that the model could be used in theoretical prediction of the enzymatic hydrolysis of 
cocoyam starch. 
The low value of CV obtained (Table 8) shows that the treatments were carried out with 
high reliablility (XuJie & Wei, 2008). The model can be used to navigate the design space as 
evident from the Adeq. Precision value obtained (Cao et al., 2009).
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Coded Values Actual Values Sugar Concentration (g/L)
X1 X2 X3 X1 X2 X3 Observed Predicted
1 -1 0 -1 80 10 0.5 72.06 72.32
2 -1 1 0 80 15 1.0 61.47 62.21
3 1 1 0 100 15 1.0 69.25 70.51
4 0 0 0 90 10 1.0 75.22 75.22
5 0 1 1 90 15 1.5 70.64 69.64
6 1 0 -1 100 10 0.5 64.85 64.59
7 1 0 1 100 10 1.5 79.33 79.07
8 0 -1 -1 90 5 0.5 64.74 65.74
9 0 0 0 90 10 1.0 75.22 75.22
10 -1 -1 0 80 5 1.0 73.20 71.94
11 0 0 0 90 10 1.0 75.22 75.22
12 -1 0 1 80 10 1.5 69.66 69.92
13 0 0 0 90 10 1.0 75.22 75.22
14 0 -1 1 90 5 1.5 67.44 68.44
15 0 0 0 90 10 1.0 75.22 75.22
16 0 1 -1 90 15 0.5 61.25 60.25
17 1 -1 0 100 5 1.0 65.80 65.06
TABLE 6: Box Behnken Design Matrix for the Optimisation of the Enzymatic Hydrolysis Step







F value p value 
Model 2879.08 9 319.90 9.03 0.0042
X1 6.44 1 6.44 0.18 0.6827
X2 397.95 1 397.95 11.23 0.0122
X3 308.68 1 308.68 8.71 0.0214
X1X2 8.88 1 8.88 0.25 0.6320
X1X3 389.47 1 389.47 10.99 0.0129
X2X3 1118.44 1 1118.44 31.56 0.0008
X12 450.94 1 450.94 12.72 0.0091
X22 5.26 1 5.26 0.15 0.7114
X32 151.60 1 151.60 4.28 0.0774
Residual 248.11 7 35.44
Lack of Fit 248.00 3 82.67 2.79 0.1734
Pure Error 0.10 4 0.03
Cor Total 3127.19 16
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Optimisation of the Enzymatic Hydrolysis Step
The graphical representations of the regression model for the optimisation of the enzymatic 
hydrolysis step are displayed as three-dimensional (3D) response surface curves in Fig.4 to 
Fig.6. Fig.4 shows the effect of time and temperature on the concentration of sugars produced 
during enzymatic hydrolysis. Within the range of temperature investigated, the total sugar 
concentration increased with increase in time. This suggests that the residual starch in the acid 
hydrolysate was being converted to more sugars. Increasing the hydrolysis temperature did 
not favour the formation of reducing sugars. As noted earlier, this might be attributed to the 
degradation of sugars to unwanted products (Najafpour et al., 2007).
The response surface plot representing the effect of pH and temperature on sugar 
concentration while keeping time constant is presented in Fig.5. The results showed that 
more sugars were produced at low pH values, indicating that acidic conditions favoured the 
production of fermentable sugars during enzymatic hydrolysis. This observation was recorded 
both at high and low temperatures. The pH of the solution is important to the biochemical 
functioning of the enzyme. Changes in pH could affect the configuration of an enzyme as well 
as the charge properties of the substrate. Extremely high or low pH values generally result 
in complete loss of activity for enzymes. The loss of activity results from the inability of the 
substrate to bind to the active site on the enzyme as a result of the change in its configuration. 
In general, enzymes typically have a pH optimum with the optimum differing from one enzyme 
to another. The results obtained are in agreement with the fact that amyloglucosidase has the 
most acidic optimum pH of all amylases. It is reportedly most active at a pH value of around 5.
Fig.6 shows the effect of pH and time on the hydrolysis process. In terms of pH, a trend 
similar to that presented in Fig.5 was observed. However, the effect of pH was not very 
significant at high values of hydrolysis time. 
The regression model for the enzymatic hydrolysis step (Equation 4) was optimised to 
determine the optimum values of hydrolysis temperature, time and pH that resulted in the 
maximum sugar concentration. The result of optimisation by RSM indicated a maximum 
reducing sugar concentration of 93.44 g/L. The optimum conditions of hydrolysis that resulted 
in this value were as follows: hydrolysis temperature, 58 °C; hydrolysis time, 55 min and pH, 
5.5. To confirm the validity of the results predicted by the statistical model, experiments were 
performed in triplicate under the established optimal hydrolysis conditions. The results obtained 
showed that the total sugar concentration (93.14 g/L) obtained was close to the predicted value 
(93.44 g/L). The excellent correlation between the predicted and measured values shows 
the validity of the response model. Similar results have been obtained by other researchers. 
Sunaryanto et al. (2013) subjected sago starch to a combined process of acid and enzymatic 
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hydrolysis for the purpose of producing bioethanol. Their results showed that the maximum 
sugar concentration obtained for the acid hydrolysis step was 66 g/L while a value of 70 g/L 
was obtained for the enzymatic hydrolysis step. In another study, Betiku and Adesina (2013) 
reported optimum hydrolysis conditions (temperature, time and pH) of 61.05 °C, 55.02 min and 
6.5 respectively for the enzymatic hydrolysis of potato starch. At these optimised conditions, 
the maximum sugar concentration was obtained as 172.23 g/L. The significantly higher amount 
of sugar recovered by Betiku and Adesina (2013) compared to the result obtained in this work 
could be attributed to the fact that they used twice the amount of starch used in this work.
Fig.4: Effect of time and temperature on total 
sugar concentration for enzymatic hydrolysis.
Fig.5: Effect of pH and temperature on total sugar 
concentration for enzymatic hydrolysis.
Fig.6: Effect of pH and time on total sugar concentration for enzymatic hydrolysis.
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CONCLUSION
The response surface methodology was successfully applied to the optimisation of sequentially 
combined acid and enzymatic hydrolysis of cocoyam starch. The regression models developed 
to represent the acid and enzymatic hydrolysis steps were statistically significant (p<0.05) and 
did not show lack-of-fit (R2 >0.9). The maximum reducing sugar concentration obtained for 
the acid hydrolysis step was 79.81 g/L at temperature 60 ºC, time 60 min and pH 6.5. For the 
enzymatic hydrolysis step, the maximum reducing sugar concentration obtained was 93.44 
g/L at temperature 58 ºC, time 55 min and pH 5.5. The hydrolysate obtained in this work may 
be utilised as a carbon source for the biotechnological production of useful products like citric 
acid, gluconic acid, oxalic acid and ethanol.
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INTRODUCTION
Bioreactors are most widely used in 
chemical and bioprocess industries such as 
fermentation, for mixing and combining 
liquids for biochemical reactions (Harvey & 
Rogers, 1996). It is vital to ensure that the 
requirements of the microbial environment 
were met for maximum microbial growth, 
such as temperature, pH and oxygen content 
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(Hutmacher & Singh, 2008).  As a result, the bioreactor performance is complex due to the 
complicated interrelations between the microbial cells and the governing environment. The 
exact description of flow movement by a simple model is not possible as the flow caused by 
the impeller embedded in the bioreactor is overlapped by turbulence fluctuations.
Another main issue to be addressed is the kinetics of ethanolic fermentation. It is evident 
that an ideally mixed assumption is inadequate to describe the wide range of length scales 
present in stirred tanks (Fox, 1998). Thus, it is vital to employ micro-mixing behaviour for 
a stirred tank. So far, most kinetics is limited to macro-kinetics i.e. the interactions of the 
microenvironment around the microbial cells with its dependency on the biological reaction 
are not taken into account. The metabolism of microorganisms is very complex, whereby the 
metabolism varies during the cycle of cell growth and replication. These phenomena cause 
inhomogeneity of the microorganism population. There might be morphological differentiation 
of microbial cells accompanied by changes in the cell metabolisms. Thus, what is observed 
is only an averaged behaviour over the great number of cells in different states. It is tough to 
establish a very detailed model to describe all the microbial metabolic activities. One of the 
ways suggested is the consideration of aeration rate (AR) and stirrer speed (SS) as manipulated 
variables in the bioreactor system. According to García-Ochoa and Gomez (2009), the most 
important operating conditions in a stirred tank bioreactor are AR and SS. This is due to the 
fact that in a stirred tank bioreactor, high values of mass and heat transfer rates are attained. 
Oxygen mass transfer is influenced by both AR and SS (García-Ochoa et al., 1995). Both AR 
and SS offer more effects via the mixing mechanism of a stirred tank bioreactor compared to 
other operating conditions as both affect the mass, heat and oxygen transfer throughout the 
bioreactor operation and provide turbulence in the bioreactor.    
Starzak et al. (1994) summarised a list of kinetic models that were used to simulate the 
kinetic ethanolic fermentation process. These kinetic models consist of a set of ordinary 
differential equations (ODE), which describe the material balance of biomass, product (ethanol) 
and substrate (glucose). Optimisation techniques were used to obtain the model constants by 
minimising the error between the kinetic models and experiment data. All these approaches 
assumed perfectly mixed behavior, which neglects the spatial variation of the fermentation 
process. Spatial variation of the fermentation process is defined as the variation throughout 
the bioreactor tank that is associated with microorganism population.    
In order to analyse the highly complex fluid flow in mechanically stirred reactors, 
computational fluid dynamics (CFD) offers a potentially useful tool for this purpose. In 
recent years, CFD has been used intensively in the simulation of single-phase and multiphase 
flow within relatively simple geometries, whereby simulation results are to be compared 
with experiment data (Kuipers & van Swaaij, 1998). Nevertheless, there are only a few CFD 
simulations that coupled fluid flow and fermentation in the models. This is due to large-
time scale difference between fluid flow and its reactions. Consequently, CFD simulation of 
fermentation process is too time-consuming. Van Zyl (2012) developed a three-dimensional 
(3-D) CFD model with the incorporation of fermentation reactions. However, the reaction 
terms were not strongly coupled with the fluid flow physics and the CFD results were not 
compared with the experiment data. In addition, there were also a number of CFD-reaction 
models but these were on different reactions such as gluconic acid (Elqotbi et al., 2013) and 
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polymerisation processes (Patel et al., 2010; Roudsari et al., 2013). To avoid an excessive 
computing effort, Bezzo and Macchietto (2004) proposed a hybrid multizonal/CFD approach 
to the model bioreactor. The computational domain was divided into 20 zones and a perfectly-
stirred reactor model was assumed in each zone. Liew et al. (2013) simulated a CFD with 
fermentation reaction; however, since it was a steady-state model, it is impossible to assess 
the accuracy of the simulation with experiment data as a function of time. 
The objectives of this study were: (a) to carry out an experimental study on AR and SS on 
biomass, substrate (glucose) and product (ethanol) concentrations in a mechanically-stirred 
tank bioreactor; (b) to determine the kinetic parameters of the fermentation process using a 
perfectly-stirred reactor model and experiment data from (a); (c) to incorporate the kinetic 
parameters obtained in (b) with a simplified time-dependent CFD model that does not require 
much computational time, and (d) to conduct CFD simulations for the prediction of the 
bioreactor performance, in terms of ethanol production in the gas-liquid mechanically-stirred 
bioreactor and validation with experiment results obtained in (a). 
MATERIALS AND METHODS
The schematic diagram of the experiment setup is shown in Fig.1. Experiments were carried 
out in a 2L elliptical-bottom shaped cylindrical tank of internal diameter of 0.128m that was 
transparent to light. A six-bladed Rushton turbine impeller of diameter 0.044m was utilised 
for this experimental study. Glucose was utilised as the main substrate for the fermentation 
medium. Air was admitted to the bioreactor using a cylindrical sparger located at the bottom 
of the tank, beneath the impeller. Agitation was carried out using a variable speed DC motor. 
The speed ranged from 30 to 1,100 rpm for the 2L bioreactor tank specification. The DC motor 
drive was a maintenance free, 150W quiet, direct motor-driven operation.
Fig.1: Schematic diagram of experiment setup used for this study.
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Microorganism and Inoculum
Experiments were conducted using a BIOSTAT A-plus 2L, MO-Assembly bioreactor operated 
in batch mode. This bioreactor was a solid, autoclavable laboratory bioreactor system that was 
suitable for a wide range of research and industrial applications. It was applicable for microbial 
culture for the growth of bacteria, yeast and fungi as well as cell culture for the growth of 
animal, insect and plant cells.
A Rushton turbine was utilised to study the effect of agitation, whereas an air sparger was 
utilised to study the effect of aeration. Commonly used for efficient mixing and maximum 
oxygen transfer within the bioreactor, the Rushton turbine is a disc turbine that was used in 
many fermentation processes for fast air stream break-up without itself becoming flooded in 
air bubbles (Stanbury & Whitaker, 1995).
On the other hand, 40 mL of inoculum was prepared in a conical flask and was incubated at 
28 °C for 8 hours. The microorganism used in this study was Saccharomyces cerevisiae, which 
is the most commonly used microorganism in fermentation processes (Schugerl & Bellgardt, 
2000). Saccharomyces cerevisiae was purchased in ready-made powder form from Sigma 
Aldrich. Thus, there was no isolation and screening of the microorganisms. Saccharomyces 
cerevisiae was directly added into the inoculum for growth to occur, and the pH was adjusted 
to pH 5 for optimum growth. It was vital that the inoculum was prepared in a contamination-
free environment due to its physiological condition, which had a major effect on fermentation. 
Therefore, the conical flask was sterilised before usage to avoid any contamination. Steam 
was utilised for sterilisation and was applied at 15 psi. The inoculum was prepared based 
on the formulation by Thatipamala et al. (1992), which is outlined in Table 1, along with an 
addition of 1 g of Baker’s yeast. Baker’s yeast was added after the inoculum was autoclaved. 
The inoculum was then incubated for 8 hours.
Fermentation Medium
The composition of the fermentation medium was also prepared by Thatipamala et al. (1992). 
1.5 L of the fermentation medium was prepared in the bioreactor tank by adding the constituents 
listed in Table 1 that were similar to the inoculum preparation formulation, without the addition 
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of Baker’s yeast. The fermentation medium was then sterilised under 121 °C for 20 mins and 
allowed to cool down under room temperature at 30 °C. After 4 hours, the freshly prepared 40 
mL of inoculum was added to the cooled fermentation medium and mixed thoroughly.
Operating Conditions
Once the fermentation medium had been mixed, the pH of the medium was measured and 
subsequently adjusted to pH 5 with the addition of acid (sulphuric acid) or alkali (sodium 
hydroxide). The temperature was adjusted to 30 °C and maintained with the utilisation of a 
temperature controller, which was embedded in the bioreactor. AR and SS were set according 
to the preferred conditions, respectively. 
The fermentation process was started after all these operating conditions were maintained 
at the desired settings. Samples taken at sampling intervals of 2 to 4 hours were analysed for 
glucose and ethanol concentrations immediately after the samples were extracted from the 
bioreactor. The experiments were repeated at various conditions of AR and SS within the range 
of 1.0-1.5LPM of AR and 100-150rpm of SS. The operating ranges of AR (1.0LPM-1.5LPM) 
and SS (100-150rpm) were selected for this study as a preliminary study for the improved 
kinetics model. The operating ranges for both AR and SS were not within a large range as 
it would be easier to analyse the possibility of both parameters in future studies. Should the 
effects of both parameters in the improved kinetics model be low, the range would be increased 
in future studies.
Bioreactor Operating Cycle
The bioreactor was ready for operation once the inoculum and fermentation mediums were 
ready. The bioreactor was connected to a computer that was fully automated with control 
systems, with operating parameters such as pH, temperature, oxygen content, AR and SS that 
could be controlled automatically. Once all operating parameters were set based on the desired 
conditions, the fermentation process began, and the operating parameters were recorded in the 
computer throughout the fermentation process. Samples were extracted during the fermentation 
process every 2 hours; sampling was stopped once the fermentation process was completed 
after 45 hours.
Analytical Procedures
After the samples were extracted from the bioreactor, the samples were first filtered and then 
analysed for the concentrations of glucose and ethanol concentrations, as well as optical 
density. Glucose and ethanol concentrations were analysed using R-Biopharm test kits and 
UV spectrophotometer under a wavelength of 340 nm, as outlined in the procedures manual 
provided by the test kits. The UV spectrophotometer utilised was Perkin Elmer Lambda 25 UV/
Vis Systems with a range between 190 and 1,100 nm (with a fixed bandwidth of 1 nm). However, 
for the analysis of optical density, no test kits were required as the UV spectrophotometer 
could directly analyse the optical density measurements. All samples were tested under room 
temperature for consistency. Optical density was measured to observe the microorganisms’ 
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growth throughout the fermentation process. The optical density decreased subsequently with 
fermentation time. Once the optical density decreased steadily, the results indicated that the 
fermentation process was completed as the microorganisms’ growth had halted.
Modelling
Assumptions. It is expensive to simulate a complete three-dimensional (3-D) model of the 
bioreactor. To reduce the computational time, a two-dimensional (2-D) model was developed. 
In addition, air was not accounted for in the 2-D model due to its small volume fraction in the 
bioreactor. To verify this assumption, a 3-D CFD model of the bioreactor (without reaction) 
was simulated using commercial software STAR-CCM+ (version 8.04, CD-adapco, UK) and it 
was found that average volume fraction of air was about 0.8%, as shown in Fig.2. In addition, 
the oxygen consumption rate was not calculated in the model. Consequently, the gas phase was 
not considered. Nevertheless, the effect of the oxygen was accounted implicitly throughout the 
kinetic scheme discussed in the later section.
Model description. Generally, a CFD analysis often involves a number of procedures. 
Firstly, a computational domain of the problem under investigation has to be identified. After 
that, a set of governing equations that describe the physics of the phenomenon has to be 
determined. These governing equations are often presented in the form of partial differential 
and algebraic equations. The initial input and boundary conditions for the governing equations 
are required in order to obtain a unique solution for the CFD analysis. The following section 
describes the methodology used in the CFD analysis of this current work.
Computational domain. The dimensions of the stirred stank are shown in Fig.3. However, 
due to the symmetry of the tank, only half of the bioreactor tank was simulated in this current 
study. 
Governing transport equations. To calculate the liquid velocity in the bioreactor, Navier-
Stokes equations were required to be solved. These equations consist of mass and momentum 
conservation equations. The equations were required to be solved simultaneously as they are 
Fig.2: The average volume fraction of air simulated 
by a 3-D CFD model.
Fig.3: Geometry of the bioreactor.
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coupled. As the experiment was carried out at isothermal condition, the density change was 
negligible. The specific temperature used in this study was room temperature at 30 ºC. Thus, 
incompressible flow was assumed. The mass conservation equation for the incompressible 
bioreactor solution can be expressed as:
      0ρ∇ ⋅ =u     [1]
where ρ is the density of the bioreactor solution, u  is the velocity vector and ∇ is the divergence 
operator (Versteeg & Malalasekera, 2007). 
On the other hand, since the liquid density was significant (ρ ≈ 1023 kg/m3), the volume 
force due to the liquid mixture, ρg , was accounted for in the momentum conservation equation, 
which is expressed as: 
( ) ( ) ( )( ) 23
T
Tp kt
ρ ρ µ µ ρ ρ∂  + ⋅∇ = ∇⋅ − + + ∇ + ∇ − − ∂  
u u u I u u I g   [2]
where ρ is the liquid pressure; µ  is the liquid dynamic viscosity; Tµ  is the turbulent viscosity 
and k  is the turbulent kinetic energy. 
The bioreactor normally operates in turbulent regime ( Re 40,000≈  ) so the turbulent 
phenomenon has to be accounted for by solving the k ε−  equations. The turbulent kinetic 
energy, k   can be calculated as: 
  ( ) T k
k
k k k P
t
µρ ρ µ ρε
σ
  ∂
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u    [3]
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, kP  is the turbulent kinetic energy production rate, Pk  = µT + [∇u : ( ∇u 
+ ( ∇u)T) - ⅔ ρk.u]. The values for various coefficients are Cµ = 0.09 , Cԑ1 = 1.44, Cԑ2= 1.92, 
σk = 1.0 and σԑ = 1.3. These numerical values are based on curve-fitting of comprehensive 
turbulent flow data (Versteeg & Malalasekera, 2007). 
The medium contained four main components i.e. water as well as glucose, ethanol 
and biomass concentrations. Since water was present in excessive amount, the remaining 
components were modelled as diluted species. Thus, the concentration of a component   in the 
solution can be calculated by the following transport equation:
   ( )i i i i i
c c D c R
t
∂
+ ⋅∇ = ∇⋅ ∇ +
∂
u                                             
       
          [5]
where Di is the diffusion coefficient of the component i ( i = substrate, product, biomass) and 
is the corresponding reaction rate. The reaction rate of each of these components is discussed 
in Section 3.3. 
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Boundary conditions and solution procedure. Wall function based on the logarithmic 
wall law (Kuzmin et al., 2007) was used at the bioreactor tank wall while the slip boundary 
condition was used for the liquid surface for k - ԑ model. The rotational speed, µӨ, is defined 
at the impeller wall by: 
      u rθ ω=    [6]
where r is the radial distance from the centre of the tank and ω  is the angular velocity. 
As for the species equation, zero normal gradient is implemented at the liquid surface: 
      0i iD c− ⋅ ∇ =n   [7]
where n  is the outward normal vector at the boundary. 
At the bioreactor walls, no flux condition was prescribed: 
    ( ) 0i i iD c c− ⋅ − ∇ + =n u    [8]
The governing equations [1] - [8] were solved using COMSOL Multiphysics v4.1 
(COMSOL, Sweden). The computational domain was meshed using 4886, 11222, 26416 
elements. No appreciable difference was observed for the cases with 11222 and 26416 elements. 
The simulations were carried out using 26416 elements. It takes approximately 2 hours for a 
simulation to be completed over a 45-hour fermentation process. The model also avoids the 
need to simulate a three-dimensional two-phase flow model, which requires a simulation time 
of approximately 1 week.   
Reaction kinetics of the fermentation process. In this study, the hydrodynamics of liquid-
gas flows in a mechanically-stirred bioreactor tank was simulated using Herbert’s concept of 
endogenous metabolism. This kinetics concept has been used in numerous studies to describe 
the kinetics of ethanolic fermentation with sufficient accuracy (Starzak et al., 1994). Studies on 
the impacts of AR and SS were focused on the concentration profiles of biomass (X), substrate 
(glucose) (S) and product (ethanol) (P) in terms of product yield and productivity. 
In the kinetics hybrid model development, experiment data of X, S and P concentrations 
for different conditions of AR and SS were used to predict the kinetics parameters, k1, k2, k3,..., 
k6 using Herbert’s concept. The range of AR was set to be in the range from 1.0-1.5LPM and SS 
from 100-150rpm, which is similar to the experiment range. For this purpose, Herbert’s concept 
was applied as follows: It is assumed that the observed rate of biomass formation comprised the 
growth rate and the rate of endogenous metabolism, which are known as Herbert’s microbial 




( ) ( )
exp( ) / 3600
x x growth x endR R R




= − − + 
         [9]
where 6k X−  is the rate of growth due to endogenous metabolism by a linear dependence. 
The division of a constant of 3600 is to convert the reaction rate from kg/(m3hr) to kg/(m3s). 
Simulation of a Bioreactor with an Improved Fermentation Model 
145Pertanika J. Sci. & Technol. 24 (1): 499 - 525 (2016)
It was also assumed that the rates of substrate consumption and product formation were 
proportional to the biomass growth rate:
 13 5
2
exp( ) / 3600s
k SXR k k P
k S
 
= − − + 
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     [11]
Kinetic parameters based on perfectly-stirred bioreactor assumption. The kinetic 
parameters’ estimation was obtained by minimising the errors between the experiment data and 
the model equations. The model formulation consisted of equations [9]-[11], which implied a 
perfectly-stirred tank condition (Liew et al., 2013). MATLAB v2006 (The MathWorks, Inc, 
US) was utilised to predict the values of  to . Any set of experiment data within the experiment 
range was utilised for prediction. The experiment data was first arranged in a spreadsheet and 
imported into MATLAB. All initial values of substrate concentration, product concentration 
and biomass concentration (based on experiment data), along with the AR and SS conditions, 
were clearly stated in MATLAB before the prediction began. Next, initial values of k1 to k6 
were provided as well. Any initial values of k1 to k6 could be assumed since the values of  to 
would change based on different sets of experiment data provided. The initial k1 to k6 values 
could be changed after the first prediction if the values were not satisfied. ODE45 was selected 
as the solver for the prediction as it was the most common solver used for prediction purposes. 
Next, iterations were performed to predict the values of k1 to k6 by utilising the solver 
selected. During iterations, the solver would fit the experiment data with the kinetic model 
embedded with the kinetics from k1 to k6. Iterations would stop once the values of k1 to k6 were 
predicted. The values of k1 to k6 were considered acceptable if the exit flag value were positive, 
where an exit flag was an integer that showed that iterations had been halted and completed. 
Positive exit flags correspond to successful outcomes whereas negative exit flags correspond 
to failure outcomes. Based on the assumptions proposed in this study, the total number of 
iterations used in ODE45 to obtain the positive and negative exit flags were approximately 
1,500 and 500, respectively.  
In order to check and compare the fitness of the kinetics with respect to the experiment 
data, plots of model fitting with respect to the experiment data were generated. In the case of 
unsatisfied fitness, initial values of k1 to k6 can be reassumed for new predictions of k1 to k6  
values. Iterations can be done again for new predictions. 
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Improved kinetic parameters for CFD analysis. It was discovered that when the equation 
[9]-[11] were coupled with the  CFD model (equations [1]-[8]), the kinetic parameters obtained 
from Section 3.3.1 were found to over-estimate the fermentation reaction. Hence, correction 
factors were introduced to the rate expressions i.e. [9]-[11]. These corrected expressions, 
denoted by a subscript, c , are shown as follows: 
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  [14]
Each correction factor, , ii α  was modelled using a second-order spline, which is defined as:
  2 20 1 1 2 2 3 1 2 4 1 5 2X X X X X Xβ β β β β β+ + + + +    [15]
where 1 2X AR= −   and 2
( 225)
75
SSX −=  
The expressions of the kinetic parameters, 1 6,...,k k    and the correction factors 1 6,...,α α    are 
listed in Table 2. 
TABLE 2 : Expressions of the Kinetic Parameters and Correction Factors
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RESULTS
Experiments were conducted to study the impact of AR and SS on the production of biomass, 
glucose and ethanol concentrations respectively. Generally, similar trends can be identified 
where there is increment in ethanol concentration and biomass concentration with the increase 
in AR and SS. On the other hand, glucose concentration decreased with the increase in AR and 
SS. These trends are generally identified with the increase in time. In each section below, the 
effect of AR and SS on each concentration is discussed.
Effect of Aeration Rate (AR) and Stirred Speed (SS) on Glucose Concentration
Fig.4 shows the trend of glucose concentration under different sets of AR and SS. As predicted, 
the glucose concentrations decreased with time under the influence of different sets of AR and 
SS. Glucose was consumed with time to produce ethanol. The rates of glucose consumption 
were quite comparable for all sets of AR and SS. This showed that although different conditions 
of AR and SS were implemented, the final glucose concentration attained was comparable. 
However, it is vital to investigate the amount of ethanol and biomass concentrations which 
can be produced under different AR and SS conditions since different amounts of glucose will 
be utilised to produce different amounts of ethanol and biomass concentrations.
Effect of Aeration Rate (AR) and Stirrer Speed (SS) on Ethanol Concentration
Fig.5 displays the ethanol concentration profiles under the influence of different AR and SS 
conditions. As predicted, as glucose concentration decreased, ethanol concentration increased 
with respect to time. 
Generally, as observed from Fig.5, the ethanol concentration trend was not comparable 
under different conditions of AR and SS as compared to the glucose concentration trend from 
Fig.4. Notice that, when AR and SS was at 1.25 LPM and 150 rpm respectively (red line), 
ethanol concentration showed the highest value i.e. at 8.0 g/L. As observed from other AR 
Fig.4: Graph of glucose concentration (g/L) 
vs. batch age (hr)
Fig.5: Graph of ethanol concentration (g/L) 
vs. batch age (hr).
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and SS conditions, the ethanol concentrations varied from 5.0 to 6.0 g/L, which were not 
significantly higher than 1.25 LPM AR and 150 rpm SS. These results show that although the 
glucose concentration trend was comparable, the ethanol concentration, however, varied under 
different conditions of AR and SS. Therefore, with the same amount of glucose concentration 
utilised, different amounts of ethanol concentration will be produced under different AR and SS 
conditions. Based on the ranges of AR and SS set for this study, the highest attainable ethanol 
concentration was at the mid-level range of AR i.e. 1.25 LPM, and the highest level range of 
SS i.e. at 150 rpm. The demands of the culture medium varied throughout the fermentation 
process, whereby the oxygen demand was low at the beginning of the process (Stanbury & 
Whitaker, 1995). However, due to high biomass content towards the end of the process, the 
oxygen demand was high. Therefore, it is evitable that at AR of 1.25 LPM and SS of 150rpm, 
highest ethanol concentration was achieved. Although 1.25 LPM was not the highest level of 
AR, with the aid of SS, the highest ethanol concentration was produced at this level. These 
results show the importance of engaging both AR and SS in the production of ethanol. 
Effect of Aeration Rate (AR) and Stirrer Speed (SS) on Biomass Concentration
Fig.6 displays the variation of biomass concentration profile with different sets of AR and 
SS. As predicted, the biomass concentration increased with fermentation time. The rates of 
growth were comparable under different conditions of AR and SS. Compared to the trends of 
glucose and ethanol concentrations, glucose and biomass concentrations were comparable 
with fermentation time under different conditions of AR and SS. These observations showed 
that both glucose and biomass concentrations did not experience much variation within the 
AR and SS range. However, the ethanol concentration trend showed different variations with 
fermentation time. 
Fig.6: Graph of biomass concentration (g/L) vs. batch age (hr).
Simulation of a Bioreactor with an Improved Fermentation Model 
149Pertanika J. Sci. & Technol. 24 (1): 499 - 525 (2016)
Based on studies done by Cot et al. (2007), the different amount of ethanol concentration 
was not likely due to the glucose and biomass concentrations produced. It was due to the 
cell viability with respect to the ethanol and biomass concentrations produced. During the 
fermentation process, the rate of ethanol concentration formation increased. Thus, the cell 
viability decreased. This phenomenon is due to the inhibition of ATP synthesis or leakage of 
metabolites from the cells while the yeast cells were metabolically inactive (Ghareib et al., 
1988). The plasma membrane was damaged and thus, the ethanol tolerance decreased. This 
caused the phospholipid content to decrease, which eventually caused cell death (Emily et al., 
2009). Due to this condition, different amounts of glucose were utilised to produce ethanol. 
Biomass concentration increased throughout the fermentation process and a vast proportion 
of biomass was produced towards the end of the fermentation process (Stanbury & Whitaker, 
1995). 
CFD Results
Validation of CFD simulation result. Table 3 gives the numerical values of the corrected 
kinetic parameters ( )i ikα  and uncorrected kinetic parameters ( )ik  for three different operating 
conditions. Simulations were carried out using these kinetic parameters and the accuracy of 
the models was compared with the experiment data. 
Parameters Uncorrected values Corrected values 
AR = 1 LPM, SS = 100 rpm k1 = 1.0697 k1,c = 1.3373
k2 = 0.01 k2,c = 0.01
 k3 = 0.5158 k3,c = 0.7736
k4 = 0.03827 k4,c = 0.1148
k5 = 0.9443 k5,c = 0.7743
 k6 = 0.02607 k6,c = 0.01294
AR = 1.5 LPM, SS = 100 rpm k1 = 0.9271 k1,c = 0.65
k2 = 0.01 k2,c = 0.01
 k3 = 0.5084 k3,c = 0.4072
k4 = 0.04537 k4,c = 0.04553
k5 = 0.8933 k5,c = 0.7079
 k6 = 0.02602 k6,c = 0.02593
AR = 1.25 LPM, SS = 150 rpm k1 = 1.25 k1,c = 2.50
k2 = 0.01 k2,c = 0.01
 k3 = 0.5268 k3,c = 1.16
k4 = 0.05035 k4,c = 0.2517
k5 = 0.90473 k5,c =0.6633
 k6 = 0.02478 k6,c = 0.01402
TABLE 3 : Numerical Values of Corrected and Uncorrected Kinetic Parameters 
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Fig.7: Prediction of biomass concentrations for (a) AR = 1.0 LPM and SS = 100 rpm; (b) AR = 1.5 
LPM and SS = 100 rpm; (c) AR = 1.25 LPM and SS = 150 rpm using corrected and uncorrected kinetic 
parameters.
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Figures 7 (a)-(c) show that the corrected kinetic model was able to predict the growth 
of biomass reasonably well compared to the uncorrected model for three different operating 
conditions. Generally, the biomass production was slow in the first few hours, e.g. batch time 
≈ 4 hours for AR = 1.0 LPM and SS = 100 rpm. This is known as the lag phase, where the 
cells were adjusting to the medium (Rao, 2010). Then the biomass started to increase rapidly, 
up to batch time ≈ 20 hours. After that, the biomass content remained constant. The biomass 
was converted to ethanol during this process (Rao, 2010). Due to the shortage of the substrate 
(glucose), the biomass started to decrease. The biomass production was modelled using Monod-
Herbert model, as shown in equation [9]. The growth rate was inhibited by the exponential term 
which was a function of ethanol concentration. The decay phase of the biomass was modelled 
as a linear function of biomass itself, which was significant at a high biomass concentration. 
(a)
(b)
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Fig.8 (a)-(c) show the simulated results of glucose consumption using the corrected 
and uncorrected kinetic parameters under different operating conditions. The experiment 
data was also shown. The results show that the uncorrected kinetics model predicted higher 
glucose consumption compared with the experiment findings. Similarly, the production of 
ethanol is assumed to be proportional to the growth of biomass; the uncorrected kinetic 
model underestimated the ethanol production as shown in Fig.9 (a)-(c). In both the glucose 
consumption and ethanol production models, the reaction rates were both inhibited at the 
higher ethanol concentration. 
(c)
Fig.8: Prediction of glucose concentrations for (a) AR = 1.0 LPM, SS = 100 rpm; (b) AR = 1.5 LPM, 
SS = 100 rpm; (c) AR = 1.25 LPM, SS = 150 rpm using corrected and uncorrected kinetic parameters. 
(a)
Simulation of a Bioreactor with an Improved Fermentation Model 
153Pertanika J. Sci. & Technol. 24 (1): 499 - 525 (2016)
Sensitivity Analysis of the Kinetic Parameters
The fermentation kinetics model often requires a number of parameter estimations. There are 
six parameters in the current study i.e. k1 to k6  To obtain the optimum values, it was important 
to carry out the sensitivity analysis of the parameter required. The analysis will reveal which 
parameters had a strong effect on the model results. Thus, the information was helpful in 
developing an optimisation algorithm for parameter estimation (Alcázar & Ancheyta, 2007). 
The sensitivity of the kinetic parameters, k1 to k6 on the biomass, ethanol and glucose was 
investigated for the case of AR = 1.25 LPM and SS = 150 rpm. This was treated as the baseline 
of the study. Each of the kinetic parameters was varied by 10%±  ; the percentage differences 
of the material concentrations are presented in Fig.10 to Fig.15. 
(b)
(c)
Fig.9: Prediction of ethanol concentrations for (a) AR = 1.0 LPM and SS = 100 rpm; (b) AR = 1.5 LPM and 
SS = 100 rpm; (c) AR = 1.25 LPM and SS = 150 rpm using corrected and uncorrected kinetic parameters.
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Fig.10: Percentage difference in the (a) production of biomass; (b) production of ethanol; (c) consumption 
of glucose, when the parameter, k1 is changed by 10%± .
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Fig.10 (a) shows that 10% variation in k1 caused the biomass concentration difference 
to increase from zero to a maximum of 28%, after which, it decreased. The initial rapid 
increase was due to the biomass production and the availability of the high substrate (glucose) 
concentration. The rapid decrease of the percentage difference was caused by lower (Rx)growth, 
which was due to the inhibition effect of the product (i.e. exp (-k5P)              ). Since biomass 
content was high as the batch time was longer, additional biomass produced did not cause a 
larger percentage difference. A similar trend was observed for the ethanol production as seen 
in Fig.10 (b). On the other hand, the percentage difference of the glucose increased with the 
batch time [Fig.10 (c)]. This was because although the glucose consumption rate was high at 
the initial stage, the availability of the glucose was high enough that the percentage difference 
was not significant. As the fermentation process proceeded, the glucose concentration was 
scarce and the percentage difference started to increase noticeably. 
(a)
(b)
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The parameter k2 did not have a significant effect on these three substances. Fig.11 (a)-(c) 
showed that the percentage differences were around 2-3% when k2 was varied by 10%. This 
suggests that k2 does not play an important role in optimum parameters estimation. 
The parameter k3 did not greatly affect the concentration of biomass and ethanol but it 
had a strong effect on the glucose utilisation as shown in Fig.12. Fig.12(c) indicates that the 
percentage difference of the glucose could be as high as 35% in the simulation, which is 3 
times that of the k3 variation. 
(c)
Fig.11: Percentage difference in the (a) production of biomass; (b) production of ethanol; (c) consumption 
of glucose, when the parameter, k2 is changed by 10%±  .
(a)
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Fig.13 (a)-(c) reveal that parameter k4 affected the biomass and glucose concentrations 
to a greater extent compared to ethanol concentration. The percentage difference for 
ethanol concentration was at most 3% compared to 10% and 36% for biomass and glucose 
concentrations, respectively. This is counter-intuition on hindsight because parameter k4 
was expected to affect ethanol more significantly compared to the others. Nevertheless, 
the observations are explained as follows: When parameter k4 was varied, the variation in 
ethanol concentration was achieved, which in turn affected (Rx)growth in equation (6), as shown 
in Fig.13(d). (Rx)growth affected the biomass, ethanol and glucose concentrations as shown in 
equations (9)-(11). However, the reaction rate of the ethanol was much smaller (of the order 
of 10-5 kg/cm3s) compared to that of the biomass (of the order of 10-3 kg/m3s) and glucose (of 




Fig.12: Percentage difference in the (a) production of biomass; (b) production of ethanol; (c) consumption 
of glucose, when the parameter, k3  is changed by 10%± .
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When the parameter, k4 was varied, the maximum percentage difference for the biomass 
and ethanol concentrations was observed around batch time ≈ 4 hours, which corresponded to 
the maximum production rate [Fig.14 (a) - (b)]. On the other hand, the percentage difference 
of the glucose concentrations increased as shown in Fig.14(c).  
(d)
Fig.13: Percentage difference in the (a) production of biomass; (b) production of ethanol; (c) consumption 
of glucose; (d) (Rx)growth  when the parameter, k4 is changed by 10%±  .
(a)
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Fig.15(a) shows the effects of parameter k6 on biomass. It was observed that the effect was 
significant for biomass product. The percentage difference of the biomass increased since   was 
related to biomass utilisation, as seen in equation (9). The ethanol and glucose concentrations 
were less affected by k6 as shown in Figures 15 (b)-(c). 
The sensitivity analysis showed that the fermentation process was most affected by (in 
the order of decreasing importance) k5, k4, k3, k1, k6 and k2. This analysis is important as it aids 
CFD-based optimisation in future work. 
The analysis above showed that the influence of each of the kinetic parameters varies with 
the concentration of biomass, glucose and ethanol, which are a function of the batch time. 
(b)
(c)
Fig.14: Percentage difference in the (a) production of biomass; (b) production of ethanol; (c) 
consumption of glucose, when the parameter, k5is changed by 10%±  .
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Fig.15: Percentage difference in the (a) production of biomass; (b) production of ethanol; (c) consumption 
of glucose, when the parameter,k6  is changed by 10%±  .
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CONCLUSION AND FUTURE WORK
In this paper, a new kinetics model with the implementation of CFD simulation was proposed. 
The kinetic parameters of the ethanol fermentation based on Herbert’s microbial kinetics, 
assuming perfectly-stirred condition, were not able to produce good predictions during CFD 
simulations. Correction factors based on a second-order spline were proposed to improve the 
CFD-based results. The coupled fermentation kinetics – CFD model is useful for practical 
purposes since the simulation time required is 2 hours to simulate a 45-hour fermentation 
process. A typical three dimensional two-phase flow fermentation kinetic-CFD model requires 
an approximate simulation time of 1 week. The work also highlights the need to incorporate a 
CFD model to obtain better kinetics parameter estimation. In this study, the maximum ethanol 
that can be produced was around 8.0 g/L, at the operating conditions of AR = 1.2 LPM and SS 
= 150 rpm. The corresponding kinetic parameters are: k1,c = 2.50, k2,c = 0.01, k3,c = 1.16, k4,c = 
0.2517, k5,c = 0.6633 and k6,c = 0.01402. Future work is suggested to incorporate parameters 
such as temperature and pH into the improved kinetics model for further enhancement and 
improvement of the kinetics model. 
REFERENCES
Alcázar, L. A., & Ancheyta, J. (2007). Sensitivity analysis based methodology to estimate the best set of 
parameters for heterogeneous kinetic models. Chemical Engineering Journal, 128(2), 85-93. 
Bezzo, F., & Macchietto, S. (2004). A general methodology for hybrid multizonal/CFD models: Part II. 
Automatic zoning. Computers & Chemical Engineering, 28(4), 513-525.
Cot, M., Loret, M., Francois, J., & Benbadis, L. (2007). Physiological behaviour of Saccharomyces 
cerevisiae in aerated fed-batch fermentation for high level production of bioethanol. FEMS Yeast 
Research, 7(1), 22-32.
Elqotbi, M., Valev, S. D., Montastruc, L., & Nikov, I. (2013). CFD modelling of two-phase stirred 
bioreaction systems by segregated solution of the Euler-Euler model. Computers and Chemical 
Engineering, 48, 113-120.
Emily, L. W. T., Nandong, J., & Samyudia, Y. (2009). Experimental investigation on the impact of 
aeration rate and stirrer speed on micro-aerobic batch fermentation. Journal of Applied Sciences, 
9(17), 3126-3130.
Fox, R. O., (1998). On the relationship between Lagrangian micromixing models and computational 
fluid dynamics. Chemical Engineering and Processing: Process Intensification, 37(6), 521-535.
Garcia-Ochoa, F., & Gomez, E. (2009). Bioreactor scale-up and oxygen transfer rate in microbial 
processes: An overview. Biotechnology Advances, 27(2), 153-176.
García-Ochoa, F., Santos, V. E., & Alcón, A. (1995). Xanthan gum production: An unstructured kinetic 
model. Enzyme and Microbial Technology, 17(3), 206-217.
Ghareib, M., Youssef, K. A.,  & Khalil, A. A. (1988). Ethanol tolerance of Saccharomyces cerevisiae 
and its relationship to lipid content and composition. Folia Microbiologica (Praha), 33(6), 447-452.
Harvey, A. D., & Rogers, S. E. (1996). Steady and unsteady computation of impeller-stirred reactors. 
AIChE Journal, 42(10), 2701-2712. 
Simulation of a Bioreactor with an Improved Fermentation Model 
163Pertanika J. Sci. & Technol. 24 (1): 499 - 525 (2016)
Hutmacher, D. W., & Singh, H. (2008). Computational fluid dynamics for improved bioreactor design 
and 3D culture. Trends in Biotechnology, 26(4), 166-172.
Kuipers, J. A. M., & van Swaaij, W. P. M. (1998). Computational fluid dynamics applied to chemical 
reaction engineering. In F. Keil, W. Mackens, H. Voβ, J. Werther (Eds.), Scientific computing in 
chemical engineering ii: computational fluid dynamics, reaction engineering and molecular properties 
(pP. 383-390). Berlin: Springer-Verlag. 
Kuzmin, D., Mierka, O., & Turek, S. (2007). On the Implementation of the k-  turbulence model 
in incompressible flow solvers based in a finite element discretization. International Journal of 
Computing Science and Mathematics, 1, 193-206.
Liew, E. W. T., Nandong, J., & Samyudia, Y. (2013). Multi-scale models for the optimization of batch 
bioreactors. Chemical Engineering Sciences, 95, 257-266.
Patel, H., Ein-Mozaffari, F., & Dhib, R. (2010). CFD analysis of mixing in thermal polymerization of 
styrene. Computers and Chemical Engineering, 34(4), 421-429. 
Rao, D. G. (2010). Introduction to biochemical engineering. New Delhi: Tata McGraw Hill. 
Roudsari, S. F., Ein-Mozaffari, F., & Dhib, R. (2013). Use of CFD in modeling MMA solution 
polymerization in a CSTR. Chemical Engineering Journal, 219, 429-442.
Schugerl, K., & Bellgardt, K. H. (2000). Bioreaction engineering, modeling and control. Springer-Verlag.
Stanbury, P. F., Whitaker, A., & Hall, S. J. (1995). Principles of fermentation technology. Butterworth-
Heinemann.
Starzak, M., Kryzstek, L., Nowicki, L., & Michalski, H.  (1994). Macroapproach kinetics of ethanol 
fermentation by Saccharomyces cerevisiae: Experimental studies and mathematical modelling. The 
Chemical Engineering Journal and the Biochemical Engineering Journal, 54(3), 221-240.
Thatipamala, R., Rohani, S., & Hill, G. A. (1992). Effects of high product and substrate inhibitions on 
the kinetics and biomass and product yields during ethanol batch fermentation. Biotechnology and 
Bioengineering, 40(2), 289-297.
Versteeg, H., & Malalasekera, W. (2007). An introduction to computational fluid dynamics: The finite 
volume method. Essex: Pearson. 
Van Zyl, J. M. (2012). Three-dimensional modelling of simultaneous saccharification and fermentation 
of cellulose to ethanol (Doctoral dissertation). Stellenbosch: Stellenbosch University.

Pertanika J. Sci. & Technol. 24 (1): 165 - 176 (2016)
SCIENCE & TECHNOLOGY
Journal homepage: http://www.pertanika.upm.edu.my/
ISSN: 0128-7680  © 2016 Universiti Putra Malaysia Press.
Nevertheless, further studies investigating the 
mechanisms of C5a and its receptor in canine 
spontaneous tumour are necessary.
Keywords: Canine spontaneous tumour, C5a, C5a 
receptor
Expression of C5a and its Receptor in Canine Spontaneous 
Tumours: A Preliminary Finding
Norhaifa, G.1, Bachek, N. F. 1, Kamarudin, N. H. 1, Nashreq, K. N. 1, Ajat, M. M.1,  
Hafandi, A. 1, Selvarajah, G. T.2 and Hezmee, M. N. M.1*
1Department of Veterinary Preclinical Sciences, Faculty of Veterinary Medicine, Universiti Putra Malaysia, 
43400 Serdang, Selangor, Malaysia
2Department of Veterinary Clinical Studies, Faculty of Veterinary Medicine, Universiti Putra Malaysia, 
43400 Serdang, Selangor, Malaysia
ABSTRACT
A study of the development of spontaneous tumours in dogs gives many benefits in oncology research 
due to the similarity between dog and human cancer in terms of epidemiologic, biologic and clinical 
features. There is evidence that the complement component 5 anaphylatoxin (C5a) and its receptor are 
involved in the development of many types of tumour due to its inflammatory properties. The purpose 
of this study was to determine the expression of C5a on several types of canine spontaneous tumour 
i.e. mammary tumour, lung tumour, testicular tumour and melanoma. The expression of C5a in these 
tumours was compared with normal tissue from the breasts, lungs, testes and skin. The total of eight 
post-mortem canine tissues were collected from University Veterinary Hospital (UVH), University 
Putra Malaysia and stored in a preservative solution (RNAlater) to keep the RNA from degrading. The 
RNA was extracted using the Qiagen RNA Extraction Kit and a cDNA synthesis was carried out using 
a one-step PCR kit (Promega, USA). The expression of C5a was determined using reverse transcriptase 
PCR (RT-PCR) and Quantitative real-time PCR (qPCR) techniques. The results showed that all types 
of tumour gave higher expression of C5a compared to normal tissue. This means that the CT value for 
the tumours was below 30 cycles except for melanoma and the expression of C5a of normal tissues was 
above 30 cycles. This finding suggests that C5a and its receptor may be involved in the development 
of tumours in dogs and can be used as a tumour biomarker for both animals and humans in the future. 
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INTRODUCTION
The choice of dogs as the animal model to study the role of the complementary protein C5a 
in the development of spontaneous tumours justifies its role as a good and reliable tool to gain 
further knowledge about spontaneous tumours and potential remedies. Dogs with spontaneous 
tumours may be used as good animal models based on several characteristics that have been 
studied by previous researchers (Rowell et al., 2011; Pinho et al., 2012). These similarities 
between canine and human tumours have been known to be related to genetics, treatment targets 
and physiology (Khanna et al., 2006; Breen & Modiano, 2008; Paoloni & Khanna, 2008).
C5a is one of the proteins in the immune system that is involved in the inflammation 
reaction resulting in recruiting inflammatory cells to targeted regions in the body. Previous 
studies found that C5a was involved in many types of disease related to inflammation reaction 
(Dondorp et al., 2005) and cancers (Kim et al., 2005; Markiewski et al., 2008; Hezmee et al., 
2011). However, the exact role of C5a in the body is still unclear due to lack of research and 
information about this complement.
Complement proteins, particularly of C5a, have been always thought to be one of the most 
vital substances in the host defence mechanisms. Nonetheless, many studies recently have 
implicated the role of complement activation in the development of multiple inflammatory 
and immunological diseases, including sepsis (Ward, 2004), acute respiratory distress 
syndrome (Robbins et al., 1987), glomerulonephritis (Welch, 2002), ischemia-reperfusion 
injury (Arumugam et al., 2004a), rheumatoid arthritis (Linton & Morgan, 1999) and asthma 
(Hawlisch et al., 2004).
C5a receptors (C5aR) can be located on the myeloid cells such as the phagocytic leukocytes 
(Chenoweth & Hugli, 1978; Kurimoto et al., 1989; Gerard & Gerard, 1991; Werfel et al., 
1992; Revollo et al., 2005),  as well as those of a non-myeloid origin such as hepatocytes, 
lung vascular smooth muscle cells, bronchial and alveolar epithelial cells (Haviland et al., 
1995; Riedemann et al., 2002), articular chondrocytes (Onuma et al., 2002) and astrocytes 
(Gasque et al., 1995). Previous studies showed that there was a 70-percent similarity of the 
C5a receptor between canines, humans, rats and bovines. Therefore, the canine C5a receptor 
is considered orthologous to the human C5a receptor, and this represents a surprisingly high 
interspecies variability compared with other G-protein-coupled-receptors (Perret et al., 1992). 
There are various functions of this receptor in the cells and tissues. One of the most 
important functions of this receptor is in the development of sepsis. It is achieved by the 
recruitment of neutrophils by C5a/C5aR signalling. C5a/C5aR signalling in neutrophils leads 
to activation of phosphatidylinositol 3-kinases (PI3K)/ a serine/threonine kinase (PI3K/Akt) 
pathways, which provide survival signals for neutrophils. Assembly of NADPH oxidase can 
be triggered by C5a/C5aR signalling, resulting in H2O2 productions in organs and tissues. An 
increased number of neutrophils together with H2O2 generation may be linked to tissue injury 
and multiple organ failure (Guo & Ward, 2005).   
With this discovery, attention is shifted towards the prevention of the excessive complement 
activation that may lead to the development of multiple diseases. Therapeutic research has been 
conducted on laboratory animal models using trial antagonistic and agonist drugs to further 
understand the actions of complement proteins, particularly C5a. Therefore, the objective of 
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this preliminary study is to determine the availability of C5a receptors in the spontaneous 
tumour tissue of dogs. With the vast advancement of anti-complementary drugs available 
commercially, this study will provide a stepping stone for more detailed research into the use 
of these drugs to treat these tumours in dogs and, subsequently, in humans as well.
MATERIALS AND METHOD
Canine Spontaneous Tumours and Sample Preparation
A total of eight samples of different spontaneous canine tumours and normal tissues were 
obtained from excised tissues of diagnosed cases of canine spontaneous tumours from the 
University Veterinary Hospital (UVH), Faculty of Veterinary Medicine, Universiti Putra 
Malaysia (UPM).  Table 1 shows the types of tumour based on their histopathological findings 
as diagnosed by the veterinary pathologist in Faculty of Veterinary Medicine, Universiti Putra 
Malaysia. A number of normal tissues were also obtained from pathological archives of the post 
mortem unit of Faculty of Veterinary Medicine for comparison. All the tissues were submerged 
in a sterile RNAlater® solution (Ambion, Inc., USA) for PCR analysis and sequencing of C5aR 
expression.
The tissues that were submerged in the RNAlater® solution were treated for conversion 
to PCR products. The tissues were finely chopped into pieces of size 1-mm in diameter (50-
100mg) and then transferred into a tube containing TRIZOL® solution (Invitrogen™, USA) 
for preparation of PCR products.
RNA Isolation and cDNA Synthesis 
The tissues in the TRIZOL® were homogenised using scalpel blade into much smaller pieces and 
vortexed vigorously. The digested tissues were left at 25 ºC for 5 min. The insoluble materials 
were removed by centrifuge to obtain solutions containing the digested tissues at 13,000 rpm 
for 10 min at 4 ºC.  The supernatants were transferred into a new tube. Chloroform was then 
added to the supernatants and the tubes were shaken vigorously and left at 25 ºC for 5 min and 
centrifuged at 13,000 rpm for 10 min at 4 ºC. The clear supernatant was transferred to a fresh 
tube containing isopropanol solution. The solutions were left at 25 ºC for 10 min and were 
centrifuged at 13,000 rpm for 15 min at 4 ºC. The supernatants were discarded. The pelleted 
RNAs were washed with a 75% ethanol solution and the solutions were centrifuged at 9,000 rpm 
for 5 min at 4 ºC. The RNA in the tubes was left to dry for 5 min. The process was continued 
with the RNA extractions. The pellets containing RNA products were re-suspended with 
nuclease-free water and heated at 55 ºC for 15 min. DNAse1 (Invitrogen™, USA) treatment 
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was conducted to remove traces of contaminating DNA. For the final preparation of the RNA 
extraction, cDNA syntheses of the RNA-treated cells were performed using the Universal 
RiboClone® cDNA synthesis system (Promega Corporation, USA). The RNAs from tumour 
tissues were used for C5a receptor detection and expression using a PCR machine.
Cloning and Sequence Analysis of Canine C5aR (CD88)
The primers for this study were designed according to the study by Perret et al. (1992). The 
C5aR cloning sequences and Hypoxanthine phosphoribosyltransferase (HPRT) genea used in 
this study were as follows:
C5aF = 5’ GCT CAT CCT GCT CAA CAT GTA C 3’
C5aR = 5’ CCG CGG AAG ATG AAC GA 3’
HPRTF = 5’ TGC TCG AGA TGT GAT GAA GG 3’
HPRTR = 5’ TCC CCT GTT GAC TGG TCA TT 3’
The primer sequences were obtained from BASE Life Sciences Holdings (Singapore). The 
primers were aliquot into smaller tubes and the leftover aliquot were stored in -80ºC. One vial 
of each primer was used for this assay. Routine thermal reaction work out was conducted on 
the cDNA aliquots of 4µg of mammary tumour samples in 40 cycles in these conditions: pre-
denaturing step for 10 min at 95 ºC, denaturation step for 1 min at 94 ºC, annealing temperature 
of 1 min at 50 ºC, extension step for 1 min at 72 ºC and extension procedure for 10 min at 72 
ºC. Other annealing temperature tested was 55 ºC while HPRT primers were used to serve as 
canine housekeeping genes. Each PCR product from the thermal reaction was then subjected 
to gel electrophoresis through a 1.5% agarose gel and stained with ethidium bromide for 
screening purposes. 
Quantification of Target Gene Expression
The quantification and negative control of C5aR gene transcripts were carried out by real time 
quantitative PCR using the Applied Biosystems (Victoria, Australia) and Sybr Green qPCR 
kit (Promega, USA). The PCR reaction mixture (20 µl) contained 10 µl of Sybr Green qPCR 
mix, 0.5 µl of the above-described primer mix 10 nM each, 1 µl RNAs inhibitor and 2 µl of 
cDNA template. The PCR protocol was: UNG enzyme incubation at 45 °C for 45 min; initial 
denaturation at 94 °C for 5 min; 40 cycles for primer annealing, 60 °C for 30 s for primer 
extension and an elevated temperature of 72 °C for 30 s for fluorescent data acquisition; and a 
final extension step at 80 °C for 2 s to allow the formation of fully duplexed DNA. To check 
the specificity of the amplified products, a melting curve analysis was performed immediately 
following the completion of the PCR. The melting protocol consisted of heating from 65 to 
95 °C at a rate of 0.2 °C per step, and each step was held for 1 s for data acquisition. For each 
sample analysed, the mean Ct value based on the results of all experiments was calculated, 
together with that of the corresponding standard samples. The canine C5aR cDNA copy numbers 
were then normalised using the calculated HPRT cDNA copy numbers (the mean) of the same 
sample and run. This number was obtained by applying the respective Ct values for HPRT in 
the standard dilution curve of the same dilution.
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RESULTS AND DISCUSSION
The study of complement 5a (C5a) is a new field of study in Malaysia. It is important to study 
C5a due to lack of information regarding the exact role of C5a in the body and the involvement 
of this protein in various diseases. Many studies have shown that C5a is involved in many 
pathological states related to inflammatory disease and cancer (Dondorp et al., 2005; Fitzpatrick, 
2001; Hong et al., 2010). The expression of C5a and its receptor can be defined using the 
reverse transcriptase Polymerase Chain Reaction (rt-PCR) and real time PCR (qPCR). These 
techniques are  suitable for use in detecting the expression of C5a biology due to its properties, 
which are inexpensive, rapid response and high sensitivity in producing millions of copies of 
DNA even though the quality of the DNA may be poor (Erlich, 1989).
Expression of C5a Receptor Protein in Canine Tumours
Fig.1 (A) shows the band for the housekeeping gene i.e. the HPRT gene. Meanwhile, Fig.1 
(B) shows the single bands that were obtained from the C5a primer in tumour tissues in which 
Lane 1 is mammary carcinoma, lane 2 is lung carcinoma, lane 3 is melanoma and lane 4 is 
testicular tumour. The result indicates that C5a was expressed in all types of tumour except 
melanoma tissues while there was none in normal tissue (data not shown). The DNA ladder 
marker (Promega, USA) was used as a reference in which each band contributed to 100 bp size. 
The single band given for the PCR products showed that the polymerisation of C5aR 
using specific C5aR primers had occurred in the tissues. This result is a positive indicator for 
determining the role of the C5a and its receptor in the development of spontaneous cancer. It 
is due to the presence of PCR products in most of the tumour tissues; PCR products are absent 
in normal tissues. The presence of PCR products indicates that there was an abundance of 
C5a receptors in the tissues. This finding was consistent with previous studies that showed 
the involvement of C5a in many pathological states especially cancer (Smedegård et al., 
1989; Czermak et al., 1999; Huber-Lang et al., 2001; Huber-Lang et al., 2006; Markiewski, 
2008; Patel et al., 2008). RT-PCR is the most sensitive procedure to detect RNA because it 
can detect and amplify much smaller samples (Kim & Kim, 2003) and also from a single cell. 
Housekeeping genes or internal control genes are normally used as a reference for the genes 
of interest (Suzuki et al., 2000). It is constant in certain cell types but varies in other types of 
cell or tissue (Thellin et al., 1999; Warrington et al., 2000). Thus, the use of housekeeping 
genes is important in gene expression analysis.
                      Ladder    1         2         3        4                              4         3         2        1     Ladder
            A)       B) 
500 bp 500 bp
Fig.1: The expression of C5a receptor via Reverse Transcriptase PCR. Result of electrophoresis in 1.5% 
TBE-agarose gel of RT-PCR product using two sets of primers; A) HPRT primer as a housekeeping gene 
for each tumour tissues and B) C5a Primer with tumour tissues in which lane 1: Mammary carcinoma; lane 
2: Lung carcinoma; lane 3: Melanoma and lane 4: Testicular tumour using 100bp ladder (Promega, USA).
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Determination of cDNA Sequencing of Canine C5aR (CD88)
Nucleotide sequencing of canine C5aR cDNA revealed a coding region of 1357 bp. The 
deduced amino acid sequences of canine C5aR contained 657 residues. Sequencing of these 
digests showed that the recombinant was 97% homologous to the canine C5aR gene sequence 
deposited in GenBank under the accession no. X65860.  The homologies of the cDNA and 
amino acid sequences among some mammalian species were calculated (Table 2).  
At the cDNA sequence level, canine C5aR was found to show high homologies with human 
C5aR (91%) and rats C5aR (92%). This result indicates that the role of C5a in the canine 
cells provided a direct indicator of the development of tumours in humans regarding the high 
sequence homology among them. Although rat models have a higher sequence homology for 
C5aR sequence, in terms of genome sequence, canine models have a higher similarity with 
human (79%) compared to rat (69%) models (Davis et al., 2014). Besides that, the use of 
rats in research cannot always be faithfully extrapolated to human patients. Canines are more 
suitable for use in the study of cancer due to their characteristics of experiencing spontaneous 
disease with high frequency, developing the same types of cancer observed in humans and 
being receptive to the same therapeutic strategies (Pontius et al., 2007). In addition, both 
canines and owners are susceptible to getting the same type of cancer due to exposure to the 
same environmental factors.
The use of dogs as a model of a variety of cancers in human has been suggested due to 
the fact that the characteristics and gene sequence of C5a in canines mimic those in humans 
(Rowell et al., 2011; Pinho et al., 2012). Hence, it is important to study the effects of C5a/
c5aR on the development of tumours in canines. Unfortunately, due to the limited number of 
samples because of difficulty in getting spontaneous tumour samples from veterinary hospital 
in Malaysia, this study was unable to statistically exhibit these arguments on a much bigger 
scale. Nevertheless, this preliminary study provided a good platform for exploring the potential 
of using C5a/C5aR markers in clinical applications for diagnostic tools. It also highlighted 
prognostic indicators and potential targets for therapeutic and preventive strategies and supports 
efforts to evaluate clinical trials on the efficacy of C5a/C5aR-blockers in the treatment of 
canine tumours. 
Quantification of C5aR Gene Expression 
Four types of canine tumour were used in this study i.e. mammary carcinoma, lung carcinoma, 
melanoma and testicular tumour. Each tumour was compared to its normal tissue from the 
particular part of the body. The result showed that the mean CT value for the tumours was 
below 30 cycles except for melanoma and that the expression of C5a of normal tissues was 
TABLE 2: Nucleic Acid and Amino Acid Sequence Homologies of Canine C5aR, Compared with Other 
Mammalian Species
Dog Human Mouse Rats Sheep Pig Cattle
Nucleic acid (%) 91.0 91.0 92.0 85.0 88.0 85.0
Amino acid   (%) 82.0 86.0 85.0 85.0 89.0 85.0
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above 30 cycles. The differentiation of CT value between tumour tissues and normal tissues 
for mammary carcinoma, testicular tumour, lung carcinoma and melanoma were 15, 11, 5 and 
2 cycles, respectively. 
The CT value is a parameter used in detection and quantification of C5a expression in 
canine spontaneous tumours. The CT value form is in indirect proportion to the amount of 
PCR product in a reaction (Higuchi et al., 1993). The higher expression of gene of interest 
gives a lower CT value due to the principle of RT-PCR i.e. the detection of samples depends 
on the fluorescent signal that is captured by computer software where the result is calculated 
based on cycle threshold (CT) value. The higher the starting copy number of the nucleic acid 
target, the sooner a significant increase in fluorescence is observed. The result showed that the 
expression of C5a in canine spontaneous tumours was higher than in normal tissues due to the 
lower CT value of tumour tissues compared to normal issues. 
These findings are supported by the previous study of Hezmee et al. (2011) in which the 
researchers found that the expression of C5a in canine malignant tumours was higher compared 
to that in benign tumours while there was no expression of C5a in canine normal mammary 
tissues. This suggests that C5a may have a direct biological effect on cancer cells. This finding 
is also in agreement with  another study done on C5aR expression in bovine mammary tissues, 
in which C5aR was also expressed by inflammatory cells from bovine mammary tissues, but not 
from normal or inactive cells  (Nemali et al., 2008). Hence, this study suggested that activation 
of C5a receptors may have a consequence in tumour development. However, the use of a small 
sample size in this study means it is not clearly possible to make a proper correlation between 
the expression of C5aR and tumour types. Besides that, many precautionary steps starting from 
preparation protocol to analysing of results need to be emphasised due to the different type of 
tissues that can lead to a false positive result. 
The Real Time Polymerase Chain Reaction (qPCR) is a method that can be used to 
replace the weakness of PCR (Erlich et al., 1989; Whelan et al., 2003). This system provides 
greater sensitivity for amplicon detection compared to conventional PCR that uses gel-based 
detection. It can be seen in the results, where conventional PCR gave a single band to most of 
the tumour tissues but there was no band for melanoma and normal tissues. This was due to 
very low expression of C5a in these tissues. However, when the samples were put through the 
real-time PCR technique, both tumours and normal tissues gave a CT value result. This was 
due to the capability of real-time PCR of detecting DNA up to 50 fg and its higher sensitivity, 
up to tenfold more, than that of conventional PCR. Based on the reverse transcriptase PCR 
and Real Time PCR, the results showed that the expression of C5a was up-regulated in all the 
tumour tissues except melanoma and down-regulated in all normal tissues (Fig.2).
Even though the role of C5aR in the development of canine tumours remains unclear, there 
are studies that suggest a link between chronic inflammatory response and the development 
of cancer (Coussens & Werb, 2002; Tan & Coussens, 2007).  C5a and its receptors play an 
important role in various other disorders involving chronic inflammatory responses (Robbins 
et al., 1987; Welch, 2002; Arumugam et al., 2004a; Hawlisch et al., 2004; Ward, 2004) and 
due to its property of being one of the most potent inflammatory peptides, excessive activation 
of complement proteins towards their receptors in tissues has been hypothesised to lead to the 
progression of tumour cells (Tan & Coussens, 2007).  
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The complex mechanism of humoral immunity of the host, which includes the activation 
of C5a and its receptors in tissue and cell surfaces, is still not fully understood; nevertheless, 
receptors for the Fc portion of IgG (especially FcGRIII) and complement factors (particularly 
C5a/C5aR) are recognised as co-dominant effectors in the process (Schmidt & Gessner, 2005). 
Tissues damaged by autoimmune disorders and by cancer have similar characteristics such as 
in chronic innate immune cell infiltration, tissue re-modelling, angiogenesis, altered survival 
pathways (Sapir & Shoenfeld, 2005). It would seem there is a possibility that the same immune 
complex effector pathways are involved in pathogenesis of both disease (Tan & Coussens, 
2007). Although this study did not provide any data regarding the treatment of these tumours, 
there are, however, scientifically tested and proven anti-complement drugs that are used to 
counter the effects of excessive and chronic C5a/C5aR activation (Short et al., 1999; Arumugam 
et al., 2002; Woodruff et al., 2003; Arumugam et al., 2004b).  
CONCLUSION
This preliminary study found that the expression of C5a was up-regulated in most of the 
spontaneous canine tissues and down-regulated in all normal tissues. This study gave a positive 
indicator of the role of C5a in the development of spontaneous tumours in canines as well as 
in humans due to high homology of the C5a sequence in both dogs and humans. However, 
further study is warranted to fully understand the mechanism of tumour development due to 
action of C5a/C5aR; data for a higher number of tumour-bearing animals and the effects of 
C5a/C5aR antagonist and agonist drugs should be included in such study. 
Fig.2: The magnitude of expression of C5a via Real Time PCR. The CT value recorded for C5a is higher 
in normal tissue compared to the tumour tissue. The CT values recorded is indirectly proportional with 
concentration of C5a in which the higher the concentration of C5a, the lower the CT values recorded. 
The HPRT gene was used as a housekeeping gene to validate the results. The red bars show that the 
tumour tissues started with lane 1: Lung carcinoma; lane 2: Melanoma; lane 3: Testicular tumour; and 
lane 4: Mammary tumour. The green bars show the normal tissues for each type of tumour starting with 
the lung tissue followed with skin, testis and mammary tissues.
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and Machado (2015) and many more.
The Conforming Run Length (CRL) chart 
was proposed by Bourke in 1991. Bourke 
(1991) referred to CRL as the number of 
inspected units between two consecutive 
defective units. When CRL < LCRL, the CRL 
chart will indicate a shift in the process. Here, 
LCRL is the lower limit of the CRL chart.
INTRODUCTION
The Shewhart’s X  chart has wide applications in the service and manufacturing sectors. The 
Shewhart’s X  chart is effective for detecting large process mean shifts. On the other hand, 
both the Exponentially Weighted Moving Average (EWMA) and Cumulative Sum (CUSUM) 
control charts, introduced by Roberts (1959) and Page (1954), respectively, are used to detect 
small process mean shifts. Recently, many researchers have contributed to a wide variety of 
control charts to improve process monitoring, such as Costantino et al. (2015), Moraes et al. 
(2014), Ali and Riaz (2014), Haq et al. (2015), Chong et al. (2014), Teoh et al. (2014), Costa 
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ABSTRACT
The Group Runs (GR) and Side Sensitive Group Runs (SSGR) control charts are the improvement of the 
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average time to signal (ATS), are compared in this paper. In this comparative study, the Monte Carlo 
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the ATS values for the GR and SSGR charts. The results revealed that the SSGR chart’s performance is 
better than that of the GR chart for all levels of mean shifts.
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The synthetic chart suggested by Wu and Spedding (2000) combines the CRL chart (CRL/S 
sub-chart) and the Shewhart X  chart ( X /S sub-chart). The sample (group) of the CRL/S sub-
chart is considered as a unit. This synthetic chart is sensitive to small and moderate process mean 
shifts. Let µ0 be the target value of the mean, σ be the standard deviation, k be the multiplier 
controlling the width of the control limits of the X /S sub-chart and n be the sample size. If 
a group mean is                                                ( )0 0/ ,  /X k n k nµ σ µ σ∉ − +    , the group in the synthetic control chart is 
declared as non-conforming. The synthetic chart signals an out-of-control status when CRL 
≤ LS for the first time. Here, LS is the lower limit of the CRL/S sub-chart. Davis and Woodall 
(2002) extended the idea of Wu and Spedding (2000) to propose a side sensitive version of the 
synthetic control chart. They stated that the synthetic chart with side sensitivity outperforms 
the synthetic chart. This synthetic chart with side sensitivity has the feature of the run rules 
chart with a head start. For the synthetic chart with side sensitivity, if two out of (LS + 1)  group 
means lie outside of the X /S sub-chart’s limits on the same side of the centre line, the process 
is declared as being out-of-control. 
The Group Runs (GR) control chart proposed by Gadre and Rattihalli (2004) is a 
combination of an extended version of the CRL chart and the Shewhart X  chart. Note that this 
GR chart is an improvement of the synthetic chart. Let Lg be the lower limit of the extended 
version of the CRL chart, which is a sub-chart of the GR chart.
For the GR chart, a process is declared as being out-of-control when two successive 
group-based CRLs ≤ Lg or the first group-based CRL ≤ Lg  for the first time. Note that both 
the non-conforming groups in the two successive CRL values either have shifts on the same 
or opposite side of µ0. Besides that, Gadre and Rattihalli (2007) developed a Side Sensitive 
Group Runs (SSGR) control chart, which is an extension of the group runs chart with side 
sensitivity. In the SSGR chart, the process is declared as being out-of-control if two successive 
values CRL ≤ Lssg or the first group-based CRL ≤ Lssg for the first time. Note that both the non-
conforming groups for the two successive CRL values have shifts on the same side of µ0. Here, 
Lssg denotes the lower limit of the CRL chart, which is a sub-chart of the SSGR chart. Moreover, 
Gadre et al. (2010) modified the SSGR chart to develop the Side Sensitive Modified Group 
Runs (SSMGR) chart for detecting shifts in the process mean. Gadre (2014) also extended the 
univariate GR chart to bivariate and multivariate GR charts for monitoring process variability. 
The GR and SSGR charts can be used in any process monitoring situations in manufacturing, 
service industries, healthcare etc. The GR and SSGR charts are found to be better than the 
EWMA and CUSUM charts in detecting moderate and large shifts.
Gadre and Rattihalli (2007) compared the performance of the SSGR chart with the GR, 
Shewhart’s X and synthetic charts. However, in the comparison, the sample size (n) was not 
fixed, but was chosen to minimise the average time to signal a shift. This resulted in a very 
large n. For example, in one of the examples, the optimal n was 186, 102, 98 and 89 for 
the Shewhart’s X , synthetic GR and SSGR charts, respectively. It may not be feasible for 
practitioners to adopt such a large sample size. Thus, for this paper, we allowed the practitioner 
to fix the sample size at a particular value, then selected the optimal control limits which would 
minimise the average time to signal a shift. We focused our attention on small values of n, as 
small sample sizes are preferred in industrial applications.
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The performances, in terms of the average time to signal (ATS), of the SSGR and GR 
charts for detecting process mean shifts are compared in this paper. The objective of this 
study was to determine which control chart gives a better performance. The remainder of this 
paper is organised as follows: Sections 2 and 3 explain the design of the GR and SSGR charts, 
respectively. Section 4 studies and compares the performance of the GR and SSGR charts. 
Conclusions are drawn in Section 5.
DESIGN OF THE GR CONTROL CHART
The GR chart operates by declaring a sample of n items as being non-confirming when the 
sample mean falls outside the lower     or upper   control limits of the X  sub-chart. 
The number of conforming samples between two successive non-conforming samples is defined 
as the CRL. The process is declared as being out-of-control when the number of two successive 
CRLs ≤ Lg  or the first CRL ≤ Lg  for the first time. Readers may refer to Gadre and Rattihalli 
(2004) for a detailed explanation of the GR chart.
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where P(δ) is the probability of the occurrence of a non-conforming sample for a shift δ and 
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where Φ (·̇) is the standard normal cumulative distribution function. The derivation of Equation 
(1) is shown in Gadre and Rattihalli (2004).
To find the optimal chart parameters (k,Lg) for a given group size, the optimisation algorithm 
for the GR chart is taken as being similar to that of the synthetic control chart, as proposed by 
Wu and Spedding (2000). The optimal chart parameters are the parameters that minimise the 
ATS(δ) subject to the chosen in-control ATS (ATS0) constraint, where ATS0 = n x ARL0 . The 
procedure to obtain the optimal chart parameters is outlined as follows:
1. Specify the values of n, µ0, σ, δ  and  ARL0.
2. Let Lg = 1.
3. Numerically solve Equation (1) for k when ATS(0) = ATS0, where ATS0 = n×ARL0 
Parameters (Lg , k) are candidates for an optimal GR chart, since they produce an in-control 
ATS value of ATS0.
4. Calculate the out-of-control ATS, ATS(δ) by substituting the current values (Lg,k) into 
Equation (1).
5. If the out-of-control ATS is reduced to a given precision, let Lg = Lg + 1 and go back to 
Step 3. Otherwise, proceed to Step 6.
( )|X SL ( )|X SU
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6. Take the immediate previous values of (Lg, k) as the optimal control limits of the GR chart. 
In this paper, the optimal parameters are computed using Mathematica by implementing 
Steps 1 to 6.
DESIGN OF THE SSGR CONTROL CHART
The SSGR chart operates by declaring a sample of n items as non-confirming when the sample 
mean falls outside the lower ( )|X SL or upper ( )|X SU  control limits of the X  sub-chart. The 
process is declared as out-of-control when the number of two successive CRLs ≤ Lg or the 
first CRL ≤ Lg for the first time. However, unlike the GR chart, the two successive X  samples 
corresponding to the two successive CRLs must fall on the same side of the target value µ0. 
Readers may refer to Gadre and Rattihalli (2007) for a detailed explanation of the SSGR chart.
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where  Φ (∙) is the standard normal probability density function. The derivation of Equation 
(3) can be found in Gadre and Rattihalli (2007). 
We are interested to search for the optimal chart parameters (k, Lssg) for a given sample 
size, n. The computation of the optimal chart parameters of the SSGR chart is similar to that 
of the GR chart described in the previous section but by replacing the notation Lg with Lssg , 
Equation (1) with Equation (3) and the words ‘GR chart’ with ‘SSGR chart’.
A COMPARISON BETWEEN THE GR AND SSGR CHARTS BASED ON ATS
A comparison between the GR and SSGR charts, in terms of the ATS, is discussed in this 
section. The Statistical Analysis System (SAS) software was used to calculate the ATS via the 
simulation methods. The procedure to compute the ATS for the GR chart is outlined as follows:
1. Specify the values of п, µ0, σ, δ, k and Lg. 
2. Compute the lower and upper control limits (LCL and UCL) of the X  sub-chart.
3. Set CRL = 0 and p = 0.
4. Set i = 1.
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5. For j = 1 to п, generate X from a normal distribution with mean µ0 + δσ and variance σ2, 









       
. If LCL ˂ X  ˂ UCL, go to Step 6; otherwise, 
go to Step 7.
6. Set a = 1, CRL = CRL + 1 and i = i + 1, then return to Step 5.
7. Set p = p + 1. If a = 1, set CRL = CRL + 1 and CRLL (p) = CRL; else if a ≠ 1, set CRLL 
(p) = CRL. If p = 1, go to Step 8; otherwise, if p ≥ 3, go to Step 9.
8. If CRLL (p) ≤ Lg, ATS = i×n; otherwise, i = i + 1 and return to Step 5.
9. If CRLL (p-1) ≤ Lg  and CRLL (p)≤ Lg, ATS = i×n; otherwise, i = i + 1 and return to Step 5.
Repeat Steps 3 to 9 for 10,000 times. The ATS is the average value of all the ATS values 
computed from the 10,000 simulation trials. 
The ATS of the SSGR chart was obtained in similar manner (except that the side sensitivity 
feature was considered):
1. Specify the values of п, µ0, σ, δ, k and Lssg.   
2. Compute the lower and upper control limits (LCL and UCL) of the X  sub-chart.
3. Set CRLU = 0, CRLL = 0 and p = 0.
4. Set i = 1.
5. For j = 1 to n, generate X from a normal distribution with mean µ0 + σδ and variance σ2 then 










. If LCL < X  < UCL, go to Step 6; otherwise, go to 
Step 7.
6. Set a = 1, CRLU = CRLU + 1, CRLL = CRLL + 1 and i = i + 1, then return to Step 5.
7. Set p = p + 1. If X  >UCL , go to Step 8, while if X  > LCL, go to Step 9.
8. If a = 1, set CRLU = CRLU + 1 and CRLUU (p) = CRLU; otherwise, if a ≠ 1, set CRLUU 
(p) = CRLU. If p = 1, go to Step 10; otherwise, if p ≥ 3, go to Step 11.
9. 9. If a = 1, set CRLL = CRLL + 1 and CRLLL (p) = CRLL; otherwise, if a ≠ 1, set CRLLL 
(p) = CRLL. If p = 1, go to Step 12; otherwise, if p ≥ 3, go to Step 13.
10. If CRLUU (p) ≤ Lssg , ATS =  i×n; otherwise, i = i + 1  and return to Step 5.
11. If CRLUU (p -1) ≤ Lssg and CRLUU (p) ≤ Lssg, ATS = i×п ; otherwise, i = i + 1  and return 
to Step 5.
12. If CRLLL (p) ≤ Lssg , ATS = i×n ; otherwise, i = i + 1  and return to Step 5.
13. If CRLLL (p - 1) ≤ Lssg  and CRLLL (p)≤ Lssg , ATS = i×п ; otherwise,  i = i + 1 and return 
to Step 5.
Repeat Steps 3 to 13 for 10,000 times. The ATS is the average value of all the ATS values 
computed from the 10,000 simulation trials. 
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To compare the GR and SSGR charts, the following combinations of input parameters 
were selected:
п :  3 5 7
δopt : 0.2 0.5 1.0
 ARL0 : 370 500 
Here, δopt denotes the size of a mean shift for which a quick detection is desired and ARL0 
is the in-control average run length. All the 18 possible combinations of the input parameters 
(п, δopt, ARL0) are considered in this paper. These combinations of input parameters are selected 
so that practitioners can study the performances of the GR and SSGR charts for small sample 
sizes and small shift sizes. Small sample sizes are preferred in industrial applications, while 
the performance of the chart in detecting small shift sizes is important as large shift sizes 
are usually easily detected. Besides that, two different constraints in ARL0 are used so that 
the effects of the constraints on the ATS can be studied. Practitioners can also choose other 
combinations of the input parameters according to their needs. The process is then monitored. 
These input parameters (п, δopt, ARL0) were used to obtain the optimal values, (k, Lg) and 
(k, Lssg ) of the SSGR and GR charts, respectively. The optimal control chart parameters are 
shown in Table 1. These optimal parameters are computed using the procedure described in 
the last two sections.
TABLE 1 : Optimal and Values of the GR Chart and SSGR Chart, Respectively
( )0,, ARLoptn δ
 GR SSGR
k Lg k Lssg
(3, 0.2, 370) 2.57 70 2.41 44
(3, 0.5, 370) 2.30 20 2.16 15
(3, 1.0, 370) 1.95 5 1.87 5
(5, 0.2, 370) 2.52 55 2.36 35
(5, 0.5, 370) 2.18 12 2.05 10
(5, 1.0, 370) 1.81 3 1.72 3
(7, 0.2, 370) 2.47 44 2.32 29
(7, 0.5, 370) 2.10 9 1.96 7
(7, 1.0, 370) 1.81 3 1.6 2
(3, 0.2, 500) 2.65 84 2.49 52
(3, 0.5, 500) 2.37 23 2.23 17
(3, 1.0, 500) 2.05 6 1.91 5
(5, 0.2, 500) 2.60 65 2.44 41
(5, 0.5, 500) 2.26 14 2.12 11
(5, 1.0, 500) 1.86 3 1.77 3
(7, 0.2, 500) 2.55 52 2.4 34
(7, 0.5, 500) 2.17 10 2.04 8
(7, 1.0, 500) 1.86 3 1.64 2
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The optimal combinations (k, Lg) and (k, Lssg) in Table 1 were used to compute the 
corresponding ATS(δ) for the GR and SSGR charts, which are shown in Tables 2 to 4. The 
ATSG and ATSSSG in Tables 2 to 4 represent the ATS values for the GR and SSGR charts, 
respectively. The in-control ATS for the two charts is equal to ATS0 = п×ARL0 . Table 5 shows 
the percentage of improvement in the ATSs of the SSGR chart as compared to the GR chart. 
For δ > 0 , the ATSs of the GR chart were larger than that of the SSGR chart, except for larger 
shifts where the ATSs of the GR chart were similar to that of the SSGR chart (see Tables 2 to 
4). Thus, the SSGR chart had a higher detection speed of the out-of-control condition compared 
to the GR chart. However, the ATSG and ATSSSG values were almost the same when the shifts 
were large (δ ≥ 2.0), which show that the GR and SSGR charts gave equal performance for 
large shifts. Table 5 shows that the percentage of improvement was larger for smaller shifts, 
especially for δ ≤ 1.0 . In general, it is concluded that the SSGR chart is more sensitive than 
the GR chart in detecting process changes.
 TABLE 2 : ATS Values of the GR and SSGR Charts when n = 3
0,( , ARL )optn δ
δ
(3, 0.2, 370) (3, 0.5, 370) (3, 1.0, 370) (3, 0.2, 500) (3, 0.5, 500) (3, 1.0, 500)
ATSG ATSSSG ATSG ATSSSG ATSG ATSSSG ATSG ATSSSG ATSG ATSSSG ATSG ATSSSG
0.2 479.27 375.81 502.00 409.84 561.05 471.60 601.64 480.44 621.68 508.53 764.39 575.81
0.4 124.95 93.45 117.58 90.61 146.37 107.01 149.98 113.01 139.20 106.77 180.04 127.92
0.6 48.92 36.88 36.76 29.53 40.35 31.63 57.12 42.77 40.86 33.05 45.53 35.70
0.8 25.48 19.67 17.12 14.45 15.72 13.26 29.21 22.38 19.14 15.80 17.37 14.50
1.0 14.96 12.03 10.64 9.06 8.53 7.58 16.63 13.40 11.53 9.81 9.19 8.01
1.5 5.89 5.24 4.85 4.49 4.04 3.91 6.32 5.55 5.09 4.67 4.23 3.98
2.0 3.67 3.50 3.41 3.31 3.21 3.18 3.78 3.58 3.47 3.36 3.26 3.20
2.5 3.13 3.08 3.06 3.04 3.03 3.02 3.15 3.10 3.07 3.05 3.03 3.02
3.0 3.01 3.01 3.00 3.00 3.00 3.00 3.02 3.01 3.01 3.00 3.00 3.00
TABLE 3 : ATS Values of the GR and SSGR Charts when n = 5
0,( , ARL )optn δ
δ
(5, 0.2, 370) (5, 0.5, 370) (5, 1.0, 370) (5, 0.2, 500) (5, 0.5, 500) (5, 1.0, 500)
ATSG ATSSSG ATSG ATSSSG ATSG ATSSSG ATSG ATSSSG ATSG ATSSSG ATSG ATSSSG
0.2 514.76 403.36 582.71 436.04 712.84 549.33 653.45 502.50 725.79 541.13 938.65 703.48
0.4 106.60 80.30 94.37 73.02 131.99 96.40 126.32 94.36 109.12 84.29 160.41 115.73
0.6 41.74 32.60 28.66 23.87 32.99 26.80 48.10 36.98 31.61 26.48 37.59 30.12
0.8 21.57 17.51 14.45 12.73 13.35 11.83 24.11 19.38 15.70 13.64 14.45 12.60
1.0 12.85 11.09 9.59 8.76 8.15 7.60 13.91 11.90 10.20 9.21 8.50 7.91
1.5 6.25 5.95 5.71 5.56 5.35 5.30 6.44 6.10 5.79 5.64 5.39 5.33
2.0 5.13 5.08 5.05 5.03 5.01 5.01 5.16 5.10 5.06 5.04 5.02 5.01
2.5 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
3.0 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
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AN ILLUSTRATIVE EXAMPLE
To show the implementation and application of the GR and SSGR control charts, a set of real 
data from Wild and Seber (2000) was adopted. Consider a dry powder filling process, where 
the weight of content in each can is the quality characteristic of interest. In a canning plant, dry 
powder is packed into cans with a nominal weight of 2000 grams. Cans are filled at a four-head 
filler fed by a hopper, with each head filling about 25 cans every two minutes. 
The process is controlled by a computer programme that calculates very crude adjustments 
to fill-times based on the filled weight recorded at a check weigher. A sub-group of 5 cans is 
a natural sub-group size for studying the process. The powder density is expected to change 
often. This is because of the settling effect in the bins where it was stored prior to canning. 
Therefore, automatic adjustment is needed. 
The weights were recorded for 5 successive cans every two minutes, for 60 minutes, to see 
how the process was performing. Hence, the data consisted of 30 sub-groups, each of size n 
= 5. These weights, expressed as deviations from 1984 grams, are given in Table 6. The mean 
iX  and range Ri of each of these subgroups are also given in Table 6.
TABLE 6 : Canning Plant Data
Subgroup Weight-1984 (grams)  Mean Range
1 32.3 31.6 13.3 14.3 16.6 21.62 19.0
2 23.2 32.9 30.1 34.8 29.9 30.18 11.6
3 8.1 17.5 11.9 11.4 12.5 12.28 9.4
4 19.6 26.2 27.8 27.4 17.1 23.62 10.7
5 31.4 35.7 29.2 29.7 26.9 30.58 8.8
6 37.5 22.6 8.1 12.9 14.5 19.12 29.4
7 20.0 18.0 23.6 9.0 16.1 17.34 14.6
8 7.9 4.4 4.4 3.9 3.7 4.86 4.2
9 17.8 17.1 18.4 24.9 21.5 19.94 7.8
10 25.4 26.9 27.3 21.6 29.2 26.08 7.6
11 35.9 42.8 41.1 37.4 24.8 36.40 18.0
12 26.6 33.4 27.9 25.1 29.9 28.58 8.3
13 13.7 11.8 20.6 6.2 14.2 13.30 14.4
14 32.3 23.1 17.7 22.1 12.1 21.46 20.2
15 27.4 26.0 29.4 29.5 32.5 28.96 6.5
16 36.5 42.4 30.7 27.0 23.3 31.98 19.1
17 24.0 36.8 31.5 22.5 25.6 28.08 14.3
18 26.2 18.0 14.4 6.8 11.3 15.34 19.4
19 25.7 26.3 23.2 17.8 18.1 22.22 8.5
20 16.4 44.1 33.4 29.7 32.2 31.16 27.7
21 13.2 23.3 23.7 21.0 16.7 19.58 10.5
22 24.5 32.8 24.4 29.2 22.0 26.58 10.8
23 16.7 24.9 27.8 29.3 31.4 26.02 14.7
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Firstly, the optimal values of (k, Lg) for the GR chart and (k, Lssg) for the SSGR chart were 
obtained based on (n = 5, δopt = 1, ATS0 = 2000). We used the optimal values (k, Lg) = (1.82, 
3), as given in Gadre and Rattihalli (2004) for the GR chart, while optimal values of (k, LSSG) 
=  (1.74, 3) as given in Gadre and Rattihalli (2007), were adopted for the SSGR chart.
Next, the X  sub chart was set up to declare whether a sub-group of data was conforming 








          , where m = 30 
is the number of subgroups. Since there were five observations in each subgroup i.e. n = 5, the 
range method was used to estimate the standard deviation σ for this X  sub chart. The average 









 . Thus, the standard deviation for the X  
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Therefore, with 0ˆ 24.22µ = and ˆ 6.41σ = , the lower and upper control limits of the X
sub chart could be computed. For the GR chart, the lower and upper control limits of the sub 
chart were  | 19.0027X SL =  and | 29.4373X SU = , while for the SSGR chart, the lower and upper 
control limits of the X  sub chart were       = 19.232 and         = 29.208 . Hence, the X  sub 
chart for the weights of dry powder in cans could be constructed as given in Fig.1 and Fig.2 
for the GR and SSGR charts, respectively.
The dots in Fig.1 and Fig.2 are the non-conforming groups of canning plant data as those 
group means fell outside the lower and upper limits of the X sub chart. Let Yr be the rth group-
based CRL, for r ∈ ｛1, 2, 3,..｝. Recall that the GR chart indicates an out-of-control signal 
if either Y1 ≤ Lg or two successive Yr and Yr+1 (for r = 2, 3, …) are less than or equal to Lg for 
the first time, while for the SSGR chart, a process indicates an out-of-control signal if either 
Y1 ≤ Lssg or two successive Yr and  Yr + 1 (for r = 2, 3, …) are less than or equal to Lssg for the 
first time, provided that the two successive X samples corresponding to the two successive 
group-based CRLs fall on the same side of the target value µ0. From Fig.1 and Fig.2, we know 
that Y1 = 2 , which is less than  LG = LSSG = 3. Therefore, the process was declared as being 
out-of-control by both the GR and SSGR control charts. 
24 34.2 25.6 11.5 8.5 2.6 16.48 31.6
25 33.6 17.4 17.5 18.4 15.6 20.50 18.0
26 27.2 37.2 27.4 28.2 21.2 28.24 16.0
27 29.6 39.0 35.7 32.5 29.3 33.22 9.7
28 18.9 54.3 40.4 35.3 28.3 35.44 35.4
29 19.1 28.6 23.8 29.9 27.1 25.70 10.8
30 29.9 29.4 30.8 30.3 38.5 31.78 9.1
TABLE 6 : (Continued)
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However, if we assume that all of the subgroups before the 11th (in circle) subgroup were 
conforming groups i.e. the first 10 subgroups have points plotting within the       
  
and  
limits, then Y1 = 11, Y2 = 2 and Y3 = 3 . Thus, for the GR chart, the process was declared as 
being out-of-control at the 16th sub-group as both Y2 and Y3  were less than or equal to Lg. 
However, the SSGR chart would not declare the process as being out-of-control after observing 
the third non-conforming group although both Y2 andY3 were less than or equal to Lssg . This 
is because the group means for  Y2 andY3 fell on the opposite side of the target value X . The 
SSGR chart would only declare the dry powder filling process as out-of-control after plotting 
Y8, as both Y7 =3 and Y8 = 1  are not greater than LSSG  and both group means fall on the same 
side of the X  sub chart. Thus, when the SSGR chart was adopted, the process was declared 
as being out-of-control at the 28th sub-group.
Fig.1: X sub chart for the weights of dry powder in cans (GR chart).
Fig.2: X sub chart for the weights of dry powder in cans (SSGR chart).
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CONCLUSION
This study assumed that the underlying distribution followed an independent and identically 
distributed normal distribution. In this study, the ATSs of the GR and SSGR charts were 
compared for different sizes of mean shifts. When the in-control ATS of the charts under 
comparison was fixed at the same value, the chart having the smallest out-of-control ATS 
among all the competing charts was preferable. Since the ATS values of the SSGR chart were 
significantly less than the ATS values of the GR chart, the SSGR chart surpassed the GR chart 
for any sizes of shifts in the process mean. 
Future research can be done to compare the performance of the GR and SSGR charts 
with estimated process parameters. Besides that, a comparative study of the performance of 
the GR and SSGR charts for skewed and heavy-tailed distributions can also be explored in 
future research.
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crucial throughout the process of biometric 
recognition because it is where the distinct 
interest and significant characteristic of an 
individual are captured.
Many algorithms have been proposed for 
feature extraction techniques. In general, there 
are four basic approaches: geometry, colour 
INTRODUCTION
Nowadays, biometric technologies are vital for personal authentication. This technology is able 
to provide security and privacy for identification because of the unique physical attribute that 
only an individual can present. Generally, biometrics such as face, finger, voice, iris, eye and 
palm-print are widely applied. There are two modes of the biometric system i.e. verification 
and identification, depending on the application (Matyáš & Říha, 2002). Verification is where 
the identity of an individual is verified as who he claims to be. On the other hand, identification 
is where the system will identify the unknown person. In order to verify or identify a 
biometric, significant information has to be extracted. In this relation, feature extraction is very 
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segmentation, appearance and template-based techniques. One example of the geometry-based 
method is the Gabor wavelets transform approach (Lee, 1996; Lee & Wang, 1999; Lim et al., 
2009; Bereta et al., 2013; Kong et al., 2003;  Slavkovic et al., 2013; Shahamat & Pouyan, 
2014) which is applied in face, palm-print and fingerprint recognition. In addition, the edge 
detection approach is also used on fingerprint and palm-print recognition (Bong et al., 2010). 
Colour-based feature extraction is mostly applied to face recognition where skin region or 
certain arrays of colour pixels is obtained (Seow  et al., 2003; Singh et al., 2003). It is found 
to be used on palm-print in Sang, Ma and Huang (2013), where the authors utilised skin-colour 
thresholding to extract features and also on eye detection ( Bong & Lim, 2007; Bong & Lim, 
2009). Other than that, Bhoi and Mohanty (2010) used template-based feature extraction 
by detecting the eyes. Another approach that is commonly applied is the appearance-based 
technique that is mostly on Principal Component Analysis (PCA) and Independent Component 
Analysis (ICA). This method has been a favourite of researchers for either face, palm-print 
or fingerprint detection (Lu et al., 2003; Eleyan & Demirel, 2005; Lin, 2010; Ebied, 2012; 
Mohammadi et al., 2014).
In recent years, a new feature extraction technique based on bit-plane has been proposed. 
The bit-plane approach was recently introduced by several researchers. Most works have 
been applied for face and palm-print recognition (Lee & Bong, 2013). In (Hoque & Fairhurst, 
2000), bit-plane decomposition was applied in face recognition based on the moving window 
method where every bit level was evaluated for its performance in recognition. This research 
was further evaluated in Li and Wang (2009)  using the same method but emphasised the 
improvement of diversity of component classifiers, where several mathematical rules were 
applied for performance evaluation. Also in some works (Ting et al., 2008; Bong et al., 2009; 
Ting et al., 2013), the authors performed face recognition on single and combined bit planes 
using feed-forward neural network. Research was also carried out in the work by Ramlan et 
al. (2012) using neural network for thumbprint recognition. The bit-plane extraction approach 
in face recognition was also proposed by applying PCA  (Wang et al., 2006; Srinivas et al., 
2013). In these works, after the bit-plane decomposition, bit-planes were selected visually. 
Most of the bit-plane-based biometric recognitions assume that the highest order of a 
bit-plane decomposition contains the most biometric features. This assumption is supported 
visually by looking at the decomposed bit planes. Generally, the higher order bit-planes contain 
binary images that have visual resemblance to the original grey images, whereas the lower 
order bit-planes do not seem to provide this resemblance. Thus far, not much research has been 
done to scientifically analyse bit-planes to validate the assumption. 
Furthermore, PCA is an established technique for its multivariate analysis. It is used to 
find patterns in data of high dimension, while expressing data by highlighting their differences 
and similarities. Other than that, it is commonly applied in pattern recognition such as face 
recognition and also used for image compression (Jolliffe, 1986). PCA can effectively reduce 
the image’s dimensionality, yet conserve the key identifying information (Turk & Pentland, 
1991). It is done by obtaining the principal components that retain the highest variance of 
the original variables. Since the variance of the principal component indicates the amount of 
expressed information, bit-plane is analysed with PCA to observe the amount of information 
in each bit-plane. This is to justify the contribution of each bit-plane in recognition. Hence, 
Bit-Plane Image Analysis by PCA on Face and Palmprint
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in this paper, we used PCA as a model to validate this assumption for face and palm-print 
recognition. This is different from the technique used by Srinivas et al. (2013) and Wang et al. 
(2006), who mainly focused on applying fusion on bit-planes with PCA for feature extraction 
to enhance recognition rate.
The paper is organised as follows: In Section 2, the idea of bit-plane decomposition is 
introduced. This is followed by a brief presentation of the PCA algorithm and a description of 
the database. The experimental results on Yale (Georghiades, 1997), ORL (AT&T Laboratories 
Cambridge, 1994) and PolyU Palm-print Databases (The Hong Kong Polytechnic University, 
n.d.) are presented in Section 3. Finally, Section 4 presents the conclusion.
MATERIALS AND METHODS
Bit-Plane Extraction
Schwartz and Barker (1966) presented an idea of decomposing an image from grey-scale to a 
collection of binary images, and called this the bit-plane decomposition technique. It is based 
on the conversion of decimal to binary for each pixel. An eight-bit grey level image has pixel 
values ranging from 0 to 225. Therefore, it can be decomposed into eight layers or bit-planes, 
whereby the first bit-plane (bit-plane 0) consists of the least significant bits while the last bit-
plane (bit-plane 7) comprises the most significant bits.



























            [1]
To convert to binary, the original image, f(x,y) , has to be divided by 2 in order to obtain 
the remainder, R, which represents the feature of a specific bit-plane. Mathematically, it can 
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where f(x,y) is the original image, fbp(x,y) is the bit-plane information, R is the remainder, and 
floor(x) rounds the elements to x nearest integers less than or equal to x (Ting et al., 2008; 
Bong et al., 2009; Ting et al., 2013).
Fig.1 and Fig.2 show the decomposition of grey images into bit-planes for face and palm-
print images. The first row represents the original image, while the second row shows the 
image of each bit-plane without image enhancement, starting from the least significant plane 
to most significant plane, and from left to right. From the visual observation in Fig.1, certain 
bit-planes are shown to have a distinguished face image. The visible face images indicate 
that the majority of the significant information is present in bit-planes 5, 6 and 7. In contrast, 
face images that cannot be distinguished indicate the minority of the significant information 
is present at bit-planes 0, 1, 2, 3 and 4. As for the palm-print image, the palm feature is also 
observable visually, especially the last bit-plane presented in Fig.2.
Principal Component Analysis
The main idea of PCA is significant information of the data can be represented well by 
utilising only the first few principal components. The principal components are the new set 
of uncorrelated variables transformed from the original interrelated variables of the original 
image. In each principal component, the amount of information is presented as the variance. 
The ‘first principal component’ has the highest variance, which also means it consists of most 
information of an image (Jolliffe, 1986). In this work, first principal components for each bit-
plane were obtained so as to compare their eigen values. The latter part was proceeded with 
recognition by using Euclidean distance. The performance shown thereby indicates the amount 
of information contributed by each bit-plane.  
In PCA, the basic algorithm is that, firstl, a digital image can be represented as a matrix with 
the size of x row and y column. Let an image be denoted as f(x,y) or in short, as f. The training 
set is f1, f2, f3,… fM where M is the total number of images. Before computing the covariance 
matrix or eigen vectors, the average of the image set has to be determined. It is defined by:
Fig.1: Illustration of an original face image and its 8 bit-planes.
Fig.2: Illustration of a palm-print image and its 8 bit-plane.
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The mean-centred image, which is the difference between each image in the dataset from 
the average image, is: 
 φ−= ii fw                                  [4]
In order to obtain the largest possible principal component, the kth vector, uk, is selected on 
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This results as the vectors uk, which are the eigen vector, and the scalars τk, which are the 
eigen values of the covariance matrix, and is defined by:
     
       [7]
  where A=[w1 w2 w3…. wm].
Each image in the training set is now represented as an eigen vector. This means the 
number of eigen vectors produced is equal to the number of training images presented. Next, 
the eigen vectors are sorted from high to low corresponding to the eigen values. Let M’ be 
the selected number of eigen vectors to be used. The M’ numbers of the largest eigen vectors 
are then selected as the components of the eigen feature. After that, each of the mean-centred 
images is projected into an eigen space by using:
 )( φ−= fuw Tkk ; k=1,2..M’;                   [8]
Hence, all the training images are now transferred into the eigen space. For recognition 
purposes, the equivalent process is applied to the testing images. The testing images are to be 
mean-centred first before being projected into the same eigen space as training images. This 
enables comparison between the projected testing images with the projected training images 
in the eigen space. The comparison is done using a Euclidean distance classifier as explained 
earlier. The matching images would be defined by the closest distance between the training 
and testing image.
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DATABASES
The evaluation was performed using two categories of database: face and palm-print. The 
specifications of each database are presented below.
Face Databases
For face, Yale and ORL (Olivetti Research Laboratory) face databases were applied. Yale 
database consists of a total of 165 images from 15 subjects; each subject has 11 images 
including altered expressions and illumination conditions. The resolution for each image is 
100x100pixels (Georghiades, 1997).
The ORL database consists of 400 images from 40 individual subjects; 10 images for each 
individual in varied poses. In the database, every subject is in an upright, frontal position with 
facial expression; there are some variations in lighting, facial details etc. The resolution of each 
image is 112×92 pixels, with 256 grey levels per pixel (AT&T Laboratories Cambridge, 1994).
Palmprint Database
PolyU Palm-print Database was also used for this research. It contains 7,752 greyscale 
images corresponding to 386 different palms in bitmap format. Approximately 20 samples 
were collected in two sessions for each palm. The number of the samples is uneven for each 
set. Around 10 of those samples were captured in the first session and the second session 
correspondingly. The average interval between the first and the second collections was two 
months. The original image size was 384 x 284 pixels. In this research, in order to extract 
the centre of the palm as the region of interest, the images were cropped manually to189 x 
182pixels. The samples from the first session were used. Also, in the experiment of the current 
study, left palm and right palm were treated as two different databases. Some sets of data were 
filtered and eliminated due to insufficient number of samples or distorted images. Therefore, a 
total of 3,840 images from 192 subjects were used, with 10 sample images each from the left 
and right palms (The Hong Kong Polytechnic University, n.d.).
Recognition and Performance Metric
After applying PCA, analysis was continued by evaluating the recognition performance of 
the bit-planes. Firstly, in order to cluster the features in eigen space, Euclidean distance was 
applied. Classification was done by measuring the distance between the projection vectors of 
training images with projection vectors of testing images in the eigen space. The smaller the 
distance between the images, the more the similarity increased. The shortest distance thereby 
indicated the subject to be recognised. The mathematical expression for Euclidean distance dk is:
                                   [9]
where f is the feature vector of testing set, fk and sk is the kth feature vector and its standard 
deviation and M denotes the number of eigen vectors.
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Next, to observe the performance of recognition for bit-plane, accuracy was computed. 
Accuracy indicates the percentage of correctly accepted enrolment by the system, which is 
defined by:
                           total correctly classified data  Accuracy =    (     )   x100     [10]
   total testing data
RESULTS AND DISCUSSION
In our experiments, the data were categorised into training set and testing set. The training 
set consisted of the first five images of each subject. The testing set, on the other hand, was 
obtained from the remaining images of database.
Two experiments were carried out. Firstly, the analysis was done by extracting the eigen 
values from the first principal component of each bit-plane to observe the performance of 
each bit-plane in all the databases. The assumption of bit-planes is that the highest order of 
bit-plane decomposition contains the most biometric features while the lower order of the bit-
plane consists of less information regarding the biometric. Hence, the first experiment was to 
validate this assumption on face and palm-print; this is further explained below. Furthermore, 
in order to verify the assumption of bit-planes, analysis of eigenspace for recognition was done.
Principal Components
For our analysis, the first principal components of the bit-planes from all the databases were 
extracted for comparison. This is because the first principal component is known for the 
highest variance of the original image. In other words, from the first principal component, the 
contributed amount of information in each bit-plane can be observed. 
Fig.3 shows the comparison of eigen values of the first principal component for all 
databases. Face and palm-print databases clearly show that the variance has significantly 
increased starting from bit-plane 5 in the first principal component, and bit-planes 6 and 7 
have the most variances compared to others. 
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Since the first principal component accounts for the largest proportion of the total variance, 
it also represents the most information of data (Jolliffe, 1986). Hence, although Fig.3 shows 
stable eigen values from bit-plane 0 to bit-plane 4, the information it provides is insufficient to 
present data as shown in Fig.1 and Fig.2, where no visible face or palm images can be observed. 
On the other hand, bit-plane 5 to 7 with increasing variance, show a more discernable face and 
palm figure as illustrated in Fig.1 and Fig.2. Therefore, the characteristic of the first principal 
component in each bit-plane corresponds with the bit-plane presented through visualisation 
where more information is observed at bit-planes 6 and 7 that can contribute to recognition. 
In order to further verify the contribution of bit-planes, recognition was then continued using 
the Euclidean distance method.
Face and Palm-Print Recognitions
The bit-planes were then trained using the selected number of principal components. They 
were then tested for recognition using Euclidean distance. Here, the optimum number of the 
principal component was selected using the trial-and-error method. To evaluate the recognition 
performance, Euclidean distance was applied using Equation [9].
Face Database
The experiment was done on two face databases. For both databases, the first five images 
for each subject were selected in the training set. Therefore, the number of the training images 
for Yale was 75 (=15x5). The remaining images were then used for the testing set. This gave 
a total of 90 (=15x6) images for the testing set. 
Through the trial and test with 12 eigen vectors, the matching performance showed higher 
rates for the last two most significant bit (MSB) bit-planes. Fig.4 shows that the last two MSB 
bit-planes can achieve approximately 86% recognition for bit-plane 6 and 81% for bit-plane 
7. The remaining bit-planes showed recognition performance below 50%. It was observed that 
the lower order bit-planes required more principal components to achieve higher performance 
rate. Consequently, it was shown that the lower order bit-planes contained less variance than 
the higher order bit-planes, and thus, contributed less information for the recognition. 
Fig.4: Recognition rate on Yale database.
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As for ORL, 35 eigen vectors were selected as the optimum threshold in this study since 
the bit-planes could achieve 80% of the performance. The results presented in Fig.5 showed 































The PolyU palm-print database, which used left and right palms, showed two different 
orientations, and were separately divided as two distinct databases. For each side of the palm, 
there were 192 samples with 10 images from each subject. In the experiment, the first five 
images were used per subject for training while the remaining images were used for testing. 
This also means that the number of training and testing samples was 960 (=192x5) each. 
For the left palms, the experimental results clearly showed that the last two MSB bit-
planes provided higher recognition rates than the other bit levels (see Fig.6). Similar to the 
face database, lower-order bit-planes need more principal components so as to increase the 
recognition rate. It is clearly shown in Fig.6 and Fig.7, especially for bit-plane 5, that the 
matching rate increased as more eigen vectors (principal components) were presented. This 
shows that the lower-order bit-planes consisted of lower variance as compared to the higher-
order bit-planes. Hence, less information of the data was presented in the lower-order bit-planes 
to assist the recognition performance.
Fig.5: Recognition rate on ORL database.
Fig.6: Recognition rate on PolyU left palm database.
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BENEFITS OF STUDY
The analyses carried out in this study confirmed that the last two bit-planes, which were bit-
plane 6 and bit-plane 7, were able to provide adequate information for feature extraction.  No 
analysis of bit-planes from the perspective of PCA has been done before. PCA as an established 
technique is thereby eligible to confirm and prove the contribution of each bit-plane for 
biometric recognition. This analysis also concludes that bit-plane is able to contribute sufficient 
information for feature extraction in biometric recognition. Furthermore, it is able to overcome 
database storage limitation and reduce computation time because only the last two bit-planes 
are needed for biometric recognition.  
CONCLUSION
In this paper, the performance of each bit-plane was justified using the PCA approach so as 
to verify its usefulness in recognition. Experiment was done on two types of biometric: face 
and palm-print. They were applied on the first principal component with the highest variance, 
which also showed the amount of information presented. It resulted in the highest variance 
shown by bit-plane 6 and 7. All the databases were then proceeded for recognition and showed 
a low matching rate for lower-order bit-planes (0-5), while the last two MSB bit-planes (6 
and 7) provided rates above 80%. These verified that more information can be contributed 
for recognition at bit-planes 6 and 7. In conclusion, for face and palm-print recognition, the 
bit-plane extraction approach works effectively, as proven by above 80% for face and 90% 
for palm-print. This further validates the application of bit-planes for biometric recognition.
ACKNOWLEDGEMENTS
The authors would like to acknowledge the Ministry of Education, Malaysia for the provision of 
research grant FRGS/03(03)/771/2010(52) and the Faculty of Engineering, Universiti Malaysia 
Sarawak for the provision of research facilities.
Fig.7: Recognition rate on PolyU right palm database.
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that expresses the joint distribution between 
multiple interacting nodes of interest based on 
their probabilistic relationship (Pearl, 1998; 
Neopolitan, 2004). By applying Markov 
Chain-Rule, the joint probability distribution 
of the nodes in Bayesian Network can be 
decomposed as shown in Equation [1] (Pham 
& Ruz, 2009). 
INTRODUCTION
Classification is the organisation of patterns that require the construction of a classifier, 
which is a function that does grouping based on shared attributes (Madden, 2009; Ahmed 
et al., 2014). Classification problems can be found in various fields ranging from medical, 
information technology to chemistry (Mishra et al., 2011; Chung et al., 2013; Ahmed et al., 
2014). There are many approaches to solve various classification problems, including decision 
trees, decision lists, neural networks and decision graphs (Friedman et al., 1997). However, the 
focus here is on the improvement of Naive Bayes and TAN classification to achieve accuracy 
and reliability of structure. 
The Bayesian Network has become one of the most effective classifiers (Elgammal et 
al., 2003; Lerner, 2004; Madden, 2009). The Bayesian Network is a directed graphical model 
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             [1]
where  PB(X1,...,Xn) is the joint probability distribution over a set of n random variables X = 
{X1,...,Xn}   and Pai is the parent of Xi in a Bayesian Network. With the representation of joint 
distributions as a product of conditional distributions, the dependency relationship between 
the nodes in Bayesian Network can be identified (Pham & Ruz, 2009). 
In practice, we can compute the conditional probability of one node, given the values 
assigned to other nodes (Cheng and Greiner, 2001). Therefore, a Bayesian Network can be 
used as a classifier that gives the posterior probability distribution of the class node given 
the conditional probability of other attributes from the training data (Friedman et al., 1997; 
Cheng & Greiner, 2001). The classification is performed based on the highest posterior 
probability distribution that we obtain in the class node. Therefore, Bayesian Networks are 
used in classification as it allows a fast and intuitive understanding among the interactive nodes 
(Friedman et al., 1997; Madden, 2009).
BAYESIAN NETWORKS CLASSIFIERS
Naive Bayes
A Naive Bayes Network is a simple probabilistic model to classify data into specific classes 
based on different data features (Friedman et al., 1997; Ong, 2011). Naive Bayes has become 
a core method used in classification for a variety of data ranging from medical, computer 
network and text recognition due to its simplicity, effectiveness and capability in capturing the 
data reasoning in a graphical model as shown in Fig.1 (Abraham et al., 2009; Zhan & Gao, 
2011; Mukherjee & Sharmaa, 2012). The arcs are linked to the nodes based on the conditional 
probability of class C given the attributes (X1,...,Xn).
Fig.1: Graphical model of Naive Bayes.
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In Naive Bayes, the classifier is set up by the assumption where the relationships  between 
the variables (X1, X2,...,Xn) are independent given the class name C (Friedman et al., 1997). 
Under the independence assumption, the cost of the joint probability factorisation is reduced 
to the simplest form as shown in Equation [2] (Liew & Ji, 2009). 
                                                                    [2]
where p(Xi | Pai) is the probability of Xi given its parent Pai . In general, Bayesian Networks 
classification is based on a process to obtain the maximum value of the posterior probability 
of  P(C | X)  as given in Equation [3].
                                                                        [3]
where K is a normalising constant.
Despite the high accuracy of classification and simplicity in data representation, Naive 
Bayes suffers from lack of sensitivity in showing the real relationship between the variables, 
which may not be totally independent (Friedman et al., 1997). Questions arise from researchers 
as to whether a modification in the strong independence assumptions can produce better results 
compared to Naive Bayes. One of the ways to fix the issue in the Naive Bayes is with added 
relationship as suggested by Ong (2011). The structure with added relationship is almost similar 
to Naive Bayes except for the condition where extra arcs are allowed between the variables. 
Extra arcs that link the dependent variables increase the validity of the graphical model in 
representing the data. This not only increases the reliability of the structure, but also contributes 
to higher accuracy of the classification as compared to Naive Bayes. 
Tree Augmented Naive Bayes (TAN)
Fig.2: Graphical model of TAN.
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Another prominent finding to enhance Naive Bayes is the Tree Augmented Naive Bayes (TAN) 
by Friedman et al. (1997). The structure of the Tree Augmented Naive Bayes is almost similar 
to the Naive Bayesian Network except for the condition where extra arcs are allowed between 
the variables to reduce the influence of the strong independence assumption that is made in 
Naive Bayes. Extra arcs that link the dependent variables increase the validity of the graphical 
model in representing the data as shown in Fig.2.
However, those models suffer from the aspect of reasoning and relationship between 
variables whereas in real datasets, the connections of the variables can be complicated and are 
not restricted. Even with good performance in classification, neither Naive Bayes nor TAN 
with added relationships is capable of capturing the topology of the Bayesian Network for 
classification. 
General Bayesian Network in Classification
Contrary to the Naive Bayes and Tree Augmented Naive Bayes, the General Bayesian Network 
(GBN) offers more flexibility in forming the structure with a classifier. Firstly, there is no 
restriction in setting all the nodes X1, X2,...,Xn  to be the child of the parent, which is the class 
C. Secondly, the number of parents can be more than one. With the advantage of being flexible, 
the relationship between all nodes including the class nodes can be captured in the structure of 
GBN as shown in Fig.3. However, the searching space and the parameter learning can grow 
exponentially if the number of parents is not controlled. Thus, the number of parents is restricted 
to five in order to run the classification without overloading the Bayesian Network. We apply 
Hill Climbing, which is a score-based structural learning method to search for the structure of 
the GBN. Setting the initial structure to be random, Hill Climbing adds and deletes the arc until 
an optimum Bayes score is achieved (Hall et al., 2009). To estimate the conditional probability 
from the learnt structure, we use the Simple Estimator in Weka (Bouckaert, 2004). GBN is 
a better way to perform classification since having the unrestricted way to link the variables 
and the class, the structure learning tends to form a Bayesian Network, which is closer to the 
model required by expert knowledge. 
Fig.3: Graphical model of GBN.
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This research is extended to various Bayesian Networks to meet different objectives based 
on the sizes of the dataset, accuracy, computational cost and level of simplicity in the structure 
(Cheng & Greiner, 1999).  
RESULTS AND DISCUSSION
To measure the performance of GBN against the Naive Bayes and TAN, we used seven nominal 
datasets with the absence of missing values for comparative purposes. These nomimal datasets 
were taken from the UCI Machine Learning Repository (Lichman, 2013) and they were fed 
into the Naive Bayes, TAN and GBN for classification with ten-fold cross validation in WEKA 
software. We purposely selected seven datasets that differed in the size of the rows and number 
of attributes to determine the stability of Naive Bayes, TAN and GBN in classification. To show 
our findings, we tabulated the size of datasets, accuracy and time needed for classification for 
each classifier in Table 1. 
Table 1 shows the accuracy achieved by different models of the Bayesian networks, which 
are the Naive Bayes (NB), TAN and GBN. The time taken by those models in producing the 
outputs of classification is stated respectively based on the number of rows and the number 
attributes of the datasets. 
In the first five datasets, GBN recorded the highest accuracy as compared to NB and TAN. 
For the remaining two datasets, which were Mushroom and Balance, GBN performed equal 
or better than the other two Bayesian Networks. GBN allows the nodes and the target class to 
form a structure without restriction as compared to NB and TAN. This gives an advantage in 
accuracy of the classification and also the representation in causal relationship. However, we 
can see that the time used to form the structure of the GBN was the longest among the Bayesian 
Network variants in Table 1 for all datasets except for the fitting contact lenses dataset. This is 
due to the structure of NB, TAN and GBN, which are almost the same for this study case. GBN 



















1 Vote 435 17 90.12 94.94 95.17 0 0.01 0.14
2 Breast 
Cancer




14 5 70.83 66.67 83.33 0 0 0
4 Chess 3196 37 87.89 92.05 94.39 0.02 0.32 2.37
5 Nurse 12960 9 90.36 94.26 94.71 0.05 0.13 0.47
6 Mushroom 8124 23 95.83 100 100 0.04 0.37 5.24
7 Balance 625 5 91.36 86.56 91.36 0.01 0 0.02
TABLE 1: The Results of Naive Bayes, TAN and GBN
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that have a higher number of rows or number of attributes or both. Even with the obstacles, 
the eligibility and usability of GBN were still better than Naive Bayes and TAN as the effect 
of time consumption was minimum. We summarised the advantages and disadvantages of the 
three Bayesian Networks in Table 2.
CONCLUSION
In this study, GBN was proposed as a better option compared to Naive Bayes and TAN in 
terms of accuracy and the reasoning of node topology in its structure. The results showed GBN 
capability in dealing with different ranges of complexities of the datasets in providing high 
accuracy of classification consistently. The learning structure of the GBN can also be applied 
using different learning structure methods that can be constraint-based or score-based. A full 
structure of GBN with all the nodes linking to each other may also increase the chance of 
scoring better classification results.
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INTRODUCTION
Climate change is defined as a disruption in 
the statistical distribution of weather patterns 
that lasts for decades to millions of years. 
Climate change could involve a change in 
mean weather conditions or in the time and 
length of weather variation (i.e. more or fewer 
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ABSTRACT
Rising global temperatures have threatened the operating conditions of Batang Padang hydropower 
reservoir system, Malaysia. It is therefore crucial to analyze how such changes in temperature and 
precipitation will affect water availability in the reservoir in the coming decades. Thus, to predict future 
climate data, including daily precipitation, and minimum and maximum temperature, a statistical 
weather generator (LARS-WG) is used as a downscaling model. Observed climate data (1984-2012) 
were employed to calibrate and validate the model, and to predict future climate data based on SRES 
A1B, A2, and B1 scenarios simulated by the General Circulation Model’s (GCMs) outputs in 50 years. 
The results show that minimum and maximum temperatures will increase around 0.3-0.7 ºC. Moreover, 
it is expected that precipitation will be lower in most months. These parameters greatly influence water 
availability and elevation in the reservoir, which are key factors in hydropower generation potential. In 
the absence of a suitable strategy for the operation of the hydropower reservoir, which does not consider 
the effects of climate change, this research could help managers to modify their operation strategy and 
mitigate such effects.
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extreme weather conditions such as floods and droughts). Since the industrial revolution, human 
activities, especially the burning of fossil fuels for energy production, heating processes and 
also agricultural activities, deforestation, and changing land uses have been identified as the 
main sources of climate change and global warming (Carnesale & Chameides, 2011).
In order to investigate past and future climatic conditions, researchers usually use 
observations and theoretical models. General Circulation Models (GCMs) based on the physical 
sciences are the most reliable theoretical methods. GCMs use observed data to project future 
climate models in large scale, and describe the causes and effects of climate change. GCMs have 
been used by many researchers to predict changes in climate parameters (Biasutti & Giannini, 
2006; Hashmi et al., 2011). However, these studies have shown that there is a high level of 
uncertainty in rainfall projection among different GCMs and scenarios. Another significant 
weakness of GCMs is that their outputs lack sufficient detail to be usable in hydrological models. 
In order to overcome this limitation, it is essential to transform the country-level predictions 
of GCMs to the required regional-level information for precipitation and temperature. These 
methods, which transform the GCM outputs into fine-resolution climate parameters, are called 
‘downscaling’ techniques (Seguí et al., 2010; Goyal & Ojha, 2012).
There are different types of downscaling methods, which can be categorised into two main 
groups: statistical and dynamic downscaling methods. Of the available statistical downscaling 
techniques, LARS-WG (Long Ashton Research Station Weather Generator) is preferred as it 
can generate future climate models with less data (Racsko et al., 1991; Semenov & Barrow, 
1997; Semenov et al., 1998). LARS-WG simulates the time series of climate parameters in a 
daily scale at a single site based on as little as a single year of historical data. This is a well-
regarded method that can be used in data-scarce regions like Malaysia. It has therefore been 
extensively employed in assessing the climate change impact on hydrology, water resources and 
environmental issues (Vicuña et al., 2008; Hashmi et al., 2011; Chen et al., 2013a). Another 
advantage of using LARS-WG is that the outputs of 15 GCMs with various emission scenarios 
could be incorporated into the model to cope with the GCMs uncertainties.
Dibike and Coulibaly (2005) have conducted a comparative study of downscaling 
models. They found that the LARS-WG method generates a growing trend in mean monthly 
minimum and maximum temperatures and a small decrement in the variation of temperature 
for most months. The results also showed that there was no significant change in mean 
monthly precipitation, or wet and dry spell lengths and the model performance was found to 
be acceptable. Thus, in this paper, LARS-WG is selected as the downscaling technique.
There is a need to test and evaluate the capability of LARS-WG in downscaling climate 
parameters like precipitation and temperature in tropical regions like Malaysia. Since these 
variables are the key weather parameters that directly affect the availability of water in the 
reservoir, estimating these parameters in the future could help managers and operators predict 
the potential of the system in generating hydropower and mitigating the effects of climate 
change by revising the reservoir operation strategy. 
 As a conclusion, LARS-WG is used as a downscaling model in this study and in order 
to overcome the uncertainties concerning GCMs, various scenarios are employed to predict 
the climate parameters under different conditions. Fortunately, simulation of climate change 
in the 20th century under the special reports on emission’s scenario (SRES) is available for 
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most of the sub-models in GCMs (Alexander & Arblaster, 2009). The SRES comprises various 
storylines that portray the economic, demographic and technology changes in the future. The 
most common scenarios are namely A1B, A2 and B1, which are used in the present study. 
A1B portrays a rapid economic and population growth in the future world. New technologies 
bring out a combination of non-fossil and fossil fuels as greenhouse-gas emissions. The SRES 
A2 scenario describes a highly heterogeneous world. As a result, economical growth and 
technological change per capita are slower than in other storylines. SRES B1 scenario depicts 
a world with a global population growth that peaks mid-century and decreases afterwards. 
As a result of globalisation, rapid changes in economic structure are projected to occur. This 
scenario has a positive view for the future, which shows the world with declined material 
consumption and usage of clean source of technologies. 
The main objective of this research is to predict and analyse the changes in future 
precipitation and temperature using the LARS-WG downscaling model at Jor Reservoir (part 
of the Batang Padang hydropower system) under SRES B1A, A2 and B1 scenarios generated 
by one of GCMs model. The results could be a valuable source of information in future water 
resource planning and management.
RESEARCH METHOD
Study Area and Data Collection
This research took place at Jor Reservoir, which is situated in the Tapah Hills Forest Reserve 
in the state of Perak, Malaysia (Fig.1). Jor Reservoir is part of the Batang Padang hydroelectric 
scheme (BPHS). The BPHS will impound the discharge from the Sultan Yussuf Power Station 
together with the waters of the Jor River, Sekam River and Batang Padang River within the 
Jor Reservoir. From Jor Reservoir, the water will flow 14.5 km through Menglang Tunnel, 
generating power in the Sultan Idris II underground power station with an installed capacity 
of 150 KW. The availability of water in the reservoir will, therefore, directly affect power 
production in the hydropower reservoir system (BPHS). Meanwhile, rising global temperatures 
and greater climatic variations are significantly influencing water availability. Thus, it is 
Fig.1: Location of Jor Reservoir in the State of Perak, Malaysia.
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essential to predict and analyse future temperature and precipitation at the Jor Reservoir, as these 
climate parameters will directly affect water resources. The nearest rainfall and temperature 
stations in the Jor Reservoir were selected to provide the LARS-WG input for future climate 
projections in this area (Table 1).
Procedure of Downscaling by LARS-WG Model
The LARS-WG method was developed by Semenov and Barrow (1997). LARS-WG is 
extensively used to simulate daily weather data at a single site under present and future 
conditions (Racsko et al.,1991; Semenov & Stratonovitch, 2010). The first step in the weather 
generation process involves analysing observed daily weather data to calibrate the model. 
During calibration, LARS-WG analyses observed weather data to determine its statistical 
characteristics and generate site-specific cumulative probability distributions (CPDs) for the 
climate parameters. LARS-WG employs precipitation, minimum (Tmin) and maximum (Tmax) 
temperatures, and solar radiation (or sunshine hours). The process of data analysis involves 
applying semi-empirical distributions, such as frequency distributions based on the observed 
data for wet and dry spell lengths, daily precipitation and solar radiation. A Fourier series is 
used for the maximum and minimum temperatures. The site-specific file is then used in the 
generation process. Afterwards, the probability distributions of climate variables are used to 
generate synthetic weather time series of arbitrary lengths by randomly selecting values from 
the suitable distributions (Chen et al., 2013b). LARS-WG applies a semi-empirical distribution 
(SED), which is specified as the cumulative probability distribution’s function (CPF), to 
approximate the probability distribution of dry and wet series of daily precipitation, Tmin and 
Tmax. SED is divided into 23 intervals for each climate variable. Each climate variable (v) 
corresponds to the probability of occurrence (P), which is defined as:
v0=min {v =P (vobs< v)} i=0,…,n     (1) 
P0=0, corresponds to v0=min (vobs)     (2) 
Pn=0, corresponds to vn=max (vobs)     (3)
where, P defines the probability of accordance corresponding to (vobs), P0 and Pn are denoted 
as 0 and 1 for the climate variable of v0 and vn, respectively. To assign the extreme values of 
climate variables, extremely low values are assigned P values close to 0 and extremely high 
values are assigned P values close to 1. The other values of Pi are distributed evenly on the 
probability scale. Since the occurrence probability of low daily precipitation (<1 mm) is high 
TABLE 1 : Weather Data Used as LARS-WG Input
Station Climate 
parameters
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and this low precipitation has no significant effect on the climate model output, Semenov and 
Stratonovitch (2010) recommended using v1=0.5 mm and v2=1 mm for precipitation within 
the interval [0, 1] with the corresponding probability, which is written as: 
Pi= P (vobs< v)   i=1, 2      (4)
In the model, extremely long time series of dry and wet data are considered with two 
values close to 1, with Pn-1=0.99 and Pn-2=0.98 in SEDs. In addition, in the case of minimum 
and maximum temperature, two values close to 0 and 1 are assigned for extremely low and 
high temperatures. For instance P2=0.01, P3=0.02, Pn-1=0.99, Pn-2=0.98 (Hassan et al., 2014).
The overall process of generating synthetic weather data by the LARS-WG method can 
be divided into three steps: calibration, validation and generation of synthetic weather data. 
Model calibration. LARS-WG calculates the statistical parameters for each climate 
variable based on the observed historical data. Once LARS-WG has been calibrated, a series of 
daily synthetic weather data is generated. A random number generator chooses climate variables 
from the CPDs and as a result, the synthetic weather has the same statistical characteristics 
as the observed dataset. The generation process requires selecting the number of years to be 
simulated, as well as a random seed, which controls the stochastic component of the weather 
generation. Different random seeds generate the same weather statistics, while variables differ 
on a day-to-day basis (Semenov & Barrow, 2002). In this study, the number of years was taken 
as 50 and the random seed was chosen as 541. 
Model validation. The statistical parameters that were derived from the calibration 
process were then employed to generate synthetic climate variables with the same statistical 
characteristics as the original observed weather data. Model validation involved analysing and 
comparing the statistical characteristics of the observed and synthetic weather data to test the 
capability of LARS-WG to simulate the precipitation, Tmax and Tmin at the selected site in 
order to determine whether or not it is suitable for use. LARS-WG facilitated the validation 
procedure by employing the Q-test option to determine how well it simulated the observed 
data. LARS-WG, therefore, uses a number of statistical tests such as the Kolmogorov Smirnov, 
student’s t test and the F test to determine whether the distributions, mean values and standard 
deviations of the synthetic data were significantly different from the observed data set.
Generation of synthetic weather data. LARS-WG then generated synthetic weather data 
by synthesising the statistical parameter files derived from the observed weather data in the 
calibration process with a scenario file containing information about changes in the amount of 
precipitation, wet and dry series duration, mean temperature, temperature variability and solar 
radiation. LARS-WG was used to generate daily data based on a particular scenario simulated 
by GCMs. The scenario file contained the appropriate monthly changes.
Generation of Climate Scenarios
By perturbing the parameters of distributions for a specific site with the predicted climate 
changes derived from global or regional climate models, a daily climate scenario for the 
selected site could be generated. In order to generate climate scenarios for a certain future 
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period and an emission scenario at Jor site, the baseline parameters, which were calculated from 
the observed dataset from 1984-2012, were adjusted by the Δ-changes for the future period 
based on emission scenarios, which were predicted by the GCM sub-model for each climatic 
variable. In this research, the local-scale climate scenarios were based on the A1B, A2 and 
B1 scenarios simulated by one of the GCMs sub-models, which is called the Hadley GCM3 
(HadCM3). HadCM3 was proposed by the UK Meteorological Office’s research centre. This 
model is the most popular and mature of the GCMs, which uses 360 days per annum, where 
each month is 30 days and has a spatial grid with dimensions 2.5° latitude × 3.75° longitude 
(Toews & Allen, 2009). It is similar to a coupled atmosphere-ocean general circulation model 
(AOGCM), which used the coupled model to generate the transient projections. HadCM3 has 
been applied in many studies (Houghton et al., 2001; Qian et al., 2004; King et al., 2009). This 
model is unique among GCMs models because it does not need flux adjustments to produce 
a realistic scenario (Collins et al., 2001). 
Overall, the future weather data in this study are generated by using LARS-WG [V 5.5] for 
the time periods of 2011-2030 to predict the future precipitation and minimum and maximum 
temperature change at Jor Reservoir.
Evaluation of LARS-WG Performance for Prediction of Climate Variables at Jor 
Reservoir Using Statistical Tests
Before running simulations of future climate parameters, the performance of LARS-WG must 
be evaluated for the selected site (Jor Reservoir). The main purpose of any weather generator 
is to simulate climate with the same statistical characteristics as the observed data. In this step, 
the statistical characteristics of the observed data are compared with the generated data. LARS-
WG simplifies this procedure by providing the Q-test option to determine the equivalence 
of the generated data with the observed data in terms of the distributions, mean values and 
standard deviations, using statistical tests such as Kolmogorov Smirnov test, student’s t test, 
and F test, respectively.
In this study, the observed historical data from 1984-2012 was used to validate the model 
for the Jor site. In order to discover the capability of LARS-WG, the Kolmogorov Smirnov 
(KS) test was used to evaluate the equivalence of the seasonal distributions of wet and dry series 
(W/D), distributions of the maximum (D/Tmax) and minimum daily temperatures (D/Tmin) 
and distributions of daily rainfall (D/Rain) between observed historical data and synthetic data. 
The t test was performed to test the equivalence of the monthly mean rainfall (M/Rain) and the 
monthly means of maximum (M/Tmax) and minimum (M/Tmin) temperatures. The F test is 
applied to testing the equivalence of monthly variances of rainfall (MV/Rain) calculated from 
observed data and synthetic data. The statistical test result is presented in Table 2, where the 
numbers show how many tests give significant different results at the 5% significance level out 
of the total number of tests (four wet and four dry seasonally scaled) or 12 (monthly scaled). 
A large number reveals a poor performance modelling in the generated synthetic data. The KS 
test results show that LARS-WG perfectly simulated the distributions of (W/D), (D/Tmax), (D/
Tmin) and (D/Rain) for this site. The number zero reveals the most desired performance outcome 
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in generating the synthetic data. Mean monthly minimum and maximum temperatures are two 
out of 12, which means there are significant differences between observed and simulated data 
in two months of the year, while in the majority of months (10 out of 12 months), the model 
can perfectly simulate the minimum and maximum temperatures. The result was, therefore, 
acceptable.
The rainfall results show that although there was a dramatic change in mean monthly 
rainfall in the tropical region, the LARS-WG could perfectly simulate the monthly mean 
rainfall (0/12), while it had some difficulty in simulating monthly variances of rainfall (4/12). 
Thus in four months of the year, there was a significant difference between the variance of 
observed and simulated data. The months were May, June, July and October, which are months 
affected by the Southwest monsoon in Malaysia that starts in May. This monsoon causes the 
drier weather and sporadic rainfall, which significantly affects rainfall variance.
 Visual comparison of monthly mean and standard deviation of observed and synthetic 
rainfall is shown in Fig.2 and Fig.3, respectively. While there were good matches between the 
monthly means of the observed and simulated rainfall, the performance of the standard deviation 
was not as good a match; however, the results were still acceptable. The outputs of the model 
in simulating the monthly mean maximum and minimum temperatures are illustrated in Fig.4 
and Fig.5, respectively. It is evident that the model could simulate these parameters extremely 
well and the synthetic data match very well with the observed historical data in all months.
TABLE 2 : Statistical Results of Comparing the Equality of Observed and Simulated Data Generated
Site W/D 
series
D/Rain D/Tmax D/Tmin M/Rain M/Tmax M/Tmin MV/
Rain
KS test t test F test
Jor 0 0 0 0 0 2 2 4
Total tests 8 12 12 12 12 12 12 12
Fig.3: Comparing monthly standard deviations 
of observed and simulated rainfall, 1984-2012.
Fig.2: Comparing monthly means of observed 
and simulated rainfall, 1984-2012
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Change in Temperature 
 The monthly minimum temperatures in the baseline and future periods are shown in Fig.6. 
The simulated data were developed for A1B, A2, and B1 scenarios for the 2020s. All scenarios 
predicted an increment in minimum temperature of around 0.3-0.7 ºC in the next 50 years. 
The monthly future trends of temperature follow a uniform shape like an observed data trend. 
The greatest and lowest discrepancies between observed and synthetic data were predicted for 
March by A1B and September by A2, respectively (Fig.7). 
The discrepancy of maximum temperatures in the baseline and future periods is shown in 
Fig.8, which varies from 21-24 ºC. The maximum temperature will increase by around 0.3 to 
0.7ºC in the 2020s (Fig.9). It is evident that the future outputs are highly variable. The greatest 
discrepancy between future and baseline values will occur in January and March (around 0.7 
ºC increments), while the lowest difference will be in September. From the given results, it can 
be concluded that both Tmin and Tmax parameters will increase by around 0.3 to 0.7 ºC in the 
next 50 years. These parameters directly increase the surface evaporation in the reservoir and 
reduce the available storage at the Jor Lake, which is the key factor in determining hydropower 
generation. In addition, rising temperatures cause extreme events like droughts or floods, both 
of which are harmful to power generation. During droughts, the reservoir cannot satisfy the 
hydropower demand, and during floods, the safety of the reservoir system is threatened.
It is remarkable to note that the main reason for increasing temperature in this area is 
deforestation. Cameron Highlands is one of the few highland areas with a cool climatic regime 
that has undergone phenomenal pressures for unplanned development over the last few decades. 
Development pressures cause more areas to be deforested and cleared. Deforestation is one 
of the key factors resulting in negative environmental effects, including local climate change. 
Deforestation is among the human activities that contribute to the spread of carbon dioxide 
in Cameron Highlands. Deforestation and land-clearing activity for tourism, urbanisation, 
infrastructure development and agriculture is a major reason for climate change and temperature 
increment. Deforestation is not the only reason for climate change in this area, but is the major 
factor of climate change in Cameron Highlands (Hamdan et al., 2014). 
Fig.5: Comparing monthly means of observed and 
simulated minimum temperatures, 1984-2012.
Fig.4: Comparing monthly means of observed and 
simulated maximum temperatures, 1984-2012.
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Change in Precipitation
The monthly amount of observed and simulated rainfall is shown in Fig.10. The given results 
indicate that in most months, the monthly rainfall will decrease due to global warming in this 
area. The percentage changes between the simulated and observed values of monthly rainfall 
were plotted in Fig.11 in 50 years. A positive value indicates an increment and a negative 
value indicates a decrement in total monthly rainfall. The greatest differences between baseline 
and future rainfall values among these months are found in February, March and October, 
which have more than ± 20% variation. Most of the months show a decrement in rainfall, 
which directly affects the amount of stream flow, water availability and the potential of the 
reservoir system in producing hydropower. Accordingly, it can be predicted that the potential 
of hydropower generation will decrease in the future. 
The main reason for erratic rainfall in Cameron Highlands is climate change. Climate 
change is caused by an emission of carbon dioxide in the atmosphere. Greenhouse gases trap 
electromagnetic radiation form the sun and reflect them back into space. This is the main reason 
for overall global warming and irregular weather. Besides the negative effects of deforestation 
Fig.6: Comparing monthly minimum temperatures 
between present data and simulated data by A1B, 
A2, and B1.
Fig.8: Comparing monthly maximum temperatures 
between present data and simulated data by A1B, 
A2, and B1.
Fig.7: Change in average of monthly minimum 
temperature.
Fig.9: Change in average of monthly maximum 
temperature.
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in Cameron Highlands, another factor that brings out the greenhouse gas is the installation of 
rain shelters for some crops, which causes the emission of greenhouse gases. The heat from 
the sun is supposed to be fully absorbed into the earth; however, by installation of rain shelters 
in Cameron Highlands, the heat is reflected into space. As a result, more extreme events will 
occur and the rainfall pattern will change.
In summary, climate change threatens the socio-economic welfare of farmers, the 
ecology and the environment and also affects the sustainability of agriculture in  Cameron 
Highlands. Since agriculture is a sector that is highly vulnerable to climate change and its 
production activity considerably depends on natural resources (Alam et al., 2012), farmers 
are also affected by these changes. Among these changes, three principal factors are the 
rising temperature, deforestation and the considerable numbers of rain shelters that produce 
uncontrolled greenhouse gases. These changes have negative effects on the two main industries 
in Cameron Highlands i.e. agriculture and tourism. A number of factors have been distinguished 
as significant reasons for such changes. The higher cost of living has put pressure on Cameron 
Highlands’ farmers. This is the main factor driving farmers to increase their income somehow. 
Land clearing is a solution for doubling their productivity and income (Siwar et al., 2013). 
However, it causes a negative effect on the agriculture sector and increases temperature. In 
addition, the rising trend in temperature will influence the tourism industry as the coolness of 
Cameron Highlands has always been the principal attraction for tourists. It can be concluded 
that the Malaysian government needs to develop policies to protect the environment and 
ecosystem in Cameron Highlands.
CONCLUSION
This research investigates the effects of global warming on key climate parameters such as 
precipitation and minimum and maximum temperatures in the Batang Padang hydropower 
reservoir system, Malaysia. These parameters greatly influence the available water in the 
reservoir, which is the key element of hydropower generation potential. Therefore, the observed 
climate data on precipitation and minimum and maximum temperatures for 29 years (1984-
2012) were employed to prepare the weather generator model and estimate future climate data. 
In this research, LARS-WG was chosen as a downscaling technique to generate the time series 
of daily temperature and precipitation under the three climate scenarios of A1B, A2 and B1, 
simulated by one General Circulation Model’s outputs for 50 years in the future. The results 
indicated that LARS-WG demonstrates good performance in simulating the statistical properties 
of daily climate data to forecast future climate change. It is estimated that global warming will 
cause an increase in minimum and maximum temperatures of 0.3-0.7 ºC, which will greatly 
intensify reservoir surface evaporation. In addition, the overall results demonstrated that the 
amount of precipitation will experience a decrement in most months under selected scenarios. 
However, it is expected that the percentage change in mean monthly precipitation will be an 
increase of +20% or more in February and October. The aforementioned parameters highly 
influence the availability of water in the reservoir, and thereby, the potential of hydropower 
generation. This research offers valuable information to managers and operators and implies the 
need to modify the reservoir system operation in order to mitigate the effects of climate change.
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INTRODUCTION
Oncocytomas of the salivary glands are rare 
benign epithelial tumours that comprise 
less than 1% of salivary gland tumours. The 
parotid gland is the most commonly affected 
salivary gland, accounting for 78-84% of 
Parotid Oncocytoma in Birt-Hogg-Dubé Syndrome: A New Pitfall in 
18F-Fluorodeoxyglucose Positron Emission Tomography/Computed 
Tomography Imaging Study
Sethu Thakachy Subha1*, Abdul Jalil Nordin2, Norhafizah Mohtarrudin3 and 
Fathinul Fikri Ahmad Saad2
1Department of Surgery/ENT, Faculty of Medicine Health Sciences, Universiti Putra Malaysia,  
43400 UPM Serdang , Selangor, Malaysia 
2Centre for Diagnostic Nuclear Imaging, Universiti Putra Malaysia, 43400 UPM Serdang, Selangor, 
Malaysia
3Faculty of Medicine Health Sciences, Universiti Putra Malaysia, 43400 UPM Serdang, Selangor, Malaysia
ABSTRACT
Oncocytomas are rare head and neck neoplasms that occur most commonly in the parotid salivary gland. 
Birt-Hogg-Dubé syndrome is a rare inherited genodermatosis manifested by a group of cutaneous lesions, 
in association with several renal and lung pathology, parotid oncocytoma, thyroid and colonic tumours. 
Here we report on the case of a patient who presented with parotid oncocytoma in association with 
skin lesions, multinodular goitre and uterine leiomyoma. This array of lesions suggested the possibility 
of Birt-Hogg-Dubé syndrome. 18F-Fluorodeoxyglucose Positron Emission Tomography/Computed 
Tomography (18F FDG PET/CT) was used to evaluate head and neck malignancies, including salivary 
gland tumours. In this report, we highlight a case of bilateral parotid oncocytoma with suspected Birt-
Hogg-Dubé syndrome that showed increased FDG uptake in a PET-CT study. This marked FDG avidity 
in a benign parotid oncocytoma, adding to the list of common pitfalls related to the parotid glands during 
a FDG PET-CT study.
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salivary gland oncocytoma, while bilateral presentation is reported to be extremely rare (Tana et 
al., 2010; Uzunkulaoglu et al., 2012). Birt-Hogg- Dubé syndrome is a rare autosomal dominant 
condition characterised by a group of cutaneous lesions, in association with several renal and 
lung pathology, parotid oncocytoma, thyroid and colonic tumours (Liu et al., 2000; Adley et 
al., 2006; López et al., 2012).
18F FDG PET CT is an integrated imaging modality that has been vastly utilised in 
investigation and management of head and neck tumours. This multimodality diagnostic 
imaging positron emission tomography computed tomography (PET-CT) is a known improved 
method for oncology staging in comparison to conventional modalities. The use of 2-[fluorine-
18]-fluoro-2-deoxy-D-glucose, a glucose analogue in PET-CT study as a biomarker, facilitates 
the identification of abnormal tissues with high glycolytic activity, albeit the fact that biological 
response cannot separate an active benign lesion from malignancy, leading to pitfalls and false 
positive interpretations of the study.
CASE REPORT
Fig.1: MIP (image a) demonstrate abnormal foci of high FDG uptake in the region of the neck and 
right upper chest. Integrated fused PET and CT images in the axial plane at the level of the post nasal 
space (image b) demonstrate increased FDG uptake in both parotids with SUVmax 17.6 and 8.1 (image 
c) in the right and left, respectively. In addition to this finding, there is a foci of high FDG uptake seen 
in the remnant of the right thyroid lobe (image d), which was reported as normal on initial CT.  The 
corresponding contrasted CT (image e) demonstrates a poorly enhanced low attenuation lesion within 
the right lobe. 
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The subject was a 60-year-old woman who had been diagnosed with a progressively increasing 
right parotid swelling for six months prior to the study. The non-tender swelling was without 
any other significant clinical signs or symptoms. Her past medical and surgical history revealed 
that she had skin lesions over the anterior part of the neck many years ago that were excised and 
informed to be benign lesions. She also underwent a left hemithyroidetomy for multinodular 
goiter and a hysterectomy for uterine leiomyoma. Meanwhile, an ENT examination showed 
non-tender firm mass (3 x 4 cm) in the right parotid region. A CT scan demonstrated enhancing 
lesions in both parotid glands. The right parotid gland was found to be bigger than the left. 
The right thyroid lobe looked normal.
Further investigation was also carried out on the patient using FDG PET-CT so as to 
exclude malignancy, mainly lymphoma. The study was conducted following standard protocol. 
The images were analysed by two nuclear radiologists in a systematic manner at 1 mm 
reconstruction in axial, coronal and sagittal planes. The imaging results from the PET study 
were interpreted qualitatively to look for abnormally high FDG uptake lesions and quantitatively 
using an automated maximum standardised uptake value (SUVmax) derived from the region of 
interest (ROI) drawn over FDG avid lesions. The CT images were analysed for any abnormal 
morphology and enhancing patterns. Eventually, both the PET and CT images were fused 
and interpreted together. The study showed ill-defined enhancing mass lesions arising from 
both parotid glands. Both the parotid lesions demonstrated high FDG uptake. The metabolism 
of the lesions was semi-quantified through the region of interest drawn over the lesions and 
represented as 17.6 and 8.2 in the right and left, respectively. In addition, there was a focus of 
high FDG uptake in the remnant of the right thyroid lobe without morphological change with 
the maximum standardised uptake value (SUVmax) of 14.8. The lesion enhanced well and 
homogenously following intravenous contrast administration. The morphological changes found 
at imaging, in combination with high metabolic activity, aroused suspicions for malignancy 
within the glands; thus, a fine needle aspiration procedure was conducted for the parotids 
and thyroid lesions. Meanwhile, a cytological smear from the parotid lesions demonstrated 
clusters of round to polygonal shaped cells, with small monomorphic nuclei and coarse granular 
cytoplasm on Diff Quick stain (see Fig.2). These features are highly suggestive of parotid 
oncocytoma. Ultrasound guided FNA of the right thyroid showed granulomatous thyroiditis. 
There were no lesions found in the lung parenchyma and both kidneys by PET-CT imaging. It 
is important to note that the patient refused any further surgical intervention.
DISCUSSION
Oncocytomas are rare head and neck neoplasms that occur most commonly in parotid salivary 
gland. Oncocytoma, which is also known as oxyphilic adenoma, is a benign neoplasm that 
clinically presents as solid, well circumscribed nodules. These tumours are usually seen in the 
elderly and affect the parotid gland in 80% of related cases (Tana et al., 2010; Uzunkulaoglu 
et al., 2012). Birt-Hogg- Dubé syndrome is a rare autosomal dominant condition that consists 
of fibrofolliculomas, trichodiscomas and acrochordons. It is also associated with several 
non-cutaneous tumours. Various reports have revealed that these constellations of cutaneous 
lesions are associated with parotid oncocytoma, multinodular goiter and lipoma, as well as 
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Fig.2: Oncocytoma. The neoplastic oncocytic epithelium is arranged in clusters. The 
cells are round to oval monomorphic nuclei with abundant densely granular cytoplasm. 
several renal and lung pathology (Liu et al., 2000; Adley et al., 2006; Menko et al., 2009). 
However, the actual incidence of Birt-Hogg-Dubé syndrome is unknown, and it is most likely 
under-diagnosed. In this study, we reported a patient with parotid oncocytoma associated with 
multinodular goitre, uterine leiomyoma and history of skin lesions. The possibility of the Birt-
Hogg-Dubé syndrome was considered in view of constellation of these lesions. CT scan is a 
detected in CT include Warthin’s tumour and basal cell adenomas. Pleomorphic adenoma, 
the most common parotid neoplasm, demonstrates minimal or no enhancement. Hence, it is 
delineation and thus, helps to characterise parotid gland mass lesions. Oncocytomas  appear 
hypointense and well demarcated on T1 but are isointense to the native parotid gland on fat-
saturated T2 and T1 post contrast imaging (Patel et al., 2011). 18F FDG PET CT has been shown 
to be superior to conventional imaging in evaluating patients with head and neck tumours. 
the interpretation of the results, as in this case (Shah et al., 2007; Uzunkulaoglu et al., 2012)
Shellenberger et al., 2008; Tana
et al., 2010
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Fine Needle Aspiration (FNA) is an investigation of choice for making a diagnosis in the 
majority of cases ( Vlachaki et al., 2009;            ). Likewise, in this case, 
evidence of atypia. The presence of marked atypical oncocytes suggests the possibility of an 
oncocytic carcinoma. However, oncocytic carcinoma cannot be distinguished reliably from 
oncocytoma on FNA because diagnosis of malignancy is based on either local invasion or 
metastasis. Oncocytoma generally presents as a solid, well circumscribed mass characterised 
as having a tan colour. Microscopically, it is composed of large cells with round nuclei and 
abundant granular acidophilic cytoplasm (Vlachaki et al
The malignant counterpart of oncocytoma is oncocytic carcinoma. It is characterised by cellular 
Shah et al., 2007; Menko et al., 2009). 
treatment of choice for these tumours is mainly surgical. It is mandatory to identify the extent 
Vlachaki et al., 2009; Tana et
al., 2010; Uzunkulaoglu et al., 2012).
CONCLUSION
Oncocytic neoplasms should be considered as a possible diagnosis in elderly patients with 
.
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