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I. INTRODUCTION 
 
 One of the advantages of obtaining exact solutions of the wave equation is that the 
analysis of such solutions makes the conceptual understanding of physics straightforward 
and sometimes intuitive. Moreover, these solutions are valuable means for checking and 
improving models and numerical methods introduced for solving complicated physical 
systems. In fact, in some limiting cases or for some special circumstances they may 
constitute analytic solutions of realistic problems or approximations thereof. Most of the 
known exactly solvable problems fall within distinct classes of, what is referred to as, 
“shape invariant potentials” [1]. Each class carries a representation of a given symmetry 
group. Supersymmetric quantum mechanics, potential algebras, point canonical trans-
formations, and path integration are four methods among many which are used in the 
search for exact solutions of the wave equation. In nonrelativistic quantum mechanics, 
these developments were carried out over the years by many authors where several 
classes of these solutions are accounted for and tabulated (see, for example, the 
references cited in [1]). These formulations were extended to other classes of 
“conditionally exactly” [2,3] and “quasi exactly” [4,5] solvable problems where all or, 
respectively, part of the energy spectrum is known. Recently, the relativistic extension of 
some of these findings was carried out where several relativistic problems are formulated 
and solved exactly. These include, but not limited to, the Dirac-Morse, Dirac-Scarf, 
Dirac-Pöschl-Teller, Dirac-Hulthén...etc. [6]. 
 
 In these developments, the main objective is to find solutions of the eigenvalue 
wave equation H ψ  = E ψ , where H is the Hamiltonian and E is the energy which is 
either discrete (for bound states) or continuous (for scattering states). In most cases, 
especially when searching for algebraic or numerical solutions, the wave function ψ 
spans the space of square integrable functions with discrete basis elements { } 0n nφ ∞= . That 
is, the wavefunction is expandable as ( , )r Eψ G  = ( ) ( )n nn f E rφ∑ G , where rG  is the set of 
coordinates of real space. The basis functions must be compatible with the domain of the 
Hamiltonian. They should also satisfy the boundary conditions. Typically (and especially 
when calculating the discrete spectrum) the choice of basis is limited to those that carry a 
 −2−
diagonal representation of the Hamiltonian. That is, one looks for an L2 basis set { } 0n nφ ∞=  
such that n n nH Eφ φ=  giving the discrete spectrum of H. The continuous spectrum is 
obtained from the analysis of an infinite sum of these complete basis functions. 
Truncating this sum, for numerical reasons, may create problems such as the presence of 
unphysical states or fictitious resonances in the spectrum. 
 
 In this article we relax the restriction of a diagonal matrix representation of the 
Hamiltonian. We only require that the hermitian matrix representation of the wave 
operator be tridiagonal. That is, the action of the wave operator on the elements of the 
basis is allowed to take the general form 1 1( ) n n n nH E φ φ φ φ− +− ∼ + +  and such that 
 , , 1 1 , 1( )n m n n m n n m n n mH E a z b bφ φ δ δ δ− − +− = − + + ,     (1.1) 
where z and the coefficients { } 0,n n na b ∞=  are real and, in general, functions of the energy, 
angular momentum, and potential parameters. Therefore, the matrix wave equation, 
which is obtained by expanding ψ  as m mm f φ∑  in ( ) 0H E ψ− =  and projecting on 
the left by nφ , results in the following three-term recursion relation 
 1 1 1n n n n n n nz f a f b f b f− − += + + .         (1.2) 
Consequently, the problem translates into finding solutions of the recursion relation for 
the expansion coefficients of the wavefunction ψ. In most cases this recursion is solved 
easily and directly by correspondence with those for well known orthogonal polynomials. 
It is obvious that the solution of (1.2) is obtained modulo an overall factor which is a 
function of the physical parameters of the problem but, otherwise, independent of n. The 
uniqueness of the solution is achieved by the requirement (for example) of 
normalizability of the wavefunction, that is 1ψ ψ = . It should also be noted that the 
solution of the problem as depicted by Eq. (1.2) above is obtained for all E, the discrete 
as well as the continuous. Moreover, the representation equation (1.1) clearly shows that 
the discrete spectrum is easily obtained by diagonalization which requires that: 
 0nb = , and 0na z− = .          (1.3) 
One could obtain two solutions to the recursion (1.2) by starting with two different initial 
relations (n = 0). One solution is associated with the homogeneous recursion relation that 
starts with: 
 0 0 0 1( ) 0a z f b f− + = .          (1.4) 
The other is associated with a non-homogeneous recursion whose initial relation is 
 0 0 0 1( )a z f b f ξ− + = ,          (1.5) 
where ξ is a real and non-zero “seed” parameter. One of these two solutions behaves 
asymptotically ( n →∞ ) as sine-like while the other behaves as cosine-like. These two 
solutions have the same asymptotic limits as the regular and irregular solutions of the 
second order differential wave equation. Scattering states and the phase shift could be 
obtained algebraically by studying these asymptotic limits. These are issues of concern in 
algebraic scattering theories such as the J-matrix method [7]. In the present work, 
however, we will only be concerned with the regular solutions of the wave equation. 
 
 In configuration space, with coordinate x, the wavefunction ( )E xψ  is expanded as 
0
( ) ( )n nn f E xφ∞=∑  where the L2 basis functions could generally be written as 
 ( ) ( ) ( )n n n nx A w x P xφ = .          (1.6) 
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nA  is a normalization constant, ( )nP x  is a polynomial of degree n in x, and the weight 
function satisfies ( ) 0nw x± = , where ( )x x− +  is the left (right) boundary of configuration 
space. In the following sections we consider examples in two spaces. One is where x±  
are finite and 
 
2 1
( ) ( ) ( ) ,
( ) ( , ; ; ) .
n
n
w x x x x x
P x F n b c x
α β
− += − −
= −          (1.7) 
The other is semi-infinite where x−  is finite, x+  infinite, and where 
 
( )
1 1
( ) ( ) ,
( ) ( ; ; ) .
x x
n
n
w x x x e
P x F n c x
βα −− −−= −
= −          (1.8) 
2 1F  is the hypergeometric function and 1 1F  is the confluent hypergeometric function. 
The parameters , ,bα β  and c are real with α and β positive.  They are related to the 
physical parameters of the corresponding problem and may also depend (for bound 
states) on the index n. 
 
 In the following sections we consider examples of various problems in one and 
three dimensions and find their L2 series solutions. The solutions of some of the classic 
problems such as the Coulomb and Morse are reproduced adding, however, new 
tridiagonal representations of the solution space. We also find generalizations of others 
such as the Hulthén-type problems where we obtain an extended class of solutions and 
define their associated orthogonal polynomials. In addition, we investigate problems with 
hyperbolic potentials such as the Rosen-Morse type and present its generalized solution. 
These investigations do not exhaust the set of all solvable problems using this approach. 
Furthermore, this development embodies powerful tools in the analysis of solutions of 
the wave equation by exploiting the intimate connection and interplay between 
tridiagonal matrices and the theory of orthogonal polynomials. In such analysis, one is at 
liberty to employ a wide range of well established methods and numerical techniques 
associated with these settings such as quadrature approximation and continued fractions 
[8]. 
 
 
II. THE COULOMB PROBLEM 
 
 We start by taking the configuration space coordinate simply as x rλ= , where λ is 
a length scale parameter which is real and positive and r is the radial coordinate in three 
dimensions. This problem belongs to the case described by Eq. (1.8) with 0x− = . Since 
1 1( ; ; )F n c z−  is proportional to the Laguerre polynomial 1( )cnL z−  [9], we could write the 
basis functions as 
 ( ) ( )xn n nr A x e L x
α β νφ −= ,          (2.1) 
where ( 1) ( 1)nA n nλ ν= Γ + Γ + + , 0,1, 2,...n = , 1ν > − , α and β are real and positive. 
In the atomic units, =  = m = 1, the radial time-independent Schrödinger wave equation 
for a structureless particle in a spherically symmetric potential V(r) reads 
 
2
2 2
1 ( 1)( ) ( ) 0
2 2
dH E V r E
dr r
ψ ψ +− = − + + − =  
A A ,    (2.2) 
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where A  is the angular momentum quantum number. The action of the first term (the 
second order derivative) on the basis function results in the following 
 ( ) ( )2 2 222 2 22 2 ( )xn n nx xd d dA x e L xdr dx dx xα β να αφ αλ β β−  = + − − + −   .   (2.3) 
Using the differential equation and differential formula of the Laguerre polynomial [Eqs. 
(A.3) and (A.4) in the Appendix] we obtain the following action of the wave operator 
(2.2) on the basis 
 
( ) ( )
( ) ( )
2
2 2
12
1
1 2
2 1
2 ( 1) ( 1) 22
2 1 2 .
n
n
n n
n
x
x
nH E
x x x
n AV E
x A
ν α
α ν
α α αβφ β βλ
νφ β φλ −−
+ −
− −
+ − −− = + + + −
++ − + − +
A A
 (2.4) 
The orthogonality relation for the Laguerre polynomials [shown in the Appendix as Eq. 
(A.5)] requires that 1 2β =  if we were to obtain a tridiagonal representation for 
n mH Eφ φ− . Additionally, we end up with only two possibilities to achieve the 
tridiagonal structure of the wave operator (2.4): 
 (1) 2 1ν α= − , 1α = +A , and rV = Z        (2.5a) 
 (2) 2 2ν α= − , 2 8Eλ = − , and 2/ 2Br rV = +Z       (2.5b) 
where Z  and B are real potential parameters. Z  is the particle’s charge and B is a 
centripetal potential barrier parameter. 
 
 We start by considering the first possibility described by (2.5a) where we have: 
 1 2 2 1( ) ( )xn n nr A x e L xφ + − += A A .         (2.6) 
Substituting in Eq. (2.4) with 1 2β =  and projecting on mφ  we obtain 
 
( ) ( )
( )
,2
, 1 , 1
2
2
1 2 2
4
1 2
4
2 2 1
( 2 1) ( 1)( 2 2) .
m n n m
n m n m
E
E
H E n
n n n n
λλ
λ
φ φ δλ
δ δ+ −
 − = + + − +  
 + + + + + + + + 
A
A A
Z
   (2.7) 
Therefore, the resulting recursion relation (1.2) for the expansion coefficients of the 
wavefunction becomes 
( ) 1 122 1 ( 2 1) ( 1)( 2 2) 0n n nn f n n f n n fσ λσ σ − +−+ + + + − − + + − + + + = A A AZ , (2.8) 
where 2
2 1
4
E
λσ± = ± . Rewriting this recursion in terms of the polynomials ( )nP E  = 
( 2 2) ( 1) ( )nn n f EΓ + + Γ +A , we obtain the more familiar recursion relation 
 ( ) ( ) ( )1 12 1 2 1 1 0n n nn P n P n Pσ λσ σ − +−+ + + + − − + + − + = A AZ ,   (2.9) 
which is that of the Pollaczek polynomials [10] provided that 0E >  [see Eq. (A.11) in 
the Appendix]. Thus, we can write 
 ( )221 1( 1) 88( 2 2) 2( )  , cosn nn EEn Ef E P λλ+ −Γ + −− +Γ + += AA Z ,      (2.10) 
giving the following L2-series solution of the Coulomb problem for positive energies 
 ( )221 1 1 2 2 1
0
( 1) 8
8( 2 2) 2
( , ) , cos ( ) ( )rn n
n
n E
En E
r E N P r e L rλλλψ λ λ
∞ + − + − +
=
Γ + −− +Γ + += ∑A A A A AA Z , (2.11) 
where N A  is a normalization constant. This solution of the Coulomb problem was 
obtained by Yamani and Reinhardt [11]. Restricting the representation (2.7) to the 
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diagonal form gives the discrete spectrum via the requirement (1.3) which, in this case, 
reads as follows: 
 ( ) ( )
2
2
1 2
4
1 2 2
4
0,
2 1 0 .
E
En
λ
λλ
+ =
+ + − + =A Z         (2.12) 
This gives the following well known energy spectrum for the bound states of the 
Coulomb problem 
 ( )212 1n nE + += − AZ , ( )2 1n nλ λ= = + +AZ ,      (2.13) 
where 0,1, 2,...n = . Therefore, the corresponding bound states wavefunctions are 
 21 2 1( ) ( ) ( )nrn n n n nr A r e L r
λψ λ λ−+ +=A A A .        (2.14) 
 
 For the second possibility described by (2.5b) the basis functions are 
 1 2 2( ) ( )xn n nr A x e L x
ν νφ + −= , 2 2  x E r= − ,       (2.15) 
where 0E < . Thus, the basis parameter in this case is the Laguerre polynomial index ν. 
Substituting in Eq. (2.4) and projecting on mφ  we get 
( ) ( ) ( ) ( )
( ) ( )
2 2
,
, 1 , 1
11
4 2 2
2 2
2 1 1 ½
( ) 1 ( 1)( 1)
m n n m
n m n m
E H E n n n B
n n n n n n
ν ν
ν ν
φ φ ν τ δ
τ ν δ τ ν δ+ −
+ − − = + + + + + − − + + +  
− + + + − + + + + + +
A
 (2.16) 
where 2Eτ = −Z . The resulting recursion relation for the expansion coefficients of 
the wavefunction in terms of the polynomials ( ) ( 1) ( 1) ( )n nP E n n f Eν= Γ + Γ + +  reads 
 
( ) ( ) ( ) ( )
( ) ( ) ( )
2 2
1 1
1
2 2
2 2
2 1 1 ½
1 1 0 .
n
n n
n n n B P
n n P n n P
ν ν
ν ν
ν τ
τ ν τ− +
+ + + + + + − − + + +  
− + + − + + + + + =
A
    (2.17) 
This is a special case of the recursion relation for the continuous dual Hahn orthogonal 
polynomial [12], which is shown as Eq. (A.14) in the Appendix. As a result we obtain 
 
( )
( )
1
2
1
2
2
2
1 1
2 2( 1)
( 1) 1 1
2 2
; , , ( ½)
( )
; , , ( ½)
n
n
n
n
n
S z B
f E
S z B
ν
ν
νν
ν
τ
τ
+
+
+
Γ + +
Γ + +
 + < − += ×  + > − +
A
 A
    (2.18) 
where 2| ( ½) |z B= + +A  and ( ; , )nS z a bµ  is a modified version of the continuous dual 
Hahn polynomial defined as 
 ( )3 2 , ,   ,( ; , ) ( ; , ) 1n n n x xa bS x a b S ix a b Fµ µ µ µµ µ− + −+ +≡ − =       (2.19) 
The discrete energy spectrum is evidently obtained by diagonalization of (2.16) which 
translates into the requirements 
 ( ) ( )2 2
2
1
2
1 0,
½ 0,
n
B
ν
ν
τ
+
+ + + =
− + + + =A          (2.20) 
giving, 
 ( )2212 1n nE ν+ += − Z , 21 2 ( ½) Bν = − + + +A .      (2.21) 
This is the same energy spectrum as that in Eq. (2.13) above when B = 0. 
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III. THE SPHERICAL OSCILLATOR 
 
 In this case, we write the configuration space coordinate as 2( )x rλ= . Thus, the 
basis elements of the L2 space is written as 
 ( ) ( )xn n nr A x e L x
α β νφ −= ,          (3.1) 
where again α and β are real and positive, 1ν > − , and 2 ( 1) ( 1)nA n nλ ν= Γ + Γ + + . 
Using 2d ddr dxxλ= , we obtain the following 
( ) ( ) ( )2 22 12 2 22 ½ ½4 2 ( )xn n nx x xd d dA x e L xdr dx dx xα β να α αφ αλ β β β+ − + + = + − − + − −   . (3.2) 
Employing the differential formulas of the Laguerre polynomials, which are shown in the 
Appendix, gives the following 
 
( )
( )
2
2 2
2 2
2
1
1
2 ½
2 ½
( ½) (2 ½)4 2
4 ( ) 1 2 .
n
n
n
n
n
x
x
d nx
dr x x x
An
A
α ν
α ν
φ α α β αλ β β φ
λ ν β φ −
−
− −
− −
− + = − + − +  
− + + −
  (3.3) 
The tridiagonal structure can only be achieved if and only if ½β =  resulting in the 
following action of the wave operator on the basis 
( )
( )
2 2
2
12
1
1 (2 ½) ( ¼) ( ½) 4 1
2 4 4
1 ( )(2 ½)   .
2
n
n
n n
n
n xH E n
x
n AV E
x A
α ν αφ αλ
ν α νφ φλ −−
 − − + − − +− = − + + + −
+ − −+ − +
A
  (3.4) 
The orthogonality relation (A.5) and the tridiagonal requirement limit the possibilities to 
either one of the following two: 
 (1) 2 1 2ν α= − , 2 1α = +A , and 4 212V rω=       (3.5a) 
 (2) 2 3 2ν α= − ,  and 4 2 212 2V r B rλ= +       (3.5b) 
where ω is the oscillator frequency and B is a centripetal potential barrier parameter.  
 
 The first possibility gives the following tridiagonal matrix representation of the 
wave operator 
 
( ) ( )
( )
,2
, 1 , 1
4
4 2
4
4
22 2 1 1
1 ( ) ( 1)( 1) .
m n n m
n m n m
EH E n
n n n n
ω
λ λ
ω
λ
φ φ ν δλ
ν δ ν δ+ −
 − = + + + −  
 − − + + + + + 
    (3.6) 
Writing the resulting recursion relation in terms of the polynomials ( )nP E  = 
( 1) ( 1) ( )nn n f EνΓ + + Γ +  gives the following 
 ( ) ( ) ( )2 1 1122 1 0n n nEn P n P n Pσ λν σ σ ν − ++− −+ + − − + − + =  ,    (3.7) 
where ( )4 1σ ω λ± = ± . We compare this with the recursion relation of the Pollaczek 
polynomial [Eq. (A.11) in the Appendix] while carefully considering the range of values 
of the parameters. Using the well known relations, cosh cos iθ θ=  and sinh sini iθ θ= − , 
we could define a “Hyperbolic Pollaczek polynomial” as follows 
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 22 1
( 2 )
( 1) (2 )( , ) ( , ) ( , ; 2 ;1 )
n
n n
n
nP x P ix i e F n x e
µ µ θ θµ
µθ θ µ µ−Γ +Γ + Γ≡ − = − + − ,  (3.8) 
where 0θ > . These polynomials satisfy the following modified three-term recursion 
relation: 
 [ ] 1 12 ( ) cosh sinh ( 2 1) ( 1) 0n n nn x P n P n Pµ µ µµ θ θ µ − ++ + − + − − + =      (3.9) 
Therefore, the expansion coefficients of the oscillator wavefunction could be written in 
terms of these polynomials and in one of two alternative expressions, depending on the 
values of the parameters, as follows: 
 
( )
( )
3 2
2
3 2
2
1
1
2
2 4
2
2 4
2
2 1
3 2 2
2 1
( 1)
( )
, sinh ,
( )  
( ) ,sinh ,
n
n
n
n
E
E
n
n
P
f E
P
ρ
ω ρ
ρ
ω ρ
λ ω
λ ω
+
+
−
−
−
−
−
−
Γ +
Γ + +
 <= × − >
A
AA


   (3.10) 
where ρ ω λ= . The discrete energy spectrum is easily obtained by diagonalization of 
the Hamiltonian in (3.6) resulting in the following requirements 
 2 2λ ω= , and 22 1n Eν λ+ + = ,        (3.11) 
which gives 
 ( )2 2 1nE nω ν= + + ,          (3.12) 
where 1 2ν = +A  and 0,1, 2,...n = . Thus, the bound states wavefunctions are 
 
2 21 2 1 2 2 2( ) ( ) ( )rn n nr A r e L r
ωψ ω ω+ − +=A A A .       (3.13) 
 
 Now, we consider the second possibility (3.5b) in which the parameter ν , aside 
from being > −1, is arbitrary. It is to be noted that in this case the first term in the 
potential, 212 xλ , is essential to cancel the contribution of the term 4x−  in Eq. (3.4) which 
destroys the tridiagonal structure. Therefore, the basis scale parameter should be 
identified with the oscillator frequency, whereas, the arbitrary basis parameter is the 
Laguerre polynomial index ν. Following the same procedure as outlined above we obtain 
the following matrix representation of the wave operator 
( ) ( ) ( ) ( )
( ) ( )
2 2
,
, 1 , 1
2
1 ½1
2 2 2 42
2 2
2 1 1
( ) 1 ( 1)( 1) ,
m n n m
n m n m
BH E n n n
n n n n n n
ν ν
λ
ν ν
φ φ ν τ δ
τ ν δ τ ν δ+ −
+ + − = + + + + + − − + +  
− + + + − + + + + + +
A
 (3.14) 
where 22Eτ λ= − . Similarly, one could easily show that the solution of the recursion 
relation (1.2) resulting from the matrix wave equation is written in terms of the 
continuous dual Hahn orthogonal polynomial and its “modified” version as follows: 
 
( )
( )
1
2
1
2
2
2
1 1
2 2( 1)
( 1) 1 1
2 2
; , , ( ½)
( )
; , , ( ½)
n
n
n
n
n
S z B
f E
S z B
ν
ν
νν
ν
τ
τ
+
+
+
Γ + +
Γ + +
 + < − += ×  + > − +
A
 A
    (3.15) 
where 212 | ( ½) |z B= + +A  and ( ; , )nS x a bµ  is defined by Eq. (2.19). Additionally, the 
discrete energy spectrum is obtained from (3.14) by the requirement that 
 ( ) ( )2 2
2
1 ½
2 2 4
1 0,
0 .B
n ν
ν
τ
+ +
+ + + =
− + + =A          (3.16) 
Giving: 
 ( )2 2 2nE nλ ν= + + , 21 ( ½) Bν = − + + +A ,      (3.17) 
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which is the same energy spectrum as that in Eq. (3.12) when B = 0. 
 
 
IV. POWER-LAW POTENTIALS AT ZERO ENERGY 
 
 The configuration space coordinate for this problem is ( )x r γλ= , where λ > 0 and 
the real parameter 0,1, 2γ ≠ . The three dismissed values of γ correspond to the Morse, 
Coulomb, and Oscillator problems, respectively [13]. An element of the basis functions 
could be taken as follows 
 2( ) ( )xn n nr A x e L x
α νφ −= .          (4.1) 
(0) ( ) 0n nφ φ= ∞ =  for positive and negative values of γ, which is fixed once and for all. 
The integration measure in terms of x is 1 11| | x dx
γ
λ γ
− +  since for 0γ± >  we get 
0
dr
∞∫  = 
1 1
0
1 x dxγλγ
∞ − +± ∫ . Therefore, the normalization constant is ( 1) ( 1)nA n nγ λ ν= Γ + Γ + + . 
Using the derivative chain rule, which gives 1 1d ddr dxx
γγλ −= , we can write 
 
( ) ( ) ( ) ( )
( ) ( )
( )
222
2
2
2
2
2
11
½ 1 1
2
1 1
2 2
1
2 2
( )
2
4 ( )
( ) 2 .
n
n
n
n
n
A
A
H E x n
xx n x V E
x n
γ
γ
γ
γ γγ
γ
γ
φ α α νγλ
α φγλ
ν α ν φ
−
−
−−
+− = − − − − −
+ + + − − + − 
+ + − −
A
  (4.2) 
The constant E term must independently vanish (for 0,1, 2γ ≠ ) if the representation of 
the wave operator is to be tridiagonal. Consequently, this case is analytically solvable 
only for zero energy. It is to be noted that this condition does not diminish the 
significance of these solutions. Zero energy solutions have valuable applications in 
scattering calculations (e.g., effective rang and scattering length parameters [14]) and in 
the investigation of low energy limit cases. 
 
 For this problem we also end up with two possibilities for obtaining the tridiagonal 
structure of the Hamiltonian: 
 (1) 2 1ν α γ= − , α = ( 1) , 0
, 0
γ γ
γ γ
+ > − <
A
A , and ( )2 21 12rV Ar Brγ γ= +    (4.3a) 
 (2) 2 1 1ν α γ= − − ,  and ( )2 2 21 1 12 2 2 ( )rV A Br rγ γγ λ = + +     (4.3b) 
where A and B are real potential parameters. The last term of the potential in the second 
case (4.3b) is necessary to eliminate the non-tridiagonal component coming from the 
contribution of the term 2 214 x
γ−−  in Eq. (4.2). 
 
 The resulting representation of the Hamiltonian for the first case (4.3a) is 
 
( ) ( )
( )
2
2
2
2
,2
, 1 , 1
2
4
4
2 2 1
( ) ( 1)( 1) .
m n n m
n m n m
B A
B
H n
n n n n
γ γ
γ
γ
λ λ
γ
λ
φ φ ν δλ
ν δ ν δ+ −
 = + + + +  
 − − + + + + + 
    (4.4) 
The recursion relation obtained from this representation has two solutions depending on 
whether B is positive or negative. For B < 0 and 0γ± > , we get: 
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 ( )½ 12 1 22 1 2 1| | 1( 1)( 1 )( ) , cosn n ABnnf P γγ ργ ρ+± + −+ −−− +Γ +Γ + ±= AAA ,     (4.5) 
where 2 B γρ γ λ= . On the other hand, for B > 0 and 0γ± >  the solution is written 
in terms of the Hyperbolic Pollaczek polynomial as follows: 
 
( )
( )
½ 1
2
½ 1
2
1
1
2
2 1
2
2
| | 1
2
| | 1
( 1)
( 1 )
,sinh , 1
( )  
( ) , sinh , 1
n B
n
n
n B
A
A
n
n
P
f
P
γ
γγ
ρ
γ ρ
ρ
γ ρ
ρ
ρ
+
+
± + −
± + −+
−
−
Γ +
Γ + ±
 >= ×  − <
A
AA

A

   (4.6) 
The diagonal representation of the Hamiltonian is obtained from Eq. (4.4) by the 
requirement that the potential parameters assume the following values: 
 ( )22B γγλ= , and ( ) ( )2 2 12 2 1A nγ γλ γ += − + ± A  for 0γ± >    (4.7) 
Thus, the discrete spectrum of the Hamiltonian occurs for positive values of the potential 
parameter B and for negative, A -dependent, and discrete values of A with 2 2A γγ λ∆ = . 
The eigenfunctions of the Hamiltonian that correspond to this discrete representation and 
for 0γ± >  are as follows: 
 ½ ( ½) 2 (2 1)( ) ( ) ( )rn n nr A r e L r
γ γλ γ γ γψ λ λ± + − ± +=A A A ,      (4.8) 
This diagonal representation has already been obtained by this author [13] and others 
[15]. 
 
 The second possibility defined in (4.3b) produces the following tridiagonal matrix 
representation for H 
( ) ( ) ( ) ( )
( ) ( )
2
22
,
, 1 , 1
2
1 ½2 2
2 2( )
2 2
2 1 1
( ) 1 ( 1)( 1)
m n n m
n m n m
AH n n n
n n n n n n
ν ν γ γγλ
ν ν
φ φ ν τ δ
τ ν δ τ ν δ+ −
+ + = + + + + + − − + +  
− + + + − + + + + + +
A
 (4.9) 
where 2B γτ γ λ=  and 1ν > −  but, otherwise, arbitrary. The associated recursion relation 
is solved for the expansion coefficients of the wavefunction in terms of the continuous 
dual Hahn polynomial and its “modified” version as follows: 
 
( )
( )
1
2
1
2
2
2
1 1
2 2( 1)
( 1) 1 1
2 2
; , , 2 ( ½)
( )
; , , 2 ( ½)
n
n
n
n
n
S z A
f
S z A
ν
ν
νν
ν
τ
τ
+
+
+
Γ + +
Γ + +
 + < − += × + > − +
A
A  A
    (4.10) 
where 21| | | ( ½) 2 |z Aγ= + +A . The diagonal representation is obtained by restricting the 
potential and basis parameters to satisfy 
 
( )
( ) ( )
2
2 21
2
2 1 ,
2 ½ ,
B n
A
γ
ν
γ λ ν
γ +
= − + +
= − +A          (4.11) 
which is the same results as that in (4.7) above with A = 0 and B → 2A as it is also 
evident by comparing the potential in (4.3a) with that in (4.3b). 
 
 
V. THE ONE-DIMENSIONAL MORSE OSCILLATOR 
 
In this example, we only list the results without giving details of the calculation: 
 yx e λµ −= , where , 0µ λ >  and 1y∈ℜ (the real line)     (5.1) 
 −10−
 2( ) ( )xn n nr A x e L x
α νφ −= , ( 1) ( 1)nA n nλ ν= Γ + Γ + +      (5.2) 
Case (1) 2ν α= : 
 ( )222 r rV Ae Beλ λλ − −= + , 212 ( )E λα= − .       (5.3) 
 
( ) ( )
( )
2
2
,2
, 1 , 1
1
4
1
4
2 2 1
( ) ( 1)( 1)
m n n m
n m n m
B A
B
H E n
n n n n
µµ
µ
φ φ ν δλ
ν δ ν δ+ −
 − = + + + +  
 − − + + + + + 
    (5.4) 
where 2 2Eλν = −  and 0E < . The solution for B < 0 is 
 ( )12 1 222 11( 1)( 1)( ) , cosn nn An Bf E Pν ρρν + − −+Γ + −Γ + + −= ,      (5.5) 
where 2 Bρ µ= . However, if B is positive then we obtain the following 
 
( )
( )
1
2
1
2
1
1
2
2
2
1
2
1
2( 1)
( 1)
2
,sinh , 2
( )  
( ) , sinh , 2
n
n
n
n
A
Bn
n A
B
P B
f E
P B
ν
ν
ρ
ρ
ρ
ρ
ν
µ
µ
+
+
−
−
−
−
Γ +
Γ + +
 <= × − >


   (5.6) 
The discrete energy spectrum requirement puts ( )22B µ=  and gives 
 ( )22 12 2n AE nλ µ= − + + .          (5.7) 
Therefore, the corresponding bound states wavefunctions are as follows 
 ( ) ( )1 22| | | 2 1|( ) exp 2A An y ny yn n ny A e B e L B eµ µλ λ λψ − + + + +− −= − .    (5.8) 
Case (2) ( 1) 2α ν= + : 
 ( )2 22 22 r rV Ae eλ λµλ − − = +   .         (5.9) 
 
( ) ( ) ( )
( ) ( )
2
,
, 1 , 1
2 2
12 2
2 2
2 2
2 1 1
( ) 1 ( 1)( 1)
m n n m
n m n m
A E
A A
H E n n n
n n n n n n
ν νµλ λ
ν νµ µ
φ φ ν δ
ν δ ν δ+ −
+ − = + + + + + − − −  
− + + + − + + + + + +
  (5.10) 
 ( )12( 1) 1 12 2( 1)( ) ; ,n nn Anf E S zνν ν µ+Γ + + +Γ += + ,       (5.11) 
where ( )2 212 2z Eν λ+= + . The solution of this case coincides with the findings in 
Refs. [16]. Moreover, we also obtain by diagonalization of (5.10) the following discrete 
energy spectrum 
 ( ) ( )222 21 12 2 2 2n AE nλ ν λ µ+= − = − + + ,       (5.12) 
which is identical to (5.7) above. 
 
 
VI. THE S-WAVE HULTHÉN PROBLEM 
 
 The Hulthén potential [17], which is written as ( ) (1 )r rV r e eλ λλ − −= − −Z  with 
0λ > , is used as a model for a screened Coulomb potential, where λ is the screening 
parameter. This is so, because for small λ we can write the potential as ( ) rrV r e λ−≈ − Z . 
The configuration space coordinate which is compatible with these kind of problems is 
 −11−
1 2 rx e λ−= − . It maps real space into a bounded one. That is, [ ]1, 1x∈ − +  for [ ]0,r∈ ∞ . 
This problem belongs to the situation described by Eq. (1.7) with 1x± = ± . Since 
2 1( , ; ; )F n n b c z− +  is proportional to the Jacobi polynomial ( 1, ) (1 2 )c b cnP z− − −  [9], then the 
L2 basis functions that satisfy the boundary conditions for this case could be written as 
 ( , )( ) (1 ) (1 ) ( )n n nr A x x P x
α β µ νφ = + − ,        (6.1) 
where , 0α β > , , 1µ ν > −  and the normalization constant is 
 1
(2 1) ( 1) ( 1)
( 1) ( 1)2n
n n n
n nA µ ν
λ µ ν µ ν
µ ν+ +
+ + + Γ + Γ + + +
Γ + + Γ + += .       (6.2) 
Using the differential formulas of the Jacobi polynomials [Eqs. (A.8) and (A.9) in the 
Appendix], and (1 )d ddr dxxλ= − , we can write 
( ){ ( )
( ) ( ) }
2
2
2
2
11
2 2 1
2
( )( ) 2 2 1
2
( 1) (2 1)
1 2 .
1
1 1 1
1 1
1 1 1 1
n
n n
n
n
A
A
n
n n
n
d n x n n
dr
x
x x x
x x
x x x x
ν µ µ β α νµ ν
µ ν µ β α νµ ν
φ λ µ ν α β
β α α φ φ −−
− − − −+ +
+ + − − −+ +
= − + + − + + + − +
+ + − + +
−+ − +
+ −− + − +
 (6.3) 
Noting that 
1
0 1
1
1
dx
xdr λ
∞ +
− −=∫ ∫  and using the orthogonality relation for the Jacobi 
polynomials [Eq. (A.10) in the Appendix], we arrive at the following conclusions. First, 
this problem admits only S-wave ( A  = 0) exact solutions since the orbital term creates 
intractable non-tridiagonal representations. Second, the tridiagonal requirement on the 
action of the wave operator limits the possibilities to the following three: 
 (1) 2β µ= , and ( 1) 2α ν= +         (6.4a) 
 (2) 2β µ= , and 1 2α ν= +         (6.4b) 
 (3) ( 1) 2β µ= + , and ( 1) 2α ν= +        (6.4c) 
 
 The first possibility eliminates the 1nφ −  term from Eq. (6.3), whereas the last two 
allow this term to contribute to the matrix elements above and below the diagonal. The 
calculation in the first possibility (6.4a) gives the following action of the S-wave 
Schrödinger operator on the basis: 
 
( ) ( ) ( ) ( )
( )
2
2 2
2
2 1 11 1 1
1 2
1 11 2 1 .
4 1 4 1 1
n
n
xH E n n
x
x x x V E
x x x
φ µ ν µ νλ
µ ν φλ
− − = + + + + + ++ 
+ − − +− − + − − + − 
    (6.5) 
Therefore, to obtain the tridiagonal representation, our choice of potential functions is 
limited to those that satisfy the following constraint: 
 ( ) ( )2 22 2 22 1 1 11 2 11 4 1 4 1
x x x A BV E x
x x x
µ ν
λ λ λ
+ + − −− = + + + + ±− − + ,   (6.6) 
where A and B are real potential parameters. The first two terms on the right hand side of 
the equation are necessary to cancel the contribution of the corresponding terms in Eq. 
(6.5) that destroy the tridiagonal structure. Equation (6.6) results in the following 
 ( )212 2E µλ= − ,           (6.7) 
 2 1
1
1
( 1) 1
r
r r
re
C AV Be
e e
λ
λ λ λ
−
−
= + + ×− − 
       (6.8) 
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where 2 2 12 4C
λ ν −=  and E < 0. The two alternatives in the last term of the potential 
correspond to the ± sign in Eq. (6.6). From now on, we will adopt the + sign making the 
last potential term in (6.8) pure exponential, rBe λ− . However, the other choice could 
easily be obtained from this one by the parameter map: B → −B, A → A + B. The first 
two terms in V(r) are the Hulthén potential and its square. After some manipulations, we 
obtain the following matrix representation of the wave operator 
 
( )2
, , 1
2
2
2
2
2 ( 1) ( )( 1)2
(2 )(2 2)
( )( )( )21 2
2 2 (2 1)(2 1)
( 1)( 1)( 1)( 1)2
2 2 (2 1)(2
2 1
( 1)( 1)
m n
n m n m
n nB
n n
n n n nBA
n n n
n n n nB
n n n
H E n n µ ν µ ν νµ ν µ νλ
µ ν µ νλ
µ ν µ ν µ νλ
µ ν µ νλ
µ ν µ ν
φ φ µ νλ
µ ν δ δ +
+ + + + + +
+ + + + +
+ + + +
+ + + + − + + +
+ + + + + + + +
+ + + + + + +
− = + + + +
+ + + + +
+ , 13) ,n mµ ν δ −+ +
  (6.9) 
where ( )Eµ µ=  as given by Eq. (6.7). The resulting three-term recursion relation (1.2) 
could be written in terms of polynomials defined by 
 ( 1) ( 1)1 ( 1) ( 1)2 1( ) ( )n n
n n
n nn
P E f Eµ νµ νµ ν
Γ + + Γ + +
Γ + Γ + + ++ + += ,      (6.10) 
in which case it reads 
 
( )2
1 1
1
2
2 ( 1) ( )( 1)
(2 )(2 2)
( )( ) ( 1)( 1)
(2 )(2 1) (2 1)(2 2)
n n
n n
n n
n n
n n n n
n n n n
z P n P
P P
µ ν µ ν µ ν ν
µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν µ ν
γ
− +
+ + + + + + + +
+ + + + +
+ + + + + +
+ + + + + + + + + + +
 = + +  
+ +
   (6.11) 
where 2 2Bγ λ=  and ( ) ( )z E C A E B= − − . We are not aware of any known three-
parameter orthogonal polynomials that satisfy the above recursion relation. However, 
comparing it to the recursion (A.6) in the Appendix suggests that these polynomials 
could be considered as deformations of the Jacobi polynomials with γ being the 
deformation parameter (γ = 0 corresponds to the Jacobi polynomial). Pursuing the 
analysis of these polynomials would be too mathematical and inappropriate for the 
present setting. Nonetheless, we find it pressing to make the following remark. For large 
values of the index n the γ term in the recursion (6.11) goes like 2n  whereas the rest of 
the terms go like 0n . Therefore, to obtain reasonable and meaningful numerical results, γ 
should be taken very small (i.e., 2 Bλ  ). Now back to the matrix representation (6.9) of 
the wave operator. The discrete energy spectrum is easily obtained by diagonalizing this 
representation which requires that B = 0 and 
 ( ) ( ) ( ) 2121 1 1 2 0n n Aµ ν µ ν λ+ + + + + + + = ,      (6.12) 
giving the following discrete spectrum for 0,1, 2,...n =  
 ( ) 22 222 12 2 1
2
2
2( )
8n
A CE n
n
λ ν ν
µ λ λ+ +
 −= − = − + + +  
.     (6.13) 
The corresponding bound states could be written as follows 
 
1
22 ( , )( ) (1 ) (1 2 )n nr r rn n nr A e e P e
νλµ µ νλ λψ +− − −= − − ,      (6.14) 
where 2 2n nEλµ = −  and 21 8Cν λ= + . These findings, for the special case where B 
= 0 in the potential function (6.8), agree with the results obtained in Refs. [18]. 
 
 Repeating the same analysis for the second possibility (6.4b) and investigating the 
tridiagonal structure of the resulting action of the wave operator on the basis we conclude 
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the following. First, the parameter µ is related to the energy by Eq. (6.7) − the same way 
as in the first case. Second, the potential is required to take the following functional form 
 2 2 2
1 12
1 (1 ) 1 ( 1) 1 ( 1)
r
r r r r
x x A Be A B BV A B
x x e e e e
λ
λ λ λ λ
− − += + = + = ++ + − − − −   (6.15) 
The matrix representation of the S-wave Schrödinger operator is obtained as 
 
( ){ }
( )
2
2
,
2
, 1
2
2
( ) 2 ( 1) ( )( 1)
2 (2 )(2 2)
( )( )( )1
2 (2 1)(2 1)
( 1)( 1)( 1)( 1)1
2 2 (2
1
1
m n
n m
n m
n n n n
n n n
n n n n
n n n
n n n n
n n
H E
z n
n
µ ν
µ ν
µ µ ν µ ν ν
µ ν µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν
µ ν µ ν
µ ν µ ν
φ φλ
γ δ
γ δ +
+
+
+ + + + + + +
+ + + + + + +
+ + + +
+ + + + − + + +
+ + + + + + + +
+ + + + +
− =
 − − + + + +  
 + + +  
+ ( )2 , 121)(2 3) 1 n mn n µ νµ ν γ δ −++ + + +  + + +  
  (6.16) 
where ( )2 212 2 1 4z Bν λ+= − −  and 22( )E Aγ λ= + . The resulting recursion relation in 
terms of the polynomials defined by Eq. (6.10) above reads as follows 
 
( ){ }
( )
( )
2
2
1
2
1
2
2
2
( ) 2 ( 1) ( )( 1)
2 (2 )(2 2)
( )( )
(2 )(2 1)
( 1)( 1)
(2 1)(2 2)
1
1
n n
n
n
n n n n
n n n
n n
n n
n n
n n
z P n P
n P
n P
µ ν
µ ν
µ ν
µ µ ν µ ν ν
µ ν µ ν µ ν
µ ν
µ ν µ ν
µ ν
µ ν µ ν
γ
γ
γ
−
+
+
+
+
+ + + + + + +
+ + + + + + +
+ +
+ + + + +
+ + + +
+ + + + + +
 = − + + + +  
 + + +  
 + + + +  
  (6.17) 
 
Fig. 1: A graph of the density (weight) function ( )zγρ  associated with the 
orthogonal polynomials satisfying the three-term recursion relation (6.17). The 
“Dispersion Correction” method developed in Ref. [19] was used to generate 
this plot using the recursion coefficients { }50 0,n n na b =  in Eq. (6.16) with µ = 
1.0, ν = 1.5 and for several values of the parameter γ as shown on the traces. 
 
 The orthogonal polynomials defined by this recursion relation are, to the best of our 
knowledge, not seen before. The mathematical analysis of this recursion relation and the 
corresponding polynomials will not be carried out here. However, we find it appropriate 
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and physically sufficient to give a fairly accurate graphical representation of the density 
(weight) function ( )zγρ  associated with the orthogonality of these polynomials. We use 
one of three numerical methods developed in Ref. [19] to obtain a good approximation of 
the density function associated with a finite tridiagonal Hamiltonian matrix. Figure (1) 
shows ( )zγρ  for a given value of µ and ν and for several choices of the parameter γ. The 
discrete energy spectrum is obtained (by diagonalization) from Eq. (6.16) as 
 
2
2 2
1
2 1
2
21
8 1n
AE n
n
ν ν
λ λ+ +
 = − + + + + +  
, 0,1, 2,...n =     (6.18) 
where 12 D
ν λ+ =  and D is defined by 2 22 4D B λ= +  where 2 8B λ> − . 
 
 We leave it to the interested reader to find the recursion relation for the third 
possibility (6.4c) and to verify the following results: 
 2( 1) 1r r
C AV
e eλ λ
= +− −           (6.19) 
where 2 2 12 4C
λ ν −=  and A is a real potential parameter. Moreover, 
 
( ){ }
( )
2
2
,
2
, 1
2
2
( ) 2 ( 1) ( )( 1)
2 (2 )(2 2)
( )( )( )1
2 (2 1)(2 1)
( 1)( 1)( 1)( 1)1
2 2 (2
1
1
m n
n m
n m
n n n n
n n n
n n n n
n n n
n n n n
n n
H E
z n
n
µ ν
µ ν
ν µ ν µ ν µ
µ ν µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν
µ ν µ ν
µ ν µ ν
φ φλ
γ δ
γ δ +
+
+
+ + + + + + +
+ + + + + + +
+ + + +
+ + + + − + + +
+ + + + + + + +
+ + + + +
− =
 − − + + + +  
 − + +  
− ( )2 , 121)(2 3) 1 n mn n µ νµ ν γ δ −++ + + +  + + +  
  (6.20) 
Aside from some sign changes and the exchange µ ν↔ , this is the same as Eq. (6.16) 
above. However, here we have ( )2 2122Ez µλ += +  and 22( )E A Cγ λ= + − . The discrete 
energy spectrum is obtained as 
 ( ) 22 2 22 12 1
2
1
2
2( )
2 8n
A CE n
n
ν ν
µλ λ λ+ ++
 −= − = − + + +  
     (6.21) 
 
 
VII. ROSEN-MORSE TYPE POTENTIALS 
 
 The basis functions for the one-dimensional problem associated with this potential 
could be written as follows 
 ( , )( ) (1 ) (1 ) ( )n n nx A x x P x
α β µ νφ = + − ,        (7.1) 
where tanh( )x yλ=  and 1y∈ℜ . The parameters , , , ,α β µ ν λ  are real with α, β and λ 
positive. The normalization constant An is given by Eq. (6.2). Analytic solutions of this 
problem are obtainable for three cases where the parameters are related as: ( , )α β  = 
( )2 2, µν , ( )12 2, µν + , or ( )12 2, µν + . As an example, we consider only the first case where the 
potential function assumes the following form which is compatible with the tridiagonal 
representation 
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 2 2
tanh( )tanh( )
cosh( ) cosh( )
A yV C y B
y y
λλ λ λ= + ± ,      (7.2) 
where ( ) ( )2 22 2C λµ λν= − . We consider, in what follows, the potential with the top + 
sign in (7.2). The tridiagonal representation of the wave operator becomes 
( )2 ,2
, 1
2 2
2
2
1
2
2 ( 1) ( )( 1)1 4
4 (2 )(2 2)
( )( )( )4
2 (2 1)(2 1)
( 1)( 1)( 1)( 1)4
2 2 (2 1)(2 3
2 2m n n m
n m
n nA B B
n n
n n n nB
n n n
n n n nB
n n n
H E n µ ν µ ν µ ν νµ ν µ νλ λ
µ ν µ νλ
µ ν µ ν µ ν
µ ν µ νλ
µ ν µ ν µ ν
φ φ δλ
δ +
+ + + + + + + +− + + + + +
+ + + +
+ + + + − + + +
+ + + + + + + +
+ + + + + + + + +
 − = − + + +  
+
+ , 1) n mδ −
 (7.3) 
The resulting recursion relation is similar to (6.11). The discrete energy spectrum is 
obtainable only for B = 0 which corresponds to the hyperbolic Rosen-Morse potential 
[20]. In this case we obtain: 
( ) ( ) ( ) ( ) ( )22 22 2 2 21 12 2 22 2n CE n D n Dλ λλµ λν λ λ − = − − = − + − + + −     (7.4) 
where D is defined by 2 22 4D A λ= − +  and 2 8A λ< . The corresponding bound states 
wavefunctions are 
 2 2 ( , )( ) (1 tanh ) (1 tanh ) (tanh )n n n nn n ny A y y P y
ν µ µ νψ λ λ λ= + − ,   (7.5) 
where 1 2( )n nE Cλµ = − −  and 1 2( )n nE Cλν = − + . 
 
 Finally, we note that the examples presented in this work do not exhaust all 
possible potentials in this larger class of analytically solvable systems. Moreover, it 
might be possible that this approach could be extended to the study of quasi exactly and 
conditionally exactly solvable problems. In addition, the relativistic extension of this 
development is also possible. In fact, the Dirac-Coulomb and Dirac-Morse problems 
have already been worked out [21]. 
 
 
APPENDIX 
 
 The following are useful formulas and relations satisfied by the orthogonal 
polynomials that are relevant to the development carried out in this work. They are found 
in most books on orthogonal polynomials [9]. We list them here for ease of reference. 
 
(1) The Laguerre polynomials ( )nL x
ν , where 1ν > − : 
 1 1(2 1) ( ) ( 1)n n n nxL n L n L n L
ν ν ν νν ν − += + + − + − +       (A.1) 
 1 1
( 1)
( 1) ( 1)( ) ( ; 1; )n
n
nL x F n x
ν ν
ν νΓ + +Γ + Γ += − +        (A.2) 
 ( )22 1 ( ) 0nd dx x n L xdx dx νν
 + + − + =  
       (A.3) 
 1( )n n n
dx L nL n L
dx
ν ν νν −= − +          (A.4) 
 
0
( 1)
( 1)( ) ( )
x
n m nm
n
nx e L x L x dx
ν ν ν ν δ
∞
− Γ + +
Γ +=∫        (A.5) 
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(2) The Jacobi polynomials ( , ) ( )nP x
µ ν , where 1, 1µ ν> − > − : 
 
( ) ( , ) ( , )
( , ) ( , )
1 1
2 22 ( 1) ( ) 11
2 (2 )(2 2)
( )( ) ( 1)( 1)
(2 )(2 1) (2 1)(2 2)
( )
n n
n n
n nx
n n
n n n n
n n n n
P P
P P
µ ν µ ν
µ ν µ ν
µ ν ν µµ ν µ ν
µ ν µ ν
µ ν µ ν
µ ν µ ν µ ν µ ν− +
+ −±+ + + + + +± + + + + +
+ + + + + +
+ + + + + + + + + + +
=
± ±
    (A.6) 
 ( , ) ( , )2 1 12
( 1)
( 1) ( 1)( ) ( , 1; 1; ) ( ) ( )
n
n n
xn
nP x F n n P x
µ ν ν µµ
µ µ ν µ −Γ + +Γ + Γ += − + + + + = − −  (A.7) 
 ( ) ( ) ( )22 ( , )21 2 1 ( ) 0nd dx x n n P xdx dx µ νµ ν µ ν µ ν  − − + + + − + + + + =     (A.8) 
 ( ) ( )2 ( , ) ( , ) ( , )1( )( )2 21 2n n nn nn ndx P n x P Pdx µ ν µ ν µ νµ νν µµ ν µ ν −+ +−+ + + +− = − + +    (A.9) 
 
1
( , ) ( , )
1
1 ( 1) ( 1)2
2 1 ( 1) ( 1)(1 ) (1 ) ( ) ( )n m nm
n n
n n nx x P x P x dx
µ ν µ ν µ ν µ ν µ ν
µ ν µ ν δ
+
−
+ + Γ + + Γ + +
+ + + Γ + Γ + + +− + =∫   (A.10) 
 
(3) The Pollaczek polynomials ( , )nP x
µ θ , where 0µ >  and 0 θ π< < : 
 [ ] 1 12 ( ) cos sin ( 2 1) ( 1) 0n n nn x P n P n Pµ µ µµ θ θ µ − ++ + − + − − + =    (A.11) 
 22 1
( 2 )
( 1) (2 )( , ) ( , ; 2 ;1 )
in i
n
n
nP x e F n ix e
µ θ θµ
µθ µ µ −Γ +Γ + Γ= − + −     (A.12) 
 ( 2 )( 1)( , ) ( , ) ( , )n m nm
n
nx P x P x dx
µ µ µ µρ θ θ θ δ
+∞
−∞
Γ +
Γ +=∫       (A.13) 
where 22 (2 )12( , ) (2sin ) ( )
xx e ixµ µ θ ππρ θ θ µ−= Γ + . 
 
(4) The continuous dual Hahn polynomials ( ; , )nS x a b
µ , where 2 0x >  and µ, a, b are 
positive except for a pair of complex conjugates with positive real parts: 
 
2 2
1 1
( )( ) ( 1)
( 1) ( )( )
n n
n n
x S n a n b n n a b S
n n a b S n a n b S
µ µ
µ µ
µ µ µ
µ µ− +
 = + + + + + + + − − 
− + + − − + + + +
    (A.14) 
 ( )3 2 , ,   ,( ; , ) 1n n ix ixa bS x a b Fµ µ µµ µ− + −+ +=         (A.15) 
 
0
( 1) ( )
( ) ( )( ) ( ; , ) ( ; , )n m nm
n n a b
n a n bx S x a b S x a b dx
µ µ µ
µ µρ δ
∞ Γ + Γ + +
Γ + + Γ + +=∫     (A.16) 
where 
2( ) ( ) ( )1
2 ( ) ( ) (2 )( )
ix a ix b ix
a b ixx
µ µ
π µ µρ Γ + Γ + Γ +Γ + Γ + Γ= . 
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