Abstract. In this paper and its sequels, we give a necessary and sufficient condition for two essential simple loops on a 2-bridge sphere in a 2-bridge link complement to be homotopic in the link complement. This paper treats the case when the 2-bridge link is a (2, p)-torus link and its sequels will treat the remaining cases.
and by using the result, we described all upper-meridian-pair-preserving epimorphisms between 2-bridge link groups. The purpose of this paper and its sequels is to give a necessary and sufficient condition for two essential simple loops on S to be homotopic in S 3 − K. In this paper, we treat the case when the 2-bridge link is a (2, p)-torus link (Main Theorem 2.7). The remaining cases will be treated in the sequels of this paper, and these results will be used to show the existence of a variation of McShane's identity for 2-bridge links (cf. [11] ). For an overview of this series of works, we refer the reader to the research announcement [5] .
This paper is organized as follows. In Section 2, we recall basic facts concerning 2-bridge links, and describe the main result of this paper. In Section 3, we recall the upper presentation of a 2-bridge link group, and recall key facts established in [4] concerning the upper presentation. In Section 4, we establish a very strong structure theorem (Theorem 4.9 and Corollary 4.11) for the annular diagram which arises in the study of the conjugacy problem by using small cancellation theory. Sections 5 and 6 are devoted to the proof of the main result. In the final section, Section 7, we give a topological proof of the if part of the main theorem.
Main result
Consider the discrete group, H, of isometries of the Euclidean plane R 2 generated by the π-rotations around the points in the lattice Z 2 . Set (S 2 , P ) := (R 2 , Z 2 )/H and call it the Conway sphere. Then S 2 is homeomorphic to the 2-sphere, and P consists of four points in S 2 . We also call S 2 the Conway sphere. Let S := S 2 −P be the complementary 4-times punctured sphere. For each r ∈Q := Q ∪ {∞}, let α r be the unoriented simple loop in S obtained as the projection of a line in R 2 − Z 2 of slope r. Then α r is essential in S, i.e., it does not bound a disk nor a once-punctured disk in S. Conversely, any essential simple loop in S is isotopic to α r for a unique r ∈Q. Then r is called the slope of the simple loop. Similarly, any simple arc δ in S 2 joining two different points in P such that δ ∩ P = ∂δ is isotopic to the image of a line in R 2 of some slope r ∈Q which intersects Z 2 . We call r the slope of δ. A trivial tangle is a pair (B 3 , t), where B 3 is a 3-ball and t is a union of two arcs properly embedded in B 3 which is parallel to a union of two mutually disjoint arcs in ∂B 3 . By a rational tangle, we mean a trivial tangle (B 3 , t) which is endowed with a homeomorphism from ∂(B 3 , t) to (S 2 , P ). Through the homeomorphism we identify the boundary of a rational tangle with the Conway sphere. Thus the slope of an essential simple loop in ∂B 3 −t is defined.
Proposition 2.1 ([7, Proposition 4.6]). If two elements s and s
′ ofQ belong to the same orbitΓ r -orbit, then the unoriented loops α s and α s ′ are homotopic in S 3 − K(r).
Thus the following question naturally arises. question in the above. In [4] , we gave the following complete characterization of those essential simple loops on 2-bridge spheres of 2-bridge links which are null-homotopic in the link complements. The purpose of this paper and its sequels is to solve the above question. In this paper, we give an answer to the question for the (2, p)-torus link K(1/p) (Main Theorem 2.7).
In order to state the main result, we introduce a notation. For a rational number r = 1/p (p > 1), let τ be the automorphism of the Farey tessellation defined as follows:
(i) If p = 2p 0 for some p 0 ∈ Z + , then τ is the reflection in the Farey edge 0, 1/p 0 . (ii) If p = 2p 0 + 1 for some p 0 ∈ Z + , then τ is the reflection in the geodesic with an endpoint 0 which bisects the Farey edge 1/p 0 , 1/(p 0 +1) . Thus τ is the reflection in the geodesic with endpoints 0 and 2/(2p 0 + 1). In both cases, τ is the reflection in the geodesic with endpoints 0 and 2/p, and interchanges ∞ with 1/p (see Figure 7) . Moreover, the action of τ on the vertex setQ of the Farey tessellation is given by τ (c/d) = c/(cp − d) (see Lemma 7.1) . In particular, if τ (q 1 /p 1 ) = q 2 /p 2 , where (p i , q i ) is a pair of relatively prime positive integers, then q 1 = q 2 and q 1 /(p 1 + p 2 ) = 1/p. SetΓ 1/p = Γ 1/p , τ , the group generated byΓ 1/p and τ . ThenΓ 1/p is a Z 2 -extension ofΓ 1/p . Now our main theorem is stated as follows. 
Main
In the following, we give a reformulation of the main theorem so that it is more suitable for the proof. Suppose that r is a rational number with 0 < r < 1. Write r = 1
where k ≥ 1, (m 1 , . . . , m k ) ∈ (Z + ) k , and m k ≥ 2. Recall that the region, R, bounded by a pair of Farey edges with an endpoint ∞ and a pair of Farey edges with an endpoint r forms a fundamental domain of the action ofΓ r on H 2 (see Figure 1 ). Let I 1 (r) and I 2 (r) be the closed intervals inR obtained as the intersection withR of the closure of R. To be precise, I 1 (r) = [0, r 1 ] and I 2 (r) = [r 2 , 1], where
If r = 1/p (p > 1), then I 1 (r) is degenerate to the singleton {0}. And if r = (p−1)/p (p > 1), then I 2 (r) is degenerate to the singleton {1}. Otherwise, I 1 (r) and I 2 (r) are non-degenerate intervals, and the union I 1 (r) ∪ I 2 (r) forms a fundamental domain of the action ofΓ r on the domain of discontinuity of Γ r , the complement inR of the closure ofΓ r {∞, r}. (In the exceptional case r = 1/p (resp. (p − 1)/p), the rational number 0 (resp. 1) lies in the limit set and I 2 (r) (resp. I 1 (r)) is a fundamental domain of the action ofΓ r on the domain of discontinuity.)
Lemma 2.5 ([4, Lemma 7.1]). Suppose 0 < r < 1. Then, for any s ∈Q, there is a unique rational number s 0 ∈ I 1 (r) ∪ I 2 (r) ∪ {∞, r} such that s is contained in theΓ r -orbit of s 0 , and in particular, α s is homotopic to α s 0 in
Thus the only if part of Theorem 2.3 is equivalent to the following theorem, except for the the trivial knot K(0) and the trivial 2-component link K(∞).
We can now reformulate our main theorem. We prove this main theorem by interpreting the situation in terms of combinatorial group theory. In other words, we prove that two words representing the free homotopy classes of α s and α s ′ are conjugate in the 2-bridge link group G(K(1/p)) if and only if s and s ′ satisfy the conditions given in the statement of the theorem. The key tool used in the proof is small cancellation theory, which is one of the representative geometric techniques in combinatorial group theory, applied to reduced annular diagrams over 2-bridge link groups. The proof of the if part is contained in Section 5, and the only if part in Section 6. The topological proof of the if part is also discussed in Section 7.
Preliminaries
In this section, we introduce the upper presentation of a 2-bridge link group, and recall key facts established in [4] concerning it.
To find a presentation of the 2-bridge link group G(K(r)) explicitly, let a and b, respectively, be the elements of π 1 (B 3 − t(∞), x 0 ) represented by the oriented loops µ 1 and µ 2 based on x 0 as illustrated in Figure 2 . Then {a, b} forms the meridian pair of π 1 (B 3 − t(∞)), which is identified with the free group F (a, b). Note that µ i intersects the disk, δ i , in B 3 bounded by a component of t(∞) and the essential arc, γ i , on ∂(B 3 , t(∞)) = (S 2 , P ) of slope 1/0, in Figure 2 . Obtain a word u r in {a, b} by reading the intersection of the (suitably oriented) loop α r with γ 1 ∪ γ 2 , where a positive intersection with γ 1 (resp. γ 2 ) corresponds to a (resp. b). Then the cyclic word (u r ) represents the free homotopy class of the (oriented) loop α r (see the preceding paragraph of Definition 3.3 for the precise definition of a cyclic word). It then follows that
This one-relator presentation is called the upper presentation of G(K(r)) (see [2] ). If r = ∞, then α r intersects γ 1 and γ 2 alternately, and hence a and b appear in (u r ) alternately. It is known by [9, Proposition 1] that there is a nice formula to find u r as follows (see [4, Remark 1] for a geometric picture).
, where a and b are represented by µ 1 and µ 2 , respectively. Lemma 3.1. Let p and q be relatively prime positive integers such that p ≥ 1.
where ⌊x⌋ is the greatest integer not exceeding x. We now define the sequence S(r) and the cyclic sequence CS(r) of slope r both of which arise from the single relator u r of the upper presentation G(K(r)) = a, b | u r , and review several important properties of these sequences from [4] so that we can adopt small cancellation theory in Section 4.
We first fix some definitions and notation. Let X be a set. By a word in X, we mean a finite sequence x (2) Let (v) be a cyclic word in {a, b}.
where all letters in v i have positive (resp. negative) exponents, and all letters in v i+1 have negative (resp. positive) exponents (taking subindices modulo t). Definition 3.4. For a rational number r with 0 < r ≤ 1, let G(K(r)) = a, b | u r be the upper presentation. Then the symbol S(r) (resp. CS(r)) denotes the S-sequence S(u r ) of u r (resp. cyclic S-sequence CS(u r ) of (u r )), which is called the S-sequence of slope r (resp. the cyclic S-sequence of slope r). 
The above lemma implies that the cyclic word (u (1) The sequence S(r) has length 2q, and its j-th term s j (r) is given by the following formula (1 ≤ j ≤ 2q):
where ⌊x⌋ * is the greatest integer smaller than x. (2) The sequence S(r) represents the cyclic sequence CS(r). Moreover the cyclic sequence CS(r) is invariant by the half-rotation; that is, if s j (r) denotes the j-th term of S(r) (1 ≤ j ≤ 2q), then s j (r) = s q+j (r) for every integer j (1 ≤ j ≤ q). 
CS(r) is symmetric, i.e., the cyclic sequence obtained from CS(r) by reversing its cyclic order is equivalent to CS(r) (as a cyclic sequence).
Lemma 3.10. Suppose that r is a rational number with 0 < r < 1. Let S(r) = (S 1 , S 2 , S 1 , S 2 ) be as in Proposition 3.8. Then, for any 0 = s ∈ I 1 (r) ∪ I 2 (r), the following hold.
(
, then CS(s) consists of integers less than p.
In the above lemma (and throughout this paper), we mean by a subsequence a subsequence without leap. Namely a sequence (a 1 , a 2 , . . . , a p ) is called a subsequence of a cyclic sequence, if there is a sequence (b 1 , b 2 , . . . , b n ) representing the cyclic sequence such that p ≤ n and
Proof. The first assertion follows from [4, Lemma 7.3 and Remark 5] . To show the second assertion, assume r = 1/p. Since 0 = s
and l t ≥ 2 unless t = 1, such that either both l 1 = p − 1 and t = 1 or both 0 < l 1 ≤ p − 2 and t ≥ 1. If l 1 = p − 1 and t = 1, then s = 1/(p − 1) and CS(s) = ((p − 1, p − 1)); so the assertion holds. If 0 < l 1 ≤ p − 2 and t ≥ 1, then each component of CS(s) is equal to l 1 ≤ p − 2 or l 1 + 1 ≤ p − 1 by Proposition 3.8; so the assertion holds.
Remark 3.11. If r = 1/2, then the conclusions of Lemma 3.10 holds even for s = 0. In fact, if r = 1/2, then either (i) r = 1/p with p ≥ 3 and so S(r) = (p, p) = (S 2 , S 2 ), where S 1 is empty, or (ii) both S 1 and S 2 are nonempty. Since CS(u 0 ) = ((2)) by Remark 3.7, this implies the conclusions of Lemma 3.10 for s = 0. However, if r = 1/2, then none of the assertions of Lemma 3.10 holds for s = 0.
In the remainder of this section, we recall the small cancellation conditions for the 2-bridge link groups established in [4] .
Let F (X) be the free group with basis X. A subset R of F (X) is said to be symmetrized, if all elements of R are cyclically reduced and, for each w ∈ R, all cyclic permutations of w and w −1 also belong to R.
Definition 3.12. Suppose that R is a symmetrized subset of F (X). A nonempty word b is called a piece if there exist distinct w 1 , w 2 ∈ R such that w 1 ≡ bc 1 and w 2 ≡ bc 2 . The small cancellation conditions C(p) and T (q), where p and q are integers such that p ≥ 2 and q ≥ 3, are defined as follows (see [6] ).
. . , w n ∈ R with no successive elements w i , w i+1 an inverse pair (i mod n), if n < q, then at least one of the products w 1 w 2 , . . . , w n−1 w n , w n w 1 is freely reduced without cancellation.
The following proposition enables us to apply the small cancellation theory to our problem. . Suppose that r is a rational number with 0 < r < 1. Let R be the symmetrized subset of F (a, b) generated by the single relator u r of the upper presentation of G(K(r)). Then R satisfies C(4) and T (4).
At the end of this section, we recall a key fact concerning the cyclic word (u r ), which is used in the proof of the main theorem in Section 6. (In fact, it is also used in the proof of Proposition 3.13 above and that of Lemma 4.10 implicitly.) Definition 3.14. For a positive integer n, a non-empty subword w of the cyclic word (u r ) is called a maximal n-piece if w is a product of n pieces and if any subword w ′ of u r which properly contains w as an initial subword is not a product of n-pieces. (1) The following is the list of all maximal 1-pieces of (u 1/p ), arranged in the order of the position of the initial letter:
The following is the list of all maximal 2-pieces of (u 1/p ), arranged in the order of the position of the initial letter:
Annular diagrams over 2-bridge link groups
In this section, we establish a very strong structure theorem (Theorem 4.9 and Corollary 4.11) for the annular diagram which arises in the study of the conjugacy problem by using the small cancellation theory. The structure theorem forms a foundation of the whole papers in this series.
Let us begin with necessary definitions and notation following [6] . A map M is a finite 2-dimensional cell complex embedded in R 2 . To be precise, M is a finite collection of vertices (0-cells), edges (1-cells), and faces (2-cells) in R A path in M is a sequence of oriented edges e 1 , . . . , e n such that the initial vertex of e i+1 is the terminal vertex of e i for every 1 ≤ i ≤ n − 1. A cycle is a closed path, namely a path e 1 , . . . , e n such that the initial vertex of e 1 is the (
Definition 4.2. Let R be a symmetrized subset of F (X). An R-diagram is a map M and a function φ assigning to each oriented edge e of M, as a label, a reduced word φ(e) in X such that the following hold. Convention 4.3. Let R be the symmetrized subset of F (a, b) generated by the single relator u r of the upper presentation of G(K(r)). For any R-diagram M, we assume that M satisfies the following.
(2) For every edge e of ∂M, the label φ(e) is a piece.
(3) For a path e 1 , . . . , e n in ∂M of length n ≥ 2 such that the vertexē i ∩ e i+1 has degree 2 for i = 1, 2, . . . , n − 1, φ(e 1 )φ(e 2 ) · · · φ(e n ) cannot be expressed as a product of less than n pieces.
The following corollary is immediate from Proposition 3.13 and Convention 4.3.
Corollary 4.4 ([4, Corollary 6.2]).
Suppose that r is a rational number with 0 < r < 1. Let R be the symmetrized subset of F (a, b) generated by the single relator u r of the upper presentation of G(K(r)). Then every reduced R-diagram is a [4, 4] -map.
We turn to interpreting conjugacy in terms of diagrams.
Definition 4.5. An annular map M is a connected map such that R 2 −M has exactly two connected components. For a symmetrized subset R of F (a, b) , an annular R-diagram is an R-diagram whose underlying map is an annular map.
Let M be an annular R-diagram, and let K and H be, respectively, the unbounded and bounded components of R 2 − M. We call ∂K(⊂ ∂M) the outer boundary of M, while ∂H(⊂ ∂M) is called the inner boundary of M. Clearly, the boundary of M, ∂M, is the union of the outer boundary and the inner boundary. A cycle of minimal length which contains all the edges in the outer (inner, resp.) boundary of M going around once along the boundary of K (H, resp.) is an outer (inner, resp.) boundary cycle of M. An outer (inner, resp.) boundary label of M is defined to be a word φ(α) in X for α an outer (inner, resp.) boundary cycle of M.
Throughout this series of papers, we assume, unlike the usual orientation convention, that R 2 is oriented so that the boundary cycles of the 2-cells of M are clockwise. Thus the outer boundary cycles are clockwise and inner boundary cycles are counterclockwise, unlike the convention in [6, p.253 ].
The following lemma is a well-known classical result in combinatorial group theory. 
where h is the number of holes of M, i.e., the number of bounded components of
Proof. We repeat the proof of a part of [6, Theorem V. To be more precise, E
• means the number of (unoriented) edges on ∂M with an edge counted twice if it appears twice in the cycles necessary to describe the boundary of M. For example, the edge e 0 in each of Figure 3 (a) and Figure 3 (b) has to be counted twice in computing E
• , because e 0 in Figure 3 (a) occurs twice in a boundary cycle of M and e 0 in Figure 3 Since M has h holes, it follows from Euler's Formula that
These equations together with ( †) yield
Note that
is the number of (unoriented) edges in ∂M (counted without multiplicity), χ denotes the Euler characteristic, and β i denotes the i-th Betti number. The last inequality follows from the fact that each component C of ∂M has a positive first Betti number, which in turn follows from the fact that R 2 − C is not connected. Hence,
as required. The remaining assertion follows from the above inequality and the fact that if M is a [4, 4] -map then
For a rational number r with 0 < r < 1, let R be the symmetrized subset of F (a, b) generated by the single relator u r of the upper presentation of G(K(r)). Our goal of the present section is to describe the structure of reduced annular R-diagrams with u s and u ±1 s ′ , respectively, as outer and inner boundary labels, where u s and u s ′ (s, s ′ ∈ I 1 (r)∪I 2 (r)) are the cyclically reduced words in {a, b} obtained from the simple loops α s and α s ′ , respectively, as in Lemma 3.1. We obtain the following very strong structure theorem. Before proving the theorem, we prepare the following lemma. Proof. (1) Suppose on the contrary that there is a face D in M and edges e 1 , e 2 and e 3 in ∂D ∩ ∂M satisfying the condition. Then e 1 , e 2 and e 3 form three consecutive edges in the outer or inner boundary cycle, say the outer boundary cycle α. On the other hand, we can see that φ(e 1 )φ(e 2 )φ(e 3 ) contains a subword w such that the S-sequence of w is (S 1 , S 2 , ℓ) or (ℓ, S 2 , S 1 ), for some positive integer ℓ, as follows. Let w 0 be the maximal 2-piece which forms a proper initial subword of φ(e 1 )φ(e 2 )φ(e 3 ). By using the classification of the maximal 2-pieces in [ (2) Suppose on the contrary that σ or τ is not simple. Then there is an extremal disk, say J, which is properly contained in M and connected to the rest of M by a single vertex. Here, recall that an extremal disk of a map M is a submap of M which is topologically a disk and which has a boundary cycle e 1 , . . . , e n such that the edges e 1 , . . . , e n occur in order in some boundary cycle of the whole map M. But then, by Claim in the proof of [4, Theorem 6.3] , there is a face D in M such that ∂D ∩ ∂M contains three consecutive edges e 1 , e 2 and e 3 such thatē 1 ∩ē 2 = {v 1 } andē 2 ∩ē 3 = {v 2 }, where
for each i = 1, 2, contradicting Lemma 4.10(1).
Proof of Theorem 4.9. Note first that M is a connected annular [4, 4]-map by Corollary 4.4. By hypothesis (i), there is no vertex of degree 1 in ∂M.
Moreover, there is no vertex of degree 3 in ∂M, as is shown in the following. Suppose there is a vertex v ∈ ∂M of degree 3. Then there are at most two faces which contain v. If there are two such faces, then one of φ(α) and φ(δ) is not cyclically alternating, a contradiction to hypothesis (ii). If there is a unique such face, then by using hypothesis (ii), we see that the boundary label of the face is not cyclically alternating, a contradiction. Finally, if there is no such face, then this contradicts hypothesis (ii). Hence, no vertex in ∂M has degree 1 nor 3, and so every vertex in ∂M must have degree 2 or at least 4.
We argue two cases separately.
In this case, (1) follows immediately from Lemma 4.10(2).
(2) Since ∂M is the disjoint union of σ and τ , Lemma 4.8 yields
On the other hand, since σ and τ are simple by Lemma 4.10(2) and since they are disjoint by the current assumption, every edge in σ or τ is contained in the boundary of a unique face of M. Thus Lemma 4.10(1) implies that vertices of degree 2 do not occur consecutively on σ nor on τ . Hence, the above inequality holds only when d M (v) = 2 or d M (v) = 4 for every vertex v ∈ σ ∪ τ and when vertices of degree 2 appear alternately with vertices of degree 4 on both σ and τ , thus proving (2). (3) and (4).
(1) Suppose on the contrary that σ ∩ τ contains an edge. As illustrated in Figure 4 , there is a submap J of M such that (i) J is bounded by a simple closed path of the form σ 1 τ 1 , where σ 1 ⊆ σ and τ 1 ⊆ τ ; (ii) J is connected to the rest of M by two distinct vertices, say v 1 and v 2 , where σ 1 ∩ τ 1 = {v 1 , v 2 } and v 1 is an endpoint of an edge contained in
Since J is a connected and simply connected [4, 4] -map, Lemma 4.8 yields
On the other hand, since every vertex in ∂J − {v 1 , v 2 } has degree 2 or at least 4 and since degree 2 vertices cannot occur consecutively on σ 1 − {v 1 , v 2 } nor on τ 1 − {v 1 , v 2 } (see Lemma 4.10(1)), Since
Here, by the definition of a [4, 4] 
′ , thus proving (3) and (4). Next suppose that σ∩τ consists of at least two vertices, say v 1 , . . . , v n , where n ≥ 2 and where these vertices are indexed according as there is a submap J i of M for every i = 1, . . . , n such that (i) J i is bounded by a simple closed path of the form σ i τ i , where σ i ⊆ σ and τ i ⊆ τ ; (ii) J i is connected to the rest of M by two distinct vertices, say v i and v i+1 , where σ i ∩ τ i = {v i , v i+1 } and where 2j−1 of D j is equal to e 2j−1 , e 2j , e 2j+1 , e 2j+2 . If n = 1, then we have j = 1 and the boundary cycle of D 1 is equal to e 1 , e 2 , e 1 , e 2 . This contradicts the fact that D 1 is a planner 2-cell. If n = 2, then the boundary cycle of D j is equal to e 1 , e 2 , e 3 , e 4 up to cyclic permutation and hence ∂D j = σ. This contradicts the assumption that M is an annular diagram.
Claim 3. For every 1 ≤ j ≤ n, the oriented edges e 2j , e Note that in addition to e 2h , e By Claims 6 and 7, we see that
Proof of Claim 4. Suppose
i is a simple loop and that σ ∩ σ ′ = {v 2j+1 | 0 ≤ j ≤ n − 1}. Thus the outer boundary layer, J, of M is as illustrated in Figure 5(a) . By repeating the argument in the proof of the above claim to the closure of M − J, we obtain the desired result.
Proof of the if part of Main Theorem 2.7
Let p ≥ 2 be an integer and suppose that two distinct elements s, s ′ ∈ I 1 (1/p) ∪ I 2 (1/p) satisfy s = q 1 /p 1 and s ′ = q 1 /(pq 1 − p 1 ), where (p 1 , q 1 ) is a pair of relatively prime positive integers. Let u s and u s ′ be the cyclically reduced words in {a, b} obtained from the simple loops α s and α s ′ , respectively, as in Lemma 3.1. To prove that the unoriented loops α s and α s ′ are homotopic in S 3 −K(1/p), it suffices to show that u s and u (l 1 , . . . , l t ) ∈ (Z + ) t and l t ≥ 2 unless t = 1, such that either both l 1 = p − 1 and t = 1 or both 0 < l 1 ≤ p − 2 and t ≥ 1. We consider two cases separately. Case 1. l 1 = p − 1 and t = 1.
In this case, s = 1/(p − 1) and so s ′ = 1. Then S(s) = S(u s ) = (p − 1, p − 1) and S(s ′ ) = S(u s ′ ) = (1, 1). Let R be the symmetrized subset of F (a, b) generated by the single relator u 1/p of the upper presentation of G(K (1/p) ). By using the fact that S(1/p) = (p, p) and Lemma 3.5, we can make a reduced annular R-diagram M consisting of one 2-cell as depicted in Figure 6 with the following properties:
(i) φ(α) is an alternating word with initial letter a;
(ii) the S-sequence of φ(α) is (p − 1, p − 1). Here, α denotes the outer boundary cycle of M starting from v 0 , where v 0 is the vertex lying in both the outer and inner boundaries of M. It then follows from Lemma 3.5(1) that φ(α) ≡ u s . Also, if δ denotes the inner boundary cycle of M starting from v 0 , then φ(δ) is an alternating word with initial letter a −1 , and its associated S-sequence is (1, 1) . Here, recall from Convention 4.6 that α is read clockwise and δ is read counterclockwise. Then by Lemma 3.5(2), φ(δ) is a cyclic permutation of u By Lemma 3.6(1), the sequence S(s) has length 2q 1 . Let s j (s) denote the j-th term of S(s) for every integer 1 ≤ j ≤ 2q 1 . By Lemma 3.6(2), s j (s) = s q 1 +j (s) for every 1 ≤ j ≤ q 1 . So S(s) = (s 1 (s), . . . , s q 1 (s), s 1 (s), . . . , s q 1 (s) ). Here, since 0 = s ∈ I 1 ∪ I 2 , each s j (s) < p by Lemma 3.10(2). For simplicity of notation, put a 1 := s 1 (s) − 1 and a j := s j (s) for every 2 ≤ j ≤ q 1 .
Then the sequence (a 1 , a 2 , . . . , a q 1 ) = S(û s ) is symmetric by Claim in the proof of Lemma 5.3 in [4] .
On the other hand, if s j (s ′ ) denotes the j-th term of S(s ′ ), then again by Lemma 3.6(2)
We now recall a few notation. For a real number t, let ⌊t⌋ be the greatest integer not exceeding t, ⌊t⌋ * the greatest integer smaller than t, and ⌈t⌉ * be the smallest integer greater than t. Then, ⌊t⌋ * = ⌊t⌋ < ⌈t⌉ * for a non-integral real number t, whereas n − 1 = ⌊n⌋ * < ⌊n⌋ < ⌈n⌉ * = n + 1 for an integer n. In particular, ⌈t⌉ * is equal to ⌊t⌋ * + 1 or ⌊t⌋ * + 2 according as t / ∈ Z or t ∈ Z. We also note ⌊−t⌋ * = −⌈t⌉ * , ⌊t + n⌋ * = ⌊t⌋ * + n for every t ∈ R and n ∈ Z. By Lemma 3.6(1), for every 1 ≤ j ≤ q 1 ,
For every j with 1 < j < q 1 ,
It then follows that
Here, recall that (a 1 , a 2 , . . . , a q 1 ) = S(û r ) is symmetric. So
Here, by Corollary 3.9, CS(s ′ ) is symmetric. Thus we finally have
By using the fact that S(1/p) = (p, p) and Lemma 3.5, we make a reduced annular R-diagram M consisting of q 1 2-cells as depicted in Figure 5 (a) with the following properties:
(i) φ(α) is an alternating word with initial letter a; (ii) the S-sequence of φ(α) is the same as S(s). Here, α denotes the outer boundary cycle of M starting from v 0 , where v 0 is a vertex lying in both the outer and inner boundaries of M. It then follows from Lemma 3.5(1) that φ(α) ≡ u s . Also, if δ denotes the inner boundary cycle of M starting from v 0 , then φ(δ) is an alternating word with initial letter a −1 , and its associated cyclic S-sequence is the same as CS(s ′ ). Then by Lemma 3.5(2), φ(δ) is a cyclic permutation of u ±1 s ′ . Thus it follows from Lemma 4.7 that u s and u ±1 s ′ are conjugate in G(K (1/p) ).
Proof of the only if part of Main Theorem 2.7
We first note that the special case where p = 2 can be settled very easily as follows. In this case, G(K(1/2)) = a, b | u 1/2 with u 1/2 = aba −1 b −1 is the rank 2 free abelian group with basis {a, b}. On the other hand, I 1 (1/2) ∪ I 2 (1/2) = {0, 1}, and it is obvious that u 0 = ab is not conjugate to u (1/p) ). Let R be the symmetrized subset of F (a, b) generated by the single relator u 1/p of the upper presentation of G(K (1/p) ). Due to Lemma 4.7, there is a reduced annular R-diagram M such that u s and u ±1 s ′ are, respectively, outer and inner boundary labels of M. Then we see that M satisfies the three hypotheses (i), (ii) and (iii) of Theorem 4.9. In fact, hypothesis (iii) follows from Lemma 3.10(1) and Remark 3.11. 
We complete the proof of the only if part of Main Theorem 2.7, by assuming the above lemma. Note that the cyclic S-sequences of arbitrary outer and inner boundary labels of M are CS(u s ) and CS(u Since the length of CS(u s ) is even or 1 according as s = 0 or s = 0 (see Lemma 3.6(1) and Remark 3.7) and since s and s ′ are distinct, we see that s nor s ′ is 0. Hence we may write s = q 1 /p 1 and s ′ = q 2 /p 2 , where (p i , q i ) is a pair of relatively prime positive integers. Then by Lemma 3.6(1), we have n = 2q 1 = 2q 2 , so q 1 = q 2 . Also by Lemma 3.6(1),
and similarly
Hence
It remains to prove Lemma 6.1.
Proof of Lemma 6.1. Let J be the outer boundary layer of M. Due to Corollary 4.11, J is depicted as in Figure 5(a) . Let α and δ be, respectively, the outer and inner boundary cycles of J starting from v 0 , where v 0 is a vertex lying in both the outer and inner boundaries of J. Here, recall from Convention 4.6 that α is read clockwise and δ is read counterclockwise. Let α = e 1 , e 2 , . . . , e 2m and δ −1 = e (
Proof of Claim 1. We treat the case where the cyclic word (φ(∂D j )) is equal to (u 1/p ). (The other case can be treated similarly.) Since φ(e 2j−1 )φ(e 2j ) is not a piece by Convention 4.3, it contains a maximal 1-piece as a proper initial subword, v. Assume that v is v * 2b (resp. v * 4b ) (see Lemma 3.15(1)). Since φ(e 2j−1 )φ(e 2j ) is contained in a maximal 2-piece, this assumption together with Lemma 3.15 (2) implies that φ(e 2j−1 )φ(e 2j ) is v 2 or v 4 , and hence S(φ(e 2j−1 )φ(e 2j )) = (p). But, since s ∈ I 1 (1/p) ∪ I 2 (1/p), every term of the cyclic word (u s ) = (φ(α)) is at most p − 1 by Lemma 3.10(2) and by Remark 3.11. This implies that the cyclic word (u s ) = (φ(α)) cannot contain a subword whose S-sequence is (p), a contradiction. Hence, the word v is equal to v 2e or v 4e by Lemma 3.15 (1) . This together with Lemma 3.15 implies that (φ(e 2j−1 ), φ(e 2j )) = (v 2e , v 4b ) or (v 4e , v 2b ) accordingly. By applying a parallel argument to (φ(e ′−1 2j ), φ(e ′−1 2j−1 )) and by using the fact that the cyclic word (φ(∂D j )) is equal to (u 1/p ), we obtain the desired result. (1) S(φ(e 2j−1 )φ(e 2j )) = (ℓ 2j−1 , ℓ 2j ) and S(φ(e Proof of Claim 2. The first assertion immediately follows from Claim 1. To see the second assertion, note that Claim 1 implies that if φ(e 2j−1 ) is a positive (resp. negative) word then φ(e ′ 2j ) is also a positive (resp. negative) word and φ(e ′ 2j−1 ) and φ(e 2j ) are negative (resp. positive) words. In particular, if φ(e i ) is a positive (resp. negative) word then φ(e ′ i ) is a negative (resp. positive) word, i.e., φ(e i ) and φ(e ′ i ) always have "opposite signs". Now consider the S-sequence of φ(e 2j )φ(e 2j+1 ). Clearly S(φ(e 2j )φ(e 2j+1 )) is either (ℓ 2j + ℓ 2j+1 ) or (ℓ 2j , ℓ 2j+1 ). We will show that only the latter is possible.
Suppose on the contrary that S(φ(e 2j )φ(e 2j+1 )) is (ℓ 2j + ℓ 2j+1 ) for some j. Then φ(e 2j ) and φ(e 2j+1 ) share the same sign and hence φ(e Therefore CS(φ(α)) becomes ((ℓ 1 , ℓ 2 , . . . , ℓ 2m−1 , ℓ 2m )), and CS(φ(δ −1 )) becomes ((p−ℓ 1 , p−ℓ 2 , . . . , p−ℓ 2m−1 , p−ℓ 2m )). If M = J, the proof of Lemma 6.1 is completed. Now assume J M. Let J 1 denote the outer boundary layer of M − int(J). Then the cyclic S-sequence of an arbitrary inner boundary label of J 1 is ((ℓ 1 , ℓ 2 , . . . , ℓ 2m−1 , ℓ 2m )). If M = J ∪ J 1 , then s = s ′ , a contradiction. Hence we must have J ∪ J 1 M. Let J 2 denote the outer boundary layer of M − int(J ∪ J 1 ). Then the cyclic S-sequence of an arbitrary inner boundary label of J 2 is ((p − ℓ 1 , p − ℓ 2 , . . . , p − ℓ 2m−1 , p − ℓ 2m )). If M = J ∪ J 1 ∪ J 2 , the proof of Lemma 6.1 is completed. By the repetition of this argument, we are done.
Topological proof of the if part of Main Theorem 2.7
Consider the involution h of (S 3 , K(1/p)) as illustrated in Figure 7 . Then h satisfies the following conditions. (ii) h interchanges (B 3 , t(∞)) and (B 3 , t(1/p)). We note that though every 2-bridge link K(r) admits an involution h satisfying the first condition, h can be isotoped so that it also satisfies the second condition only when K(r) is equivalent to K(±1/p) for some p ∈ Z + (see [1] and [10] ). The restriction of h to the bridge sphere S induces an automorphism, h # , of the curve complex of S, i.e., the Farey tessellation. Proof. Since α ∞ and α 1/p , respectively, are the unique essential simple loops on S which are null-homotopic in B 3 −t(∞) and B 3 −t(1/p), the second condition on h implies that h| S interchanges α ∞ and α 1/p , i.e., h # interchanges ∞ and
