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The elasticity of substitution concept has become one of the
mainstays in the measurement of price responsiveness not only in
production theory, where it originates, but also in the study of
international trade. It has been applied, for example, in the con-
text of the world demand for exports from two competing sources
(Richardson (1973), Zelder (1958)),to estimate one country's relative
demand for imports from competing foreign sources (Hickman and Lau
(1973), Morgan and Corlett (1951)), and to estimate one country's
demand for imports relative to domestic substitutes (Alaouze (1\9 77),
Mutti (1977)). The present paper pursues the last issue by examin-
ing the elasticity of substitution between the demand for commodity
imports and domestic substitutes in the Federal Republic of Germany,
using data disaggregated at an industry level.
In one way or another, all these studies share a similar objec-
tive, which is to measure the sensitivity of a country's or indus-
try's competitive position in world trade. In view of the disaggre-
gat'ion employed here, the elasticity measures are likely of more
use in economic discussions focusing on the sectoral distribution
A
of the impact of "commercial policy measures or exchange rate chan-
ges, rather than such traditional macroeconomic issues as the
response to a devaluation of a country's overall trade balance.
For example, they may serve to aid policymakers in assessing which
sectors in the economy would face relatively greater adjustment
burdens in the event of changes in the terms of trade.- 2 -
Another more direct motivation for seeking to obtain estimates
of this particular elasticity concept is the fact that it plays an
important part in several well-known simulation models such as
Armington's (1969, 1970) (also used by Verdoorn and Schwartz (1972)
to measure the effects of economic integration) and the more recent
class of ORANI models described in Dixon et al (1981).
It will be useful at this point to address two main criticisms
which have in the past been levied against this elasticity concept,
since these have influenced the course of the investigation pursued
here. The first objection is that the elasticity of substitution
concept forces the modeler.to accept quite strong constraints on
conventional demand functions. It may well be that the underlying
demand structure is such that it does not easily lend itself to any
representation involving a constant elasticity of substitution. This
objection can be confronted by directly testing the validity of the
constraints imposed on more general demand specifications, as was
done, e.g., in Mutti (1977) and Richardson (1973). This testing
procedure is also adopted here, only that attention is devoted
entirely to the relative demand for imports and domestic substitutes
rather than to absolute demands. The results from these tests do
not lend strong support to fears that the mere CES constraint might
be unduly restrictive.
The second objection is of a more fundamental nature and has
been voiced frequently by proponents of what is commonly referred
to as the "monetary approach". This literature questions the rele-— 3 —
vance of the "elasticities" approach based on imperfect substitutabi-
lity between imports and domestic substitutes on the premise that
national origin should not be a significant argument in preference
functions. Perhaps the following brief discussion can provide some
clarifications: With sufficient product disaggregation, as the
imported good and the domestic equivalent become increasingly iden-
tical, one would conjecture that the elasticity of substitution
between both goods has to approach infinity (unless one is prepared
to question some even more fundamental precepts of demand theory).
Moreover, this elasticity would become increasingly more difficult
to identify, since commodity arbitrage would tend to equalize prices
until in the limit the relative price is always one. If this does
not occur, then it can only be due to the fact that the imported
good in question has no direct domestically-produced counterpart
or vice-versa. In attempting to estimate a substitution elasticity
in this case, one would then be forced to provide a justification
for juxtaposing precisely these two goods rather than some other
arbitrary pair. What this argument forces us to recognize is that
in estimating an elasticity of substitution we are making as much
a statement about collective behavior as about the composition of
the particular commodity bundles being compared. There is, in other
words, little point to speaking of the elasticity of substitution
without additional qualification.- 4 -
One way to meet the "monetarist" criticism, is to test the
"law of one price". This is done here by estimating the degree of
goods price arbitrage in all the sectors for which elasticities
were estimated, in a manner similar to the study by Richardson (1978).
As will be seen later,the law of one price is rejected by these
tests for most of the sectors involved. However, these estimates
can also be put to additional use. One would conjecture that the
higher is the price responsiveness in a particular sector, the
greater would be the amount of price arbitrage in that sector. It
may therefore be of interest to compare the relative degree of price
arbitrage occurring in different sectors with the relative sizes
of the substitution elasticities obtained for those sectors.
Finally, a few comments regarding the data employed and the
estimation procedures: Previous researchers in this area have often
become confronted with severe data limitations; a fact lamented and
discussed, for example, in both Kravis and Lipsey (1974) and
Richardson (1976). This problem is most acute in the case of export
and import price indices, forcing economists to take recourse to
unit values. Furthermore, the commodity classifications used to
aggregate traded goods flows often do not correspond to the classi-
fication used for domestic production. Germany provides one of the
very few exceptions to this rule in that compatible series are
available for exports, imports, and domestic production along with
the corresponding price indices, all based on the same classifica-
tion scheme. This is the Warenverzeichnis fur die Industriestatistik,
which disaggregates the German goods-producing sector into roughly
50 industries.- 5 -
In recent years, some related work has been done in this area
which is based on dynamic theoretical foundations, focusing on
short-run behavior. Examples of this approach are Alaouze (1976,
1977), Aspe and Giavazzi (1982) and Gregory (1971), with empirical
applications generally based on monthly or quarterly data. Under-
lying those models is the principle that behavioral adjustments
take time; in particular that they take longer than the unit inter-
val for which data is collected. In contrast, the estimations in
this paper are based on annual data, where price indices represent
yearly averages. This appears preferable for the models used here,
as they rely on a more traditional, static conceptualization. The
implicit assumption is that all adjustments, as well as the clear-
ing of markets, occur within a year.
The remainder of the paper is organized in the following
manner: In section 1, the basic model is developed, including a
discussion of the various constraints that lead to alternative
equation specifications. In section 2, these equations are esti-
mated and the various constraints tested. In section 3, a measure
of the degree of commodity arbitrage is estimated for each indus-
trial sector. The resulting estimates are then compared with the
preceding elasticity estimates. In section 4, some general conclu-
sions are drawn.- 6 -
1. Alternative Specifications of the Model
The demands for imports and domestic substitutes are repre
sented by the following log-linear approximation:
(1) £nM = aQ + a
(2) inD = BQ + g 2M 3D 4
The symbols M and D refer to the quantity of imports and of compet-
ing domestic production sold in Germany. Their respective prices
are given by the variables PM and PD. Variable Y refers to nominal
GNP and variable P represents the aggregate price of all other
products sold in the domestic market. This specification already
embodies several assailable restrictions such as log-linearity, the
assumption that other goods can be treated as an aggregate, and that
the exchange rate and the foreign goods price (jointly captured by
P..) have the same effects on demand. Yet it appears to have been
the most widely used formulation in previous research, and will be
employed here as a starting point.
The aim in many related traditional studies has been to seek
estimates of the structural parameters in (1) or (2) (the a^s and
B.'s). Orcutt (1951) had cautioned against estimating (1) and (2)
directly, using single equation methods, in view of the strong
possibility of simultaneity bias. These fears appeared to be borne
out in subsequent estimation attempts in that most results have
been considered more or less disappointing. Several attempts have
also been made to account for supply side effects using an instru-- 7 -
mental variables approach (e.g. Richardson (1976)), however, these
cannot yet be considered clear-cut improvements.
A different way of representing these demand relationships
is in relative form, by subtracting (2) from (1). This yields
(3) £n(M/D) = aQ + a^nY + a2<>nPM + a3«,nPD + a4£nP
where a. E a. - g.. The drawback in choosing this specification is
that the original structural parameters cannot be identified from
the estimates of the composite parameters, a.. Insofar as the ques-
tions to be addressed require information on the original parameters,
the advantages gained by this procedure would not be obvious. On
the positive side, however, there are reasons to suppose that the
relation expressed in (3) would be more stable than either of the
individual demand relations, (1) and (2). As Learner and Stern (1970)
point out, this would have the effect that single-equation estimates
of the a's would be less subject to downward bias, due to supply-side
2
effects, than the corresponding estimates of the a's and g's. This
reduction in bias, if it in fact obtains, can then be exploited to
test for the validity of various restrictions which have in the past
been imposed on the demand system represented by equations (1) and
(2) .
Equations (1) and (2) have frequently been derived with refer-
ence to consumer theory as the motivating paradigm, even though, as
in this paper, total demand including intermediate input demands
are considered. From this viewpoint, the assumption that agents are- 8 -















jointly captured in equation (3) by the assumption that a1 + a- + a.,
+ a. = 0, which yields
(4) £n(M/D) = aQ + a^nfY/P) + a2£n(PM/P) + a3£n(PD/P).
This has also the advantage of reducing the potential multicollinea-
rity problem present in equation (3).
A separate restriction which is often imposed on the system
of equations (1) and (2) because of its technical usefulness in
various contexts is the assumption of a constant elasticity of
substitution (CES) between similar goods categories. This implies
the joint condition that a- = -a-, and g_ = - B _., or in terms of
equation (3), the condition is that a2 = -a.,. This leads to the
specification
(5) £n(M/D) = aQ + a^ 3DM 4
where a., becomes the elasticity of substitution, anticipated to
be positive.
When both the homogeneity condition and the CES assumption
are applied simultaneously, equation (3) reduces to
(6) £n(M/D) = aQ + a.,£n(Y/P)Finally, we come to the most direct, and therefore most popu-
lar, way of estimating the elasticity of substitution. This involves
the additional restriction, with reference to equation (6), that
a1 = 0 (or a. = 3..), yielding,
(7) £n(M/D) = aQ + a^n (PD/PM) •
In the next section, equations (3), (4), (5), (6) and (7) are
each estimated for 23 industries, followed by a series of F-tests
on each successive parameter restriction.
2. The Elasticity Estimations
a) The Data
Equations (3)-(7) were each estimated using annual figures
from 1960 through 19 81 for 23 industrial sectors classified accord-
ing to the Warenverzeichnis fur die Industriestatistik (WI). These
sectors are grouped by the Statistisches Bundesamt into primary
goods, investment goods and consumption goods industries. Those
industries which have not been included in the analysis were omitted
simply on the basis that some data was not as conveniently available
or because of breaks in the time series due to product reclassifi-
cation - no other efforts were made to bias the sample.- 10 -
The dependent variable, £n(M/D), was constructed for each
sector i as: £n(Mi/PMi) - «,n(Qi/PDi - X±/Pxi) , where M± and X±
are the total import and export volumes respectively (available in
Statistisches Bundesamt, Fachserie 7, Reihe 1), Q. is the value of
domestic production (Fachserie 18, Reihe 7), and P . (c.i.f.), Pv-
(f.o.b.)/ Pn- are the corresponding indices of average price levels
in D-Mark (Fachserie 17, Reihen 8 and 2). The Industrial Wholesale
Price Index, published in the International Financial Statistics,
was used for the independent variable P, which represents the com-
posite price level of all other commodities. Some experimentation
was also done using the Consumer Price Index. This led to a slight
deterioration in fit, without leaving an appreciably different
imprint on the other parameter estimates. Figures for nominal GNP
were also taken from the International Financial Statistics to
represent the independent income term, Y.
b) The Estimation Results
The estimates of equations (3)-(7) are reported in Tables 1
through 5. In all cases a Cochrane-Orcutt procedure (CORC) was
employed. As can be seen from the Rho values in Table 1, which
represent the estimated first-order autocorrelation coefficients
of the residuals using the untransformed data, the serial correla-
tion problems which warranted such a procedure were only present in
about one-half of the cases examined. However, as more restrictions- 11 -
were imposed on the model, the problem of serial correlation became
increasingly acute to the point where in the case of the most
restrictive specification, reported in Table 5, all the Rho values
became significant. The reason for applying the CORC transformation
in all equations is because the constraint tests performed subse-
quently require a uniform estimation procedure across the different
specifications. It may also be noted that the ordinary least
squares estimation results, which are not presented here, were
insignificantly different from the CORC estimates in those cases
where serial correlation was not a serious problem. The Durbin-
Watson values presented in the tables refer to the regression
residuals after the variable transformations were made.
The F-statistic values in Table 6 were all constructed using
the standard formula: ( (SSRO - SSRTT)/SSR.J (T - k - 1)/n;
K U U
where SSR- and SSRri are the sums of squared residuals from the
K U
restricted and unrestricted estimations respectively. T is the
number of observations, k is the number of independent variables
in the unrestricted equation and n is the number of linear restric-
tions. The results from the individual tests were as follows:
1) In column 1 is tested the homogeneity assumption by comparing
the residuals from equation (4) (Table 2) with the residuals
from the unrestricted equation (3) (Table 1). The homogeneity
assumption is rejected in 7 out of 23 cases at the 5 percent
significance level. Surprising is the observation that most re-
jections occur in those industries which are grouped as consump-
tion goods (4 of 8), even though household demand theory is often- 12 -
used as the theoretical motivation behind this restriction. At
the 1 percent significance level note that the only rejections
occur in the consumption goods industries.
2) In column 2, the CES assumption is tested by comparing the resi-
duals from equation (5), Table 3, .with the residuals from equa-
tion (3). This restriction is only rejected 4 out of 23 times at
the 5 percent significance level, arid only once at the 1 percent
level. From this result one would have to conclude that the fears
expressed earlier, that the CES restriction may be too severe,
do not receive much support from the data.
3) In column 3, the residuals from equation (6), Table 4, are com-
pared to the residuals from equation (4), Table 2. This repre-
sents a conditional test of the CES assumption given that the
homogeneity assumption is accepted.
4) In column 4, the residuals from equation (6), Table 4, are
compared to the residuals from the unrestricted equation (3),
thereby testing the homogeneity assumption and the CES assumption
simultaneously. Once again, this simultaneous restriction appears
least acceptable for the consumption goods industries.
5) In column 5, the residuals from the most restrictive specifica-
tion (7), Table 5, are compared to the unrestricted equation (3)
residuals. This represents a simultaneous test of homogeneity,
CES, and of identical income expansion paths for imports and
domestic substitutes (i.e. a..= 0).- 13 -
6) In column 6, the residuals from equation (7), Table 5, are
compared to the residuals from equation (5), Table 3. This repre-
sents a conditional test of both homogeneity and a~ = 0, given
that the CES assumption is accepted. Since both here and in the
preceding case, the hypothesis is rejected in over half of the
cases examined, we should regard with considerable suspicion
those elasticity estimates derived by way of the more restric-
tive specification, equation (7).
Overall, these constraint tests point toward equation (5) as
the proper specification for estimating the elasticity of substi-
tution. This is unfortunate from the viewpoint of an elasticity
optimist, as can be seen by comparing the estimates from Tables 3
and 5. In the case where the most restrictions are imposed, the
elasticity of substitution turned out significantly positive in
about half of the sampled industries, with only three estimates
appearing with the wrong sign. In contrast, the substitution elasti-
cities involving the least restrictions, in Table 3, appear with
the wrong sign in seven cases. However, a case can still be made
in support of the values in Table 3 as representing better estimates
in terms of ranking different industries according to their sensi-
tivity to relative price changes, even though the absolute values
may be suspect. This will be done in the following section.- 14 -
Observe with respect to Tables 1-4 that the coefficient on
the income term in these regressions generally happens to be posi-
tive and is significantly negative in only two cases. There appears
to be no clear demand-theoretical explanation for why import demand
should generally respond more to income variations than the demand
for domestic substitutes. One possible explanation may be what is
being captured by this coefficient is the increased openness of the
German economy over time, to which the formation of the EEC, shortly
before the sample period begins in 1960, may have contributed. How-
ever, in adopting this argument some caution is required. To the
extent that increased openness is brought about through a process
of specialization within each economy for reasons of comparative
advantage, so that imports become cheaper while domestic goods
become more expensive due to higher foreign demand, this effect
should hopefully be captured in the relative price term, P /P .
This argument must rest instead on the hypothesis that the progres-
sive reduction of trade barriers as well as technological develop-
ments have encouraged an increased flow of differentiated products
which had not been available previously.
Note that the dependent term in all of these regressions,
£n(M/D), may also be written as: fcn(M/X) - Jin(Q/X - 1), where Q
and X represent real domestic production and real exports of a
commodity. Increasing openness of the economy would be reflected in
a decline of variable Q/X, while M/X stays the same, which means- 15 -
that £n(M/D) would be rising over time. This trend would be captured
by the positive trend component in income, Y. In order to examine
this hypothesis, £n(M/D) was regressed against relative prices
£n(Pn/PM), and a trend term. The results, not presented here, show
that the trend variable is significantly positive in 20 out of 23
cases, while the estimated substitution elasticities for the most
part remain approximately the same as the values on Table 4.
3. The Evidence on Commodity Arbitrage
From the introductory discussion recall the "monetarist
approach" argument questioning the preceding approach to elasticity
estimation. This argument states that if the domestic and imported
goods being compared are truly substitutes, one would expect enough
commodity arbitrage to take place with a tendency to equalize domes-
tic and foreign prices. The relation between domestic and foreign
prices can be expressed as:
(8) PD = Y0PM
1/ °r *nPD = *nYo + Y^nP^
With perfect commodity arbitrage, purchasing power parity would
obtain, meaning that y-i = 1-
 I
n that case, the relevant independent
variable in the preceding calculations of the substitution elastici-
ty would be £nP - £nP = £nYo'= constant. This would negate the
usefulness of the previous regression techniques. If on the other
hand the opposite extreme were to be true, namely the complete
absence of commodity arbitrage so that y-i = 0, this would raise
doubts as to whether the two commodity groups are actually substi-- 16 -
tutes which can be meaningfully compared.
A straightforward way of assessing these criticisms is to
estimate the value of y-i* This has also been done by Richardson
(1978) for the case of U.S. and Canadian prices. However, he advises
against a direct time-series estimation of equation (8), which
corresponds to an absolute form of the purchasing power parity
hypothesis. The suggested alternative is to examine a relative
version of the PPP hypothesis, which is implied by equation (8).
This is done by applying difference operators to the relation
4
expressed in (8) to obtain:






where AX E X - X 1 and A
2X = X - 2Xt_1 + ^t_2-
Equation (9) expresses a relation between the rates of inflation
of domestic commodity prices and import substitute prices, while
equation (10) expresses the same relation in terms of rates of
change of inflation rates. The advantage of estimating these equa-
tions instead of equation (8) is that the problem of serial corre-
lation, due to the generally acknowledged presence of trends in
time-series data on prices is eliminated.- 17 -
The estimation results for equations (9) and (10) are presented
in Table 7. In all cases the estimated value of y-i has the expected
positive sign and is less than 1. In the case of equation (9), y-i
is significantly positive (at the 5% level) in 21 out of 23 indus-
tries, while in the case of equation (10) it is significant in 16
out of 23 industries. It is interesting to note that the inability
to reject the absence of commodity arbitrage occurs most often in
the investment goods industries. In all other sectors the evidence
points strongly toward the existence of some commodity arbitrage.
Alternatively, the law of one price, implied by the hypothesis
that Yi - 1i is rejected with 95 percent confidence in T7 out of
23 industries in the case of equation (9) and in 18 industries in
the case of equation (10). It does not appear, then, that the
existence of perfect commodity arbitrage poses as serious a statis-
tical problem in most of the industries involved as had been
advanced by the earlier monetarist argument.
Basic considerations of demand and supply behavior would
suggest that in markets for substitutes characterized by a high
elasticity of substitution in demand one would expect to observe
a greater degree of commodity arbitrage than in markets charac-
terized by low elasticities. This carries the implication that the
single equation regression techniques used in the previous section
might have led to biases for not taking into account supply side
behavior. (See Stern and Zupnick (1962) and Tryfos (1975) for an- 18 -
elaboration of this critique). This would be true even when the
law-of-one-price hypothesis is ruled out.Consequently, the absolute
values of the elasticity estimates obtained earlier must be regarded
with caution. Particularly suspect, of course, would be the nega-
tively estimated values in Table 3, obtained by using the least
restrictive equation specification.
What remains to be seen, however, is whether or not these
estimated elasticities would be useful, if not in an absolute sense,
at least in a relative sense, to compare the degree of price respon-
siveness in one industry to another. With this application in mind,
we could consider those cases where negative elasticity estimates
were obtained as simply a reflection of very low true elasticities.
As discussed in the beginning, such a comparison may be useful to
policymakers for assessing which industries are subject to greater
competitive pressures from abroad.
One way of testing this idea is by examining whether the
elasticity magnitudes estimated in Table 3 are positively corre-
lated with the degree of commodity arbitrage as estimated by the
Y..-coefficients in Table 7. A counter-hypothesis would be that in
industries where the highest degree of commodity arbitrage takes
place, the danger of obtaining downwardly biased single-equation
elasticity estimates is greatest, so that the hypothesized relation
would be negative. Equations (11) and (12) describe the results- 19 -
from regressing a-, from Table 3 against each of the two commodity
arbitrage coefficients from Table 7,•denoted Y-i(a) and Y2 (b)
respectively, employing all 23 sectors. Equations (13) and (14)
describe the same regression when those sectors for which negative
elasticity estimates were obtained are omitted.
(11) a^= -.363 + 1.442 y-iU) R
2=.134 T = 23 F(1,21)= 3.24
(.451) (.801)
(12) a.= -.207 + 1.317 Y-, (b) R
2=.158 T = 23 F(1,21) = 3.93
(.309) (.664)
(13) a = .229 + 1.107 Y-, (a) R
2=.237 T = 16 F(1,14) = 4.35
(.309) (.531) '
(14) a.,= .261 + 1.180 Y-](b) R
2=.3O9 T = 16 F(1,14)= 6,25*
(.252) (.472)*
T is the number of observations. F(•, ) represents the F-statistic
for the regression. Numbers in parentheses are standard errors,
and * indicates significance at the 5.percent level.
Note that in all cases the estimated relation between the
previously calculated elasticity values and the degree of commodity
arbitrage is positive, and most significant when the industries
with wrong-signed elasticities were deleted. The same regression
was also done using the estimated substitution elasticities from
Table 5, the most restrictive model. The results from those regres-
sions are summarized by observing that in all cases the signs and
2 approximate coefficient sizes were the same. However, the R values
were uniformly lower, ranging between .056 and .115. These results
;
also lend support, in addition to the F-tests performed earlier,- 20 -
for using the less restrictive specification, equation (5), to
estimate the substitution elasticities in order to compare the
relative demand responsiveness in different industries. This,
despite the fact that generally higher and more significant elasti-
city values were estimated using the more restrictive specification,
equation (7).
4. Summary
The conclusions which emerge from the preceding analysis can
be divided in two parts. One part concerns the method of estimating
elasticities and the other concerns the estimation results them-
selves. Regarding the method of estimation:
1) The series of F-tests have revealed that none of the alternative
model specifications is applicable to all industries. However,
they also suggest that the assumption of a constant elasticity
of substitution is a relatively weak restriction; at least as
acceptable empirically as the commonly-imposed homogeneity
restriction.
2) The commodity arbitrage estimates have shown that in most cases
the assumption of perfect arbitrage can be rejected. This implies
that the domestically produced commodity bundles and the cor-
responding imports as aggregated here are better regarded as
imperfect substitutes even though they are classified under the
same heading.- 21 -
3) From the last series of regressions (11)—(14), it is shown that
the magnitude of the elasticity of substitution characterizing
product demands in particular industries is positively correlated
with the degree of commodity arbitrage taking place in that
industry. It was argued that this finding supports the validity
of using the estimated elasticities in a comparative fashion to
assess the relative degree of demand responsiveness to prices
in different industries.
To address the estimates themselves, let us focus attention
on Figure 1. All 23 industries are ranked according to the estimated
size of the elasticity of substitution on the vertical axis. The
elasticity values used in this ranking were taken from Table 3, the
least restrictive model. On the horizontal axis, industries are
ranked according to the estimated size of the commodity arbitrage
coefficient y^(b) on Table 7. The Spearman's Rank Correlation
between both rankings is 0.44; significant at .05.
As a group, it appears that the primary goods industries are
characterized by a relatively high degree of demand responsiveness
to relative prices, with the exception of industries'55 (pulp and
paper) and 25 (stone, clay, asbestos). This is as anticipated
since the primary goods sector consists of relatively homogeneous
goods within each industrial category, easily duplicated abroad.
Consequently one should expect this sector to be the one most
subject to international competitive pressures.- 22 -
In the investment goods sector, on the contrary, one would
generally expect to find a great deal of product differentiation.
For the case of capital goods, in particular, technological rigidi-
ties are likely to place limits on the substitutability between
these goods, at least over the short-run. This is reflected in
Figure 1 by the fact that the investment goods industries are
scattered toward the northeast quadrant, displaying relatively low
substitution elasticities, also with an exception provided by
industry 38 (light metal products).
The consumption goods industries do not appear to be arranged
in any easily identifiable pattern. On the basis of both rankings
taken separately, they seem to be distributed fairly evenly over
the entire spectrum, so that generalizing statements are not as
readily forthcoming as in the previous two cases. A further diffi-
culty is that the relation between measured elasticities and arbi-
trage coefficients appears least successful in this sector (seen
by the off-diagonal outliers, industries 52, 54 and 63), so that
o
great caution is advised in dealing with these results. Neverthe-
less, these observations seem to point out that the consumption
goods sector contains a more heterogeneous set of industries than
either the primary or investment goods sectors. It includes, for
example, industry 58 (plastics) whose products would be considered
fairly standardized so that relative prices play a significant
demand-determining role, and industry 6 4 (clothing) where tastes
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Rank of estimated commodity arbitrage coefficient (y.,)
from highest to lowest.
 1
Primary goods industries are denoted by *.
Investment goods industries are denoted by 0.
Consumption goods industries are denoted by •.
Figure 1- 24 -




























































































































































































































































































































All estimates were made using a Cochrane-Orcutt procedure. * indicates significant t-values at 5% level. Numbers in
parentheses are standard errors.- 25 -














































































































































































































































































All estimates were made using a Cochrane-Orcutt procedure. * indicates significant t-values at
5% level. Numbers in parentheses are standard errors.- 26 -
Table 3 : £n(M/D) = aQ +





































































































































































































































































All estimates were made using a Cochrane-Orcutt procedure. * indicates significant t-values at
5% level in a one-tailed test. Numbers in parentheses are standard errors.- 27 -






























































































































































































































All estimates were made using a Cochrane-Orcutt procedure. * indicates significant t-values at
5% level in a one-tailed test. Numbers in parentheses are standard errors.- 28 -
Table 5 : ln(M/D) = a3i!.n(PD/PM)









































































































































































All estimates were made using a Cochrane-Orcutt procedure, "indicates significant t-values a

























































Critical values of F statistic at:
5 percent level of significance




























































































































































































































































































































































































































































































































All estimates were made using OLS. Numbers in parentheses are standard errors.- 31 -



















































































































































































































indicates Cochrane-Orcutt transformations were made. Otherwise OLS was used.
* indicates significant t-values at 10% level. Numbers in parentheses are standard errors.- 32 -
Footnotes
The latter modeling technique is also being currently applied to
the German economy by members of the Institut fur Weltwirtschaft
in Kiel. In reference to this, let me note that the data used in
these estimations conforms basically to the same disaggregation
scheme as the 58-sector input-output tables published by the
German Statistisches Bundesamt, which form the backbone of the
ORANI modeling structure.
2
See Learner and Stern (1970), pg. 64.
Table 1 reveals that in many cases the price elasticity estimates
emerge with opposite signs to the theoretically anticipated values,
a2 < 0 and a, > 0. An interesting regularity is that in 8 of the
9 industries where this was the case, the wrong signs came in
pairs. A similar observation on the work by Morgan and Corlett
(1951) led James Meade to conjecture that this may reflect a
specification bias (multicollinearity?) when in fact demands
depend on price ratios. From the elasticity estimates in Table 2,
where the homogeneity restriction is imposed note however that
wrong signs persist in 11 industries. Also in Table 4, when homo-
geneity and CES are imposed wrong signs persist in 6 industries.
In other words, Meade's conjecture cannot be supported on the
basis of this evidence.
4
Richardson (1978) tested the hypothesis that domestic prices
react in precisely the same way to foreign price changes and
exchange rate changes, using U.S.-Canadian data, and found that
in most cases the hypothesis could not be rejected. This hypo-
thesis is also maintained here given that PM is already stated
as the (c.i.f.) D-Mark price. Also, since Germany is relatively
small compared to the rest of the world, it is appropriate to
consider PD as the dependent variable.
A common procedure in many applied simulation models is to
conduct sensitivity tests whereby certain parameters, such as
the elasticity of substitution, are expanded by a constant multi-
plicative factor. From this viewpoint, the usefulness of this
study lies more in establishing the initial spread between the
elasticities in different industries than in determining their
absolute values.
See Richardson (1978), who arrives at a similar conclusion.- 33 -
Regarding the two outliers provided by industries 25 and 55,
note that different relative demand specifications do not alter
their low elasticity rankings; seen by comparing Tables 4 and 5
with Table 3. In the case of industry 25 (stone, clay, asbestos),
an argument could be made that these goods are similar in nature
to those of the mining industry, also characterized by low elas-
ticities, where the traditionally high level of protection and
regulation afforded this sector in Germany contribute to the
low observed demand responsiveness. It has also been conjectured
that the existence of long term contracts (longer than one year)
are a significant factor in these industries.
Focusing on the outliers belonging to the consumption sector, it
turns out that by using the more restrictive specification for
elasticity estimation for industries 6 2 (leather) and 6 3 (tex-
tiles) , their estimated values rise significantly. At the same
time, the estimated elasticity in industry 52 (glass) is reduced;
see Tables 4 and 5. In these three cases, the revised elasticity
rankings would conform more with the commodity arbitrage ranking,
suggesting that for these industries the more restrictive esti-
mation procedure might be more appropriate.- 34 -
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