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ABSTRACT 
This thesis is concerned with developing suitable models for the investigation of 
instabilities in rigid and deformable roll coating flows. Consideration is restricted to 
Newtonian, incompressible fluids in the absence of inertia. In each coating flow analysed 
the steady two dimensional base state solutions of the system axe explored before the 
stability of the system is considered. 
The particular rigid roll coating flow that is studied in this thesis is the flow formed 
between an intermediate pair of contra-rotating rolls within a multiple roll coater. The 
base state is modelled using lubrication theory and the flow domain is terminated 
with simple boundary conditions. It is found that the form of the meniscus location 
solutions differ from those found in similax flows by previous workers and this motivates 
a detailed re-examination of the boundaxy conditions. A matched asymptotic analysis 
applicable for small capillaxy numbers Ca and small inter-roll gaps gives the leading 
order correction to the boundary conditions and it is found that the inclusion of the 
correction terms alter the results significantly. It is found that a critical roll speed ratio, 
S,, exists beyond which no steady two dimensional solutions exist. A simple stability 
hypothesis predicts the upstream meniscus to be neutrally stable at S,, and this point is 
associated with bead break. Under certain operating conditions the stability hypothesis 
predicts multiple steady states. 
The lineax stability of this multiple roll coating flow is investigated. SpeciaJ at- 
tention is given to the relationship between the wavelength of the disturbance and 
the form of the boundary conditions. The main predictions of the stability hypothe- 
sis axe confirmed and an additional ribbing instability on the downstream meniscus is 
predicted. 
The base flow of a deformable roll coater is investigated using lubrication theory for 
the fluid and a linear elastic plain strain model for the compliant layer. The boundary 
conditions developed for the multiple roll problem are extended to higher values of Ca. 
A finite element method is developed to numerically solve the governing equations. 
The effects of Youngs modulus E and layer thickness L on the steady state operation 
of the coater are investigated. Previous workers have used spring models to describe 
the compliant layer with the implicit assumption that E and L-1 have the same affect. 
Here it is shown that E and L-1 have a different effect upon the meniscus location in 
ii 
the negative gap regime and hence the underlying assumption of all spring models is 
shown to be incorrect. The plain strain model is extended to include viscoelastic terms 
and it is shown that these terms can account for the discrepancy between experimental 
results and previous steady state elastic theories. 
The lineax stability of the deformable roll coater is investigated with the plain strain 
model being extended to account for lateral disturbances. The effect of E and L-1 on 
the stability of the system is investigated and it is found that in keeping with the 
steady state results, they have a different effect on the stability of the system in the 
negative gap regime. It is demonstrated that perturbations to the compliant layer play 
a negligible role in the stability analysis and it is shown how the viscoelastic extension 
to the base state can be incorporated. 
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Chapter I 
Hntiroductlan 
There are many situations in industry where a substrate is to be covered, or 'coated', 
with a continuous fluid layer as part of a manufacturing process; examples include 
the production of photographic film, lithographic plates, computer disks and t6levision 
screens. The industrialist seeks to apply the fluid film quickly and evenly yet these two 
objectives are often incompatible since the faster the process is run, the less uniform 
the film becomes. It is the aim of this thesis to further our understanding of fluid flow 
in two particular coating processes - deformable roll and multiple roll coating. 
1.1 Coating Processes 
Coating processes are many and vaxied, figure 1.1 shows just a few examples. The 
spin coater (figure 1.1c) is suitable for the coating of discrete objects, e. g. computer 
disks, whereas the other examples are used when there is a continuous supply of the 
substrate through the coater. An example of this type of process is the production of 
photographic film; the film is coated before being cut for use in individual cartridges. In 
all such flows there are two features that are of overriding importance to the operator: 
o the relationship between the operating conditions and the final layer thickness; 
o flow stability and hence the uniformity of the coated layers. 
The importance of having some control of both these features is clear since error in 
either could lead to the production of faulty goods. Since the coating process is often 
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FLUID 
SUBSTRATE 
(a) Dip coater. 
JID 
(c) Spin coater 
SUBSTRATE 
(b) Roll coater 
COATEDSUBSTRATE 
(d) Slot coater 
Figure 1.1: Schematics of several industrial coating processes. 
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the slowest part of the production line, a detailed understanding of the coating flow 
will allow the coater to be run at its optimum rate, increasing overall productivity. 
As well as being industrially important, many of the coating flows contain features 
that are of inherent interest from a purely academic standpoint and examples include 
linear and nonlineax instabilities, contact line dynamics and chaotic mixing. Due to 
the combination of academic interest and industrial importance there exists a substan- 
tial literature which is aimed at understanding the above features and the approaches 
taken range from detailed analytical models, through computer intensive simulations 
to experimental investigations. 
As this thesis deals with two types of roll coater the roll coating process is now 
looked at in more detail. 
1.2 RoRR Coating 
Roll coaters come in many different configurations and the simplest configuration con- 
sists of a pair of counter-rotating rigid rolls (a 'forwaxd roll pair') as shown in figure 
1.2. In this case the lower roller (pickup roller) withdraws fluid from the supply bath 
and transfers it to the substrate or web that rotates with the upper roller. Even this 
simple case of roll coating has two very distinct modes of operation; a starved mode 
and a fully flooded mode as shown in figure 1.2. 
In the starved mode (figure 1.2a), often refered to as meniscus roll coating, a fluid 
bead is formed in the nip (the point of closest approach of the rollers) region. The 
alternative mode of operation is refered to as 'fully flooded' (figure 1.2b) since a build 
up of fluid upstream of the nip forms a significant reservoir of fluid. The intermediate 
state is refered to as 'moderately starved'. This straightforward setup can be radically 
changed by simply changing the direction of rotation of one roller to form a 'reverse 
roll pair' for which the above modes of operation also exist. The roll coaters analyseý 
in this thesis operate in the forward mode. 
In practice, there are often several intermediate rollers situated between the first 
and last rollers thus forming a multiple roll coater. The multiple roll coater shown in 
figure 1.3 is operating in the starved regime and it is this situation that provides the 
first of the problems considered in this thesis. The flow that is of interest here is the 
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STARVE 
NIP REG 
SUPPLY 
(a) Starved 
FLOODED I 
(b) Flooded 
PROLLER 
ATTNG FLUID 
I ROLL 
kTING FLUID 
Figure 1.2: A forward roll coater operating in the (a) starved and (b)flooded regimes. 
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WIEB 
Single film fed bead ", 
I Double film fed bead 
IFEED SYSTEM 
Figure 1.3: A mulitple roll coater operating in the starved regime. 
flow generated between any pair of rollers (except the final roll pair) in such a multiple 
roll coater. This flow differs from that in a simple meniscus roll coater shown in figure 
1.2 as a bead formed between any two adjacent rollers (except for the final roll pair) in 
a multiple roll coater will have an incoming fluid layer on each roller. This is in contrast 
to the meniscus coater or final roll pair in a multiple roll coater where there is one roller 
with a solid/fluid contact line. These two arrangements axe refered to as double film 
fed (DFF) and single film fed (SFF), respectively. The fact that the contact line in the 
SFF bead is replaced with another incoming film in the DFF bead alters the structure 
of the flow and therefore the standard meniscus roll coating results, concerned with a 
two roll system (or the final roll pair in a multiroll coater), are invalid. 
A further variation on the roll coating theme is to cover one or more of the rollers 
in a coating system with a compliant layer, an example of which is shown in figure 
1.4. The compliant or deformable layer is often made from an elastomer which allows 
the rollers to be pressed together with the aim of producing a thinner final coated 
film thickness than can normally be achieved by rigid roll coating. In a deformable 
5 
)mpliant layer 
Figure 1.4: A deformable roll coater operating in the forward mode. 
FLUID 
Figure 1.5: A fully flooded counter-rotating roll pair. 
roll coater, the fluid and solid domains are coupled; tho fluid pressure deforms the 
solid, which changes the profile of the gap thickness and this, in turn, affects the fluid 
pressure. It is this coupling of two distinct domains that provides the challenge when 
modelling deformable roll systems. 
The following section contains a review of the rigid roll coating literature and in 
particular explains how lubrication theory has been used to model rigid roll systems. 
Section 1.4 contains a review of multiple roll coaters and section 1.5 includes a review 
of the deformable roll coating literature. The instabilities that affect roll coating flows 
axe explained in section 1.6. 
1.3 Rýgid RoIR Coating 
As an introduction to rigid roll coating the case of a pair of equal speed counter- 
rotating rolls, each of radius R and fully immersed in fluid as shown in figure 1.5, will 
be considered. If the rolls axe in close proximity, the flow in the nip region is almost 
rectilinear and therefore the lubrication theory of Reynolds (1886) is valid in this region. 
Assuming that there is no component of fluid velocity parallel to the axis of the rolls, 
lubrication theory leads to Reynolds equation for the fluid pressure, P(X), in the nip 
region between the two rolls: 
d [B 3(X)dP] = 121LUR 
dB (1.1) 
dX dX dX* 
X is the coordinate along the line of symmetry that runs through the gap between the 
two rolls, B(X) is the gap width, UR is the peripheral speed of the rollers and it is the 
fluid viscosity. Reynolds equation has been used by many workers including Coyle et al. 
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(1986) and Gaskell et al. (1995) to model flows in roll coating geometries. Reynolds 
equation can also be written as 
dP 121z 
ýf- = -y3- (URB - x 
where Q is the flux past any X station. With increasing distance from the nip the fluid 
pressure decays to wnbient (Rushack (1982)) which is taken in this thesis to be zero 
without loss of generality and so the following boundaxy conditions are imposed: 
P(: Loo) = (1.3) 
One further simplification is made and that is to use a parabolic approximation for the 
gap width: 
B(X) = 2Bo + 
X2 
R 
where 2BO is the distance of closest approach between the rolls and R is the roll radius. 
For this parabolic approximation to be accurate it is required that BOIR <1 which is 
the case for roll coating flows. Under these conditions Reynolds equation can be solved 
analytically and a typical solution curve is shown in figure 1.6. The positive pressure 
upstream of the nip is caused by the convergent geometry whereas downstream, the 
diverging gap results in the pressure being sub-ambient. 
The next step in modelling a roll coating flow is to replace the fully flooded flow 
downstream of the nip with a meniscus to give a flow of the form shown in figure 1.7. 
As the condition P(+oo) =0 is no longer valid two new conditions have to be found; 
a pressure balance at the meniscus and also a condition to locate the position of the 
meniscus. Several boundary conditions have been proposed and these are now reviewed. 
1.3.1 Boundary Conditions 
Working on the assumption that the fluid cannot support negative pressures due to 
the occurence of gaseous cavitation, Swift (1931) and Stieber (1933) independently 
suggested the following conditions: 
P(XD) ý 
dP JXD 
= 0, dX 
where XD is the location of the meniscus. These conditions are refered to as the 
Swift-Stieber (SS) conditions or the Reynolds conditions and solving Reynolds equation 
subject to them gives a pressure field that is everywhere positive. 
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P(X) 
0 
0 
x 
Figure 1.6: The pressure field formed between two counter rotating fully immersed 
rolls. 
Figure 1.7: Typical streamlines found in a forward roll coater. Note the region of 
rectilinear flow in the nip region and the recirculations; in the vicinity of the meniscus. 
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In constrast to the premise of the SS conditions, Schneider (1962) observed a 
region of flow recirculation immediately upstream of the meniscus and postulated that 
the pressure is sub-ambient in this region. Taylor (1963) reasoned that the flow splits 
into two regions as shown in figure 1.7; a two dimensional region in the vicinity of 
the meniscus and rectilinear flow elsewhere. Both Schneider and Taylor identified the 
capillary number, Ca, defined as 
Ca = 
PUR 
, -t 
(1.6) 
where -y is the surface tension of the fluid, as having a significant effect on the structure 
of the flow in the meniscus region. The reason for this is that the capillary number 
represents the ratio of viscous and surface tension stresses. Therefore if Ca <1 the 
flow in the meniscus region will be surface tension dominated leading to a capillary 
statics region whereas if Ca >1 the flow will be viscous dominated with the surface 
tension playing an insignificant role. As the SS conditions do not allow the pressure to 
become sub-ambient it is cleax that an alternative has to be formulated. 
Birkhoff and Hays (1963) proposed the conditions 
au 
=0 at (X, Y) = (Xs, 0) , ey 
(1.7) 
where XS is the point of flow separation and marks the staxt of the region of recir- 
culation. If the assumption is made that Xs = XD then (1.7) can be used to locate 
the meniscus and these conditions are refered to as Prandtl-Hopkins (PH) conditions 
in the literature. In fact the second of these conditions is automatically satisfied in the 
case of equal roll speeds and the first can be recast Eis the following condition on the 
pressure gradient 
dP(Xs) 8jtUR 
dX B2(XS) 
(1.8) 
As the flow separation conditions represent only one independent condition an addi- 
tional condition is required and this was provided by Greener and Middleman (1979) 
who modelled the pressure jump across the meniscus due to surface tension using the 
following: 
T 
P(XD) = -jý, [B(XD) - 2H], (1.9) 
where IZ is the radius of curvature of the meniscus and H' is the thickness of the 
coated film on each roll. The PH conditions have one large drawback and that is that 
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P(X) 
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Figure 1.8: The pressure profile in forward roll coater with the PH conditions 
they locate the point of flow separation and not the meniscus location. However, for 
Ca >1 it has been shown that the recirculations dissappear with the flow separation 
point lying on the meniscus and thus for Ca >1 the PH conditions are appropriate. A 
refinement of the PH conditions for unequal roll speed was provided by Gaskell et al. 
(1998). 
A typical pressure profile for the PH conditions is shown in figure 1.8 and it can be 
seen that there exists a sub-ambient pressure loop as predicted by Taylor and which 
has been seen experimentally by Floberg (1965), Smith (1975) and Malone (1992). 
Attempts have been made to model the flow using lubrication theory for the case 
of Ca < 1. Pitts and Greiller (1961) and Coyne and Elrod (1970) split the flow as 
suggested by Taylor (1963). However, they used severe approximations for the meniscus 
region; Pitts and Greiller assumed the profile of the free surface at the outset and Coyne 
and Elrod assumed a quadratic form for the component of velocity tangential to the 
free surface. 
Later workers including Gaskell et al. (1995), Daniels (1998) and Wilson (1997) 
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H°° 
Figure 1.9: A thin film coats a plate that is extracted from a bath of fluid. This problem 
was studied by Landau and Levich. 
have used the following condition for. the final coated film thiclMess H' due to Landau 
and Levich (1942): 
H' = 1.34 
B(XD) 
Ca 2/3 
2 
in conjuction with (1-9). (1.10) can be considered a direct replacement of (1.8) since 
(1.2) allows the pressure gradient to be written in terms of the flux and hence H'. The 
combination of (1.9) and (1.10) are known as the Landau Levich (LL) conditions. These 
boundary conditions were initially developed for the problem of dragging a coated plate 
from a bath of fluid (figure 1.9) by Landau and Levich and have since been shown to be 
asymptotically correct as Ca --+ 0 in the closely related cases of the flow of a bubble in 
a fluid filled capillary tube (Bretherton (1961)) and two phase flow in a Hele-Shaw cell 
(Park and Homsy (1984)). The conditions were extended to the non-constant gap case 
by Reinelt (1995) and the formal confirmation of the applicability of this condition in a 
roll coating geometry is given in chapter 2 along with the leading order correction terms. 
Gaskell et al. (1995) demonstrated that the results of Reynolds equation solved subject 
to the LL condition were in good agreement with a finite element (F. E. ) solution to the 
Navier-Stokes equations for a forward meniscus roll coater for the range Ca < 0.01 
The above studies have all contained lubrication theory coupled with analytic 
boundary conditions that attempt to capture the physics of the meniscus region. An al- 
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ternative approach was taken by Rushack (1982) who solved the full 2-D Navier-Stokes 
equations in the region of the meniscus and matched these to a lubrication solution in 
the nip region. The results were found to be well represented by the formula 
H' = 0.54B(XD)Ca 1/2 1 
(1.11) 
in the range 0.01 < Ca < 0.1. Note as with both the PH and LL conditions, (1.11) can 
be combined with (1.9) to form a pair of boundary conditions for Reynolds equation 
leading to an analytic solution. Thus, under certain conditions accurate results can 
be obtained by solving Reynolds equation analytically subject to suitable boundary 
conditions. 
Coyle et al. (1986) also caxried out a F. E. simulation and showed that the re- 
circulations dissappear when Ca ;: ti 0.7 confirming the validity of the use of the PH 
conditions for equal roll speeds and high capillary numbers. 
The fluid modelling in this thesis is based around the lubrication models described 
above. As has been demonstrated, lubrication models can give accurate results but this 
is dependent upon the application of suitable boundary conditions that are often only 
valid over a limited range of Ca. The problem of finding suitable boundary conditions 
is a major theme of this thesis; in chapter 2 the LL conditions used for Ca <1 are put 
on a rigorous footing in terms of their application to roll coating geometries; chapter 3 
contains the development of a 3-D extension to the LL conditions and chapter 4 includes 
a method of extending the asymptotic result so as to cover the range 0< Ca < 10. 
1.4 Multiple Roll Coating 
The case of multiple roll coaters was studied by Benjamin et al. (1995a, b) who examined 
how fluid is transfered through a system by constructing a flux balance for each roll 
pair. However Benjamin did not investigate the flow structure that exists in the nip 
region of each roll pair and this was carried out by Wilson (1997). Wilson used both a 
F. E. simulation and a lubrication model coupled with LL conditions to study the flow 
between an individual roll pair. 
Wilson found that there was a maximum value of roll speed ratio beyond which no 
steady 2-D solutions existed. Excellent agreement was found between the lubrication 
theory and F. E. simulation for the pressure profile and coated film thicknesses for 
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Ca = 0.01. However, there was a discrepancy in the predictions of the upstream 
meniscus location. 
1.5 Deformable Roll Coating 
To put the research into deformable roll coating into context it is necessary to look 
at the preceeding work on dry contact mechanics and elastohydrodynamic lubrication 
(EHL). The dry contact literature provides a range of models that can be used to 
describe the compliant layer and the EHL work demonstrates how such models can be 
coupled with the governing fluid equations to provide a description of the fluid/solid 
interaction. 
1.5.1 Dry Contact Mechanics 
The classical problem of a sphere loaded against a linearly elastic half space was solved 
by Hertz (1882) and such a contact is known as Hertzian. In general, the surface 
deformation, D(X), of the surface of a linearly elastic half space is related to the 
normal surface traction, P(X), via 
D(X) = 
2(l -v2) log(X - ý)P(ý)dý, 
, 7rE 
fo 
where v is Poisson's ratio, E is Youngs modulus and Q is the region of contact. v 
specifies how compressible the material is; if v=0 the material is entirely compressible 
but if v=0.5 the material is incompressible and the volume of the material is preserved. 
In deformable roll coaters the compliant layer is usually made from material for which 
0.45 <v<0.5. 
If the shape of the indentor is prescribed, as in the Hertzian contact, and the normal 
surface traction is to be found, (1.12) constitutes an inverse problem. Furthermore, 
(1.12) represents a non-local relationship between the surface traction and deformation; 
the deformation at a point depends upon the surface traction over the entire contact 
region. (1.12) could be used to study the compliant layer in a deformable roll coater 
but has generally been disregarded as the layer has a finite depth, which is not well 
approximated by an infinite half space. 
For layers of finite depth two simple local models have been suggested. The first of 
these was the spring model of Winkler (1867) who assumed that the deformation at a 
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Figure 1.10: The CCM can be interpreted as an array of independent springs where 
the spring deformation is proportional to the applied pressure, P. 
point is proportional to the normal surface traction at that point: 
P(X) = KpD(X), 
where K. p is the constant of proportionality, refered to here as the spring constant. 
Models of this form will be refered to as Hookean spring models or as constrained 
column models (CCM's) and can be thought of as representing the solid as an axray 
of independent springs as shown in figure 1.10. The spring constant is related to the 
layer properties via 
K, p = 
1-v Ev<0.5, (1.14) 
(1 + v)(1 - 2v) 
T' 
where L is the layer thickness. Note, that this expression is invalid for v=0.5 as an 
infinite force would be required to produce a finite deformation. An alternative local 
model, known as the incompressible column model (ICM), was proposed by Bentall 
and Johnson for the case of v=0.5: 
D(X) 
L3 d2p 
E dX2' 
Whereas (1.13) and (1.15) are local approximations an exact solution to the linearly 
elastic plane strain equations for a finite layer was provided by Bentall and Johnson 
(1968) who demonstrated that surface deformation and traction were related via 
D(X) = 
2(l - v2 K(X - X')P(X')dX', 7rE 
where the kernel function K is defined as 
K(X) = 
00 (3 - 4v) sinh 2w - 2w Cos 
WX dw. (1.17) 
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w ((3 - 4v) cosh 2w + 2W2 +5- 12v + 8V2) 
( 
T) 
This model is refered to as the full strip model (FSNI). A plot of K is shown in figure 
1.11 and it is clear that as XIL --* 0, K --+ oo indicating that the largest contribution 
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Figure 1.11: The kernel K(X) of the FSM. 
to the deformation at any point comes from the local traction. The curve in figure 
1.11 is a straight line for small XIL as K has a logarithmic singularity at the origin. 
Bearing this in mind, it is conceivable that the local models (1.13) and (1.15) would 
be good approximations to (1.16) under certain conditions. This was examined by 
Johnson (1985) who found that the approximations were good only when the contact 
area greatly exceeded the layer thickness (i. e. they can be considered as thin layer 
approximations) in both cases and with the additional constraints and that V<0.4 for 
the CCM and v=0.5 for the ICNI. 
Young (1997) conducted a thorough comparison of the CCM, ICM and FSM models 
for a cylinder (of radius R) and strip contact the results of which are shown in figures 
1.12 and 1.13 and found that neither the CCNI or ICM could adequately describe the 
contact over the full range of parameters. The parameter A quoted in the figure is 
the width of the contact area. It is worth noting that the comparison included several 
ad-hoc values of the CCM spring constant postulated by Carvalho and Scriven (see 
below). 
All of these models are for static problems whereas roll coating is a dynamic prob- 
lem. At first sight it would appear that this renders the above models irrelevant and 
what should really be considered are models for rolling dry contact based on equations 
that include terms relating to the inertia of the solid. In fact the terms relating to the 
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Figure 1.12: The variation of centreline pressure, P(O), with AIL for each of the FSM 
(-), ICM (- -), and CCM ( --- ) deformation models. Results are shown for the CCM 
with both Kp = EIL and Kp =4x EIL. LIR = 0.1, v=0.5. Young (1997). 
17 
10-1 
10 
D(O)IL 
10 
Figure 1.13: The variation of centreline deformation, D(O), with AIL for each of the 
FSM (-), 1CM (- -), and CCM (-) with Kp = EIL deformation models. LIT? -ý- 
0.1, v=0.5. Young (1997). 
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inertia are only important when the roll speed approaches that of the speed of sound 
in the material ( Johnson (1985)), a scenaxio not encountered in coating processes. As 
such, many rolling dry contact models are based on static equations. The reason that 
rolling dry contact does not have to be considered is that such models contain regions 
of both slip and stick whereas deformable roll coaters are fully lubricated by the coating 
fluid so there are no regions of stick. Hence, all that is required of the model is the 
deformation of the solid due to an applied load (the fluid pressure) and this is provided 
by the static models. 
The models mentioned above are based around the theory of linear elasticity. In 
many cases the materials that are used to make the compliant layers in deformable roll 
coating devices display both nonlinear and viscoelastic properties (Cohu and Magnin 
(1997)) and these properties axe discussed below. 
Linear elasticity is based on the principal that the strains involved are infinitesimal 
yet when the strain becomes significant the stress - strain relationship ceases to be 
linear and elastomeric materials can show a deviation from linear behaviour at strains 
of about 10%. An important piece of work, as far as this thesis is concerned, was 
done by Batra (1980) who modelled the contact of a cylinder with a nonlinear elastic 
half space and found little difference with the equivalent linear elasticity result. In 
this thesis nonlinear effects are neglected. For further justification of the neglect of 
nonlinear effects see the work of Coyle discussed below. 
Goryacheva, (1998) presents governing equations for a linear viscoelastic solid, the 
so called Alaxwell-Thomson model. The equations contain two viscoelastic parameters, 
the retardation time, T, and the relaxation time, T,,. These time scales can be thought 
of as typical times that the strain and stress take to respond to an applied displacement 
or load, respectively. Gorycheva used this model to study the rolling contact of a rigid 
cylinder on a strip and this model is incorporated as an extension to the FSM in 
chapter 4. Bapat and Batra (1984) also studied the dry rolling contact of a cylinder 
on a finite-strain viscoelastic layer and found the expected asymmetries in the stress 
and deformation profiles due to the stress - strain histories. 
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1.5.2 Tribology 
There is a large body of work in the field of tribology that is concerned with the 
lubricated rolling contact of cylinders and planes. 
Tribologists have found that the pressures developed in the lubricating film are high 
enough to deform the solids and so any model must take this into account. Dowson 
and Higginson (1966) modelled the lubricating film via Reynolds equation and used 
linear elasticity to describe the solid behaviour. The similarities with this work and 
much of the roll coating literature are obvious but there are important differences. The 
differences arise from two key facts: 
o the pressures encountered in EHL are far higher than in deformable roll coating 
with the magnitude of the pressure in the nip being far greater than that of the 
sub-ambient loop; 
o the tribologist is concerned with the gap thickness within the contact region 
whereas the coating engineer is interested in the thickness of the fluid film ex- 
tracted from the contact region via the meniscus. 
Therefore, in EHL the SS conditions axe often applied and useful results axe achieved. 
However, these conditions fail to predict the sub-ambient pressure loop neax to the 
meniscus as well as failing to accurately predict the location of the meniscus and con- 
sequently the coated film height. As the tribologist is concerned with the physics of 
the nip region this is permissible but from a coating perspective, accurate modelling of 
the meniscus is vital. 
An important study was carried out by Hooke (1986) who was the first to couple 
together the FSM and lubrication theory using cavitation (SS) boundary conditions. 
Significant problems were encountered with the convergence of the numerical scheme. 
The boundary conditions were satisfied in an external iterative loop and an attempt to 
incorporate them into the main loop failed as it led to ill conditioning. However in this 
thesis, all vaxiables, are determined simultaneously in a single iterative loop. 
1.5.3 Deformable Roll Coating 
In contrast to rigid roll systems, the study of deformable roll systems is in its infancy 
with the majority of work being carried out in the past decade. The reason for this 
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Figure 1.14: The positive and negative gap regimes of a deformable roH coater. 
is simple - the compliant solid layer covering one of the rolls and its interaction with 
the coating fluid makes the modelling of a deformable roll system considerably more 
challenging than the rigid roll counterpart. Below is a brief summary of the modes of 
operation of a deformable roll coater followed by a review of the literature. 
The compliant layer allows deformable roll coaters to operate in two distinct modes: 
o Positive gap - when the centre to centre distance exceeds the sum of the roll radii; 
o Negative gap - when the centre to centre distance is less than the sum of the roll 
radii. 
These two regimes are shown in figure 1.14. The positive and negative gap regimes are 
also refered to as the lightly and highly loaded regimes due to the force required to hold 
the rolls in position. The parameter BO is equal to the cleaxance betweent the rolls in 
the positive gap regime and the amount of interference in the negative gap regime. In 
the positive gap regime the fluid pressure is not high enough to substantially deform 
the compliant layer and the system behaves much like a rigid roll coater - see figure 1.15 
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(H(X) is the gap width between the rolls). However, in the negative gap regime the 
compliant layer is substantially deformed and there is a strong interaction between the 
fluid and solid - see figure 1.16. In the negative gap regime the deformation is dominated 
by the shape of the indenting roll and the gap profile is almost constant through the 
nip region with a small nib, or constriction, near the downstream meniscus. Also the 
pressure assumes the profile of the normal traction in the equivalent dry contact. The 
results presented in figures 1.15 and 1.16 are taken from Young (1997). 
Research into deformable roll coating began with the pioneering work of Coyle 
(1988a) who presented a simple analysis based on lubrication theory and SS conditions 
for the fluid coupled with a one-dimensional constrained column model (CCM) for the 
deformation of the compliant layer (which it should be noted is invalid in the context 
of incompressible materials). In doing so he was the first to attempt to predict the 
variation in resultant film thickness for both positive and negative-gap regimes. In a 
complementary experimental study of flow between deformable rolls, Coyle (1988b) 
produced film thickness measurements as a function of roll separating force; Adachi 
(1988) similarly presented results for a cylinder plate geometry. There is reasonable 
agreement between the two sets of data for positive-gaps but significant differences for 
negative-gap settings. Experimental results (Cohu & Magnin 1995,1997) highlight the 
effect of the depth of the compliant layer on the resultant film thickness, indicating 
agreement with Coyle's theory for thick layers only. Indeed, they show that decreasing 
the thickness of the compliant layer tends to decrease the coating thickness significantly. 
Recognising the shortcomings of the CCM, Coyle (1990c) employed a finite element 
formulation of the plane strain nonlinear elasticity equations, leaving the fluid model 
as before. However, the Reynolds conditions fall to predict a sub-ambient pressure loop 
in the region of the meniscus, the value of the layer thickness L used in the analysis 
was not recorded and the effect of the parameters on the meniscus position, XD, was 
not investigated. Included in the work was a compaxison between linear and nonlineax 
elasticity models for the compliant layer. The error in the linear model increased with 
the strain but for strains of 20% the error was <4%. As strains in deformable roll 
coaters rarely exceed 20% this provides further justification for the neglect of nonlinear 
terms in the present work. 
Carvalho and Scriven (1994) attempted to validate the CCNI used by Coyle by 
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Figure 1.15: The pressure and gap profiles in a deformable roll coater operating in the 
positive gap regime. The equivalent rigid roll profiles axe shown for comparison. 
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proposing and comparing several CUOItAnct m0delb' for the deforXnation of a compliant 
layer coupled with a fluid model for fay submerged roUz, Le. no fxe-, surEa= present. 
They considered - (i)_ a one-dimensionaR Eookg, -m spring model; (9) a one-dimensional 
neo-Hookeen model; (M) a two-dimensional Unear elasticity model (ESM) for which 
the deformable layer is regarded as an infinite half space - the other physical extreme 
to the CCM. Their results revWed that flow rate pm&aUo= obtained with ewl model 
differed by less than 10%. However, these results should be treated with a, degree of 
caution as the effect of lWr thidmeco w&s, not wqplored and the ESM is only valid for 
deep layers- 
Young (1997) compmed the perfonmajace of the Hookeam rprkg model (CCM) with 
K, p = EIL and 4EIL and the PSM coupled with the Rubaication equations and found 
that the spring model is inadequate as it camot accuraWy pre&ct all system valiable3, 
particularly in the industrially relevant regime of v --;, 0.5ý However, subc-equent to the 
work of Young, Carvalho and Sadven (1997b) raw2brated the spring, model using a 
nonlinear plane strain model propcckg a ri constant of spnng 
.E K, p = 2T. (1.18) 
Carvalho and Scriven present results which show excellent agreement between the so- 
phisticated nonlinear plane strain model and the simple recaEbrated spring model for 
predictions of flow rate. However, the computatiow Were canded out in a domalm 
fiffly flooded at both upstream and downstream, predictio= of meniscus position were 
absent. Therefore the fimdamental question of whether a suitably calibrated spnng 
model could ever hope to adequately represent the physics of a deformable roll coater 
remains open. The approach taken in this thesR3- makes use of the observation that cU- 
mensional analysis demands that all spring models have a spring constant proportional 
to EIL and thus the use of v. spying model containas am Rmplicit &-numption that E 
and L-1 have the same effect. Young compaxed sad contrazted results from the FSM 
with two particulm spHag models for several wJueo of B and concluded that these 
particular spring models were inadequate. Am aim heire is to examine the behaviour of' 
the system as both E and L-1 we vwied and hence to see if any spring model could 
produce accurate ressultz. 
A second fundamental problem that haz arisen during the study of deformable 
roll coating is that there is a significant difference between experiment and even the 
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moct elaborate elastic model3. WhiL-t experimental error can be aRgafficant (C-chu and 
Magnin (1997) report up to 30%) thL-. fo stffi not enough to e, ýRsk the dLacrepancies 
that have been observed. A pemibRe remon for tMa iz thst the compliant layers- are 
usually made of eRmtomezic material that sre well known to ba, vLazoeh3tAc in natuz& 
Carvalho and Scriven have produmd two viw-oeRaslic modeb, one uzkg a spring model, 
the other a nonlinear pRanectrak model and they note thzt vL-=eRwtRc ts= cam make 
a s! gnfficant diffeience to the predicted flow rate. A výsýRastk extemba of the PSM, 
13 developed in chapter 4. 
JL. G HmU Coat' ýWtmbmtn, ea MZ 
The fact that 4 the coating flcý%m dlscu--, zd can suffar ftm h=&bMtiw ýb a major 
problem for the coating industry w they - Read to costkg defbctoý ROU coaters suffeT, 
from a clwsic fRuld hnstabft, imamely the 'xibbbmg h=t&bMV'l. The mený== proffie, 
becomes non uniform k the dh-ection of the axes of t he mRRem (the Rateld directjon)'ý 
and this translates into an tmeven coated Mm whi& i3 undeskaN& The xibbing pattem, 
is shown in figures 1.17 and 1.18. The meniscus proffie vary3 in a. periodic manner in 
the direction of the roller axes and is steady. Roll casters thaý operate in the meniscus 
regime (CO < 1) can suffer from an additional lastabffity, wMeRy 'bead break' which, 
is when the fluid bead supported between the roUem- coRapms'ox bRowa out leading to" - 
the substrate' being completely uncoated. 
An early attempt to predict the operating conditions tmder which the Bow in a 
forward rigid roll coater with a Oooded Wet would become unztsble was carried out 
by Pittz and Greffier (1961). The approach Wma was to assume that the meniscus 
location was perturbed, giving rnGS to a wavy proffie in the lateral direction and they 
demonstrated that the flow would be stable if and only ff 
d -Y a3T 
(P+iý 
XD 
where -y is the surface tension of the fluid amd 'A is the radlus of curvature of the 
meniscus. This condition wiU be refered to &-, the stsbIty hypothesLs it chouRd 
be noted that this analysis was not a time dependent analyrL-ý, and &3 such doer, not 
fuHy represent the time dependent transition to an un3teady state. - MweveT, it dow 
provide a useful insight into how stability or otherwk*z caa be acMeved. 
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Figure 1.17: A photograph of the ribbing instability. The photograph shows the filin 
split region at the downstream meniscus. 
Figure 1.18: A schematic of the ribbing instability. The schematic represents a cross 
section of the downstream flow domain. 
1) 
Fiýwirc 1.19: The meniscus perturbation considered by Savage. 
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The S. H. was derived independently at by Savage (1977) from a different stand- 
point. Savage considered the force on a perturbed 2-D meniscus as shown in figure 
1.19 and showed it to be proportional to the left hand side of (1.19), if the force was 
restoring in nature the flow was deemed to be stable, otherwise the flow was said to be 
unstable. 
The S. H. outlines a physical mechanism by which the meniscus can become unstable. 
If R is approximated by B(XD)12 then the S. H. implies the flow is stable iff 
dp -y dB)l 
<O. 
(cIX 
B(XD)2 dX XD 
Therefore a positive pressure gradient at the meniscus has a destabilising effect and the 
diverging gap has a stabilising effect. 
The ribbing instability is a spatially periodic, 3-D disturbance to the meniscus as 
shown in figures 1.17 and 1.18. Hence, to accurately predict the onset of this instability 
it is necessary to subject a 2-D base flow to a 3-D linear time dependent disturbance 
and determine whether the disturbance grows or decays. 
Pearson (1960) was the first to theoretically study the ribbing instability using a 
3-D linear stability analysis but the model lacked an appropriate boundary condition at 
the downstream meniscus. A steady state linear stability analysis was undertaken by 
Savage (1977) for the cylinder - plate geometry and by Fall (1978) for the wide angle 
spreader. The stability of the equal speed forward roll coater was analysed by Savage 
(1984) and the unequal speed case by Carter and Savage (1987). The time dependent 
response of flow in a cylinder and plate geometry was considered by Fall (1982), who 
obtained the growth rate of the disturbance as a function of the wavenumber. These 
studies demonstrated that there is a maximum value of Ca beyond which no steady 
solutions exist. 
The above approaches all rely on being able to find boundary conditions for the 
lubrication equations that capture the physics of the 3-D flow at the meniscus. The 
question of what form these conditions should take is considered in more depth in 
chapter 3. 
As in the steady state analysis, the problem of finding suitable boundary conditions 
can be sidestepped numerically by solving the Navier-Stokes equations in the vicinity 
of the meniscus. Bixler (1982) showed how the ideas of lineax stability theory could be 
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extended to the finite element method in order to determine the stability of free surface 
coating flows. This approach was adopted by Coyle et al. (1990d) who studied the 
equal speed, fully flooded, forward roll coater. 
The ribbing instability occurs on the downstream meniscus of a forward roll coater 
but in a SFF meniscus coater the upstream meniscus can become unstable leading to 
bead break. This phenomena has been reported by Malone (1992), Gaskell, Savage and 
Kapur (1998) and Kapur (1998) who showed that as either Ca or S (the roll speed 
ratio) are increased the upstream meniscus moved downstream, passing through the 
nip and eventually accelerating and colliding with the downstream meniscus. Three- 
dimensional perturbations to the two-dimensional SFF bead flow were considered by 
Daniels (1998) over a wide range of capillary numbers. In the meniscus coating regime, 
characterised by starved inlets and small capillary numbers (Ca < 1), his results 
showed there to be no three-dimensional instabilities; graphs of growth rate against 
wavenumber confirm that the most unstable waves are long waves - of zero wavenumber 
- on the upstream meniscus. 
Rabaud et al. (1990) and Rabaud and Hakim (1991) observed DFF bead flow in 
the narrow gap between two non-concentric rotating cylinders when the total volume of 
fluid remains constant. The stability of both the upstream and downstream interfaces 
were investigated experimentally by Michalland (1992) and Michalland et al. (1996). 
They showed the presence of the ribbing instability on the downstream meniscus - 
when the total volume of fluid is large - and a three-dimensional instability on the 
upstream when the volume of fluid is small. Reinelt (1995) modelled the flow in this 
'journal bearing' configuration and analysed its stability to small amplitude, three- 
dimensional perturbations. Of particular interest is the determination of the outgoing 
film thicknesses and the pressure jumps across each meniscus, which follows the work 
of Landau and Levich (1942), Bretherton (1961) and Park and Homsy (1984), and 
includes corrections due to the varying gap width, unequal roll speed and the presence 
of thin films attached to the rolls. This analysis is put on a more rigorous basis in 
chapter 2. 
Another critical phenomena that can occur in meniscus roll coating is flooding of 
the upstream meniscus. This happens when the flow through the coater is increased 
which leads to a build up of fluid at the upstream meniscus and the system passes 
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through a moderately starved state until eventually it is flooded. 
1.7 Outline of This Thesis 
This thesis deals with the stability of two flows found in roll coating systems: 
e The flow within a bead formed between an intermediate roll pair in a multiple 
roll system. 
* The flow in a deformable roll coater. 
There axe many similarities in the method used to solve the two problems. The basic 
approach taken in each case is to perform a thorough investigation of the steady state 
'base' flow followed by an analysis of a time dependent perturbation to the base flow 
in order to determine the stability or otherwise of the system. Throughout the thesis 
the emphasis is put on developing valid models as well as the subsequent results. 
Chapter 2 contains the development of the steady state flow of a DFF bead formed 
between a pair of rigid counter-rotating rolls. The flow is described via the lubrication 
equations linked with the LL boundary conditions. It is found that this simple model 
does not satisfactorily explain the steady state flow in all cases and leads to a re- 
examination of the boundaxy conditions. A formal matched asymptotic framework is 
set up to confirm the correct form of the boundary conditions at the menisci. The S. H. 
is used to predict under what circumstances the flow may become unstable. 
Chapter 3 builds on the work of chapter 2 by extending the examination of the 
boundary conditions to allow for the perturbed 3-D flow at the menisci. A 3-D linear 
stability analysis is then performed upon the steady state results of chapter 2. 
Chapter 4 develops a model for the base flow in a forward deformable roll coater. 
The FSNI is used to describe the compliant layer and the lubrication equations describe 
the fluid flow. As deformable roll coaters typically operate at higher values of Ca 
than rigid multiple roll coaters, an extension of the LL conditions is developed. The 
use of the linear FSNI is justified by the work of Batra (1980) and Coyle (1990c) 
who showed there to be little difference between linear and non-linear results for the 
strains encountered in deformable roll coating. However, care should be taken when 
applying the results to deformable roll coaters if the particular compliant layer being 
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used is known to be highly non-linear at relatively low strains ( <10%). The boundary 
conditions developed in the chapter 2 are recast and are valid over a wide range of Ca. 
Chapter 5 contains a linear stability analysis for fluid flow in a deformable roll 
coater. The base flow of chapter 4 is perturbed and the stability techniques developed 
in chapter 3 are used again here. 
Chapter 6 summarises the main results of the thesis and makes suggestions for 
future work. 
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Chapter 2 
Multiple Roll Coater - Steady 
State Analysis 
The aim of this chapter is to develop a model for the steady state operation of a roll pair 
from within a multiple roll coater so that the stability of the flow can then be analysed. 
Predictions of the bead break instability are made in this chapter using the stability 
hypothesis (S. H. ) (1.19) which only requires base flow results whereas the 3-D linear 
stability analysis is left until the next chapter. As well as bead break predictions, the 
steady state results are also used to determine when flooding of the upstream region 
will occur. 
A lubrication model is used with the Landau Levich (LL) ((1.9) and (1.10)) bound- 
ary conditions outlined in chapter 1. Preliminary results show that in certain limits 
the justification for the lubrication approximation disappears and this leads to a re- 
examination of the boundary conditions at the menisci. The two phase flow in a 
Hele-Shaw cell shown in figure 2.1 is related to the flow in a roll coater the difference 
being the fact that the flow domain in a Hele-Shaw cell is bounded by two parallel 
plates unlike the flow in roll coater that is bounded by the circular rolls. Park and 
Homsy (1984) performed a rigorous asymptotic analysis of the flow in the vicinity of 
the meniscus in the Hele-Shaw cell problem and showed that the LL boundaxy condi- 
tions should be corrected to take account of the finite thickness of the outgoing fluid 
films. The Park and Homsy corrected boundary conditions for the pressure, P, and 
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Figure 2.1: Tvvo phase flow in a Hele Shaw cell. Fluid I is driven into fluid 2 and the 
flow is bounded by two parallel plates. 
the coated filin thickness, H'. are: 
P(XD) ý-B(I+3.88Ca 
2/3 (2.1) 
(XD) 
H' = 1.34B(XD)Ca 2/3 (2.2) 
where B(XD) is the seini-gap Nvidth between the rollers at the downstream meniscus, 
XD. These conditions were first proposed by Bretherton (1961) in the stud, v of a 
bubble flowing in a fluid filled capillary tube though the approach lacked the rigour of 
the matched azýyniptotic analysis of Park and Homsy. 
Reinelt (1995) considered the journal bearing problem shown in figure 2.2. The 
journal bearing flow consists of a bead forined between two rotating eccentric cylinders. 
Thin filins are pulled from the bead and coat the cylinder surface before re-entering 
the bead. Reinelt proposed a further correction to take account of the non-constant 
gal) xvidth and unequal roll speeds: 
P(xr)) 1+ 1.94(l +S2/3 )Ca 2/3 + 
dB 
(2.3) 
B(XD) 
(dX 
where S is the ratio of the speeds of the two rolls. As will be seen in the following 
section-s the journal bearing problem is similar to the DFF bead forined in a multiple roll 
coater though differs for two reasons: firstly the returning filin can be set as a fraction 
of the outgoing filin and secondly the journal bearing problem has two returning filins 
and the N-0111111c of fluid is fixcd whereas the DFF bead in the inultiple roll coater 
ha., ý onc retill-1611- filill and the other incomim, film is of fixed height. Followhip the 
example of' Park and lloinsy. the proposed conditions of' Reinelt are confirmcd in this 
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ROLLFR'ý, 
Fi, glire 2.2- 'I'lle journal hearing problem. A flui(I bead forins in the gap bct\N, (, (, ii two 
rotating eccentric cylinders. 
chapter by way of a matched asymptotic analysis. An additional reason for setting up 
the asymptotic framework is demonstrated in chapter 3 where it is used to forniall Iv 
develop the houndary conditions for the perturbed meniscus. 
2.1 Mathematical model 
In tlli-ý (Imptcl. it dollhIC filill fed (DFF) bead of fluid situated between ail intermediate 
pair of rollers in a multiple roll systern as depicted in figure 2.3 is considered. The 
incoming and outgoing filin thicknesses on roll I (lower roll) are H, and H3 and on roll 
2 (upper roll) are H) and H. j. respect ively. The other rolls in the systern are accounted 
for by setting H2 = ýH4- with 0 <- ý '. ý 1 and treating H, and ( as parameters of the 
inodel. Ili it multiple roll systern ( is a function of the number, size and speed of the 
subsequent rolls in the system. Thus (=I indicates no net fluid transfer between the 
rolls whilst ý=0 corresponds to the case where H2 is absent. Rolls I and 2, each of 
radius R. have peripheral speeds UI and U.? respect ivel. y. The inininium gap between 
the rolls is 2BO. 
The fluid is taken to be Newtonian and incompressible and as such the How is 
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governed by the well known Navier-Stokes (Batchelor (1967)) equations 
p 
(a 
+U. V) U= -VP+pG + ttV2U, (2.4) 
and the incompressiblity condition: 
V. U = 0. (2.5) 
U= (U, V), P, p and p are the fluid velocity, pressure, density and viscosity respec- 
tively and G is the acceleration due to gravity. The system is described by several 
nondimensional paxameters described below. 
The roU speed ratio: 
S: -- U21U1; (2.6) 
the capillary number that represents that ratio of viscous to surface tension stresses: 
Ca = 
Pul (2.7) 
ly 
the Reynolds number that represents the ratio of inertial and viscous forces: 
Re = 
pUlBo (2.8) 
A 
the geometry ratio that represents the ratio of the Y and X length scales: 
6 
FBo 
. ý2R' (2.9) 
the returning film fraction 
H4 
(2.10) 
the Stokes number that represents the ratio of gravitional and viscous forces: 
pgBO2. 
. 5t -- ; ýUj (2.11) 
and the input flux 
IN -- 
Qi 
(2.12) ýB-o -U1 
where Qi is the incoming flux on roll 1 and is equal to UIH1. It is assumed that Ca, 
Re, St and J are all much less than unity and that the flow is steady and independent 
of the axial coordinate. In the bulk of the bead, away from the interfaces, the variables 
are nondimensionalised with the following scales: 
FBo 
X- V12-BoR, Y- Bo, U, U1, V0 U1, B(X) - BO, P, 
E-U1 
- 
/2R 
TR 
0 
2R BO V Bo' 
(2.13) 
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Figure 2.3: Double film fed bead between two adjacent rolls of a multiroll coater. 
where 
Y= B(X) = B(I +R- VR_2 - X2, (2.14) 
represents the semi-gap width and BO = B(O). Note that the surface of roll 1 is given 
by Y= -B(X) and that of roll 2 by Y= B(X). These scales have been used many 
times before in the roll coating literature, (e. g. Coyle et al. (1986), Wilson (1997)). In 
the following upper/lower case letters represent dimensional/nondimensional vaxiables, 
respectively. 
The aim is to solve for the steady state locations of the upstream and downstream 
menisci, denoted by x,, and Xd respectively, for given values of the above input param- 
eters. 
Determination Of Xd 
The position of the downstream meniscus can be determined by a simple balance of 
the incoming and outgoing fluxes: 
hi + Sh2 = h3 + Sh4- (2.15) 
As Ca <1 the Landau Levich relationships (1.10) for the outgoing heights h3 and h4 
can be utilised: 
h3 == 1.337bd Ca2/3, (2.16) 
h2 = Ch4 = 1.337bd((SCa)2/3, (2.17) 
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where bd = b(Xd) =I+X2. (2.16) and (2.17) allow 
h3 and h4 to differ due to unequal d 
roll speed; it is proved in section 2.1.3 that this is the correct form of these expressions 
for S : yý 1. (2.15) - (2.17) and the fact that hi = 2A, lead to the following expression 
for Xd 
2 2A 1, (2.18) Xd = 
1.337(l + (1 - 
C)S513) Ca2/3 
from which the nondimensional flux q, scaled with 2UB0, follows directly 
q=- 
(1 + S5/3), \ 
(2.19) 
1+ (1 - ()S5/3 
2.1.2 Determination of x. 
To find x,, it is necessary to solve for the flow field. The effect of assuming small Ca, 
Re, St and S on the governing fluid flow equations can be investigated by nondimen- 
sionalising the variables with the above scales. Using these scales, the Navier-Stokes 
equations become 
Re5 u 
Ou 
+v 19U 
( 
Ox ý7y 
R 63 av av e UT + v5y- 
(x 
OP 
+ &2 192U 192U (2.20) 5-x ý7X-2 +VI 
OP 
+ jStg + 64 192V +62 192V, (2.21) ý7y "jX-2 ay2 
where it has been assumed that the y axis is vertical. The continuity equation is 
g9u av 
ex ey 
(2.22) 
Neglecting terms of O(P, Re6, StS) these equations reduce to the well known lubrication 
equations: 
op a2U 
ä7x :, - ay2' 
(2.23) 
d9p 
= 0. (2.24) ä7y 
Therefore, in the nip region, the cross stream pressure gradient (Oplift) is negligible and 
thus p is independent of y at leading order. Also, the pressure gradient in the stream 
wise direction (8plo9x) is balanced by the viscous shear stress (191U/igy2). Now the 
governing the equations have been developed, the bounday conditions are formulated. 
On the roll surfaces the no slip boundary conditions are applied: 
U-i2ly=b = St U-illy=-b = li (2.25) 
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where ii(x) and i2(x) are the unit vectors tangential to rolls 1 and 2, respectively, and 
are given by 
il 
= 
(- 
1 
+0(62), 
2x, 5) 
i2 
=1+0 (j2). (2.26) 
( 
2xJ) 
Thus, the boundary conditions reduce to 
u(y = b) =S+ 0(62), u(y = -b) =1+ O(j2). (2.27) 
(2.23) can be integrated directly and the application of (2.27) leads to the following 
form of the horizontal velocity field 
1 dP 2 S-1 S+l 
2 Tx- 
(y - 62) + --ýb-y +2* (2.28) 
The nondimensional flux, q, past any x station can be calculated by simply integrating 
the velocity field between the two rollers: 
b23 
2q udy --dpb +(I+S)b. 3 dx 
(2.29) 
(2.19) gives q in terms of the systems parameters and thus (2.29) can be rearranged to 
give the integrated form of Reynolds equation for the pressure gradient 
dp 3 [(l + S) b- 2q]. ax = ýP (2.30) 
This is a first order differential equation with two associated boundary conditions: 
P(X. ) = -AP. (x. ) =-51 (2.31) Ca b(x.,, )' 
P(Xd) = -APd(Xd) =3-1 (2.32) - Ta RXd) 
where APj = p. - p(xi), i=u, d, represent the pressure drops across the interfaces, 
the radius of curvature at each meniscus is approximated by the associated semi-gap 
width and p. is the ambient pressure, taken here to be zero. The problem is not 
over-prescribed as (2.31 a) enables us to find xu by forming the function f (x): 
(x) = Xx) + Apu(x) (2.33) 
where x,, simply satisfies f (x,, ) = 0. f is given explicitly by 
3 
(1+S) Od +1 sin 20 -1 sin 20d 
3q3 
0- 
3 
Od+ 
4 
10- 
112]-4 
[2 
2 
(2.34) 
sin 20 - sin 20d +8 sin 40 -g sin 
40d] + ýýPu(X) - "*IPd(Xd) 
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Figure 2.4: Mensicus positions against S. Ca = 10-3,6 =5X 10-3, A=0.05, C=0.5. 
The red line represents the downstream meniscus location solutions (in this case also 
equal to the second branch of upstream meniscus solutions)and the black line represents 
the first branch of the upstream meniscus location solutions. 
where x= tan 0. The reader will note that Xd is also a root of f as defined in (2.33). 
A typical plot of upstream and downstream menisci position against S is shown in 
figure 2.4 and it is interesting to compare this with the situation in the SFF case in 
figure 2.5, analysed by Kapur et al. (2000) where h3 is replaced by a contact line. 
The differences are clear: 
-* for a given value of S, the SFF model has two values of the upstream meniscus 
location - both distinct from Xd - with one being stable (i. e. seen in practice) 
12 and the other unstable. In the DFF model there are two roots xU and xu, one of 
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Figure 2.5: Meniscus positions against S for SFF model. - represents the downstream 
meniscus location curve. Ca = 10-3 J=5x 10-3, \=0.05, C=0.5. 
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which is coincident with Xd (and hence non-physical). 
In the SFF case the variation of x. with S exhibits a smooth turning point yet 
in the DFF case the x,, and Xd solution curves appear to meet in a corner. This 
apparent meeting of the menisci is a non-physical phenomenon and furthermore, 
lubrication theory is no longer strictly valid in this regime as the X and Y length- 
scales associated with the bead become comparable. 
These differences could not easily be explained and led to a re-examination of the 
expressions employed for both the pressure drops and the outgoing film thicknesses. 
2.1.3 Model refinements 
This section uses the framework provided by Park and Homsy (1984) to systematically 
develop the boundary conditions first proposed by Reinelt (1995). There are several 
reasons for carrying out this formal development: 
9 Pdgorous proof of the conditions suggested by Reinelt. 
9 Provide a framework that can be used to find the perturbed pressure boundary 
conditions needed for a linear stability analysis (see chapter 3). 
The form of the meniscus profile is found for the asymmetric case of S01 and 
could be compared with computations and experiment (Decre et al. (1995)) 
This was beyond the scope of the present work. 
In order to find the pressure drops across the interfaces and the outgoing film 
thicknesses, the flow in the vicinity of the menisci needs to be considered. This is 
achieved at each interface in turn by analysing a capillary statics region (CSR), where 
capillary forces are dominant, and a transition region (TR), where capillary forces 
balance the viscous forces which dominate in the thin films far from the bead, and then 
matching the solutions of the two regions. These regions at the downstream meniscus 
are illustrated in figure 2.6. The downstream meniscus is analysed first and is followed 
by the upstream meniscus. 
2.1.3.1 Downstream analysis 
Governing equations of the CSR 
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Figure 2.6: Regions and axes at downstream meniscus 
Suitable scalings in the region of the downstream meniscus are: 
X, BD, Y- BD, u- U2, B (X) - BD7 P- or/BD) 
where BD = B(XD) =R+ BO - 
ýýR2 2 '2 - XD and hence the solution in this region is 
dependent upon XD. 
After shifting the origin to the tip of the downstream meniscus and rescaling the 
variables the continuity equation and equation of motion in the vicinity of this interface 
are 
V. ü = Vi5 = CaV 2 ü, (2.35) 
and the normal stress balance is 
V. fi + O(Ca) on h. (2-36) 
P. is the atmospheric pressure, h(: ý) represents the free surface profile and fi is the unit 
normal to the surface. Variables in this region, that have been non-dimensionalised as 
above, will be denoted by a 'hat'. (2.35) states that viscous forces are negligible in this 
region and thus only the pressure and free surface profile are solved for, leaving the 
flow field unknown. As h(: ý) is double valued it is split, as shown in figure 2.7, into 
'lower' and 'upper' branches, hj(i) and h2(1) associated with the lower (roll 1) and 
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upper (roll 2) rolls, respectively. The normal stress balance then becomes 
AP + O(Ca), (2.37) 3/2 
where i differentiates between the two branches of h. (2.35) and (2.37) confirm that 
this is indeed a capillary statics region as the flow field does not enter the problem at 
leading order. Equation (2.37) is a differential equation for hi containing an unknown 
constant, AP. Furthermore, (2.37) indicates that the surface profile can be found 
without solving for the flow field as the pressure drop across the meniscus is dominated 
by the surface tension of the fluid. 
The formulation of the problem in this region is completed by imposing the following 
boundary conditions: 
hl(: b = 0) = h2(-'ý = 0) == fi (2.38) 
-h2: a(-'ýýO) `-00, (2.39) 
where (2.38) allows the solution to be asymmetric via the unknown constant f and 
(2.39) implicitly defines the origin of the CSR as the 'turning point' of the meniscus. 
Governing equations in the TR 
In the TR the fluid is drawn from the meniscus into thin films on each roll surface 
and thus here it is natural to adopt a curvilinear coordinate system (Jý, 9) as shown in 
figure 2.6 for the lower roll. A similar coordinate system associated with the upper roll 
exists, the analysis below holds for both rolls. Following previous workers (Bretherton 
(1961), Park and Homsy (1984)) the scales in this region, derived by balancing capillary 
and viscous stresses, are 
P- alBDi U- Ul, V- Ca'13U,, Y, H- Ca2/3B D, X, CaI13B D, 
and variables that have been non-dimensionalised with these scales are denoted by a 
'bar'. In the following, (. t, 9) refer to the TR coordinates on either roll. Neglecting 
terms of O(Ca 2/3) the governing equations reduce to the lubrication approximation: 
, OP 
= 
02ü 
(2.40) ä7x 9921 
Dii 
= 0. (2.41) 
, gg 
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Figure 2.7: The meniscus is unsymmetric when S01 and to model this asymmetry 
the profile is split into two branches, hl(! ) (- -) and h2(i) (-)- 
The tangential stress condition on the free surface is 
aü 
(2.42) 
FyLhi = 
The no slip condition on the roll surface is 
iilg=o = Ki, (2.43) 
where i=1 and i=2 differentiate between the analysis of roll 1 and roll 2 respectively, 
therefore r., =1 and K2 = S- As xý- - oo the free surface height must approach that of 
the final coated film: 
hi --+ hr as x; ---+ oo. (2.44) 
The normal stress balance is 
I=/ii = 
Matching condition 
(2.45) 
The two regions are linked by matching the film thickness between the roll surface 
and the interface. In the TR this quantity is simply given by hi whereas in the CSR, 
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where it is denoted by h_L,, it is given by 
(_j)ih, (., ý))(j + X262(. 1 +0(63). d2- 2-i-)) (2.46) 
+ i2b262. The semi-gap width relative to the CSR coordinates is 6(: ý) =1+2! Xd6 d In 
order to facilitate the matching process it is useful to write hj_, in terms of an arclength 
coordinate X, shown in figure 2.6, and given by 
X262,;. ) + 0(63). (2.47) 2d 
This Oows Van Dyke's matching rule (Hindi (1995)) to be used, resulting in 
IiM Ca2/3 lim hi, (2.48) 
)i-li 2ý-Oo 
where j= ii is the origin of the TR on roll i. As this section is only concerned with 
the leading order correction due to the non-constant gap width, which will enter the 
solution at 0(6), terms of 0(62) can be neglected and the matching condition can be 
simplified to 
1+ 2lXdJ - lim 
hi 
= Ca 
2/3 
_ 
IiM 
: B-li Xý-Oo 
(2.49) 
This matching condition is utilised by firstly expanding hi about 1= ii, secondly 
rewriting the expansion in terms of t and finally by expanding the resultant expression 
about Po- iI 
n 
1+ 2ixd4 - 
Cam/3jým Dm 
a i/3&jlij 
an h(: b)li=ioo 
n>O j>O 
(2ý 
m! ei- 
) (r- (i, 
-, % c)n! äF 
) 
Ca2/3 jiM 
2--00 
(2.50) 
The governing equations and associated boundary conditions of each region have 
been formulated and a matching condition linking the two regions has been stated. 
Now a solution in the form of a double expansion in the small parameters Ca 1/3 and 5 
is sought: 
p= Pýl + Ca 1/3 p 10 + 6pl, + Ca 1/3j P" + Ca 2/3ý20 + ..., 
(2.51) 
h= hW + Cal/3 hlo + bhol + Cal/35h" + Ca2/3 h 20+.... (2.52) 
It is convenient to think of the Ca terms as corrections due to the finite thickness of 
the outgoing films and the 8 terms as corrections due to the non-constant gap. 
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In the capillary statics region the flow field is not solved for, therefore asymmetries 
due to S 76 1 which occur because of the no slip velocity conditions, only enter the 
problem via the transition region. However, the transition region enters the matching 
process at O(Ca 2/3) so until then the capillary statics solution must be symmetric and 
in particular f 00 = 0. Furthermore, the effect of the non-constant gap width enters at 
O(J) so at 0(1) and O(Ca 1/3) the capillary statics region problem is exactly analogous 
to the Hele-Shaw cell problem discussed by Park and Homsy (1984) who found that 
A- 00 = 1, PO =1 and the surface profile at leading order to be Pa 
h90 
= (-l)i(l _ (1 _ ý)2)1 a 
2. (2.53) 
Thus at leading order the free surface is a circular arc. They also found that APO = 0, 
implying that hi'O m 0. 
The asymmetries due to unequal roll speed enter the matching condition at O(Ca 2/3) 
and this correction is now found. 
The O(Ca 2/3) correction 
The normal stress balance at O(Ca 
2/3) is 
with solution 
h? o 
Ap20 1)i+l 0 ýt1 
7 
(2.54) 
(1 + hý02 )3/2 
1 
Z& 
]X- 
h? o +1 
iAP20 
_+ ý20 (1 
- 
(1 
- j)2)21 
(2.55 
and AP20 and ý20 are found from matching with the leading order solution from the 
TR which is now derived. 
(2.40) can be solved, subject to (2.42) and (2.43), to produce 
(92 
pt; 2- 
hig) + (2.56) 
from which the flux, nondimensionalised with respect to UjBD Ca2/3, can be calculated: 
hi 
iidg, (2.57) 
lplh, 3 + K, h,. (2.58) 5 
Now the flux, q, is independent of t and so is equal to the value at infinity, i. e. rzjhý', 
where hr is the final film thickness. Thus (2.58) can be rearranged to give the familiar 
46 
Landau Levich equation 00 
- T. 00 (2.59) h9o = 3ni h903 
derived by Landau and Levich (1942) in relation to the problem of a plate being 
dragged from a bath of fluid. Making the transformation 
1/3'ý + gi fl, 
lio 
-0 (2.60) hl? 000 Ii hl? 000 I 
Is 
leads to 
-00- 
H -00 Hil (2.61) i'. R fC fC fj? 03 
which has no dependency on S, thus fl, =- R2 and the subscripts are dropped hereafter. 
imposing ROO --4 oc, as X --+ oo and f1l --* 1 as 9 --+ -oo, leads to the following 
asymptotic expressions 
jJO0 
,1 COX2 + ClX + C2 I- as X oo, (2.62) 
ROO ,1+ AeZ as 9 -oo. 
9i is chosen such that C1 is zero whilst A, CO and C2 are determined by numerical 
integration of (2.61) and their values are 0.862,0.643 and 2.895, respectively. 
The matching condition at O(Ca 2/3) is: 
02 hpo 00) + h? +2 i' '&& 
(i' 
&"( 
M» 
(3Ki)2/3 
CO 
äý2 + (3ni)2/3 
CO 
jýgi + C2Ä? "'o + (3ri )2/3 
CO 
2hý'00 h? 000 2hý00 
(2.63) 
Note the fact that hi t2 
.I 
(ITO) =0 has been used. The, terms give 
- 00 hý* = (3ni )2/3C 0, (2.64) 
and thus the leading order expressions for the film heights (2.16) and (2.17) are con- 
firmed. The t terms lead to 
illo -- gl. (2.65) 
Since 110 represents a correction to the origin of the TR, this states that the solution 
is independent of 9i. The results of the remaining constant terms are 
AP02 = COC2 
3 2/3 (1 +S2/3), (2.66) 
2 
f 20 = COC2 
3 2/3 (1 _ S213). (2.67) 2 
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Substituting (2.66) and (2.67) into (2.55) gives the leading order asymmetrical contri- 
bution to the CSR free surface profile as 
h? O (_, )i+l 
1.94 (1 + S213) :i1_ S2/3 (2.68) +1.94 
This is the first time that either the expressions for the outgoing film heights for S 34 1 
have been confirmed or the asymmetrical contribution to the CSR free surface profile 
has been found. 
The non-constant gap width corrections which enter the problem at 0(b) are now 
calculated. 
The O(J) correction 
The 0(5) solution is similar in form to (2.55), the O(Cal/3) solution. Now the 0(6) 
matching condition is 
100 -91 7 2Xdli - (-1)'h, (iioo) = 0, (2.69) 
the first term coming from the 6 contribution to h_L,. This condition gives 
APO' = -2-"d, and f Ol = 0. (2.70) 
Thus the correction due to the non-constant gap is simply proportional to the gradient 
of the gap where the meniscus forms and the solution is symmetric at this order. 
The O(J) correction to the surface profile in the TR, after a transformation similar 
to (2.60), is 
3RO' - 2ROOR01 - ROOR 
"Xxx - f, 004 (2.71) 
where R= hr O'lh-j'00. The asymptotic behaviour of R01 is II 
-H ol 
- 'ýDoX 
2+ DiX + D2 i as X oo, 
Rio' -R+ (B - RAk)eg as. 9 -oo. 
As the 0(1) solution is independent of 9j, it can be chosen so that D, = 0. Thus there 
are four unknown constants Do, D2, B and R and numerical integration of the third 
order equation (2.71) gives 
R= -1.556DO, B= -0.853DO, D2 = -2.04DO. (2.72) 
The: i2 terms from the O(Ca 2/36) matching condition are 
1 
(3ri )2/3 Do (2.73) (-1)iý a *. * 12: E 2h? ">0' 
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and these give 
Do = -2XA' 
00 /(3ni )2/3 (2.74) 
which in turn leads to 
hgool )2/3. 
a= 2XdCO(3ni 
(2.75) 
Thus the correction to the outgoing film thickness has been confirmed as being propor- 
tional to the gap gradient. 
Therefore the downstream pressure jump and outgoing film thicknesses, including 
the leading order corrections due to the non-constant gap width and finite thickness of 
the outgoing films are of the following form: 
APd =1- 2Xd5 + 1.94(l + S2/3) Ca 2/3 + O(Ca '62, 
Ca 2/36), (2.76) 
n2/3 (1 = 1.337 + 2XA + O(Ca2/3,52, Call3j). (2.77) 
2.1.3.2 Upstream analysis 
The analysis for the upstream menisci is largely similar to that of the downstream with 
two main differences. The first difference is that Xd needs to be replaced by -x,. in the 
O(J) terms as this is the distance from the nip to the upstream interface. The second 
difference enters via the no slip boundary conditions on the roll surfaces used in the 
TR analysis since at the downstream interface the thin films are being pulled from the 
bead whereas at the upstream interface they are being pushed into the bead. Therefore 
the O(Ca 2/3) correction needs to be recalculated as the leading order solution in the 
TR will have a different form. 
In the TR the free surface profile is governed by an equation equivalent to (2.59): 
00 -00 
-00 - hi hjt. 
tý = -3Kj- hOO3 
(2.78) 
Making the transformation 
(3ri)1/3 
+ gi 
Hi (2.79) 
h9o h9o 
where hjIO now represents the thickness of the incoming films, results in (2.61). However, 
this time the solution is required to decay as 9 --+ oo rather than as 9 -+ -oo, as was 
the case at the downstream meniscus. This means that the asymptotic behaviour of 
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Note that this is a third order equation with boundary conditions containing four 
unknowns, thus three of the unknowns can be found as functions of the fourth via 
numerical integration of (2.61). In this case, (2.59) was integrated numerically for a 
range of EOj giving the corresponding values of E2j, Ii and Ji. Figure 2.8 shows E2 as 
a function of E0. The matching condition at O(Ca 2/3) , at the upstream interface, is 
similar to (2.63) with the.; ý2 terms producing: 
Eol = 
2A 
EO 2= 
Ld 
CC 0. (2.80) (3Ca)2/3bu' b,,, 
The constant terms give: 
M 
bd((3S)213CO 
AiU = E2ý + E221 (2.81) 2/3 Ta bu 2bu 
f20 =A E2, - 
bd((3S)213CO 
E22 (2.82) 
Ca2/3bu 2bu 
Therefore the pressure jump at the upstream interface is 
APu =I+ 2xuJ +A E2, + 
bd((3S)213CO 
E22 Ca2/3. (2.83) 
bu 2bu 
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Again, this is the first time the shape of the upstream meniscus has been found for 
S ýý 1 and the form of the boundary conditions has been confirmed. 
2.1.3.3 Summary of model refinements 
A matched asymptotic analysis has been performed to find the correct form of the 
boundary conditions as Ca --+ 0. The corrected form of the outgoing film thicknesses 
h3 and h4 has been shown to be: 
h3 1.337hd(l + 2Xdb) Ca2/3, (2.84) 
h4 1.337hd(1+2XdS)S2/3Ca2/3, (2.85) 
and the pressure drops across each interface axe: 
P(Xd) -, ý'Pu 
j 
ý- 
(1 
- 2XdJ + 1.94(l + S2/3) Ca2/3 Ca jd (2.86) 
P(xu) 
j1+ 
2xuJ +A E2, Cahu 
( 
TU (2.87) 
+ 
1.337(hd S213 
Ca2/3 
2hu 
E22 (2.88) 
E2j is related to E0, numerically via (2.61) where 
Eol = 
2A 
7 
E02 
-- 
0.643hd( 
(3Ca)2/3b,, b,,, 
The higher order terms can simply be thought of as corrections to the radii of curvature 
of the interfaces, the O(J) terms due to the non-constant gap width and the O(Ca 2/3) 
terms taking into account the presence of the thin films. Xd and x. are solved for as 
before with f remaining as defined in (2.33) and (2.34), the only difference being the 
AP's are now defined via (2.86) and (2-87). 
As terms of O(Ca) are neglected yet terms of 0(b) are retained, for consistency it 
is required that Ca << 5 << 1. 
2.1.4 Stability analysis 
Daniels (1997) demonstrated that for small capillary numbers in the case of the SFF 
bead, the upstream interface could become two dimensionally unstable. These results 
were supported by the experiments of Kapur et al. (2000) who demonstrated that 
when the speed ratio S is increased from zero, a critical value is reached at which the 
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Figure 2.9: Menicus positions against S. - HOM; --- LOM. Ca = 10-3, j=5x 
10-3, A = 0.05, ( = 0.5. Red curves represent downstream meniscus locations, black 
curves represent upstream meniscus locations. 
bead collapses. The instability leading to the collapse is thought to be two dimensional 
as no three dimensional disturbances (in the axial direction) were observed. The S. H. 
(1.19) can be used to indicate whether a 2-D perturbation to a meniscus results in a 
stabillsing/destabillsing force and furthermore it only requires steady state results. As 
such the S. H. is used in this chapter with it being noted that (1.19) is equivalent to the 
statement that the bead is deemed to be stable if and only if 
df 
u7 
2.2 Results 
2.2.1 Effect on meniscus locations and S, 
(2.89) 
Figure 2.9 shows a typical plot of menisci positions against speed ratio S and it allows 
the effect of the small terms to be seen. The dashed line represents the leading order 
model (LOM) where the correction terms are neglected and the solid line represents 
the refined higher order model (HOM). As S is increased both models predict that the 
menisci move towards each other and in each case there is a maximum value of S, S, 
say, beyond which no two dimensional steady state solutions exist. S, represents the 
point at which the two roots of f become one, hence the gradient of f is zero here. 
Therefore according to (2.89) the bead is neutrally stable here and thus S, is associated 
with the critical speed ratio at which the bead collapses. The reader will note that this 
result indicates that the LOM predicts a bead of infinitesimal width to be stable which 
is clearly unphyscial, and so provides further motivation for deriving the HOM. It is 
clear that at relatively low values of S the correction terms play a minor role as the 
differences between the predictions of the two models is minimal. This explains why 
Wilson (1997) obtained good agreement between lubrication theory and F. E. simulation 
over a significant range of S even though the correction terms were not included in the 
lubrication analysis. However, as S, is approached the predictions begin to differ more 
substantially culminating in a 20% difference in the predicted value of S,. Furthermore, 
for each S the HOM produces two values of x,,, each distinct from Xd, and the corner 
is replaced by a smooth turning point. Thus the addition of the small terms produces 
results similar in form to the SFF model and significantly alters the prediction of S, 
and hence the critical operating conditions. 
It is possible to estimate the discrepancy in the predicted values of S, by approxi- 
mating fH (where the H superscript refers to the HOM) by a parabola in the region 
of X, = X"(Sj: 
fH= 
fg 
(X _ XC)2 + 0((X _ XC)4). (2.90) 2 
Assuming the difference between fH and fL (where the L superscript refers to the 
LOM) to be small then for some function A(x): 
H 
L= ±xx (X _ XC)2 + A(X) + 0((X _ XC)4), where JAI < 1. (2.91) 2 
fL is zero when fH (X - x, )/2 - A, i. e. when x-x, , AI/2 xx , assuming Ifgl - 1. 
Assuming the roots of fL to be symmetric about x, and the rate of contraction of the 
bead to be constant suggests that the discrepency in S, scales with 2(2A/f, ý(XC))1/2. 
Therefore the difference in the prediction of Sc is always larger than the size of the 
correction terms. 
Figure 2.10 shows the number of two dimensionally stable solutions in C, S space as 
calculated by the HOM. Values of ((, S) that lie within the grey area have one stable 
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Figure 2.10: Number of two dimensionally stable solutions when Ca ý 10-: ', 6= 
5X 10-3, \=0. ()S. White regions have no 2-D stable solutions, grey regions have one, 
and black region. -; have two. 
solution, in the black region there are two and elsewhere there are, none. Thus as (-I 
the range of S for which stable solutions exist increases drastically and for certain values 
of S there are multiple stable solutions. As (-0 the returning filin thins and the 
comparison of these results with previous theoretical and experimental investigations 
for a SFF bead is of interest. These two limits are explored in detail below. 
2.2.2 The limit ()I 
Figures 2.11(a) to (f) show menisci position plots for values of ( ranging from 0.99 
to 1.0. Figures 2.11(a) and (b), where (=0.99 and 0.997 respectively, are sinfilia- to 
figure 2.9 and the turning point of x,, is identified with the onset of bead break. The 
LO-M has again been plotted for comparison and here the difference in predictions ofS,. 
is in the region of 257(. In figure 2.11(c) the HOM predicts the r,, curve to have three, 
rather one. turning points. According to (2.89) the sections of the curve below point I 
and between points 2 and 3 will be two dimensionallY stable and thus for ýi small range 
of S there is no longer a unique two dimensionally stable steady state. In addition at 
point 1 the bcii(l is neutrally stable and if S is increased further then the bead could 
either collapse or jimip to the section of the solution curve between point,,, 2 aii(I 3. 
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Figure 2.11: Menisci positions against S for different values of -- HOM; --- LOM. 
Red curves represent downstream meniscus locations, black curves represent upstream 
meniscus locations. Ca = 10-3,6 =5x 10-3, '\ = 0.1. 
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0.99 
Increasing C further leads to a dramatic increase in the 'lobe' between points 1 and 2 
as figure 2.11(d) shows and then incrementing S still further gives rise to a change in 
the form of the x,,, solution curve, i. e. it is no longer continuous, see figure 2.11(e). 
It appears that there is a value of C at which the lobe 'snaps' and in figure 2.11(e) 
the turning points analogous to those in figure 2.11(c) have been labelled. 'Racing 
the x,, solution curve from S=0 in figures 2.11(e) and (f) only temporarily results 
in bead contraction before it begins to expand again and then at some value of S, 
Sf say, the upstream meniscus moves rapidly outwards -a feature which is identified 
as 'upstream flooding'. Despite the fact that three dimensional instabilities cannot 
be ruled out in figures 2.11(e) and (f) the plots do mimic the experimental results 
of Benkreira et al. (1981) and Benjamin (1994) who investigated the flux through 
a DFF bead. Benjamen reported that for a DFF bead with Ca = 0.83 and S=1, 
when the flux q equalled 1.315 the upstream interface flooded and the flow became 
three dimensional. Benkreria measured the flux through a moderately starved DFF 
bead (steady and 2-D) over a wide range of capillary numbers (10' - 10) and found 
it to be constant and equal to 0.651(l + S). These experimental results are similar 
to the theoretical value of 2(1 + S) for the flux through a fully flooded pair of rolls 3 
and suggest that when the flux through a DFF bead approaches this value then the 
inlet floods. Table 2.1 shows, for various values of A and C, the value of ql(l + S) 
for S= Sf (A, (). The values are similar to those obtained experimentally and provide 
the rationale for associating Sf I where the steady state solutions predict the upstream 
interface to move rapidly outwards, with the point of transition from a starved to 
moderately starved inlet. In each of figures 2.11(e) and (f) there is a second branch 
of x. solutions and in both cases this branch contains a section of two dimensionally 
stable states, though it is only in the former that the two dimensional stable sections 
of each branch coexist over a range of S. The two distinct phenomena of bead break 
(figure 2.11(a)) and flooding (figure 2.11(f)) are predicted by both the LOM and HOM 
and are supported by experiment. However, the states represented by figures 2.11(b)- 
(e) differ so little in their values of C it is doubtful whether this intermediate behaviour 
could be demonstrated by experiment. In addition, the route taken between bead 
break and flooding differs qualitatively between the models and it is unclear whether 
the effect of further terms would overide the significant changes shown here in the 
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(a) A=0.09 
A-0.08323 
(c) A=0.08 
Figure 2.12: Menisci locations against S for different values of A. - HOM; --- LOM. 
Red curves represent downstream meniscus locations, black curves represent upstream 
meniscus locations. Ca = 10-3, J=5x 10-3, C=1.0. 
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A C q ISf 1+S 
0.1 1.0 0.695 
0.09 1.0 0.693 
0.08 1.0 0.691 
0.1 0.999 0.691 
Table 2.1: The value of the flux at Sf for several values of A and C. 
HOM predictions due to slight changes in C. Despite this figures 2.11(b)-(e) do serve to 
illustrate how the physical transition from bead break to flooding is predicted according 
to the LOM and HOM, which represent successive refinements to an asymptotic theory, 
and highlight the possibility of multiple stable states during this transition. It should be 
noted that the next refinement to the model (i. e. the O(Ca) correction to the boundary 
conditions) would require a numerical solution to the flow field and is beyond the scope 
of this thesis. 
Figures 2.12(a)-(c) axe meniscus location plots for 1, each at a different value of 
A. Figure 2.12(a) is similar to figures 2.11(e) and (f), there are two branches for x, with 
the lower one exhibiting upstream flooding behaviour. When A is decreased the two 
branches join as in figure 2.12(b). Here as S is increased from zero the bead gradually 
contracts until point A is reached, beyond which there are three local choices for x, the 
upper and lower choices initially being two dimensionally stable and eventually leading 
to bead break and flooding, respectively. As A is decreased further there are again two 
branches, see figure 2.12(c). In this case increasing S from zero leads to the upstream 
interface moving downstream, passing through the nip and reaching the critical point 
B where the bead becomes two dimensionally neutrally stable and could either collapse 
or jump to the point C whereby further increases in S would lead to flooding. 
2.2.3 The limit C --+ 0 
Figure 2.13 shows a typical plot for a small value of C. All the menisci location plots 
generated at low values of C have this form and the differences in the predicted value 
of S, between the HOM and the LONI are in the region of 35%. The interest here lies 
in the comparisons with both the modelling and experiments for the SFF system. 
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Figure 2.13: Menisci locations against S. -- HOM; --- LOM. Red curves represent 
downstream meniscus locations, black curves represent upstream meniscus locations. 
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The downstream meniscus location, Xd, is determined from balancing incoming and 
outgoing fluxes so that when (<I the returning film plays a negligible role and the 
result would be very close to that of the SFF model. The upstream location, x, is 
determined by balancing capillary and hydrodynamic pressures yet in the SFF model 
the capillary pressure is a function of the imposed contact angle, therefore it is possible 
to vary this contact angle until the HOM and the SFF model give the same pressure 
drop across the upstream interface and hence the same value of x,,. Table 2.2 shows 
this 'effective contact angle' for various small values of (. 
When (=0.025 the effective contact angle is small, as would be expected with 
the presence of a returning film. However, as ( is decreased the effective contact angle 
grows siginificantly and when (= 10-4 it is 57.37". During the experiments of Kapur 
(1998) the upper roll was scraped in an attempt to replicate a dry incoming surface, 
however the scraping leaves behind a thin residual film whose thickness is less than 1% 
of the outgoing film. In these experiments 'apparent contact angles' in the region of 
50' were found, in agreement with the effective contact angles desrcibed above. Thus 
the HOM, with small (, produces results in accord with the SFF model with realistic 
imposed contact angles and could therefore form the basis of a precursor film model for 
such systems, removing the inherent difficulties associated with modelling the contact 
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-2 234 
S 
C Effective contact angle 
0.025 2.98' 
0.01 12.22* 
0.001 30.57' 
0.0001 57.37" 
Table 2.2: Comparison with contact angle results 
line. 
The reason that the HONI, a model for the DFF bead is capable of producing pres- 
sure drops at the upstream meniscus similar to the SFF model is due to the form of 
the constant Eý, in (2.87). E2, becomes large and negative as C -* 0 so the 'small' cor- 
rection terms to AP,, become more significant in this limit and eventually the ordering 
of the series breaks down and results are no longer obtainable. 
2.3 Summary 
In this chapter the steady state solutions of DFF bead formed between an intermediate 
pair of contra-rotating rolls in a multiple roll coater have been investigated. 
Lubrication theory was used to model the fluid flow and the flow domain was initially 
terminated with simple boundary conditions. The menisci positions were solved for as 
the roll speed ratio was varied. It was found that there was a critical value of S, S,, 
beyond which no 2-D steady solutions exist. However, the form of the solution curves 
in the vicinity of S, did not agree with results presented by other workers for similar 
flows. Furthermore, a simple stability hypothesis appeared to indicate that beads of 
infinitesimal size are stable. The form of the solution curves in the vicinity of S, also 
suggest that lubrication theory is not valid here. 
The above points led to a re-examination of the boundary conditions. A matched 
asymptotic analysis confirmed corrections to the boundary conditions suggested by 
Reinelt (1995). The inclusion of these small correction terms dramatically altered the 
form of the solution curves in the vicinity of S.. Infinitesimal beads were no longer 
predicted to be stable and the value of S, Nvas changed by up to 35%. 
The stability hypothesis predicts that the turning points of the solution curves 
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represent states with a 2-D neutrally stable upstream meniscus and it was postulated 
that this state represents the occurence of bead break. As bead break would lead to 
failure of the coating process, it is clear that the inclusion of the small correction terms 
is vital to accurately predict the range of operation of a multiple roll system. 
As C --+ 1 it is possible for the upstream interface position to move rapidly outwards 
as S is increased and this is associated with flooding. The precise values of C and A 
dictate whether the bead will collapse or flood as S is increased, and under certain 
conditions a pair of solution branches exist, one exhibiting bead break behaviour and 
the other flooding behaviour. Three-dimensional instabilities cannot be ruled out in 
this region of parameter space, however the predictions of flooding agree qualitatively 
with experimental results. 
In the limit C --+ 0, the small terms play an important role in modelling the pressure 
jump at the upstream interface. The calculated effective contact angles are in agreement 
with observed apparent contact angles. 
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Chapter 3 
Double film fed roll coater - 
stability analysis 
3.1 Introduction 
Chapter 2 was a steady state analysis of the returning film problem. It was found 
that a detailed analysis of the boundary conditions was vital as the inclusion of small 
terms could have significant effects. A simple stability hypothesis indicated that the 
flow became unstable at the turning points of the steady state solution curves. It is an 
aim of this chapter to test this hypothesis via a rigorous 3-D linear stability analysis. 
It was also shown in the previous chapter that in some regions of parameter space the 
S. H. predicts that multiple stable steady states exist and in this chapter an attempt is 
made to determine which of these states axe seen in practice. 
As has been previously mentioned, the returning film problem is similar to the 
journal bearing problem considered by Reinelt (1995). Reinelt carried out a 3-D linear 
stability analysis and did indeed find that the turning points of the solution curves 
marked the onset of instability. However, the double film fed roll coater is a different 
physical set up to the journal bearing; firstly the returning film can be set as a fraction 
of the outgoing film and secondly the journal bearing problem has two returning films 
and the volume of fluid is fixed whereas the DFF bead in the multiple roll coater 
has one returning film and the other incoming film is of fixed height. There are two 
further points that distinguish this work from that of Reinelt. Firstly, when considering 
the journal bearing problem, Reinelt did not find any solution curves for which there 
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was potentially more than one stable state as was the case in chapter 2. Secondly, 
Reinelt did not formally calculate the correction to the pressure drop and outgoing film 
thicknesses. The latter of these two points is investigated using the formal framework 
set up in the previous chapter where it was used to confirm the boundary conditions 
developed by Reinelt in the steady case. However, in this chapter the formalism comes 
into its own as it reveals the true relationship between the pressure jump and the 
wavenumber of the perturbation. 
3.2 Mathematical model 
The stability of the system is studied by applying a small disturbance to the menisci 
locations and analysing the response. Any disturbance can be split into its Fourier 
components and so it is sufficient to consider the effect of a disturbance of the form 
XD = XDI + ýXD' sin KZeET, 
XU = VO I 
ET 
Au+ýXýcsinKZe (3.2) 
where JýXD'IXD' I<1 and JVýclXuo I<1, XDO and XU0 are the steady state menisci lo- 
cations found in chapter 2, T is time and E and K are the growth rate and wavenumber 
of the perturbation, respectively. c is a measure of the relative size of the disturbances 
of the two menisci and is an unknown to be determined. The choice of XD' and Xý 
are arbitrary and are taken to be BD and BU respectively to simplify the algebra of 
section 3.2.2.1. 
Under certain conditions R(E) <0VK and the system is said to be linearly stable 
as any disturbance will decay exponentially in time. For other operating conditions 
R(E) >0 over a range of K and any perturbation with a Fourier component that falls 
within this range will grow exponentially and hence the system is linearly unstable. 
Between these two sets of conditions lies the unique state where R(E) <0VK except for 
one value, K* say, where RP IK=K* =0 and '9-RJK-(E) IK=K* ` 0- Under these conditions 
the system is said to be neutrally stable. The model described below aims to find E 
for any set of operating conditions and hence predict the stability of the system under 
those conditions. For an unstable set of operating conditions it is possible to find on 
which interface the disturbance manifests itself by analysing the size of the respective 
disturbances; if JX' I> JXýej then the downstream interface is said to be unstable D 
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with the upstream meniscus remaining stable, IXDI < JXýifl implies the reverse and 
IXD'I - JXUcj indicates that both menisci are unstable. 
The model will be based on the framework established in chapter 2 and as such the 
flow domain can be split into a nip, capillary statics and transition region. 
3.2.1 The Nip Region 
The scales for the nip region are given by (2.13) along with 
TV , ýuj, Z- K-1 , Vf2-BoR, T, E-1,02BOR (3.3) U, I 
where TV is the velocity in the lateral (Z) direction and C is the amplitude of the 
disturbance. The scaling in the lateral direction is deemed to be a typical wavelength 
of the disturbance. The nondimensional perturbations to the menisci are 
0 Xd --z Xd + ýxd sin kze", (3.4) 
0 x. + ýxuE sin kze't. (3.5) 
It is assumed that the response to the perturbation is sinusoidal with the same 
wavelength and growth rate as the perturbation. The perturbed pressure and velocity 
fields are given as 
p ýo+Wsinkze"=Po+ý(gd+cg. )sinkze", (3.6) 
u uo+u'sinkzeat, (3.7) 
where UO and PO are the steady state results of chapter 2. The pressure perturbation 
has been written as a lineax combination of the two functions g. and 9d to make the 
dependency upon c explicit. Applying the above scales to the Navier-Stokes equations 
leads to the following lubrication equations at 0(ý): 
opf a2U1 
-ä-x -- (3.8) Z gy2 
Opl 
- = 0, 
(3.9) 
äy 
ey a2Wt 7z : ", -- 19y2 
The associated no slip boundary conditions are 
ul = wl =0 on 
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u' can be found by integrating (3.8) and applying (3.11): 
(Y2 
_ 
62), (3.12) 
and similarly: 
I (V2 
-b 
2). (3-13) 
The fluxes in the x and z directions at 0(ý) are 
bb 
(3.14) u'dy and q' 
b 
w'dy, 
respectively. The 0(ý) flux balance is simply 
0 
qx+ 
0 
qz j7x ä-z- 
which results in the 2D Reynolds equation: 
d2pt 
1- 
3 db dp? 
_ k2p' = 0. (3.16) dX2 b dx äx- 
This is the governing differential equation of the perturbed system. 
3.2.2 Boundary Conditions 
In order to solve this 2nd order differential equation and find both the growth rate a 
and the ratio of the perturbation magnitudes c, four boundary conditions are needed 
consisting of a pressure jump and a kinematic condition at each meniscus. 
The pressure jump condition at the downstream meniscus can be found by replacing 
Xd with Xd+ý sin kz in (2.86), expanding for small ý and then neglecting terms of 0(ý2). 
This results in 
AXod): 
--': 9d 
0) 
ý-- -bdJPox(Xd)--L[-2XA 1-2XdJ 
I (Xd 
Cabd 
+ S2/3) Ca2/3 j2ýb +A tat +1.94(l 
)-2d 
Pd' (3-17) 
1 (x0) = . gu d (3.18) 
The APd"' term is the leading order contribution from the additional curvature due to 
the 3-D nature of the perturbation and its precise form is discussed later. 
The pressure contribution at the upstream interface is found in a similar way and 
can be written in a concise form by making use of the function f defined in chapter 2 
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(2.33): 
P, (X, 
U) = Egu(x, u) =f -bu 
6 df 
dx o 
I lxu 
-qd(XOU) :: 2 
The correct form of AP'ý' and AR"' is now discussed. dU 
In the past workers (e. g. Daniels (1998)) have used 
(3.20) 
Aplat Aplat d- 
-k 
2. (3.21) 
62b2 J2bý du 
i. e. it has been assumed that the additional pressure term is inversely proportional to 
the lateral curvature. The form of the denominators in (3.21) comes from the choice 
of scales and the choice of Xý and XD. The lateral curvature is taken to mean the 
curvature of the curve formed by the intersection of the meniscus and the plane y=0 
and for a long wave disturbance at leading order this curvature is -k2. Intuitively this 
seems plausible but there is an assumption that the addition of the 3-D disturbance does 
not alter the form of the cross sectional profile of the free surface. Here 'cross sectional 
profile' is used to indicate the curve defined by the intersection of the meniscus and the 
plane z=0, i. e. in the 2-D case the O's of chapter 2. Park and Homsy (1984) showed 
that in the long wave limit (k --+ 0) this assumption was incorrect and the additional 
term is 
u g 
[at Aplat A Pd 2 k 62bd2 6 2lb -2u 4 
(3.22) 
The factor of 7r/4 arises because the presence of the lateral perturbation actually leads 
to a change in the form of the cross sectional profile. Put another way, there is a 
contribution to the cross sectional curvature as well as to the lateral curvature and the 
sum of the two results in (3.22). 
However, the analysis of Park and HornsYl whilst true for any amplitude of wave, 
was limited to the long wave (k --+ 0) case. Although this assumption has been made 
here by the choice of scale for Z (3.3), in a linear stability analysis it is the amplitude 
that is small, in fact infinitesimally so, and not necessarily the wavenumber (inversely 
proportional to the wavelength). In fact it is anticipated that the pressure jump will 
be a function of k and using an asymptotic analysis, based on the framework set up in 
chapter 2, it is possible to find the pressure drop when a sinusoidal disturbance, of any 
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Rlat - Ta Tu Au11 (3.19) 
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wavelength but small amplitude, is applied to the meniscus position and to investigate 
the link between (3.21) and (3.22). 
3.2.2.1 Formal development of pressure jump due to lateral curvature 
The framework of chapter 2 is extended to include terms of 0(ý) in the expansion. As 
this section is solely concerned with finding the pressure jump due to the additional 
lateral curvature which will enter the problem at 0(ý) it is therefore unnessecary to 
solve the TR problem as this enters at O(Ca 2/3 ) and so no asymmetries due to S 54 1 
will be present. As no asymmetries are present at 0(ý), it is only necessary to find the 
solution to one branch of h and here the lower branch, corresponding to i=1 in the 
analysis of chapter 2, is chosen. For the rest of this section all subscripts referring to 
the two branches are dropped. The 0(ý) pressure jump is found at the downstream 
meniscus and the result extends in a straightforward manner to the upstream meniscus. 
The scales in the CSR are as before and in addition the lateral length and velocity 
scales axe 
Z- BDI ýU, 
7 
where, as before, a 'hat' denotes a variable in the CSR. The scale for Z has been chosen 
to be the same as that for X and Y in the CSR and this allows the relationship between 
the pressure drop and the wavenumber to be examined without presupposing a long 
wavelength disturbance. Using the above scales leads to the following normal stress 
balance: 
AP + O(Ca) ý1 + h? ) + h2-; (1 + h? ) - 2hjhjhj2) . (3.23) + h? + h? )3/2 X Xz 
A solution of the form 
h= hooo(i -ý sin kiet) +ý sin kie'thool (., ý -ý sin kie't) 
+ 0(ý2, j, Ca2/3), (3.24) 
will be sought and to simplify the algebra the variable fin is introduced: 
Th sin kie't. (3.25) 
The wavenumber in this section has been scaled by BD-1 and this gives k= Jbdk. The 
boundary conditions are analogous to (2.38) and (2.39): 
h(ih = 0) = 0, (3.26) 
hi (7in = 0) =-W, (3.27) 
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A solution of the form (3.24) has been chosen as it allows the straightforward application 
of these boundary conditions and in particular (3.27) which dictates that the solution 
has an infinite gradient at 1=ý sin kie". 
If the origin of the transition region, 1, is defined as being when fin it is clear 
that the results of chapter 2 still hold if ý is everywhere replaced by 7h, i. e. the leading 
order result becomes 
h(X)O 
= _(l _ (1 _ en)2)1/2, (3.28) 
= -(l-(l-(: ý-ýsinkie't 
))2)1/2. (3.29) 
At first it appears that this leads to a problem in the ordering of the series as hOOO 
contains an 0(ý) contribution. The obvious alternative would be to expand (3.24) as 
a Taylor series in ý sin ki giving, for example, the 0 (ý) term as 
-sin kie"Moo(. ý) +sin kie"'Wol(. ý). x 
This approach was indeed attempted but was found to suffer from severe drawbacks 
associated with the behaviour at the tip of the meniscus. At this point the gradient 
of h is infinite and so the Taylor expansion breaks down. However, it is still possible 
to construct a framework in which h as defined in (3.24) remains finite by insisting on 
terms of the same order cancelling. For instance, continuing the above example, this 
would require 
hpo, - h2oo M as 0 =t. hool as 
This highlights the fundamental difference between the two approaches for it shows 
that in this case hool is required to become infinite at the origin whereas if the Taylor 
expansion had not been performed, it would remain finite and equal to 0. It is this 
behaviour at the origin that creates problems when the Taylor expansion is performed 
as hOO1 appears in the equations that determine higher order terms such as holl. It 
was found that if this approach was followed, these differential equations would have 
solutions which could not satisfy the boundaxY conditions at the meniscus tip. The 
idea of expanding h(i -ý sin 
ki) was thus abandoned and the approach detailed above, 
giving solutions in terms of fin, was adopted. 
The 0(ý) normal stress balance in the CSR is: 
hqO! 3hQoq h^000 -= 'ný 
pool(, 
+ 
hq002 
mm--- mm'fin LOOI_k2hOOl )1/2 _ 
k2hqOO. 
+ h(1002 + h(1002)2 
"7n MM (3-30) 
MM 
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Substituting for hOOO leads to 
,: n2)h(jOj _ 
k2hO01 161POO1 (j-n - 1)k2 (27in -i+ 3(1 - 7h)hQol M (2fn - 7: n2)1/2 (2fn - 7-n2)1/2 
(3.31) 
A solution is found by constructing a complementary function, followed by a particular 
integral. The complementary function is found by solving the equivalent homogeneous 
problem which, after making the simple transformation 7^n = 27-h', is 
n, Wi W+ý(1-21 
W) h, 0-no, ' -k 
2h001 = 0. (3.32) rn'(l - ii ') 
ho()' 3 
This is a particular case of the well known hypergeometric equation: 
fn'(1 - fin')Ffi,, fi,, + [c - (a +b+ 1) fn] F, ýn, - abF =0 (3.33) 
with a=1- Vl - k2, b=1+ 
Vl 
-P and c= 3/2 and F being the hypergeometric 
function. In the region Im'I < 1, the solution to the hypergeornetric equation can be 
expressed as the following power series: 
Co 
- In F(a, b, c; rh') cnin (3-34) 
n=O 
where 
C 
r(c) r(a + n)r(b + n) 
'n =- (3.35) r(a)r(b) r(c + n)r(n + 1) 
and r is the gamma function. Furthermore, if F(a, b, c;, r^n') is a solution of the hyper- 
geometric equation, it can be shown that a second independent solution (Dennery and 
Krzywidd (1967)) is 
i-n'l-'F(b -c+1, a-c+1,2 - c; 7W). (3-36) 
The paxticular integral is 
7in -1+ 
AP 001 
(3-37) 
(2ffi - fn2)1/2 (1 - 
k2) (27ýn - 7: n-2)1/2 
and so the general solution is 
hool = aF(a, b, c; 7h/2) +, 87^nl-cF(b -c+1, a-c+1,2 - c;, r^n/2) 
AP 001 in' (3-38) 
(1 - 
k2)(27jý 
- 7, -n2)1/2 
(27h - 7-n2)1/2' 
where a, b and c are as given above and a and fl are constants to be determined. The 
matching condition is simply 
0. (3.39) 
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Applying this, (3.26) and (3.27) gives 
0, (3.40) 
)3 =1 (3.41) 
-vf2- - F(b -c+1, a-c+1,2 - c, 1/2)' 
'n, pool = 
(k2 - 1)F(b -c+1, a-c+1,2 - c, 1/2) 
vF2 - F(b -c+1, a-c+1,2 - c, 1/2) 
(k2 COS (lE 
-2 (3.42) 
1- COS 
(Z 
V/1 - 
k2) 
2 
Therefore the dependency upon k of the pressure drop due to the 3-D nature of the 
disturbance has been found with AP'ý" = -AP"' = AP'O'. A plot of _ApOO1/k2 is dU 
shown in figure 3.1 and the long and short wave limits can be shown analytically to be 
Apool --- 
7r k2 
4 as 
k 
--+ 0, (3.43) 
ApO01 __. o _k2 aS k __+ 00. (3.44) 
Therefore, the long wave length limit agrees with (3.22) and the short wave limit agress 
with (3.21). Thus, for the first time, the relationship between the wavenumber and the 
lateral curvature has been found. It is clear that either (3.21) or (3.22) could provide 
legitimate boundary conditions with the correct choice depending upon the regime of 
interest. Experimental evidence points towaxds bead break being a 2-D disturbance 
(Kapur (1999)) and the wavelength of the ribbing instability being much greater than 
the gap width (Hasegawat and Sorimachi (1993)) and so each would fall under the long 
wave category and (3.22) would be the correct choice. In fact the long wave nature of the 
perturbation has already been assumed twice in this chapter; once in the formulation 
of the 2-D Reynolds equation and once in the perturbed pressure boundary conditions. 
The terms in the perturbed pressure boundary condition formed by replacing A with d 
XdO + ýX'd sin kielt actually represent the long wave length limit of the true form of these 
terms. The k dependency of these terms could be formed by solving for higher order 
terms such as ho" but this was beyond the scope of this thesis. 
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Figure 3.1: A plot of -ApOO1/k2 against 
k2. 
3.2.2.2 Kinematic boundary conditions 
At each meniscus a flux balance can be written that takes account of the time depen- 
dence of the free surface. The starting point is the free surface kinematic condition 
OH 
+(U. V)(H-Y)=O on Y=H. (3.45) &T 
Y=0 represents the roll surface and H the height of the free surface from the roll as 
shown in figure 3.2. Although this brief analysis is concerned with the outgoing film 
on the lower roll the results are extended later. (3.45) can be nondimensionalised using 
the nip region scales and neglecting terms of 0(ý2) this becomes 
Oh 8h 
X 
(3.46) 5F+ua--v=O on Y=h. x 
Neglecting terms of 0(6ý) the continuity equation is 
au + (9v = 0, (3.47) OX 19Y 
and this enables u to be written in terms of v and therefore (3.46) to be rewritten as 
Oh i9q 
-5i + TX = 0, (3.48) 
where q is the nondimensional flux and equal to 
h 
q= 
10 
udy. (3.49) 
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Fluid surface 
Roller surface 
Figure 3.2: The definition of H. 
In the long wavelength limit APO" - O(P) and so the 0(ý) contribution to h becomes 
negligible. Thus (3.24) implies that neglecting terms of 0(6'ý) and 0(ý2) leads to 
h=h (x -ý sin kze't), (3-50) 
and so 
i9h i9h 
-aC sin kze't- , gx. 
Thus the O(C) contribution to (3.48) can be written as 
ah i9q' (3.52) 0' TX -- -: -5x- 1 
where q' is the 0(ý) contribution to the flux. (3.52) can be integrated to give 
or(bd - h"O) -a 
00 A 
dx, 
Jýsinkzellt 
19X 
00 Oq 'dx, 
sin kzelt 
TX 
ql6inkie" - q'I c,. . 
Thus the rate of change of the meniscus position is proportional to the difference 
between the fluxes entering and leaving the meniscus region. The expressions for the 
incoming and outgoing fluxes are 
013 
.,, 
1,, o bd q u'l., o dy p' , (3.53) sin kzeff Id3d 
_ 
2) Ca2/3. h3 =2x1.337bdS 
(Xd + bbd(1 + 7rk (3.54) 
4 
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The V term in the outgoing flux expression was given by Park and Homsy (1984). A 
similax situation holds on the upper roll and this can be combined with the above to 
give the kinematic boundary condition at the downstream meniscus: 
2j +S2/3)(1 Ca2/3) = _2 '3 orb (2 - 1.337(1 + 
24 p., 1b du Xd d (3.55) 
-2x1.337bd&(l +S5/3) 
(Xd + bd(1 + k2» Ca2/3. 
A similar calculation at the upstream meniscus gives 
ucb 2j 2 
2, \ 
_ 1.337«SCa)2/3bd 
2 
(3.56) P' lý b) = -5 .u 
bd3- 
Previous workers (Reinelt (1995), Daniels (1998)) have assumed this relationship 
without the above justification. c can be eliminated from the above two flux balances 
to give the following quadratic for the growth rate: 
ABo, 2+u (BC - Bgd. 
(Xd) 
- Ag.. (x» + gdt. 
(Xd)gul, (Xu) 
(3.57) 
- gdi. (Xu)gul (Xd) - Cgui. (Xu) 0) 
where A, B and C are given by 
A=-3 öbjl 2-1.337(1 +S2/3)(1 + 2Xd) Ca2/3 (3.58) 2 
B= _3 -' 
(2 
_ 
2, \ Ca)2/3 
bd) bb. - 1.337ý(S (3.59) 2 i-. i. - 
ý2j 1+ S2/3 7r 2C 2/3. C= -3 x 1.337b 
(Vd 
+ Sbd (i +4ka (3.60) 
3.2.2.3 Perturbed incoming film 
In the above analysis the question of how to treat the returning film has been sidestepped. 
The coated film on the upper roll is uneven as it leaves the meniscus and the ques- 
tion that has yet to be answered is how should this film be modelled as it enters the 
upstream meniscus - should it be treated as a uniform or an uneven film? 
The coated film height as it leaves the downstream meniscus is 
H' = H4' 
0+ H4" sin KZe 
ET 
4 (3.61) 
The liquid film then completes one revolution of the upper roll before re-entering the 
bead at the upstream meniscus and thus the perturbed contribution to the incoming 
film height at time T is 
H1 E(T-21rR/U2) 
220 sin KZe (3-62) 
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Using (3.3) the exponential factor can be written as 
at --aw/SS ee (3.63) 
Therefore if the growth rate is positive and larger than O(Sb), e-o, 
/SJ <1 and the 
perturbed contribution to the incoming film is negligible. If the perturbed contribution 
to the incoming film is neglected completely then the error from doing so will increase 
as a decreases to zero and then becomes negative. However, this chapter is concerned 
with the onset of instability (a = 0) and the form of any unstable states (for which 
a> 0). Thus neglecting the perturbed incoming films can be expected to give rise to 
a slight error in the prediction of onset of instability and a smaller error in predicting 
the form of the instability (e. g. theu-melength). 
Even when the errors discussed aboAv are at their maximum, as the incoming film 
is only of O(CC4213), it is expected that they mould be smaU and thus the neglection 
of the perturbed returning film is justified. 
3.2.2.4 Solution method 
The 2-D Reynolds equation (3-16) was solved numerically subject to (3.17) - (3.20) 
for both g. and gd. The NAG routine D02HAF which uses a shooting and matching 
technique u as used for the numerical integration. The results of the numerical solution 
were fed into (3.57) which was solved for both roots of a and c was subsequently 
calculated. 
3.3 Results 
Figure 2.9 shows hcnv the 2-D steady state menisci positions %rary as S is increased for 
a typical set of operating parameters, Ca = 10-3, S =5x 10-3', \ = 0.05, C=0.5. In 
particular, for the 110M that is of interest here, the solution curve for x,, has a turning 
point at S=S,, beyond which there no 2-D steady state solutions and at which point 
the S. 11. predicts the upstream meniscus to be neutrally stable. As such the turning 
point was associated with the occurence of the bead break instability. The 3-D linear 
stability of the system under these operating conditions is now investigated. 
For the operating conditions refered to aboxv there are two values of x. each dis- 
tinct from xd; the stability of the upstream value (refered to as the upstream branch) 
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Figure 3.3: The -. -ariation in the maximum growth rate with S for the upstream branch. 
Ca = 10-3, S=5x 10-3, X=0.05, C=0.5 
is considered first followed by the downstream value (refered to as the downstream 
branch). For a given value of S the growth rate was calculated over a range of values 
of k and the maximum value, cr,.... say, was recorded. The corresponding values of 
k and e are refered to as and E,,., respectively. Figure 3.3 shows how a. 
varies with S. It is clear from the figure that or. <0VS<S. and furthermore 
that a,,.,, --* 0 as S --+ S, Therefore, the upstream branch represents a stable set of 
solutions and the turning point is neutrally stable. The point where a,,,, =0 is never 
actually reached. The underlying reason for this is that the point S,, is never reached in 
the 2-D steady state solutions; it is possible to increase S by ever smaller amounts to 
get arbitrarily close but the limit is never reached. In the steady state results Ox,, IOS 
became infinite at Sc and figure 3.3 indicates that the same happens to the gradient of 
the a,,. (S) curve. Therefore it has been infered that the growth rate curve will pass 
through a,,., =0 at S, 
Figure 3.4 plots the ratio of the amplitudes of the disturbance on each menisci 
against S. From the figure it is clear that as S --+ S,, the amplitude ratio b. c,,. Ibd 
increases rapidly in magnitude, becoming much larger than unity. Thus at the turning 
point, where it has already been demonstrated that a. = 0, it can be said that it is 
the upstream meniscus that is neutrally stable. In the calculations for the upstream 
branch, a,,. correspond(A to k=0 at all -. -alues of S and therefore at the turning 
point the upstream meniscus is neutrally stable with a,,, =0 and k,,,, = 0. Thus the 
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Figure 3.4: The variation in the ratio of the amplitudes of the disturbances with S for 
the upstream branch. Ca = 10-3, j=5x 10-3 ,\=0.05, C=0.5 
S. H. correctly predicted the stability of the upstream branch and the state of stability 
at the turning point. 
The downstream branch is now considered. Figure 3-5a shows how the growth rate 
varies with S for the downstream branch. In this case is everywhere positive 
indicating that all solutions on this branch are linearly unstable. It can be seen that 
a,,,. _, 
falls to zero as S, is approached and this is consistent with the turning point 
representing a neutrally stable state. Figure 3.5b shows how the ratio of the amplitudes 
of the disturbances varies with S. Away from S, the ratio is 0(1) and so both menisci 
are unstable and the disturbance grows on each interface. However, as S,, is approached, 
the ratio rises rapidly in favour of the upstream meniscus and so the disturbance on 
this interface would dominate. Figure 3.5c shows the variation of the wavenumber with 
S and shows that away from S,, where both menisci are unstable, the instability is 
3-D in nature as k,,,,,., > 0. As S, is approached the wavenumber approaches zero and 
again this consistent with the above interpretation of the turning point being a state 
of neutral stability with a,.., =0 and k,,,, _. = 
0. 
Therefore, the S. H. successfully predicted the upstream branch to be stable and the 
downstream branch to be unstable with the turning point representing a 2-D neutrally 
stable state and as before this point is associated with the phenomenon of bead break. 
In fact the S. H. 's accurate prediction of the state of the turning point is no coincidence. 
In chapter 2 it was stated that the turning point corresponded to df ldx =0 and (3.19) 
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(a) The variation in the maximum growth rate 
with S. 
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(b) The variation in the ratio of the amplitudes 
of the disturbances with S. 
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(c) The variation in the wavenumber with S. 
Figure 3.5: Variation in linear stability variables with S for the downstream branch. 
Ca = 10-3,5 =5x 10-3, A=0.05, C=0.5 
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shows that if k=0 (and hence AR" = 0) then g' (x. ) = 0. In conjunction with (3.18) 
it can be shown that this implies g' (x) =- 0 which when substituted into the quadratic 
for a (3.57) gives one of the roots to be zero. Thus at a turning point the system is 
always neutrally stable with respect to 2-D (k = 0) disturbances. 
3.3.0.5 C --+ 1, A fixed 
Figure 2.11 shows a series of solution curves for slightly different values of C and in 
some cases there exist multiple states that were predicted to be stable by the S. H.. The 
linear stability of these solution curves is now examined. 
= 0.997 
Figure 2.11b shows how the menisci positions vary with S when 0.997. The 
solutions curves are similar in form to the case considered in the previous section. A 
linear stability analysis revealed that the system behaved in exactly the same way as the 
above case; the upstream branch is stable, the turning point represents a state where 
the upstream branch is 2-D neutrally stable and the downstream branch is everywhere 
unstable with both menisci being unstable away from S,. 
= 0.998 
The 2-D steady state curves for 0.998 are shown in figure 2.11d and it is clear 
that the x,, solution curve differs from the above cases as it possesses two turning points. 
Furthermore, the S. H. predict that all states along the upstream branch are stable until 
the turning point marked 'I' in figure 2.11d is reached at which point the upstream 
meniscus was predicted to be 2-D neutrally stable. The branch between points 2 and 3 
in figure 2.11d was also predicted to be stable with the remaining parts of the solution 
curve unstable. 
Figure 3.6 summarises the results of the linear stability analysis. The stability of 
the states is shown on the upstream menisucs solution curve, the downstream solution 
curve is plotted for reference. The analysis revealed that the upstream branch becomes 
unstable before point 1 is readied. The point of neutral stability occurs at S= 31.9, 
marked S, in figure 3.6. At S, the wavenumber corresponding to a=0 is larger than 
zero and the ratio of the amplitudes is much less than unity and so S, marks the 
onset of a 3-D disturbance on the downstream meniscus. Between S1 and point 1 the 
maximum growth rate is everywhere positive, k.,,.., >0 and b,,, c, -,,, ý1bd <1 and thus 
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it is inferred that these states have a 3-D unstable downstream meniscus. In figure 3.6 
these states have been maxked as having ribbing on the downstream meniscus though 
strictly speaking it is unclear from the lineax analysis whether uniform ribs will occur or 
whether a more complicated time dependent structure will develop as seen by Rabaud 
et al. (1990). 
The situation is largely similar between points 1 and 2 with the downstream menis- 
cus being 3-D unstable. However, as point 2 is approached, --+ 0 and kmax --+ 0 
and the amplitude ratio rises rapidly past unity indicating that point 2 represents a 
state with a 2-D neutrally stable upstream meniscus. When S is 0.7% greater than it 
is at point 2, the amplitude ratio has fallen to below 0.01 and so the transition from 
a 2-D neutrally stable upstream state at the turning point to states with 3-D unstable 
downstream menisci is indeed rapid. If the system was in the neutrally stable state cor- 
responding to point 2 and S was decreased further it is unclear from the linear stability 
analysis what would happen. 
The solution curve between turning points 2 and 3 is stable though as each turning 
point is approached --* 0, k .... .ý --+ 
0 and the amplitude ratio becomes much larger 
than unity. Point 3 is associated with bead break but as stated above, it is unclear 
what happens at point 2. 
The downstream portion of the solution curve behaves in the same way as previous 
cases with both menisci being unstable. 
These results confirm that for values of S lying between those that correspond to 
points 1 and 2 there are two stable states. It remains unclear though as to whether 
with a larger disturbance than the infinitesimal one considered here, the system could 
jump from one linearly stable state to another and if so how large such a disturbance 
would need to be. 
= 0.999 
The solution curves for 0.999 are shown in figure 2.11e. Again the S. H. predicts 
multiple stable states though the situation differs from the C=0.998 case as the curve 
has split into two distinct parts. The results of the linear stability analysis are shown 
in figure 3.7. 
The linear stability analysis of the upstream branch between S=0 and S= Sj 
concurs with S. H. predictions; Umax <0 everywhere and as Smax -+ Sj then Umax --- 0, 
79 
x 
Upstr, earn meniscus 
3 
x, so, utiL cu,,,, e 
2-D neuUmly stable 
2 
---------------------------- 
x. solution curve 
S 
Figure 3.6: The stability states of the DFF bead when (=0.998, Ca = 10-3,6 _ 
5X 10-3, '\ = 0.1; the upstream meniscus solution curve is divided as follows: (--) 
the bead is linearly stable, (- -) downstream meniscus is 3-D unstable and ( ... ) both 
menisci are 3-D unstable. The downstream mensicus location curve is also shown ( ). 
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Figure 3.7: The stability states of the DFF bead when (=0.999, Ca ý 10-3,6 
5X 10-3, A=0.1; the upstream meniscus solution curve is divided as follows: (--) 
the bead is linearly stable, (- -) downstream meniscus is 3-D unstable and ( ... ) both 
menisci are 3-D unstable. The downstream mensicus location curve is also shown ( ). 
k,,,, -ý, 0 and b,, c,,,,, Ibd >1 implying that the state on the upstream branch at Sý Sf 
has a 2-D neutrally stable upstream meniscus. For reasons set out in chapter 2 this 
state is associated with upstream flooding. 
The part of the solution curve between points 2 and 3 is stable with both turning 
points representing states with 2-D neutrally stable upstream menisci. Moving along 
the upstream branch that originates from point 2, there is a rapid fall in the amplitude 
ratio (as in the (=0.998 case) and both o,,,,,, and are everywhere positive. Thus 
this branch is associated with the downstream menisci being 3-D unstable. Point 3 is 
again associated with bead break and the downstream branch has both menisci 3-D 
unstable. 
These results confirm that as ( approaches unity and A=0.1, the system changes 
from one that is susceptible to bead break to one that it susceptible to flooding and 
that under certain conditions multiple steady states exist. 
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3.3.0.6 C=1, X variable 
A=0.09 
The solution curves for A=0.09 are shown in figure 2.12a. In this case the 2-D 
steady state behaviour of the system is similar to the C=0.999, A=0.1 case and the 
linear stability analysis showed that the stability of the system behaved in an exactly 
analogous way. 
A=0.08323 
The solution curves for A=0.08323 are shown in figure 2.12b. This case is of special 
interest because as S is increased from zero x,,, is single valued until point A is reached 
beyond which there axe three possibilities for x,,. The results of the linear stability are 
summarised in figure 3.8. 
The states lying on the part of the x,. solution curve between S=0 and point A 
are all stable. As point A is approached the maximum growth rate and corresponding 
wavenumber approach zero and the amplitude ratio is large. Therefore point A cor- 
responds to a state with a 2-D neutrally stable upstream meniscus. If S is increased 
past A and either the upstream or downstream branches are followed, the growth rate 
is negative and the bead is stable. On the upstream branch k,,,,., -0 as S --+ Sf 
and this corresponds to upstream flooding. If the downstream branch is followed the 
linear stability analysis again agrees with the S. H. in predicting the downstream turn- 
ing point to be the point at which bead break occurs. If the middle branch is followed 
then the amplitude ratio falls rapidly and both a,,,. x and k,,,,, x are positive. Thus the 
states lying on this branch have a 3-D unstable downstream meniscus. 
Therefore at point A the system is delicately balanced -a further increase in S could 
eventually lead to either bead break, upstream flooding or a state with an instability 
(possibly ribbing) appearing on the downstream interface. 
A=0.08 
The 2-D steady state curves for the case of A=0.08 axe shown in figure 2.12c and 
the linear stability of the system under these conditions is shown in figure 3.9. 
As S increases from zero the bead passes through a succession of stable states until 
the upstream meniscus becomes 2-D neutrally stable at point B. It is thought that 
this point corresponds to bead break but the linear stability analysis cannot rule out 
the possibility that the bead could jump to the state corresponding to point C. The 
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Figure 3.8: The stability states of the DFF bead when (=1 . 0, Ca - 10-3,6 =5x 10-3, 
A=0.08323; the upstream meniscus solution curve is divided as follows: (--) the bead 
is linearly stable, (- -) downstream meniscus is 3-D unstable and ( ... ) both menisci 
are 3-D unstable. The downstream mensicus location curve is also shown ( ). 
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Figure 3.9: The stability states of the DFF bead when (=1.0, Ca = 10-3,6 = 5x 10-3, 
A=0.08; the upstream meniscus solution curve is divided as follows: (--) the bead is 
linearly stable, (- -) downstream meniscus is 3-D unstable and ( ... ) both menisci are 
3-D unstable. The downstream mensicus location curve is also shown ( ). 
upstream branch that point C lies on is stable until Sf is reached at which point the 
upstream meniscus is again 2-D neutrally stable. The remaining set of solutions that 
exist past point B all have 3-D unstable downstream menisci. 
As the values of ( and A vary by small quantities in the above analysis it is unlikely 
all of these results are reproducable in the laboratory. However, whilst the results 
shown in figures 3.6 and 3.8 rely on very precise values of A and (, the range of values 
over which two steady states exist is broader and should be reproducable. Also the 
analysis shows at which values of A and ( the transition from a system that would 
suffer from bead break to one that would suffer from flooding is likely to occur. 
3.4 Summary 
In this chapter the linear stability of a DFF bead has been investigated. 
The 2-D Reynolds equation was used to model the pressure perturbation and suit- 
able boundary conditions were developed. Close attention was paid to the form of the 
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boundary conditions and in particular the relationship between the pressure jump due 
to the 3-D nature of the disturbance and the wavenumber was investigated using the 
framework established in chapter 2. Both long and short wave limits of this relationship 
were established and were used to show how different forms of the boundary condition 
used by several authors are linked. 
Kinematic conditions were established at both menisci. The conditions were similar 
in form to previous workers but the conditions were put on a more rigorous footing. 
The model was used to investigate the linear stability of the DFF bead and in 
particular to look at whether the predictions made by the S. H. in the previous chapter 
were valid. The S. H. predicted that turning points corresponded to states with a 2-D 
neutrally stable upstrewn meniscus and this was confirmed by numerical solutions to the 
linear stability analysis. It was demonstrated that the linear stability analysis always 
predicts the bead to be neutrally stable with respect to 2-D disturbances (k = 0) at the 
turning points. The S. H. also predicted regions of parameter space where two steady, 2- 
D stable, states exist and this was confirmed by the analysis of this chapter. The linear 
stability analysis predicted several solution branches that had unstable downstream 
menisci and whilst the S. H. did not predict this form of instability, it did indicate that 
these states would be unstable. 
The linear stability analysis also confirmed that there exist a set of values of A and 
for which the system is finely balanced between bead break and flooding. In these 
cases it would be preferable from the industrialist's point of view to follow the branch 
leading to flooding as this critical phenomenon occures at a higher value of S than bead 
break in all cases considered. 
Therefore it has been shown that the performance of a multiple rigid roll coater can 
be limited by the bead formed between an intermediate roll pair suffering from either 
bead break, flooding or the downstream meniscus becoming 3-D unstable. 
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Chapter 4 
Deformable roll coating - steady 
state 
4.1 Introduction 
The previous chapters have demonstrated the importance of having a sufficiently accu- 
rate steady state model before attempting a stability analysis and it is the aim of this 
chapter to formulate such a model for the forward deformable roll coater. 
Lubrication theory is again used for the fluid model but as the capillary numbers 
encountered in deformable roll coating are up to 0(l), the boundary conditions of 
chapters 2 and 3 do not apply and instead a method of extending the asymptotic results 
to higher capillary numbers is developed. The compliant layer model is based upon the 
integral equation developed by Aleksandrov (1962) and Bentall and Johnson (1968) 
from the plane strain equations of linear elasticity theory and which was utilised by 
Young (1997). In the past there has been a discrepancy between theoretical predictions 
and experimental measurements and so the compliant layer model is extended to take 
account of linear viscoelastic effects in order to see whether this could explain the 
difference. 
Recently Carvalho and Scriven (1999) carried out a stability analysis of a de- 
formable roll coater using the Navier-Stokes equations for the fluid model and a Hookean 
spring model for the compliant layer. The spring model used is interesting as the 
spring constant was calibrated with an impressive nonlinear plane strain model giving 
the spring constant as Rp = 2E/L. Although Young showed the spring model could 
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not give reliable results for two particular spring constants (Kp = EIL, 4EIL) it was 
not demonstrated that a calibrated model such as the one proposed by Carvalho and 
Scriven could not provide accurate results. In this chapter a more general approach 
is taken with the aim of showing that any spring model, no matter what the spring 
constant, will give inaccurate results. 
4.2 Formulation of a mathematical model 
4.2.1 Modes of operation and governing parameters 
A deformable roll-pair may be operated in one of two modes: fixed-gap or fixed-load. 
In the former roll separation, 2BO, is set by the adjustment of mechanical stops, while 
in the latter the same is achieved by varying an external force, W, applied across the 
roll-pair. 
In fixed-gap operation W is the roll separating force, which is a dependent variable, 
whereas for fixed-load operation BO is a dependent variable. In addition, roll separation 
may be set either at a positive gap where the centre to centre distance is greater than 
the sum of the roll radii, or at a negative gap where the rolls would be in interference 
if undeformed - as illustrated in figure 4.1. 
In the following section a model is formulated using a fixed gap regime and W is 
subsquently calculated. The roll pair geometry is approximated by a rigid roll and a 
compliant strip as shown in figure 4.2. The effective roll radius, R, is set via 
2/f? = 1IR1 + I/R2i 
where R, and R2 are the radii of the original roll pair, thus preserving the gap width 
in the nip region at leading order. In reality the stress and strain fields would differ 
slightly from those calculated using this geometric approximation due to the initial 
curvature of the solid. In principle it would be possible to obtain a series solution to 
the circular strip problem using polar coordinates, though this was beyond the scope of 
the thesis. Note, in the previous chapters S had a different meaning as it was used to 
denote the roll speed ratio. In this chapter the rolls have equal speeds and the intended 
meaning of S will be clear from the context. The parabolic approximation for the roll 
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Figure 4.1: Schematics of the contact region in the positive and negative gap regimes 
of deformable roll coating. The undeformed roll profile is also shown (- -). 
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surface, S(X), is used again and is defined as 
x2 
S(X) = 2Bo + ý. (4.2) 2R 
BO is defined such that BO >0 corresponds to a positive gap setting and BO <0 
corresponds to a negative gap setting. D(X) is the surface deformation and therefore 
the total gap width, B(X), is 
B(X) = S(X) + D(X). (4.3) 
4.2.2 Fluid model 
The governing fluid equations were developed formally in chapter 2 using a scaling 
analysis. However, in this chapter although all results are presented in a nondimensional 
form, the equations axe required to be in dimensional form to aid the computation (see 
section 4.3) and therefore they are briefly set out below. 
The coating fluid is assumed to be Newtonian and incompressible in nature and the 
flow to be steady and therefore the Navier Stokes and continuity equations hold: 
pU. VU = _Vp +pG+ ttV2U, (4.4) 
V. u = 0, (4.5) 
where p, p and U represent the fluid density, viscosity and velocity, respectively and 
G is the acceleration due to gravity. Several assumptions and approximations will be 
made to facilitate a solution to this set of four nonlinear partial differential equations 
and these are set out below. 
Firstly, it is assumed that roll coaters operate in the regime BO <R and hence 
the use of the lubrication approximation is valid. The second assumption is that body 
forces are negligible and finally it is assumed that there is no variation in the flow field 
in the lateral direction. Under these assumptions the Navier Stokes equations axe well 
approximated by the lubrication equations 
OP 02U 
(4.6) ýýX- '- Ilay2l 
19P 
OY = 
0, (4.7) 
where the error is O(Bo/f? ). (4.6) indicates that the pressure gradient in the X-direction 
is balanced by the viscous shear force whereas (4.7) states that the pressure is constant 
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across the gap. Each roll has peripheral speed UR and the no slip boundary conditions 
U(X, -D) = UR, U(Xi S) = URt (4.8) 
are deemed to hold on the roll surfaces. Integrating (4.6) and applying (4.8) leads to 
Reynolds equation 
dP 12pUR (B - 2H), (4.9) j3ý -- ý3 
where HI is the final coated film thickness on each roll. This can also be written as 
d B3(X) dP 
12 
dB 
(4.10) UY 
[ 
pU,, 'TX-] 
= dX* 
Note, it is assumed that the film split is symmetric between the two rolls, i. e. the 
coated film thickness on each roll is the same. 
4.2.2.1 Boundary Conditions 
In order to complete the fluid model three boundary conditions are needed to find the 
coated film thickness HOO, the meniscus position XD and the constant arising from 
integration of Reynolds equation (4.9). The first of these conditions is straightforward: 
as the rolls are understood to be operating with a fully flooded inlet then the pressure 
will decay rapidly upstream of the nip and approach atmospheric pressure (taken to be 
zero here), i. e. 
P(X) -+ 0 as X --+ -00. 
Ruschak (1982) used a scaling analysis to confirm this form of the boundaxy condition. 
The remaining two conditions require closer inspection. The lubrication approximation, 
and hence Reynolds equation, is valid when the flow is essentially rectilinear which is 
certainly true away from the film split. However, in the region of the meniscus the flow 
field becomes fully two dimensional and the lubrication approximation breaks down. 
Therefore the challenge lies in finding conditions that capture the essential physics 
of the 2-D film split region yet can be applied to the 1-D Reynolds equation. Many 
authors have suggested strategies to overcome this problem and these range from ad- 
hoe empirical rules through formal matched asymptotic expansions to computational 
methods. All of these have their merits and the pertinent ideas are reviewed in chapter 
I. 
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The computational approach (Ruschak (1982)) could be applied over an arbitrary 
capillary number range as well as being the most accurate yet despite these plus points 
the method was discarded. The reasons for this are two fold. Firstly, the algorithirn 
developed by Rushack would have to be adapted to cope with an initially unknown 
solid boundary geometry and secondly (and more importantly) it would add to the 
already significant computational cost of solving the deformable problem. 
All of the 'analytic' boundary conditions suffer from one major drawback - the fact 
that they are limited to a paxticular range of Ca. Thus to cover an extended range of 
Ca several of the expressions would have to be utilised, each covering a section of Ca 
space. This approach has been adopted by previous workers (Daniels (1998), Young 
(1997)) but suffers from the fact that the predictions of the model do not vary in a 
smooth manner as Ca is varied, instead a 'jump' in the predictions is seen at the cross 
over point from one set of conditions to another. Since Ca is a vital parameter in the 
determination of the system's stability, it would be advantageous to use a boundary 
condition valid over the full range of Ca encountered, enabling a search for the critical 
conditions to be carried out in a smooth manner. Therefore, an alternative form of the 
conditions was sought. 
The attempt to find an alternative simple condition was guided by work on a related 
problem by Quere (1999) and two requirements: 
* the conditions had to agree with the asymptotic results of chapter 2 as Ca --+ 0, 
the expression for coated film thickness should not result in H' --ý oo as Ca --+ oo. 
This is a clear problem with the present alternatives. 
In the closely related problem of the flow of a bubble in a tube, Quere quotes the 
following condition ('Taylor's law') for the thickness of the fluid layer between the 
bubble and the tube wall: 
H' = 
BD 1.34Ca 2/3 
(4.12) 
21+3.35Ca2/3 
It can be seen that in the limit Ca - 0, this expression agrees with the asymptotic 
expression given by Bretherton. A fundamental problem with the Bretherton expression 
is that it grows unbounded as Ca increases, negating its validity as Ca becomes large. 
The effect of introducing the denominator means that Taylor's law does not suffer the 
same problem. The numerical factor of 3.35 was found by matching the expression to 
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experimental data. Quere found that this expression gave excellent agreement with the 
experimental results of Taylor over the range Ca < 1. As Quere was purely interested 
in the film thickness and not the pressure drop across the bubble/fluid interface, no 
equivalent expression for the stress jump across the interface was given. Taking Taylor's 
law as a motivation, simple boundary conditions are now developed for both the final 
film height and the pressure drop across the menicus and the results are then compared 
with the computational results of Coyle et al. (1986). 
In chapter one it was shown that the pressure drop across the downstream meniscus 
was given by: 
P(XD): -- --1- 1- 
dB JXD 
+ 2.91Ca 2/3) (4.13) BD 
( 
dX 
An intuitive way to think of this expression is to consider it as an expansion of 
P(XD) ý'- -7 (4.14) RD' 
where RD is the radius of curvature of the meniscus tip and is given by 
11 dB 1 2/3 RD BD + BD jX- I 
XD - 
2.91BDCa (4.15) 
22 
finite film height term 
non-constant gap width term 
The factors of 1/2 arise due to the fact that BD represents the total gap in this chapter 
whereas it represented the semi-gap width in chapter 2. (4.15) leads to a simple phys- 
ical interpretation when the radius of curvature is approximately equal to BD12 with 
small corrections due to the non-constant gap width and the finite thickness of the out- 
going films. The Landau Levich expression for film thickness is HI = 1.34BDCa2/3/2 
but this can be interpreted as a leading order approximation to HOO = 1.34RDCa2/3. 
Substituting for RD from (4.15) then gives 
H' = 1.34 
(-l 
Bjý) + -IB LýdBj - 2.91H' Ca 
2/3 (4.16) 
24 dX XD 
which rearranges to give 
Hoo =11.34BDCa 
2/3 
1+1 Bx) (4.17) 
21+3.88Ca2/3 
(2 
Note, in the case of a capillary tube BX =0 and this expression is similar to Taylor's 
law. 
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Figure 4.3: Coated film thickness predictions for the finite element model of Coyle (0) 
and lubrication theory with Prandtl Hopkins conditions (- -) and modified Landau 
Levich conditions (-). Bolf? = 10-3. 
Reynolds equation was solved subject to (4.14), with RD defined by (4.15), and 
(4.17) and the results were compaxed against the computations of Coyle et al. (1986) 
and results are shown for the film thickness in figure 4.3 and in figure 4.4 for the 
meniscus position. It can be seen that the predictions axe in excellent agreement for a 
range of Ca covering 10-3_10. This level of agreement for an analytic condition over 
such a range is unprecedented and represents a significant break through as in the past 
workers have had to switch from one condition to another as they move through Ca 
space. 
Therefore a fluid model, valid over a wide range of Ca, has been developed and the 
governing equations for the compliant layer are now discussed. 
4.2.3 Governing equations for the compliant layer 
The compliant layer is described by the Maxwell-Thomson model (Coryacheva (1998)) 
which allows for the inclusion of linear viscoelastic effects. The constitutive equations 
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Figure 4.4: Meniscus location predictions for the finite element model of Coyle (O)and 
lubrication theory with Prandtl Hopkins conditions and modified Landau Levich 
conditions (-). Bolft = 10-3 
linking the strain, cP., and the stress, 0, take the form: 
.7 
aiý 
0 fxoxo + T, 196 
0 XOXO 1- V2 (axooxo + Ta OT E OT 
V(l + V) 0 (ay0yo + Ta (4.18) E OT 
0 fyoyo + Te 
V2 0 (ayoyo + Ta OT E 6T 
-v(l 
+ V) 
ao oxo + Ta x I 
(4.19) 
E O T 
0 EXOYO+Tl 
49co XOYO 
I 
1+v 0 (Orxoyo+Tcr 
I 
) 
(4.20) 
O T E T 
where T, is a retaxdation time and T, is a relaxation time. The coordinates (XO, YO) 
represent a material frame of reference which is fixed relative to the compliant layer 
and is related to the laboratory frame, in which the axis of the roll is fixed and the 
deformation and pressure profiles are steady, via: 
X= Xo + URT? y= yo. (4.21) 
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Figure 4.5: A length of deformable material attached to a solid base with a suspended 
load. Gravity acts vertically downwards. 
Two nondimensional quantities describing the viscoelastic behaviour can be defined, 
the Deborah number 
De - 
Te UR 
1 
%, fl Bo jR 
(4.22) 
which represents the ratio of the retardation time to a typical timescale of the flow and 
Te 
T., 
(4.23) 
the ratio of the two viscoelastic timescales. The inclusion of the strain rate and stress 
rate terms allows for the modelling of simple linear viscoelastic effects whereas setting 
T, and T, equal to zero recovers the plane strain linear elasticity equations. 
The parameterisation of the system is completed by defining ES, the ratio of viscous 
to elastic forces: 
and a layer thickness pararneter: 
Typically Es <1 and Llf? - 0.1. 
PUR 
Es = ý, (4.24) ER 
L (4.25) 
R 
The effect of the time dependent terms can be demonstrated by considering a 1-D 
example and setting T, and T, to zero in turn. Consider a length of material, for which 
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Figure 4.6: Evolution of strain for several values of T, and the elastic limit. 
T, = 0, with a load suspended from it for T>0 as shown in figure 4.5. In this case 
the applied stress a, equal to the load divided by the cross sectional surface area, is 
constant. Therefore the strain is governed by 
ae er 
'E +£ ä7 ««2:: P 
which can be solved to give 
(4.26) 
E=+ý (4.27) i5 
(1 
- e-TIT« 
)- 
The strain is plotted in figure 4.6 for several values of T,. The strain approaches the 
elastic value exponentially and T, governs the rate of approach. 
A similar situation holds for a length of material, with T, = 0, that is stretched to 
a fixed (constant in time) length. The strain is then constant and the stress is given by 
a= a(O) + Ec 
(1 
- CTITý'). (4.28) 
Therefore the inclusion of the rate of strain and of the rate of stress terms in (4.18) - 
(4.20) allows for simple viscoelastic effects to be modelled. The model is phenomeno- 
logical and is intended to give an indication of how the viscoelastic properties of the 
compliant layer affect the performance of the coater. 
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For the equivalent elastic model the plane strain equations can be solved to give an 
integral equation giving the surface deformation in terms of the surface traction (1.16). 
Here the situation is complicated by the inclusion of the viscoelastic terms but making 
the transformation: 
C9. +T, 
ýI-E-i0i 
= 23 OT cij+TUR-Lj-=c?. 
(4.29) 
ax 1.71 
Oro Lij 
ajý a 
23 
:= 
.7 
+T 
OT ax 
(4.30) Orij + Ta UR 0'23 = O'ij 
us 
US + TeUR = Uý I ax 
v VS + Tf UR2 S=V;, (4.31) 
ax 
where Us and VS are the displacements in the XO and YO directions, produces the 
variables Ei*. and a! that satisfy the equations of an isotropic lineax elastic material. 3 ii 
The subscript S is used to differentiate the solid displacement variables from the fluid 
velocity variables. Thus the integral equation from the elastic case (1.16) can be used 
for the transformed variables giving: 
v2 00 dP iwXlLdw, D*(X) = 7rE 
Re f 
00 
k(w) 
(P(W) 
+ TaUR dX 
M) e (4-32) 
where P is the Fourier transform of P defined as 
1 00 15 = 
'00 
P(X)e-iwXlLdX, (4.33) 
D* is the value of the transformed vertical displacement Vý on the surface and 
k(w) = 
(3 - 4v) sinh 2w - 2w (4.34) 
2u; (W2 + (1 - 2V)2 + (3 - 4v) cosh 
2W 
Noting that D* is simply the value of V* on the compliant layer surface, D can be 
found by solving the first order equation (4.31) to give 
D(X) D*(S)e(S-X)ITIURdS. UR 
1-00 
(4.35) 
Contributions to the deformation from the tangential traction forces have been dis- 
/f? )3/2 0((B /R)-3/2 3/2) caxded as they are of the order 0((Bo and 0E, in comparison S 
to the normal forces in positive and negative gaps, respectively. This completes the 
description of the viscoelastic extension to the full-strip deformation model (FSM). 
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4.3 Numerical methods 
The numerical scheme employed here has its basis in the finite element method for 
solving PDE's and, whilst it borrows from the ideas developed by Young (1997), there 
are several important differences. In this section the finite element method will be 
briefly introduced before it is applied to the test case of a rigid roll coater and finally a 
strategy for simultaneously solving the differential and integral equations is presented. 
4.3.1 The finite element method 
The finite element (F. E. ) method is a well established method for numerically solving 
PDE's and is regularly used to solve problems in a wide range of areas including heat 
transfer, fluid mechanics, electromagnetism and even financial market modelling. As 
such there is a large body of literature concerned with the mathematical basis, devel- 
opment and application of the method, which includes Huebner (1975) and the reader 
is refered to this and similar texts for further information. The following is a brief and 
basic introduction to the F. E. method. 
The fundamental idea of the F. E. method is to discretise the solution domain into 
contiguous subdomains (elements) and, within each subdomain, to approximate the 
solution to the differential equation by a suitable finite combination of basis functions. 
Within each element the combination of basis functions is chosen such that the error, 
weighted over each element, is minimised. The 1-D example below will illustrate the 
idea further. 
Suppose, C is a differential operator and the function F(X) satisfies the equation 
£F = 0(X) XE9, (4.36) 
where 0= [a, b] is the solution domain. Q is divided into say, N, elements as depicted 
in figure 4.7. Let the basis functions for element i be V)k, k=1,2, .. m. Then within 
element i, F can be approximated as 
m 
F(X), -: tiF'(X)=Ea'? ý'(X) ifXEQ', (4.37) kk 
k=O 
where the ak's are unknowns that are found by minimising some average sense of the 
error. As (4.37) is an approximation, an error function, P, for the ith element can be 
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Figure 4.7: The division of the solution domain and the relationship between the global 
and element nodes. 
written as 
EI(X) = L(Fl) - G(X) XE Q', (4.38) 
An average of this error, R', weighted with respect to some function Wý'(X), is defined k 
as 
R' lVk(X)E'(X)dX. (4.39) k 
The aim of the F. E. method is to choose the ai 's such that R' =0Vk. In this work the kk 
weR known Galerkin F. E. method is used, for which Wki = V)', k=1,2,... m. Therefore, k 
there are m equations: 
Ili 
Rik ? P'E'dx = 0, k=1,2,... M, (4.40) k 
for the m unknowns aik, k=1,2 ... m connected with element i. Thus the approximate 
solution is defined such that the weighted average error over each element in zero. 
It should be noted that for F to be continuous, it is required that 
'+I 
. F(X)=P (X) V XEnnn ,i= 11 2,.. N - 1. (4.41) 
This requirement and the idea of nodal unknowns is now discussed. 
Suppose within element i, m points (labelled Xký, k=1,2,... m) are chosen such 
that Xj < XjI+j Vj and Q' = [Xjf, XMiI - see figure 4.7 (which displays the m=3 case). 
These points are refered to as nodes. Rithermore, suppose the basis functions are 
chosen such that 
14' (Xis 6ki (4.42) 
where 6kj is the Kronecker delta. Therefore, 
m 
P W) =E V) 
I V. 
70 aI=Ck. 
ýp (4.43) 
k=1 
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and thus the ak s represent the value of the approximation at the nodes and are thus 
refered to as nodal unknowns. It is convenient to think of R' =0 as an equation for k 
a'. In simple terms, the F. E. method can be thought of as varying the nodal unknowns k 
until the weighted average of the local error is minimised. 
So far the discussion has revolved around finding equations for the nodal unknowns 
within an element. The final step is to incorporate these equations into a global set. 
Figure 4.7 shows how the element nodes X] are linked to the global nodes X1 and this 
relation can be expressed via 
X. 11 i=1,2,... N, j=1,2,... M? (4.44) 
and similarly for the nodal unknowns: 
a(--l)(i-l)+i -= a. 
ý7, i=1,2,... N, j=1,2,... M. (4.45) 
It is clear that X; ý = Xl'+' and for continuity it is required that 
I= i+l (4.46) 
and therefore the total number of independent nodal unkowns is equal to the total 
number of nodes, NUMNODES, which is 
NUMNODES = N(m - 1) + 1. (4.47) 
However, Nm residual equations have been defined in total. The situation is rectified 
by defining the global equations recursively: 
do i=l, N 
do j=l, m 
R(m-, )(i-, )+j + R; ý (4.48) 
end do 
end do 
The syntax used here is from the FORTRAN computer language. Thus the total 
number of global equations is the same as the total number of independent nodal 
unknowns. The finaJ set of equations is 
Ri(al, a21 ... t an) = 0,1 = 
1,2,..., NUMNODES. (4.49) 
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This theory is now applied to the case of a forward rigid roll coater where the 
numerical results can be tested against an analytic solution before the deformable case 
is considered. 
4.3.2 Application of F. E. method to rigid roll coating 
For this work, quadratic basis functions were chosen, giving m=3. The coefficients of 
the constant, linear and quadratic terms can be calculated from (4.42). The reason for 
the choice is that the accuracy of the numerical solution can be improved by increasing 
either N or m which will also have the effect of increasing the computational expense of 
the algorithim. Quadratic polynomials were used as Young (1997) demonstrated that 
they are more efficient than linear polynomials as the value of N needed to achieve a 
given accuracy is less. Cubic polynomials would be more efficient still for a simple rigid 
roll coater but the expressions developed below for the integral equation would become 
more involved. Hence quadratic polynomials were thought to give a good balance 
between efficiency and ease of use. 
The pressure and gap thickness are written in terms of the basis functions: 
3 
P(X) 22 Eý)ki(X)Pki XE S2', k=1,2,3, (4.50) 
k=l 
3 
B(X) ;: ýý j: O'(X)B' XE n', k=1,2,3, (4.51) kk 
k=l 
where the B"s and the s are the gap and pressure nodal unknowns. Bi = Sk' + D' k Pki' kk 
where Sk' and D' are the rigid and deformable contributions to the gap thickness, k 
respectively. When both rolls are rigid D' =0Vi and k and as S is a quadratic k 
function of X (4.51) is an exact expression in this case. In order to show the quadratic 
nature of these approximations explicitly, it is possible to rewrite (4.50) and (4.51), for 
example 
P :: z: ý aio + ai, X+ ai, X2 E P', (4.52) 
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where aj, aj, and ai2 are given by 
, \? P, '+ 3AiPl'X' - 4AiP2'Xl' +, \iP3X' + 2P, 
' Xi2 - 
4P2X1'2+ 2piXi2 
ajo = A? 
3 1(4.53) 
aj, = 
-3AiPl'+ 4AjP2' - AjP31- 4PzX, ' + 8P22Xs - 4P3'Xl' (4.54) 
A? 
ai2 =2 
P11 -2 P2' + P32 (4.55) 
A? 9 
Ai is the length of element i, i. e. Ai = X3' - Xji. The residuals can now be formed 
by substituting (4.50) and (4.51) into Reynolds equation (4.10) and then performing 
the weighting and integration to give: 
X* 
R ub 
3? 
Pj 
[dd iPf 
li 
d Oq' ' dx=O, k=1,2,3; i=1,2,... N. lk' Pý 12 Bq kk aX- -d -X- q 
xi AUR 
TX 
(4.56) 
Note that the summation convention is being used over the subscripts. The superscript 
lub is used to denote the fact that these residuals arise from the lubrication equations. 
Integrating by parts leads to 
ub' i 
e. ýl3 B. 
lý 
3 d0' 
Ri 
X3i 
X, d0' 3B)ý3 d01' - Rl k k k- 
lik 
pUR dX XI 
Ixiý 
dX MUR dX (4.57) 
-12 
X, 
01 
diPq' 
B, 'dx = 0, k=1,2,3; i=1,2,... N. 
Ixi 
dX 
The term in square brackets is non-zero only when k=1 or 3 and when the global 
equations are formed these terms cancel except in the case of the first and final global 
nodes which are dealt with later. Thus this term is now dropped and (4.57) can be 
written as 
R l, b' A (4.58) k UPI + Ck) 
where Alk, and B' are given by: k 
x. .3 -3 3 dOk' iPj Bj d 
Aiki dx, (4.59) 
xi dX dX 1 
PUR 
X3' d 'rq 
)-12 
C-B. 
Idx. (4.60) Ck k 
ix, 
'Ok dX 
These element residual equations are assimilated into a global set, denoted by Rlub - 
0, using the recursive technique outlined in the previous section. Thus the residual 
equations corresponding to Reynolds equation have been found. 
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4.3.2.1 Boundary Conditions 
The boundaxy conditions now have to be included in the formulation. The condition 
P(-oo) =0 is imposed by simply setting Pi =0 in the global equations as well as 
removing the residual equation corresponding to the node X1 as there is now one less 
nodal unknown to be found. As this condition is theoretically meant to be applied at 
X= -oo, X, is chosen to be sufficiently large and negative so that any further increase 
in magnitude has a negligible effect on the numerical solution. The HI condition 
(4.17) is incorporated by using Reynolds equation to write the pressure gradient at the 
mensicus in terms of the outgoing film height: 
B3 dP Ix Dx 
=BD-2H'=BD 
(1- 1.34Ca2/3 
F, - 
(1 
+ 
! 
Bx (4.61) 
PUR 
aD 
1+3.88 Ca 2) 3,2 
I, b lub which is equal to the term in square brackets in (4.57) for RNUMNODEs and so RNUMNODES 
has an additional contribution of 
Es 
(1 
_ 
1.34 Ca2/3 1+ ! Bývdlpý» . 
(4.62) BNMOD 
1+3.88 Ca2T3 2' dX 
The extra contribution to R, I, b from the square bracket term in (4.57) is not included as 
it is assumed that X, is chosen to be sufficiently upstream so that the pressure gradient 
is negligible. Another equation has to be introduced so that XD (--`XNMODES) can be 
solved for. This is simply the condition on the pressure jump at the meniscus (4.14) 
and is written as 
Rpd : -- PNUMNODES + 
2-y 
0, (4.63) 
2/3) BNUMNODES 1+1 Bý doý - 3.87Ca 2 dX 
where RPd refers to the pressure drop residual. The fact that XD is unknown implies 
that the solution domain itself is unknown at the outset. To overcome this problem all 
nodes are defined in terms of XD as Mows: 
xi = 
(i - 1) (XD - XI) + Xi, 1< i< NUMNODES. (4.64) 
NUMNODES ý! 
Thus XD enters the definition of each residual through the limits of integration. There- 
fore, for the rigid roll problem, the final set of equations is 
R(u) = 
Rlub (u) 
0, (4.65) 
( 
RPd(u) 
) 
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where u denotes the vector of unknowns: 
U : -- (P2) P3 i ... I 
PNUMNODES 
i 
XD) 
- 
(4.66) 
4.3.2.2 Solution Method 
The final set of equations was solved iteratively using Newton's method. Newton's 
method works by assuming that the present estimate of the solution, u' say, is suffi- 
cently close to the correct solution, u* say, such that the following first order Taylor 
expansion is valid: 
aR 
0= R(u*); ztý R(u') +5U 
Un 
(4.67) 
where 6= u* - ul. Therefore, the next improvement on the present estimate is given 
by 
Un+1 =U n- 
[49R Jun ] -1 
R(un). (4.68) 
OU 
The scheme is said to be quadratic as this is the order of the first term that was 
neglected in the Taylor expansion and is the rate at which the error (5) decreases. 
4.3.2.3 Rigid Roll Results 
A fully flooded upstream and downstream analytic solution was used to provide an 
initial guess for the Newton iteration and the numerical solution was then compared 
with the analytic solution of Reynolds equation with the pressure drop and outgoing film 
height conditions applied. Figure 4.8 shows both the analytic and computed solution 
for a particular set of parameters. The numerical results were produced with N= 100, 
giving NUMNODES = 201 and the maximum difference between the analytic and computed 
pressure profiles was found to be < 0.05%. This degree of accuracy is easily sufficient 
for the needs of this work and the majority of the results in this chapter were produced 
using N= 100. 
The results for rigid roll coating were reviewed in the introduction and so the form 
of the pressure curve in figure 4.8 is only briefly discussed now. As the nip (X = 0) 
is approached from -oo, the gap width is narrowing and the pressure rises above 
ambient. After passing through the nip the pressure becomes sub-ambient as the gap 
widens and, due to the pressure drop across the meniscus, the flow field is terminated 
at a sub-ambient pressure where the pressure gradient is positive. 
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Figure 4.8: The pressure profile for a rigid roll coater calculated analytically (-) and 
computationally ( ... ). Ca = 1, Bolf? = 0.01. 
4.3.3 Application of F. E. method to deformable roll coating 
When the lower roller is allowed to deform the gap thickness terms, Bk, axe no longer 
equal to Sk but have a contribution from the unknown deformation, Dk. These extra 
unknowns can be solved for via the integral equation (4.32). The integrand of this 
equation can be written either in terms of the pressure (1.16) or in terms of the Fourier 
transform of the pressure (4.32) and the latter was chosen for this numerical scheme. 
Young (1997) used (1.16) but encountered numerical difficulties as the integrand is sin- 
gular at X' =X and it was hoped that this could be overcome by using the alternative 
formulation. For the rest of the thesis attention will be restricted to the industrially 
relevant case of v=0.5. 
The formulation will first be described for elastic layers (T, = T, = 0) and then 
extended to viscoelastic layers. 
Elastic layer formulation 
The integral is evaluated by replacing P in the integrand with the Fourier transform 
of the F. E. approximation. This then allows the deformation unknowns, Dk, to be 
written in terms of the pressure unknowns. Therefore, the first step is to calculate the 
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Fourier transform of the pressure approximation: 
L2 N iwX3'IL 
_ Xe IIL +L 
iwX3elL 
_L -iwXOIL P(W) ; Zý 
E12a ýe- e-'wxe -e- e 
W2 
e=l 
e2 
[X31 
1 
Tw 
I 
+ a., e-iwX"IL - e-iwXlelLl 
L 
e-iu)XDIL 
13 
%w 
P(XD)i 
(4.69) 
where it has been assumed that P(X) =0 for X< X1. The final term in (4.69) 
arises from the fact that there is a discontinuity in P at XD due to the pressure jump 
condition and for X> XD, P(X) = 0. The transformed pressure approximation can 
be substituted into (4.32) to give 
2(l _ V2) 
NX- Xe X- XJ'! X- X3e 2E - 3) _ XeC(_ D(X) 
7rE 
IL 
e=l 
(2a. 
2 
[X3C( 
L1L+ 
LS( 
L 
X- Xle e Xle 3 LS( 
L 
)]a., [C(x 
L 
X3) 
_ C(X L 
LP(XD)N(X 
L 
XD)} 
(4.70) 
where 
CM = 
l' sinh2w-2w 
cos 2 2 3 
(WX 
dw (4.71) 
1) 0 W) (W 2w + cosh 
s 
(X) 
= 
l' sinh2w - 2w sin 
(wX 
dw, (4.72) 
0 2W4 (W2 + cosh 2 W) L 
N 
(X) lo, ' sinh 2w - 2w si, 1 
N 
dw. (4.73) 
) 
L 0 0 2W2 
(W2 + cosh 
2 W) L 
In the above v has been set to 0.5. Note that these integrands are finite at the origin 
and thus all problems due to singular integrands encountered by Young, who used the 
alternative form of integral equation (1.16), have been removed. Before the simulations 
were performed, S, C and N were evaluated over a wide of range of XIL. The results 
were stored in a file that could be read whenever required during the simulation. If 
the value of S, C or N was not stored at the value of XIL required the value was 
interpolated from nearby values that had been calculated. The advantage of this process 
is that the computationally expensive evaluations of the integrals that define S, C and 
N only had to be done once, before any simulations were done. 
In (4.70) D depends on the pressure unknowns via the aj's which are given by 
(4.53) - (4.55), and this dependency can be made explicit by substituting for the a,, 's 
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to give 
de Ri f =Di-Eiý-1(2k'2 - (M, + 4Xe)kel)Pj + 
(- 442 + (4, \e + 8X, )ke, )P22+ 
e=l e 
3} 3 X-XD e)ke, )p3 _ (2ke2 - (A, + 4XI TrýE-LP(XD)N( L 
1: 5 i: 5 NUMNODES 
(4.74) 
where 
Xe X. e _ Xle, (4.75) 
3L2 e X, - Xle k, 1 ý--7rE 
(C( xi 
L 
x3 
)-C( 
L 
», 
(4.76) 
e xi - Xle k, 
2 =M 
eC(Xi - 
X3e) 
- XeC( (4.77) i7-rE 
(X3 
L1L 
xi - xe xi - X, +LS( 
L3)- 
LS( 
L 
», 
def 
and Ri are the residuals relating to the deformation integral equation. If the Pj's 
are written in terms of global unknowns then (4.74) represents a linear relationship 
between the deformation and pressure nodal unknowns and can be written in the form 
Rid'f = Di - Kij Pj 1: 5 i, j: 5 NUMNODES. (4.78) 
The entries of the square matrix Kij are found from (4.74). The full set of equations 
to be solved for the elastic layer problem is 
lfub(U) 
R(u) = lZdef (U (4.79) 
Rpd(U) 
1) 
where the unknowns to be solved for are 
(P2, P3 
. ..... PN, Di, 
D2v 
... iDNtXD)- (4.80) 
The numerical method was verified by using Newton's method to solve (4.79) com- 
paring results with those obtained by Young (1997). Young used the same model for the 
compliant layer and also used lubrication equations for the fluid model but terminated 
the flow domain with a variety of boundary conditions. For the sake of comparison 
Ca =1 was chosen and for this value Young used the PH conditions (1.8) and these 
conditions were incorporated here by changing (4.61) appropriately. Young also ne- 
glected the correction to RD used in (4.63) and so this was also changed temporarily 
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for the purposes of this comparison. Results were compared for ES = 10-5, LIR = 0.1 
and Ca =1 for several values of Bolf? in the range -0.01 <- Bolf? -< 
0.01 and for 
N= 100 and the difference in predictions was <0.5%. 
An analytic solution to the equivalent rigid roll problem was used as an initial 
guess for the iterative scheme in the positive gap regime. Results in the negative gap 
regime were achieved by parameter continuation in BO. It is for this reason that the 
governing equations have been kept in dimensional form since if Bo appeared in the 
non-dimensional scheme great difficulties would arise as BO passed through zero from 
positive to negative gap regimes. 
The above method is now extended to include the viscoelastic terms. 
Extension to viscoelastic layer 
For the viscoelastic layer there is an additional contribution to the integrand of the 
deformation integral equation (4.32) proportional to 
TaUR 
dP 
(4.81) 
dx 
The Fourier transform of the pressure gradient is 
dp 
e-iwXlLdX = P(XD)e- - Xz)IL + p(w). (4.82) dX T 
When P was calculated for the elastic case there was a contribution due to the pressure 
jump of -LP(XD)e-iý-)XD1L1iw. In the case of the pressure gradient, this term will 
cancel with the first term on the right hand side of (4.82) and so the transformed pres- 
sure gradient is proportional to P minus this final term, the constant of proportionality 
being iwIL. This simple relationship in conjunction with the relationship between the 
integrands of S, C and N means that the viscoelastic effect can be incorporated by 
replacing C with C+ TURNIL, S with S- TURCIL and Di with Di* in (4.74). This 
results in a relationship between the Pi and an intermediate set of nodal unknowns, 
Di*, that describe D*. D* is approximated by a quadratic within each element in a 
similar fashion to the D and P approximations. The relationship can be written in the 
form 
D; = Ki*j Pj i= -(2Af + 1), -(2M + 1) + -3, -2,1,2,..., 2N + 1, (4.83) 
j=1,2,... N. 
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which is analogous to (4.78). The lower range for i in (4.83) is due to the solution domain 
being extended for X< X1 to capture the stress/strain history of the compliant layer. 
An additional M elements were added to the solution domain. These additional nodes 
are labelled: 
xi Al < xi-M < Xi-M =X 
(M-1) 
<Xý 
(Af-1) 
< Xý (M-1) < ... (4.84) 
xTlxý-l < Xi-1 = X1 < 1*1 
and the global numbering system is 
X-(2AI+l) < X-(2M+I)+l < .... < 
X-3 < X-2 < Xl- (4.85) 
The numbering of the Dj* follows the same convention and elements I to N are numbered 
as before. As D* is approximated by a quadratic within each element, it is possible to 
write 
X2, el, D*(X) g-ý b, 0 + 
beIX + be2 XE [Xle , 
X3e (4.86) 
where the bj's are analogous to the a, j's defined by (4.53) - (4.55) the only difference 
being that the Pi's are replaced by Di*'s. Substituting (4.86) into (4.35) eventually 
leads to 
D(Xi) A =Dý + TUR 
n e(Xje-XWT-UR I [4me - (3Ae + 4Xe)n, ]D, *, + 
EI 
X2 1 
e=-M e (4.87) 
[-8m, + (4A, + 8X')n, ]D* + [4m, - (Ae + 4X')ne]D" }], 1 e2 1 e3 
where 
AelTtUR e) - (T Xe), Me e (Te 
UR 
eUR (4.88) - 
X2 
1 
n, 1- eAc 
IT- UR. (4.89) 
This expression is for when Xi corresponds to an endpoint of an element, say X3. 
If Xi corresponds to a midpoint X2n say, then X3n in the final term of the sum in (4.87) 
should be replaced by X2n - including in the definition of A,. (4.87) represents a linear 
relationship between the Di*'s and the Di's and can thus be written in the form 
Di = GijDj*, -(2AI + 1), -(2M + 1) + -3, -2,1,2,..., 2N + 1, (4.90) 
i=1, 
where the Gij can be found from (4.87). (4.83) then gives 
Di = ij * (4.91) Kjq k Pk - 
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The residual equations relating to the deformation integral equation can be redefined 
to take into account the viscoelastic terms 
R def = Di - 
GijKjkPk- (4.92) i 
Using this definition of Rdf the effect of viscoelastic terms can be implemented. As 
a check on this scheme the behaviour of the solutions as T, and T, --+ 0 were studied 
and it was found that the elastic case was recovered in this limit as expected. 
4.4 Equilibrium flow 
4.4.1 Elastic compliant layer 
The equilibrium flow analysis in the following section is based on the above model 
which incorporates (i) the lubrication approximation for a thin film, (ii) extended LL 
conditions valid over a wide range of Ca, (iii) the FSM deformation model for an 
incompressible layer (v = 0.5) and (iv) no viscoelastic effects, i. e. T, = T, ý = 0. The 
viscoelastic effects are examined in section 4.5. 
Results are presented from two different perspectives: that of fixed-gap operation 
and fixed-load operation, which are favoured by academic researchers and industrial 
operators, respectively. For fixed-gaps the distinction is made between positive and 
negative gap operation, whereas for fixed-loads, the distinction is made between lightly- 
loaded, and heavily loaded regimes of EHL and in each case the aim is to explore the 
effects due to layer thickness and elasticity. 
It is possible to gain insight into the expected behaviour of the roller pair through 
a simple dimensional analysis. In the positive gap/lightly loaded regime the pressure 
is assumed to be dominated by viscous forces giving: 
JOUR 
( f? )1/2 
P (4.93) 
Bo Bo 
whereas in the negative gap/highly loaded regime the deformation scales with the extent 
of the interference: 
D- Bo, (4.94) 
and in both the positive and negative gap regimes the strain in the compliant layer is 
balanced with the stress: 
D 
L 
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(4.95) 
Thus in each regime either the scale for D or P is given and the stress-strain balance 
provides the remaining scale. This last balance suggests that L and E-1 may have 
the same effect. A scale for the dimensional flux, Q, in the negative gap/highly loaded 
regime can be obtained by assuming that through the contact region the film thickness, 
H, is almost constant and therefore balancing the pressure gradient and the viscous 
stress gives: 
(,, uR ý 1/2 (L) 1/2 1/4 
Q- UB - UR ýý) (4.96) ER R Bo 
Thus it appears that L and E-1, or equivalently ES where it is assumed that pUR is 
constant, may have similar effects on the flux in this regime. The physical basis for the 
apparent similarity between ES and L via (4.95) is straightforward; it is simply that to 
make a given indentation requires a higher load if the compliant layer is made harder 
(increasing E) or shallower (decreasing L). This argument suggests that the spring 
models could be correct and this is tested in the following investigation by determining 
the effect of L and ES on the physical vaxiables P, D, Q and XD. Results are presented 
in a non-dimensional form making use of the following variables: 
HII Q XD TV A= ý= ý) -ýd - ýUR (4.97) R 2URR -* 
Note that this nondimensional scheme is different to that employed in chapters 2 and 
3. 
4.4.2 Fixed gap operation 
4.4.2.1 The positive gap regime 
Varying the layer properties (layer thickness and elasticity) affects deformations to 
the compliant layer and consequently A and xd. Intuitively we would expect elastic 
deformations to increase by using either a softer layer of material or a thicker layer of 
the same. Figure 4.9 confirms that, for positive gaps, deformations do increase with 
increasing L and with increasing ES (decreasing E). Figures 4.10 and 4.12 show that 
the behaviour of A and Xd at large Bolf? is similar to that for rigid rolls, with both 
decreasing as Bolf? is reduced. Furthermore, for a constant gap BOIR, both A and -'d 
are seen to increase with ES and with L. Hence we may conclude that, throughout the 
positive gap regime, Es and L have the same effect on layer deformation and on the 
system variables A and Xd- 
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4.4.2.2 The negative gap regime 
In the contact region, the rigid roll acts as an indentor, the degree of indentation is of 
O(Bo) and both layer thickness, L, and ES have little effect on the elastic deformations 
within the contact region. They do, however, significantly affect the pressure where the 
profile remains similar and close to the dry contact case. Figure 4.11 confirms that the 
pressure maximum decreases with both L and ES as suggested via relation (4.95). 
In addition figures 4.10 and 4.12 show that ES and L have the same effect on flow 
rate as is the case for positive gaps. Therefore, ES and L have had a similar effect 
on the field variables in all cases investigated so far and the argument for the use of a 
spring model appears to be strong. It is worth noting at this point that when Carvalho 
and Scriven (1997b) compared results of a plane strain model and a spring model in 
the negative gap regime, they had a flooded downstream region and so only considered 
flow rate results and neglected to look at the effect on Xd which is now considered. 
The overall effects of ES and Llf? on Xd are clearly different. Figure 4.10 shows 
that, for a given LIR, Xd increases with ES whereas figure 4.12 indicates that, for a 
given ES, Xd increases with Llf? for "small negative gaps" and decreases with LIR 
for "large negative gaps". Thus these results could not be reproduced by a model in 
which the solid is parameterised by a single constant, proportional to EIL. Therefore 
the conclusion to be drawn is that all sring models, no matter what the calibration, are 
invalid. 
The differing effects of ES and Llf? on Xd cannot be explained on the basis of earlier 
scaling arguments, rather it is necessary to examine "layer swelling7 at the edge of the 
contact region. The reader will note that it is essential to predict Xd accurately in order 
to subsequently analyse the stability of the liquid film and the meniscus. 
4.4.2.3 Layer Swelling at the Edge of the Contact Region 
For negative gaps figures 4.10 and 4.12 reveal the different effects of elasticity ES and 
layer thickness LIT? on Xd- In the former case Xd increases with ES whereas in the 
latter xd may move either towards or away from the nip as LIT? increases depending 
on the magnitude of Bolk This behaviour is more clearly illustrated by selecting 
particular values of Bolf? (Bolf? = -2.0 x 10-3, -5 x 10-3 and -7.5 x 10-3) and 
plotting the -variation Of XD with ES (LIR fixed) and with LIR (Es fixed). Figure 
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4.13 shows Xd increasing with ES in each case whereas it has Xd increasing with LIR, 
for BoIR = -2.0 x 10-3, decreasing with LIT?, for Bolf? = -7.5 x 10-3, and remaining 
almost constant for Bolf? = -5.0 x 10-3. 
The key to explaining the different effects of Es and LIR on Xd is to first consider 
their effect on D(XD)lf?, that is on layer swelling at the edge of the contact region. 
Figure 4.14 reveals that, for each of the three values of Bolf?, D(XD)IT? has little 
variation with Es. However, for the same three values of Bolf?, D(XD)lf? increases 
with LIR. Hence LIR has significantly more effect on layer swelling than does Es. 
The behaviour Of Xd in figure 4.13 can now be explained by referring to two expres- 
sions for the gap thickness at Xd, 
5.0 X 10 
------------------- 
y2 
B(XD) = 2Bo + D(XD) + 'f'? 1 (4.98) 
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and 
B(XD) = E)H', E) = 
1.34 Ca2/3 
- (4.99) 1+3.88Ca2/3' 
Note (4.99) represents the leading order relationship with terms due to the non-constant 
gap width neglected. For negative gaps with E) =constant and BO =constant, if ES or 
LIR axe increased then flow rate, H', increases (figures 4.12 and 4.10) as does B(XD) 
via (4.99). In particular: 
(i) If ES increases, D(XD) remains effectively constant - see figure 4.14 and so via 
(4.98) it follows that XD must increase - see figure 4.13. 
(ii) If LIR increases, D(XD)IR increases (becomes less negative) and it is precisely 
this behaviour of D(XD)lf? that determines the behaviour of XD: 
(a) when Bolf? = -2 x 10-3 the increase in D(XD)lf? is relatively small and so 
XD must increase to ensure that B(XD) increases in accordance with (4.99); 
(b) when Bolf? = -7.5 x 10-3 the increase in D(XD)lf? is relatively large; in fact 
"too large" so that XD must decrease for B(XD) to increase in accordance 
with (4.99); 
(c) when Bo/T? = -5 x 10-3 the increase in D(XD)IT? appears to be just suffi- 
cient for B(XD) to increase in accordance with (4.99) and as a consequence 
XD remains almost constant. 
Therefore layer swelling plays an integral role in determining the meniscus location and 
as spring models do not preserve volume they cannot predict layer swelling and hence 
will fail to accurately predict XD. 
4.4.2.4 The effect of Ca 
For rigid roll coaters with flooded inlets operating in the range Ca > 1) Xd and A are 
virtually independent of Ca - see figures (4.3) and (4.4). The same is true in deformable 
roll coating for large positive gaps yet as Bo/!? is decreased and eventually becomes 
negative the behaviour depends upon the manner in which Ca is varied, that is whether 
the viscosity, speed or surface tension is varied. In this range of negative gaps the layer 
plays a significant role and the scaling for the flux is given by (4.96). Indeed the flux 
is determined by the gap width in the contact region which in turn is governed by the 
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balance of viscous and dry contact pressures. Hence both It and UR affect the coating 
thickness and (4.99) forces XD to alter accordingly. On the other hand changing Ca by 
varying surface tension T only affects the pressure condition at the meniscus, (4.14), 
which has a minor effect on both A and Xd. 
4.4.3 Fixed load operation 
Flow rate and meniscus location 
Graphs of A and Xd against f are shown in figures 4.15 and 4.16 for fixed LIR and 
ES respectively. The graphs extend from the rigid load limit (small loads) to the dry 
contact limit (high loads). 
Close observation of figures 4.15 and 4.16 reveals that E-1 and L have the same 
effect when A and xd are plotted against f. This is in shaxp contrast to the case of 
fixed gap when subtle differences due to the effect of ES and L on layer swelling become 
apparent. At first these results appear to counteract the fixed gap results and support 
the spring model argument. However, this is not so as BO is a function of the applied 
load and ES and LR do not necessarily have the same effect on it. 
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4.5 Viscoelastic effects 
Figures 4.17a, 4.17b and 4.17c show the deformation, pressure and gap thickness profiles 
for several values of T, with T, = 0. As T, --* 0 the elastic profiles are recovered as 
expected. As T, is increased the magnitude of the deformation maximum decreases but 
the location of the maximum is unaffected. The deformation maximum is reduced due 
to the strain retardation but the location of the maximum is unaffected due to the fixed 
shape of the indenting roll that dominates the form of the deformation profile. Figure 
4.17b shows that the pressure maximum moves upstream as T, is increased. The reason 
for this that the strain in the compliant layer takes a finite amount of time to react 
to an applied load, thus the large pressure must occur upstream of the deformation 
maximum that it gives rise to. As the deformation maxiumurn is reduced when T, is 
increased, the gap thickness, shown in figure 4.17c, is reduced. (4.96) implies that this 
reduction in gap width would decrease the flux and this is confirmed by figure 4.19a. 
The figure also shows for De < 10-2, the strain retardation has little effect. Figure 
4.19b shows that increasing De beyond 10-2 causes the meniscus position to move 
upstream. 
Unfortunately, insufficient information concerning the thickness and compressibility 
of the deformable layer generally precludes any comprehensive comparison between 
theoretical predictions and available experimental data. An exception is the work of 
Cohu and. Magnin (1995), in which coated film thickness was measured for a range 
of applied loads with all relevant information recorded to enable a compaxison with 
predictions from the purely elastic FSM. As applied load is vaxied both the predicted 
and measured values of coated film thickness, H', are compared in figure 4.18, along 
with values for LIXD. Predicted and measured values of LIXD are seen to be in good 
agreement especially for high load whereas predictions for HOO exceed the experimental 
results by a factor of two. Possible reasons for this discrepancy are as follows: 
experimental error due to the accuracy of scraping when measuring a coated film 
thickness of approximately 10pm, 
9 viscoelastic effects in the deformable layer. 
Cohu &INIagnin state that experimental error could be as much as 30% for thin films 
but this alone cannot explain the difference between theory and experiment. Here, 
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viscoelastic effects are examined by setting T, and T, in (4.18 a-c) to non-zero values. 
To accurately model an elastomer a spectrum of retardation and relaxation times should 
be used but as no data exists for the viscoelastic properties (i. e. shear modulus G' and 
loss modulus G") of the elastomers used in the experiments, single values of T, and 
T, were selected (giving a modified Deborah number De(Bolf? )112 =3X 10-2 and 
T, IT, = 102) . Hence the model is being used to provide an indication of the effect of 
the viscoelastic properties rather than describe a particular compliant layer. 
The effect of stress relaxation was examined by setting T, to zero and varying T, 
and the result was that the pressure maximum moved downstrewn relative to the elastic 
case and there was an increase in both Xd and A. 
Figure 4.20 shows for typical operating conditions the variation of the flux and 
meniscus position with load as predicted by the FSM, both with and without the vis- 
coelastic terms included. It is clear that the introduction of these terms has a dramatic 
effect on the magnitude of the flux, with the reduction being of the order of 60% for 
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high loads, yet the effect on XD is much less pronounced, the maximum difference being 
6%. It is therefore apparent that viscoelastic effects could be responsible for the dis- 
crepancy between theoretical predictions and experimental measurements of the flux. 
Furthermore, as the FSX1 with the inclusion of viscelastic effects, gives results of the 
same order as experiment its use is justified and it will form the basis of the stability 
analysis in the following chapter. 
4.6 Summary 
In this chapter a model was developed to study the steady state operation of a forward 
deformable roll coater. 
The lubrication equations were again used to model the fluid. As industrial roll 
coaters often operate at Ca - 0(l), the boundary conditions developed in chapter 2 
were not applicable. However, a method was found of extending the boundary condi- 
tions of chapter 2 to the large capillary limit. This was a major step forward as a single 
'analytic' boundary condition covering the entire Ca range has not been used before. 
In a deformable roll coater the fluid pressure affects can deform the compliant 
layer and so a model is needed to describe the response of the layer to a load applied 
to its surface. The plane strain equations of linear elasticity can be solved to give an 
integral equation linking the surface deformation to the surface load. This model for the 
compliant layer had previously been used by Young but difficulties were encountered 
due to the singular nature of the integrand. Here an alternative formulation of the 
same integral equation, involving the Fourier transform of the pressure, was used and 
all singularities dissappeared in the case of interest, namely v=0.5. 
The model was used to investigate the effects of E and L-1. A scaling analysis 
suggested that E and L-' should have the same effect and this is the assumption of 
the spring models used by previous authors. The results of this chapter show that E 
and L-I do indeed have the same effect in the positive gap and small negative gap 
regimes. However, as the gap becomes increasingly negative the role of the layer depth 
on the meniscus position is reversed and E not L-1 no longer have the same effect. 
The reason for the effect of L upon XD depending on the gap setting was explained in 
terms of layer swelling -a phenomenon that spring models cannot predict as they do 
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not conserve the volume of the layer. As the accurate prediction of XD is essential if 
the results are to be used as a base state for a stability analysis it was concluded that 
spring models were inadequate for a stability analysis. 
The results were compared with the experimental resuts of Cohu, and Magnin (1997) 
and it was found that although the prediction of meniscus position was reasonable, the 
flow rate prediction was much too large. In an attempt to explain these results the 
integral equation was extended to include linear viscoelastic effects and it was found 
that these could reduce the flux by the desired amount whilst having little effect on XD. 
Thus it would appear that the inclusion of viscoelastic terms can explain the difference 
between theory and experiment. This point is important as it demonstrates that the 
compliant layer model used here could be used to accurately predict the performance 
of deformable roll coaters in the laboratory. 
Therefore a model has been developed that is valid over a wide range of Ca and is 
capable of capturing the essential physics (layer swelling and viscoelasticity effects) of 
the compliant la3er. 
129 
Chapter 5 
Deformable roll coating - linear 
stability analysis 
5.1 Introduction 
This chapter considers the linear stability of the flow within a deformable roll coater. 
Whilst this problem has been looked at before (Carvalho and Scriven (1997a), Carvalho 
and Scriven (1999)) each analysis has relied on a spring model to describe the compliant 
layer and as was shown comprehensively in the previous chapter, such models are 
inadequate. It is therefore the aim of this chapter to carry out a thorough linear stability 
analysis of a deformable roll coating system building on the steady state results of the 
previous chapter. 
To model the stability problem accurately, the integral equation of chapter 4 is 
extended to include sinusoidal variations in the lateral direction. The 3-D extension 
complicates the solution procedure developed in the previous chapter, necessitating a 
new scheme that uses complex analysis to evaluate the resulting integral. 
5.2 Governing equations 
In this section the equations that determine the linear time dependent behaviour of a 
small disturbance to the system are formulated. The method is similar to that used 
for the stability analysis of the DIFF bead but the governing equations differ due to 
the added %-ariable of the compliant layer. In order to analyse the linear stability of 
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the system the equations that govern the behaviour of the fluid and the solid in the 
presence of a lateral sinusoidal perturbation need to be developed. As in chapter 3, the 
meniscus position is perturbed: 
xD = xDO + CXD' sin KZe 
ET 
, (5.1) 
where YO is the stead state meniscus position of chapter 4 and 
JýXDIXD01 < 1. To Dy 
make the formulation consistent with chapter 3, XD' is chosen such that XD' = BD12. 
The reader will note that K is used for the kernel in (1.16) and elsewhere thereafter 
and also here for the wavenumber, the intended meaning will be clear from the context. 
The governing fluid equations are similar to those developed in chapter 3 but differ 
due to the deformation of the compliant layer that forms the fluid boundary and so axe 
reformulated below. 
5.2.1 Fluid Equations 
The velocity, deformation and pressure axe written as the sum of the steady solution 
and a small, time dependent and laterally varying perturbation: 
U'(X, Y) sin KZ 
U= UO(X, Y)+Z V'(X, Y)sinKZ e ET , (5.2) 
IV'(X, Y) cos KZ) 
D(X) = DO(X)+eD(X)sinKZe 
r, T (5.3) 
P(X) = P)(X)+e12(X)sinKZe ET , (5.4) 
where 1ý1 < 1. UO = (UO, VO), DO and PI are the steady state solutions found in 
the previous chapter and U' = (U', W, TV), D' and P are the unknown responses to 
the perturbation. As before, it is assumed that the gap between the rolls is small in 
comparison to the effective roll radius so that the lubrication approximation is valid. 
The Navier-Stokes equations then reduce to: 
a a2 
ý7A(po + ay2 
(Uo + ýUl) (5.5) 
(9 (po + ýI>I) = 0, (5.6) OY 
KýP' 
a2 
ýIvl. (5.7) 
ay2 
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Note that aPOli9Z =- 0 and IVO =- 0. The leading order terms give the steady state 
equations of chapter 4 whereas the 0(ý) terms give the equations that determine the 
pressure and velocity perturbations. The no-slip boundary conditions axe 
UR UIY=-D 
UOIY=-DO - ýD'Uyo I-DO + 
WI-DO + 0(ý2), (5-8) 
UR UIY=S 
= UOIY=S + ýUljy=S + 0(ý2), (5.9) 
IVIY=-D, S = EIVIIY=-D, S + 0(ý2)7 (5.10) 
where S= 2Bo + X21R is the undeformed gap width. Having balanced terms of equal 
order, (5.5) - (5.7) can be integrated and (5.8) - (5.10) applied to give the velocity fields 
as 
UO =1 
apo (Y - S) (Y + DO) + UR, (5.11) TIA -5x- 
ul =i 
OP 
(Y + Do)(Y - S) +i 
apo 
D(Y - S), (5.12) T14,57 2M OX 
IV, =1 Kl'(Y - S) (Y + DO). (5.13) 214 
A 2-D mass balance leads to the 2-D Reynolds equation 
d (B03 UO 
+3 
dpOD'B 02 K2B 031V = 1211 UR 
dD' 
+ ED' (5.14) 
dX dx dX 
( 
dX 
where BO =S+ DO, the total gap width at leading order. This equation is similar to 
(3.16) except that the right hand side is non zero due to the change in gap width at 
0(0- 
At this point the problem could be simplified considerably by assuming that D' has 
a negligible effect on the perturbed flow and so removing all terms in the above 2-D 
Reynolds equation that contain it. However, two arguments, set out below, appear to 
support the point of view that D' could play an important role and hence it was decided 
to retain it in the 2-D Reynolds equation and formulate a corresponding mathematical 
model in the following section. 
The first of the 'pro - D" arguments is based on the fact that it appears to be logical 
to assume that 
D'- Do, p, po, (5.15) 
132 
hence the two terms within the first pair of brackets on the left hand side of the 2-D 
Reynolds equation would be of the same order and it follows that the perturbation 
to the layer profile (D') plays an important role in the stability or otherwise, of the 
system. 
A second argument that supports the importance of D' is as follows; the term on 
the right hand side is a squeeze film effect that acts to damp the pressure perturbation 
and so increase the stability of the system. This is simple to understand since a local 
rise/faU in the pressure will lead to the solid deforming so that the local gap width 
grows/reduces which, in turn, gives rise to a decrease/increase in the local pressure 
field due to the squeeze film effect. Therefore the squeeze film effect acts to counteract 
any disturbance in the fluid pressure field. The model for D' derived below is used 
to examine whether these arguments hold true and to determine the significance or 
otherwise of the role played by D'. 
In order to solve (5.14) and find the perturbed film thickness, three boundary con- 
ditions are required. The first of these is simply that the pressure is required to decay 
to ambient far upstream of the nip: 
P(-O0) = po(-O0) + ZI>'(-O0) =0 => 1"(-oo) = 0. (5.16) 
The remaining two conditions are found from perturbing the conditions developed in 
chapter 4 for the pressure at the film split location and the expression for the outgoing 
film thidmess. Equations (4.14) and (4.17) for the pressure drop across the meniscus 
and the outgoing film thidmess are: 
POVDI)): -"'ý - 
't 
0 (5.17) aBD 
and 
H"' = OBDO7 
where a and P are given by 
1 (1 
+1 
dBo 
- 3.88Ca2/3) (5.18) 22 dX 
1.34 (1 + B' Ixo ) Ca2/3 1-D 
(5.19) 
21+3.88Ca2/3 
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The pressure jump condition can be found by perturbing (5.17) as was done in chapter 
3 to give 
, )"(XDO) = 
EDO -Y dBO + 
7r 
-yK 
2 (5.20) 
2 a(BDO)2 dX 
'XDO 
4 
The factor of BD) /2 is due to the choice of XD. The long wave limit has again been 
assumed and as such the factor of 7r/4 in the lateral curvature term has been used in 
this analysis. The perturbed coated film thickness can be found in a similar fashion: 
H" = 0!! DO 
dBo 
(5.21) 
2 dX 
'XDO 
* 
In the formulation of these perturbed conditions a and '6 have been treated as con- 
stants. In chapter 3 it was shown how the kinematic boundary condition balanced the 
fluxes entering and leaving the meniscus region with the rate of change of the meniscus 
position. This can be applied here to give 
S dXD' 
UOIXo dY +f 
DO 
ýU'JxDodY - 2URýH" (BDO - 2H"). (5.22) 
1--D 
_(jY 
D dT 
This leads to 
1 dBO DO 
- PX'lxo BOl -1 PX0 JXo B02D- UR, 6B. 
00 E 
BD 
(BO - 20BDO). (5.23) D T2_p D Z11 D _dX_ 
I 
X0 2 D 
Therefore in the instability problem the kinematic condition becomes an equation for 
the growth rate, E. The boundary conditions have been derived and the governing 
equations for the solid are now developed. 
5.2.2 The solid equations 
In chapter 4 an integral equation was presented that determined the profile of the 
compliant layer from the traction acting on its surface, the equation being derived from 
the plane strain equations of linear elasticity. This formulation was appropriate since it 
was assumed that there was no Nwiation in the physical variables along the rollers. In 
the unsteady case this assumption is relaxed as a perturbation with lateral variation is 
considered, therefore the integral equation is no longer valid and an equivalent integral 
equation, not relying on plane strain assumptions, has to be developed. The author 
was unaware of the existence of such an analysis in the literature and so returned to the 
full 3-D linear elasticity equations in order to develop an equivalent integral equation. 
In this section all viscoelastic terms are neglected. 
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In a 3-D linear elasticity problem there are six independent components of stress 
and in general these can be written in terms of the Maxwell stress functions iDj, 402 
and '%, as follows: 
"2402 a2(Dl a2 192(Dl 192 
ax 
024% 0' 403 'D2 (5.24) 
ay2 aZ2 aZ2 aX2 ay2 9y-2 
82ýý3 a24D2 a2ýý, 
TXY = ayax axaz-, "'Yz ayaz (5.25) 
where ai and -rij represent the normal and tangential components of stress, respectively. 
The uniqueness of the solution is guaranteed if the following compatibility equations 
are satisfied: 
(1 + V)V20, x+ 
02 E) 
eX2 = 0, (5.26) 
(1 + 1, )V2Cry + 
a2 E) 
ey2 = 0, (5.27) 
(1 + V)V2UZ +00 
, 9Z2 = 
0, (5.28) 
n2 
(1 + V)V27YZ +, 
E) 
ayaz - 0, 
(5.29) 
(1 + V)V2 
n2 E) 
rzx +j azax = 0, 
(5.30) 
n2 
(1 + V)V2, rXy +' 
() 
axay = 0. (5.31) 
In line with the perturbation applied to the fluid domain, it is assumed that the stress 
functions have the form, %(X, Y, Z, T) = Oi(X, Y)eET sin KZ, where K is the wavenum- 
ber. As stated before, a general disturbance can be thought of as a sum of these Fourier 
modes and as this is a linear analysis, it is adequate to consider the behaviour of each 
mode independently. The compatibility equations can be rewritten in terms of the 
Maxuell stress functions and then it follows from (5.26) and (5.27) that 
112 
V2 0 K2o2 V2 
02 (. ý01 
+ 1902 (5.32) K5Z-2 Oy2 
)= 
kjX-2 gy2 9X2 
)I 
where 
12 2 
V2 =0-K2. (5.33) K 5X-2 + ay2 
(5-29) - (5.31) combine to give 
V2 
a2 02 
= V2 
a2ol 
KKaXay KKaXIgy7 (5.34) 
V2 
a2 02 
= V2 
a2 03 
KKaX(qy KKaXay. (5.35) 
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Eliminating 01 and 03 from (5.32) leads to 
0 
v2 2 ö2 
02 
_ K402 + 
a4 02 
+ 
2ý02 
0. (5.36) UX- K 
(K 
-ä-y2 aX2,9y2 aX4 
)= 
The Fourier transform of Oj, & is defined as 
00 x 1-00 
Oi(X, Y)e-' dX (5.37) 
and taking the transform of (5.36) gives: 
(2_ W2)V4 K U, 
ý2 
= 0, (5.38) 
where 
v2 
a2 2-K2. (5.39) 
W -W , j-X-2 
The reader will note that w and k play a similax role in this differential operator. 
Solving for ý2 gives 
02 = (A2 + B2Y) cosh(W2 +K 
2)1/2y + (C2 + D2Y) sinh(W2 +K 
2)1/2y. (5.40) 
01 and 03 are determined from (5.34) and (5-36) and can be shown to have similar 
forms to that of ý2. It is found that B, = B2 = B3 and Di = D2 = D3 and as such 
their subscripts are dropped. 
Boundary conditions are imposed on the two surfaces of the solid and are given 
below. The deformable strip is bonded to a rigid base giving the zero displacement 
boundary conditions on Y=0: 
us = vs = TVs = ol 
where Us, VS and IVS represent the displacements in the X, Y and Z directions. The 
S subscripts have been introduced to highlight the fact that the variables relate to solid 
displacements and not fluid velocities that are labelled by U, V and TV elsewhere. The 
stress conditions on the upper surface (Y = -L) of the strip are 
ay = -P(X) sin KZeET 1 
(5.42) 
-r -rxy = Q(X)sinKZeL 7 (5.43) 
Tyz = R(X) sin KZe 
ET 
. (5.44) 
Thus there are six boundary conditions to be satisfied yet there are eight unknown 
constants (B, D, Ai and Ci 1<i< 3). This problem is overcome by substituting 
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the expressions for the Oj's into the transformed compatibility equations which, as 
stated earlier, guarantee the uniqueness of the solution. This leads to the following two 
expressions: 
B= 
W2C I- (W2 + k2)C2 + k2C3 
I D= 
W2 Al - 
(U; 2 +k 2 )A2 +k2 A3 (5.45) 
2(W2 + k2)112(V - 1) 2 (W2 + k2)1/2 (V 
giving, in total, eight equations for the eight unknowns. 
In order to apply the zero displacement and stress boundary conditions they have 
to be cast in a suitable form. The traction conditions (5.42 - 5.44) can be Fourier 
transformed to give 
-P(w) =K 
2ý1 + W2 ý37 (5.46) 
C2(W) = jW'9ý3 (5.47) ay 
A? =K 
'901 (5.48) 
09Y 
The zero displacement conditions are applied by writing the strain in terms of the stress 
(and hence the stress functions) via Hookes law. 
aus 
- 
1 
(0, x - Kuy + Gz), (5.49) ax 0 vs 
OY - 
(uy - Kow + uz), (5.50) 
alvs 
- 
1 (uz - Kux + uy) - (5.51) az i5 
Substituting for the stress components in terms of the Maxwell stress functions and 
then transforming gives: 
iWUS = 
[-02ý3 
+K 2ý2 _V ay2 
(K2ý1 
+ W2ý 3- 
(92ý1 
+ W2ý2 (5.52) qy2 
ýIs 
= 
[K2ý 
+ W2ý, 13-V 
a2 ý3 2ý2 +K- 
2±1 
+ W2 
!ý ý2) (5.53) 
ay2 Oy2 
2ý KII's =+W2-v 
[- 
(qy2 
( 02 ý3 2ý2 +K - Oy2 
2ý1 + W2 +K ý3) (5.54) 
The condition of zero displacement in the X direction can now be imposed using (5.52) 
to gi%v: 
Al = A2 + A3) (5.55) 
whereas (5.41) and (5-54) give 
A3 = Al + 
A2- (5.56) 
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These two relations yield 
A2=0, Al =A3=A, say. (5.57) 
The second component of Hookes law (5.53) integrates to give 
CIK 2+ C3W2 
_ V(W2 
2)1/2 (C _C_C Effs (Uj2 + A-2)1/2 +K 231 
+ (3v - 1)B + (1 + v)(w 
2+K 2)1/2 DY] cosh(w 2+K 2)1/2y 
[AIK2 + A3W2 
_ L, (W2 +K 2)1/2 (A2 - 
A3 
- Al) (Uj2 + K, 2)1/2 
+ (3v - 1)D + (1 + v)(w 2+ K2)1/2 BY] sinh(W2 + K2)1/2y, (5.58) 
and the zero displacement in the Y direction can now be applied which results in 
0= , (W2 +K 2)(Cl -C2+C3)+K 
2C 
I+ W2C3 + (W2 +K 
2)1/2 (3v - 1)B. (5.59) 
Thus there exist two equations, (5.45) and (5.59), linking B and the Ci's which can be 
combined to give 
and 
(1 - 2v)B = 
K2C I+ W2C3 (5.60) (W2 + K2)1/2 
(2 2)1/2 (C _CC). +K 23 
(5-60), along with (5-45), is used to write the stress conditions in the following form: 
[2(U; 2 +K 2)112(V _ 1) cosh wL + (W2 +K2 )LsirlhwL] D 
+ [(2v - 1) 
(W2 +K 2)1/2 sinh wL - 
(W2 +K2 )LcoshwL] B (5-62) 
[(W2 
+K 2)(1 - 2v) sinh wL - 
(W2 +K 2)3/2 L cosh wL] D 
+ 
[(W2 
+K 2)3/2 sinhwL+2(l _ V) (W2 +K 
2) cosh wL] B= Ki? - iwQ- (5.63) 
The equations are solved for B and D and the results, along with (5.60) and (5.61) are 
substituted into the expression for ii. Inverting the Fourier transform then gives 
Vs(-L) = D(X) =1- 
V2 00 K'(X - X)P(X)dX', (5.64) E 
foo 
where 
co (W2 + K2)1/2 2+ n2)1/2 
K'(X) = ReT 
(3 - 4v) sinh 2- 2(w 
((U; 2 + K2) + 2(W2 + r, 2V)2 - (4v - 3) cosh 
2)1/2 
eiLaXIL x- -dw(5 65) ýW2 -+r,, 2)1/2 
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and r. = KL. The 2-D result is recovered by setting r. = 0. The form of the kernel 
function K' is not unexpected as it was noted earlier that w and K play similar roles 
in the transformed differential operators. Note that as in the steady case investigated 
in the previous chapter, contributions from the tangential surface tractions have been 
discarded. Thus the governing fluid and solid equations have been developed along with 
appropriate boundary conditions and the numerical solution method is now discussed. 
5.3 Numerical solution 
The governing equations axe solved using the F. E. method described in chapter 4. As 
before the unknown field variables, D' and P, are represented by quadratic interpola- 
tion functions. Thus in a given element, denoted by e, the pressure and deformation 
are written as 
D'(x) = E, D'ieei (x), I'(X) = E, P'i'Oi (x) (5.66) 
where 1<e<N, i=1,2,3 and the V)i' are the interpolation functions given in chapter 
4. These expressions are substituted into both the integral and differential equations. 
In the case of the 2-D Reynolds equation the residual equations are formed by taking 
a weighted average of the error and then integrating by parts giving: 
c 
ubc (? pje BjO e)3 pki 
ek 
)2 
23 
? Pie + 3Pkoe 
Ook 
Dj" ? Pj' (iPle Bloc ax ax 
)Ixe 
ze 3 aoie ee 
+ 
)k ,,, pe (, pe 7p, eB, Oe)3p,,, 
a0k 
Oe 
OV 
BOe)2 k 7X- +3 Pk' -jX- D; 
e 
2 ge)3.,, /,, ), 
00k 
e +Oje K (V)ýB 12p URDe + EDý ? Pie dx. (5.67) iik -5X- 2 
When the global equations are formed all contributions from the terms in square 
brackets cancel, apart from at the endpoints of the solution domain. At X11 the extra 
contribution is neglected as it is assumed that the pressure gradient decays to zero far 
upstream of the nip. At Xg there is an extra contribution of 
B o3pý + 3PX(ý D'B 02. 
A term proportional to this appears in the kinematic condition (5.23) and so this 
condition can be naturally incorporated. Therefore the extra contribution to RN can M 
be written as 
-12p OBO URBio 
do'? v 
D dX 
Ixo 
D 
02 
EBD (1 - 2,3) 2 
(5.68) 
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The condition that P"(-oo) =0 is incorporated by setting P", =0 and by not assem- 
bling the residual RII into the global equations. 
The final boundary condition to be incorporated is the perturbed pressure drop 
equation: 
Rpd = pjN _ 
BMONODES 
9N d0i' 2 
M2 
(Ct(BNOUMNODES)i 
B' 
dX 
Ixo 
+ -yK (5.69) 
D 
The residuals from the deformation equation now have to be evaluated. The defor- 
mation of the solid surface is calculated from the pressure distribution within the fluid 
via the integral equation (5.64). When the wavenumber is zero the integrand reduces to 
the one encountered in the solution of the steady state problem in the previous cliap- 
ter, the solution of which involved the numerical approximation of several functions 
(C, S and N), given by (4.71) - (4.73). This approach was favourable in the steady, 
case as the functions were defined in such a way that they did not depend on any of 
the parameters of the model and therefore were unchanged in all simulations. Thus 
before any simulations were carried out, the functions were numerically evaluated at a 
set of points and the information stored as a list in a file that could be called upon to 
construct approximate values of the functions using an interpolating routine during the 
simulations. The numerical evaluation of the functions was a relatively expensive com- 
putation in comparison to constructing the approximation from the stored values and 
so only having to create the list once, at the outset, was advantageous. However, in the 
unsteady case considered in this chapter, the equivalent functions would be dependent 
on the value of the wavenumber and so the list would have to be regenerated each time 
the wavenumber changed which would lead to an extremely expensive scheme. 
For the steady case Young (1997) evaluated the kernel function at a set of points 
and stored the information. This information was then used to approximate the kernel 
during the direct integration of (1.16). As mentioned in chapter 4 Young encountered 
problems due to the singular nature of the kernel. An additional problem with applying 
such a scheme here would be that the file containing the values of the kernel would be 
used in an analogous way to the one described above for C, S and N and would suffer 
from the same problem, i. e. it would have to be regenerated for each wavenumber, K. 
A possibility would be to generate a file containing the values of the relevant function 
at a wide range of values of X and K but this was dismissed as the number of points 
140 
needed to adequately cover the required portion of (X, K) space would be prohibitive. 
An alternative procedure for evaluating the integral was thus sought and led to the 
examination of calculating K'(X) via the use of contour integration. 
5.3.1 Evaluation of integral via contour integration 
The analysis is restricted to the use of incompressible materials (v = 0.5) and so (5.65) 
reduces to 
00 sinh 2 (L02 + r. 2)1/2 - 2(W2 + ril 
2)1/2 
iwXIL K'(X) = Re- 2(L,, 2 +re du(ý. 70) 2r 
foo 
(W2 + r. 2)1/2 ((W2 + X2) + cosh . 2)1/2) 
= Re 
00 
I(w; X, r.. )dw, say. (5.71) 2r 
--Oo 
Due to the terms containing square roots, the integrand is multivalued and has branch 
points at w= ±in. In order to carry out the integration, a branch cut is taken to run 
along the imaginary axes between the two branch points as indicated in figure 5.1. The 
branch used here is now defined. Let: 
then 
w- in = r-e'o-, w+ ir. = r+e'o+ (5.72) 
(W 2+r. 2)1/2 = (r-r+ )1/2 ei(o- 
+0+)/2, (5.73) 
and the branch is defined by restricting the range of 0- and 0+ to 
37r 37r 
- <0-< and - -51 (5.74) 222< 
0' 
21 
If! aý(w) >< 0 and XZ0 then the integrand decays exponentially as IwI --+ ±oo. Here 
it is assumed X>0, the case of X<0 is dealt with later. The contour of integration is 
shown in figure 5.1 and consists of six sections C1, C2.... C6. C, and Cs are two straight 
fines lying on the real axis, C2 and C4 are a pair of straight lines lying respectively just 
to the left and right of the cut, C3 is a small circle of radius RB <1 centred about 
in and C6 is a semicircle of radius RA >1 centred about the origin. The integral is 
computed in the limit RA --* oo, RB --' 0- It is clear that the integrals around C3 and 
C6 both tend to zero in this limit. Also the integrals along C2 and C4 cancel which 
leaves only the integrals along C, and C5 and therefore 
lim Idw = lim Idw Idw. 
w 
R, 4-00 RA-co . RB-o 
ICI+C2+---+C6 
RB-0 
fc1 
+c5 
100 
(5.75) 
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Figure 5.1: The contour and cut used in the evaluation of K'. 
Therefore C, + C2 + ... + C6 is a valid choice of contour when 
X>0 and this implies 
that all the poles lying in the upper half plane need to be found and the corresponding 
residues evaluated. 
The poles of the integrand, 1, are located at the zeroes of the denominator, i. e. 
where 
(W2 + X2)1/2 (L02 
2)1/2. 
= ±i cosh + r. (5.76) 
Note that w= ±in do not represent poles of I as both the numerator and denominator 
have zeroes of order one here. Putting 
(U; 2 + r2)1/2 =a+ ib, (5.77) 
leads to the following two pairs of simultaneous equations: 
a=:: F sin b sinh a, (5.78) 
b=± cos b cosh a. (5.79) 
Each pair of simultaneous equations will be considered in turn, starting with that given 
i cosh(W2 + r2)1/2. by the upper sign in (5.78) and (5.79), i. e. the roots of (W2 + N2)1/2 
Rearranging (5.79) gives 
a= cosh-1 
(b)= 
-± 
In 
(b+ F-ýb-2ý 
(5.80) ýo-sb ý-o-sb V ý-O-S2b) ' 
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which, when substituted into (5.78), leads to the following equation for b: 
In 
b 
sin brb2 
( 
Os b+ IDS2 b ()s 2b 
where the fact that sgn (a) = sgn (sinh a) has been used. The reader will note that for 
every value of b that satisfies (5.81), (5-80) implies that there are two corresponding 
values of a of equal magnitude and opposite sign (the special case of a=O is dealt with 
later). These pairs will be represented by a+ and a-, with a± Z 0. Once a and b have 
been found from the above it is possible to find the poles of the integrand from (5.77). 
Putting w=c+ id and substituting into (5.77) leads to 
c2 -d2+k2=a2-b27 (5.82) 
cd = ab. (5-83) 
Eliminating c leads to an equation that is quadratic in d2 which can be solved to give: 
X2 22 2b7 d2 = %, 
+b2-a , 
/(a 
2- 
b2 - K2)2 + 4a (5.84) 
In order for d to be real then the positive square root has to be taken in (5.84). As 
n --+ 0 then it is required that d --* b which indicates that when d is found by square 
rooting the right hand side of (5.84), the sign should be chosen such that 
sgn = sgn(d) = sgn(b). (5-85) 
Therefore, in the case of X>0, the requirement for ! aý(w) >0 is equivalent to looking 
for solutions of (5.81) with b>0. Finally, (5.83) and (5.85) imply that c is given by 
Re(w) = c± = a± 
'1' 
(5-86) 
1d 
where c-± -Z. 0. (5-86) implies that for every solution of (5.81), there exist a pair of poles 
with 'equal and opposite' real part. As the location of poles residing in the upper half 
plane need to be determined then (5.85) implies that all solutions of (5.81) with b>0 
need to be found. There are an infinite number of solutions to (5.81), these are denoted 
by {b,, :nEN, bn+l > bn} and the corresponding a, c and d's are given by an: j, cn. * 
and 4. It can be shown that the residue at cn± + idn, Res(cnj + idn; XIL), is: 
22 bn -1+ b2n tanh 2 (b'n tan a,,, - 2ibn tanh anj Res(cn: 
j + 
idn; XIL) = (1 + b. tan bn)2 + bn2 tanh 2 a,,.,: (5.87) 
x 
Cn± - idn 
e 
(-d+icn, )X/L 
C2 2 n+ 
+ d,, 
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A solution to (5.78) not mentioned so far is a=0 which implies that b= cos b. This 
solution differs from the others as there is only one value of a corresponding to b. 
The values of a, b, c and d relating to this solution are denoted by ao, bo, C() and 
do, respectively. Therefore the residues corresponding to the first pair of simultaneous 
equations given by (5.78) and (5.79) have been found and it remains to find the residues 
that arise from the second pair, i. e. the roots of (w 2+ k2)1/2 +i cosh (W2 +k 2)1/2 = 0. 
The analysis is similar to the previous case, setting (W2 +k 2)1/2 = a'+ W leads to: 
2 12 b' 
Fbl 
OS2 bp 
In -+ ()s 2-1= 
sin b' 
C)s 2 bi -19 
(5.88) 
b' 
FjoS2 
bf 
( 
Zo-s bl 
and a' is given by 
a'= cosh-1 
b' 
± In 
ff b2b, (cosbl) 
=( 
cos bl 
+ 
FýOS2 
e and d' are given by equations of the same form as (5-82) and (5.83). The residues at 
c', ± + id,,, are given by an expression 
indentical to (5.87). Therefore K, via the Cauchy 
residue theorem, is given by 
00 
K'(XIL; k) RfiRes(co + ido; XIL) +iE [Res(cn+ + id,,; XIL) 
n=l 
+Res(e, ', + + 
id,.,; XIL) 
+Res(c, 
-+id,,; 
XIL)+Res(c, ', 
_+id,,; 
XIL)]I X>q5.90) 
The above expression has been calculated for the case X>0. However, (5.70) implies 
that K' is an even function and so the above definition can be extended for all X as 
follows: 
co 
K'(XIL; k) = RjiRes(q) + ido; IXILI) +iE [Res(c, + + id,; 
IXILI)+ 
n=l 
Res(cý+ + id,,; 1XILI) + Res(q, + id,,; 1XILI) 
(5 . 91) 
+Res(cý-+id, ',; jX1Lj)]} VX. 
The location of the poles in the upper righthand quadrant of the complex plane are 
shown in figure 5.2. 
Figure 5.2 reveals that the relationship between a and b is well approximated by 
b= cosha and similarly for a' and Y. (5.80) and (5-89) then indicate that the roots 
144 
200 
%W2 + n2)1/2 
100 
o 0 246 
Re(W2 + X2)1/2 
Figure 5.2: The location of the poles of the integrand found in the definition of K'. * 
represent an+ + ib,, and 0 represent a' + ib! n+ n 
must occur near to cos b=1 and cos b' = 1, i. e. b,, ;: ý-, 2n7r, Mn ; ý:: (2n + 1) r. These 
relationships can be investigated by defining two small parameters, Abn and Abn: 
2nr + Ab and b,, = (2n + l> + Abý, (5.92) 
where lAb,, I, lAb',, l < 1. Substituting these expressions into (5.81) and (5.88) respec- 
tively leads to 
Ab =- 
In 4nr 
+ O(n-1) and Ab,, = 
In(4n + 2)7r 
+ O(n-1). (5.93) 
2nz (2n + l> 
As an,, b,, *, a' and b' are independent of the system variables, they were cal- n± n± 
culated before any simulations were carried out and stored in a file. Now the kernel 
has been evaluated attention is turned to the deformation integral equation in which it 
appears. As quadratic basis functions are being used for the field variables (5.64) can 
be rewritten as 
2NX 
D(X) 
EV 
e3 
K'(X - X') (a,,, + a., 
X' + a,, X*02)dX'. (5.94) 
e=l ei 
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The expression for K' (5.91) was substituted into (5.94) and this allowed the integral 
to be computed analytically in terms of the a's, b's, K and L. As K' was written as 
an infinite sum, so the resulting linear relationship between Pj' and Dj' contains infinite 
sums. However, the sum are well behaved leading to an efficient method. A big 
advantage of this serrd-analytic approach is that the resulting equations are extremely 
robust and all problems relating to singular nature of K' have been avoided. 
The relationship between the 13i and Dj' is described above and as it linear it can 
be expressed in the form 
def 
= Ri Di' - Ki'j I" .71<i, 
j : fý- NUMNODES (5-95) 
The complete set of equations to be solved for is 
Rlub (1.1) 
) 
R= Rdef (u) (5.96) 
Rpd(U) 
and the unknowns to be solved for are 
U"m (A DI 
" 'r 
'211 P31 ***, 
PNUMNODES, D'j, D2,..., DNUMNODESi E)- (5.97) 
The aim is to find the value of the roll speed for which the system is neutrally stable, 
i. e. E= OE/OK = 0. This was achieved as follows. For a given set of operating 
parameters the base flow of chapter 4 was solved for. Following this the perturbed 
equations, described in this chapter, were solved and hence E was found. 9E18K was 
found numerically by repeating the whole process for a slightly different value of K. 
The idea is to perform a Newton iteration on the pair of equations 
S=0, (5.98) 
OE 
0. (5.99) 51-K = 
The parameters being varied were UR and K. This was a computationally intensive 
method but was found to be extremely robust requiring minimum operator intervention. 
The method was tested by computing the critical capillary number Ca,, it, for a 
positive gap regime with E= 1040 and comparing with the F. E. results of Coyle et al. 
(1990d) that relate to a rigid roll coater with a fully flooded upstream inlet. Results are 
shown in figure 5.3 and it is clear that they are in good agreement with the worst error 
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10, 
ca 
13 
i cr, 10 
B IR 
a 
Figure 5.3: Critical capillary number against Bolk Solid line generated by present 
model with E= 10'0.0 corresponds to F. E. results of Coyle et al (1990d). 
being 10%. However, as the gap is reduced the agreement improves and as deformable 
roll coaters operate with narrow gaps the model was thought to be more than adequate 
for predicting the stability of flows found in deformable roll coating. 
5.4 Results 
Under certain operating conditions, a<0Vk and hence the flow is stable to small 
perturbations. However, under different conditions a>0 over a range of k and the flow 
will be unstable to all perturbations that have a Fourier component whose wavelength 
falls within this range. In between these two cases exists the critical case for which 
a<0 for all k except at kit where a(kit) =0 and it follows that 8or(kjt)/'9k = 0. 
The conditions under which this occurs are said to be critical. Results will be presented 
in terms of the critical capillary number, though as will now be discussed below, care 
has to be taken in interpreting the results correctly. 
5.4.1 Interpretation of results 
Although the results below are presented in a nondimensional form, the numerical code 
is written in a dimensional form to aid the transition from positive to negative gaps, as 
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discussed in chapter 4. During the numerical search for the critical capillary number, 
the values of all the physical parameters were held constant, except for the roll speed 
UR which was allowed to vary until the conditions became critical. This is the situation 
most often encountered in the laboratory and in industry, i. e. for a given pair of rollers 
and a given fluid, what is the maximum speed that the system can operate at before an 
instability occurs? Obviously this means that Es = pUIER is not constant along the 
critical curves and so to aid the presentation of results, a new nondimensional number, 
ET, is introduced and is defined as: 
EK 
(5.100) 
It follows from the above discussion that ET is indeed constant on the critical curves, 
even though Ca varies and results from now on will be presented in terms of this number 
where appropriate. Note that Carvalho and Scriven (1999) present results in terms of 
constant ES yet state that larger critical capillary numbers imply a faster maximum 
speed of operation for a given set of rolls. This cannot be inferred directly from their 
results as constant ES for a fixed pair of rollers and fluid implies fixed UR which in turn 
implies that surface tension is the only paxameter that can be varied when searching 
for the critical capillary number. Thus a critical curve with ES held constant can be 
thought of as a curve of critical surface tension, whereas a curve with ET held constant 
can be thought of as a curve of critical roll speed. 
5.4.2 Flow restabilisation 
Figure 5.4 shows a typical solution curve as the gap setting passes from positive to 
negative. A curve for an equivalent pair of rigid rolls is shown for comparison. It is 
clear from the figure that as the gap decreases from large and positive, the critical 
capillary number falls, in line with the rigid roll results. However, as the point of 
transition from positive to negative gap is approached, the critical capillary number 
relating to the deformable roll pair becomes less sensitive to the gap setting whilst 
the critical capillary number relating to the rigid pair falls dramatically. Therefore, 
a deformable roll pair are substantially more stable than an equivalent rigid roll pair 
at the same small positive gap setting. When the gap width becomes increasingly 
negative the critical capillary number actually rises, a result not predicted by the work 
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Figure 5.4: Critical capillary number against Bolf? both a deformable (-) and rigid 
roll (- -) coater. 
of Carvalho and Scriven. Thus at certain speeds of operation, the flow will be stable 
for a large positive gap, destabilise as the gap is narrowed and becomes negative and 
then restabUises for sufficiently negative gaps. 
5.4.3 Comparison of effects of E and L 
Figure 5.5 shows critical capillary number curves for several different values of ET. In 
the regions where the deformable layer plays a roll in the physics of the problem, i. e. at 
negative gap settings and for small positive gaps, there is an appreciable difference in 
the critical curves for different values of Eýr. This is not unexpected since as ET -+ 0, 
the behaviour of the compliant roller approaches that of the equivalent rigid roller and 
as has already been seen previously, the critical curves of rigid and deformable rollers 
are quite different. Thus decreasing the Youngs modulus of the compliant layer will 
increase the stabi lity of the corresponding coating flow. 
In the previous chapter, the similarities and differences between the roles of E-1 
and L were examined in detail. A major motivation for this was to see whether the 
similarities predicted by simple scaling arguments and implicitly assumed by the spring 
models of other workers were valid. The conclusion drawn from steady state results was 
that such spring models could never reproduce the physics of the problem in sufficient 
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Figure 5.5: Critical capillary number against Bolf? for different values of ET. LIR 
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detail to give results that were qualitatively correct, nevermind quantitativily correct. 
The reader is reminded that such spring models found favour due to their simplicity 
and hence ease of use in formulating models to predict the stability of deformable roll 
coating systems. In the following section the effect of LIR on the critical capillary 
number is examined and compared with the results of the previous section in order to 
determine whether the conclusions of the previous chapter carry through to the stability 
results. 
Critical capillary curves for a range of values of LIR are shown in figure 5.6. Again, 
for large positive gaps, all curves follow that of the rigid roll equivalent. For small 
positive and negative gaps it can be seen that deeper layers afford more stability than 
their shallower counterparts and therefore, in this region L and E-1 have the same 
qualitive effect on the stability of the system. However, as the gap becomes more 
negative, the differences between the critical curves corresponding to differing values 
of LIR reduce and if the gap is increased in magnitude still further, the critical curves 
actually intersect and the systems with shallow layers become the most stable. Hence it 
is not possible to make a general comment such as 'deep layer systems are more stable 
than shallow systems' since the results are dependent on BO. This is clearly not the case 
when the effect of ET is considered and so, as in the previous chapter, the conclusion 
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is drawn that L and E-1 do not have the same effect throughout parameter space and 
hence the use of spring models to predict the stability of the system is invalid. 
The question of why L and E-1 have different effects remains open. The answer 
can be found in chapter 4 where the steady state results were presented. It was shown 
that L and E-1 have a similar effect on the flow rate yet differ in their effects on XD 
and this is the key to why they differ in their respective effects on the stability of the 
system. The role of XD and layer swelling in the determination of the stability of the 
system can be understood via the stability hypothesis (1.19). The S. H. states that the 
flow is stable iff 
dPO 1! BO 
< ýý2 x (5.101) dX 
Jxo 
0 dX 
DD 
1XD 
This can be rewritten using (4.9) and (4.17) to give 
B 02 
dPO 
= 12Ca 1-1.34 
Ca2/3 
-3 
(1 
+ 
! 
Bxo Jxo < 
dBO 
(5.102) D dX X0 1+3.88Ca2) 2D dX o D D XD 
which in turn gives 
12Ca 1-1.34 
Ca2/3 
_) < 
(1 
+11.34 
Ca2/3 
_) 
dB 
(5.103) 
1+3.88Ca2/3 21+3-88 Ca2/3 dX 
1XD 
* 
This relationship reveals how the gap gradient affects the stability of the meniscus - 
increase the gradient and the flow will become more stable. In the cases studied here an 
increase in XD led to an increase in the gap gradient due to the rigid roll contribution. 
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Therefore an increase in XD will lead to a more stable system. The true significance 
of figures (4.10) and (4-12) is now evident as they show that increasing E decreases 
XD for all values of BO whereas the situation for variable L is dependent upon BO. For 
small negative gaps increasing L leads to an increase in XD but for large negative gaps 
the reverse is true. This ties in exactly with the stability results that show increasing 
E decreases stability for all BO whereas the results for varying L depend upon BO with 
deeper layers being more stable at small negative gaps and less stable at large negative 
gaps. 
5.4.4 The relationship between Ca, it and H' 
As was stated in the outset of this thesis, the industrialist is concerned with both the 
thickness and the uniformity of the outgoing film. Hence a convenient way to present 
the stability results is to plot the critical capillary number against H1. This is shown 
in figure 5.7 for various values of ET. It is clear that for a given value of H1, the critical 
capillary number increases as ET increases and therefore the speed of the process could 
be increased by softening the compliant layer. 
Figure 5.8 shows the results when ET is fixed and LIR varies. As the layer is deep- 
ened the critical capillary number rises but the results indicate that this relationship 
has a pratical limit as the difference in the stability curves for Llf? = 0.1 and 0.2 are 
152 
10- lo- lo- 
Id 
Ca. 
lo 
U-1h 
Figure 5.8: Critical capillary number against Hx'1A for different values of LIT?. ET 
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similar. This effect is studied in more detail by fixing Bolf? and plotting Ca, it against 
LIR. The results are shown in figure 5.9 and it can be seen that the deeper the layer 
the less sensitive Cait is to it. 
5.4.5 The relative importance of D' 
In section 5.2.1 arguments were presented to justify the inclusion of the perturbations 
to the deformable layer, D' and it was suggested that these could play a significant role 
in determining the stability of the system. The inclusion of the deformable layer per- 
turbations added considerably to the complexity of the model as the integral equation 
representing the deformation had to be solved simultaneously with the 2-D Reynolds 
equation and so if it could be shown that these perturbations could be neglected legit- 
imately, the resulting set of equations would be considerably simplified. The effect of 
D' on the results was examined by retaining the correct value of ET in the steady state 
calculations but letting E -+ oo in (5.65) Figure 5.10 shows critical capillary number 
against Bolf? curves both with the correct value of E (i. e. the value used to obtain the 
steady base flow results) and with a much larger value. In the figure little difference 
can be seen between the two sets of results and the maximum difference found over the 
range of Bolf? covered is 2% and from this it is inferred that it is legitimate to neglect 
the D' terms. This result indicates that the reasons presented earlier for the inclusion 
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of D' are false and the reason why is now explained. 
11 is caused by the disturbance to the meniscus and so is balanced by the capillary 
pressure caused by the perturbed meniscus. As was seen in the steady state results for 
positive gaps, a pressure of this magnitude was not sufficient to produce a significant 
roll deformation and the same occurs here - the pressure generated by the perturbation 
to the meniscus location is insufficient to deform the compliant layer and hence D' can 
be neglected. 
The fact that D' can be neglected has significant consequences for any stability 
analysis as it implies that a model for the deformation of the compliant layer need only 
be included in the base state calculations and only the fluid equations need be retained 
for the solution of the perturbed quantities and the growth rate. Therefore the work 
of Carvalho and Scriven in using a plain strain model to calibrate a spring model that 
was then used to model both the base and perturbed states in a stability analysis was 
unneccesary - better results could have been obtained by using the plain strain model 
to calculate the base state and then solving the perturbed fluid equations with the 
solution domain being provided by the base state results. 
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coelastic terms included. Llf? = 0.2, ET = 10-5. 
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5.4.6 Viscoelastic effects 
As it has been shown that D' can safely be neglected, the effect of viscoelastic phenorn- 
ena on the stability of the system can be determined by making use of the viscoelastic 
model introduced in chapter 4. 
In chapter 4 it was shown that the difference between theory and experiment could 
be explained by introducing viscoelastic effects. The same values were used in a stability 
analysis and the results are shown in figure 5.11 along with the equivalent elastic results 
and the figure reveals that the viscoelastic terms have little effect. At first this seems to 
contradict the findings of the previous chapter that showed how the viscoelastic terms 
could play a significant role but those results were presented for Ca = 1. However, 
the critical capillary number in the negative gap regime is 0(0.1) implying a roll speed 
one tenth of that used to generate the results of the previous chapter. The viscoelastic 
terms are proportional to TUR and TUR and therefore a ten fold decrease in UR 
results in viscoelastic terms one tenth the size as those encountered in chapter 4. 
It is expected that an increase in De would result in the viscoelastic terms playing 
a role in the system's stability but further investigation into this was beyond the scope 
of this thesis. However, the important point is that the FSM has been successfully 
extended to include viscoelastic terms and this model, due to the valid neglect of D', 
can be used to study the stability of such systems. 
5.5 Summary 
In this chapter the stability of the flow in a forward deformable, roll coater was analysed. 
The model of chapter 4 was used to provide base states for a linear stability analysis. 
The perturbed fluid equations gave rise to a 2-D Reynolds equation but the form of 
this equation differed from the 2-D Reynolds equation of chapter 3 as it included terms 
due to the perturbation of the compliant layer. The elastic version of the integral 
deformation equation of chapter 4 was extended to include sinusoidal lateral variations. 
The boundary conditions imposed at the meniscus were the long wave limit of the 
conditions developed in chapter 3. 
As in chapter 4, a finite element method was employed to solve the governing equa- 
tions though the fact that the integrand of the integral deformation equation depended 
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upon the wavenumber would have meant that any numerical scheme that handled the 
integral equation in the same manner as chapter 4 would have been computationally 
expensive. This led to the form of the integral containing P, rather than P being used 
and the kernel, also defined through an integral, being evaluated via complex analysis 
techniques. 
Results were presented in the form of critical capillary number verus gap width. 
For large positive gaps the system behaved like a rigid roll system. As the gap width 
was decreased the critical capillary number fell. As the transition to negative gaps was 
approached it was found that Ca,, it became less sensitive to the gap width and in fact 
as the gap became increasingly negative Ca, it increased. This flow restabilisation has 
not been reported before. 
It was found that for positive gaps E and L-1 played a similar role but for large 
negative gaps the role of L-1 was reversed. This was linked to the effect of L-1 on the 
steady state meniscus position via a stability hypothesis. 
Results of Cait against HOO reveal that a given film thickness can be coated faster 
with softer deeper layers. The effect of the deformation perturbations was examined 
and it was found that they play a minor role. Thus an accurate picture of the system's 
stability can be obtained from solving the layer deformation equations in the steady 
state only and this approach enabled the viscoelastic model of chapter 4 to be briefly 
looked at. 
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Chapter 6 
Conclusions and suggestions for 
further work 
6.1 Conclusions 
The aim of this chapter is review the main results of this thesis and make suggestions 
for further work. 
Chapter 1 presented a review of the relevant literature. It was demonstrated how 
lubrication theory has been applied to the modelling of roll coating flows and special 
attention was given to reviewing the various boundary conditions that have been used 
to terminate the flow domain. 
In chapter 2 the two dimensional steady base state solutions of the DFF bead found 
in multiple roll coaters were studied. It was found that the leading order Landau Levich 
conditions that have been employed successfully in related problems were inadequate 
in this case. A matched asymptotic analysis confirmed the leading order corrections 
suggested by Reinelt and it was found that these small terms could play a significant 
role. The small terms were able to play a large role because in the DIFF, it is possible 
that the difference in the radii of curvature of the two menisci (and hence the difference 
in the pressure drop across each interface) is of the same order as the small correction 
terms. The asymptotic analysis also gave a solution for the menicus profile in the case 
of unequal roll speeds. 
The influence of the small correction terms is greatest at the critical value of S, S,, 
beyond which no steady two dimensional solutions exist. The critical phenomena of 
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bead break was associated with S,, and this was supported by a stability hypothesis that 
predicted the upstream meniscus to be neutrally stable and therefore the inclusion of 
the small terms is vital for an accurate prediction of the limits of operation of a multiroll 
coater. It was shown that as the returning film fraction approached one, the system 
is finely balanced between a system that is susceptible to bead break as S is increased 
and one that is susceptible to flooding as S is increased. The value of the flux at the 
predicted point of flooding was in good agreement with experiment and numerical work. 
Regions of parameter space were also found where the stability hypothesis predicted 
two stable 2-D steady states. 
As the returning film fraction was reduced to zero, the correction terms at the upý- 
stream meniscus allowed the HOXI DFF model to give results in qualitative agreement 
with experiment for the SFF bead. 
Chapter 3 presented a linear stability analysis of the DFF bead problem. The 
asymptotic framework of chapter 2 was used to study the relationship between the pres- 
sure drop across the meniscus and the wavenumber of the disturbance. This analysis 
revealed the link between two distinct and often used forms of the boundary condition. 
The turning points of the x,, solution curves had been predicted by the stability hy- 
pothesis to correspond to states with upstream menisci that were neutrally stable with 
respect to 2-D disturbances and this was confirmed by the linear stability analysis. The 
linear stability analysis confirmed that there are regions of paremeter space where two 
stable steady states exist. The linear stability analysis also predicted the occurence of 
ribbing on the downstream meniscus under certain conditions. 
In chapter 4 the steady base state solutions of a forward deformable roll coater were 
examined. The boundary conditions of chapter 2 were extended to cover a wide range 
of Ca and results were in excellent agreement with F. E. predictions in the literature. 
The compliant layer was model was based on a linear plain strain model previously 
used by Young (1997) and was extended to include viscoelastic efffects. The effects 
of E and L-I on the field variables were studied and revealed that they do not have 
the same effect on the meniscus location in the negative gap regime. This was an 
important result as the widely used spring models make the assumption that E and 
L-1 have identical effects on the system. The reason for this difference was shown to be 
caused by layer swelling at the edge of the contact region -a phenomena that cannot 
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be reproduced by spring models as they do not preserve the volume of the layer. 
The effects of the viscoelastic terms were briefly looked at and it was seen that they 
could be used to explain the difference between theoretical predictions and experimen- 
tal measurements. However, an exact comparison between theory and experiment was 
ruled out as the compliant layer used in the experiments had not been fully charac- 
terised. 
The stability of the deformable roll coater was analysed in chapter 5. Lubrication 
theory was again used to model the flow and the boundaxy conditions of chapter 4 
were perturbed. The integral equation that was used to describe the compliant layer 
in chapter 4 was extended to include sinusoidal lateral variations and the kernal of the 
resulting integral equation was evaluated using a complex analysis and this led to an 
efficient and robust numerical scheme. 
The validity of the model was confirmed by testing it against rigid roll results 
available in the literature and good agreement was found. 
The model was used to investigate the effect of E and L-1 on the stability of the 
system. For positive gaps the results it was found that E and L-1 had the same effect. 
However, for negative gaps the role of L-1 was reversed and this was explained in terms 
of the effect of L-1 on the steady state meniscus location. The model also showed that 
a given film thickness can be coated at a faster rate with softer deeper layers. 
The role of the deformation perturbations was shown to be negligible and this had 
the important implication that the solid equations only needed to be solved for the 
steady state base flow. The effect of the viscoelastic terms was briefly investigated but 
the results were inconclusive. 
6.2 Suggestions for further work 
The analysis of the DIFF bead provided some interesting and unexpected results and 
it would be interesting to try and confirm the results via computations. Of particular 
interest would be a detailed computational analysis of the turning points to investigate 
how accurately these are described with the leading order corrections. An experimental 
program would be of interest as well. The transition from bead break to flooding could 
be investigated as could the meniscus profile - all with aim of proving or disproving the 
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theory. 
A nonlinear stability analysis could reveal if the system can can realign itself from 
state to another in the regions of parameter space where multiple states were predicted. 
The analysis may also reveal the form of the disturbance on the downstream meniscus 
- whether it is ribbing or some more complicated time dependent disturbance. 
For the deformable, roU problem the most useful avenue of work would be to carry 
out an experimental program, with the accurate characterisation of the compliant layer 
paramount. This would be of great use to anyone trying to develop usful models as 
currently there is a lack of information on the properties of the layer. 
In both coating flows considered in this chapter the effects of inertia and gravity 
could be explored. In addition both systems can be run in the reverse mode and 
currently little work has been done on either system in this mode, inparticular the 
deformable roll coater. 
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