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Abstract
Unmanned ground vehicles need accurate sensors to detect obstacles and map their surroundings. Laser-
based distance sensors offers precise results, but 3D off-the-shelf sensors may be too expensive. This paper
presents a 3D sensing system using a 2D laser sensor with a rotation system. Point cloud density analyses
are presented in order to achieve the optimal rotation speed depending on the vehicle speed, distance to
obstacles, etc. The proposed system is able to generate real-time point clouds, detect obstacles and produce
maps, with high accuracy and a reasonable price (less than 5, 000 USD).
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1. Introduction
During last decades, the interest in autonomous
and semi-autonomous vehicle navigation is in con-
stant growing. One main application of au-
tonomous vehicles is the transport of humans or
goods in conventional roads, but autonomous nav-
igation for UGVs (Unmanned Ground Vehicles) in
off-road environments is being also researched by
many groups around the world [1, 2]. Unmanned
vehicles can be used to explore or map dangerous or
unachievable environments by humans. These vehi-
cles are based on sensor measurements to detect ob-
stacles, objects and other environment information
to navigate and create models of that environment.
Therefore, navigation is a multidisciplinary topic
which involves, among others, environment sensing
and path planning studies.
Navigation and environment sensing and map-
ping concepts are not exclusive for unmmaned
ground vehicles but also for UUV (Unmanned
Underwater Vehicles) [3, 4] and UAV (Unmanned
Aerial Vehicles) [5, 6]. A basic component of any
unmanned robotic vehicle is the acquisition of exte-
roceptive models of the environment. The achieve-
ment of environment sensing is becoming closer due
to the high variety and improvements of the tech-
nology. Nowadays, many acquisition systems carry
out a sensor fusion approach, which uses different
sensing methods to increase the accuracy of the pro-
cess. This sensor fusion can be performed at differ-
ent abstraction levels, for example, sensor raw-data
level or features level (for example, detection of the
obstacle contour) [7, 2]. Sensor fusion can be also
applied for indoor navigation [8].
After the acquisition system is defined, naviga-
tion should be taking into account. In the liter-
ature, many works about unmanned vehicle and
robot navigation can be found [9, 10, 11]. Naviga-
tion can be based on previously acquired maps, but
also mapless navigation can be performed, which is
usually necessary in outdoor unstructured environ-
ments.
The main goal of this paper is to describe the
design of a 3D sensing system for off-road UGVs. A
variety of vehicle sensor systems based on different
technologies can be found in the literature. These
technologies are based on different data acquisition
models, which will be briefly explained here:
1.1. Ultrasonic based systems
These sensors are based on the time of flight con-
cept: The ultrasonic waves are emitted, bounced
against the objects, and returned to the system.
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• Easy configuration of the desired angular aper-
ture, dismissing the kind of data that is not
desirable to process.
• Fast data processing.
• Lower rate of false positives than other systems
[21].
Navigation for UGVs needs a 3D sensing system.
The main problem with 3D LIDAR systems is that
they are too expensive (around tens of thousands of
USD). Another more economic approach, as it was
explained before, is to use a 2D LIDAR sensor and
add to it an additional external rotation.
This paper shows how to add this rotation ca-
pability to an off-the-shelf 2D sensor. Besides, the
paper shows different theoretical studies in order to
choose the optimal rotation speed. And finally, the
paper shows experimental results.
The rest of the paper is organized as follows. Sec-
tion 2 describes the sensory system based on a LI-
DAR approach. Section 3 shows theoretical studies
including optimal rotation speed, minimum obsta-
cle size to be detected, etc. Section 4 shows the
experimental results of the proposed sensory sys-
tem. Finally, conclusions are given in section 5.
2. Description of the proposed system
A sensory system is composed of a sensor and a
processor to gather all the acquired information and
build point clouds of the 3D ranging data. Many
studies have been done about obstacle detection
and avoidance in outdoor environments, for exam-
ple [1], in which many LIDAR sensors can be found
in a vehicle.
The requirements of an outdoor sensory system
are:
• IP (Ingress Protection): The system must be
protected against dust and water, as it will be
used in outdoor environments. The sensory
system must have at least IP 66: Protection
against dust and heavy water showers [22].
• Range and aperture: The chosen LIDAR sen-
sor must have a forward measurement range of
tens of meters and a customizable aperture of
at least 180 degrees, in order to get a clear per-
ception of the environment. Data acquisition
of the vehicle front area is specially important
because it must be done in real time.
• Accuracy and angular resolution: The sensory
system must have an accuracy that allows ob-
stacle detection and avoidance with its data
near the vehicle.
• Light intensity: The system must support a
light intensity of 100 klux in order to support
operation under direct light of the sun.
• Scanning speed: The sensory system should
provide fast data acquisition so that it can pro-
cess and detect obstacles in real time.
• 3D maps generation: The chosen system
must be able to acquire and export three-
dimensional measurements of the environment
in real time in order to generate maps.
Besides, the 3D sensoring system will eventually
be applied to navigation of an off-road vehicle. It
will support automated decision-making in unstruc-
tured environments using data post processing al-
gorithms.
After considering all these engineering require-
ments, a system based on a 2D laser sensor with
a rotating platform is proposed. It is worth to
mention that the strategy used in this sensory sys-
tem has been previously used in other applications
[23, 24, 25, 26]. The difference in this case is the
laser directionality configuration, the rotation data
treatment and its incorporation into a vehicle in
order to get a semi-autonomous navigation.
A LIDAR sensor, as it was shown in Fig. 1, emits
a laser beam, which is focused to a controlled point
by the action of a rotating mirror. When the laser
beam bounces in any object, its reflection can be
detected with a laser receiver installed in the same
sensor. The distance can be inferred applying a
time-of-flight approach [14], as it is also used for ul-
trasonic based systems. When a beam is emitted,
a clock counter can be triggered and a reception
event stops that counter, see Fig. 2. The time-
of-flight can be easily translated to distance taking
into account the speed of light, which is not de-
pendent to temperature and humidity. However, in
this case, the speed of the laser is much higher than
the speed of sound, so more accurate electronics
are involved. Another approach is the phase-based
measurement, in which the difference between the
phases of the transmitted signal and the received
signal are compared, as the phase of the transmit-
ted signal is shifted when an obstacle is reached.
3


In Fig. 8 the obtained laser geometry at differ-
ent rotation speeds is shown, where the axis of ro-
tation of the sensory system is centered on the axis
center of coordinates. The figure represents a 2D
projection of the curved sensed data, which is eas-
ier to analyze. In this projection, the horizontal
axis represents width distance and the vertical axis
represents height distance both in meters.
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Figure 8: Laser coverage with several rotation speeds for 1
second
For the data analysis, meshing techniques using
simulated data have been used to observe the mesh
point density generated by the laser at different ro-
tation speeds. To accomplish this, it is necessary
to define the minimum cell size taking into account
that every cell should have one sensed point.
The following studies will analyze the perfor-
mance of the system with several sensor apertures
(linear and angular aperture), and under different
rotation speeds, etc.
3.1. Analysis of the curvature of the laser beam 30
meters away: Static conditions
The external rotation causes the linear laser
beam to curve in the measuring space. By continu-
ously updating measured data along linear horizon-
tal and vertical apertures a coverage pattern con-
taining the curved readouts can be studied. Homo-
geneity is desirable to ensure the sensory system is
able to detect geometry features accurately enough
in the area of interest.
In Fig. 8 successive full laser scans are shown,
corresponding to one second of simulation. Also
it can be seen the distortion suffered by the rota-
tion of the laser at different speeds. The objective
is to analyze the coverage patterns of laser sweeps
depending on the revolutions per second. In this
figure, a maximum distance of 30 m in front of the
laser can be observed, while the lateral and vertical
coverage is delimited by the maximum aperture of
the sensor. Applying the calculus seen in Fig.7, the
linear aperture at 30 m, with an angular aperture
of 270◦, is ±70.69 m.
In the previous figure it can be seen that, as the
rotation of the system is increased, the laser scan-
ning is more curved. This curvature is produced
when the rotation speed of the external motor is
close to the internal motor speed of the LIDAR
laser. An interesting fact is that homogeneity of the
data is lost at 5 RPS and above, because each scan-
ning suffers too many distortions to obtain accept-
able density points, so dead zones appear. There-
fore, the homogeneity of the data is lost above 5
revolutions per second, in which each laser beam
is too distorted to get an acceptable point density.
Fig. 9 shows two consecutive laser beams at differ-
ent speeds between 5 and 8 revolutions per second.
At 5 revolutions per second, the sensor would turn
90 degrees in 0.05 seconds, that is two laser scans
(every laser sweep lasts 25 ms).
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Figure 9: Two consecutive laser beams with several rotation
speeds above 5 RPS
3.2. Point cloud coverage density at varying veloc-
ities
To better observe the relationship between point
density and rotation speed, a constrained linear
aperture has been chosen. The chosen linear aper-
ture is ±20 meters in horizontal axis and ±5 meters
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Table 1: Meshes (in meters) with different angular apertures
Angular apertures
180◦ 90◦ 45◦ 30◦
1 RPS
30 m 1.6*1.6 1.6*1.6 1*1.5 1*1
20 m 2*1.5 1.5*1.5 1*1 0.8*0.8
10 m 2*2 0.9*0.9 0.5*0.5 0.3*0.3
5 m 0.8*0.8 0.3*0.3 0.2*0.2 0.1*0.2
3 RPS
30 m 1.6*1.4 1.6*1.4 1*1.5 0.8*0.8
20 m 2*1.7 1.6*1.6 0.7*0.8 0.4*0.5
10 m 1.7*1.7 0.9*0.9 0.4*0.3 0.2*0.2
5 m 0.8*0.8 0.3*0.4 0.2*0.1 0.1*0.1
4 RPS
30 m 1.6*2 1.6*2 1.1*1.5 0.8*1
20 m 2*1.5 1.7*1.7 0.7*0.9 0.5*0.7
10 m 2.5*2 0.9*0.9 0.4*0.4 0.3*0.3
5 m 1*1 0.3*0.5 0.2*0.2 0.15*0.15
5 RPS
30 m 1.6*2 1.6*2 1.6*2 1.3*1.3
20 m 2.3*1.8 1.5*1.6 1.1*1.3 0.9*0.1
10 m 2.5*2.5 0.8*0.9 0.6*0.6 0.5*0.4
5 m 1.5*1.5 0.3*0.5 0.27*0.4 0.2*0.31
in vertical axis. This aperture includes the most im-
portant region (front area) for a semi-autonomous
navigation in a mobile vehicle system with non-
holonomic constraints. Restricting the aperture,
the cell size is smaller but the chosen aperture is
sufficiently big to sense the desired environment.
The cell size is smaller because there is high redun-
dancy in front the of the vehicle, so it is easier that
a sensed point is in every cell.
With this configuration, a mesh has been accom-
plished with a restriction: every single cell will have
at least one sensed point. In Table 1, it is repre-
sented the simulated meshed values, in meters, for 1
second simulation with different angular apertures
(180◦, 90◦, 45◦ and 30◦) and four rotation speeds.
As an example of these results, for 5 m away and
1 RPS, the minimum cell size for an aperture of 180
degrees is 0.8x0.8 m. The table shows that at lower
speeds, the minimum cell size is smaller, obtaining
a better mesh. However, it can be seen that lower
speeds do not imply better results. For example,
with an aperture of 30 degrees, all the cell size for
3 RPS are better than the results for 1 RPS. As
it can be seen, the minimum cell size for 5 m, 180
degrees is equal with 1 and 3 RPS. This is because
an angular aperture of 180 degrees covers a big area
around the sensor but, as it was explained before,
the linear aperture is limited to ±20 and ±5 meters
in horizontal and vertical axes respectively.
With these results, it can be seen that there is not
a linear relation between speed rotation and mini-
mum cell size. Therefore, a complementary study
is required to select the optimum rotational speed
in each case, depending on the vehicle speed and
the required point density.
3.3. Analysis under dynamic conditions
In a dynamic case, a vehicle has to maintain a
guaranteed density reading capability according to
vehicle speed and realistic obstacle behavior. Sen-
sor dynamics can thus be adjusted on the fly to
meet desirable detection conditions. Therefore, the
speed of the vehicle has been taken into account in
this section.
Knowing the speed of the vehicle and the time
that it gets to stop, it can be estimated the maxi-
mum detection time to avoid the obstacle and con-
sider the minimum rotation speed necessary to de-
tect it. The minimum rotation speed has to permit
to obtain points in all regions defined in the time es-
tablished. As the chosen sensor has an aperture of
±135◦ (Fig.3), only 180 degrees rotation is needed
to sense all the space around the vehicle. The re-
sults for a vehicle speed of 11 m/s can be seen in
Table 2. In the table, it can be seen different dis-
tances to an obstacle, and the minimum rotation
speed to sense points around all vehicle of the en-
vironment.
In Fig. 10 it is shown an example of verification
of these minimum values of rotation (see Table 2),
in which it can be seen all laser scans accomplished
for 0.27 seconds, which is the time until detection
(see Table 2), and the mesh generated at each speed
of rotation.
Table 2: Time until detection at 11 m/s
Obstacle Real distance Time until Minimum
distance to detect the detection RPS
(m) obstacle (m)
6 1 0.09 5.555
7 2 0.18 2.75
8 3 0.27 1.85
10 4 0.45 1.11
Simulation results show that at 3 RPS the system
is able to obtain data from all regions while at 1.8
RPS it has not turned round enough and, therefore,
it has not obtained data from all regions. Rotations
above 3 RPS obviously sense all the regions, but the
minimum cell is increased.
The selected meshes in Fig. 10 appear in red
(±20 m horizontal and ±5 m vertical), and they
are going to be adjusted as it was explained before.
Table 3 shows the minimum cell size at different
rotation speeds. The worst case is considered in
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Figure 10: Scans at different rotation speeds with time until
detection (speed vehicle: 11 m/s)
this table, so the vehicle is considered to be mov-
ing at 11 m/s without any previous data of the
sensory system. This situation is more restrictive
than a typical real case, because in real situations
the sensory system will create point clouds around
the vehicle before any move, and it will have some
knowledge of the obstacles around. But this theo-
retical assumption is valid for the case that a dy-
namic spurious obstacle may arise in a given time.
Table 3: Minimum cell size at different rotation speeds
(speed vehicle: 11 m/s)
Min. mesh (meters) (±20 m,±5 m)
RPS Horizontal axis Vertical axis
1 >7 >7
1.8 6 6
1.9 4.3 4.3
3 5 5
3.9 4.5 5
4.9 4.5 4.5
5.9 4.5 4.5
Table 3 shows that the minimum cell size at one
revolution per second is too big. This is normal
as the minimum RPS to cover all the environment
in 0.27 seconds is 1.85 RPS (see Table 2). It can
be seen that the best result is obtained at 1.9 RPS
(above 1.85 RPS) but it does not improve as the
rotation speed increases.
Another case of study has been considered, with
lower vehicle speed, so there is more time to de-
tect any obstacle. This leads to get more data and
therefore the minimum cell size is improved. The
results can be seen in Table 4 and 5.
It can be seen again that once the minimum ro-
Table 4: Time until detection at 8.33 m/s
Obstacle Real distance Time until Minimum
distance to detect the detection RPS
(m) obstacle (m)
6 3.19 0.3823 1.3
7 4.19 0.5023 1
8 5.19 0.6223 <1
Table 5: Minimum cell size at different rotation speeds
(speed vehicle: 8.33 m/s)
Mesh (m) (±20 m ±5 m)
RPS Horizontal Vertical
1 2 2
1.8 2.3 2.3
3 2.5 2.5
3.9 2.5 3.5
4.9 >4 >4
5.9 >>4 >>4
tation speed is overtaken (<1 RPS in this case),
the mesh is not improved if the rotation speed is
further increased. Besides, it is important to notice
that high rotation speeds involve bigger error in the
encoder reading and the synchronization between
the encoder data and the laser data. After several
additional simulations, it can be deduced that the
best mesh is obtained with the minimum rotational
speed which assures to sense once all the region
around the vehicle. This conclusion may conflict
with the idea that the faster the laser turns, the bet-
ter redundancy and data acquisition environment
are obtained.
This knowledge has been used to determine sen-
sor rotation speed to achieve a minimum detectable
obstacle size for a certain vehicle speed in an area
of interest of the road.
3.4. Minimum detectable obstacle and sensor loca-
tion
Location of the sensor is also important as it will
influence the optimal density area along the center
of its workspace. The place chosen for installing the
sensory system is near the bumper of the vehicle,
it is has been set at 1 m above the ground and
with a slight down tilt to get maximum surface data
density at the road level in front of the vehicle.
Angle of inclination has been chosen to allow de-
tecting an obstacle of 10 cm high and 10 m away
from the vehicle, so high point density has been fo-
cused at 10 cm from the ground and 10 m away.
The tilt angle was calculated to achieve that objec-
tive, so it has to detect a conventional curb or step
10 cm high.
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Table 6: Comparison between the proposed system and Velodyne HDL-32E
Proposed system using Hokuyo RLS-30LX Velodyne HDL-32E
Horizontal and Vertical Field Of View 360◦ x 270◦ 360◦ x 41.3◦
Laser Line Resolution 0.25◦ No line
Laser scanner Hokuyo UTM-30LX-EW 32 individual lasers
Spatial Grid Angular Resolution From 0.25◦ 1.33◦ vertical
Accuracy (distance) ±30 mm typical ±20 mm
Measurement Range From 0.1 m to 30 m From 1 m to 70 m
Dimensions (H x L x W) 130 x 195 x 80 mm 150 x 86 x 86 mm + interface box
Orientation correction Yes. Internal IMU Yes. Internal IMU
Time for a complete 360 scan 18 sec at 0.25◦ resolution. No 0.25◦
at 0.25 resolution (wider resolution = faster)
Laser Pulsed laser 905 nm. Class 1 Pulsed laser 903 nm. Class 1
Price Less than 5,000 USD 29, 900 USD
a)
b)
Figure 23: Map produced with the dynamic obstacle
Table 6). HDL-32E 3D LIDAR system is built from
32 individual laser points which are rotated 360◦
continuously thus covering a plane. Laser pointers
are positioned in different angles covering a 40◦ ver-
tical range with fixed 1.33◦ resolution. This com-
mercial sensor has different characteristics as it ro-
tates about the vertical axis in contrast to the hor-
izontal front axis rotation of the sensor described
in this paper. More information on the Velodyne
HDL-32E sensor can be found in [33]. It achieves
very good resolutions at high rotation speeds in the
horizontal plane but cannot match those resolutions
in the whole vertical space. Our sensor can be op-
erated with high resolutions in the complete verti-
cal space 270◦ at the expense of rotation speeds.
Regarding the cost of the LIDAR systems, the pro-
posed system costs less around 6 times less than the
commercial one. Depending on the application, one
or the other may be better suited for the task.
5. Conclusions
A 3D laser-based mapping system has been pro-
posed, which includes a 2D laser sensor, and a rota-
tion system in order to produce real time 3D maps.
This proposal, which is much less expensive (un-
der 5, 000 USD) than 3D off-the-shelf lasers (around
tens of thousands of USD), has been designed for
mobile unmanned ground vehicles. The proposed
system is able to generate real-time point clouds
in order to detect static and dynamic obstacles.
Different simulation studies, which include patterns
and obstacle detection, have been conducted to as-
sess the resulting measurement data. As it was
explained, the rotation speed of the sensor is key
to a reliable obstacle detection, so density studies
have been also made, reaching interesting results.
Simulation studies show that there is not an opti-
mal rotation speed suitable for all vehicle speeds,
so the rotation speed should be adapted to the ve-
hicle speed. Studies show that the optimal rotation
speed is the minimum rotational speed which lets
the scan sense all the region around the vehicle.
The proposed system can detect an obstacle of
10 cm at 10 m in front of the vehicle. Experimen-
tal results also show that it is possible to sense and
produce maps of the environment in real time with
high accuracy, measuring obstacles and walls with
an error about 3%. Besides, the results exhibit
that dynamic obstacles are also detected. There-
fore, the proposed 3D sensor system provides rele-
vant real time measurements of the surrounding for
unmanned vehicles.
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