Abstract. In this paper, we prove an analogue of the Jordan canonical form theorem for a class of n-normal operators on complex separable Hilbert spaces in terms of von Neumann's reduction theory. This is a continuation of our study of bounded linear operators, the commutants of which contain bounded maximal abelian set of idempotents. Furthermore, we give a complete similarity invariant for this class of operators by K-theory for Banach algebras.
Introduction
In this paper the authors continue the study on generalizing the Jordan canonical form theorem for bounded linear operators on separable Hilbert spaces, which was initiated in [9] and carried on in [12] . Throughout this article, we only discuss Hilbert spaces which are complex and separable. Denote by L (H ) the set of bounded linear operators on a Hilbert space H . An idempotent P on H is an operator in L (H ) such that P 2 = P . A projection Q in L (H ) is an idempotent such that Q = Q
* . An operator A in L (H ) is said to be irreducible if its commutant {A} ′ {B ∈ L (H ) : AB = BA} contains no projections other than 0 and the identity operator I on H , introduced by P. Halmos in [7] . (The separability assumption is necessary because on a nonseparable Hilbert space every operator is reducible.) An operator A in L (H ) is said to be strongly irreducible if XAX −1 is irreducible for every invertible operator X in L (H ), introduced by F. Gilfeather in [6] . This shows that the commutant of a strongly irreducible operator contains no idempotents other than 0 and I. We observe that strong irreducibility stays invariant up to similar equivalence while irreducibility is an invariant up to unitary equivalence. For an operator A in L (H ), a nonzero idempotent P in {A} ′ is said to be minimal if every idempotent Q in {A} ′ ∩ {P } ′ satisfies QP = P or QP = 0. For a minimal idempotent P in {A} ′ , the restriction A| ranP is strongly irreducible on ranP . For n in N ∪ {∞}, we write H (n) for the orthogonal direct sum of n copies of H , where we denote by N the set of positive integers. For an operator T in L (H ) and n in N ∪ {∞}, the orthogonal direct sum of T with itself n times is denoted by T (n) . Let T be a subset of L (H ). Then we write T (n) for {T (n) ∈ L (H (n) ) : T ∈ T } and T ′ for the commutant of T . On a finite dimensional Hilbert space K , the Jordan canonical form theorem shows that every operator B in L (K ) can be uniquely written as a (Banach) direct sum of Jordan blocks up to similarity. An important observation is that for any two bounded maximal abelian sets of idempotents Q and P in the commutant {B} ′ , there exists an invertible operator X in {B} ′ such that
Thus, we obtain K 0 ({B} ′ ) ∼ = Z (k) and K 1 ({B} ′ ) ∼ = 0 by a routine computation, where we let k denote the number of minimal idempotents in P. Furthermore, the ordered K 0 groups can be viewed as a complete similarity-invariant in the following way. Let B 1 and B 2 be in L (K ) such that 2) and θ 1 ([I {B 1 } ′ ]) = n 1 e 1 + · · · + n k e k and θ 2 ([I {B 1 ⊕B 2 } ′ ]) = 2n 1 e 1 + · · · + 2n k e k , where θ 1 and θ 2 are group isomorphisms essentially induced by the standard traces of matrices and {e i } k i=1 are the generators of the semigroup N (k) of Z (k) and I {B 1 } ′ is the unit of {B 1 } ′ , then B 1 is similar to B 2 . The reader is referred to Chapter 2 of [8] for the details skipped above.
In our first attempt to prove an analogue of the Jordan canonical form theorem in [9] , we observe that minimal idempotents in {A} ′ , for A ∈ L (H ), play an important role in the construction of the Jordan canonical form of A. However, for a single self-adjoint generator N of a diffuse masa, the commutant {N } ′ contains no minimal idempotents. This fact shows us that, on considering a generalization of the Jordan canonical form theorem, direct sums of Jordan blocks need to be replaced by direct integrals of strongly irreducible operators with regular Borel measures to represent certain operators in L (H ).
We briefly introduce some concepts in the von Neumann's reduction theory that will be employed in this paper. For the most part, we follow [2, 11] . Once and for all, Let H 1 ⊂ H 2 ⊂ · · · ⊂ H ∞ be a sequence of Hilbert spaces with H n having dimension n and H ∞ spanned by the remaining H n s. Let µ be (the completion of) a finite positive regular Borel measure supported on a compact subset Λ of R. (We realize this by virtue of ( [10] , Theorem 7.12).) And let {Λ ∞ } ∪ {Λ n } ∞ n=1 be a Borel partition of Λ. Then we form the associated direct integral Hilbert space
which consists of all (equivalence classes of) measurable functions f and g from Λ into H ∞ such that
An operator A in L (H ) is said to be decomposable if there exists a strongly µ-measurable operator-valued function A(·) defined on Λ such that A(λ) is an operator in L (H (λ)) and (Af )(λ) = A(λ)f (λ), for all f ∈ H . We write A ≡ ⊕ Λ A(λ)dµ(λ) for the equivalence class corresponding to A(·). If A(λ) is a scalar multiple of the identity on H (λ) for almost all λ, then A is said to be diagonal . The collection of all diagonal operators is said to be the diagonal algebra of Λ. It is an abelian von Neumann algebra. A decomposable operator A in L (H ) is essentially a direct sum of n-normal operators with respect to n. Let Λ = Λ n and A in L (H ) be decomposable, then A is n-normal. An operator A in L (H ) is said to be n-normal , if there exists a unitary operator U from H to (L 2 (ν)) (n) such that
where ν is a finite positive regular Borel measure supported on a compact subset Γ of C and M f ij is a Multiplication operator for f ij in L ∞ (ν) and 1 ≤ i, j ≤ n. In the sense of direct integral decomposition, the operator U AU * is in the form
Furthermore, by virtue of ([1], Corollary 2), for every n-normal operator A on (L 2 (ν)) (n) and positive integer n < ∞, there exists an n-normal unitary operator U on (L 2 (ν)) (n) such that U AU * is an upper triangular n-normal operator, i.e.
The following two basic results will be used in the sequel:
(1) An operator acting on a direct integral of Hilbert spaces is decomposable if and only if it commutes with the corresponding diagonal algebra ( [11] , p. 22). (2) Every abelian von Neumann algebra is (unitarily equivalent to) an essentially unique diagonal algebra ( [11] , p. 19). By the above observation of the Jordan canonical form theorem, our first question is whether the commutant {A} ′ contains a bounded maximal abelian set of idempotents for every operator A in L (H ). In [9] , we gave a negative answer by constructing two operators A and B in the forms
where the multiplication operator N µ is defined on
and µ is a finite regular Borel measure supported on a compact subset of C. (And it is well known that the normal operator N µ is star-cyclic.) Furthermore, we proved the following theorem: That an operator A is similar to a direct integral of strongly irreducible operators denoted by
is in the sense of (1.3) and the operator XAX −1 is decomposable with respect to the corresponding diagonal algebra such that the integrand B(·) is a bounded strongly µ-measurable operatorvalued function defined on Λ and B(λ) is strongly irreducible on the corresponding fibre space H (λ) for almost every λ in Λ. For related concepts and results about von Neumann's reduction theory, the reader is referred to [2, 3, 4, 10, 11] . Since then, we have paid more attention to the subset S of L (H ), where the set S consists of the operators A in L (H ) such that every {A} ′ contains a bounded maximal abelian set of idempotents. We also found that for an operator A in L (H ), the commutant {A} ′ may both contain a bounded maximal abelian set of idempotents and an unbounded maximal abelian set of idempotents.
Inspired by (1.1), our second question is whether the equality (1.1) holds in the commutant {A} ′ for each operator A in S . In [12] , we gave a negative answer by constructing an operator C in the form
We denote by S U the subset of S such that for every operator A in S U , the equality (1.1) holds for any two bounded maximal abelian sets of idempotents in the commutant {A} ′ . Compared with the Jordan canonical form theorem, we define and say that the strongly irreducible decomposition of every operator A in S U is unique up to similarity. Therefore, our third question is what the structure of an operator A in S U is. In [12] , inspired by ([1], Corollary 2), the author mainly proved that an n-normal operator A in L (H ) unitarily equivalent to the following form is in S U :
where m, n < ∞, µ and N µ are as in (1.7), f ij is in L ∞ (µ) for 1 ≤ i, j ≤ n and the inequality f i,i+1 (λ) = 0 holds for almost every λ in the support of µ and 1 ≤ i ≤ n − 1.
In the present paper, we have two motivations. One is to generalize the main result of [12] . Precisely, we prove the operator
in L (H ) is in S U , where A nm = 0 holds for all but finitely many m and n in N, A nm is unitarily equivalent to the form
the measures ν nm 1 and ν nm 2 are mutually singular compactly supported finite positive regular Borel for m 1 = m 2 , the function f nm;ij is in L ∞ (ν nm ) for 1 ≤ i, j ≤ n such that the inequality f nm;i,i+1 (λ) = 0 (1.12) holds for almost every λ in the support of ν nm for 1 ≤ i ≤ n − 1.
for the sake of simplicity and without loss of generality, the above object can be fulfilled by proving that
holds for almost every λ in the support of µ for 1
The condition (1.12) (or (1.15)) is necessary and sufficient for an operator in the form of (1.11) (or (1.14)) to be strongly irreducible almost everywhere on the support of the corresponding measure in the sense of direct integral decomposition as in (1.5), which was proved in ( [12] , Lemma 3.1). The other motivation is to prove a complete similarity invariant of an operator A as in (1.13) by K-theory for Banach algebras. This similarity invariant is different from the necessary and sufficient conditions for two n-normal operators similar to each other proved by D. Deckard and C. Pearcy in ( [5] , Theorem 1).
Precisely, we prove the following theorems in this paper. In K-theory for Banach algebras, by V ({A} ′ ) we denote the semigroup ∪ ∞ n=1 P n ({A} ′ )/ ∼, where P n ({A} ′ ) is the set of idempotents in M n ({A} ′ ) and by "∼" we denote that similarity relation in the corresponding algebra. By K 0 ({A} ′ ) we denote the Grothendieck group generated by V ({A} ′ ), which is well known as the K 0 -group of {A} ′ .
Theorem 1.2. Let A ∈ L (H ) be assumed as in (1.13). Then the following statements hold:
(a) The strongly irreducible decomposition of A is unique up to similarity;
f is bounded and Borel on σ(A)}.
When we deal with a finite direct sum of operators as in (1.10), inspired by ([3], Chapter 9, Theorem 10.16) we obtain a generalization of the above theorem in the following form. 
For operators as in (1.13), we characterize the similarity with K-theory for Banach algebras as follows.
be as in (1.13) and every entry of A and B is in L ∞ (µ) as in (1.14). Then A and B are similar if and only if there exists a group isomorphism θ such that the following statements hold:
where
By a more complicated computation, we obtain a generalization of the above theorem as follows.
be in the sense of (1.13), and every entry of
where n i = n j for i = j, and m i , n i , k j and l j are in N for every i and j. Then A and B are similar if and only if there exists a group isomorphism θ such that the following statements hold:
Let the support of every spectral measure ν nm in the sense of (1.10) and (1.11) be a single point in C, then Theorem 1.3 shows that the strongly irreducible decomposition of every matrix A in M n (C) is unique up to similarity, and Theorem 1.4 characterizes a necessary and sufficient condition that two matrices are similar. This is identified with the Jordan canonical form theorem. This paper is organized as follows. In section 2, we prove Theorem 1.2 and Theorem 1.4. In section 3, we develop a method of decomposing an upper triangular n-normal operator A of the following form with respect to the multiplicity function of the (1, 1) entry:
where n < ∞, µ are as in (1.7), f and f ij are in L ∞ (µ) for 1 ≤ i, j ≤ n and the inequality f i,i+1 (λ) = 0 holds for almost every λ in the support of µ and 1 ≤ i ≤ n − 1.
Proofs
For an n-normal operator A in the form as in (1.6), an application of ( [12] , Lemma 3.1) shows that for a fixed λ in the support of ν, the operator A(λ) is strongly irreducible if and only if f ii (λ) = f nn (λ) and f i,i+1 (λ) = 0 hold for (1 ≤ i ≤ n−1). Therefore for an n-normal operator A in the form as in (1.14) and (1.15), A(λ) is strongly irreducible for almost every λ in the support of µ in the sense of (1.5). We need to mention that the multiplication operators M f i,i+1,k may not be invertible in general. This makes the computation become more complicated. However, the commutant {A n } ′ is a subalgebra of {N (n) µ } ′ by ( [12] , Lemma 3.2) for an operator A n in the form
where the measure µ is as in (1.7), the function f ij is in L ∞ (µ) for 1 ≤ i, j ≤ n such that the inequality
and in special, every idempotent
, where ∆ is a Borel subset in the support of µ. Let E n denote the set of idempotents in {A n } ′ . Then E n is the only maximal abelian set of idempotents in {A n } ′ and obviously, the set E n is bounded. We observe that the bounded set of idempotents
(m 1 copies of E n 1 , m 2 copies of E n 2 , and m 3 copies of E n 3 ) is maximal abelian in the
as mentioned from (1.13) to (1.15). In the rest of this article, we define E to be the standard bounded maximal abelian set of idempotents in {A} ′ where A is defined as in (1.13). The following two preliminary lemmas are needed to prove Theorem 1.2.
Lemma 2.1. Let A n 1 and A n 2 (n 1 > n 2 ) be assumed as in (1.14) . Then the following statements hold:
T , where X 1 is an upper triangular n 2 -by-n 2 operator-valued matrix such that every entry of X 1 is in {N µ } ′ , and the transpose of X 1 is denoted by X
Proof. If A n 1 = A n 2 , then this lemma is identified with ([12] , Lemma 3.2). For the sake of simplicity, let operators A n 1 and A n 2 be in the form
and
, meanwhile write µ 1 for µ| ∆ and µ 2 for µ| σ(N µ )\∆ . Hence the operators A n 1 , A n 2 and X can be expressed in the form
The equality A n 1 X = XA n 2 yields A n 1 ,1 X 12 = X 12 A n 2 ,2 . And this equality can be expressed in the form 
Since the measures µ 1 and µ 2 are mutually singular, the equality N µ 1 X 12,n 1 1 = X 12,n 1 1 N µ 2 yields that X 12,n 1 1 = 0. Thus the equality N µ 1 X 12,n 1 2 = X 12,n 1 2 N µ 2 yields that X 12,n 1 2 = 0. By this method, we obtain that every entry in the n 1 -th row of X 12 is zero. The same result holds for the the (n 1 − 1)-th row of X 12 . By induction, we obtain that X 12 = 0. By a similar discussion, we have that X 21 = 0. This means that the equality P
holds for every Borel subset ∆ of σ(N µ ). Therefore the operator X can be expressed in the form
where h ij is in L ∞ (µ), 1 ≤ i ≤ n 1 and 1 ≤ j ≤ n 2 . By the assumption, we have that f i,i+1 (λ) = 0 and g j,j+1 (λ) = 0 for 1 ≤ i ≤ n 2 − 1, 1 ≤ j ≤ n 1 − 1, and almost every λ in σ(N µ ). The equality A n 1 X = XA n 2 yields that
This equality yields that M h n 1 1 = 0. Thus the equality
yields that M h n 1
By the equality A n 1 X = XA n 2 , we have
This yields that M h n 1 2 = 0. Thus the equality
yields that M h n 1 −1,2 = 0. By computation, we obtain that M h j,2 = 0 for 3 ≤ j ≤ n 1 .
By induction, we have M h j,i = 0 for i < j. The proof of the first assertion is finished.
In the proof of the second assertion, by a similar computation, we obtain that Y is an n 2 -by-n 1 operator-valued matrix as in (2.11). Therefore, we apply the equality A n 2 Y = Y A n 1 to obtain that
This equality yields that M h n 2 1 = 0. Thus the equality
yields that M h n 2 2 = 0. By computation, we obtain that M h n 2 j = 0 for 1 ≤ j ≤ n 1 − 1. By the equality A n 2 Y = Y A n 1 , we have
This yields that M h n 2 −1,1 = 0. Thus the equality
Therefore, the proof of the second assertion is finished.
A fact we need to mention is that if n 1 = n 2 , then X is an n 1 -by-n 1 upper triangular operator-valued matrix such that every entry of X is in {N µ } ′ and the entries of X have further relations with others.
Lemma 2.2.
For an operator A defined from (1.13) to (1.15) and every idempotent P in {A} ′ , there exists an invertible operator X in {A} ′ such that XP X −1 is in E (defined as in (2.4)).
Proof. As defined from (1.13) to (1.15), we have
Let B be an operator in {A} ′ . Then B can be expressed in the form 21) and B ij;st is in the set {X is bounded linear :
For B in {A} ′ , there exists a unitary operator U which is a composition of finitely many row-switching transformations such that C = U BU * is in the form
where C lk consists of the (l, k) entries of each B ij;st , and the relative positions of these entries stay invariant in C lk . Notice that C lk is not square for l = k, and C 11 , C n 3 +1,n 3 +1 and C n 2 +1,n 2 +1 are not of the same size. By Lemma 2.1, we have that C ij = 0 for i > j. For 1 ≤ i ≤ n 3 , the block entry C ii is in the form
where We observe that an operator C ′ in the form
Then for every operator D in the commutant {U AU * } ′ , we obtain the following equality
Therefore, the operator C − C ′ is in the Jacobson radical of {U AU
Then the equality
. Therefore, we obtain the equality (C + C ′ − I)C = C ′ (C + C ′ − I) which means that the operators C and C ′ are similar in {U AU * } ′ . Next, it suffices to show that the (1, 1) block of C ′ 11 denoted by C 11;11 is similar to an element of the standard bounded maximal abelian set of idempotents in M m 1 (L ∞ (µ)). We assert that for every positive integer k, there exists a positive integer l k such that for every idempotent P in L (H ) satisfying P ≤ k, there exists an invertible operator X in L (H ) satisfying X ≤ l k and X −1 ≤ l k such that XP X −1 is the corresponding Jordan canonical form. The idea is from considering the the following equality
Therefore, for a set as in ( [1] , Corollary 3)
the set π 1 (S l k ) contains every idempotent with norm less than k. By ( [1] , Theorem 1), we obtain that the Borel map φ l k :
is the invertible operator X 11;11 we need in M m 1 (L ∞ (µ)). In the same way, we obtain the invertible operators X 11;22 and X 11;33 for C 11;22 and C 11;33 respectively. Notice that the diagonal entries of B ii;st are the same for 1 ≤ i ≤ 3 and 1 ≤ s, t ≤ m i . Construct an invertible operator X in the commutant {U AU * } ′ with X 11;ii for 1 ≤ i ≤ 3 such that XC ′ X −1 is in the standard bounded maximal abelian set of idempotents of {U AU * } ′ .
Lemma 2.3. Let P be a bounded maximal abelian set of idempotents in the commutant {A} ′ , where A is defined from (1.13) to (1.15). Then there exists a finite subset P 0 of P such that the equality
holds almost everywhere on σ(N µ ).
Proof. The motivation of this lemma is to find a Borel measurable skeleton of P. By Lemma 2.2, for an idempotent P in P, there exists a unitary operator U such that the operator C = U P U * is in the form of (2.22), and C is similar to C ′ in {U AU * } ′ , where C ′ is in the form of (2.28). Let E i be a projection in {U AU * } ′ , which is as in the form of (2.28)
where, as in the form of (2.27) we write E i;1 as a 3-by-3 block matrix, the (i, i) block of E i;1 is the identity of M m i (L ∞ (µ)) and other blocks are 0, compared with C ′ 11 in (2.27). Thus the projections E i;2 , . . . , E i;n 1 can be fixed corresponding to E i;1 . Therefore we have the equality
where Tr n i m i denotes the standard trace on M n i m i (C). We assert that there exists an idempotent P in P such that the inequality 0 < r 1 (P )(λ) < m 1 (2.37) holds almost everywhere on σ(N µ ). If r 1 (P )(λ) = 0 or r 1 (P )(λ) = m 1 holds almost everywhere on σ(N µ ) for every P in P, then P is not bounded maximal abelian. Therefore, there exists a subset Γ 1 of σ(N µ ) with µ(Γ 1 ) > 0 and an idempotent P 1 in P such that 0 < r 1 (P 1 )(λ) < m 1 holds almost everywhere on Γ 1 . In the same way, we have a subset Γ 2 of σ(N µ )\Γ 1 with µ(Γ 2 ) > 0 and an idempotent P 2 in P such that 0 < r 1 (P 2 )(λ) < m 1 holds almost everywhere on Γ 2 . By Zorn lemma, there are sequences
with µ(Γ i ) > 0 for every i and ∪ ∞ i=1 (Γ i ) = σ(N µ ) such that 0 < r 1 (P i )(λ) < m 1 holds almost everywhere on Γ i . Denote by P the sum of the restrictions of P i on Γ i . Therefore, we obtain the above assertion.
Next, we assert that there exists an idempotent P in P such that the equality r 1 (P )(λ) = 1 (2.38) holds almost everywhere on σ(N µ ). If P is described as in the fist assertion, then σ(N µ ) can be divided into at most
corresponding to r 1 (P ) such that the equality r 1 (P )(λ) = i holds almost everywhere on Γ i . Assume that µ(Γ m 1 −1 ) > 0. By a similar proof of the first assertion, there exists an idempotent P 1 in P such that the inequality 0 < r 1 (P 1 )(λ) < m 1 − 1 holds almost everywhere on Γ m 1 −1 . Let Q 1 denote the sum of the restriction of P 1 on Γ m 1 −1 and the restriction of P on σ(N µ )\Γ m 1 −1 . Redivide σ(N µ ) into at most m 1 − 2 pairwise disjoint Borel subsets
corresponding to r(Q 1 ) as above. Assume that µ(Γ m 1 −2 ) > 0. There exists an idempotent P 2 in P such that the inequality 0 < r 1 (P 2 )(λ) < m 1 − 2 holds almost everywhere on Γ m 1 −2 . Construct Q 2 with P 2 and Q 1 as above. After at most m 1 − 2 steps, we obtain an idempotent in P as required in the second assertion.
Finally, we assert that there are m 1 idempotents {P i } m 1 i=1 in P such that the equality r 1 (P i )(λ) = 1 (2.39) holds almost everywhere on σ(N µ ), and P i P j = 0 for i = j.
By the second assertion, we obtain P 1 in P such that r 1 (P 1 )(λ) = 1 holds almost everywhere on σ(N µ ). Then we obtain P 2 in (I − P 1 )P such that r 1 (P 2 )(λ) = 1 holds almost everywhere on σ(N µ ) by applying the first two assertions. Take these idempotents one by one and we prove the third assertion.
By the above three assertions, we obtain m 1 +m 2 +m 3 idempotents {P j;i } 3;m i i=1;j=1
in P such that the equality r i (P j;i )(λ) = 1 (2.40)
holds almost everywhere on σ(N µ ), and (P j;i )(P l;k ) = 0 for i = k or j = l. Construct P 0 in the form
Then the equality P 0 (λ) = P(λ) holds almost everywhere on σ(N µ ).
Proof of Theorem 1.2. Let P be a bounded maximal abelian set of idempotents in {A} ′ . By Lemma 2.3, there exist m 1 + m 2 + m 3 idempotents {P j;i } 3;m i i=1;j=1 in P such that the equality r i (P j;i )(λ) = 1 holds almost everywhere on σ(N µ ), and P j;i P l;k = 0 for i = k or j = l. By Lemma 2.2, there exists an invertible operator
1;1 is in the standard bounded maximal abelian set of idempotents E in {A} ′ . Precisely, the idempotent X 1;1 P 1;1 X
−1
1;1 is in the form
where I is the identity operator in M n 1 (L ∞ (µ)). In a similar way, there exists an invertible operator X 2;1 in {A} ′ such that (X 2;1 X 1;1 )P 1;1 (X 2;1 X 1;1 ) −1 and (X 2;1 X 1;1 )P 2;1 (X 2;1 X 1;1 ) −1 are both in the standard bounded maximal abelian set of idempotents in {A} ′ . The invertible operator X 2;1 is in the form
where I is the identity operator in
is in the standard bounded maximal abelian set of idempotents in {A} ′ for every i and j, where let X denote the product
Then we obtain that the set XPX −1 is the standard bounded maximal abelian set of idempotents in the commutant {A} ′ . Therefore, the strongly irreducible decomposition of A is unique up to similarity.
Next, we compute the K groups of {A} ′ . We denote by J a closed two-sided ideal of {A} ′ such that for every operator B in J , every entry in the main diagonal of B ii;st is 0 for 1 ≤ i ≤ 3 and 1 ≤ s, t ≤ m i , where B and B ii;st are as in the form of (2.20) and (2.21). By B we denote a subalgebra of {A} ′ such that for every operator B in B, every entry of B ij;st is 0 except ones in the main diagonal of B ii;st , for 1 ≤ i, j ≤ 3 and 1 ≤ s, t ≤ m i . By observation, we obtain the following split short exact sequence:
where we denote by ι and α the inclusion maps and by π the map such that for every operator B in {A} ′ , every entry of π(B) ij;st is 0 except ones in the main diagonal of B ii;st staying invariant with respect to π, for 1 ≤ i, j ≤ 3 and 1 ≤ s, t ≤ m i . Essentially, π is the quotient map. Furthermore, we obtain
By Lemma 2.2, we have K 0 (π) is an isomorphism. Therefore,
and by a routine computation, we obtain
For a generalized case, we need to combine the proofs as above with respect to different regular Borel measures which are pairwise mutually singular. Since the spectrum of A nm (as in (1.10) and (1.11)) equals σ(N ν nm ), we construct a normal operator 49) where N ν nm = 0 holds for all but finitely many n and m in N, corresponding to the assumption from (1.10) to (1.12). We observe that for i = j, the scalarvalued spectral measures ν nm i and ν nm j are mutually singular, but the scalarvalued spectral measures ν n i m and ν n j m may not be mutually singular. By ( [3] , IX, Theorem 10.16), the normal operator N can be expressed in a direct sum of finitely many normal operators with pairwise mutually singular scalar-valued spectral measures. Actually, this is a finer decomposition than the one in (2.49). With this expression and the above proof for a special case, we obtain the proof of Theorem 1.2 and Theorem 1.3.
By Theorem 1.2, we can compute the K 0 group of {A} ′ , if the strongly irreducible decomposition of A is unique up to similarity. Next, we investigate the uniqueness of the strongly irreducible decomposition of A up to similarity by the K 0 group of {A} ′ . Let operators A and B be as in the form of (1.14) and (1.15): 
Proof of Theorem 1.4. If the operator
, then we can obtain an isomorphism θ and the K 0 group K 0 ({T } ′ ) as required in the theorem by a routine computation.
To show the converse, suppose that there exists an isomorphism θ such that (a) θ :
, f is bounded Borel} and (b) θ([I {T } ′ ]) = 2m 1 e 1 + 2m 2 e 2 + 2m 3 e 3 .
In the commutant {T } ′ , there exist 3 projections
such that (1) T | ranE i = A n i and T | ranF j = B l j ; (2) E i E j = F i F j = 0 and E i F j = 0 for i = j; (3) the equalities r i (E i )(λ) = 1 and r j (F j )(λ) = 1 hold for almost every λ in σ(N µ ) and 1 ≤ i, j ≤ 3.
The equivalence classes
can be considered as the generating set of
, which is a contradiction since λ can not be removed from σ(N µ ). Therefore, F i is similar to
Therefore the equality m i = k i holds for 1 ≤ i ≤ 3. Thus we obtain that the operator A is similar to B.
Appendix
In this part, we show the relation between an operator A as in (1.16) and B (m) such that B is as in the form of (2.51) and m is a positive integer. The motivation is to obtain a decomposition of an operator A as in (1.16) with respect to the main diagonal entries. Suppose that A is an operator in the form 
Proof. The multiplication operators M f and M f ij are in {N µ } ′ for i < j. By the assumption in (3.1), there exists a unitary operator
Then we obtain the equality
Therefore, the operator V M f ij V * can be expressed in the form
The motivation is to find a unitary operator such that every V M f ij V * is unitarily equivalent to a diagonal operator in the commutant {N
Let E be the set of projections in {V N µ V * } ′′ . Then E is a maximal abelian set of
, Proposition 4.1), we obtain that E is a bounded maximal abelian set of idempotents in {N
As an application of Lemma 2.3, there exist m projections {E i } m i=1 in E such that E i E j = 0 for i = j and the equality rank(E i (λ)) = 1 holds for almost every λ in the support of ν . Then by ([1],Corollary 2) and a similar proof of Theorem 1.2, we obtain a unitary operator
is as required.
By Proposition 3.1, we observe that B (m) for B as in (2.51) is a special form of (3.2). When we consider a similar result as Theorem 1.2, the following example makes the calculation appear to be more complicated. Let the operators X and Y be in the form 
where every entry of Z is in {N µ } ′ . And M f 2 = M f 1 N µ . Therefore, the operator Z is not invertible. In ( [5] , §2), a similar example was provided. Define T = X ⊕ Y . Let E be the projection I ⊕ 0 such that T | ranE = X and F be the projection 0 ⊕ I such that T | ranF = Y . Then E is not similar to F in {T } ′ corresponding to the above discussion. This operator is different from the operator investigated in ( [12] , Theorem 3.3).
In the following we show that the multiplicity "∞" is not what we want in the decomposition of an operator as in the form of (1.16). is not unique up to similarity.
Proof. We need to construct two bounded maximal abelian sets of idempotents in {A (∞) } ′ such that they are not similar to each other.
We write N (∞) µ in the form N µ ⊗ I l 2 , where I l 2 is the identity operator on l 2 . Denote by P the set of all the spectral projections of N µ . This set forms a bounded maximal abelian set of idempotents in {N µ } ′ . Let {e k } ∞ k=1 be an orthonormal basis for l 2 . Denote by E k the projection such that ranE k = {λe k : λ ∈ C}. Define Q 1 {P ∈ L (l 2 ) : P = P * = P 2 ∈ {E k : k ∈ N} ′′ }. Denote by χ S the characteristic function for a Borel subset S in σ(N µ ) and definê
There is a unitary operator U : L 2 [0, 1] → l 2 such that U P U * ∈ L (l 2 ) for every P ∈Q 2 . The sets Q 2 UQ 2 U * and Q 1 are two bounded maximal abelian sets of idempotents in L (l 2 ) but they are not unitarily equivalent. The fact that W * (P) ⊗ W * (Q 1 ) and W * (P) ⊗ W * (Q 2 ) are both maximal abelian von Neumann algebras yields that F 1 {P ∈ W * (P) ⊗ W * (Q 1 ) : P = P * = P 2 } (3.11) and F 2 {P ∈ W * (P) ⊗ W * (Q 2 ) : P = P * = P 2 } (3.12)
are both bounded maximal abelian sets of idempotents in
We assert that F By a similar proof of Lemma 2.1, we obtain that X ij is in {N µ ⊗ I l 2 } ′ and the equation X ij = 0 holds for i > j and X ii = X 11 for i = 2, . . . , n in (3.13). Furthermore, if X as in (3.13) is an idempotent, then so is every main diagonal entry X ii of X.
We assume that X is an idempotent in {A (∞) } ′ and commutes with F (n)
1 . Hence X ii commutes with F 1 . The fact that F 1 is a maximal abelian set of idempotents implies that X ii belongs to F 1 . Thus X ii commutes with X ij . For the 1-diagonal entries, the equation 2X ii X i,i+1 − X i,i+1 = 0 yields X i,i+1 = 0, for i = 1, . . . , n − 1. By this way, the k-diagonal entries of X are all zero, for k = 2, . . . , n. Therefore X is in F For each P in F (n) 2 , the projection P (λ) is either of rank ∞ or 0, for almost every λ in σ(N µ ). But there exists an projection Q in F (n) 1 such that Q(λ) is of rank n, for almost every λ in σ(N µ ). This is a contradiction. Therefore F As an application of the preceding proposition, we obtain the following corollary. then the strongly irreducible decomposition of A is unique up to similarity.
