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It is well known that the scalar field Green’s function in odd dimensions has a tail, i.e. a non-zero
support inside the light cone, which in turn implies that the Huygens’ principle is violated. However,
the reason behind this behavior is still not quite clear. In this paper we shed more light on the
physical origin of the tail by regularizing the term which is usually ignored in the literature since
it vanishes due to the action of the delta function. With this extra term the Green’s function does
not satisfy the source-free wave equation (in the region outside of the source). We show that this
term corresponds to a charge imprinted on the light cone shell. Unlike the vector field charge, a
moving scalar field charge is not Lorentz invariant and is contracted by a
√
1− v2 factor. If a scalar
charge is moving at the speed of light, it appears to be zero in the static (with respect to the original
physical charge) observer’s frame. However, the field it sources is not entirely on the light cone.
Thus, it is likely that this hidden charge sources the mysterious tail in odd dimensions.
PACS numbers:
I. INTRODUCTION
While studying the propagation of light in ether,
around 1690, Huygens concluded that perturbations pro-
duced by a light source placed at (r = 0, t = 0) propagate
away in the form of spherical waves with uniform velocity.
Every spatial point reached by the wave front behaves as
a new source and produces a new spherical wave. As a
result, an entire envelope of the spherical waves in space
is formed [1]. This is the historic idea of the Huygens’
principle, which proved very useful in our studies of wave
propagation phenomena and interference (including the
famous double slit experiment).
Then, around 1900, Hadamard came to conclusion that
the Huygens’ principle in odd-dimensional space-times
is violated [2]. Since Huygens’ principle appears to be
true only in even dimensional space-times, Paul Ehren-
fest argued that the special role of (3 + 1)-dimensional
d’Alembert wave equation gives an indication why our
world is (3 + 1)-dimensional [3].
Since Huygens’ principle is very closely related to the
method of Green’s functions, violation of Huygens’s prin-
ciple in odd dimensional space-times means the odd di-
mensional Green functions are also very peculiar. Phys-
ically, a delta function source on the right hand side of
d’Alembert wave equation, i.e. δ(t− t0)δ(~r − ~r0), means
that a source is localized both in space and time. So,
a source (i.e. charge) appears and disappears at t = 0,
the field responds and starts propagating away from the
source. If the Huygens’ principle is violated, the field
will not propagate at a constant velocity for all of the
frequency modes (discussion about the related issues in
curved space-time can be found in [4, 5] and references
therein). Phenomena will then not depend only on an
instantaneous perturbation, but on the whole past his-
tory due to the infinite tail that the source leaves in odd
dimensions. This fact will make the study of radiation
and interactions very inconvenient [6–10].
The infinite tail in odd dimensions can be nicely il-
lustrated using dimensional reduction [11]. While the
dimensional reduction is technically useful, it does not
shed any light on a problem in a space-time with the
fixed number of dimensions. In particular, dimensional
reduction procedure uses the charge located in extra di-
mensions perpendicular to the original space to explain
the tail that appears in the original space. In the absence
of extra dimensions, this extended charge must somehow
be hidden in the original space. The only place where we
can hide is the light cone.
The goal of this paper is to find the physical source of
the violation of the Huygens’ principle so that it can be
treated properly. We first observe that the odd dimen-
sional Green’s functions are discontinuous at the light
cone, which implies the existence of the charge on the
light cone shell. If we integrate the volume near the light
cone, we will find that the total charge is zero. However,
a charge located on the light cone is moving with the
speed of light, so the Lorentz contraction will reduce the
total charge to zero for an observer in the original frame
where the source charge was placed at the origin. But
the charge actually exists, what we can verify by direct
calculations. In particular, we can regularize our calcu-
lations by considering a shell which is moving at some
velocity close to the speed of light and then taking the
speed of light limit.
It is important not to confuse the scalar field charge
with a vector field charge in this case. A vector field
charge, e.g. electric charge, is a Lorentz invariant quan-
tity, while a scalar field charge is not. What is invari-
ant is the scalar field charge density. But the volume
2is Lorentz contracted by a boost, so the charge must be
Lorentz contracted too [12, 13].
The outline of the paper is as follows. We will first
introduce the basic idea of the Green’s functions method
and violation of the Huygens’s principle. Then we will ex-
plicitly show that the scalar field charge is not a Lorentz
invariant quantity. This will explain why we do not see
the extra light-cone charge in the static observer’s frame.
We will then show that this charge is not zero in the
co-moving frame on the light cone. This indicates that
the source of the tail of the Green’s function in odd di-
mensional space-times (or the violation of the Huygens’
principle) can be interpreted as the charge on the light
cone shell. We will then study a known charge distribu-
tion and calculate the magnitude of the hidden charge
for it.
II. GREEN’S FUNCTIONS AND VIOLATION
OF THE HUYGENS PRINCIPLE
Consider a scalar field, ψ(t, ~r), wave equation in a
(d+1)-dimensional space-time with a scalar field charge
distribution f(t, ~r)
∂2t ψ −
d∑
i
∂2xiψ = f(t, ~r) (1)
Here, ~r = (x1, x2, ..., xd). This equation can be solved if
one can find the solution for the Green’s function G(t −
t0, ~r − ~r0) in
∂2tG−
d∑
i
∂2xiG = δ(t− t0)δ(~r − ~r0) (2)
The solution to Eq. (1) is then obtained directly from
ψ =
∫
G(t− t0, ~r − ~r0)f(t0, ~r0)dt0d~r0 (3)
The Green’s functions for the scalar field are well
known [14, 15]. In even dimensional space-times (i.e. d
is odd), they are
eG
d+1
ret (t, r) =
1
4π
(
− 1
2πr
∂r
)(d−3)/2(δ(t− r)
r
)
(4)
eG
d+1
adv (t, r) =
1
4π
(
− 1
2πr
∂r
)(d−3)/2(δ(t+ r)
r
)
(5)
where eG
d+1
ret is the retarded, while eG
d+1
adv is the advanced
solution. Take the (3 + 1)-dimensional retarded solution
as an example
eG
3+1
ret (t, r) =
1
4π
δ(t− r)
r
. (6)
Since the source term for the Green’s function is δ(t)δ(~r),
the charge suddenly appears and disappears at (t, ~r) =
(0,~0). The scalar field will then respond to this pertur-
bation and start to propagate outward from the origin.
Since the source is absent for t > 0, the propagation of
the field should be source-free for all t > 0. The term
δ(t− r) in the solution implies that the propagation ve-
locity is exactly the speed of light and is constant (not
position dependent). Since all the (frequency) modes of
the signal are propagating at the same speed, the Huy-
gens’s principle will be valid. All the other even dimen-
sional Green’s functions in d > 3 include the δ(t−r) term
and its derivatives. Therefore the signals in these cases
also propagate at the speed of light and the Huygens’s
principle is preserved.
Although the Huygens’ principle is very intuitive, and
one would expect it to hold in general, it happens some-
how that it is not preserved in odd-dimensional space-
times. This can be seen directly from the odd dimen-
sional Green’s functions
oG
d+1
ret (r, t) =
θ(t)
2π
(
− 1
2πr
∂r
)d/2−1( θ(t− r)√
t2 − r2
)
(7)
oG
d+1
adv (r, t) =
θ(−t)
2π
(
− 1
2πr
∂r
)d/2−1(θ(−t− r)√
t2 − r2
)
.(8)
where oG
d+1
ret is the retarded, while oG
d+1
adv is the advanced
solution. It is important to note that the Heaviside step
function θ(t − r) is now present in the solution, which
was not the case in even-dimensions. This implies that
some modes travel slower than the speed of light. Take
the (2 + 1)-dimensional retarded Green’s function as an
example
oG
2+1
ret (r, t) =
1
2π
θ(t− r)√
t2 − r2 (9)
Fig. 1 shows that the Green’s function is not zero in the
t > r region of the space-time. The tail is the evidence
that some modes of the wave travel at speeds slower than
the speed of light. The tail never becomes zero at the
source location, though the source disappeared after the
initial appearance at t = 0. It therefore appears that the
Huygens’ principle can not survive in an odd dimensional
space-time.
It is somewhat surprising that the Huygens’ principle is
a dimensionally dependent effect, since it contradicts our
physical intuition. Any influence inside the light cone
must have a corresponding source, which is clearly not
the source at the origin. In the rest of the paper we will
show that the existence of the tail is connected with an
existence of additional charge on the light cone.
III. DISSECTING THE GREEN’S FUNCTION
IN (2 + 1)-DIMENSIONAL SPACE-TIME
We begin with observation that the Green’s function
in Eq. (9) is discontinuous on the light cone t = r. It is
1/
√
t2 − r2 inside the light cone but it is zero outside the
light cone. Obviously there is a discontinuity exactly on
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FIG. 1: This figure shows (2+1)-dimensional retarded Green’s
function at t = 2, t = 4 and t = 6. Unlike even dimensional
space, the green function is not zero in the t > r region of the
space-time, but it has an infinite tail. This feature ruins the
Huygens’ principle.
the light cone. From Gauss’ law one expects to find the
charge at the light cone which causes this discontinuity.
Since this discontinuous field distribution moves at the
speed of the light, we expect the charge also to move at
the speed of the light. In this section we will show that
explicitly.
Although both odd- and even-dimensional Green’s
functions come from solving Eq. (2), there is a funda-
mental difference between them. If we substitute the
solution to the even-dimensional Green’s function back
into Eq. (2), we can verify that the original equation is
indeed satisfied. On the other hand, if we do the same for
the odd-dimensional Green’s functions, we will find that
Eq. (2) is not precisely satisfied. Take again a (2 + 1)-
dimensional retarded Green’s function in Eq. (9) as an
example. Substituting it back into Eq. (2) one finds
∂2t oG
2+1
ret −
2∑
i
∂2xioG
2+1
ret = δ(t)δ(~r)
+
1
2π
√
t2 − r2
r(r + t)2
δ(t− r) (10)
Obviously, there is an extra term on the right hand side.
Formally, this extra term becomes zero upon the action
of the delta function since it contains
√
t2 − r2. Since the
delta function expressions make clear physical sense only
under the integral, and integration in this case will make
this term vanish, one option is to ignore it as it is usually
done in the literature. However, if we want to shed more
light to the problem, we could try to regularize this term
and see what it corresponds to. For example, we can
rewrite this term as
1
2π
√
t2 − r2
r(r + t)2
δ(t− r) = 1
2π
t
√
1− v2
r(r + t)2
δ(t− r)|v= r
t
= lim
v→1
1
2π
t
√
1− v2
r(r + t)2
δ(vt− r)
= lim
v→1
1
2π
t
r(r + t)2
δ
(
vt− r√
1− v2
)
. (11)
Here, we replaced
√
t2 − r2 with t√1− v2, where v = r/t.
Since δ(t−r) implies v = 1, we can add v in the δ(vt−r)
without affecting the value of the term. In this new form,√
t2 − r2 becomes the relativistic boost factor, √1− v2.
We will then infer that there is a net charge on the t = r
shell, but because the shell moves at the speed of light,
the charge is Lorentz contracted and becomes zero in the
static observer’s frame. In particular, the second line in
Eq. (11) will have the form of the charge as in Eq. (21),
while the third line in Eq. (11) will have the form of the
charge distribution as in Eq. (20).
One important fact is that the scalar charge, unlike
a vector field charge, is not Lorentz invariant. What is
Lorentz invariant is the scalar charge density, but since
the volume experiences Lorentz contraction the scalar
charge must contain a factor of
√
1− v2. We can il-
lustrate this by looking at a static charge solution in
(3 + 1)-dimensions. The solution corresponding to the
static scalar charge q at ~r = ~0 is
ψ =
q
4πr
. (12)
If we substitute this solution into Eq. (1) we find the
charge distribution
f(t, ~r) = qδ(~r). (13)
The total charge is ∫
f(t, ~r)d~r = q. (14)
We now boost to a new referent system
t =
t′ − vx′√
1− v2 (15)
x =
x′ − vt′√
1− v2 (16)
y = y′ (17)
z = z′ (18)
Then the scalar field in new coordinates becomes
ψ′ =
q
4π
√(
x′−vt′√
1−v2
)2
+ y′2 + z′2
(19)
We can calculate the corresponding charge density again
by plugging this form into Eq. (1). The charge distribu-
tion is
f ′(t′, ~r′) = qδ
(
x′ − vt′√
1− v2
)
δ(y′)δ(z′) (20)
4Therefore, the total scalar charge in the new system is
q′ =
∫
f ′(t′, ~r′)d~r = q
√
1− v2 (21)
Obviously, the magnitude of the charge is reduced by a
factor of
√
1− v2. As a consequence, if the scalar charge
is moving at the speed of light in some referent system,
then this charge is not visible in that referent system.
Therefore, if the (2 + 1)-dimensional Green’s function in
question does include a charge which moves at the speed
of light, then the magnitude of that charge will be zero
even though the charge does exist on the light cone shell.
We can now study some known scalar charge distribu-
tion and find out whether it is possible to identify the
exact form of the hidden charge for such distribution.
We try the following charge distribution in a (2 + 1)-
dimensional space-time
f(t, ~r) = qθ(t)δ(~r). (22)
This form describes a charge, q, that appears at (t, ~r) =
(0,~0) and stays there forever. The corresponding field
distribution can be obtained from Eq. (3)
ψ(t, r) =
∫
oG
2+1
ret (t− t0, ~r − ~r0)f(t0, ~r0)dt0d~r0
= −
∫ t
0
q
2π
θ(t′ − r)√
t′2 − r2 dt
′
= − q
2π
ln
( t+√t2 − r2
r
)
θ(t− r) (23)
If we substitute this solution into Eq. (1), we will find
that the charge density in the neighborhood t = r is
ρs(t, ~r) =
1
2π
(− ln( t+√t2−r2r )
r
+
2
√
t2 − r2
r(r + t)
)
δ(t− r).
(24)
The total charge on this shell is found by integrating the
volume in vicinity of the light cone, i.e. from r = t − δ
to r = t+ δ for some vanishing δ
qs =
∫ r+
r−
ρs(t, ~r)2πrdr = 0. (25)
The magnitude of the scalar charge is exactly zero. How-
ever, as we already explained, this is because of the
Lorentz contraction. We can actually verify that the to-
tal charge is not really zero. Since the t = r shell is
moving at the speed of light, we cannot find the charge
by a simple boost. Instead, we ”regularize” the solution
by inserting the parameter v, but will be interested in
the v → 1 limit at the end. This limit will recover the
original solution (and the distribution), but will also shed
the light on the hidden charge. The hidden charge will
be then found by boosting the distribution with a finite
v, calculating the charge in the shell’s rest frame, and
then taking the limit of v → 1. So, according to this, we
first modify Eq. (23) to
ψv = − q
2π
ln
( t+√t2 − r2
r
)
θ(vt− r). (26)
This equation describes a shell moving at some finite
speed v. This shell must contain some charge, because
some of the field is screened out. We plug this equation
into Eq. (1) and find the charge distribution near the
shell r = vt as
ρsv(t, ~r) =
q
2π
(
ln
( t+√t2 − r2
r
)
(v2 − 1)δ′(vt− r)
+
(
− ln(
t+
√
t2−r2
r )
r
+
2(t− vr)
r
√
t2 − r2
)
δ(vt− r)
)
(27)
We can find the magnitude of the charge on the shell
by directly integrating the volume from r = vt − δ to
r = vt+ δ, for small δ
qsv =
∫ vt+δ
vt−δ
ρsv(t, ~r)2πrdr
= q
[(−2 + v2) ln
(
1 +
√
1− v2
v
)
+ 3
√
1− v2
]
(28)
As expected, for v ∼ 1, the charge is proportional to
the boost factor, i.e. qsv ∝
√
1− v2. But we need to
calculate the charge in the shell’s rest frame. Since the
shell is moving with velocity v in rˆ direction, the nor-
mal vector perpendicular to the shell’s hypersurface is
(nt, nr) = ( v√
1−v2 ,
1√
1−v2 ). Therefore when the shell is
at (t, r) = (t0, vt0), the perpendicular direction can be
written as (lt, lr) = (t0+n
tǫ, vt0+n
rǫ). Then the charge
in the shell’s rest frame is
qnsv =
∫ vt0+δ
vt0−δ
ρsv(t, ~r)2πrdl
=
∫ vt0+δ
vt0−δ
ρsv(t0 + n
tǫ, vt0 + n
rǫ)2πrdǫ
= q
[
−2√
1− v2 ln
(
1 +
√
1− v2
v
)
+ 3
]
(29)
Therefore, the magnitude of the charge which moves with
the speed of light is
Q = lim
v→1
qnsv = q (30)
This proves that there is a non-zero charge on the r = t
shell. It appears to be zero for a static observer (with
respect to the original physical charge) only because the
shell is moving at the speed of light. So in contrary to
the naive expectations, the propagation of the field is
not source-free outside the origin. Information about the
original charge somehow remains embedded into the light
cone shell in odd dimensions.
IV. (4 + 1) AND HIGHER ODD-DIMENSIONAL
GREEN’S FUNCTIONS
As noticed in [16], there seems to be some ambiguity
in the literature when higher odd-dimensional Green’s
5functions are discussed. For example we quote results
from [17, 18]
noG
d+1
ret (r, t) = (−1)
d−2
2
Γ(d−12 )
2π
d+1
2
θ(t− r)
(t2 − r2) d−12
(31)
noG
d+1
adv (r, t) = (−1)
d−2
2
Γ(d−12 )
2π
d+1
2
θ(−t− r)
(t2 − r2) d−12
(32)
These Green’s functions are different from the ones we
presented in Eqs. (7) and (8), but they differ only on the
light cone. We look at the (4 + 1)-dimensional Green
function as an example. The difference is
oG
4+1
ret (r, t)−no G4+1ret (r, t) =
1
4π2
δ(t− r)
r
√
t2 − r2 (33)
Since the difference is only on the light cone, it is usually
ignored. However, this difference will generate infinite
amount of charge on the light cone and make the cal-
culations significantly more difficult. To illustrate this,
consider a source
f(t, ~r) = θ(t)δ(~r) (34)
When we substitute this source in Eq. (2), we get the
field
ψo(t, r) =
∫ t
0
oG
4+1
ret (t0, r)dt0 (35)
=
1
4π2r2
t√
t2 − r2 (36)
In the limit of t → ∞, we recover the static case, ψ =
1
4pi2r2 . In the limit of r → 0, we also recover ψ = 14pi2r2 .
If we now apply the Gaussian surface integral we will
get the correct charge at r = 0. However, if we apply
the same source (34) to the noG
4+1
ret , then the field will
become
ψno(t, r) = −
∫ t
r
dt0
1
4π2(t2 − r2)3/2
=
1
4π2r2
( t√
t2 − r2 −
t0√
t20 − r2
)
|t0=r(37)
This expression is divergent at all times. Therefore it can
not give the correct potential, unless one finds a way to
regularize the divergent terms. This fact indicates that
the solution noG
4+1
ret can not be the correct one. The
other way to see that noG
4+1
ret is not the correct solution
is to substitute noG
4+1
ret into (4+1)-dimensional spherical
wave equation (2)
∂2
∂t2
noG
4+1
ret −
1
r3
∂
∂r
(
r3
∂
∂r
noG
4+1
ret
)
= − 3
4π2
δ(t− r)√
t2 − r2(r + t)2r (38)
This equation is obviously non-vanishing on the light
cone. Therefore it can not be the right Green’s function.
However, the same equation also tells us that the tail in
noG
4+1
ret is generated by infinite amount of charge on the
light cone. Since the tail is generated by the charge at
the light cone instead of the charge at the center, one can
not conclude that the information of a perturbation can
last forever. Since noG
4+1
ret and oG
4+1
ret have the same tail,
this implies that the tail of oG
4+1
ret is also from the charge
on the light cone.
The solution oG
4+1
ret also has some charge on the light
cone, but it is finite, just like in the case of (2 + 1)-
dimensional Green’s function. Indeed, we can apply
oG
4+1
ret to the (4 + 1)-dimensional spherical wave equa-
tion and find
∂2
∂t2
oG
4+1
ret −
1
r3
∂
∂r
(
r3
∂
∂r
oG
4+1
ret
)
= − 1
4π2
[
2r2 − 2rt− t2√
t2 − r2(r + t)2r3 δ(t− r)
− t− r√
t2 − r2(r + t)r2 δ
′(t− r)
]
(39)
The solution does not accumulate infinite charge on the
light cone. Careful calculations show that the charge den-
sity is ∝ √t2 − r2δ(t − r), so this factor is just a boost
effect, similar to the one we had in (2 + 1) dimensions.
Following the procedure we developed for (2 + 1) dimen-
sions, one can remove the boost effect and find out the
true total charge. Therefore, the tail in higher odd di-
mensions is perhaps also generated by the charge on the
light cone, instead of the charge at the center.
V. CONCLUSIONS
We studied the Green’s functions for a scalar field in
odd-dimensional space-times in order to understand the
appearance of the tail, i.e. the fact that the Green’s
function has a non-zero support inside the light cone.
Observation that the Green’s function in Eq. (9) is dis-
continuous on the light cone t = r (it is ∼ 1/√t2 − r2
inside the light cone but it is zero outside the light cone,
indicates (by Gauss’ Law) that there is a charge on the
light cone which causes this discontinuity. Indeed, we
demonstrated that the Green’s function in odd dimen-
sions is not exactly a charge-free solution (in the region
away from the origin). In doing so we diverged from the
standard procedure in dealing with distributions to ig-
nore the term which will vanish upon integration because
of the presence of the delta function. Instead we “reg-
ularized” this extra term to show that it represents the
non-zero charge on the light cone. This charge is most
likely the source of the tail at t > r. The total charge
appears to be zero only because the light cone charge is
moving at the speed of light and experiences the Lorentz
contraction. Thus, the total charge is vanishing it the
static observer’s frame, but it still affects the field inside
its causal past. As an illustration, we studied a known
6scalar charge distribution in Eq. (22) and found the exact
form of the hidden charge for it.
In even dimensions, there is no extra term on the right
hand side of Eq. (10). Therefore there is no light-cone
charge as an extra source in even dimensions, which is
required for the self-consistency of our method.
The case of the vector field charge is more compli-
cated. Naively, the vector Green’s function Gµν(x;x
′)
in the Lorenz gauge is proportional to the scalar Green’s
function G(x;x′), i.e. Gµν(x;x′) = ηµνG(x;x′). How-
ever, it is important note that the physical vector charge
is Lorenz invariant, so it can’t be boosted to zero. When
boosting a vector charge one needs to include both the
density ρ and current ~J , in contrast with the scalar field
where only ρ is boosted.
It appears that that behavior of the fields in even and
odd dimensions is somehow fundamentally different. The
appearance of the tail in odd dimensions and absence of
it in even dimensions is just one example. The other ex-
ample is the question of the non-existence/existence of
the Randall-Sundrum black holes is various dimensions.
While there is a solution in the (2 + 1+ 1) case ((2 + 1)-
dimensional space-time plus one extra dimension), there
is still no satisfactory solution in the 3+1+1 case [19, 20]
(see [21–23] for solutions in some limiting cases), and
the existence and non-existence alternate from even to
odd dimensions. Again, odd and even dimensions behave
completely differently. In the case of Randall-Sundrum
black holes, holography - the fact that information about
the bulk is also encoded on the boundary - is often in-
voked as an explanation. We may speculate at the end
that the current case with Green’s functions also looks
like holography - information about the charge at the ori-
gin is encoded on the light-cone shell. The point is that
the boundary does not have to be a true physical bound-
ary, it could be an event horizon of the black hole, or a
cosmological horizon. It is intriguing that the boundary
may also be a light-cone shell.
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