This document presents the WAter COlor from Digital Images (WACODI) algorithm, which extracts the color of natural waters from images collected by low-cost digital cameras, in the context of participatory science and water quality monitoring. SRGB images are converted to the CIE XYZ color space, undergoing a gamma expansion and illumination correction that includes the specular reflection at the air-water interface.
(slope 5 0.98, intercept 5 20.03). When a more generic illumination correction was applied to the same images, based on the sky conditions at the time of the image acquisition (either overcast or sunny), a slightly inferior, but still satisfactory fit resulted. Results on the application of the WACODI algorithm to the first images collected by the public via the smartphone application or "APP," developed within the European FP7 Citclops, are presented at the end of this study.
One commonly adopted scientific approach to assess the environmental status of water bodies is by measuring their optical properties. Together with water clarity, the color of natural waters is the most apparent optical property of natural water. Changes in these optical properties in aquatic systems can be due to natural causes, such as plankton blooms, river outflows (transport of organic materials, nutrients and minerals) and changing meteorological conditions or can be linked to anthropogenic activities. For instance, the introduction of an excess of nutrients originating from fertilisers used in agriculture can cause algal proliferations (Anderson et al. 2002; Heisler et al. 2008 ) that affect the color and clarity of the water. This phenomenon is known as eutrophication, which is a major environmental issue across Europe (Bøgestrand et al. 2005; Ferreira et al. 2011) . To determine if a change in color is due to a particular anthropogenic activity, it is important to collect long-term data on the color and clarity of water bodies (British Columbia Ministry of Environment 1999). To facilitate this goal, it is necessary to develop citizen engaging tools to obtain high sampling frequencies and to cover large areas.
The intrinsic color of natural waters is determined by the spectral characteristics and the concentrations of dissolved and suspended colored compounds (IOCCG 2000 (IOCCG , 2008 . There are three main components that alter the color of oceanic, coastal and continental waters: (1) colored dissolved organic matter (CDOM), (2) sediment load (total suspended material, TSM) and (3) gross biological activity (estimated generally through the chlorophyll a concentration, Chl a). These components are important water quality indicators (IOCCG 2000 (IOCCG , 2008 and commonly monitored for the larger areas, by means of optical satellite remote sensing of the ocean (oceancolor.gsfc.nasa.gov), coastal areas (www.coastcolor.org) and even lakes (http://www.globolakes.ac.uk), since they affect water transparency, a parameter that needs to be monitored in coastal areas to comply with the European water directives (2006/7/EC; 2008/56/EC; 2000/60/EC). However, even if the satellite spatial resolution is improving and it is suitable for the open ocean, it is less accurate in coastal and inland waters (Blondeau-Patissier et al. 2004; Gohin et al. 2005) . Relatively complex radiometers, airborne or at ground level, are used to improve the resolution and are used to validate satellite images (Kallio et al. 2001; Deschamps et al. 2004; Nechad et al. 2010) . However, these actions are expensive and laborious.
The Forel-Ule scale (Ule 1894; Forel 1895 ) has been applied globally and intensively by oceanographers and limnologists to determine the color of natural waters since the 19th century, providing one of the oldest oceanographic datasets. The Forel-Ule scale is composed of 21 color standards varying between blue-green and brown. Wernand et al. (2013a) used these datasets to estimate global changes occurring in the ocean in relation to the Chl a concentration, a key index of phytoplankton biomass and primary productivity studies. For coastal and inland waters more optically active constituents determine the water leaving radiance and color (IOCCG 2000; van der Woerd and Pasterkamp 2008) . Wernand et al. (2013b) developed a specific MERIS algorithm (named FUME) to determine the color of natural water, based on color angles (a w ) converted to the Forel-Ule index FU (Ule 1892; Forel 1895; Wernand and van der Woerd 2010; Novoa et al. 2013; Wernand et al. 2013a,b) . The application of this algorithm to satellite images allows classifying the seas and oceans based on their color.
Observations of ocean color has made much progress since the deployment of satellites. Ocean color science utilizes the apparent color of natural waters to derive concentrations of different components, important for a wide range of oceanographic studies, such as long-term monitoring of water quality indicators (Hu et al. 2004; Giardino et al. 2007; Tudesque et al. 2008; Van der Woerd and Pasterkamp 2008; Novoa et al. 2012) . In ocean color science, the intrinsic color of the water surface is estimated by correcting the effect of the sky reflection and light penetration on the water column by means of spectral measurements of the sky irradiance (Mobley 1999; Mueller et al. 2003) . In this study, we combined concepts and techniques used in satellite imagery with the science of colors, as described by the ICC (2014), to develop the WACODI algorithm. Colorimetry is the brand of science used to quantify and describe physically the human color perception. It is distinguished from spectrophotometry by its interest in reducing spectra to the physical correlates of color perception such as the CIE 1931 XYZ color space tristimulus values and standardizes the illumination correction. Previous studies have applied colorimetric techniques to assess water color changes in water bodies (Smith et al. 1973; Smith and Baker 1977; Davies-colley et al. 1997 ) and used digital imaging to estimate water quality indicators (Goddijn-Murphy et al. 2009; Hoguane et al. 2012) . In this study, the novelty resides in the combination of spectrometric and colorimetric techniques to extract the intrinsic color of natural waters from digital images.
FU estimates have a historical background and have been shown to be related to water quality indicators, such as Chl a, CDOM and SPM (Wernand et al. 2013a ), but also represent an easy and fast method for citizen's to estimates the color of water bodies. Davies-Colley et al. (1997 , 1993 showed that a color-matching method is suitable for routine water resources surveys and monitoring, as humans can easily match colors observed simultaneously. In addition, acquiring a large amount of data through citizen participation and over an extended period of time, combined with a good implementation system, will provide a background on the color of aquatic bodies. The purpose of using FU index in coastal waters is to provide an simple standard way to monitor the color of aquatic systems. Then, color alterations in these water bodies could be considered as indicators of changes occurring in these environments, and could therefore be examined in further detail.
Therefore, the objective of this document is to present an algorithm able to extract the color from images of a water body based on the original FUME algorithm, with additional necessary procedures (i.e., illumination correction, gamma expansion and sub-image selection) and recommendations. This WACODI algorithm was assessed on RGB digital images acquired during two field campaigns; one was undertaken in the North Sea and the other in coastal waters, lakes and rivers across the Netherlands. The proposed algorithm will be able to estimate the color of natural waters from images acquired by the public, i.e., citizens using smart phones or low-cost digital cameras. Data collection is part of the ECfunded CITLOPS project (Citizens' Observatory for Coast and Ocean Optical Monitoring; www.citclops.eu). The first results on the application of the algorithm on images acquired using different smartphones sent by the volunteers are finally shown.
Field campaigns
A total of 43 sampling stations were visited during two field campaigns; one in the North Sea (n 5 27) in March 2013, for 11 d, and the other, a 5 d campaign covering Dutch coastal and continental water bodies in August 2013 (n 5 16). The North Sea campaign was carried out along the East Anglia plume, where the water type is considered to be coastal due to the high suspended material concentrations generally present in the area (McManus and Prandle 1997; Dyer and Moffat 1998; Eleveld et al. 2008) . The stations across the Netherlands were located in coastal areas, rivers and lakes ( Fig. 1 ) with varying composition resulting in green to dark brown colored waters.
Water samples were collected to determine concentrations of Chl a and total suspended material (TSM) and the light absorption by colored dissolved organic material (CDOM), following the protocols for the determination of inherent optical properties of natural waters (Tilstone et al. 2002) . Water samples were collected at 0.5 m depth and directly filtered with GF/F filters. The Chl a extraction and analysis was achieved by HPLC for the North Sea stations following the protocols developed by Jeffrey and Vesk (1997) . For the Dutch inland and coastal stations Chl a was estimated using spectrophotometry, following EPA's protocols (Arar 1997) . The TSM concentration was determined by the gravimetric method following the protocols established by Tilstone et al. (2002) and Van der Linden (1998) . Water samples were collected, filtered with pre-weighed and pre-ashed GF/F filters (0.7 lm), and rinsed with milli-Q water. After the field work, the filters were dried and weighed for determination of TSM dry weight. For CDOM determination the GF/F filtrate of each station was again filtered over filters with 0.2 lm average pore size. Light attenuation of the filtrate in a 5 cm cuvette was analysed with a TriOS Vis-Spec analyser (320-950 nm).
At each station hyperspectral measurements were carried out using TriOS-RAMSES radiometers following the NASA protocols (Mueller et al. 2003) . The measurements included sky radiance (L sky ), upwelling radiance (L sfc ) and incident spectral irradiance (E S ). For calm inland waters, an additional radiance measurement was carried out just below (5-10 cm) the water surface. The radiometers cover the spectral range 320-950 nm with a spectral resolution of 3.3 nm (full width at half maximum) and an accuracy of 0.3 nm. Multiple spectral measurements were carried out at each station and averaged per station. Radiance measurements were collected at an azimuth angle of 1358 away from the Sun. Sky and water surface radiance were measured at 358 off zenith and nadir, respectively. As radiance measurements were collected with a viewing angle of 78 we stayed within limits of the recommended nadir angle of 408 (Mobley 1999; Mueller et al. 2003) and well below the Brewster angle.
The water-leaving radiance L W (k, 0 1 ) at wavelength (k) just above the surface (0 1 ) is derived from the following:
The reflectance factor q is a correction factor to compensate for Fresnel reflectance at the air/water boundary (Mueller et al. 2003) , defined as the fraction of skylight actually reflected from the wave roughened (sea) surface. The intrinsic color of the water is determined by the spectral distribution of the remote-sensing reflectance R RS (k, 0 1 ) that is calculated as the ratio of water-leaving radiance L W (k, 0 1 ) to downwelling irradiance E S (k, 0 1 ):
During both campaigns, the Samsung EK-GC100 was used to take photographs of the waters under investigation. The camera looked to the water surface in the same direction as the spectrometers at nadir angle between 08 and 408 and at azimuth angle of approximately 1358 away from the sun to avoid sun glint, following NASA's recommendations for radiometric field measurements (Mueller et al. 2003) . The Galaxy camera provides images in JPEG format. 
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Illumination conditions varied considerably during both campaigns due to the time of observation, the local weather conditions and water surface roughness. The cloud cover varied from overcast, to partial cloud cover, to sunny skies. Considerable differences in wind strength were found during the North Sea campaign, from 1 m s 21 to 25 m s
21
. Only the sea stations sampled during calm wind and sea conditions are included in this analysis.
Algorithm description

Digital imaging
It has been shown that digital cameras providing images in raw format, can basically be used as three-band radiometers (Red, Green, and Blue, RGB) for water measurements, giving images with pixel values in RGB between 0 and 255 (Goddijn and White 2006; Goddijn-Murphy et al. 2009 ). Raw image formats are intended to capture as closely as possible the radiometric characteristics of the scene, that is, physical information about the light intensity and color of the scene. The three RGB values can be combined to a set of 256 3 distinct colors. The majority of digital cameras in smartphones deliver images that appear very realistic to the human eye. Nevertheless, these images must be processed before a reliable indication of the intrinsic water color can be derived, because they have been pre-processed from the raw image. Therefore, the analysis must undo the image preprocessing by applying a number of corrections. In this study, the camera provides a widely adopted standard format: the standard RGB color space (referred as sRGB), with a gamut (range of colors) considerably smaller than the human eye vision (Reinhard et al. 2007 ). The most important corrections for the sRGB format are the "Gamma" and "Illumination" corrections, which are described in more detail below. In this article, we follow the conventions as laid out by the International Color Consortium (ICC 2014) that has defined an open source color management system that allows smooth communication on color transformations between photography, printing and painting.
Gamma correction
The human eye is more sensitive to relative differences in brightness in the darker tones of an object, while the camera is almost linear in the conversion of luminance to the digital number (DN). The sRGB format accommodates this aspect by applying the Gamma compression
where V out is the output luminance value and V in is the actual luminance value, and c is the gamma value. The gamma value is usually between 0.5 and 0.35, over the interval [0 1] that has the effect of enhancing contrast at the lowest luminosity levels and reducing the contrast at the highest levels (Wyszecki and Stiles 1982) .
The inverse procedure (Gamma expansion) restores the digital numbers to a linear level. The DN in the three channels of the sRGB output are combined in the vector S. First each channel is normalized to the interval [0 1] and subsequently for all values above 0.04045 the Gamma expansion is applied to derive the linear color vector L (for values below 0.04045 the expansion is not applied, see Westland et al. 2012 ):
A simple test was completed in the laboratory, where the Gamma-function of a NIKON D60 and a Samsung EK-GC100 camera were checked, following procedures found in literature (Reinhard et al. 2007) . A prepared panel from Munsell standards (ASTM D1535-68; Munsell 1912) that contained 10 Grey cards with well-known albedo (between15% and 90%) and illuminated by the D65 lamps in a lighting cabinet (VeriVide, width: 600 mm, 20 W) was photographed (no flash) and the radiance was measured with a Photo Research PR655 spectrometer. For each grey surface the DN in each of the three channels was recorded and plotted against the albedo. This experiment showed mainly that for the Samsung EK-GC100 and the NIKON camera the three colors (RGB) follow the same compression with c near 2.2 and 2.0 respectively, although one simple value could not describe the compression for all values. Since the NIKON is a reflex SLR camera providing values in raw format we assumed the difference relied on the type of camera. Since the sRGB color space standard used with most cameras, PCs, and printers has a decoding gamma value near 2.2 over much of its range, we applied this decoding value for all the images analyzed on a first step. Testing of gamma values for additional cameras was not possible for this study, but the point of this exercise was to show the existence of differences between types of cameras and indicate that this could be a source of dissimilarities between color calculations. If this is the case, an adaptation of the gamma value for the camera used could improve the color estimates.
sRGB to tristimulus
The Commission Internationale de l'Eclairage (CIE 1931) introduced colorimetry as "a system for color measurements" and created "CIE 1931 XYZ color space" (Wright 1928; Thomas and Guild 1931; Guild 1932; Fairman et al. 1997 ). This color space includes all the colors that an average person can experience. It works as a standard reference against which many other color spaces are defined and forms the basis for nearly all applied colorimetry. The white point (also referred as achromatic point) is a set of chromaticity coordinates that serve to define the color "white" in a color space. These coordinates can change depending on the illumination characteristics. In the camera the output of the photon detection system is already converted to sRGB values, based on detailed laboratory measurements of the wavelength dependence of the three channels. The sRGB values are converted to the XYZ CIE system (presented by the vector X') using the matrix M (Eq. 5). The values of this matrix were extracted from Pascale (2003) , but a detailed description on the calculation of the conversion matrices can be found as well in Wyszecki and Stiles (1982) .
Chromatic adaptation
The color perceived by the human eye or detected by a spectrometer or camera depends on the spectral distribution of the light source that illuminates the object. In the CIE (2014), standard illumination conditions have been defined. Examples are D75, D55, and D65 that are representative for daylight illumination in the early morning, midday and average daylight color under clear skies, respectively. The sRGB format has adopted a D65 illumination. Therefore, once the signal is corrected for the gamma compression and converted to X', a standard illumination correction must take place to transform the color from D65 to E (Equilibrium or the same energy at all wavelengths: white light illumination), given by the vector X. This procedure also called illumination correction or chromatic adaptation, can be constructed with the help of the so-called cone response matrix that takes into account the response (of the human eye) to changes in the perceived colors. A standard chromatic adaptation procedure, well documented in the literature, is applied. In this study, the Bradford method is used, based on the cone response matrix B (Eq. 6) that allows significant changes in the redgreen band overlap (von Kries 1970; Wyszecki and Stiles 1982; Fairchild 2005; Lindbloom 2007 Lindbloom -2010 .
Elements of B are: 
In this case Ws is given by the D65 illuminant, with elements [0.95047 1.0000 1.08883] and Wd is given by E with elements [1.000 1.000 1.000]. The illumination correction or chromatic adaptation calculated to derive the intrinsic color vector X by applying the illumination correction matrix ICM: X 5 ICM 3 X' with ICM 5 B 21 3 ðBWd=BWsÞ 3 B (8)
In Eq. 8 the B 21 is the inverse matrix of B and (BWd/ BWs) is a matrix with three diagonal elements BWd i /BWs i (i 5 1, 2, or 3) and zero for off-diagonal elements.
Water illumination correction
In this study, monitoring of the intrinsic color of natural waters is targeted and therefore a correction must be carried out to compensate for the color of the illumination. In the absence of rain or nearby shadows the following components determine the illumination and the radiation that is measured by the camera.
All components are considered wavelength dependent, with the exception of the Fresnel reflection (q) at the airwater interface, which acts as a mirror (specular reflection) where part of the incoming light is reflected. The magnitude of q is between 2% and 100%, depending on the incident angle and polarization. The light that is observed by the camera consists of two components: the first component is the light that is scattered in the water column and emerges from the water. The second component is the light from the sky that is reflected at the surface. If Eqs. 1 and 2 are combined, an expression for the upwelling radiance is found:
Here R RS is the remote-sensing reflectance spectrum that contains the intrinsic color of the water. The wavelength dependence has been omitted in this equation for clarity. We define here the illumination irradiance spectrum E ill ((k, 0 1 ) as the quantity that modifies the intrinsic color of water to the observed color by the camera:
By combining Eqs. 9 and 10 an expression for E ill can be found:
This simple equation can be used to reconstruct the illumination correction if E S , L sfc and L sky are measured and if q is known. In the "theoretical" case that q goes to zero, the contribution of the sky radiation equals zero and Eq. 10 reduces to E ill 5 E S .
For each of the 43 stations sampled the RAMSES spectra of L sfc, L sky and E S were used to derive E ill according to Eq. 10. For all the measurements made in The Netherlands the below-water spectra and above water spectra compared well when an average q of 0.029 was adopted. The E ill spectra were folded with the CIE1931 response curves to give 43 vectors that represent the source white that can be used to derive the illumination matrix for each station, according to Eqs. 6--8.
Hue color angles
The Hue color angle (a w ) for the images were processed according to the previously described image processing steps (Eqs. 1-11). Then the tristimulus values are converted to the CIE chromaticity coordinates using Eq. 12.
The CIE 1931 chromaticity coordinates were calculated according to:
and y 5 Y X1Y1Z
More information on the calculation of tristimulus values and chromaticity coordinates can be found in Wyszecki and Stiles (1982) .
The hue color angle is calculated using the following equation:
where a w is the angle to be calculated, and "y i -y w " and "x i -x w " are the chromaticity coordinates derived from the images with respect to the white point. In the case of the spectral measurements acquired in the field, considered as the true or instrinsic color of the water, the spectral curves were transforming to the the tristimulus values XYZ using the reflectance and according to:
where S (k) is the spectral data that depends on the wavelength (k), XYZ are the tristimulus values and x; y; z are the CIE color-matching functions (CMFs). These are the spectral response curves for the cone-receptors in the human eye as defined by the CIE. Lumens are converted to watts using the 683 constant.
The FU values were derived according to the previous equations 1-14), a methodology that is explained in Wernand et al. (2010) and Novoa et al. (2013) and where a w is matched to the FU angles determined for the original FU scale solutions (see Fig. 2 ).
Sub-image selection
The water illumination, just above the air-water interface, is determined by direct visual solar radiation and its scattering from all directions. Multiple components can contribute, like the sun, sky, clouds, rain and surrounding features like trees and mountains. But also other local effects may play a role, like the reflection of the hull from nearby boats or shadowing by ramps and jetties. All these components together define the radiation field that illuminates the water. In general, surrounding illumination is wavelength dependent and will influence the color emerging from the water column. It is therefore essential to select the best part of the image where a reliable estimate of the Hue color angle (a w ) can be made.
Images acquired by digital cameras have a large field of view (e.g., The Samsung EK-GC100 has 4608 3 2592 pixels that cover 60.3 by 42.38). Because of this, some parts of the images could be more influenced by sky reflectance than other parts. An automated method of selecting the correct part of the image, the part which reveals the "true color of the water body," is therefore important. However, this can also be challenging as can be observed in the slopes of Fig.  3a , which shows a typical image of the North Sea with highly variable wave slopes and white caps. Figure 3b shows the estimated (a w ) for every pixel in a small sub-section in the lower left corner (red square).
Hence, the final step of the process is the selection of the part of the image where the color of the water can be retrieved with the least influence of surrounding colors and therefore with the highest precision. Accordingly, 8 by 6 sub-sets of the original image with a size of 41 3 41 pixels are selected in each image and the distribution of the 1681 angles within each sub-pixel is analyzed using percentiles (P(z)), where for example P(95) is the Hue color angle of the 95 percentile in the distribution. For WACODI the following rules were adopted: 1. Natural waters all lie within specific Hue color angle intervals. Only sub-images with that are dominated by water colors are selected; P(5) > 218 and P(95) < 2308. If more information on the water body concerned is available, these upper and lower limits may be adjusted. 2. If a flat piece of water without whitecaps and relatively close to the observer is selected, the viewing and illumination geometry should be stable and all angles should fall in a narrow interval around the median. Only sub-images were selected with: P(90)-P(10) < Delta, where Delta can be chosen as a small number (here 48). To exclude artificial objects in the sub-image, a lower boundary is also adopted: P(90)2P(10) > 0.88. 3. When the chromaticity coordinates (x,y) are very close to the white point, the derivation with the WACODI algorithm is more sensitive to errors in the illumination correction. This effect is minimized by setting a lower limit to the distance to the white point (saturation), thereby requesting more color expression. This was done by requiring that the median of the saturation distance has to be larger than 0.02. 4. Finally, the minimum of the P(50) values of all subsections that comply with these criteria is selected. The reason is that the illumination correction is carried out for a minimum reflection at the surface (q 5 0.029 Fresnel Reflection). Smooth water areas that are further away from the observer will have a larger q and therefore a larger sky contribution. In case of a blue sky, the P(50) will be bluer, corresponding to a larger color angle.
In summary (see Fig. 4 ), the image is converted from sRGB format to the CIE XYZ color space, undergoing first a gamma expansion and an illumination correction using a correction that is specifically derived for natural waters. After this, the values for each pixel of the image are used to extract the 
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chromaticity coordinates and finally a sub-section is selected, by means of percentiles, to derive the "best" estimate of the intrinsic Hue color angle of the water (a w ). See Table 1 for acronym description.
Results
Field conditions
The water bodies and the weather conditions covered during the two campaigns allowed for testing the WACODI algorithm for a wide range of water colors and illuminations. The concentrations of the water quality indicators varied considerably among the 43 stations, reflecting the widely different water body types that were sampled: central North Sea, coastal North Sea, rivers, lakes and even CDOM-dominated waters (peat lakes), see Table 2 for a summary.
As anticipated, the sky radiance spectra showed very different shapes for sunny conditions (very little or no clouds) compared to overcast skies, notably showing a higher peak in the blue part of the spectrum ($400 nm) in the first case. The downwelling irradiance (E s ) showed very similar shapes for both sky conditions, with a remarkable difference in magnitude (Fig. 5) .
From the collected E S , L sky and L sfc spectra (shown in Fig. 5 ), the remote sensing reflectance was calculated between 400 and 800 nm according to Eqs. 1 and 2. The variability in spectral shapes, due to a wide variability in the absorbing and scattering substances in the water is illustrated in Fig. 6 . Also, color assessments via the in situ Forel-Ule methodology showed a large dynamic range (FU6-FU19).
Illumination correction procedure
The R RS derived from Eq. 2 and multiplied by the CIE1931 sensitivity curves provided the color angle (a w ) following Eqs. 12-14. This is referred to as the intrinsic color or true color of the stations. Also, E ill was first calculated as a function of wavelength by Eq. 10 and then converted to the XYZ color vector that served as Ws (Eqs. 6, 7). Since no digital camera observations were available that covered exactly the same spot of water and operated at exactly the same time (within 0.1 s of the spectrometers), a forward and inverse simulation was carried out.
The L sfc was first converted to an XYZ vector. The Y-signal (luminance) was normalized to a value between 100 and 150 to simulate the camera adaptation of the integration time to reach a DN midway between 0 and 255. The vector was converted to sRGB standards (XYZ to sRGB and inverse Gamma correction) and converted to 8 bits digital numbers. This vector was analysed and converted from sRGB to a color angle of that pixel by the WACODI gamma and illumination processing software (SIM).
In Fig. 7 , a histogram is shown of the difference in color angle between true and the simulation outcome (R RS -SIM). The histogram shows that 68 out of 71 simulations resulted in a color angle less than 58 from the true color. The median indicates and overall offset of minus 1.18 and 76% of the observations is found within 28 from the original. The distribution is skewed and 90% of the observations (5-95 percentile) is found between 0.68 and 24.68. Given that the average angle difference between FU color values is 108, this offset is not considered to be significant in most cases, except for FU colors 20 and 21, which show an angle difference of 48 (see Novoa et al. 2013 Novoa et al. , 2014 for additional information on the FU scale).
The outcome of this simulation is a proof of concept of the illumination correction along the lines of CIE (2014) written in terms of vectors and illumination correction matrices. In case this correction creates a large offset, we can quite easily identify in the original spectra the issue, such as the effects of rapidly changing condition near clouds.
Image processing with WACODI
The WACODI algorithm was run on the images acquired at each of the 43 stations that were visited during the North Sea and the Netherlands campaigns. The images acquired showed a wide color range from blue-green to brown (see examples in Fig. 8) . In most cases, only the water surface was visible on the images, but in some cases objects were visible. As measurements of the radiation field above and below water were conducted, independent information was available on the intrinsic color of the water and on the vector that was used in the illumination correction. The regression between the a w extracted using radiometric data and extracted from digital imaging shows a coefficient of determination of r 2 5 0.93 and most of the 43 images fall close to the 1: 1 line as can be appreciated in Fig. 9 . Station 15 is represented twice, once when the part of the sub-image is selected using the minimum P(50) value and the other when 
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the center part of the image is selected. In the first case, there is a large offset. However, when the R RS was compared to the image a w extracted from the center part of the image, the difference notably decreased. Subsequently, an investigation was made on how WACODI performs in conditions when only the digital image is available and the detailed spectroscopic information on the illumination conditions is missing. The illumination conditions were divided into two categories: overcast and sunny. For scattered cloud conditions (CC < 4/8), the values for sunny weather conditions were assigned for that image.
The chromaticity coordinates (x, y) of the illumination vector E ill extracted for both categories are shown in Fig. 10 . Notice that the coordinates for sunny conditions appear far less dispersed than the coordinates for the overcast conditions. This suggests that there is an easier illumination correction for pictures acquired under clear skies, as there is a lower variability of the coordinates used for the correction. Two generic illumination vectors E ill were derived from the median values for either overcast or sunny weather conditions (sunny and overcast median values, Fig. 10 When the same dataset was analyzed with either of these two illumination corrections, the dispersion of the regression increased (r 2 5 0.80 vs. r 2 5 0.93), while the slope of the regression line showed little variation (1.06 vs. 0.98), see Fig. 11 . This suggests that a standard correction could be applied to images, if the sky conditions at the time of the acquisition are known. Higher data dispersion in the greater Hue color angle values (around 100 and 150) can be observed in Fig. 11 , which can be attributed to stations that presented scattered clouds at the time of the measurement.
Application of the algorithm to images acquired using the smartphone APP By December 2014 a total of 64 images of water bodies were acquired using different smartphone brands including Samsungs EK-GC100, GT-I9305, GT-I8190, LG Nexus, Motorola XT1032, Alcatel 6040D and Sony experia. The comparison between the FU estimated using the modern Forel-Ule scale (Novoa et al. 2014 ) and the FU derived from the image, shows a good correlation as shown in Fig. 12 . It can be noticed that there is a higher dispersion in the darker colors 13-21. This could be due to lower hue color angles difference existing between the brownish colors (see Fig. 2 ).
Discussion and conclusions
The aquatic environment of inland and coastal waters is characterized by a complex mix of natural and anthropogenic influences and ecosystem response. In order to enhance understanding and managing practices of this dynamic environment a monitoring practice that provides good spatial and temporal coverage at low cost is required. This can be partially realized through citizens' effective participation in environmental monitoring through the use of existing devices, such as smart phones, as sensors (www.citclops.eu). In this study, we have investigated if digital imagery from cameras in smart phones can be used for monitoring the intrinsic color of natural water bodies.
The water Hue color angle (a w ) is introduced as a simple measure to quantify the spectral distribution of the water leaving radiance. Based on extensive field work we proved that (a w ) can be extracted from sRGB digital images without bias. The extraction was done by a number of steps that included gamma expansion, chromatic adaptation and image processing. The recipe of this processing, called WACODI, is explained in detail in this article. WACODI represents a large improvement with respect to the work conducted by Klaveness (2005) , who concluded that digital cameras could only be used to document visual color differences in a qualitative way. Our findings are in agreement with other authors (Goddijn and White 2006; GoddijnMurphy et al. 2009; Hoguane et al. 2012 ) who demonstrated that digital cameras can be used to extract quantifiable results, since they were able to correlate RGB values to the concentration of water constituents, such as Chl a.
During this study a number of problems were encountered that need more attention in future work. These problems cover surface roughness, illumination conditions, white balance, and sub-image selection. 
Surface roughness
The boundary between air and water acts as a mirror that reflects the incoming sky radiance into the camera. Although the efficiency of reflection is generally small (a few percent) it provides a large and highly variable contribution to the total measured radiance, since natural waters also have a small remote sensing reflectance value (Mobley 1999) . WACODI has included the correction for this surface reflection in the illumination correction matrix. Especially in clear sky conditions, when the illumination has a very blue characteristic color, this can have a large impact on the retrieved a w when the size of this contribution is over (-under) estimated. In this respect Fig. 3b is very intriguing, showing a pixel-to-pixel variability in a w that could be a combination of intrinsic variation in water composition and complex surface roughness due to capillary waves.
Illumination conditions
In the general case where an image is acquired without detailed spectrophotometric measurements, but the sky condition is known (either overcast or sunny) the estimation of water color still can be accomplished, but with less precision. Examining the regression graph in Fig. 11 , more dispersion can be observed in the higher Hue color angle values (around 100 and 150) away from the 1: 1 line, which can be attributed to stations that presented scattered clouds at the time of the measurement. To improve the results, the same test was completed with three categories (i.e., overcast, sunny, and scattered clouds), introducing the median chromaticity coordinates derived from all the stations classified as "scattered skies," but the relationship did not improve. This was due to the high variability of illumination conditions caused by the clouds, making the median values of this category not appropriate. If cloud covers are changing fast it is more difficult to estimate the right illumination at the exact moment of image acquisition. Our recommendation to overcome this problem is to use pictures acquired under clear skies to derive an accurate Hue color angle, because the illumination correction values are more stable for this condition.
White balance
During this study the images were acquired as close to the water as possible, to ensure correct white balancing. The white-balance setting attempts to mimic the natural color adaptation performed by human eyes. This setting adjusts the color of the pixels under different illuminations, using algorithms to identify the neutral tones in the photo (the whites, greys, and blacks) and then calibrate the rest of the image to the temperature of the neutral colors (Buchsbaum 1980; Hung 2005) . This is an advantage for the user since it is easy and simple to take the picture, however it can cause problems in certain conditions, especially when objects other than the water and neutral grey/white tones are included in the picture.
A widely adopted algorithm is the Grey World Assumption (Buchsbaum 1980) , which usually works reasonably well in natural scenes (Jiang et al. 2012) . In this study, this setting did not present issues when the photographs were taken correctly, however, when the analysis was applied to certain images during the campaign that were taken without following the protocol precisely, the results were less successful, illustrating the importance of a correct image acquisition procedure. If future technological developments allow it, low-cost cameras will all soon incorporate several white balance and a raw format options that could be used to improve the procedure presented in this document (see also Goddijn-Murphy et al. 2009 ). In addition, differences in white balance procedures should be assessed among the most common smartphone and digital camera brands used Fig. 11 . Correlation between Hue color angles (a w ) derived from reflectance spectra (R RS ) and from sRGB images applying a two-case illumination correction; one for overcast and one for sunny/clear/scattered cloudy skies. in the market, to standardize the procedure. Further studies and algorithm developments should consider the direct sunlight settings to standardize the images or, for example, to take the images using the flash as it would probably affect only some pixels of the image that could be used to normalize the others.
Sub-image selection
The sub-image selection process presented here provided better results compared to other selections criteria tested, for instance selecting the center part of the image analyzed, except for one case: The station located in Markermeer De Hemmelanden, an inland marina (See the bottom right image on Fig. 8) . The RAMSES spectra measured at this station are very stable and similar. Two images were taken close to the jetty and gave identical results, even if they were taken 30 min apart. However, the situation at the jetty was very different from other stations, because the jetty was surrounded by boats and boat ramps, so probably there is a shading effect taking place on the image that was not captured by the radiometric data. Likely, the sky radiation was blocked by nearby boats and did not contribute to the illumination of the water surface. Thereby, the blue light was overcorrected, resulting in a bluer color. The minimum P(50) value selected at the end of the process most likely chose the darker part on the image, but when the center part was selected, the difference between the R RS derived angle a w and the image derived angle a w is low (a w from R RS 5 65; a w from image 5 59.8). Hence, this issue indicates there should not be shades of objects present on the water surface at the moment the image is captured.
The comparison between the FU estimated with the Modern Forel-Ule scale (considered as the groundtruth value) and the FU derived from images acquired using different smartphones, shows a good match, which is promising, however a higher number of contributions is necessary to evaluate the algorithm's performance. Our objective with this manuscript was to provide the possibility to use this algorithm to extract the Hue color angle from digital images. The MATLAB V R routine to apply this WACODI algorithm is available as Supporting Information.
