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Trace au bord de solutions d’équations de
Hamilton-Jacobi elliptiques et trace initiale
de solutions d’équations de la chaleur avec
absorption sur-linéaire
Résumé
Cette thèse est constituée de trois parties.
Dans la première partie, on s’intéresse au problème de trace au bord d’une solution
positive de l’équation de Hamilton-Jacobi (E1) −∆u+g(|∇u|) = 0 dans un domaine borné
Ω de RN , satisfaisant (E2) u = µ sur ∂Ω. Si g(r) ≥ rq avec q > 1, on prouve que toute
solution positive de (E1) admet une trace au bord considérée comme une mesure de Borel
régulière, pas nécessairement localement bornée. Si g(r) = rq avec 1 < q < qc = N+1N , on
montre l’existence d’une solution positive dont la trace au bord est une mesure de Borel
régulière ν 6≡ ∞ et on caractérise les singularités frontières isolées de solutions positives.
Si g(r) = rq avec qc ≤ q < 2, on établit une condition nécessaire de résolution en terme
de capacité de Bessel C 2−q
q
,q′ . On étudie aussi des ensembles éliminables au bord pour des
solutions modérées et sigma-modérées.
La deuxième partie est consacrée à étudier la limite, lorsque k → ∞, de solutions
d’équation ∂tu − ∆u + f(u) = 0 dans RN × (0,∞) avec donnée initiale kδ0 où δ0 est la
masse de Dirac concentrée à l’origine et f est une fonction positive, continue, croissante et
satisfaisant f(0) = f−1(0) = 0. On prouve, sous certaines hypothèses portant sur f , qu’il
existe essentiellement trois types de comportement possible en fonction des valeurs finies
ou infinies des intégrales
∫∞
1 f
−1(s)ds et
∫∞
1 F
−1/2(s)ds, où F (s) =
∫ s
0 f(r)dr. Grâce à
ces résultats, on donne une nouvelle construction de la trace initiale et quelques résultats
d’unicité et de non-unicité de solutions dont la donnée initiale n’est pas bornée.
Dans la troisième partie, on élargit le cadre de nos investigations et généralise les
résultats obtenus dans la deuxième partie au cas où l’opérateur est non-linéaire. En par-
ticulier, on s’intéresse à des propriétés qualitatives de solutions positives de l’équation
∂tu − ∆pu + f(u) = 0 dans RN × (0,∞) où p > 1, ∆pu = div(|∇u|p−2∇u) et f est une
v
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fonction continue, croissante, positive et satisfaisant f(0) = 0 = f−1(0). Si p > 2NN+1 , on
fournit une condition suffisante portant sur f pour l’existence et l’unicité des solutions
fondamentales de données initiales kδ0 et on étudie la limite, lorsque k → ∞, qui dépend
du fait que f−1 et F−1/p soient intégrables à l’infini ou pas, où F (s) =
∫ s
0 f(r)dr. On donne
aussi de nouveaux résultats de non-unicité de solutions avec donnée initiale non bornée.
Si p ≥ 2, on prouve que toute solution positive admet une trace initiale dans la classe de
mesures de Borel régulières positives. Finalement on applique les résultats ci-dessus au cas
modèle f(u) = uα lnβ(u+ 1) avec α > 0 et β > 0.
Mots clés : équations elliptiques quasilinéaires, singularités isolées, mesures de Radon,
mesures de Borel, capacités de Bessel, trace au bord, singularités éliminables, absorption
faiblement sur-linéaire, trace initiale, condition de Keller-Osserman, équations de la chaleur
dégénérées.
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Boundary trace of solutions to elliptic
Hamilton-Jacobi equations and initial trace
of solutions to heat equations with
superlinear absorption
Abstract
This thesis is divided into three parts.
In the first part, we study the boundary value problem with measures for the Hamilton-
Jacobi equation (E1) −∆u + g(|∇u|) = 0 in a bounded domain Ω in RN , satisfying (E2)
u = µ on ∂Ω and provide a condition on g for which the problem (E1)-(E2) can be solved
with any positive bounded measure. When g(r) ≥ rq with q > 1, we prove that any
positive solution of (E1) admits a boundary trace which is an outer regular Borel measure,
not necessarily bounded. When g(r) = rq with 1 < q < qc = N+1N , we prove the existence
of a positive solution with a general outer regular Borel measure ν 6≡ ∞ as boundary
trace and we characterize the boundary isolated singularities of positive solutions. When
g(r) = rq with qc ≤ q < 2, we show that a necessary condition for solvability is that µ must
be absolutely continuous with respect to the Bessel capacity C 2−q
q
,q′ . We also characterize
boundary removable sets for moderate and sigma-moderate solutions.
The second part is devoted to investigate the limit, when k → ∞, of the solutions of
∂tu − ∆u + f(u) = 0 in RN × (0,∞) with initial data kδ0, where δ0 is the Dirac mass
concentrated at the origin and f is a nonnegative, continuous, nondecreasing function
satisfying f(0) = f−1(0) = 0. We prove that there exist essentially three types of possible
behaviour according f−1 and F−1/2 belong or not to L1(1,∞), where F (s) = ∫ s0 f(r)dr. We
use these results for providing a new construction of the initial trace and some uniqueness
and non-uniqueness results for solutions with unbounded initial data.
The main goal of the third part is to investigate the initial value problem with un-
bounded nonnegative functions or measures for the equation ∂tu − ∆pu + f(u) = 0 in
RN × (0,∞) where p > 1, ∆pu = div(|∇u|p−2∇u) and f is a continuous, nondecreasing
nonnegative function such that f(0) = f−1(0) = 0 and to extend the results obtained in
vii
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the second part to the cas p 6= 2. If p > 2NN+1 , we provide a sufficient condition on f for
existence and uniqueness of the fundamental solutions satisfying the initial data kδ0 and
we study their limit, when k → ∞, according f−1 and F−1/p are integrable or not at
infinity, where F (s) =
∫ s
0 f(r)dr. We also give new results dealing with non uniqueness for
the initial value problem with unbounded initial data. If p ≥ 2, we prove that any positive
solution admits an initial trace in the class of positive Borel measures. As a model case we
consider the case f(u) = uα lnβ(u+ 1) with α > 0 and β > 0.
Key words : quasilinear elliptic equations, isolated singularities, Radon measures, Borel
measures, Bessel capacities, boundary trace, removable singularities, weakly superlinear
absorption, initial trace, Keller-Osserman condition, degenerate heat equations.
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Notations
Divers :
Ω : domaine de RN .
QΩT = Ω× (0, T ), QT = RN × (0, T ), Q∞ = RN × (0,∞).
Br(x0) : la boule de centre x0 ∈ RN et de rayon r. Pour simplifier, Br désigne la boule
de centre à l’orgine et de rayon r.
SN−1 : la sphère unité de RN .
dS : élément de volume sur ∂Ω.
d(x) = dist (x, ∂Ω).
δx the Dirac mass concentrated at the point x.
Espaces de Lebesgue : Soient p ≥ 1 et α ≥ 0.
Lp(Ω) = {u : Ω→ R mesurable :
∫
Ω
|u|p dx <∞}.
Lpdα(Ω) = {u : Ω→ R mesurable :
∫
Ω
|u|p dαdx <∞}.
Espaces de Sobolev :
W k,p(Ω) = {u : Ω → R mesurable : Dαu ∈ Lp(Ω) pour tout α ∈ NN t. q. |α| ≤ k} pour
tout k ∈ N∗ et p ∈ [1,∞).
Espaces de mesures : Soit α ∈ [0, 1].
Breg+ (Ω) (Breg+ (∂Ω)) : espace de mesures de Borel régulières sur Ω (resp. ∂Ω).
M(Ω) (M(∂Ω)) : espace de mesures de Radon sur Ω (resp. ∂Ω).
M+(Ω) (M+(∂Ω)) : espace de mesures de Radon positives sur Ω (resp. ∂Ω).
M
b
+(Ω) (M
b
+(∂Ω)) : espace de mesures de Radon bornées positives sur Ω (resp. ∂Ω).
Mdα(Ω) = {µ ∈M(Ω) :
∫
Ω
dαd |µ| <∞}. If α = 0, Md0(Ω) = Mb(Ω).
Espaces de Marcinkiewicz (ou espaces de Lebesgue faibles) : Soient p > 1, α ≥ 0
et µ une mesure de Borel positive sur Ω.
Mp(Ω; dµ) = {u ∈ L1loc(Ω; dµ) : ‖u‖Mp(Ω;dµ) <∞} où
‖u‖Mp(Ω;dµ) = inf
{
c ∈ [0,∞) :
∫
E
|u| dµ ≤ c
(∫
E
dµ
)1− 1
p
∀E ⊂ Ω, E Borel
}
.
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NOTATIONS
Si dµ = dx, on utilisera la notation Mp(Ω) au lieu de Mp(Ω; dx).
Si dµ = dαdx, on utilisera la notation Mpdα(Ω) au lieu de M
p(Ω; dαdx).
Espaces de potentiels de Bessel : Soient α ∈ R et p > 1.
Gα = F−1((1 + |ξ|2)−α2 ) : noyau de Bessel d’ordre α, où F−1 est la transformation de
Fourier inverse sur l’espace de Schwartz S(RN ).
Lα,p(RN ) = {f : f = Gα ∗ g, g ∈ Lp(RN )} : espace de potentiels de Bessel d’ordre α et de
degré p avec la norme
‖f‖Lα,p(RN ) = ‖g‖Lp(RN ) = ‖G−α ∗ f‖Lp(RN ) .
Si α ∈ N∗ et 1 < p <∞, Wα,p(RN ) = Lα,p(RN ) et il existe c > 0 telle que
c−1 ‖f‖Lα,p(RN ) ≤ ‖f‖Wα,p(RN ) ≤ c ‖f‖Lα,p(RN ) ∀f ∈Wα,p(RN ).
Capacités de Bessel : Soient α > 0 et p > 1.
Cα,p(K) = inf{‖φ‖Lα,p(RN ) : φ ∈ S(RN ), φ ≥ 1 dans un voisinage de K} si K est com-
pact,
Cα,p(G) = sup{Cα,p(K) : K ⊂ G,K compact} si G est ouvert,
Cα,p(E) = inf{Cα,p(G) : E ⊂ G,G ouvert} pour tout ensemble E.
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Conventions
La numération choisie pour l’énoncé des théorèmes, propositions, lemmes, corollaires,...dans
l’introduction est indépendante de celle dans les chapitres 1, 2 et 3.
Les symboles employés dans chaque partie comme φ, ϕ, ψ, J , K, uǫ, vǫ,...ne sont valables
que dans cette partie-là. Par exemple le symbole ukδ0 dans chapitre 1 est défini de ma-
nière différente de celui du chapitre 2. Dans chaque partie (y compris l’introduction), des
références citées se trouvent à la fin de cette partie-là.
Ci, ci et c′i (i ∈ N) désignent des constantes dépendantes de données initiales (comme N ,
p, q...) et d’autres quantités données (comme des fonctions tests, des fonctions propres, des
valeurs propres,...). Leur valeur peut varier d’une ligne à l’autre.
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Introduction générale
0.1 Equations de Hamilton-Jacobi elliptiques
0.1.1 Trace au bord et singularités isolées au bord
Soient Ω un domaine borné de classe C2 de RN (N ≥ 2) et g une fonction continue
croissante de R+ dans R+ s’annulant en 0. Dans le premier chapitre, on s’intéresse aux
solutions positives d’équation du type
−∆u+ g(|∇u|) = 0 dans Ω, (0.1.1)
et on se concentrera en particulier au cas
−∆u+ |∇u|q = 0 dans Ω (0.1.2)
où q ∈ (1, 2). On considère d’abord le problème de trace au bord associé à l’équation (0.1.1){
−∆u+ g(|∇u|) = 0 dans Ω
u = µ sur ∂Ω
(0.1.3)
où µ est une mesure sur ∂Ω. Une fonction u est dite solution du problème (0.1.3) si
u ∈ L1(Ω), g(|∇u|) ∈ L1d(Ω) avec d = d(x) := dist (x, ∂Ω) et si elle satisfait∫
Ω
(−u∆ζ + g(|∇u|)ζ) dx = −
∫
∂Ω
∂ζ
∂n
dµ (0.1.4)
pour tout ζ ∈ X(Ω) := {φ ∈ C10 (Ω) : ∆φ ∈ L∞(Ω)}, où n désigne le vecteur normal
unitaire sortant de ∂Ω. Notons que l’hypothèse g(|∇u|) ∈ L1d(Ω) est nécessaire afin que
g(|∇u|)ζ soit intégrable pour tout ζ ∈ X(Ω), d’où (0.1.4) a un sens.
L’étude de l’équation (0.1.1) et du problème (0.1.3) est inspirée par les travaux de
Le Gall [27], [28], de Gmira et Véron [19] et de Marcus et Véron [35]–[42] sur l’équation
semilinéaire
−∆u+ h(u) = 0 dans Ω (0.1.5)
et le problème de Dirichlet associé avec donnée mesure{
−∆u+ h(u) = 0 dans Ω
u = µ sur ∂Ω,
(0.1.6)
1
0.1. EQUATIONS DE HAMILTON-JACOBI ELLIPTIQUES
où h est une fonction continue, croissante de R dans R et s’annulant en 0. Gmira et
Véron ont mis en évidence l’existence et l’unicité de la solution du problème (0.1.6) sous
l’hypothèse ∫ ∞
1
(h(s) + |h(−s)|)s− 2NN−1ds <∞ (0.1.7)
et µ ∈ M(∂Ω). Pour en savoir plus, on renvoie le lecteur aux travaux de Gmira et Véron
[19]. Le cas où h(u) = |u|q−1 u avec q > 1 a été largement étudié par Marcus et Véron
[35]–[38], [40], [42] et l’équation
−∆u+ |u|q−1 u = 0 dans Ω (0.1.8)
est bien comprise. Remarquons que si h(u) = |u|q−1 u, la condition (0.1.7) est satisfaite
si 1 < q < qs où qs := N+1N−1 est appelé la valeur d’exposant critique de (0.1.8). On cite
ci-dessous les résultats importants concernant (0.1.6)-(0.1.8).
- En introduisant une notion de trace au bord, moyen naturel et efficace de décrire des
solutions positives de (0.1.8), Marcus et Véron [37] ont montré que toute solution positive
de (0.1.8) dans BR possède une trace définie de façon unique par un couple (S, µ) où S
est un sous-ensemble fermé de ∂BR et µ ∈ M+(R) où R = ∂BR \ S. Après, dans [42], en
utilisant une méthode complètement différente, ils ont établi l’existence de trace au bord
de solutions positives de (0.1.6) dans le cas où Ω est un domaine dont la frontière est une
variété de classe C2, au sens faible des mesures.
- Si 1 < q < qs, les singularités isolées de solutions positives de (0.1.8) peuvent être
complètement classifiées. Plus précisément, si u ∈ C(Ω \ {0}) ∩ C2(Ω) est une solution
positive de (0.1.8) qui s’annule sur ∂Ω \ {0}, alors ou bien elle résout le problème (0.1.6)
avec h(u) = |u|q−1 u et µ = kδ0 pour certain k ≥ 0 (singularité faible), ou bien [42]
u(x) ≈ Cd(x) |x|− q+1q−1 lorsque x→ 0 (singularité forte).
- De plus, dans le cas sous-critique, il est bien connu qu’étant donné un couple (S, µ) où
S est un sous-ensemble fermé de ∂Ω et µ est une mesure de Radon positive sur R := ∂Ω\S,
il existe alors une unique solution positive de (0.1.8) avec la trace au bord (S, µ).
- Dans le cas sur-critique q ≥ qs, les singularités isolées sont éliminables, c’est-à-dire si
u ∈ C(Ω \ {0})∩C2(Ω) est une solution positive de (0.1.8) qui s’annule sur ∂Ω \ {0}, alors
u est identiquement nulle. Ce résultat a été tout d’abord établi par Gmira et Véron [19], et
après étendu par Le Gall [30] pour le cas q = 2 à l’aide d’outils probabilistes, par Dynkin
et Kuznetsov [15] pour le cas q ≤ 2 grâce à une combinaison de méthodes probabilistes
et analytiques, et par Marcus et Véron [38], [40] pour le cas général q ≥ qs par une
méthode analytique. L’outil clé pour résoudre ce problème est la capacité de Bessel C 2
q
,q′
en dimension N−1. On énumère ici quelques résultats significatifs. La condition nécessaire
et suffisante pour laquelle le problème de Dirichlet associé peut être résolu est que µ est
absolument continue par rapport à la capacité C 2
q
,q′ . De plus, si K ⊂ ∂Ω est un compact
et u ∈ C(Ω \K)∩C2(Ω) est une solution positive de (0.1.8) qui s’annule sur ∂Ω \K, alors
u est identiquement nulle si et seulement si C 2
q
,q′(K) = 0. Une caractérisation complète de
solutions positives de (0.1.8) a été établie par Mselati [34] si q = 2, par Dynkin [14] pour
le cas qs ≤ q ≤ 2, et finalement par Marcus [33] pour le cas q ≥ qs. Ils ont prouvé que
toute solution positive u de (0.1.8) est sigma-modérée, c’est-à-dire qu’il existe une suite
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croissante de mesures µn ∈M+(∂Ω) telle que la suite de solutions correspondantes uµn du
problème de Dirichlet associé avec la donnée frontière µn tende vers u.
On présente ensuite les résultats d’existence et d’éliminabilité de singularités au bord
de solutions positives de (0.1.1)-(0.1.3), similaires à ceux rappelés ci-dessus pour (0.1.6)–
(0.1.8).
Dans tout ce qui suit, G0 désigne l’ensemble des fonctions localement Lipschitziennes,
croissantes, positives de R+ dans R+ et s’annulant en 0. La condition suivante portant sur
g est appelée la condition d’intégrale sous-critique∫ ∞
1
g(s)s−
2N+1
N ds <∞. (0.1.9)
Notons que si g(r) ≤ rq, la condition (0.1.9) est vérifiée si 1 < q < qc := N+1N . Notre
résultat principal d’existence et de stabilité est le suivant :
Théorème 1.1 On suppose que g ∈ G0 satisfait (0.1.9). Alors pout tout µ ∈ M+(∂Ω), il
existe une solution maximale uµ de (0.1.3). De plus, uµ ∈M
N
N−1 (Ω) et |∇uµ| ∈M
N+1
N
d (Ω).
Finalement, si {µn} est une suite de mesures dans M+(∂Ω) convergeant vers µ au sens
faible et {uµn} est une suite de solutions de (0.1.3) avec µ = µn, alors il existe une sous-
suite {uµnk} qui converge vers une solution uµ de (0.1.3) dans L1(Ω) et {g(|∇uµnk |)}
converge vers g(|∇u|) dans L1d(Ω).
Notre techinique repose sur une construction d’une suite de solutions approchées, d’un
résultat de compacité faible à l’aide de (0.1.9) et d’estimations dans l’espace de Marcinkie-
wicz [7], [19], [50], [51]. L’unicité de la solution du problème (0.1.3) est encore une question
ouverte, sauf dans le cas où h(r) = rq avec 1 < q < qc et µ = kδ0 avec k ≥ 0.
Puisque ∂Ω est de classe C2, il existe δ∗ > 0 tel que pour tout δ ∈ (0, δ∗] et x ∈ Ω
vérifiant d(x) < δ, il existe un unique σ(x) ∈ ∂Ω satisfaisant |x − σ(x)| = d(x). On note
σ(x) = Proj
∂Ω
(x). De plus, si n = nσ(x) est le vector normal unitaire sortant de ∂Ω en
σ(x), on a alors x = σ(x)− d(x)nσ(x). Pour tout δ ∈ (0, δ∗], on pose
Ωδ = {x ∈ Ω : d(x) < δ},
Ω′δ = {x ∈ Ω : d(x) > δ},
Σδ = ∂Ω
′
δ = {x ∈ Ω : d(x) = δ},
Σ := Σ0 = ∂Ω.
Pour tout δ ∈ (0, δ∗], l’application x 7→ (d(x), σ(x)) définit un C1-difféomorphisme de Ωδ
dans (0, δ)×Σ. Chaque point x ∈ Ωδ∗ est représenté par un unique couple (δ, σ) ∈ [0, δ∗]×Σ
sous la forme x = σ − δnσ. Ce système de coordonnées, appelé coordonnées de flux, sert à
construire la trace au bord de solutions positives de (0.1.1) définie ci-dessous.
Définition 1.2 Soient µδ ∈M(Σδ) pour tout δ ∈ (0, δ∗) et µ ∈M(Σ). On dit que µδ → µ
lorsque δ → 0 au sens faible des mesures si
lim
δ→0
∫
Σδ
φ(σ(x))dµδ =
∫
Σ
φdµ ∀φ ∈ Cc(Σ). (0.1.10)
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Une fonction u ∈ C(Ω) possède une trace au bord µ ∈M(Σ) si
lim
δ→0
∫
Σδ
φ(σ(x))u(x)dS =
∫
Σ
φdµ ∀φ ∈ Cc(Σ). (0.1.11)
De façon analogue, si A est un sous-ensemble relativement ouvert de Σ, on dit que u possède
une trace au bord sur A au sens faible des mesures si µ ∈ M(A) et (0.1.10) reste valide
pour tout φ ∈ Cc(A).
La dichotomie suivante est obtenue par une combinaison des idées de [37], [42] et d’une
construction géométrique de [3].
Théorème 1.3 Supposons que g ∈ G0 satisfasse (0.1.9) ou que g soit une fonction continue
et satisfasse
lim inf
r→∞
g(r)
rq
> 0 (0.1.12)
où 1 < q ≤ 2. Soit u ∈ C2(Ω) une solution positive de (0.1.1). Alors pour tout x0 ∈ ∂Ω la
dichotomie suivante a lieu
(i) Ou bien il existe un voisinage ouvert U de x0 tel que∫
Ω∩U
g(|∇u|)d(x)dx <∞ (0.1.13)
et une mesure de Radon positive µU sur ∂Ω∩U telle que u|Σδ∩U converge vers µU au sens
faible des mesures lorsque δ → 0.
(ii) Ou bien pour tout voisinage ouvert U de x0,∫
Ω∩U
g(|∇u|)d(x)dx =∞, (0.1.14)
et
lim
δ→0
∫
Σδ∩U
udS =∞. (0.1.15)
L’ensemble S(u) des points x0 ∈ ∂Ω vérifiant la propriété (ii) est fermé et il existe une
unique mesure de Radon positive µ sur R(u) := ∂Ω \ S(u) telle que u|Σδ converge vers µ
au sens faible des mesures sur R(u). Le couple (S(u), µ) est appelé la trace au bord de u
et noté tr∂Ω(u).
Réciproquement, étant donnée une mesure de Borel régulière (pas nécessairement loca-
lement bornée) ν sur ∂Ω , on montre l’existence d’une solution de (0.1.2) dont la trace au
bord est ν.
Théorème 1.4 Supposons 1 < q < qc, S ( ∂Ω fermé et µ ∈ M+(R) où R := ∂Ω \ S.
Alors il existe une solution positive u de (0.1.2) telle que tr∂Ω(u) = (S, µ).
L’ingrédients principaux pour obtenir ce résultat sont le résultat de stabilité du théo-
rème 1.1 et l’estimation locale suivante :
4
0.1. EQUATIONS DE HAMILTON-JACOBI ELLIPTIQUES
Proposition 1.5 Supposons 1 < q < 2, U ⊂ ∂Ω relativement ouvert et µ ∈Mb+(U). Alors
pour tout ensemble compact Θ ⊂ Ω, il existe C = C(N, q,Ω,Θ, ‖µ‖
M(U)) > 0 telle que
pour toute solution positive u de (0.1.2) dans Ω de trace au bord (S, µ′) où S est fermé,
U ⊂ ∂Ω \ S := R et µ′ est une mesure de Radon positive sur R vérifiant µ′|U = µ, on a
u(x) ≤ C ∀x ∈ Θ. (0.1.16)
Remarquons que l’hypothèse S ( ∂Ω dans le théorème 1.4 est nécessaire car Alarcón,
Garciá-Melián et Quaas [2] ont prouvé qu’il n’existe aucune grande solution, c’est-à-dire
une solution qui explose partout sur ∂Ω. Si qc ≤ q < 2, le théorème 1.4 reste vrai si µ = 0
et S = G où G ( ∂Ω est relativement ouvert et ∂∂ΩG satisfait la condition de sphère
intérieure.
Pour caractériser des singularités isolées de solutions positives de (0.1.2), on considère
le problème suivant dans l’hémisphère supérieur SN−1+ dans R
N


−∆′ω +
((
2−q
q−1
)2
ω2 + |∇′ω|2
) q
2
− 2−qq−1
(
q
q−1 −N
)
ω = 0 dans SN−1+
ω = 0 sur ∂SN−1+ ,
(0.1.17)
où ∇′ et ∆′ désignent respectivement le gradient covariant et l’opérateur de Laplace-
Beltrami sur SN−1. A chaque solution ω de (0.1.17) on peut associer une solution séparable
singulière us de (0.1.2) dans RN+ := {x = (x1, x2, ..., xN ) = (x′, xN ) : xN > 0} s’annulant
sur ∂RN+ \ {0} qui est définie à l’aide des coordonnées sphériques (r, σ) = (|x|, x|x|)
us(x) = us(r, σ) = r
− 2−q
q−1ω(σ) ∀x ∈ RN+ \ {0}. (0.1.18)
Théorème 1.6 Le problème (0.1.17) admet une solution positive unique, notée ωs, si et
seulement si 1 < q < qc.
Grâce à la solution ωs, on peut décrire le comportement asymptotique, lorsque x→ 0, de
la fonction u∞,0 := limk→0 ukδ0 où ukδ0 est la solution du problème (0.1.3) avec h(r) = r
q,
1 < q < qc et µ = kδ0. Plus clairement,
Théorème 1.7 Supposons 1 < q < qc et 0 ∈ ∂Ω. Alors u∞,0 est une solution positive de
(0.1.2) dans Ω, continue dans Ω \ {0} et s’annulant sur ∂Ω \ {0}. De plus, on a
lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1
+
|x| 2−qq−1u∞,0(x) = ωs(σ), (0.1.19)
localement uniformément sur SN−1+ .
La relation (0.1.19) nous permet de montrer l’unicité de la solution positive de (0.1.2)
de trace au bord ({0}, 0), d’où la classification suivante :
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Théorème 1.8 Supposons 1 < q < qc et que u ∈ C(Ω \ {0}) ∩ C2(Ω) soit une solution
positive de (0.1.2) s’annulant sur ∂Ω \ {0}. Alors la dichotomie suivante a lieu
(i) Ou bien il existe k ≥ 0 telle que u = ukδ0 résout (0.1.3) avec g(r) = rq, µ = kδ0 et
u(x) = kPΩ(x, 0)(1 + o(1)) lorsque x→ 0 (0.1.20)
où PΩ est le noyau de Poisson dans Ω.
(ii) Ou bien u = u∞,0 et (0.1.19) a lieu.
On donne par la suite une estimation inférieure pour des points singuliers sur la fron-
tière.
Théorème 1.9 Supposons 1 < q < qc et que u soit une solution positive de (0.1.2) de trace
au bord (S(u), µ). Alors pour tout z ∈ S(u), on a
u(x) ≥ u∞,z(x) := lim
k→∞
ukδz(x) ∀x ∈ Ω. (0.1.21)
Le comportement asymptotique de u∞,z lorsque x→ z est déterminé par ωs à l’aide d’une
translation et d’une rotation.
0.1.2 Eliminabilité de singularités au bord
L’exposant qc joue un rôle crucial puisque l’on a le résultat d’éliminabilité des singula-
rités isolées au bord suivant :
Théorème 1.10 Supposons qc ≤ q < 2, alors toute solution positive u ∈ C2(Ω)∩C(Ω\{0})
de (0.1.2) s’annulant sur ∂Ω \ {0} est identiquement nulle.
L’équation (0.1.2) peut être bien comprise dans le cas sur-critique à l’aide de la capa-
cité C 2−q
q
,q′ en dimension N − 1, à condition que des solutions soient modérées ou sigma-
modérées. Suivant Dynkin et Kuznetsov [14], [17], [25], on définit
Définition 1.11 Une solution positive u de (0.1.2) est modérée s’il existe une mesure
µ ∈Mb+(∂Ω) telle que u résout le problème (0.1.3) avec g(r) = rq. Elle est appelée sigma-
modérée s’il existe une suite croissante de mesures µn ∈ M+(∂Ω) telle que la suite de
solutions {uµn} soit croissante et converge vers u localement uniformément dans Ω lorsque
n→∞.
Autrement dit, u est une solution modérée si et seulement si u ∈ L1(Ω) et |∇u|q ∈
L1d(Ω), ceci entraîne le résultat d’éliminabilité suivant :
Théorème 1.12 Supposons qc ≤ q < 2 et que K ⊂ ∂Ω soit un compact et satisfasse
C 2−q
q
,q′(K) = 0. Alors toute solution modérée positive u ∈ C2(Ω) ∩ C(Ω \ K) de (0.1.2)
s’annulant sur ∂Ω \K est identiquement nulle.
Par conséquent, le résultat ci-dessus reste vrai si u est une solution sigma-modérée. Le
théorème suivant nous donne une condition nécessaire pour résoudre le problème (0.1.3)
avec g(r) = rq, qc ≤ q < 2.
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Théorème 1.13 Supposons qc ≤ q < 2 et que u soit une solution modérée positive de
(0.1.2) de trace au bord µ ∈ M+(∂Ω). Alors µ est absolument continue par rapport à la
capacité C 2−q
q
,q′ .
0.1.3 Eliminabilité de singularités à l’intérieur
On étudie aussi l’équation du type
−∆u+ g˜(|∇u|) = µ˜ dans Ω (0.1.22)
et le problème de Dirichlet associé à (0.1.22){ −∆u+ g˜(|∇u|) = µ˜ dans Ω
u = 0 sur ∂Ω
(0.1.23)
où µ˜ est une mesure de Radon bornée positive sur Ω et g˜ est une fonction localement
Lipschitzienne, croissante, s’annulant en 0. Une fonction u est dite solution de (0.1.23) si
u ∈ L1(Ω), g˜(|∇u|) ∈ L1(Ω) et∫
Ω
(−u∆ζ + g˜(|∇u|)ζ) dx =
∫
Ω
ζdµ˜ (0.1.24)
pour tout ζ ∈ X(Ω). La condition d’intégrale sous-critique est la suivante :∫ ∞
1
g˜(s)s−
2N−1
N−1 ds <∞. (0.1.25)
Par un raisonnement analogue à celui de la preuve du théorème 1.1, on peut mettre en
évidence l’existence d’une solution du problème (0.1.23) et d’un résultat de stabilité.
Théorème 1.14 On suppose que g˜ satisfait (0.1.25). Alors pour toute mesure bornée µ˜ ∈
M+(Ω), il existe une solution maximale uµ˜ de (0.1.23). De plus, si {µn} est une suite de
mesures bornées positives sur Ω convergeant vers une mesure bornée µ˜ ∈ M+(Ω) au sens
faible des mesures sur Ω et {uµn} est une suite de solutions de (0.1.23) avec µ˜ = µn, alors
il existe une sous-suite {µnk} telle que {uµnk} converge vers une solution uµ˜ de (0.1.23)
dans L1(Ω) et {g˜(|∇uµnk |)} converge vers g˜(|∇uµ˜|) dans L1(Ω).
Dans le cas où g˜ est une fonction puissance,
−∆u+ |∇u|q = µ˜ dans Ω (0.1.26)
avec 1 < q < 2, la valeur critique d’exposant est q∗ = NN−1 . Dans le cas sous-critique
1 < q < q∗, si µ ∈ Mb(Ω), Barles et Porretta ont prouvé l’existence et l’unicité d’une
solution de (0.1.23) (consulter [5] pour la résolution d’une classe d’équations beaucoup plus
générale). Dans le cas sur-critique q∗ ≤ q < 2, à l’aide de la capacité C1,q′ en dimension N ,
on peut établir un résultat d’éliminabilité d’ensembles singuliers intérieurs.
Théorème 1.15 Supposons q∗ ≤ q < 2 et K ⊂ Ω compact. Si C1,q′(K) = 0 alors toute
solution positive u ∈ C2(Ω \K) de
−∆u+ |∇u|q = 0 (0.1.27)
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dans Ω \K vérifiant ∫∂Ω ∂u∂ndS borné reste bornée et peut être prolongée en une solution de
la même équation dans Ω.
Finalement, on prouve la condition nécessaire suivante sous laquelle l’équation (0.1.26)
est résolue.
Théorème 1.16 Supposons q∗ ≤ q < 2 et µ˜ ∈ M+(Ω). Soit u ∈ L1(Ω) une solution de
(0.1.23) avec g˜(r) = rq dans Ω vérifiant |∇u| ∈ Lq(Ω). Alors µ˜(E) = 0 si C1,q′(E) = 0 où
E ⊂ Ω est un ensemble Borélien.
0.2 Equations de la chaleur dégénérées non-linéaires
Dans les deux derniers chapitres, on étudie quelques propriétés locales et globales de
solutions d’équations paraboliques du type
∂tu−∆pu+ f(u) = 0 (0.2.1)
dans Q∞ := RN × (0,∞) (N ≥ 2) où p > 1, ∆pu = div(|∇u|p−2∇u), f : R → R
est une fonction continue, croissante, positive sur (0,∞), s’annulant à 0 et satisfaisant
lims→∞ f(s) =∞. En particulier, on étudie de manière très fine l’équation modèle suivante
∂tu−∆pu+ uα lnβ(u+ 1) = 0, (0.2.2)
avec α > 0 et β > 0, qui caractérise très bien l’absorption faiblement sur-linéaire.
La version elliptique de (0.2.2) (avec p = 2) a été traitée d’abord par Richard et Véron
[45]. Ils ont en fait mis en évidence tous les comportements asymptotiques possibles d’une
solution positive de
−∆u+ u(ln+ u)γ = 0 (0.2.3)
dans Ω \ {0} (0 ∈ Ω) selon des positions relatives de γ et 2. Après, Fabbri et Licois [18]
ont étudié le problème de trace au bord (au sens défini dans [37]) d’une solution de (0.2.3)
dans une boule BR et ont réussi à classifier complètement les solutions singulières en un
point appartenant à ∂Ω en fonction des positions relatives de γ et 2.
Si p = 2 et f(u) = |u|q−1 u avec q > 1, la structure d’ensemble des solutions de (0.2.1)
est bien comprise et dépend des positions relatives de q et q1 := N+2N , la valeur d’exposant
critique pour l’équation
∂tu−∆u+ |u|q−1 u = 0. (0.2.4)
On rappelle brièvement ci-dessous les résultats classiques concernant (0.2.4) dans la litté-
rature.
- Dans le cas sous-critique 1 < q < q1, Brezis et Friedman [8] ont prouvé que pour
tout k ≥ 0 il existe une unique solution fondamentale, c’est-à-dire la solution positive
u := ukδ0 ∈ C(Q∞ \ {(0, 0)}) ∩ C2,1(Q∞) du problème{
∂tu−∆u+ |u|q−1 u = 0 dans Q∞
u(., 0) = kδ0 dans D′(RN ). (0.2.5)
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De plus, Brezis, Peletier et Terman [9] ont réussi à trouver une solution très singulière
Us de l’équation (0.2.4) dans Q∞ vérifiant u(x, 0) = 0 pour tout x 6= 0 sous la forme
auto-similaire
Us(x, t) = t
− 1
p−1Ψ
( |x|√
t
)
(0.2.6)
où Ψ(s) est la solution du problème

Ψ′′ +
(
N−1
s +
s
2
)
Ψ′ + 1p−1Ψ−Ψp = 0 dans (0,∞)
Ψ > 0 sur [0,∞), Ψ′(0) = 0
lims→∞ s
2
p−1Ψ(s) = 0.
(0.2.7)
et le comportement asymptotique de Ψ lorsque s→∞ est donné par
Ψ(s) = C e−
s2
4 s
2
p−1
−N
[1 +O(s−2)] (0.2.8)
où C est une constante positive. Le lien entre la solution très singulière et les solutions
fondamentales a été établi par Kamin et Peletier [21] : ils ont montré en fait que Us =
limk→∞ ukδ0 localement uniformément dans Q∞ \ {(0, 0)}. Après, l’équation (0.2.4) a été
étudiée de manière plus générale par Marcus et Véron [39] à l’aide d’une notion de trace
initiale. Ils ont prouvé que toute solution positive u de (0.2.4) possède une trace initiale
définie par une mesure de Borel régulière (pas nécessairement localement bornée). Mieux
encore, si 1 < q < q1, ils ont mis en évidence l’existence d’une bijection entre l’ensemble
de telles mesures et l’ensemble des solutions positives de (0.2.4) dans QT := RN × (0, T ).
- Dans le cas sur-critique q ≥ q1, Brezis et Friedman [8] ont prouvé que des singulari-
tés concentrées sur des sous-ensembles discrets sont éliminables. En utilisant des capacités
de Bessel appropriées, Baras et Pierre [4] ont abouti à une caractérisation complète d’en-
sembles éliminables. De plus, ils ont donné des conditions nécessaires et suffisantes pour
lesquelles une mesure de Radon (pas nécessairement positive) soit une trace initiale d’une
solution de (0.2.4). Ensuite, Marcus et Véron [39] ont aussi fourni des conditions néces-
saires et suffisantes d’existence d’une solution maximale de (0.2.4) avec une trace initiale
donnée.
Si p > 2, Kamin et Vázquez [23] ont imposé quelques conditions sur f sous lesquelle il
existe les solutions fondamentales ukδ0 et la solution très singulière de l’équation (0.2.1).
De plus, dans le cas où f(u) = uq avec q > 1, ils ont montré que la valeur critique est
q2 = p− 1 + pN : la solution fondamentale u := ukδ0 de{
∂tu−∆pu+ uq = 0 dans Q∞
u(., 0) = kδ0 dans D′(RN ) (0.2.9)
existe si 1 < q < q2 et la solution très singulière existe si p − 1 < q < q2. Ce cadre est
optimal car aucune solution très singulière n’existe si 1 < q ≤ p− 1 ou q ≥ q2.
Le cas où 1 < p < 2 et f(u) = uq avec q > 1 a été traité par Chen, Qi et Wang
dans [10], [11]. Comme dans le cas p > 2, si q ≥ q2, il est démontré qu’aucune solution
9
0.2. EQUATIONS DE LA CHALEUR DÉGÉNÉRÉES NON-LINÉAIRES
singulière n’existe. Par contre, si 1 < q < q2, le phénomène se produit de manière différente,
c’est-à-dire les solutions fondamentales et la solution très singulière existent à la fois.
L’étude de l’équation
∂tu−∆pu+ uq = 0 dans QΩT , (0.2.10)
où Ω est un domaine de RN , a été effectuée en terme de trace initiale par Bidaut-Véron,
Chasseigne et Véron [6]. Ils ont établi l’existence d’une trace initiale dans Breg+ (Ω) d’une
solution faible pour des valeurs différentes de p et q (y compris le cas 0 < q ≤ 1) et ont
classifié des traces initiales dans le cas où p > 2, 0 < q < p− 1 et Ω = RN ou Ω est bornée.
Ils ont aussi étudié le problème de Cauchy associé avec donnée initiale dans Breg+ (Ω).
De manière analogue, notre but dans les deux derniers chapitres est de traiter les
questions suivantes :
(a) l’existence des solutions fondamentales, c’est-à-dire les solutions dont la trace initiale
est kδ0 avec k > 0 et le comportement de la fonction limite (si elle existe) des fonctions
fondamentales lorsque k →∞ ;
(b) l’existence d’une trace initiale et la classification des traces initiales ;
(c) des résultats d’existence, d’unicité et de non-unicité pour le problème de Cauchy associé.
A la lumière des travaux de Kamin et Vázquez [23], on commence par étudier deux
équations spécifiques qui découlent de (0.2.1). La première est l’équation différentielle or-
dinaire associée à (0.2.1)
φ′ + f(φ) = 0. (0.2.11)
Il est bien connu que si ∫ ∞
1
ds
f(s)
<∞, (0.2.12)
alors l’équation (0.2.11) admet une solution maximale φ∞ définie sur (0,∞) qui explose en
0. En fait cette solution est la limite des fonctions φa lorsque a→∞ où φa est la solution
de (0.2.11) dans [0,∞) avec la donnée initiale φa(0) = a. De plus, elle est implicitement
déterminée par la formule suivante∫ ∞
φ∞(t)
ds
f(s)
= t ∀t > 0. (0.2.13)
Par contre, si (0.2.12) n’est pas vérifiée, une telle solution n’existe pas car lima→∞ φa =∞
dans (0,∞). Cette solution joue un rôle important puisqu’elle domine toute solution u de
(0.2.1) vérifiant
lim
|x|→∞
u(x, t) = 0 (0.2.14)
pour tout t > 0, localement uniformément sur (0,∞).
La deuxième équation issue de (0.2.1) est l’équation stationnaire associée
−∆pw + f(w) = 0. (0.2.15)
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Concernant cette équation, on considère la quantité suivante∫ ∞
1
ds
F (s)
1
p
. (0.2.16)
D’après des résultats de Keller-Osserman [24, Théorème III], [44] et de Vázquez [47], si∫ ∞
1
ds
F (s)
1
p
<∞, (0.2.17)
alors l’équation (0.2.15) admet une solution maximale WRN∗ dans R
N \ {0}. Cette solution
est la limite, lorsque R→∞ et ǫ→ 0 successivement, des solutions W := Wǫ,R de (0.2.15)
dans Γǫ,R := BR \Bǫ vérifiant lim|x|↓ǫWǫ,R(x) =∞ et lim|x|↑RWǫ,R(x) =∞. Au contraire,
si (0.2.17) n’a pas lieu, de telles solutions Wǫ,R et WRN∗ n’existent pas, ceci permet de
prouver l’existence de solutions globales de (0.2.15) dans RN .
Une condition additionnelle portant sur f est la sur-additivité
f(s+ s′) ≥ f(s) + f(s′) ∀s, s′ ≥ 0, (0.2.18)
ce qui, combinée avec la monotonicité de f , implique
lim inf
s→∞
f(s)
s
> 0. (0.2.19)
Il convient de souligner que si p ≥ 2 les conditions (0.2.17) et (0.2.19) impliquent (0.2.12).
Par contre, si 1 < p < 2, cette implication n’est plus valable. Sous les conditions (0.2.12)
et (0.2.17), on peut établir des estimations universelles pour les solutions singulières de
(0.2.1), ce qui éclaire notre étude de la structure d’ensemble de telles solutions.
0.2.1 Singularités isolées
Dans cette section on se concentre sur les singularités isolées. Kamin et Vázquez [23,
Lemmes 2.3 et 2.4] ont prouvé que si p > 2 et si f satisfait la condition de singularité faible∫ ∞
1
s−p−
p
N f(s)ds <∞, (0.2.20)
alors pour tout k > 0, il existe une unique solution positive u := ukδ0 de{
∂tu−∆pu+ f(u) = 0 dans Q∞
u(., 0) = kδ0 dans RN .
(0.2.21)
En outre, l’application k 7→ ukδ0 est croissante. Leur méthode repose essentiellement sur le
fait que la solution fondamentale v := vkδ0 (ou solution de Barenblatt-Prattle) [22], [23] de{
∂tv −∆pv = 0 dans Q∞
v(., 0) = kδ0 dans RN ,
(0.2.22)
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est à support compact dans certaine boule Bδk(t) où δk(t) dépend de N et p et peut être
explicitement déterminé. Puisque vkδ0 est une sur-solution de (0.2.21), la condition (0.2.20)
implique f(vkδ0) ∈ L1(BR×(0, T )) pout tout R, T > 0. Dès que 2NN+1 < p ≤ 2, vkδ0(x, t) > 0
pour tout (x, t) ∈ Q∞. Il est montré dans [41] que si p = 2, la condition (0.2.20) entraîne
f(vkδ0) ∈ L1(QT ) pout tout T > 0. On prouve que ce résultat reste vrai si 2NN+1 < p < 2 et
plus précisément :
Théorème 2.1 Supposons p > 2NN+1 et f satisfaisant à (0.2.20). Alors il existe une unique
solution positive u := ukδ0 de (0.2.21).
Puisque k 7→ ukδ0 est croissante, il est naturel d’étudier la limite limk→∞ ukδ0 . Pour
cela, on désigne par U0 l’ensemble des solutions positives u de (0.2.1) dans Q∞ qui sont
continues dans Q∞ \ {(0, 0)}, s’annulent sur {(x, 0) : x 6= 0} et satisfont
lim
t→0
∫
Bǫ
u(x, t)dx =∞ (0.2.23)
pour tout ǫ > 0.
Théorème 2.2 Supposons p > 2NN+1 et f satisfaisant les conditions (0.2.12), (0.2.17) et
(0.2.20). Alors U := limk→∞ ukδ0 est un élément minimal de U0.
Lorsque f ne satisfait pas (0.2.12) ou (0.2.17), le problème devient beaucoup plus
compliqué. Les cas f(u) = uq et f(u) = uα lnβ(u+ 1) sont bien compris. En particulier :
(A) Si f(u) = uq avec q > 0 alors (0.2.12) est vérifiée si et seulement si q > 1 tandis
que (0.2.17) est vérifiée si et seulement si q > p − 1. De plus, (0.2.20) est satisfaite si et
seulement si q < p− 1 + pN .
(B) Si f(u) = uα lnβ(u + 1) (α, β > 0), alors (0.2.12) est vérifiée si et seulement si α > 1
et β > 0, ou α = 1 et β > 1 tandis que (0.2.17) est vérifiée si et seulement si α > p− 1 et
β > 0, ou α = p−1 et β > p. De plus (0.2.20) est satisfaite si et seulement si α < p−1+ pN
et β > 0.
Dès que p ≥ 2, les phénomènes suivants se produisent en fonction des valeurs de α et
β.
Théorème 2.3 Supposons p = 2 et que f(u) = u lnβ(u + 1) avec β > 0. Soit ukδ0 la
solution fondamentale de (0.2.21). Alors
(i) Si 0 < β ≤ 1, limk→∞ ukδ0 =∞ dans Q∞.
(ii) Si 1 < β ≤ 2, limk→∞ ukδ0(x, t) = φ∞(t) pour tout (x, t) ∈ Q∞ où φ∞ est la solution
maximale de (0.2.11).
Théorème 2.4 On suppose que p > 2 et que f(u) = uα lnβ(u+1) où α ∈ (1, p−1) et β > 0.
Soit ukδ0 la solution de (0.2.21). Alors lim
k→∞
ukδ0(x, t) = φ∞(t) pour tout (x, t) ∈ Q∞.
Théorème 2.5 On suppose que p > 2 et que f(u) = u lnβ(u+ 1) avec β > 0. Soit ukδ0 la
solution de (0.2.21). Alors
(i) Si β > 1 alors lim
k→∞
ukδ0(x, t) = φ∞(t) pour tout (x, t) ∈ Q∞,
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(ii) Si 0 < β ≤ 1 alors lim
k→∞
ukδ0(x, t) =∞ pour tout (x, t) ∈ Q∞.
0.2.2 Trace initiale
0.2.2.1 Cas p = 2
Grâce aux résultats ci-dessus, on développe une nouvelle construction de trace initiale
de solutions positives, localement bornées de (0.2.1) dans Q∞. Il convient de noter que
dans le cas f(u) = |u|q−1 u, la trace initiale a été construite [39] à l’aide de combinaisons
de l’inégalité de Hölder et d’un choix délicat de fonctions tests. De manière très différente,
notre nouvelle méthode repose sur le principle de maximum combiné ou bien avec la condi-
tion de Keller-Osserman (0.2.17), ou bien avec des propriétés de limk→∞ ukδ0 si (0.2.17)
n’est pas vérifiée. On montre d’abord le :
Théorème 2.6 Soit u ∈ C2,1(Q∞) une solution positive de (0.2.1) dans Q∞. L’ensemble
R(u) des points z ∈ RN tels qu’il existe une boule ouverte Br(z) telle que f(u) ∈ L1(QBr(z)T )
est un sous-ensemble ouvert. De plus, il existe une mesure de Radon positive µ := µ(u) sur
R(u) vérifiant
lim
t→0
∫
R(u)
u(x, t)ζ(x)dx =
∫
R(u)
ζ(x)dµ(x) ∀ζ ∈ Cc(R(u)). (0.2.24)
Ce théorème nous permet de définir la trace initiale d’une solution positive de (0.2.1).
Définition 2.7 Le couple (S(u), µ) où S(u) = RN \ R(u) est appelé la trace initiale de u
dans Ω et noté trRN (u). L’ensemble R(u) est appelé l’ensemble régulier de la trace initiale
de u et la mesure µ est appelée la partie régulière de la trace initiale. L’ensemble S(u) est
fermé et est appelé la partie singulière de la trace initiale de u.
Il est intéressant de noter que si f satisfait (0.2.17) et z ∈ S(u), alors pour tout voisinage
ouvert U de z, on a
lim
t→0
∫
U
u(x, t)dx =∞. (0.2.25)
0.2.2.2 Cas p ≥ 2
Le cas de la puissance f(u) = uq avec q > 1 a été traité par Bidaut-Véron, Chasseigne et
Véron dans [6]. Néanmoins, leur méthode repose essentiellement sur le fait que le terme non-
linéaire est une fonction puissance, ceci permet d’utiliser l’inégalité de Hölder pour prouver
la domination du terme d’absorption sur d’autres termes. Dans notre cas, en combinant
l’idée de [6], des techniques utilisées dans le chapitre 2 pour établir l’existence d’une trace
initiale, un résultat de stabilité de [46, Théorème 2], [31, Théorème 1.1] et l’inégalité de
Harnack de [12], on démontre le résultat suivant :
Théorème 2.8 Supposons p ≥ 2 et que f satisfasse (0.2.20). Soit u ∈ C(QT ) une solution
faible positive de (0.2.1) dans QT . Alors pour tout y ∈ RN la dichotomie suivante a lieu
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(i) Ou bien
u(x, t) ≥ lim
k→∞
ukδ0(x− y, t) ∀(x, t) ∈ QT , (0.2.26)
(ii) Ou bien il existe un voisinage ouvert U de y et une mesure de Radon µU ∈ M+(U)
tels que
lim
t→0
∫
U
u(x, t)ζ(x)dx =
∫
U
ζdµU ∀ζ ∈ Cc(U). (0.2.27)
En fait, si (0.2.20) est vérifiée, (0.2.26) est équivalente au fait que pour tout voisinage
ouvert U de y, on a
lim sup
t→0
∫
U
u(x, t)dx =∞. (0.2.28)
Cependant, si (0.2.20) n’est pas vérifiée, on n’a que (0.2.26) =⇒ (0.2.28).
Il convient de noter que ce résultat est nouveau même dans le cas p = 2. L’ensemble
des points y tels que (0.2.27) (resp. (0.2.28)) ait lieu est ouvert (resp. fermé) et est noté
R(u) (resp. (S(u)). En utilisant une partition de l’unité, on montre qu’il existe une unique
mesure de Radon µ ∈M+(R(u)) telle que
lim
t→0
∫
R(u)
u(x, t)ζ(x)dx =
∫
R(u)
ζdµ ∀ζ ∈ Cc(R(u)). (0.2.29)
Grâce au résultat ci-dessus, on peut alors définir la trace initiale d’une solution positive u
de (0.2.1) dans QT .
Définition 2.9 Le couple (S(u), µ) est appelé la trace initiale de la solution u et noté
tr
RN
(u). L’ensemble S(u) est l’ensemble des points singuliers de tr
RN
(u), tandis que µ est
la partie régulière de tr
RN
(u).
Comme dans [39], la trace initiale peut aussi être représentée par une mesure de Borel
régulière, pas nécessairement localement bornée, c’est-à-dire qu’il existe une bijection entre
Breg+ (RN ) et l’ensemble de couples :
CM+(R
N ) =
{
(S, µ) : S ⊂ RN fermé, µ ∈M+(R) avec R = RN \ S
}
. (0.2.30)
La mesure de Borel ν ∈ Breg+ (RN ) correspondant à un couple (S, µ) ∈ CM+(RN ) est
déterminée par
ν(A) =
{ ∞ si A ∩ S 6= ∅
µ(A) si A ⊆ R, ∀A ⊂ R
N , A Borélien. (0.2.31)
Dans tout ce qui suit, si u est une solution de (0.2.1), on utilisera la notation trRN (u) (resp.
TrRN (u)) pour la trace considérée comme un élément de CM+(R
N ) (resp. Breg+ (RN )).
D’après ce qui précède, on obtient :
Théorème 2.10 Supposons p ≥ 2 et que f satisfasse (0.2.20). Soit u une solution positive
de (0.2.1). Alors elle possède une trace initiale ν ∈ Breg+ (RN ).
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Remarquons que dans le cas p = 2, ce résultat reste valable si la condition (0.2.20) est
remplacée par la condition de Keller-Osserman (0.2.17). Le comportement de la limite des
fonctions ukδ0 lorsque k →∞ (où ukδ0 est la solution de (0.2.21)) nous permet de décrire
plus précisément la trace initiale.
Théorème 2.11 On suppose que p ≥ 2 et que f satisfait (0.2.20) et (0.2.12). De plus, on
suppose que lim
k→∞
ukδ0(x, t) = φ∞(t) pour tout (x, t) ∈ Q∞ où φ∞ est la solution maximale
de (0.2.15). Si u est une solution positive de (0.2.1) dans Q∞, elle possède alors une trace
initiale qui est ou bien une mesure de Borel ν∞ vérifiant ν∞(O) = ∞ pour tout ouvert
non-vide O ⊂ RN , ou bien une mesure de Radon positive µ sur RN . Ce résultat est valabe
en particulier si f(u) = uα lnβ(u+1) avec p = 2, α = 1, 1 < β ≤ 2 ou p > 2, 1 < α < p−1,
β > 0 ou p > 2, α = 1, β > 1.
La conséquence suivante découle du théorème 2.11.
Proposition 2.12 Supposons que les hypothèses énoncées dans le théorème 2.11 soient
satisfaites. De plus, on suppose que f satisfait (0.2.18) mais ne satisfait pas (0.2.17). Alors,
pour tout a > 0, il existe une solution positive u ∈ C(Q∞) de (0.2.1) vérifiant
max{φ∞(t), wa(|x|)} ≤ u(x, t) ≤ φ∞(t) + wa(|x|) ∀(x, t) ∈ Q∞ (0.2.32)
où wa est la solution de (0.2.33). Par conséquent, il y a un nombre infini de solutions de
(0.2.1) avec la même trace au bord ν∞. De plus, φ∞ est la solution minimale parmi de
telles solutions.
On envisage ensuite le cas où limk→∞ ukδ0 =∞ dans Q∞.
Théorème 2.13 Supposons que f satisfasse (0.2.20) mais ne satisfasse pas (0.2.12). De
plus, on suppose que lim
k→∞
ukδ0 =∞ dans Q∞. Si u est une solution positive de (0.2.1) dans
Q∞, alors u possède une trace initiale µ ∈M+(RN ). Ce résultat reste valable en particulier
si f(u) = uα lnβ(u+ 1) avec p ≥ 2, α = 1 et 0 < β ≤ 1.
Pour établir ce résultat, les outils fondamentaux sont : une méthode développée de [42],
le résultat de stabilité et les théorèmes 2.3 et 2.5.
0.2.3 Problème de Cauchy avec donnée initiale non bornée
On étudie l’ensemble des solutions positives, localement bornées de (0.2.1) dans Q∞,
qui varie selon des hypothèses sur f . Pour cela, les solutions radiales de l’équation (0.2.15)
représentent une aide efficace. Le résultat suivant repose sur le théorème de point fixe de
Picard-Lipschitz et un résultat de Guedda et Véron [20, Théorème 5.2].
Proposition 2.14 On suppose que p > 1 et que f est localement Lipschitzienne et ne
satisfait pas la condition (0.2.17). Pour tout a > 0, il existe une unique solution positive
w := wa du problème

−(rN−1 |w′|p−2w′)′ + rN−1f(w) = 0 dans R+
w′(0) = 0, w(0) = a.
(0.2.33)
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Elle est déterminée par la formule suivante
wa(r) = a+
∫ r
0
Hp
(
s1−N
∫ s
0
τN−1f(wa(τ))dτ
)
ds (0.2.34)
où Hp est la fonction réciproque de la fonction t 7→ |t|p−2t.
Ce résultat étend un résultat de Vázquez et Véron [48] pour le cas p = 2 au cas général
p > 1. Une conséquence remarquable de la proposition 2.14 est le résultat de non-unicité
suivant :
Théorème 2.15 On suppose que p > 2NN+1 et que f est localement Lipschitzienne, satisfait
(0.2.12) mais ne satisfait pas (0.2.17). Pour toute fonction u0 ∈ C(Q∞) vérifiant
wa(|x|) ≤ u0(x) ≤ wb(|x|) ∀x ∈ RN (0.2.35)
pour certain 0 < a < b, alors il y a au moins deux solutions u, u ∈ C(Q∞) de (0.2.1) avec
la même donnée initiale u0. De plus, elles satisfont respectivement
0 ≤ u(x, t) ≤ min{wb(|x|), φ∞(t)} ∀(x, t) ∈ Q∞,
donc lim
t→∞
u(x, t) = 0, uniformément par rappor à x ∈ RN , et
wa(|x|) ≤ u(x, t) ≤ wb(|x|) ∀(x, t) ∈ Q∞
donc lim
|x|→∞
u(x, t) =∞, uniformément par rapport à t ≥ 0.
Dans le cas p = 2, si deux solutions de (0.2.1) ont la même donnée initiale et le même
comportement asymptotique à l’infini, alors elles coïncident.
Théorème 2.16 On suppose que p = 2 et que f satisfait (0.2.18) mais ne satisfait pas
(0.2.17). Soient u, u˜ ∈ C(Q∞) ∩ C2,1(Q∞) deux solutions positives de (0.2.1) avec donnée
initiale u0 ∈ C(RN ). Si pour tout ǫ > 0,
u(x, t)− u˜(x, t) = o(wǫ(|x|)) lorsque x→∞ (0.2.36)
localement uniformément par rapport à t ≥ 0, alors u = u˜.
Au contraire, si f satisfait (0.2.17), étant donnée une fonction u0 ∈ C(RN ), le théorème
suivant affirme l’existence et l’unicité d’une solution continue de (0.2.1) avec la donnée
initiale u0. L’affirmation reste vraie si C(RN ) est remplacé par M+(RN ).
Théorème 2.17 Supposons p = 2 et que f satisfasse (0.2.17) et (0.2.18). Alors
(i) Etant donnée une fonction positive u0 ∈ C(RN ) il existe une unique solution positive
u ∈ C(Q∞) de (0.2.1) dans Q∞ avec la donnée initiale u0.
(ii) Etant donnée une mesure µ ∈ M+(RN ), il existe au plus une solution positive u ∈
C(Q∞) de (0.2.1) dans Q∞ telle que f(u) ∈ L1loc(Q∞) et
lim
t→0
∫
RN
u(x, t)ζ(x)dx =
∫
RN
ζ(x)dµ(x) ∀ζ ∈ Cc(RN ). (0.2.37)
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De manière générale, en employant des raisonnements semblables à ceux de Théorème
3.4 dans [39], on établit l’existence d’une solution maximale et d’une solution minimale de
(0.2.1) avec une trace initiale donnée appartenant à CM+(RN ).
Théorème 2.18 Supposons p = 2 et que f satisfasse (0.2.17), (0.2.18) et (0.2.20). Alors
pour tout couple (S, µ) ∈ CM+(RN ), il existe une solution maximale uS,µ et une solution
minimale uS,µ de (0.2.1) dans Q∞ avec la même trace initale (S, µ), au sens suivant :
uS,µ ≤ v ≤ uS,µ (0.2.38)
pour toute solution positive v ∈ C2,1(Q∞) de (0.2.1) dans Q∞ telle que trRN (v) = (S, µ).
Remarquons que si p = 2 et f(u) = |u|q−1 u avec 1 < q < q1, le comportement
asymptotique précis de U lorsque t → 0 permet de prouver l’unicité de la solution avec
trace initiale donnée dans CM+(RN ). En général, même si p = 2 et f(u) = u lnβ(u + 1)
avec β > 2, l’unicité reste une question ouverte. Cependant, si S = ∅, l’unicité est mis en
évidence comme énoncée plus haut dans le Théorème 2.17 (ii).
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Chapitre 1
Boundary trace and removable
singularities of solutions to elliptic
Hamilton-Jacobi equations
Abstract
We study the boundary value problem with measures for (E1) −∆u + g(|∇u|) = 0
in a bounded domain Ω in RN , satisfying (E2) u = µ on ∂Ω and prove that if g ∈
L1(1,∞; t−(2N+1)/Ndt) is nondecreasing (E1)-(E2) can be solved with any positive bounded
measure. When g(r) ≥ rq with q > 1 we prove that any positive solution of (E1) admits a
boundary trace which is an outer regular Borel measure, not necessarily bounded. When
g(r) = rq with 1 < q < qc = N+1N we prove the existence of a positive solution with
a general outer regular Borel measure ν 6≡ ∞ as boundary trace and characterize the
boundary isolated singularities of positive solutions. When g(r) = rq with qc ≤ q < 2 we
prove that a necessary condition for solvability is that µ must be absolutely continuous
with respect to the Bessel capacity C 2−q
q
,q′ . We also characterize boundary removable sets
for moderate and sigma-moderate solutions.
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1.1 Introduction
Let Ω ⊂ RN be a bounded domain with C2 boundary and g : R+ → R+ be a nonde-
creasing continuous function vanishing at 0. In this article we investigate several boundary
data questions associated to nonnegative solutions of the following equation
−∆u+ g(|∇u|) = 0 in Ω, (1.1.1)
and we emphasize on the particular case of
−∆u+ |∇u|q = 0 in Ω. (1.1.2)
where q is a real number mainly in the range 1 < q < 2. We investigate first the generalized
boundary value problem with measure associated to (1.1.1){
−∆u+ g(|∇u|) = 0 in Ω
u = µ on ∂Ω
(1.1.3)
where µ is a measure on ∂Ω. By a solution we mean an integrable function u such that
g(|∇u|) ∈ L1d(Ω) where d = d(x) := dist (x, ∂Ω) satisfying∫
Ω
(−u∆ζ + g(|∇u|)ζ) dx = −
∫
∂Ω
∂ζ
∂n
dµ (1.1.4)
for all ζ ∈ X(Ω) := {φ ∈ C10 (Ω) : ∆φ ∈ L∞(Ω)}, where n denotes the normal outward unit
vector to ∂Ω. The integral subcriticality condition for g is the following∫ ∞
1
g(s)s−
2N+1
N ds <∞. (1.1.5)
When g(r) ≤ rq, this condition is satisfied if 0 < q < qc := N+1N . Our main existence result
is the following :
Theorem 1.1.1 Assume g satisfies (1.1.5). Then for any positive bounded Borel measure
µ on ∂Ω there exists a maximal positive solution uµ to problem (1.1.3). Furthermore the
problem is closed for weak convergence of boundary data.
Note that we do not know if problem (1.1.4) has a unique solution, except if g(r) = rq
with 0 < q < qc and µ = cδ0 in which case we prove that uniqueness holds. A natural way
for studying (1.1.1) is to introduce the notion of boundary trace. When g(r) ≥ rq with
q > 1 we prove in particular that the following result holds in which statement we denote
Σδ = {x ∈ Ω : d(x) = δ} for δ > 0 :
Theorem 1.1.2 Let u be any positive solution of (1.1.1). Then for any x0 ∈ ∂Ω the
following dichotomy occurs :
(i) Either there exists an open neighborhood U of x0 such that∫
Ω∩U
g(|∇u|)d(x)dx <∞ (1.1.6)
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and there exists a positive Radon measure µU on ∂Ω∩U such that u|Σδ converges to µU in
the weak sense of measures when δ → 0.
(ii) Or for any open neighborhood U of x0 there holds∫
Ω∩U
g(|∇u|)d(x)dx =∞, (1.1.7)
and
lim
δ→0
∫
Σδ∩U
udS =∞. (1.1.8)
The set S(u) of boundary points x0 with the property (ii) is closed and there exists
a unique positive Radon measure µ on R(u) := ∂Ω \ S(u) such that u|Σδ converges to µ
in the weak sense of measures on R(u). The couple (S(u), µ) is the boundary trace of u,
denoted by tr∂Ω(u). The trace framework has also the advantage of pointing out some of
the main questions which remain to be solved as it was done for the semilinear equation
−∆u+ h(u) = 0 in Ω. (1.1.9)
and the associated Dirichlet problem with measure{
−∆u+ h(u) = 0 in Ω
u = µ on ∂Ω,
(1.1.10)
where h : R → R is a continuous nondecreasing function vanishing at 0. Much is known
since the first paper of Gmira and Véron [17] and many developments are due to Marcus
and Véron [30]–[33] in particular when (1.1.9) is replaced by
−∆u+ |u|q−1 u = 0 in Ω (1.1.11)
with q > 1. We recall below some of the main aspects of the results dealing with (1.1.9)–
(1.1.11), this will play the role of the breadcrumbs trail for our study.
- Problem (1.1.10) can be solved (in a unique way) for any bounded measure µ if h
satisfies
∫ ∞
1
(h(s) + |h(−s)|)s− 2NN−1ds <∞. (1.1.12)
If h(u) = |u|q−1 u the condition (1.1.12) is verified if and only if 1 < q < qs, the subcritical
range ; qs = N+1N−1 is a critical exponent for (1.1.11).
- When 1 < q < qs, boundary isolated singularities of nonnegative solutions of (1.1.11)
can be completely characterized i.e. if u ∈ C(Ω \ {0}) is a nonnegative solution of (1.1.11)
vanishing on ∂Ω \ {0}, then either it solves the associated Dirichlet problem with µ = cδ0
for some c ≥ 0 (weak singularity), or [33]
u(x) ≈ Cd(x)|x|− q+1q−1 as x→ 0. (strong singularity) (1.1.13)
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- Always in the subcritical range it is proved that for any couple (S, µ) where S ⊂ ∂Ω
is closed and µ is a positive Radon measure on R = ∂Ω \ S there exists a unique positive
solution u of (1.1.11) with boundary trace (S, µ) (in the sense defined in Theorem 1.1.2).
- When q ≥ qs, i.e. the supercritical range, any solution u ∈ C(Ω \ {0}) of (1.1.11)
vanishing on ∂Ω \ {0} is identically 0, i.e. isolated boundary singularities are removable.
This result due to Gmira-Véron has been extended, either by probabilistic tools by Le
Gall [21], [22], Dynkin and Kuznetsov [13], [14], with the restriction qs ≤ q ≤ 2, or by
purely analytic methods by Marcus and Véron [30], [31] in the whole range qs ≤ q. The
key tool for describing the problem is the Bessel capacity C 2
q
,q′ in dimension N − 1. We
list some of the most striking results. The associated Dirichlet problem can be solved with
µ ∈ M(∂Ω) if and only if µ is absolutely continuous with respect to the C 2
q
,q′-capacity.
If K ⊂ ∂Ω is compact and u ∈ C(Ω \ K) is a solution of (1.1.11) vanishing on ∂Ω \ K,
then u is identically zero if and only if C 2
q
,q′(K) = 0. The complete characterization of
positive solutions of (1.1.11) has been obtained by Mselati [29] when q = 2, Dynkin [12]
when qs ≤ q ≤ 2, and finally by Marcus [28] when qs ≤ q ; they proved in particular that
any positive solution u is sigma-moderate, i.e. that there exists an increasing sequence of
measures µn ∈M+(∂Ω) such that the sequence of the solutions u = uµn of the associated
Dirichlet problem with µ = µn converges to u.
Concerning (1.1.2) we prove an existence result of solutions with a given trace belonging
to the class of general outer regular Borel measures (not necessarily locally bounded).
Theorem 1.1.3 Assume 1 < q < qc and S ( ∂Ω is closed and µ is a positive Radon
measure on R := ∂Ω\S, then there exists a positive solution u of (1.1.2) such that tr∂Ω(u) =
(S, µ).
When 1 < q < qc we prove a stronger result, using the characterization of singular
solutions with strong singularities (see Theorem 1.1.6 below). Surprisingly the condition
S ( ∂Ω is necessary since there cannot exist any large solution, i.e. a solution which
blows-up everywhere on ∂Ω.
In order to characterize isolated singularities of positive solutions of (1.1.2) we introduce
the following problem on the upper hemisphere SN−1+ of the unit sphere in R
N


−∆′ω +
((
2−q
q−1
)2
ω2 + |∇′ω|2
) q
2
− 2−qq−1
(
q
q−1 −N
)
ω = 0 in SN−1+
ω = 0 on ∂SN−1+ ,
(1.1.14)
where ∇′ and ∆′ denote respectively the covariant gradient and the Laplace-Beltrami
operator on SN−1. To any solution ω of (1.1.14) we can associate a singular separable
solution us of (1.1.2) in RN+ := {x = (x1, x2, ..., xN ) = (x′, xN ) : xN > 0} vanishing on
∂RN+ \ {0} written in spherical coordinates (r, σ) = (|x|, x|x|)
us(x) = us(r, σ) = r
− 2−q
q−1ω(σ) ∀x ∈ RN+ \ {0}. (1.1.15)
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Theorem 1.1.4 The problem (1.1.14) admits a positive solution if and only if 1 < q < qc.
Furthermore this solution is unique and denoted by ωs.
This singular solution plays a fundamental role for describing isolated singularities.
Theorem 1.1.5 Assume 1 < q < qc and u ∈ C2(Ω)∩C(Ω\{0}) is a nonnegative solution
of (1.1.2) which vanishes on ∂Ω \ {0}. Then the following dichotomy occurs :
(i) Either there exists c ≥ 0 such that u = ucδ0 solves (1.1.3) with g(r) = rq, µ = cδ0 and
u(x) = cPΩ(x, 0)(1 + o(1)) as x→ 0 (1.1.16)
where PΩ is the Poisson kernel in Ω.
(ii) Or u = limc→∞ ucδ0 and
lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1
+
|x| 2−qq−1u(x) = ωs(σ). (1.1.17)
We also give a sharp estimate from below for singular points of the trace
Theorem 1.1.6 Assume 1 < q < qc and u is a positive solution of (1.1.2) with boundary
trace (S(u), µ). Then for any z ∈ S(u) there holds
u(x) ≥ u∞δz(x) := limc→∞ucδz(x) ∀x ∈ Ω. (1.1.18)
The description of u∞δz is provided by us defined in (1.1.15), up to a translation and a
rotation.
The critical exponent qc plays for removability of isolated boundary singularities (1.1.2)
a similar role than qs plays for (1.1.11) since we prove
Theorem 1.1.7 Assume qc ≤ q < 2, then any nonnegative solution u ∈ C2(Ω)∩C(Ω\{0})
of (1.1.2) vanishing on ∂Ω \ {0} is identically zero.
The supercritical case for equation (1.1.2) can be understood using the Bessel capacity
C 2−q
q
,q′ in dimension N − 1, however we can only deal with moderate and sigma-moderate
solutions. Following Dynkin [12], [15] we define
Definition 1.1.8 A positive solution u of (1.1.2) is moderate if there exists a measure
µ ∈ Mb+(∂Ω) such that u solves problem (1.1.3) with g(r) = rq. It is sigma-moderate if
there exists an increasing sequence {µn} ⊂ M+(∂Ω) such that the sequence of solutions
{uµn} increases and converges to u when n→∞, locally uniformly in Ω.
Equivalently we shall prove that a positive solution u is moderate if and only if it is
integrable in Ω and |∇u| ∈ Lqd(Ω).
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Theorem 1.1.9 Assume qc ≤ q < 2 and K ⊂ ∂Ω is compact and satisfies C 2−q
q
,q′(K) = 0.
Then any positive moderate solution u ∈ C2(Ω)∩C(Ω \K) of (1.1.2) vanishing on ∂Ω \K
is identically zero.
As a corollary we prove that the above result remains true if u is a sigma-moderate
solution of (1.1.2). The counterpart of this result is the following necessary condition for
solving problem (1.1.3).
Theorem 1.1.10 Assume qc ≤ q < 2 and u is a positive moderate solution of (1.1.2) with
boundary data µ ∈ M+(∂Ω). Then µ is absolutely continuous with respect to the C 2−q
q
,q′-
capacity.
We end this chapter with some result concerning question of existence and removability
of solutions of
−∆u+ g˜(|∇u|) = µ˜ in Ω (1.1.19)
where Ω is a bounded domain in RN and µ˜ is a positive bounded Radon measure on Ω. We
prove that if g˜ is a locally Lipschitz nondecreasing function vanishing at 0 and such that
∫ ∞
1
g˜(s)s−
2N−1
N−1 ds <∞ (1.1.20)
then equation (1.1.19) admits a solution u satisfying u = 0 on ∂Ω. In the power case
−∆u+ |∇u|q = µ˜ in Ω (1.1.21)
with 1 < q < 2, the critical exponent is q∗ = NN−1 . We prove that a necessary condition
for solving (1.1.21) with a positive Radon measure µ˜ is that µ˜ vanishes on Borel subsets
E with C1,q′-capacity zero. The associated removability statement asserts that if K is a
compact subset of Ω such that C1,q′(K) = 0, any positive solution of
−∆u+ |∇u|q = 0 in Ω \K (1.1.22)
satisfying that
∫
∂Ω
∂u
∂ndS is bounded can be extended as a solution in whole Ω.
1.2 The Dirichlet problem and the boundary trace
Throughout this article Ω is a bounded domain in RN (N ≥ 2) with a C2 boundary
∂Ω and c will denote a positive constant, independent of the data, the value of which
may change from line to line. When needed the constant will be denoted by ci or Ci for
some indices i = 1, 2, ..., or some dependence will be made explicit such as ci(a, b, ...) or
Ci(a, b, ...) for some data a, b...
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1.2.1 Boundary data bounded measures
We consider the following problem where µ belongs to the set M(∂Ω){ −∆u+ g(|∇u|) = 0 in Ω
u = µ on ∂Ω.
(1.2.1)
We assume that g belongs to the class G0 which means that g : R+ → R+ is a locally
Lipschitz continuous nonnegative and nondecreasing function vanishing at 0. The integral
subcriticality condition is the following∫ ∞
1
g(s)s−
2N+1
N ds <∞. (1.2.2)
If g(r) = rq the integral subcriticality condition is satisfied if 0 < q < qc := N+1N .
Definition 1.2.1 A function u ∈ L1(Ω) such that g(|∇u|) ∈ L1d(Ω) is a weak solution of
(1.2.1) if ∫
Ω
(−u∆ζ + g(|∇u|)ζ) dx = −
∫
∂Ω
∂ζ
∂n
dµ (1.2.3)
for all ζ ∈ X(Ω) := {φ ∈ C10 (Ω) : ∆φ ∈ L∞(Ω)}.
If we denote respectively by GΩ and PΩ the Green kernel and the Poisson kernel in Ω,
with corresponding operators GΩ and PΩ it is classical from linear theory that the above
definition is equivalent to
u = PΩ[µ]−GΩ[g(|∇u|)]. (1.2.4)
We recall that Mph(Ω) denote the Marcinkiewicz space (or weak L
p space) of exponent
p ≥ 1 and weight h > 0 defined by
Mph(Ω) =
{
v ∈ L1loc(Ω) : ∃C ≥ 0 s. t.
∫
E
|v|hdx ≤ C|E|1−
1
p
h , ∀E ⊂ Ω, E Borel
}
, (1.2.5)
where |E|h =
∫
χEhdx. The smallest constant C for which (1.2.5) holds is the Marcinkiewicz
norm of v denoted by ‖v‖Mph(Ω) and the following inequality will be much useful :
|{x : |v(x)| ≥ λ}|h ≤ λ−p ‖v‖pMph(Ω) ∀λ > 0. (1.2.6)
The main result of this section is the following existence and stability result for problem
(1.2.1).
Theorem 1.2.2 Assume g ∈ G0 satisfies (1.2.2), then for any measure µ ∈ M+(∂Ω)
there exists a maximal solution u¯ = uµ to problem (1.2.1). Furthermore u ∈ M
N
N−1 (Ω)
and |∇u| ∈M
N+1
N
d (Ω). Finally, if {µn} is a sequence of positive measures in M(∂Ω) which
converges to µ in the weak sense of measures and {uµn} is a sequence of solutions of (1.2.1)
with boundary data µn, then there exists a subsequence {uµnk} converging to a solution uµ
of (1.2.1) in L1(Ω) and {g(|∇uµnk |)} converges to g(|∇uµ|) in L1d(Ω).
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We recall the following estimates [9], [17], [41] and [42].
Proposition 1.2.3 For any α ∈ [0, 1], there exists a positive constant c1 depending on α,
Ω and N such that∥∥GΩ[ν]∥∥
L1(Ω)
+
∥∥GΩ[ν]∥∥
M
N+α
N+α−2
dα (Ω)
≤ c1 ‖ν‖Mdα (Ω) , (1.2.7)
∥∥∇GΩ[ν]∥∥
M
N+α
N+α−1
dα (Ω)
≤ c1 ‖ν‖Mdα (Ω) , (1.2.8)
where
‖ν‖
Mdα (Ω)
:=
∫
Ω
dα(x)d|ν| ∀ν ∈Mdα(Ω), (1.2.9)∥∥PΩ[µ]∥∥
L1(Ω)
+
∥∥PΩ[µ]∥∥
M
N
N−1 (Ω)
+
∥∥PΩ[µ]∥∥
M
N+1
N−1
d (Ω)
≤ c1 ‖µ‖M(∂Ω) , (1.2.10)
∥∥∇PΩ[µ]∥∥
M
N+1
N
d (Ω)
≤ c1 ‖µ‖M(∂Ω) , (1.2.11)
for any ν ∈Mdα(Ω) and any µ ∈M(∂Ω).
Since ∂Ω is C2, there exists δ∗ > 0 such that for any δ ∈ (0, δ∗] and x ∈ Ω such
that d(x) < δ, there exists a unique σ(x) ∈ ∂Ω satisfying |x − σ(x)| = d(x). We set
σ(x) = Proj
∂Ω
(x). Furthermore, if n = nσ(x) is the normal outward unit vector to ∂Ω at
σ(x), we have x = σ(x)− d(x)nσ(x). For δ ∈ (0, δ∗], we set
Ωδ = {x ∈ Ω : d(x) < δ},
Ω′δ = {x ∈ Ω : d(x) > δ},
Σδ = ∂Ω
′
δ = {x ∈ Ω : d(x) = δ},
Σ := Σ0 = ∂Ω.
For any δ ∈ (0, δ∗], the mapping x 7→ (d(x), σ(x)) defines a C1 diffeomorphism from Ωδ to
(0, δ) × Σ. Any point x ∈ Ωδ∗ is represented by a unique couple (δ, σ) ∈ [0, δ∗] × Σ with
formula x = σ − δnσ. This system of coordinates which will be made more precise in the
boundary trace construction is called flow coordinates.
Proof of Theorem 1.2.2. Step 1 : Construction of approximate solutions. Let {µn} be
a sequence of positive functions in C1(∂Ω) such that {µn} converges to µ in the weak
sense of measures and ‖µn‖L1(∂Ω) ≤ c2 ‖µ‖M(∂Ω) for all n, where c2 is a positive constant
independent of n. We next consider the following problem{ −∆v + g(|∇(v + PΩ[µn])]) = 0 in Ω
v = 0 on ∂Ω.
(1.2.12)
It is easy to see that 0 and −PΩ[µn] are respectively supersolution and subsolution of
(1.2.12). By [27, Theorem 6.5] there exists a solution vn ∈ W 2,p(Ω) with 1 < p < ∞ to
problem (1.2.12) satisfying −PΩ[µn] ≤ vn ≤ 0. Thus the function un = vn + PΩ[µn] is a
solution of { −∆un + g(|∇un|) = 0 in Ω
un = µn on ∂Ω.
(1.2.13)
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By the comparison principle [2, Theorem 2.1], such solution is the unique solution of
(1.2.13).
Step 2 : We claim that the sequences {un} and {|∇un|} remain uniformly bounded respec-
tively in M
N
N−1 (Ω) and M
N+1
N
d (Ω). Let ξ be the solution to{ −∆ξ = 1 in Ω
ξ = 0 on ∂Ω,
(1.2.14)
then there exists a constant c3 > 0 such that
1
c3
< − ∂ξ
∂n
< c3 and
d(x)
c3
≤ ξ ≤ c3d(x). (1.2.15)
By multiplying the equation in (1.2.13) by ξ and integrating on Ω, we obtain∫
Ω
undx+
∫
Ω
g(|∇un|)ξdx = −
∫
∂Ω
µn
∂ξ
∂n
dS,
which implies ∫
Ω
undx+
∫
Ω
d(x)g(|∇un|)dx ≤ c4 ‖µ‖M(∂Ω) (1.2.16)
where c4 is a positive constant independent of n. By Proposition 1.2.3 and by noticing that
un ≤ PΩ[µn], we get
‖un‖
M
N
N−1 (Ω)
≤ ∥∥PΩ[µn]∥∥
M
N
N−1 (Ω)
≤ c1 ‖µn‖L1(∂Ω) ≤ c1c2 ‖µ‖M(∂Ω) . (1.2.17)
Set fn = −g(|∇un|) then fn ∈ L1d(Ω) and un satisfies∫
Ω
(−un∆ζ − fnζ)dx = −
∫
∂Ω
µn
∂ζ
∂n
dS (1.2.18)
for any ζ ∈ X(Ω). From (1.2.4) and Proposition 1.2.3, we derive that
‖∇un‖
M
N+1
N
d (Ω)
≤ c1
(
‖fn‖L1d(Ω) + ‖µn‖L1(∂Ω)
)
, (1.2.19)
which, along with (1.2.16), implies that
‖∇un‖
M
N+1
N
d (Ω)
≤ c5 ‖µ‖M(∂Ω) (1.2.20)
where c5 is a positive constant depending only on Ω and N . Thus the claim follows from
(1.2.17) et (1.2.20).
Step 3 : Existence of a solution. By standard results on elliptic equations and measure
theory [10, Cor. IV 27], the sequences {un} and {|∇un|} are relatively compact in L1loc(Ω).
Therefore, there exist a subsequence, still denoted by {un}, and a function u such that
{un} converges to u in L1loc(Ω) and a.e. in Ω.
(i) The sequence {un} converges to u in L1(Ω) : let E ⊂ Ω be a Borel subset, then
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∫
E
undx ≤ |E| 1N ‖un‖
M
N
N−1 (Ω)
≤ c1c2|E| 1N ‖µ‖M(∂Ω) . (1.2.21)
The convergence of {un} in L1(Ω) follows by Vitali’s theorem.
(ii) The sequence {g(|∇un|)} converges to g(|∇u|) in L1d(Ω) : consider again a Borel set
E ⊂ Ω, λ > 0 and write∫
E
d(x)g(|∇un|)dx ≤
∫
E∩{x:|∇un(x)|≤λ}
d(x)g(|∇un|)dx+
∫
{x:|∇un(x)|>λ}
d(x)g(|∇un|)dx.
First ∫
E∩{x:|∇un(x)|≤λ}
d(x)g(|∇un|)dx ≤ g(λ)|E|d. (1.2.22)
Then ∫
E∩{x:|∇un(x)|>λ}
d(x)g(|∇un|)dx ≤ −
∫ ∞
λ
g(s)dωn(s)
where ωn(s) = |{x ∈ Ω : |∇un(x)| > s}|d. Using the fact that g′ ≥ 0 combined with (1.2.6)
and (1.2.20), we get
−
∫ t
λ
g(s)dωn(s) = g(λ)ωn(λ)− g(t)ωn(t) +
∫ t
λ
ωn(s)g
′(s)ds
≤ g(λ)ωn(λ)− g(t)ωn(t) + c6 ‖µ‖
N+1
N
M(∂Ω)
∫ t
λ
s−
N+1
N g′(s)ds
≤
(
ωn(λ)− c6 ‖µ‖
N+1
N
M(∂Ω) λ
−N+1
N
)
g(λ)−
(
ωn(t)− c6 ‖µ‖
N+1
N
M(∂Ω) t
−N+1
N
)
g(t)
+ c6
N+1
N ‖µ‖
N+1
N
M(∂Ω)
∫ t
λ
g(s)s−
2N+1
N ds.
We have already used the fact that ωn(λ) ≤ c6 ‖µ‖
N+1
N
M(∂Ω) λ
−N+1
N , and since the condition
(1.2.2) holds, lim inft→∞ t−
N+1
N g(t) = 0. Letting t→∞ we derive∫
E∩{x:|∇un(x)|>λ}
d(x)g(|∇un|)dx ≤ c6N + 1
N
‖µ‖
N+1
N
M(∂Ω)
∫ ∞
λ
g(s)s−
2N+1
N ds. (1.2.23)
For ǫ > 0 we fix λ in order the right-hand side of (1.2.23) be smaller than ǫ2 . Thus, if
|E|d ≤ ǫ2g(λ)+1 , we obtain ∫
E
d(x)g(|∇un|)dx ≤ ǫ. (1.2.24)
The convergence follows again by Vitali’s theorem. Next for any ζ ∈ X(Ω), we have∫
Ω
(−un∆ζ + g(|∇un|)ζ)dx = −
∫
∂Ω
µn
∂ζ
∂n
dS (1.2.25)
By taking into account the fact that |ζ| ≤ cd in Ω, we can pass to the limit in each term
in (1.2.25) and obtain (1.2.3) ; so u is a solution of (1.2.1). Clearly u ∈ M NN−1 (Ω) and
|∇u| ∈M
N+1
N
d (Ω) from (1.2.4) and Proposition 1.2.3.
32
1.2. THE DIRICHLET PROBLEM AND THE BOUNDARY TRACE
Step 4 : Existence of a maximal solution. We first notice that any solution u of (1.2.1) is
smaller than PΩ[µ]. Then u ≤ PΩ[µ] in Ω′δ and by the maximum principle u ≤ uδ which
satisfies { −∆uδ + g(|∇uδ|) = 0 in Ω′δ
uδ = P
Ω[µ] on Σδ.
(1.2.26)
As a consequence, by [2, Theorem 2.1], 0 < δ < δ′ =⇒ uδ ≤ uδ′ in Ω′δ′ and uδ ↓ u¯µ which
is not zero if µ is so, since it is bounded from below by the already constructed solution u.
We extend uδ, |∇uδ| and g(|∇uδ|) by zero outside Ω′δ and still denote them by the same
expressions. Let E ⊂ Ω be a Borel set and put Eδ = E ∩ Ω′δ then (1.2.21) becomes∫
Eδ
uδdx ≤ |Eδ| 1N ‖uδ‖
M
N
N−1 (Ω′δ)
≤ c1c2|Eδ| 1N
∥∥∥PΩ[µ]|Σδ
∥∥∥
L1(Σδ)
≤ c1c2c7|E| 1N ‖µ‖M(Σ) .
(1.2.27)
Set dδ(x) := dist (x,Ωδ) (= (d(x)− δ)+ if x ∈ Ωδ∗), we have∫
Eδ∩{x:|∇uδ |>λ}
dδ(x)g(|∇uδ|)dx ≤ −
∫ ∞
λ
g(s)dωδ(s),
where ωδ(s) = |{x ∈ Ω : |∇uδ(x)| > s}|dδ . Since
∥∥∥PΩ[µ]|Σδ
∥∥∥
L1(Σδ)
≤ c7 ‖µ‖M(Σ), (1.2.22)
and (1.2.23) become respectively∫
Eδ∩{x:|∇uδ(x)|≤λ}
dδ(x)g(|∇uδ|)dx ≤ g(λ)|Eδ|dδ . (1.2.28)
and ∫
Eδ∩{x:|∇uδ(x)|>λ}
dδ(x)g(|∇uδ|)dx ≤ c6N + 1
N
‖µ‖
N+1
N
M
∫ ∞
λ
g(s)s−
2N+1
N ds. (1.2.29)
Combining (1.2.28) and (1.2.29) and noting that |Eδ|dδ ≤ |E|d, we obtain that for any
ǫ > 0 there exists λ > 0, independent of δ by (1.2.28), such that∫
Eδ
dδ(x)g(|∇uδ|)dx ≤ ǫ. (1.2.30)
provided |E|d ≤ ǫ2g(λ)+1 .
Finally, if ζ ∈ X(Ω) we denote by ζδ the solution of{ −∆ζδ = −∆ζ in Ω′δ
ζδ = 0 on Σδ.
(1.2.31)
Then ∫
Ω′δ
(−uδ∆ζδ + g(|∇uδ|)ζδ)dx = −
∫
Σδ
∂ζδ
∂n
PΩ[µ]dS (1.2.32)
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Clearly |ζδ| ≤ Cdδ and ζδχΩ′
δ
→ ζ uniformly in Ω by standard elliptic estimates. Since the
right-hand side of (1.2.32) converges to − ∫∂Ω ∂ζ∂ndµ, it follows by Vitali’s theorem that u¯µ
satisfies (1.2.3).
Step 5 : Stability. Consider a sequence of positive bounded measures {µn} which converges
weakly to µ. By estimates (1.2.17) and (1.2.20), {uµn} and {g(|∇uµn |)} are relatively
compact in L1loc(Ω) and respectively uniformly integrable in L
1(Ω) and L1d(Ω). Up to a
subsequence, they converge a.e. respectively to u and g(|∇u|) for some function u. As in
Step 3, u is a solution of (1.2.1). 
A variant of the stability statement is the following result which will be much use-
ful in the analysis of the boundary trace. The proof is similar as Step 4 in the proof of
Theorem 1.2.2.
Corollary 1.2.4 Let g in G0 satisfy (1.2.2) and µ ∈M+(∂Ω). Assume {δn} is a sequence
decreasing to 0 and {µn} is a sequence of positive bounded measures on Σδn = ∂Ω′δn which
converges to µ in the weak sense of measures and let uµn be solutions of (1.2.1) with
boundary data µn. Then there exists a subsequence {uµnk} of solutions of (1.2.1) with
boundary data µnk which converges to a solution uµ with boundary data µ.
1.2.2 Boundary trace
The construction of the boundary trace of positive solutions of (1.1.1) is a combination
of tools developed in [30]–[32] with the help of a geometric construction from [4].
Definition 1.2.5 Let µδ ∈ M(Σδ) for all δ ∈ (0, δ∗) and µ ∈ M(Σ). We say that µδ → µ
as δ → 0 in the sense of weak convergence of measures if
lim
δ→0
∫
Σδ
φ(σ(x))dµδ =
∫
Σ
φdµ ∀φ ∈ Cc(Σ). (1.2.33)
A function u ∈ C(Ω) possesses a measure boundary trace µ ∈M(Σ) if
lim
δ→0
∫
Σδ
φ(σ(x))u(x)dS =
∫
Σ
φdµ ∀φ ∈ Cc(Σ). (1.2.34)
Similarly, if A is a relatively open subset of Σ, we say that u possesses a trace µ on A
in the sense of weak convergence of measures if µ ∈ M(A) and (1.2.34) holds for every
φ ∈ Cc(A).
We recall the following result [33, Cor 2.3], adapted here to (1.1.1), in which it is only
required that g(s) ≥ 0 for every s ≥ 0 :
Proposition 1.2.6 Assume g : R+ → R+ and let u ∈ C2(Ω) be a positive solution of
(1.1.1). Suppose that for some z ∈ ∂Ω there exists an open neighborhood U such that∫
U∩Ω
g(|∇u|)d(x)dx <∞. (1.2.35)
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Then u ∈ L1(K ∩ Ω) for every compact set K ⊂ U and there exists a positive Radon
measure ν on Σ ∩ U such that
lim
δ→0
∫
Σδ∩U
φ(σ(x))u(x)dS =
∫
Σ∩U
φdν ∀φ ∈ Cc(Σ ∩ U). (1.2.36)
Definition 1.2.7 Let u ∈ C2(Ω) be a positive solution of (1.1.1). A point z ∈ ∂Ω is a
regular boundary point of u if there exists an open neighborhood U of z such that (1.2.35)
holds. The set of regular points is denoted by R(u). Its complement S(u) = ∂Ω \ R(u) is
called the singular boundary set of u.
Clearly R(u) is relatively open and there exists a positive Radon measure µ on R(u)
such that u admits µ := µ(u) as a measure boundary trace on R(u) and µ(u) is uniquely
determined. The couple (S(u), µ) is called the boundary trace of u and denoted by tr∂Ω(u).
The main question is to determine the behaviour of u near S(u). The following result
is proved in [33, Lemma 2.8].
Proposition 1.2.8 Assume g : R+ → R+ and u ∈ C2(Ω) be a positive solution of (1.1.1)
with the singular boundary set S(u). If z ∈ S(u) is such that there exists an open neighbo-
rhood U ′ of z such that u ∈ L1(U ′ ∩ Ω), then for every neighborhood U of z there holds
lim
δ→0
∫
Σδ∩U
u(x)dS =∞. (1.2.37)
Remark. In Proposition 1.2.8, it is only required that g(s) ≥ 0 for every s ≥ 0.
Corollary 1.2.9 Let u ∈ C2(Ω) is a positive solution of (1.1.2) with 32 < q ≤ 2. Then
(1.2.37) holds for every z ∈ S(u).
Proof. This is a direct consequence of Lemma 1.3.2 since q−2q−1 > −1 implies u ∈ L1(Ω).

We prove below that this result holds for any 1 < q ≤ 2. Notice that in the following
theorem, it is not required that g is nondecreasing.
Theorem 1.2.10 Assume g : R+ → R+ is continuous and satisfies
lim inf
r→∞
g(r)
rq
> 0 (1.2.38)
where 1 < q ≤ 2. If u ∈ C2(Ω) is a positive solution of (1.1.1), then (1.2.37) holds for every
z ∈ S(u).
Proof. Up to rescaling we can assume that g(r) ≥ rq − τ for some τ ≥ 0. We recall some
results from [7] in the form exposed in [4, Sect 2]. There exist an open cover {Σj}kj=1 of Σ,
an open set D of RN−1 and C2 mappings Tj from D to Σj with rank N − 1 such that for
each σ ∈ Σj there exists a unique a ∈ D with the property that σ = Tj(a). The couples
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{D, T−1j } form a system of local charts of Σ. If we set Ωj = {x ∈ Ωδ∗ : σ(x) ∈ Σj} then for
any j = 1, ..., k the mapping
Πj : (δ, a) 7→ x = Tj(a)− δn
where n is the outward unit normal vector to Σ at Tj(a) = σ(x) is a C2 diffeomorphism
from (0, δ∗) × D to Ωj . The Laplacian obtains the following expressions in terms of this
system of flow coordinates provided the lines σi = ct are the vector fields of the principal
curvatures κ¯i on Σ
∆ = ∆δ +∆σ (1.2.39)
where
∆δ =
∂2
∂δ2
− (N − 1)H ∂
∂δ
(1.2.40)
with H = H(δ, .) = 1N−1
∑N−1
i=1
κ¯i
1−δκ¯i
being the mean curvature of Σδ and
∆σ =
1√|Λ|
N−1∑
i=1
∂
∂σi
( √|Λ|
Λii(1− δκ¯i + κiiδ2)
∂
∂σi
)
. (1.2.41)
In this expression, Λ¯ = (Λij) is the metric tensor on Σ and it is diagonal by the choice of
coordinates and |Λ| = ΠN−1i=1 Λii(1− δκ¯i)2. In particular
|∇ξ|2 =
N−1∑
i=1
ξ2σi
Λii(1− δκ¯i + κiiδ2)
+ ξ2δ (1.2.42)
and
∇ξ.∇η =
N−1∑
i=1
ξσiησi
Λii(1− δκ¯i + κiiδ2)
+ ξδηδ = ∇σξ.∇ση + ξδηδ. (1.2.43)
If z ∈ S(u) we can assume that UΣ := U ∩Σ is smooth and contained in a single chart
Σj . Let φ be the first eigenfunction of ∆σ in W
1,2
0 (UΣ) normalized so that maxUΣ φ = 1
and α > 1 to be made precise later on. From
−∆δu−∆σu+ 1
2
(|∇u|q − τ) + 1
2
g(|∇u|) ≤ 0
we obtain by multiplying by φα and integrating over UΣ
− d
2
dδ2
∫
UΣ
uφαdS + (N − 1)
∫
UΣ
∂u
∂δ
φαHdS + α
∫
UΣ
φα−1∇σu.∇σφ dS
+
1
2
∫
UΣ
φα(|∇u|q − τ)dS + 1
2
∫
UΣ
φαg(|∇u|)dS ≤ 0.
(1.2.44)
Provided α > q′ − 1 we obtain by Hölder inequality∣∣∣∣
∫
UΣ
φα−1∇σu.∇σφdS
∣∣∣∣ ≤
(∫
UΣ
|∇u|qφαdS
) 1
q
(∫
UΣ
|∇σφ|q′φα−q′dS
) 1
q′
≤ ǫ
∫
UΣ
|∇u|qφαdS + ǫ 11−q
∫
UΣ
|∇σφ|q′φα−q′dS,
(1.2.45)
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and ∣∣∣∣
∫
UΣ
∂u
∂δ
φαHdS
∣∣∣∣ ≤ ǫ ‖H‖L∞
∫
UΣ
|∇u|qφαdS + ǫ 11−q ‖H‖L∞
∫
UΣ
φαdS (1.2.46)
with ǫ > 0. We derive, with ǫ small enough,
d2
dδ2
∫
UΣ
uφαdS ≥
(
1
2
− c8ǫ
)∫
UΣ
|∇u|qφαdS + 1
2
∫
UΣ
φαg(|∇u|)dS − c′8 (1.2.47)
where c8 = c8(q,H) and c′8 = c
′
8(N, q,H). Integrating (1.2.47) twice yields to∫
UΣ
u(δ, .)φαdS ≥
(
1
2
− c8ǫ
)∫ δ∗
δ
∫
UΣ
|∇u|qφαdS(τ − δ)dτ + 1
2
∫
UΣ
φαg(|∇u|)dS − c′′8.
(1.2.48)
Since z ∈ S(u), the right-hand side of (1.2.48) tends monotically to ∞ as δ → 0, which
implies that (1.2.37) holds. 
Remark. It is often usefull to consider the couple (S(u), µ) defining the boundary trace of
u as an outer regular Borel measure ν uniquely determined by
ν(E) =
{
µ(E) if E ⊂ R(u)
∞ if E ∩ S(u) 6= ∅ (1.2.49)
for all Borel set E ⊂ ∂Ω, and we will denote tr∂Ω(u) = ν.
The integral blow-up estimate (1.2.37) remains valid if g ∈ G0 and the growth estimate
(1.2.38) is replaced by (1.2.2).
Theorem 1.2.11 Assume g ∈ G0 satisfies (1.2.2). If u ∈ C2(Ω) is a positive solution of
(1.1.1), then (1.2.37) holds for every z ∈ S(u).
Proof. By translation we assume z = 0 ∈ S(u) and (1.2.37) does not hold. We proceed by
contradiction, assuming that there exists an open neighborhood U of z such that
lim inf
δ→0
∫
Σδ∩U
udS <∞. (1.2.50)
By Proposition 1.2.8, for any neighborhood U ′ of z there holds∫
Ω∩U ′
udx =∞, (1.2.51)
which implies
lim sup
δ→0
∫
Σδ∩U ′
udS =∞. (1.2.52)
For n ∈ N∗, we take U ′ = B 1
n
; there exists a sequence {δn,k}k∈N satisfying limk→∞ δn,k = 0
such that
lim
k→∞
∫
Σδn,k∩B 1n
udS =∞. (1.2.53)
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Then, for any ℓ > 0, there exists kℓ := kn,ℓ ∈ N such that
k ≥ kℓ =⇒
∫
Σδn,k∩B 1n
udS ≥ ℓ (1.2.54)
and kn,ℓ →∞ when n→∞. In particular there exists m := m(ℓ, n) > 0 such that∫
Σδn,kℓ
∩B 1
n
inf{u,m}dS = ℓ. (1.2.55)
By the maximum principle u is bounded from below in Ω′δn,kℓ
by the solution v := vδn,kℓ of{ −∆v + g(|∇v|) = 0 in Ω′δn,kℓ
v = inf{u,m} on Σδn,kℓ .
(1.2.56)
When n → ∞, inf{u,m(ℓ, n)}dS converges in the weak sense of measures to ℓδ0. By
Corollary 1.2.4 there exists a solution uℓδ0 such that vδn,kℓ → uℓδ0 when n → ∞ and
consequently u ≥ uℓδ0 in Ω. Even if uℓδ0 may not be unique, this implies
lim inf
δ→0
∫
Σδ
uζ(x)dS ≥ lim
δ→0
∫
Σδ
uℓδ0ζ(x)dS = ℓ (1.2.57)
for any nonnegative ζ ∈ C∞(RN ) such that ζ = 1 in a neighborhood of 0. Since ℓ is
arbitrary we obtain
lim inf
δ→0
∫
Σδ
uζ(x)dS =∞ (1.2.58)
which contradicts (1.2.50). 
1.3 Boundary singularities
1.3.1 Boundary data unbounded measures
We recall that for any q > 1, any solution u of (1.1.2) bounded from below satisfies [20,
Theorem A1] the following estimate : for any ǫ > 0, there exists Cǫ > 0 such that
sup
d(x)≥ǫ
|∇u(x)| ≤ Cǫ. (1.3.1)
Later on Lions gave in [25, Th IV 1] a more precise estimate that we recall below.
Lemma 1.3.1 Assume q > 1 and u ∈ C2(Ω) is any solution of (1.1.2) in Ω. Then
|∇u(x)| ≤ C1(N, q)(d(x))−
1
q−1 ∀x ∈ Ω. (1.3.2)
Similarly, the following result is proved in [25].
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Lemma 1.3.2 Assume q > 1 and u ∈ C2(Ω) is a solution of (1.1.2) in Ω. Then
|u(x)| ≤ C2(N, q)
2− q
(
(d(x))
q−2
q−1 − (δ∗) q−2q−1
)
+max{|u(z)| : z ∈ Σδ∗} ∀x ∈ Ω (1.3.3)
if q 6= 2, and
|u(x)| ≤ C3(N) (ln δ∗ − ln d(x)) + max{|u(z)| : z ∈ Σδ∗} ∀x ∈ Ω (1.3.4)
if q = 2, for some C2(N, q), C3(N) > 0.
Proof. Put Mδ∗ := max{|u(z)| : z ∈ Σδ∗} and let x ∈ Ωδ∗ , x = σ(x) − d(x)nσ(x), and
x0 = σ(x)− δ∗nσ(x). Then, using Lemma 1.3.1, we get
|u(x)| ≤Mδ∗ +
∫ 1
0
∣∣ d
dtu(tx+ (1− t)x0)
∣∣ dt
≤Mδ∗ + C1(N, q)
∫ 1
0
(td(x) + (1− t)δ∗)− 1q−1 (δ∗ − d(x))dt.
(1.3.5)
Thus we obtain (1.3.3) or (1.3.4) according the value of q. 
If q = 2 and u solves (1.1.2), v = e−u is harmonic and positive while if q > 2, any
solution remains bounded in Ω. Although this last case is interesting in itself, we will
consider only the case 1 < q < 2.
Lemma 1.3.3 Assume 1 < q < 2, 0 ∈ ∂Ω and u ∈ C(Ω \ {0}) ∩ C2(Ω) is a solution of
(1.1.2) in Ω which vanishes on ∂Ω \ {0}. Then
u(x) ≤ C4(q)|x|
q−2
q−1 ∀x ∈ Ω. (1.3.6)
Proof. For ǫ > 0, we set
Pǫ(r) =


0 if r ≤ ǫ
−r4
2ǫ3
+ 3r
3
ǫ2
− 6r2ǫ + 5r − 3ǫ2 if ǫ < r < 2ǫ
r − 3ǫ2 if r ≥ 2ǫ
and let uǫ be the extension of Pǫ(u) by zero outside Ω. There exists R0 such that Ω ⊂ BR0 .
Since 0 ≤ P ′ǫ(r) ≤ 1 and Pǫ is convex, uǫ ∈ C2(RN ) and it satisfies −∆uǫ + |∇uǫ|q ≤ 0.
Furthermore uǫ vanishes in BcR0 . For R ≥ R0 we set
Uǫ,R(x) = C4(q)
(
(|x| − ǫ) q−2q−1 − (R− ǫ) q−2q−1
)
∀x ∈ BR \Bǫ,
where C4(q) = (q−1)
q−2
q−1 (2− q)−1, then −∆Uǫ,R+ |∇Uǫ,R|q ≥ 0. Since uǫ vanishes on ∂BR
and is finite on ∂Bǫ it follows uǫ ≤ Uǫ,R in BR \Bǫ. Letting successively ǫ→ 0 and R→∞
yields to (1.3.6). 
Using regularity we can improve this estimate
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Lemma 1.3.4 Under the assumptions of Lemma 1.3.3 there holds
|∇u(x)| ≤ C5(q,Ω)|x|−
1
q−1 ∀x ∈ Ω. (1.3.7)
and
u(x) ≤ C6(q,Ω)d(x)|x|−
1
q−1 ∀x ∈ Ω. (1.3.8)
Proof. For ℓ > 0, we set
Tℓ[u](x) = ℓ
2−q
q−1u(ℓx) ∀x ∈ Ωℓ := 1
ℓ
Ω. (1.3.9)
If x ∈ Ω, we set |x| = d and ud(y) = Td[u](y) = d
2−q
q−1u(dy). Then ud satisfies (1.1.2)
in Ωd = 1dΩ. Since d ≤ d∗ := diam(Ω), the curvature of ∂Ωd is uniformly bounded and
therefore standard a priori estimates imply that there exists c depending on the curvature
of Ωd and max{|ud(y)| : 12 ≤ |y| ≤ 32} such that
|∇ud(z)| ≤ c ∀z ∈ Ωd, 3
4
≤ |z| ≤ 5
4
. (1.3.10)
By (1.3.6), c is uniformly bounded. Therefore |∇u(dz)| ≤ cd− 1q−1 which implies (1.3.7).
Next, if x ∈ Ω is such that d(x) ≥ 16 |x| then (1.3.8) follows from (1.3.6). If x ∈ Ω and
d(x) < 16 |x|, let P ∈ ∂Ω \ {0} such that |x− P | = d(x). By (1.3.7), we obtain
u(x) ≤ c(q,Ω)d(x)
∫ 1
0
|tx+ (1− t)P |− 1q−1 dt, (1.3.11)
which, combined with the following estimate
|tx+ (1− t)P | ≥ |x| − (1− t)d(x) ≥ 5
6
|x|
implies (1.3.8). 
In the next statement we obtain a local estimate of positive solutions which vanish only
on a part of the boundary.
Proposition 1.3.5 Assume 1 < q < 2. Then there exist 0 < r∗ ≤ δ∗ and C7 > 0 depending
on N , q and Ω such that for compact set K ⊂ ∂Ω, K 6= ∂Ω and any positive solution
u ∈ C(Ω \K) ∩ C2(Ω) vanishing on ∂Ω \K of (1.1.2), there holds
u(x) ≤ C7d(x)(dK(x))−
1
q−1 ∀x ∈ Ω s.t. d(x) ≤ r∗, (1.3.12)
where dK(x) = dist (x,K).
Proof. The proof is based upon the construction of local barriers in spherical shells. We fix
x ∈ Ω such that d(x) ≤ δ∗ and σ(x) := Proj∂Ω(x) ∈ ∂Ω \K. Set r = dK(x) and consider
3
4r < r
′ < 78r, τ ≤ 2−1r′ and ωx = σ(x) + τnx. Since ∂Ω is C2, there exists r∗ ≤ δ∗,
depending only on Ω such that dK(ωx) > 78r provided d(x) ≤ r∗. For A,B > 0 we define
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the functions s 7→ v˜(s) = A(r′ − s) q−2q−1 − B and y 7→ v(y) = v˜(|y − ωx|) respectively in
[0, r′) and Br′(ωx). Then
−v˜′′(s)− N − 1
s
v˜′(s) + |v˜′(s)|q
= A
2− q
q − 1(r
′ − s)− qq−1
(
− 1
q − 1 −
(N − 1)(r′ − s)
s
+
(
(2− q)A
q − 1
)q−1)
.
We choose A and τ > 0 such that
1
q − 1 − 1 +N +
(N − 1)r′
τ
≤
(
(2− q)A
q − 1
)q−1
(1.3.13)
so that inequality −∆v + |∇v|q ≥ 0 holds in Br′(ωx) \ Bτ (ωx). We choose B so that
v(σ(x)) = v˜(τ) = 0, i.e. B = A(r′ − τ) q−2q−1 . Since τ ≤ δ∗, Bτ (ωx) ⊂ Ωc therefore v ≥ 0 on
∂Ω∩Br′(ωx) and v ≥ u on Ω∩ ∂Br′(ωx). By the maximum principle we obtain that u ≤ v
in Ω ∩Br′(ωx) and in particular u(x) ≤ v(x) i.e.
u(x) ≤ A
(
(r′ − τ − d(x)) q−2q−1 − (r′ − τ) q−2q−1
)
≤ A(2− q)
q − 1 (r
′− τ −d(x))− 1q−1d(x). (1.3.14)
If we take in particular τ = r
′
2 and d(x) ≤ r4 , then A = A(N, q) and
u(x) ≤ c9r′−
1
q−1d(x). (1.3.15)
where c9 = c9(N, q). If we let r′ → 78r we derive (1.3.12). Next, if x ∈ Ω is such that
d(x) ≤ δ∗ and d(x) > 14dK(x), we combine (1.3.12) with Harnack inequality [40], and
a standard connectedness argument we obtain that u(x) remains locally bounded in Ω,
and the bound on a compact subset G of Ω depends only on K, G, N and q. Since
dK(x) ≥ d(x) > 14dK(x) it follows from Lemma 1.3.2 that (1.3.12) holds. Finally (1.3.12)
holds for every x ∈ Ω satisfying d(x) ≤ r∗. 
As a consequence we have existence of positive solutions of (1.1.2) in Ω with a locally
unbounded boundary trace.
Corollary 1.3.6 Assume 1 < q < qc. Then for any compact set K ( ∂Ω, there exists a
positive solution u of (1.1.2) in Ω such that tr∂Ω(u) = (S(u), µ(u)) = (K, 0).
Proof. For any 0 < ǫ, we set Kǫ = {x ∈ ∂Ω : dK(x) < ǫ} and let ψǫ be a sequence of
smooth functions defined on ∂Ω such that 0 ≤ ψǫ ≤ 1, ψǫ = 1 on Kǫ, ψǫ = 0 on ∂Ω \K2ǫ
(ǫ < ǫ0 so that ∂Ω \K2ǫ 6= ∅). Furthermore we assume that ǫ < ǫ′ < ǫ0 implies ψǫ ≤ ψǫ′ .
For k ∈ N∗ let u = uk,ǫ be the solution of{ −∆u+ |∇u|q = 0 in Ω
u = kψǫ on ∂Ω.
(1.3.16)
By the maximum principle (k, ǫ) 7→ uk,ǫ is increasing. Combining Proposition 1.3.5 with
the same Harnack inequality argument as above we obtain that uk,ǫ(x) remains locally
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bounded in Ω and satisfies (1.3.12), independently of k and ǫ. By regularity it remains
compact in the C1loc-topology of Ω \K. If we set u∞,ǫ := limk→∞ uk,ǫ, then it is a solution
of (1.1.2) in Ω which satisfies
lim
x→y∈Kǫ
u∞,ǫ(x) =∞ ∀ y ∈ Kǫ,
locally uniformly in Kǫ. Furthermore, if y ∈ Kǫ is such that Bθ(y) ∩ ∂Ω ⊂ Kǫ for some
θ > 0, then for any k large enough there exists θk < θ such that∫
∂Ω
χ
Bθk
(y)∩∂Ω
dS = k−1.
For any ℓ > 0, ukℓ,ǫ is minorized by u := ukℓ,Bθk (y)∩∂Ω which satisfies

−∆u+ |∇u|q = 0 in Ω
u = kℓχ
Bθk
(y)∩∂Ω
on ∂Ω.
(1.3.17)
When k → ∞, ukℓ,Bθk (y) converges to uℓδy by Theorem 1.2.2 for the stability and Theo-
rem 1.3.16 for the uniqueness. It follows that u∞,ǫ ≥ uℓδy . Letting ǫ → 0 and using the
same local regularity-compactness argument we obtain that uK := u∞,0 = limǫ→0 u∞,ǫ is
a positive solution of (1.1.2) in Ω which vanishes on ∂Ω \K and satisfies
uK ≥ uℓδy =⇒ lim
δ→0
∫
Σδ∩Bτ (y)
uK(x)dS ≥ ℓ,
for any τ > 0. Since τ and ℓ are arbitrary, (1.2.37) holds, which implies that y ∈ S(uK).
Clearly µ(uK) = 0 on R(uK) = ∂Ω \ S(uK) which ends the proof. 
Remark. i) It is noticeable that the condition for the singular set to be different from all
the boundary is necessary as it is shown in a recent article by Alarcón-García-Melián and
Quaas [3].
ii) In the supercritical case the above result cannot be always true since there exist remo-
vable boundary compact sets (see Section 4).
The condition that a solution vanishes outside a compact boundary setK can be weaken
and replaced by a local integral estimate. The next result is fundamental for existence a
solution with a given general boundary trace.
Proposition 1.3.7 Assume 1 < q < 2, U ⊂ ∂Ω is relatively open and µ ∈ M(U) is a
positive bounded Radon measure. Then for any compact set Θ ⊂ Ω there exists a constant
C8 = C8(N, q,H,Θ, ‖µ‖M(U)) > 0 such that any positive solution u of (1.1.2) in Ω with
boundary trace (S, µ′) where S is closed, U ⊂ ∂Ω \ S := R and µ′ is a positive Radon
measure on R such that µ′|U = µ, there holds
u(x) ≤ C8 ∀x ∈ Θ. (1.3.18)
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Proof. We follow the notations of Theorem 1.2.10. Since the result is local, without loss of
generality we can assume that U is smooth and contained in a single chart Σj . Estimates
(1.2.44)-(1.2.48) are still valid under the form
∫
U
u(δ, .)φαdS −
∫
U
u(δ∗, .)φαdS
≥ (1− c10ǫ)
∫ δ∗
δ
∫
U
|∇u|qφαdS(τ − δ)dτ − (δ∗ − δ)
∫
U
∂u
∂δ (δ
∗, .)φαdS − c′10
(1.3.19)
where c10 = c10(q,H) and c′10 = c
′
10(N, q,H). Since the second term in the right-hand side
of (1.3.19) is uniformly bounded by Lemma 1.3.1, it follows that we can let δ → 0 and
derive,∫
U
u(δ∗, .)φαdS+(1−c10ǫ)
∫ δ∗
0
∫
U
|∇u|qφατdSdτ ≤
∫
U
φαdµ+c′′10 ≤ ‖µ‖M(U)+c′′10, (1.3.20)
where c′′10 depends on the curvature H, N and q. This implies that there exist some ball
Bα(a), α > 0 and a ∈ U such that Bα(a) ∩ ∂Ω ⊂ U and∫
Bα(a)∩Ω
|∇u|qd(x)dx ≤ ‖µ‖
M(U) + c
′′
10, (1.3.21)
Thus, if Bβ(b) is some ball such that Bβ(b) ⊂ Bα(a) ∩ Ω, we have∫
Bβ(b)
|∇u|qdx ≤ (d(b)− β)−1
(
‖µ‖
M(U) + c
′′
10
)
. (1.3.22)
If in (1.3.19) we let δ → 0 and then replace δ∗ by δ ∈ (δ1, δ∗] for δ1 > 0 we obtain∫
U
φαdµ ≥
∫
U
u(δ, .)φαdS − (δ∗ − δ)
∫
U
∂u
∂δ
(δ, .)φαdS − c′′′10 (1.3.23)
where c′′′10 = c
′′′
10(N, q,H, ‖µ‖M(U)). By Lemma 1.3.1 the second term in the right-hand side
remains bounded by a constant depending on δ1, H, N and q. Therefore
∫
UΣ
u(δ, .)φαdS
remains bounded by a constant depending on the previous quantities and of ‖µ‖
M(U) and
consequently, assuming that d(x) ≥ δ1 for all x ∈ Bβ(b) (i.e. d(b)− β ≥ δ1)
uBβ(b) :=
1
|Bβ(b)|
∫
Bβ(b)
udx ≤ c11 (1.3.24)
where c11 depends on δ1, H, N , q and ‖µ‖M(U). By Poincaré inequality
(∫
Bβ(b)
uqdx
) 1
q
≤ c′11

(∫
Bβ(b)
|∇u|qdx
) 1
q
+ |Bβ(b)|
1
q uBβ(b)

 . (1.3.25)
Combining (1.3.22) and (1.3.25) we derive that ‖u‖W 1,q(Bβ(b)) remains bounded by a quan-
tity depending only on δ1, H, N and q and ‖µ‖M(U). By the classical trace theorem in
43
1.3. BOUNDARY SINGULARITIES
Sobolev spaces, ‖u‖Lq(∂Bβ(b)) remains also uniformly bounded when the above quantities
are so. By the maximum principle
u(x) ≤ PBβ(b)[u|∂Bβ(b)](x) ∀x ∈ Bβ(b), (1.3.26)
where PBβ(b) denotes the Poisson kernel in Bβ(b). Therefore, u remains uniformly bounded
in Bβ
2
(b) by some constant c′′11 which also depends on ‖µ‖M(U), N , q, Ω, b and β, but not
on u. We end the proof by Harnack inequality and a standard connectedness argument as
it has already be used in Proposition 1.3.5. 
The main result of this section is the following
Theorem 1.3.8 Assume 1 < q < qc, K ( ∂Ω is closed and µ is a positive Radon measure
on R := ∂Ω \K. Then there exists a solution of (1.1.2) such that tr∂Ω(u) = (K,µ).
Proof. For ǫ′ > ǫ > 0 we set νǫ,ǫ′ = kχKǫ′
+ χ
K
c
ǫ
µ and denote by uǫ,ǫ′,k,µ the maximal
solution of { −∆u+ |∇u|q = 0 in Ω
u = νǫ,ǫ′ on ∂Ω.
(1.3.27)
We recall that Kǫ := {x ∈ ∂Ω : dK(x) < ǫ}, so that νǫ,ǫ′ is a positive bounded Radon
measure. For 0 < ǫ ≤ ǫ0 there exists y ∈ R and γ > 0 such that Bγ(y) ⊂ Kcǫ0 . Since∥∥∥χ
K
c
ǫ
µ
∥∥∥
M(R)
is uniformly bounded, it follows from Proposition 1.3.7 that uǫ,ǫ′,k,µ remains
locally bounded in Ω, uniformly with respect to k, ǫ and ǫ′. Furthermore (k, ǫ, ǫ′) 7→ uǫ,ǫ′,k,µ
is increasing with respect to k. If uǫ,ǫ′,∞,µ = limk→∞ uǫ,ǫ′,k,µ, it is a solution of (1.1.2) in
Ω. By the same argument as the one used in the proof of Corollary 1.3.6, any point y ∈ K
is such that uǫ,ǫ′,∞,µ ≥ uℓδy for any ℓ > 0. Using maximum principle
(ǫ2 ≤ ǫ1, ǫ′1 ≤ ǫ′2, k1 ≤ k2) =⇒ (uǫ1,ǫ′1,k1,µ ≤ uǫ2,ǫ′2,k2,µ) (1.3.28)
Since uǫ,ǫ′,∞,µ remains locally bounded in Ω independently of ǫ and ǫ′, we can set uK,µ =
limǫ′→0 limǫ→0 uǫ,ǫ′,∞,µ then by the standard local regularity results uK,µ is a positive so-
lution of (1.1.2) in Ω. Furthermore uK,µ > uℓδy , for any y ∈ K and ℓ > 0 ; thus the set of
boundary singular points of uK,µ contains K. In order to prove that tr∂Ω(uK,∞) = (K,µ)
we consider a smooth relatively open set U ⊂ R. Using the same function φα as in Propo-
sition 1.3.7, we obtain from (1.3.20)
∫
U
uK,∞(δ
∗, .)φαdS + (1− c10ǫ)
∫ δ∗
0
∫
U
|∇uK,∞|qφατdSdτ ≤
∫
U
dµ+ c′′10. (1.3.29)
Therefore U is a subset of the set of boundary regular points of uK,∞, which implies
tr∂Ω(u) = (K,µ) by Proposition 1.2.6. 
Remark. If qc ≤ q < 2, it is possible to solve (1.3.27) if µ is a smooth function defined in
R and to let successively k → ∞ ; ǫ → 0 and ǫ′ → 0 using monotonicity as before. The
limit function u∗ is a solution of (1.1.2) in Ω. If tr∂Ω(u∗) = (S∗, µ∗), then S∗ ⊂ K and
µ∗|R = µ. However interior points of K, if exist, belong to S∗.
44
1.3. BOUNDARY SINGULARITIES
1.3.2 Boundary Harnack inequality
We adapt below ideas from Bauman [6], Bidaut-Véron-Borghol-Véron [8] and Trudinger
[39]-[40] in order to prove a boundary Harnack inequality which is one of the main tools for
analyzing the behavior of positive solutions of (1.1.2) near an isolated boundary singularity.
We assume that Ω is a bounded C2 domain with 0 ∈ ∂Ω and δ∗ has been defined for
constructing the flow coordinates.
Theorem 1.3.9 Assume 0 ∈ ∂Ω, 1 < q < 2. Then there exist 0 < r0 ≤ δ∗ and C9 > 0
depending on N , q and Ω such that for any positive solution u ∈ C(Ω ∪ ((∂Ω \ {0}) ∩
B2r0)) ∩ C2(Ω) of (1.1.2) vanishing on (∂Ω \ {0}) ∩B2r0 there holds
u(y)
C9d(y)
≤ u(x)
d(x)
≤ C9u(y)
d(y)
(1.3.30)
for every x, y ∈ B 2r0
3
∩ Ω satisfying |y|2 ≤ |x| ≤ 2|y|.
Since Ω is a bounded C2 domain, it satisfies uniform sphere condition, i.e there exists
r0 > 0 sufficiently small such that for any x ∈ ∂Ω the two balls Br0(x − r0nx) and
Br0(x+ r0nx) are subsets of Ω and Ω
c
respectively. We can choose 0 < r0 < min{δ∗, 3r∗}
where r∗ is in Proposition 1.3.5.
We first recall the following chained property of the domain Ω [6].
Lemma 1.3.10 Assume that Q ∈ ∂Ω, 0 < r < r0 and h > 1 is an integer. There exists an
integer N0 depending only on r0 such that for any points x and y in Ω ∩B 3r
2
(Q) verifying
min{d(x), d(y)} ≥ r/2h, there exists a connected chain of balls B1, ..., Bj with j ≤ N0h
such that
x ∈ B1, y ∈ Bj , Bi ∩Bi+1 6= ∅ for 1 ≤ i ≤ j − 1
and 2Bi ⊂ B2r(Q) ∩ Ω for 1 ≤ i ≤ j. (1.3.31)
The next result is an internal Harnack inequality.
Lemma 1.3.11 Assume Q ∈ (∂Ω \ {0})∩B 2r0
3
and 0 < r ≤ |Q| /4. Let u ∈ C(Ω∪ ((∂Ω \
{0})∩B2r0))∩C2(Ω) be a positive solution of (1.1.2) vanishing on (∂Ω \{0})∩B2r0 . Then
there exists a positive constant c12 > 1 depending on N , q, δ
∗ and r0 such that
u(x) ≤ ch12u(y), (1.3.32)
for every x, y ∈ B 3r
2
(Q) ∩ Ω such that min{d(x), d(y)} ≥ r/2h for some h ∈ N.
Proof. We first notice that for any ℓ > 0, Tℓ[u] satisfies (1.1.2) in Ωℓ where Tℓ is defined in
(1.3.9). If we take in particular ℓ = |Q|, we can assume |Q| = 1 and the curvature of the
domain Ω|Q| remains bounded. By Proposition 1.3.5
u(x) ≤ C ′7 ∀x ∈ B2r(Q) ∩ Ω (1.3.33)
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where C ′7 depends on N , q, δ
∗. By Lemma 1.3.10 there exist an integer N0 depending on
r0 and a connected chain of j ≤ N0h balls Bi with respectively radii ri and centers xi,
satisfying (1.3.31). Hence due to [39, Corollary 10] and [40, Theorem 1.1] there exists a
positive constant c′12 depending on N , q, δ
∗ and r0 such that for every 1 ≤ i ≤ j,
sup
Bi
u ≤ c′12 inf
Bi
u, (1.3.34)
which yields to (1.3.32) with c12 = c
′N0
12 . 
Lemma 1.3.12 Assume the assumptions on Q and u of Lemma 1.3.11 are fulfilled. If
P ∈ ∂Ω ∩Br(Q) and 0 < s < r, there exist two positive constants σ and c13 depending on
N , q and Ω such that
u(x) ≤ c13 |x− P |
σ
sσ
Ms,P (u) (1.3.35)
for every x ∈ Bs(P ) ∩ Ω, where Ms,P (u) = max{u(z) : z ∈ Bs(P ) ∩ Ω}.
Proof. Notice that Bs(P ) ⊂ B2r(Q). Up to the transformation T|Q|, we may assume |Q| = 1
and hence u is bounded in B2r(Q)∩Ω as in (1.3.33). We fix x ∈ Bs(P ) and s′ ∈ (|x− P | , s).
Set
u˜ :=
u
Ms,P (u)
then Ms,P (u˜) = 1 and
−∆u˜+M q−1s,P (u) |∇u˜|q = 0 (1.3.36)
in B2r(Q) ∩ Ω. It follows from the assumption and Young’s inequality that
M q−1s,P (u) |∇u˜|q ≤ c′13 |∇u˜|2 + c′′13 |∇u˜|
where c′13, c
′′
13 depend on q. By [40, Theorem 5.2] there exist σ = σ(N, q, δ
∗) > 0 and
c13 = c13(N, q, δ
∗) such that
∣∣u˜(z)− u˜(z′)∣∣ ≤ c13
(
s′
s
)σ
∀z, z′ ∈ Bs′(P ) ∩ Ω,
which is equivalent to
∣∣u(z)− u(z′)∣∣ ≤ c13
(
s′
s
)σ
Ms,P (u) ∀z, z′ ∈ Bs′(P ) ∩ Ω. (1.3.37)
Now by taking z = x and letting z′ → P , we obtain
u(x) ≤ c13
(
s′
s
)σ
Ms,P (u). (1.3.38)
Since (1.3.38) holds true for every s′ > |x− P |, (1.3.35) follows by rescaling. 
Thanks to Lemma 1.3.11 and Lemma 1.3.12, we obtain the following result by procee-
ding as in [8, Lemma 5] and [6].
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Corollary 1.3.13 Assume Q ∈ (∂Ω \ {0}) ∩B 2r0
3
and 0 < r ≤ |Q|8 . Let u ∈ C(Ω ∪ ((∂Ω \
{0})∩B2r0))∩C2(Ω) be a positive solution of (1.1.2) vanishing on (∂Ω \{0})∩B2r0 . Then
there exists a constant c14 depending only on N , q, δ
∗ and r0 such that
u(x) ≤ c14u(Q− r
2
nQ) ∀x ∈ Br(Q) ∩ Ω. (1.3.39)
Lemma 1.3.14 Assume Q ∈ (∂Ω \ {0}) ∩ B 2r0
3
and 0 < r ≤ |Q|8 . Let u ∈ C(Ω ∪ ((∂Ω \
{0})∩B2r0))∩C2(Ω) be a positive solution of (1.1.2) vanishing on (∂Ω \{0})∩B2r0 . Then
there exist a ∈ (0, 1/2) and c15 > 0 depending on N , q, δ∗ and r0 such that
1
c15
t
r
≤ u(P − tnP )
u(Q− r2nQ)
≤ c15 t
r
(1.3.40)
for any P ∈ Br(Q) ∩ ∂Ω and 0 ≤ t < a2r.
Proof. As above, we may assume |Q| = 1, thus estimate (1.3.33) holds.
Step 1 : Lower estimate. Let 0 < τ < a2r <
r
4 be fixed. For b > 0 to be made precise later
on, we define in B r−τ
2
(P − r2nP ) ∩B r4 (P )
v(x) = V (s) :=
e−b(
s
r−τ )
2
− e− b4
e−
b
16 − e− b4
, (1.3.41)
where s =
∣∣x− P + r2nP ∣∣. Since −∆v+ |∇v|q = −V ′′− N−1s V ′+ |V ′|q, this last expression
is nonpositive if and only if
2b
(
s
r − τ
)2
−N
≥ (2b)q−1
(
e−
b
16 − e− b4
)1−q ( s
r − τ
)2(q−1)
s2−qe−b(q−1)(
s
r−τ )
2
.
(1.3.42)
Because x ∈ B r−τ
2
(P − r2nP ) ∩B r4 (P ),
r − τ
4
≤ s ≤ r − τ
2
<
1
4
.
Hence, if we choose b = N + 6 then (1.3.42) holds true, and thus
−∆v + |∇v|q ≤ 0 (1.3.43)
in B r−τ
2
(P− r2nP )∩B r4 (P ). Since Br0(P−r0nP ) ⊂ Ω, it follows that d(x) ≥ dist(x,Br0(P−
r0nP )) ≥ r/32 for any x ∈ B r−τ
2
(P − r2nP ) ∩ ∂B r4 (P ), which, along with Lemma 1.3.11,
implies that
u(x) ≥ c′−115 u(Q−
r
2
nQ) (1.3.44)
where
c′15 = c
5
12 (1 + C7)
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and C7 is the constant in (1.3.12). Since v ≤ 1 on B r−τ
2
(P − r2nP ) ∩ ∂B r4 (P ),
u(x) ≥ c′−115 u(Q−
r
2
nQ)v(x) (1.3.45)
on B r−τ
2
(P − r2nP ) ∩ ∂B r4 (P ). Moreover c
′−1
15 u(Q − r2nQ) < c−512 < 1, therefore v˜(x) :=
c′−115 u(Q− r2nQ)v(x) is a subsolution of (1.1.2) in B r−τ2 (P −
r
2nP ) ∩B r4 (P ). Consequently,
by setting w := u− v˜, we get
−∆w + d.∇w ≥ 0
in B r−τ
2
(P− r2nP )∩B r4 (P ) and w ≥ 0 on ∂(B r−τ2 (P−
r
2nP )∩B r4 (P )), where d = (d1, ..., dN )
and
di(x) = q
∫ 1
0
|∇(tu+ (1− t)v˜)|q−2 ∂i(tu+ (1− t)v˜)dt ∀1 ≤ i ≤ N.
Since di ∈ L∞(B r−τ
2
(P − r2nP ) ∩B r4 (P )) for every i = 1, ..., N , by applying the maximum
principle, we deduce that u ≥ v˜ in B r−τ
2
(P − r2nP ) ∩ ∂B r4 (P ). Finally, set xτ = P − τnP
then xτ ∈ B r−τ
2
(P − r2nP ) ∩B r4 (P ) and
v(xτ ) ≥ e
− b
4
e−
b
16 − e− b4
(
1−
(
1− τ
r − τ
)2)
≥ c′′15
τ
r
(1.3.46)
where c′′15 = c
′′
15(N, q), which implies
u(xτ )
u(Q− r2nQ)
≥ c′−115 c′′15
τ
r
. (1.3.47)
Thus the left-hand side of (1.3.40) follows since τ is arbitrary in (0, a2r).
Step 2 : Upper estimate. Let a ∈ (0, 1/2) be a parameter to be determined later on. We
can choose r0 > 0 so small that B3ar(P + 3arnP ) ⊂ Ω
c
. Let φ1 be the first eigenfunction
of the Laplace operator −∆ in B3 \ B1 with Dirichlet boundary condition and λ1 is the
corresponding eigenvalue. We normalize φ1 by φ1(x) = 1 on {x : |x| = 2} and set
φar(x) = φ1
(
x− (P + arnP )
ar
)
,
thus
−∆φar = λ1
(ar)2
φar(x) ≥ 0
in B3ar(P + arnP ) \ Bar(P + arnP ) and vanishes on the boundary of this domain. We
have −∆φar ≥ 0 ≥ −∆u in B2ar(P + arnP )∩Ω. We can choose a small enough such that
B2ar(P + arnP ) ⊂ Br(Q). Then by Corollary 1.3.13,
u(x) ≤ c14u(Q− r
2
nQ)
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for x ∈ ∂B2ar(P + arnP ) ∩ Ω. Set φ˜ar := c14u(Q − r2nQ)φar, then −∆φ˜ar ≥ 0 ≥ −∆u in
B2ar(P + arnP ) ∩ Ω and φ˜ar dominates u on ∂(B2ar(P + arnP ) ∩ Ω). By the maximum
principle, u ≤ φ˜ar in B2ar(P + arnP ) ∩ Ω. In particular
u(P − tnP ) ≤ c14φ1
( |P − tnP − (P + arnP )|)
ar
)
u(Q− r
2
nQ).
Since φ1(x) ≤ c′′′15d(x) = c′′′15(|x| − 1) for every 1 ≤ |x| ≤ 2, we obtain the right-hand side
of (1.3.40). 
Proof of Theorem 1.3.9. Assume x ∈ B 2r0
3
∩ Ω and set r = |x|8 .
Step 1 : Tangential estimate : d(x) < a2r. Let Q ∈ ∂Ω \ {0} such that |Q| = |x| and
x ∈ Br(Q). By Lemma 1.3.14,
8
c15
u(Q− r2nQ)
|x| ≤
u(x)
d(x)
≤ 8c15
u(Q− r2nQ)
|x| . (1.3.48)
We can connect Q − r2nQ with −2rn0 by m1 (depending only on N) connected balls
Bi = B(xi,
r
4) with xi ∈ Ω and d(xi) ≥ r2 for every 1 ≤ i ≤ m1. It follows from (1.3.34)
that
c′−m112 u(−2rn0) ≤ u(Q−
r
2
nQ) ≤ c′m112 u(−2rn0),
which, together with (1.3.48) leads to
8
c′m112 c15
u(−2rn0)
|x| ≤
u(x)
d(x)
≤ 8c′m112 c15
u(−2rn0)
|x| . (1.3.49)
Step 2 : Internal estimate : d(x) ≥ a2r. We can connect−2rn0 with x bym2 (depending only
on N) connected balls B′i = B(x
′
i,
a
4r) with x
′
i ∈ Ω and d(x′i) ≥ a2r for every 1 ≤ i ≤ m2.
By applying again (1.3.34) and keeping in mind the estimate a4 |x| < d(x) ≤ |x|, we get
a
4c′m212
u(−2rn0)
|x| ≤
u(x)
d(x)
≤ 4c
′m2
12
a
u(−2rn0)
|x| . (1.3.50)
Step 3 : End of proof. Take |x|2 ≤ s ≤ 2 |x|, we can connect −2rnQ with −snQ by m3
(depending only on N) connected balls B′′i = B(x
′′
i ,
r
2) with x
′′
i ∈ Ω and d(x′′i ) ≥ r for
every 1 ≤ i ≤ m3. This fact, joint with (1.3.49) and (1.3.50), yields
1
C ′9
u(−sn0)
|x| ≤
u(x)
d(x)
≤ C ′9
u(−sn0)
|x| (1.3.51)
where C ′9 = C
′
9(N, q,Ω). Finally let y ∈ B 2r0
3
∩ Ω satisfy |x|2 ≤ |y| ≤ 2 |x|. By applying
twice (1.3.51) we get (1.3.30) with C9 = C ′29 . 
A direct consequence of Theorem 1.3.9 is the following useful form of boundary Harnack
inequality.
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Corollary 1.3.15 Let ui ∈ C(Ω∪ ((∂Ω \ {0})∩B2r0))∩C2(Ω) (i = 1, 2) be two nonnega-
tive solutions of (1.1.2) vanishing on (∂Ω \ {0}) ∩ B2r0 . Then there exists a constant C10
depending on N , q and Ω such that for any r ≤ 2r03
sup
(
u1(x)
u2(x)
: x ∈ Ω ∩ (Br \B r
2
)
)
≤ C10 inf
(
u1(x)
u2(x)
: x ∈ Ω ∩ (Br \B r
2
)
)
.
(1.3.52)
1.3.3 Isolated singularities
Theorem 1.2.2 assert the existence of a solution to (1.2.1) for any positive Radon
measure µ if g ∈ G0 satisfies (1.2.2), and the question of uniqueness of this problem is still
an open question, nevertheless when µ = δz with z ∈ ∂Ω, we have the following result
Theorem 1.3.16 Assume 1 < q < qc, z ∈ ∂Ω and c > 0. Then there exists a unique
solution u := ucδz to { −∆u+ |∇u|q = 0 in Ω
u = cδz on ∂Ω
(1.3.53)
Furthermore the mapping c 7→ ucδz is increasing.
Lemma 1.3.17 Under the assumption of Theorem 1.3.16, there holds
|∇u(x)| ≤ C11c |x− z|−N ∀x ∈ Ω (1.3.54)
with C11 = C11(N, q, κ) > 0 where κ is the supremum of the curvature of ∂Ω.
Proof. Up to a translation we may assume z = 0. By the maximum principle 0 < u(x) ≤
cPΩ(x, 0) in Ω. For 0 < ℓ ≤ 1, set vℓ = Tℓ[u] where Tℓ is the scaling defined in (1.3.9), then
vℓ satisfies {
−∆vℓ + |∇vℓ|q = 0 in Ωℓ
vℓ = ℓ
2−q
q−1
+1−N
cδ0 on ∂Ωℓ
(1.3.55)
where Ωℓ = 1ℓΩ and by maximum principle
0 < vℓ(x) ≤ ℓ
2−q
q−1
+1−N
cPΩ
ℓ
(x, 0) ∀x ∈ Ωℓ.
Since the curvature of ∂Ωℓ remains bounded when 0 < ℓ ≤ 1, there holds (see [23])
sup{|∇vℓ(x)| : x ∈ Ωℓ ∩ (B2 \B 1
2
)}
≤ C ′11 sup{vℓ(x) : x ∈ Ωℓ ∩ (B3 \B 1
3
)}
≤ C ′11ℓ
2−q
q−1 sup{u(ℓx) : x ∈ Ωℓ ∩ (B3 \B 1
3
)}
≤ C11cℓ
2−q
q−1
+1−N
(1.3.56)
where C11 and C ′11 depend on N , q and κ. Consequently
ℓ
2−q
q−1
+1 |∇u(ℓx)| ≤ C11(N, q, κ)cℓ
2−q
q−1
+1−N ∀x ∈ Ωℓ ∩ (B2 \B 1
2
), ∀ℓ > 0
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Set ℓx = y and |x| = 1, then
|∇u(y)| ≤ C11 |y|−N ∀y ∈ Ω.

Lemma 1.3.18
lim
|x|→0
GΩ[|x|−Nq]
P (x, 0)
= 0. (1.3.57)
We recall the following estimates for the Green fuction ([8], [17], [41] and [42])
GΩ(x, y) ≤ c16d(x) |x− y|1−N ∀x, y ∈ Ω, x 6= y
and
GΩ(x, y) ≤ c16d(x)d(y) |x− y|−N ∀x, y ∈ Ω, x 6= y
where c16 = c16(N,Ω). Hence, for α ∈ (0, N + 1−Nq), we obtain
GΩ(x, y) ≤
(
c16d(x) |x− y|1−N
)α (
c16d(x)d(y) |x− y|−N
)1−α
= c16d(x)d(y)
1−α |x− y|α−N ∀x, y ∈ Ω, x 6= y,
(1.3.58)
which follows that
GΩ[|x|−Nq]
PΩ(x, 0)
≤ c16 |x|N
∫
RN
|x− y|α−N |y|1−Nq−α dy. (1.3.59)
By the following identity (see [24, p. 124]),∫
RN
|x− y|α−N |y|1−Nq−α dy = c′16 |x|1−Nq (1.3.60)
where c′16 = c
′
16(N,α), we obtain
GΩ[|x|−Nq]
PΩ(x, 0)
≤ c16c′16 |x|N+1−Nq . (1.3.61)
Since N + 1−Nq > 0, (1.3.57) follows from (1.3.61). 
Proof of Theorem 1.3.16. Since u = cPΩ[δ0]−GΩ[|∇u|q],
lim
|x|→0
u(x)
PΩ(x, 0)
= c. (1.3.62)
Let u and u˜ be two solutions to (1.3.53). For any ε > 0, set uε = (1 + ε)u then uε is a
supersolution. By step 3,
lim
x→0
uε(x)
PΩ(x, 0)
= (1 + ε)c.
Therefore there exists δ = δ(ǫ) such that uǫ ≥ u˜ on Ω ∩ ∂Bδ. By the maximum principle,
uε ≥ u˜ in Ω \ Bδ. Letting ε → 0 yields to u ≥ u˜ in Ω and the uniqueness follows. The
monotonicity of c 7→ ucδ0 comes from (1.3.62). 
As a variant of the previous result we have its extension in some unbounded domains.
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Theorem 1.3.19 Assume 1 < q < qc and either Ω = RN+ := {x = (x′, xN ) : xN > 0}
or ∂Ω is compact with 0 ∈ ∂Ω. Then there exists one and only one solution to problem
(1.3.53).
Proof. The proof needs only minor modifications in order to take into account the decay
of the solutions at ∞. For R > 0 we set ΩR = Ω ∩BR and denote by u := uRcδ0 the unique
solution of { −∆u+ |∇u|q = 0 in ΩR
u = cδ0 on ∂ΩR.
(1.3.63)
Then
uRcδ0(x) ≤ cPΩR(x, 0) ∀x ∈ ΩR. (1.3.64)
Since R 7→ PΩR(., 0) is increasing, it follows from (1.3.62) that R 7→ uRcδ0 is increasing too
with limit u∗ and there holds
u∗(x) ≤ cPΩ(x, 0) ∀x ∈ Ω. (1.3.65)
Estimate (1.3.54) is valid independently of R since the curvature of ∂ΩR is bounded (or
zero if Ω = RN+ ). By standard local regularity theory, ∇uRcδ0 converges locally uniformly
in Ω \ Bǫ for any ǫ > 0 when R → ∞, and thus u∗ ∈ C(Ω \ {0}) is a positive solution of
(1.1.2) in Ω which vanishes on ∂Ω \ {0}. It admits therefore a boundary trace tr∂Ω(u∗).
Estimate (1.3.65) implies that S(u∗) = ∅ and µ(u∗) is a Dirac measure at 0, which is in
fact cδ0 by combining estimates (1.3.62) for ΩR, (1.3.64) and (1.3.65). Uniqueness follows
from the same estimate. 
We next consider the equation (1.1.2) in RN+ . We denote by (r, σ) ∈ R+×SN−1 are the
spherical coordinates in RN and we recall the following representation
SN−1+ =
{
(sinφσ′, cosφ) : σ′ ∈ SN−2, φ ∈ [0, π
2
)
}
,
∆v = vrr +
N − 1
r
vr +
1
r2
∆′v
where ∆′ is the Laplace-Beltrami operator on SN−1,
∇v = vre+ 1
r
∇′v
where∇′ denotes the covariant derivative on SN−1 identified with the tangential derivative,
∆′v =
1
(sinφ)N−2
(
(sinφ)N−2vφ
)
φ
+
1
(sinφ)2
∆′′v
where∆′′ is the Laplace-Beltrami operator on SN−2. Notice that the function ϕ1(σ) = cosφ
is the first eigenfunction of −∆′ in W 1,20 (SN−1+ ), with corresponding eigenvalue λ1 = N −1
and we choose θ > 0 such that ϕ˜1(σ) := θ cosφ has mass 1 on S
N−1
+ .
We look for a particular solution of{ −∆u+ |∇u|q = 0 in RN+
u = 0 on ∂RN+ \ {0}
(1.3.66)
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under the separable form
u(r, σ) = r−βω(σ) (r, σ) ∈ (0,∞)× SN−1+ . (1.3.67)
It follows from a straightforward computation that β = 2−qq−1 and ω satisfies
 Lω := −∆
′ω +
(
(2−qq−1)
2ω2 + |∇′ω|2
) q
2 − 2−qq−1( qq−1 −N)ω = 0 in SN−1+
ω = 0 on ∂SN−1+
(1.3.68)
Multiplying (1.3.68) by ϕ1 and integrating over S
N−1
+ , we get[
N − 1− 2− q
q − 1
(
q
q − 1 −N
)]∫
SN−1+
ωϕ1dx
+
∫
SN−1+
((
2− q
q − 1
)2
ω2 + |∇′ω|2
) q
2
ϕ1dx = 0.
Therefore if N − 1 ≥ 2−qq−1
( q
q−1 −N
)
and in particular if q ≥ qc, there exists no nontrivial
solution of (1.3.68).
In the next theorem we prove that if N − 1 < 2−qq−1
( q
q−1 −N
)
, or equivalently q < N+1N ,
there exists a unique positive solution of (1.3.68).
Theorem 1.3.20 Assume 1 < q < qc. There exists a unique positive solution ωs := ω ∈
W 2,p(SN−1+ ) to (1.3.68) for all p > 1. Furthermore ωs ∈ C∞(SN−1+ ).
Proof. Step 1 : Existence. We first claim that ω := γ1ϕ
γ2
1 is a positive sub-solution of
(1.3.68) where γi (i = 1, 2) will be determined later on. Indeed, we have
L(ω) = γ1
[
(N − 1)γ2 − 2− q
q − 1(
q
q − 1 −N)
]
ϕγ21 − γ1γ2(γ2 − 1)ϕγ2−21 |∇′ϕ1|2
+
[(
2− q
q − 1
)2
γ1
2ϕ1
2γ2 + γ1
2γ2
2ϕ1
2(γ2−1) |∇′ϕ1|2
] q
2
≤ γ1ϕγ21
[
(N − 1)γ2 − 2− q
q − 1
(
q
q − 1 −N
)
+ 2
(
2− q
q − 1
)q
γq−11 ϕ
(q−1)γ2
1
]
− γ1ϕγ2−21
[(
2− q
q − 1
)q
γq−11 ϕ
(q−1)γ2+2
1 + γ2(γ2 − 1) |∇′ϕ1|2
]
+ γq1γ
q
2ϕ
q(γ2−1)
1 |∇′ϕ1|q
=: γ1ϕ
γ2
1 L1 − γ1ϕγ2−21 L2 + L3.
Since q < qc, we can choose
1 < γ2 <
(N + q −Nq)(2− q)
(N − 1)(q − 1)2 .
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Since ϕ1 ≤ 1, we can choose γ1 > 0 small enough in order that L1 < 0. Next, by Young’s
inequality, for any γ3 > 0, we have
ϕ
q(γ2−1)−γ2+2
1
∣∣∇′ϕ1∣∣q ≤ γ3ϕ 2(q(γ2−1)−γ2+2)2−q1 + γ q−2q3 ∣∣∇′ϕ1∣∣2 .
Since q > 1,
2(q(γ2 − 1)− γ2 + 2)
2− q > (q − 1)γ2 + 2,
hence
ϕ
q(γ2−1)−γ2+2
1
∣∣∇′ϕ1∣∣q ≤ γ3ϕ(q−1)γ2+21 + γ q−2q3 ∣∣∇′ϕ1∣∣2 .
Therefore, if we choose γ3 such that
(γ1γ2)
q(q−1)
2−q (γ2 − 1)−
q
2−q < γ3 <
(
2− q
q − 1
)q
γ−q2
then −γ1ϕγ2−21 L2 + L3 < 0 and the claim follows.
Next, it is easy to see that ω = γ4, with γ4 > 0 large enough, is a supersolution of
(1.3.68) and ω > ω in S
N−1
+ . Therefore there exists a solution ω ∈W 2,p(SN−1+ ) to (1.3.68)
such that 0 < ω ≤ ω ≤ ω in SN−1+ .
Step 2 : Uniqueness. Suppose that ω1 and ω2 are two positive different solutions of (1.3.68)
and by Hopf lemma ∇′ωi (i = 1, 2) does not vanish on SN−1+ . Up to exchanging the role of
ω1 and ω2, we may assume maxSN−1+
ω2 ≥ maxSN−1+ ω1 and
λ := inf{c > 1 : cω1 > ω2 in SN−1+ } > 1.
Set ω1,λ := λω1, then ω1,λ is a positive supersolution to problem (1.3.68). Owing to the
definition of ω1,λ, one of two following cases must occur.
Case 1 : Either ∃σ0 ∈ SN−1+ such that ω1,λ(σ0) = ω2(σ0) > 0 and ∇′ω1,λ(σ0) = ∇′ω2(σ0).
Set ωλ := ω1,λ − ω2 then ωλ ≥ 0 in SN−1+ , ω(σ0) = 0, ∇′ωλ(σ0) = 0. Morevover,
−∆′ωλ + (H(ω1,λ,∇′ω1,λ)−H(ω2,∇′ω2))− 2− q
q − 1
(
q
q − 1 −N
)
ωλ ≥ 0. (1.3.69)
where H(s, ξ) = ((2−qq−1)
2s2 + |ξ|2) q2 , (s, ξ) ∈ R × RN . By the Mean Value theorem and
(1.3.69),
−∆′ωλ + ∂H
∂ξ
(s, ξ)∇′ωλ +
[
∂H
∂s
(s, ξ)− 2− q
q − 1
(
q
q − 1 −N
)]
ωλ ≥ 0 (1.3.70)
where s and ξi are the functions with respect to σ ∈ SN−1+ . Since ω1,λ, ω2 ∈ C1(SN−1+ ), we
deduce that ∂H∂s (s, ξ),
∣∣∣∂H∂ξ (s, ξ)∣∣∣ ∈ L∞(SN−1+ ). So we may choose γ5 > 0 large enough in
other that
−∆′ωλ + ∂H
∂ξ
(s, ξ)∇′ωλ +
[
γ5 − 2− q
q − 1
(
q
q − 1 −N
)]
ωλ ≥ 0.
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By maximum principle, ωλ cannot achieve a non-positive minimum in S
N−1
+ , which is a
contradiction.
Case 2 : or ω1,λ > ω2 in S
N−1
+ and ∃σ0 ∈ ∂SN−1+ such that
∂ω1,λ
∂n
(σ0) =
∂ω2
∂n
(σ0). (1.3.71)
Since ω1,λ(σ0) = 0 and ω1,λ ∈ C1(SN−1+ ), there exists a relatively open subset U ⊂ SN−1+
such that σ0 ∈ ∂U and
max
U
w1,λ < q
− 1
q−1
q − 1
2− q
(
q
q − 1 −N
) 1
q−1
. (1.3.72)
We set ωλ := ω1,λ − ω2 as in case 1. It follows from (1.3.70) that
−∆′ωλ + ∂H
∂ξ
(s, ξ)∂σiωλ ≥
[
2− q
q − 1
(
q
q − 1 −N
)
− ∂H
∂s
(s, ω)
]
ωλ
>
2− q
q − 1
[
q
q − 1 −N − q
(
2− q
q − 1
)q−1
ωq−11,λ
]
ωλ > 0
(1.3.73)
in U owing to (1.3.72). By Hopf lemma ∂ωλ∂n (σ0) < 0, which contradicts (1.3.71). The
regularity comes from the fact that ω2 + |∇ω|2 > 0 in SN−1+ . 
When RN+ is replaced by a general C
2 bounded domain Ω, the role of ωs is crucial for
describing the boundary isolated singularities. In that case we assume that 0 ∈ ∂Ω and
the tangent plane to ∂Ω at 0 is ∂RN−1+ := {(x′, 0) : x′ ∈ RN−1}, with normal inward unit
vector eN . If u ∈ C(RN+ \ {0}) is a solution of (1.3.66) then so is Tℓ[u] for any ℓ > 0. We
say that u is self-similar if Tℓ[u] = u for every ℓ > 0.
Proposition 1.3.21 Assume 1 < q < qc and 0 ∈ ∂Ω. Then u∞,0 := limc→∞ ucδ0 is
a positive solution of (1.1.2) in Ω, continuous in Ω \ {0} and vanishing on ∂Ω \ {0}.
Furthermore there holds
lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1
+
|x| 2−qq−1u∞,0(x) = ωs(σ), (1.3.74)
locally uniformly on SN−1+ .
Proof. If u is the solution of a problem (1.3.53) in a domain Θ with boundary data cδz,
we denote it by uΘcδz . Let B and B
′ be two open balls tangent to ∂Ω at 0 and such that
B ⊂ Ω ⊂ B′c. Since PB(x, 0) ≤ PΩ(x, 0) ≤ PB′c(x, 0) it follows from Theorem 1.3.19 and
(1.3.62) that
uBcδ0 ≤ uΩcδ0 ≤ uB
′c
cδ0 . (1.3.75)
Because of uniqueness and whether Θ is B, Ω or B′c, we have
Tℓ[u
Θ
cδ0 ] = u
Θℓ
cℓθδ0
∀ℓ > 0, (1.3.76)
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with Θℓ = 1ℓΘ and θ :=
2−q
q−1+1−N . Notice also that c 7→ uΘcδ0 is increasing. Since uΘcδ0(x) ≤
C4(q)|x|
q−2
q−1 by (1.3.6), it follows that uΘcδ0 ↑ uΘ∞,0. As in the previous constructions, uΘ∞,0
is a positive solution of (1.1.2) in Θ, continuous in Θ \ {0} and vanishing on ∂Θ \ {0}.
Step 1 : Θ := RN+ . Then Θ
ℓ = RN . Letting c→∞ in (1.3.76) yields to
Tℓ[u
RN+
∞,0] = u
RN+
∞,0 ∀ℓ > 0. (1.3.77)
Therefore u
RN+
∞,0 is self-similar and thus under the separable form (1.3.67). From Theo-
rem 1.3.20,
u
RN+
∞,0(x) = |x|
q−2
q−1ωs(
x
|x|). (1.3.78)
Step 2 : Θ := B or B′c. In accordance with our previous notations, we set Bℓ = 1ℓB and
B′c ℓ = 1ℓB
′c for any ℓ > 0 and we have,
Tℓ[u
B
∞,0] = u
Bℓ
∞,0 and Tℓ[u
B′c
∞,0] = u
B′c ℓ
∞,0 (1.3.79)
and
uB
ℓ′
∞,0 ≤ uB
ℓ
∞,0 ≤ u
RN+
∞,0 ≤ uB
′c ℓ
∞,0 ≤ uB
′c ℓ′′
∞,0 ∀ 0 < ℓ ≤ ℓ′, ℓ′′ ≤ 1. (1.3.80)
When ℓ → 0, uBℓ∞,0 ↑ u
RN+
∞,0 and u
B′c ℓ
∞,0 ↓ u
RN+
∞,0 where u
RN+
∞,0 and u
RN+
∞,0 are positive solutions of
(1.1.2) in RN+ such that
uB
ℓ
∞,0 ≤ u
RN+
∞,0 ≤ u
RN+
∞,0 ≤ u
RN+
∞,0 ≤ uB
′c ℓ
∞,0 ∀ 0 < ℓ ≤ 1. (1.3.81)
This combined with the monotonicity of uB
ℓ
∞,0 and u
B′c ℓ
∞,0 implies that u
RN+
∞,0 and u
RN+
∞,0 vanish
on ∂RN+ \ {0} and are continuous in RN+ \ {0}. Furthermore there also holds for ℓ, ℓ′ > 0,
Tℓ′ℓ[u
B
∞,0] = Tℓ′ [Tℓ[u
B
∞,0]] = u
Bℓℓ
′
∞,0 and Tℓ′ℓ[u
B′c
∞,0] = Tℓ′ [Tℓ[u
B′c
∞,0]] = u
B′c ℓℓ
′
∞,0 . (1.3.82)
Letting ℓ→ 0 and using (1.3.79) and the above convergence, we obtain
u
RN+
∞,0 = Tℓ′ [u
RN+
∞,0] and u
RN+
∞,0 = Tℓ′ [u
RN+
∞,0]. (1.3.83)
Again this implies that u
RN+
∞,0 and u
RN+
∞,0 are separable solutions of (1.1.2) in R
N
+ vanishing
on ∂RN+ \ {0} and continuous in RN+ \ {0}. Therefore they coincide with u
RN+
∞,0.
Step 3 : End of the proof. From (1.3.75) and (1.3.79) there holds
uB
ℓ
∞,0 ≤ Tℓ[uΩ∞,0] ≤ uB
′c ℓ
∞,0 ∀ 0 < ℓ ≤ 1. (1.3.84)
Since the left-hand side and the right-hand side of (1.3.84) converge to the same function
u
RN+
∞,0(x), we obtain
lim
ℓ→0
ℓ
2−q
q−1uΩ∞,0(ℓx) = |x|
q−2
q−1ωs(
x
|x|) (1.3.85)
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and this convergence holds in any compact subset of Ω. If we fix |x| = 1, we derive (1.3.74).

Remark. It is possible to improve the convergence in (1.3.74) by straightening ∂Ω near
0 (and thus to replace uΩ∞,0 by a function u˜
Ω
∞,0 defined in Bǫ ∩ RN+ ) and to obtain a
convergence in C1(SN−1+ ).
Combining this result with Theorem 1.2.11 we derive
Corollary 1.3.22 Assume 1 < q < qc and 0 ∈ ∂Ω. If u is a positive solution of (1.1.2)
with boundary trace tr∂Ω(u) = (S(u), µ(u)) = ({0}, 0) then u ≥ uΩ∞,0.
The next result asserts the existence of a maximal solution with boundary trace ({0}, 0).
Proposition 1.3.23 Assume 1 < q < qc and 0 ∈ ∂Ω. Then there exists a maximal solution
U := UΩ∞,0 of (1.1.2) with boundary trace tr∂Ω(U) = (S(U), µ(U)) = ({0}, 0). Furthermore
lim
Ω ∋ x→ 0
x
|x|
= σ ∈ SN−1
+
|x| 2−qq−1UΩ∞,0(x) = ωs(σ), (1.3.86)
locally uniformly on SN−1+ .
Proof. Step 1 : Existence. Since 1 < q < qc < NN−1 , there exists a radial separable singular
solution of (1.1.2) in RN \ {0},
US(x) = ΛN,q|x|
q−2
q−1 with ΛN,q =
(
q − 1
2− q
)q′ ((2− q)(N − (N − 1)q)
(q − 1)2
) 1
q−1
. (1.3.87)
By Lemma 1.3.3 there exists C4(q) > 0 such that any positive solution u of (1.1.2) in Ω
which vanishes on ∂Ω \ {0} satisfies u(x) ≤ C4(q)|x|
q−2
q−1 in Ω. Therefore, U∗(x) = Λ∗|x| q−2q−1
with Λ∗ := Λ∗(N, q) ≥ max{ΛN,q, C4(q)} is a supersolution of (1.1.2) in RN \ {0} and
dominates in Ω any solution u vanishing on ∂Ω \ {0}. For 0 < ǫ < max{|z| : z ∈ Ω}, we
denote by uǫ the solution of

−∆uǫ + |∇uǫ|q = 0 in Ω \Bǫ
uǫ = 0 on ∂Ω \Bǫ
uǫ = Λ
∗ǫ
q−2
q−1 on Ω ∩ ∂Bǫ.
(1.3.88)
If ǫ′ < ǫ, uǫ′ |∂(Ω\Bǫ) ≤ uǫ|∂(Ω\Bǫ) , therefore
u ≤ uǫ′ ≤ uǫ ≤ U∗(x) in Ω. (1.3.89)
Letting ǫ to zero, {uǫ} decreases and converges to some UΩ∞,0 which vanishes on ∂Ω \ {0}.
By the the regularity estimates already used in stability results, the convergence occurs
in C1loc(Ω \ {0}), UΩ∞,0 ∈ C(Ω \ {0}) is a positive solution of (1.1.2) and it belongs to
C2(Ω) ; furthermore it has boundary trace ({0}, 0) and for any positive solution u satisfying
tr∂Ω(u) = ({0}, 0) there holds
uΩ∞,0 ≤ u ≤ UΩ∞,0 ≤ U∗(x). (1.3.90)
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Therefore UΩ∞,0 is the maximal solution.
Step 2 : Ω = RN+ . Since
Tℓ[U
∗]|
|x|=ǫ
= U∗|
|x|=ǫ
∀ ℓ > 0, (1.3.91)
there holds
Tℓ[uǫ] = u ǫ
ℓ
. (1.3.92)
Letting ǫ → 0 yields to Tℓ[UR
N
+
∞,0] = U
RN+
∞,0. Therefore U
RN+
∞,0 is self-similar and coincide with
u
RN+
∞,0.
Step 3 : Ω = B or B′c. We first notice that the maximal solution is an increasing function
of the domain. Since Tℓ[uΘǫ ] = u
Θℓ
ǫ
ℓ
where we denote by uΘǫ the solution of (1.3.88) in Θ\Bǫ
for any ℓ, ǫ > 0 and any domain Θ (with 0 ∈ ∂Θ), we derive as in Proposition 1.3.21-Step
2, using (1.3.92) and uniqueness,
Tℓ[U
B
∞,0] = U
Bℓ
∞,0 and Tℓ[U
B′c
∞,0] = U
B′c ℓ
∞,0 (1.3.93)
and
UB
ℓ′
∞,0 ≤ UB
ℓ
∞,0 ≤ u
RN+
∞,0 ≤ UB
′c ℓ
∞,0 ≤ UB
′c ℓ′′
∞,0 ∀ 0 < ℓ ≤ ℓ′, ℓ′′ ≤ 1. (1.3.94)
As in Proposition 1.3.21, UB
ℓ
∞,0 ↑ U
RN+
∞,0 ≤ U
RN+
∞,0 and U
B′c ℓ
∞,0 ↓ U
RN+
∞,0 ≥ U
RN+
∞,0 where U
RN+
∞,0 and
U
RN+
∞,0 are positive solutions of (1.1.2) in R
N which vanish on ∂RN+ \ {0} and endow the
same scaling invariance under Tℓ. Therefore they coincide with u
RN+
∞,0.
Step 3 : End of the proof. It is similar to the one of Proposition 1.3.21. 
Combining Proposition 1.3.21 and Proposition 1.3.23 we can prove the final result :
Theorem 1.3.24 Assume 1 < q < qc and 0 ∈ ∂Ω. Then UΩ∞,0 = uΩ∞,0.
Proof. We follow the method used in [17, Sec 4].
Step 1 : Straightening the boundary. We represent ∂Ω near 0 as the graph of a C2 function
φ defined in RN−1 ∩BR and such that φ(0) = 0, ∇φ(0) = 0 and
∂Ω ∩BR = {x = (x′, xN ) : x′ ∈ RN−1 ∩BR, xN = φ(x′)}.
We introduce the new variable y = Φ(x) with y′ = x′ and yN = xN − φ(x′), with corres-
ponding spherical coordinates in RN , (r, σ) = (|y|, y|y|). If u is a positive solution of (1.1.2)
in Ω vanishing on ∂Ω \ {0}, we set u˜(y) = u(x), then a technical computation shows that
u˜ satisfies with n = y|y|
r2u˜rr
(
1− 2φr〈n, eN 〉+ |∇φ|2 〈n, eN 〉2
)
+ru˜r
(
N − 1− r〈n, eN 〉∆φ− 2〈∇′〈n, eN 〉,∇′φ〉+ r |∇φ|2 〈∇′〈n, eN 〉, eN 〉
)
+〈∇′u˜, eN 〉
(
2φr − |∇φ|2 〈n, eN 〉 − r∆φ
)
+r〈∇′u˜r, eN 〉
(
2〈n, eN 〉 |∇φ|2 − 2φr
)
− 2〈∇′u˜r,∇′φ〉〈n, eN 〉
+ |∇φ|2 〈∇′〈∇′u˜, eN 〉, eN 〉 − 2r 〈∇′〈∇′u˜, eN 〉,∇′φ〉+∆′u˜
+r2
∣∣u˜rn+ 1r∇′u˜− (φrn+ 1r∇′φ)〈u˜rn+ 1r∇′u˜, eN 〉∣∣q = 0.
(1.3.95)
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Using the transformation t = ln r for t ≤ 0 and u˜(r, σ) = r q−2q−1 v(t, σ), we obtain finally that
v satisfies
(1 + ǫ1) vtt +
(
N − 2q−1 + ǫ2
)
vt + (λN,q + ǫ3) v +∆
′v
+ 〈∇′v,−→ǫ4 〉+ 〈∇′vt,−→ǫ5 〉+ 〈∇′〈∇′v, eN 〉,−→ǫ6 〉
−
∣∣∣( q−2q−1v + vt)n+∇′v˜ + 〈( q−2q−1v + vt)n+∇′v˜, eN 〉−→ǫ 7∣∣∣q = 0,
(1.3.96)
on (−∞, lnR]× SN−1+ := QR and vanishes on (−∞, lnR]× ∂SN−1+ , where
λN,q =
(
2− q
q − 1
)(
q
q − 1 −N
)
.
Furthermore the ǫj are uniformly continuous functions of t and σ ∈ SN−1 for j = 1, ..., 7,
C1 for j = 1, 5, 6, 7 and satisfy the following decay estimates
|ǫj(t, .)| ≤ Cet for j = 1, ..., 7 and |ǫj t(t, .)|+ |∇′ǫj | ≤ c17et for j = 1, 5, 6, 7.
(1.3.97)
Since v, vt and ∇′v are uniformly bounded and by standard regularity methods of elliptic
equations [17, Lemma 4.4], there exist a constant c′17 > 0 and T < lnR such that
‖v(t, .)‖
C2,γ(SN−1+ )
+ ‖vt(t, .)‖
C1,γ(SN−1+ )
+ ‖vtt(t, .)‖
C0,γ(SN−1+ )
≤ c′17 (1.3.98)
for any γ ∈ (0, 1) and t ≤ T − 1. Consequently the set of functions {v(t, .)}t≤0 is relatively
compact in the C2(SN−1+ ) topology and there exist η and a subsequence {tn} tending to
−∞ such that v(tn, .)→ η when n→∞ in C2(SN−1+ ).
Step 2 : End of the proof. Taking u = uΩ∞,0 or u = U
Ω
∞,0, with corresponding v, we
already know that v(t, .) converges to ωs, locally uniformly on S
N−1
+ . Thus ωs is the unique
element in the limit set of {v(t, .)}t≤0 and limt→−∞ v(t, .) = ωs in C2(SN−1+ ). This implies
in particular
limx→0
uΩ∞,0(x)
UΩ∞,0(x)
= 1 (1.3.99)
and uniqueness follows from maximum principle. 
As a consequence we have a full characterization of positive solution with an isolated
boundary singularity
Corollary 1.3.25 Assume 1 < q < qc, 0 ∈ ∂Ω and u ∈ C(Ω\{0})∩C2(Ω) is a nonnegative
solution of (1.1.2) vanishing on ∂Ω\{0}. Then either there exists c ≥ 0 such that u = ucδ0 ,
or u = uΩ∞,0 = limc→∞ ucδ0 .
1.4 The supercritical case
In this section we consider the case qc ≤ q < 2.
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1.4.1 Removable isolated singularities
Theorem 1.4.1 Assume qc ≤ q < 2, 0 ∈ ∂Ω and u ∈ C(Ω\{0})∩C2(Ω) is a nonnegative
solution of (1.1.2) vanishing on ∂Ω \ {0}. Then u ≡ 0.
Proof. Step 1 : Integral estimates. We consider a sequence of functions ζn ∈ C∞(RN ) such
that ζn(x) = 0 if |x| ≤ 1n , ζn(x) = 1 if |x| ≥ 2n , 0 ≤ ζn ≤ 1 and |∇ζn| ≤ c18n, |∆ζn| ≤ c18n2
where c18 is independent of n. As a test function we take ξζn (where ξ is the solution to
(1.2.14)) and we obtain∫
Ω
(|∇u|qξζn − uζn∆ξ) dx =
∫
Ω
u (ξ∆ζn + 2∇ξ.∇ζn) dx = I + II. (1.4.1)
Set Ωn = Ω ∩ {x : 1n < |x| ≤ 2n}, then |Ωn| ≤ c′18(N)n−N , thus
I ≤ c18C4(q)
∫
Ωn
n
2−q
q−1
+2
ξdx ≤ c′′18n
2−q
q−1
+2−1−N
= c′′18n
1
q−1
− 1
qc−1
since ξ(x) ≤ c3d(x). Moreover,
II ≤ c18C4(q)
∫
Ωn
n
2−q
q−1
+1|∇ξ|dx ≤ c19n
2−q
q−1
+1−N
= c19n
1
q−1
− 1
qc−1 .
Since 1q−1 − 1qc−1 ≤ 0, the right-hand side of (1.4.1) remains uniformly bounded, hence it
follows from monotone convergence theorem that∫
Ω
(|∇u|qξ + u) dx <∞. (1.4.2)
More precisely, if q > qc, I + II goes to 0 as n→∞ which implies∫
Ω
(|∇u|qξ + u) dx = 0.
Next we assume q = qc. Since |∇u| ∈ Lqcd (Ω), v := GΩ[|∇u|qc ] ∈ L1(Ω). Furthermore,
u+ v is positive and harmonic in Ω. Its boundary trace is a Radon measure and since the
boundary trace Tr(v) of v is zero, there exists c ≥ 0 such that Tr(u) = cδ0. Equivalently,
u solves the problem { −∆u+ |∇u|qc = 0 in Ω
u = cδ0 on ∂Ω.
(1.4.3)
Furthermore, since u ∈ L1(Ω), u(x) ≤ cP (x, .) in Ω. Therefore, if c = 0, so is u. Let us
assume that c > 0.
Step 2 : The flat case. Assume Ω = B+1 := B1 ∩ RN+ . We use the spherical coordinates
(r, σ) ∈ [0,∞)× SN−1 as above. Put
f =
∫
SN−1+
fϕ˜1dS
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then
urr +
N − 1
r
ur − N − 1
r2
u = |∇u|qc (1.4.4)
Set v(r) = rN−1u(r), then
vrr +
1−N
r
vr = r
N−1|∇u|qc . (1.4.5)
and
vr(r) = r
N−1vr(1)− rN−1
∫ 1
r
|∇u|qc(s)ds. (1.4.6)
Since ∫ 1
0
rN−1
∫ 1
r
|∇u|qc(s)ds = 1
N
∫ 1
0
rN |∇u|qc(s)ds <∞ (1.4.7)
it follows that there exists limr→0 v(r) = α ≥ 0. Let us assume that α > 0. From (1.4.5),
(r1−Nvr)r = |∇u|qc > 0
then
r1−N1 vr(r1) = r
1−N
2 vr(r2) +
∫ r1
r2
|∇u|qcds ∀0 < r2 < r1. (1.4.8)
This implies that vr(r) keeps a constant sign on (0, r1) for some r1 > 0. If vr < 0, then
ur = ((1−N)v + rvr) r−N =⇒ |∇u|qc ≥
(
(N − 1)α
2
r−N
)qc
∀0 < r < r2, (1.4.9)
for some 0 < r2 < r1. It follows that |∇u|qc /∈ L1d(B+1 ), which is a contradiction. Thus
vr > 0. By (1.4.6) ∫ 1
0
|∇u|qc(s)ds ≤ vr(1).
Using again (1.4.6) it implies limr→0 vr(r) = 0. Thus (1.4.9) applies and we get the same
contradiction. Therefore α = 0, equivalently
lim
r→0
rN−1
∫
SN−1+
u(r, σ)ϕ˜1(σ)dS = 0. (1.4.10)
Set Γ := {σ = (σ′, φ) ∈ SN−1+ : 0 ≤ φ ≤ π4 }, then
lim
r→0
rN−1
∫
Γ
u(r, σ)dS = 0. (1.4.11)
By Harnack inequality in Theorem 1.3.9 and since ϕ˜ ≤ γ
γ−1u(r, τ) ≤ u(r, τ)
ϕ˜1(τ)
≤ c20u(r, σ) ∀(τ, σ) ∈ SN−1+ × Γ. (1.4.12)
Integrating over Γ and using (1.4.11) it follows
lim
x→0
|x|N u(x)
d(x)
= 0. (1.4.13)
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By standard regularity methods, (1.4.12) can be improved in order to take into account
that u vanishes on ∂RN+ \ {0} and we get
lim
x→0
|x|N u(x)
d(x)
= 0⇐⇒ lim
x→0
u(x)
PR
N
+ (x, 0)
= 0, (1.4.14)
where PR
N
+ (x, 0) is the Poisson kernel in RN+ with singularity at 0. Since P
RN+ (., 0) is a
super solution and u = o(PR
N
+ (., 0)), the maximum principle implies u = 0.
Step 3 : The general case. For ℓ > 0, we set
vℓ(x) = Tℓ[u](x) = ℓ
N−1u(ℓx).
Then vℓ satisfies { −∆vℓ + |∇vℓ|qc = 0 in Ωℓ
vℓ = 0 on ∂Ωℓ \ {0}.
(1.4.15)
Furthermore, Tℓ[PΩ] = PΩ
ℓ
with PΩ := PΩ
1
and
u(x) ≤ cPΩ(x, 0) ∀x ∈ Ω =⇒ vℓ(x) ≤ cPΩℓ(x, 0) ∀x ∈ Ωℓ.
By standard a priori estimates [23], for any R > 0 there exists M(N, q,R) > 0 such that,
if ΓR = B2R \BR,
sup
{|vℓ(x)|+ |∇vℓ(x)| : x ∈ ΓR ∩ Ωℓ}
+ sup
{ |∇vℓ(x)−∇vℓ(y)|
|x− y|γ : (x, y) ∈ ΓR ∩ Ω
ℓ
}
≤M(N, q,R),
(1.4.16)
where γ ∈ (0, 1) is independent of ℓ ∈ (0, 1]. Notice that these uniform estimates, up to the
boundary, holds because the curvature of ∂Ωℓ remains uniformly bounded when ℓ ∈ (0, 1].
By compactness, there exist a sequence {ℓn} converging to 0 and function v ∈ C1(RN+ \{0})
such that
sup
{
|(vℓn − v)(x)|+ |∇(vℓn − v)(x)| : x ∈ ΓR ∩ Ωℓn
}
→ 0
Furthermore v satisfies{ −∆v + |∇v|qc = 0 in RN+
v = 0 on ∂RN+ \ {0}.
(1.4.17)
From step 2, v = 0 and
sup
{
|vℓn(x)|+ |∇vℓn(x)| : x ∈ ΓR ∩ Ωℓn
}
→ 0;
therefore
lim
x→0
|x|N−1u(x) = 0 and lim
x→0
|x|N |∇u(x)| = 0. (1.4.18)
Integrating from ∂Ω, we obtain
lim
x→0
|x|N
d(x)
u(x) = 0. (1.4.19)
Equivalently u(x) = o(PΩ(x, 0)) which implies u = 0 by the maximum principle. 
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1.4.2 Removable singularities
The next statement, valid for a positive solution of
−∆u = f in Ω, (1.4.20)
is easy to prove :
Proposition 1.4.2 Let u be a positive solution of (1.1.2). The following assertions are
equivalent :
(i) u is moderate (see Definition 1.1.8).
(ii) u ∈ L1(Ω), |∇u| ∈ Lqd(Ω).
Let ϕ be the first eigenfunction of −∆ in W 1,20 (Ω) normalized so that supΩ ϕ = 1 and
λ be the corresponding eigenvalue. We start with the following simple result.
Lemma 1.4.3 Let Ω be a bounded C2 domain. Then for any q ≥ 1, 0 ≤ α < 1, γ ∈ [0, δ∗)
and u ∈ C1(Ω), there holds∫
γ<d(x)<δ∗
(d(x)− γ)−α|u|qdx
≤ C12
(∫
Σ
|u(δ∗, σ)|qdS +
∫
γ<d(x)<δ∗
(d(x)− γ)q−α|∇u|qdx
) (1.4.21)
where C12 = C12(α, q,Ω). If 1 < q < 2 and u is a solution of (1.1.2), we obtain, replacing
d by ϕ, ∫
Ω
ϕ1−q|u|qdx ≤ C13
(
1 +
∫
Ω
ϕ|∇u|qdx
)
(1.4.22)
where C13 = C13(q,Ω).
Proof. Without loss of generality, we can assume that u is nonnegative. By the system of
flow coordinates introduced in the section 1.2.1, for any x ∈ Ωδ∗ , we can write u(x) = u(δ, σ)
where δ = d(x), σ = σ(x) and x = σ − δnσ, thus
u(δ, σ)− u(δ∗, σ) = −
∫ δ∗
δ
∇u(σ − snσ).nσds = −
∫ δ∗
δ
∂u
∂s
(s, σ)ds,
which follows
u(δ, σ) ≤ u(δ∗, σ)−
∫ δ∗
δ
∂u
∂s
(s, σ)ds.
Thus, by multiplying both sides by (δ − γ)−α and integrating on (γ, δ∗), we obtain∫ δ∗
γ
(δ − γ)−αu(δ, σ)dδ
≤ (δ
∗ − γ)1−α
1− α u(δ
∗, σ) +
∫ δ∗
γ
(δ − γ)−α
∫ δ∗
δ
|∇u(s, σ)| ds dδ
=
(δ∗ − γ)1−α
1− α u(δ
∗, σ) +
1
1− α
∫ δ∗
γ
(s− γ)1−α |∇u(s, σ)| ds.
(1.4.23)
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Integrating on Σ and using the fact that the mapping is a C1 diffeomorphism, we get the
claim when q = 1. If q > 1, we apply (1.4.23) to uq instead of u and obtain by Holder
inequality∫ δ∗
γ
(δ − γ)−αuq(δ, σ)dδ
≤ (δ
∗ − γ)1−α
1− α u
q(δ∗, σ) +
q
1− α
∫ δ∗
γ
(s− γ)1−αuq−1 |∇u(s, σ)| ds
≤ (δ
∗ − γ)1−α
1− α u
q(δ∗, σ) +
q
1− α
(∫ δ∗
γ
(δ − γ)−αuqds
) 1
q′
(∫ δ∗
γ
(δ − γ)q−α |∇u|q ds
) 1
q
.
(1.4.24)
Since the following implication is true
(A ≥ 0, B ≥ 0,M ≥ 0, Aq ≤M q +Aq−1B) =⇒ (A ≤M +B)
we get(∫ δ∗
γ
(δ − γ)−αuq(δ, σ)dδ
) 1
q
≤
(
(δ∗ − γ)1−α
1− α
) 1
q
uq(δ∗, σ) +
q
1− α
(∫ δ∗
γ
(δ − γ)q−α |∇u|q ds
) 1
q
.
(1.4.25)
Inequality (1.4.21) follows as in the case q = 1. We obtain (1.4.22) with γ = 0, α = q − 1
and using the fact that c−121 d ≤ ϕ ≤ c21 d in Ω with c21 = c21(N). 
Theorem 1.4.4 Assume qc ≤ q < 2. Let K ⊂ ∂Ω be compact such that C 2−q
q
,q′(K) = 0.
Then any positive moderate solution u ∈ C2(Ω)∩C(Ω\K) of (1.1.2) such that |∇u| ∈ Lqd(Ω)
which vanishes on ∂Ω \K is identically zero.
Proof. Let η ∈ C2(Σ) with value 1 in a neighborhood Uη of K and such that 0 ≤ η ≤ 1,
consider ζ = ϕ(PΩ[1− η])2q′ . It is easy to check that ζ is an admissible test function since
ζ(x) + |∇ζ(x)| = O(d2q′+1(x)) in any neighborhood of {x ∈ ∂Ω : η(x) = 1}. Then∫
Ω
|∇u|qζdx =
∫
Ω
u∆ζdx
= −
∫
Ω
∇u.∇ζdx.
Next
∇ζ = (PΩ[1− η])2q′∇ϕ− 2q′(PΩ[1− η])2q′−1ϕ∇PΩ[η],
thus∫
Ω
|∇u|qζdx = −
∫
Ω
(PΩ[1− η])2q′∇ϕ.∇udx+ 2q′
∫
Ω
(PΩ[1− η])2q′−1∇PΩ[η].∇uϕdx
=
∫
Ω
u∇((PΩ[1− η])2q′∇ϕ) dx+ 2q′
∫
Ω
(PΩ[1− η])2q′−1∇PΩ[η].∇uϕdx.
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Therefore∫
Ω
(λu+ |∇u|q)ζdx
= −2q′
∫
Ω
(PΩ[1− η])2q′−1u∇ϕ.∇PΩ[η]dx+ 2q′
∫
Ω
(PΩ[1− η])2q′−1ϕ∇u.∇PΩ[η]dx.
(1.4.26)
Since 0 ≤ PΩ[1− η] ≤ 1, |∇ϕ| ≤ c22 in Ω and by Höder inequality,
∣∣∣∣
∫
Ω
(PΩ[1− η])2q′−1u∇ϕ.∇PΩ[η] dx
∣∣∣∣ ≤ c22
(∫
Ω
ϕ1−quqdx
) 1
q
(∫
Ω
ϕ|∇PΩ[η]|q′dx
) 1
q′
.
(1.4.27)
Using (1.4.22) and the fact that |∇u| ∈ Lqd(Ω), we obtain∣∣∣∣
∫
Ω
(PΩ[1− η])2q′−1u∇ϕ.∇PΩ[η] dx
∣∣∣∣ ≤ c23 (1 + ‖∇u‖qLqd(Ω)
) 1
q
(∫
Ω
d|∇PΩ[η]|q′dx
) 1
q′
,
(1.4.28)
where c23 = c23(N, q,Ω). Using again Hölder inequality, we can estimate the second term
on the right-hand side of (1.4.26) as follows
∫
Ω
(PΩ[1− η])2q′−1ϕ∇u.∇PΩ[η] dx ≤
(∫
Ω
|∇u|qϕdx
) 1
q
(∫
Ω
ϕ|∇PΩ[η]|q′dx
) 1
q′
≤ c21 ‖∇u‖qLqd(Ω)
(∫
Ω
d|∇PΩ[η]|q′dx
) 1
q′
.
(1.4.29)
Combining (1.4.26), (1.4.28) and (1.4.29) we derive
∫
Ω
(|∇u|q + λu) ζdx ≤ c′23
(
1 + ‖∇u‖q
Lqd(Ω)
) 1
q
(∫
Ω
d|∇PΩ[η]|q′dx
) 1
q′
. (1.4.30)
By [37, Propositon 7’ and Lemma 4’],∫
Ω
d|∇PΩ[η]|q′dx ≤ c24 ‖η‖q
′
W
1− 2
q′
,q′
(Σ)
= c24 ‖η‖q
′
W
2−q
q ,q
′
(Σ)
, (1.4.31)
which implies ∫
Ω
(|∇u|q + λu) ζdx ≤ c25
(
1 + ‖∇u‖q
Lqd(Ω)
) 1
q ‖η‖
W
2−q
q ,q
′
(Σ)
(1.4.32)
where c25 = c25(N, q,Ω). Since C 2−q
q
,q′(K) = 0, there exists a sequence of functions
{ηn} in C2(Σ) such that for any n, 0 ≤ ηn ≤ 1, ηn ≡ 1 on a neighborhood of K and
‖ηn‖
W
2−q
q ,q
′
(Σ)
→ 0 and ‖ηn‖L1(Σ) → 0 as n→∞. By letting n→∞ in (1.4.32) with η re-
placed by ηn and ζ replaced by ζn := ϕ(P[1−ηn])2q′ , we deduce that
∫
Ω
(|∇u|q + λu)ϕdx =
0 and the conclusion follows. 
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1.4.3 Admissible measures
Theorem 1.4.5 Assume qc ≤ q < 2 and let u be a positive moderate solution of (1.1.2)
with boundary data µ ∈M+(∂Ω). Then µ(K) = 0 for any Borel subset K ⊂ ∂Ω such that
C 2−q
q
,q′(K) = 0.
Proof. Without loss of generality, we can assume that K is compact. We consider test
function η as in the proof of Theorem 1.4.4, put ζ = (PΩ[η])2q
′
ϕ and get
∫
Ω
(|∇u|qζ − u∆ζ) dx = −
∫
∂Ω
∂ζ
∂n
dµ. (1.4.33)
By Hopf lemma and since η ≡ 1 on K,
−
∫
∂Ω
∂ζ
∂n
dµ ≥ c26µ(K).
Since
−∆ζ = λζ + 4q′(PΩ[1− η])2q′−1∇ϕ.∇PΩ[η]− 2q′(2q′ − 1)(PΩ[1− η])2q′−2ϕ|∇PΩ[η]|2,
we get
c26µ(K) ≤
∫
Ω
(
(|∇u|q + uλ)ζ + 4q′(PΩ[η])2q′−1u∇ϕ.∇PΩ[η]
)
dx. (1.4.34)
Using again the estimates (1.4.28) and (1.4.31), we obtain as in Theorem 1.4.4
∣∣∣∣
∫
Ω
(PΩ[1− η])2q′−1u∇PΩ[η].∇ϕdx
∣∣∣∣ ≤ c′26 (1 + ‖∇u‖qLqd(Ω)
) 1
q ‖η‖
W
2−q
q ,q
′
(Σ)
. (1.4.35)
Therefore
c26µ(K) ≤
∫
Ω
(|∇u|q + uλ)ζdx+ c′26
(
1 + ‖∇u‖q
Lqd(Ω)
) 1
q ‖η‖
W
2−q
q ,q
′
(Σ)
. (1.4.36)
As in Theorem 1.4.4, since C 2−q
q
,q′(K) = 0, there exists a sequence of functions {ηn}
in C2(Σ) such that for any n, 0 ≤ ηn ≤ 1, ηn ≡ 1 on a neighborhood of K and
‖ηn‖
W
2−q
q ,q
′
(Σ)
→ 0 as n → 0. Thus ‖ηn‖L1(Σ) → 0 and ζn := (PΩ[ηn])2q
′
ϕ → 0 a.e.
in Ω. Letting n→∞ in (1.4.36) with η and ζ replaced by ηn and ζn respectively and using
the dominated convergence theorem, we deduce that µ(K) = 0. 
1.5 Removability in a domain
In this section we assume that Ω is a bounded open domain in RN with a C2 boundary.
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1.5.1 General nonlinearity
We consider the following equation{ −∆u+ g˜(|∇u|) = µ˜ in Ω
u = 0 on ∂Ω
(1.5.1)
where g˜ is a continuous nondecreasing function vanishing at 0 and µ˜ is a Radon measure.
By a solution we mean a function u ∈ L1(Ω) such that g˜(|∇u|) ∈ L1(Ω) satisfying∫
Ω
(−u∆ζ + g˜(|∇u|)ζ) dx =
∫
Ω
ζdµ˜ (1.5.2)
for all ζ ∈ X(Ω). The integral subcriticality condition on g˜ is the following∫ ∞
1
g˜(s)s−
2N−1
N−1 ds <∞ (1.5.3)
Theorem 1.5.1 Assume g˜ ∈ G0 satisfies (1.5.3). Then for any positive bounded Borel
measure µ˜ in Ω there exists a maximal solution uµ˜ of (1.5.1). Furthermore, if {µn} is a
sequence of positive bounded measures in Ω which converges to a bounded measure µ˜ in the
weak sense of measures in Ω and {uµn} is a sequence of solutions of (1.5.1) with µ˜ = µn,
then there exists a subsequence {µnk} such that {uµnk} converges to a solution uµ˜ of (1.5.1)
in L1(Ω) and {g˜(|∇uµnk |)} converges to g˜(|∇uµ˜|) in L1(Ω).
Proof. Since the proof follows the ideas of the one of Theorem 1.2.2, we just indicate the
main modifications.
(i) We first consider a sequence of functions µn ∈ C∞0 (Ω) converging to ν and denote by
wn the solution of { −∆w + g˜(|∇(w +GΩ[µn])]) = 0 in Ω
w = 0 on ∂Ω.
(1.5.4)
Then un := wn +GΩ[µn] is a approximate solution to (1.5.1).
(ii) The convergence is performed using∥∥GΩ[µ˜]∥∥
L1(Ω)
+
∥∥GΩ[µ˜]∥∥
M
N
N−2 (Ω)
+
∥∥∇GΩ[µ˜]∥∥
M
N
N−1 (Ω)
≤ c1 ‖µ˜‖M(Ω) (1.5.5)
in Proposition 1.2.3.
(iii) For the construction of the maximal solution we consider uδ solution of
{ −∆uδ + g˜(|∇uδ|) = µ˜ in Ω′δ
uδ = G
Ω[µ˜] on Σδ.
(1.5.6)
Then consequently, 0 < δ < δ′ =⇒ uδ ≤ uδ′ in Ω′δ′ and uδ ↓ uµ˜. Using similar arguments as
in the proof of Theorem 1.2.2 we deduce that uµ˜ is the maximal solution of (1.5.1). 
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1.5.2 Power nonlinearity
We consider the following equation
−∆u+ |∇u|q = µ˜ (1.5.7)
where 1 < q < 2. The study on the above equation also leads to a critical value q∗ = NN−1 .
In the subcritical case 1 < q < q∗, if µ˜ is a bounded Radon measure, then the problem{ −∆u+ |∇u|q = µ˜ in Ω
u = 0 on ∂Ω
(1.5.8)
admits a unique solution u ∈ L1(Ω) such that |∇u|q ∈ L1(Ω) (see [5] for solvability of a
much more general class of equation). In the contrary, in the supercritical case, an internal
singular set can be removable provided that its Bessel capacity is null. More precisely,
Theorem 1.5.2 Assume q∗ ≤ q < 2 and K ⊂ Ω is compact. If C1,q′(K) = 0 then any
positive solution u ∈ C2(Ω \K) of
−∆u+ |∇u|q = 0 (1.5.9)
in Ω \ K satisfying that ∫∂Ω ∂u∂ndS is bounded remains bounded and can be extended as a
solution of the same equation in Ω.
Proof. Let η ∈ C∞c (Ω) such that 0 ≤ η ≤ 1, η = 1 in a neighborhood of K. Put ζ = 1− η
and take ζq
′
for test function, then
−q′
∫
Ω
ζq
′−1∇u.∇ηdx−
∫
∂Ω
∂u
∂n
dS +
∫
Ω
ζq
′ |∇u|qdx = 0.
Since ∣∣∣∣
∫
Ω
ζq
′−1∇u.∇ηdx
∣∣∣∣ ≤
(∫
Ω
ζq
′ |∇u|qdx
) 1
q
(∫
Ω
|∇η|q′dx
) 1
q′
.
Therefore
∫
Ω
ζq
′ |∇u|qdx ≤
∫
∂Ω
∂u
∂n
dS + q′
(∫
Ω
ζq
′ |∇u|qdx
) 1
q
(∫
Ω
|∇η|q′dx
) 1
q′
,
which implies ∫
Ω
ζq
′ |∇u|qdx ≤ c27
∫
∂Ω
∂u
∂n
dS + c28
∫
Ω
|∇η|q′dx. (1.5.10)
where ci = ci(q) with i = 27, 28. Since C1,q′(K) = 0, there exists a sequence {ηn} ⊂ C∞c (Ω)
such that 0 ≤ ηn ≤ 1, ηn = 1 in a neighborhood ofK and ‖∇ηn‖Lq′ (Ω) → 0 as n→∞. Then
the inequality (1.5.10) remains valid with η replaced by ηn and ζ replaced by ζn = 1− ηn.
Thus, since ζn → 1 a.e. in Ω, we get∫
Ω
|∇u|qdx ≤ c27
∫
∂Ω
∂u
∂n
dS.
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Hence, from the hypothesis, we deduce that |∇u| ∈ Lq(Ω).
Next let η ∈ C∞0 (Ω) and ηn as above, then∫
Ω
(1− ηn)∇η.∇udx−
∫
Ω
η∇ηn.∇udx+
∫
Ω
(1− ηn)η|∇u|qdx = 0.
Since |∇u| ∈ Lq(Ω), we can let n→∞ and obtain by monotone and dominated convergence∫
Ω
(∇η.∇u+ η|∇u|q) dx = 0.
Regularity results imply that u ∈ C2(Ω). 
Theorem 1.5.3 Assume q∗ ≤ q < 2 and µ˜ ∈M+(Ω). Let u ∈ L1(Ω) with |∇u| ∈ Lq(Ω) is
a solution of (1.5.8) in Ω. If E ⊂ Ω is a Borel subset satisfying C1,q′(E) = 0 then µ˜(E) = 0.
Proof. Since µ˜ is outer regular, it is sufficient to prove the result when E is compact. Let
ηn be a sequence as in the previous theorem, then∫
Ω
(∇u.∇ηn + ηn|∇u|q)dx =
∫
Ω
ηndµ˜ ≥ µ˜(E). (1.5.11)
But the left-hand side of (1.5.11) is dominated by
(∫
Ω
|∇ηn|q′dx
) 1
q′
(∫
Ω
ηn|∇u|qdx
) 1
q
+
∫
Ω
ηn|∇u|qdx,
which goes to 0 when n→∞, both by the definition of the C1,q′-capacity and the fact that
ηn → 0 a.e. as n→∞ and is bounded by 1. Thus µ˜(E) = 0. 
69
1.5. REMOVABILITY IN A DOMAIN
70
Bibliographie
[1] D. R. Adams and L. I. Hedberg, Function Spaces and Potential Theory, Springer, New
York, (1996).
[2] A. Alvino, M. F. Betta, A. Mercaldo, Comparison principle for some classes of non-
linear elliptic equations, J. Differential Equations 249, 3279-3290 (2010).
[3] S. Alarcón, J. García-Melián and A. Quaas, Keller-Osserman type conditions for some
elliptic problems with gradient terms, J. Differential Equations 252, 886-914 (2012).
[4] C. Bandle and M. Marcus, Dependence of Blowup Rate of Large Solutions of Semilinear
Elliptic Equations, on the Curvature of the Boundary, Complex Variables 49, 555-
570 (2004).
[5] G. Barles and F. Porretta, Uniqueness for unbounded solutions to stationary viscous
Hamilton-Jacobi equations, Ann. Scuola Norm. Sup. Pisa 5, 107-136 (2008).
[6] P. Bauman, Positive solutions of elliptic equations in nondivergence form and their
adjoints, Ark. Mat. 22, 153-173 (1984).
[7] M. S. Berger and L.E. Fraenkel, On the asymptotic solution of a nonlinear Dirichlet
problem, J. Math. Mec 19, 553-585 (1969-1970).
[8] M. F. Bidaut-Véron, R. Borghol and L. Véron, Boundary Harnack inequality and
a priori estimates of singular solutions of quasilinear elliptic equations, Calc. Var.
Partial Differential Equations 27, 159-177 (2006).
[9] M. F. Bidaut-Véron and L. Vivier, An elliptic semilinear equation with source term
involving boundary measures : the subcritical case, Rev. Mat. Iberoamericana 16,
477-513 (2000).
[10] H. Brezis, Analyse fonctionnelle et Applications [Theory and applications] Collection
Mathématiques Appliquées pour la Maîtrise, xiv+234 pp Masson-Paris (1983).
[11] E. B. Dynkin, A probabilistic approach to one class of nonlinear differential equations,
Probab. Theory Related Fields 89, 89-115 (1991).
[12] E. B. Dynkin, Superdiffusions and positive solutions of nonlinear partial differential
equations, University Lecture Series 34. Amer. Math. Soc., Providence, vi+120
pp (2004).
[13] E. B. Dynkin and S. E. Kuznetsov, Superdiffusions and removable singularities for
quasilinear partial differential equations, Comm. Pure Appl. Math. 49, 125-176
(1996).
[14] E. B. Dynkin and S. E. Kuznetsov, Solutions of Lu = uα dominated by harmonic
functions, J. Analyse Math. 68, 15-37 (1996).
71
BIBLIOGRAPHIE
[15] E. B. Dynkin and S. E. Kuznetsov, Fine topology and fine trace on the boundary asso-
ciated with a class of semilinear differential equations, Comm. Pure Appl. Math.
51, 897-936 (1998).
[16] D. Gilbarg and N. Trudinger, Elliptic Partial Differential Equations of Second Order.
Second edition, Springer, Berlin (1983).
[17] A. Gmira and L. Véron, Boundary singularities of solutions of some nonlinear elliptic
equations, Duke Math. J. 64, 271-324 (1991).
[18] P. Grisvard, Commutativité de deux foncteurs d’interpolation, J. Math. Pures Appl.
45, 143-290 (1996).
[19] S. E. Kuznetsov, σ-moderate solutions of Lu = uα and fine trace on the boundary, C.
R. Math. Acad. Sci. Paris Sér. I 326, 1189-1194 (1998).
[20] J. M. Lasry and P. L. Lions, Nonlinear elliptic equations with singular boundary condi-
tions and stochastic control with state constraints. I. The model problem,Math. Ann.
283, 583-630 (1989).
[21] J. F. Le Gall, The Brownian snake and solutions of ∆u = u2 in a domain, Probab.
Th. Rel. Fields 102, 393-432 (1995).
[22] J. F. Le Gall, A probabilistic approach to the trace at the boundary for solutions of a
semilinear parabolic partial differential equation, J. Appl. Math. Stochastic Anal.
9, 399-414 (1996).
[23] G. Libermann, Boundary regularity for solutions of degenerate elliptic equations,Non-
linear Anal. 12, 1203-1219 (1988).
[24] E. H. Lieb and M. Loss, Analysis, Grad. Stud. Math. 14, Amer. Math. Soc. (1997)
[25] P. L. Lions, Quelques remarques sur les problème elliptiques quasilineaires du second
ordre, J. Analyse Math. 45, 234-254 (1985).
[26] J.B. Keller, On solutions of ∆u = f(u), Comm. Pure Appl. Math. 10, 503-510
(1957).
[27] J. L. Kazdan and R. J. Kramer, Invariant criteria for existence of solutions to se-
condorder quasilinear elliptic equations, Comm. Pure Appl. Math. 31, 619-645
(1978).
[28] M. Marcus, Complete classification of the positive solutions of −∆u+uq = 0, preprint
(2009).
[29] B. Mselati, Classification and probabilistic representation of the positive solutions of a
semilinear elliptic equation. Mem. Amer. Math. Soc. 168 no. 798, xvi+121 pp (2004).
[30] M. Marcus and L. Véron, The boundary trace of positive solutions of semilinear elliptic
equations : the subcritical case, Arch. Rational Mech. Anal. 144, 201-231 (1998).
[31] M. Marcus and L. Véron, The boundary trace of positive solutions of semilinear elliptic
equations : the supercritical case, J. Math. Pures Appl. (9) 77, 481-524 (1998).
[32] M. Marcus and L. Véron, Removable singularities and boundary trace, J. Math.
Pures Appl. 80, 879-900 (2001).
[33] M. Marcus and L. Véron, The boundary trace and generalized boundary value problem
for semilinear elliptic equations with coercive absorption,Comm. Pure Appl. Math.
LVI, 689-731 (2003).
72
BIBLIOGRAPHIE
[34] M. Marcus and L. Véron, On a New Characterization of Besov Spaces with Nega-
tive Exponents, Around the Research of Vladimir Maz’ya I Function Spaces.
Springer Verlag International Mathematical Series, Vol. 11, 273-284 (2010).
[35] P. Quittner and P. Souplet, Superlinear Parabolic Problems : Blow-up, Global Existence
and Steady States, Birkhäuser Verlag, Basel (2007).
[36] R. Osserman, On the inequality ∆u ≥ f(u), Pacific J. Math. 7, 1641-1647 (1957).
[37] E. Stein, Singular integrals and differentiability properties of functions, Princeton Uni-
versity Press, Princeton, N.J. (1970).
[38] H. Triebel, Interpolation theory, function spaces, differential operators, North-Holland
Publ. Co (1978).
[39] N. Trudinger, Local estimates for subsolutions and supersolutions of general second
order elliptic quasilinear equations, Invent. Math. 61, 67-79 (1980).
[40] N. Trudinger, On Harnack type inequalities and their applications to quasilinear elliptic
equations, Comm. Pure Appl. Math. 20, 721-747 (1967).
[41] L. Véron, Elliptic equations involving measures, Stationary partial differential equa-
tions. Vol. I, 593–712, Handb. Differ. Equ., North-Holland, Amsterdam, 2004.
[42] L.Véron, Singularities of solutions of second other Quasilinear Equations, Pitman Re-
search Notes in Math. Series 353, Adison Wesley, Longman 1996.
73
BIBLIOGRAPHIE
74
Chapitre 2
Local and global properties of
solutions of heat equation with
superlinear absorption
Abstract
In this chapter 1, we study the limit, when k →∞ of the solutions of ∂tu−∆u+f(u) = 0
in RN × (0,∞) with initial data kδ0, where δ0 is the Dirac mass concentrated at the origin
and f is a positive, superlinear, continuous, increasing function. We prove that there exist
essentially three types of possible behaviour according f−1 and F−1/2 belong or not to
L1(1,∞), where F (t) = ∫ t0 f(s)ds. We use these results for providing a new and more
general construction of the initial trace and some uniqueness and non-uniqueness results
for solutions with unbounded initial data.
1. This chapter is based on the paper : P. T. Nguyen and L. Véron, Local and global properties of
solutions of heat equation with superlinear absorption, Adv. Diff. Equ. 16, 487-522 (2011).
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2.1. INTRODUCTION
2.1 Introduction
We investigate some local and global properties of solutions of a class of semilinear heat
equations
∂tu−∆u+ f(u) = 0 (2.1.1)
in Q∞ := RN × (0,∞) (N ≥ 2) where f : R+ → R+ is continuous, nondecreasing, positive
on (0,∞), vanishes at 0 and satisfies lims→∞ f(s) = ∞. As a model equation we shall
consider the following nonlinear term, with α > 0,
∂tu−∆u+ u lnα(u+ 1) = 0, (2.1.2)
which points out all the delicate features of weakly superlinear absorption. By opposition,
for power-like absorption f(u) = |u|βu with β > 0 much is known about the structure of
the set of solutions. The local and asymptotic behaviour of solutions is strongly linked to
the existence of a self-similar solutions under the form
u(x, t) = t
−1
β Ψ
(
x√
t
)
(2.1.3)
where Ψ is the solution of a ordinary differential equation (see [1], [2]). In this case the
critical exponent βc = 2N plays a fundamental role in the description of isolated singularities
and the study of the initial trace. This is due to the fact that, for 0 < β < βc, there
exists a positive self-similar solution with an isolated singularity at (0, 0) and vanishing
on RN × {0} \ {(0, 0)}, while no such solution exists when β ≥ βc and more generally, no
solution with isolated singularities.
In the case of (2.1.2), no self-similar structure exists. There is no critical exponent
corresponding to isolated singularities since there always exist such singular solutions.
Actually, for any k > 0 there exists a unique u = ukδ0 ∈ C(Q∞ \ {(0, 0)}) ∩ C2,1(Q∞)
solution of {
∂tu−∆u+ u lnα(u+ 1) = 0 in Q∞
u(., 0) = kδ0 in D′(RN ).
(2.1.4)
There are two critical values for α : α = 1 and α = 2, the explanation of which comes from
the study of the two singular problems{
φ′ + φ lnα(φ+ 1) = 0 in (0,∞)
φ(0) =∞,
(2.1.5)
and, for any ǫ > 0, 

−∆ψ + ψ lnα(ψ + 1) = 0 in RN \Bǫ
lim
|x|→ǫ
ψ(x) =∞, (2.1.6)
where Bǫ := {x ∈ RN : |x| < ǫ}. When it exists, the solution φ∞ of (2.1.5) is given
implicitely by ∫ ∞
φ∞(t)
ds
s lnα(s+ 1)
= t ∀t > 0, (2.1.7)
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and such a formula is valid if and only if α > 1. For problem (2.1.6) an explicit expression
of the solution is not valid, but this solution exists if and only if α > 2 ; in this case, the
Keller-Osserman condition (see (2.1.12) below) holds.
Having in mind this model we study (2.1.1) assuming the weak singularity condition on
f : ∫ ∞
1
s−2−
2
N f(s)ds <∞. (2.1.8)
Proposition 2.1.1 Assume (2.1.8) holds. Then for any k > 0, there exists a unique solu-
tion u := ukδ0 to {
∂tu−∆u+ f(u) = 0 in Q∞
u(., 0) = kδ0 in D′(RN ). (2.1.9)
Furthermore, if ψn is a sequence of positive integrable functions converging to kδ0 in the
weak-star topology, then the sequence uψn of solutions of (2.1.1) in Q∞ with initial data ψn
converges to ukδ0 , locally uniformly.
Another important condition on f is ∫ ∞
1
ds
f(s)
<∞. (2.1.10)
Under assumption (2.1.10) there exists a maximal solution φ := φ∞ of
φ′ + f(φ) = 0 in (0,∞) (2.1.11)
which satisfies limt→0 φ∞(t) =∞. This function is explicited by a formula similar to (2.1.7)
in which s lnα(s+ 1) is replaced by f(s).
The next important condition on f we shall encounter is the Keller-Osserman condition,
i.e. ∫ ∞
1
ds√
F (s)
<∞, (2.1.12)
where
F (s) =
∫ s
0
f(r)dr, ∀s ∈ [1,∞). (2.1.13)
If (2.1.12) is satisfied, by [6, Theorem III] for any ǫ > 0 there exists a maximal solution
ψ := ψǫ of
−∆ψ + f(ψ) = 0 in RN \Bǫ (2.1.14)
which satisfies lim|x|→ǫ ψ(x) = ∞. Assumptions (2.1.10) and (2.1.13) which are simulta-
neously satisfied in the case of a power like absorption, but not in our model case. This
illuminates the structure of the set of solutions of (2.1.1), in particular in view of the initial
trace problem.
The first question we consider is the study of the limit of ukδ0 when k → ∞. This
question is natural since k 7→ ukδ0 is increasing. In order to treat it, we need the super-
additivity on f , i.e.
f(s+ s′) ≥ f(s) + f(s′) ∀s, s′ ≥ 0. (2.1.15)
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From this condition and the monotonicity of f , we deduce a minimal linear growth at
infinity
lim inf
s→∞
f(s)
s
> 0. (2.1.16)
Moreover, notice that if f satisfies (2.1.12) and (2.1.16) then (2.1.10) holds.
In the second section, we prove the following results.
Theorem 2.1.2 Assume f(s) = s lnα(s + 1) avec 0 < α ≤ 1. Then the solutions ukδ0 of
(2.1.4) satisfy lim
k→∞
ukδ0(x, t) =∞ for every (x, t) ∈ Q∞.
Theorem 2.1.3 Assume f(s) = s lnα(s + 1) avec 1 < α ≤ 2. Then the solutions ukδ0 of
(2.1.4) satisfy lim
k→∞
ukδ0(x, t) = φ∞(t) for every (x, t) ∈ Q∞, where φ∞ is the solution of
(2.1.5).
We denote by U0 the set of positive solutions u of (2.1.1) in Q∞, which are continuous in
Q∞ \ {(0, 0)}, vanish on the set {(x, 0) : x 6= 0} and satisfies
lim
t→0
∫
Bǫ
u(x, t)dx =∞ (2.1.17)
for any ǫ > 0.
If f(s) = s lnα(s + 1) with α > 2, we obtain a result of minimal element of U0 which
comes from the following theorem :
Theorem 2.1.4 Assume f satisfies (2.1.8), (2.1.12) and (2.1.15). Then U := lim
k→∞
ukδ0 is
the minimal element of U0, where ukδ0 is the solution of (2.1.9).
In the third section we study the set of positive and locally bounded solutions of (2.1.1)
in Q∞. This set differs considerably according the assumption on f . This is due to the
properties of the radial solutions of the associated stationnary equation
−∆w + f(w) = 0 in RN . (2.1.18)
The next result is based upon the Picard-Lipschitz fixed point theorem and a result of
Vázquez and Véron [13].
Proposition 2.1.5 Assume f is locally Lipschitz continuous on R+ and (2.1.12) does not
holds. For any a > 0, there exists a unique positive function w := wa ∈ C2([0,∞)) to the
problem 

−w′′ − N − 1
r
w′ + f(w) = 0 in R+
w′(0) = 0, w(0) = a.
(2.1.19)
A striking consequence of the existence of such solutions is the following non-uniqueness
result.
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Theorem 2.1.6 Assume f is locally Lipschitz continuous on R+ and satisfies (2.1.10)
but does not satisfy (2.1.12). Then for any u0 ∈ C(RN ) satisfying, for some b > a > 0,
wa(x) ≤ u0(x) ≤ wb(x) ∀x ∈ RN , there exist two solutions u, u ∈ C(Q∞) of (2.1.1) with
initial value u0. They satisfy respectively
0 ≤ u(x, t) ≤ min{wb(x), φ∞(t)} ∀(x, t) ∈ Q∞, (2.1.20)
thus lim
t→∞
u(x, t) = 0, uniformly with respect to x ∈ RN , and
wa(x) ≤ u(x, t) ≤ wb(x) ∀(x, t) ∈ Q∞, (2.1.21)
thus lim
|x|→∞
u(x, t) =∞, uniformly with respect to t ≥ 0.
The next theorem shows that if two solutions of (2.1.1) have the same initial data and
the same asymptotic behaviour as |x| → ∞ then they coincide.
Theorem 2.1.7 Assume f is locally Lipschitz continuous on R+ and satisfies (2.1.15) but
does not satisfy (2.1.12). Let u and u˜ be two positive solutions in C(Q∞) ∩ C2,1(Q∞) of
(2.1.1) with initial data u0 ∈ C(RN ). If for any ǫ > 0,
u(x, t)− u˜(x, t) = o(wǫ(|x|)) as x→∞ (2.1.22)
locally uniformly with respect to t ≥ 0, then u = u˜.
On the contrary, if the Keller-Osserman condition (2.1.12) holds, a continuous solution is
uniquely determined by the positive initial value u0 ∈ C(RN ), and uniqueness still holds
if C(RN ) is replaced by M+(RN ).
Theorem 2.1.8 Assume f satisfies (2.1.12) and (2.1.15). Then
(i) For any nonnegative function u0 ∈ C(RN ) there exists a unique nonnegative solution
u ∈ C(Q∞) of (2.1.1) in Q∞ with initial value u0.
(ii) For any nonnegative measure µ ∈M(RN ), there exists at most one nonnegative solution
u ∈ C(Q∞) of (2.1.1) in Q∞ such that f(u) ∈ L1loc(Q∞) satisfying
lim
t→0
∫
RN
u(x, t)ζ(x)dx =
∫
RN
ζ(x)dµ(x) ∀ζ ∈ Cc(RN ). (2.1.23)
In the last section we use the tools studied in the previous sections to develop a new
construction of the initial trace of locally bounded positive solutions of (2.1.1) in Q∞. By
opposition to the power-like case [7], where the initial trace was constructed by duality
arguments based upon Hölder inequality and delicate choice of test functions, our new
method has the advantage of being based only on maximum principle, using either the
Keller-Osserman condition (2.1.12), or the asymptotics of the ukδ0 if (2.1.12) does not hold
where ukδ0 is the solution of (2.1.9). We first prove
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Proposition 2.1.9 Let u ∈ C2,1(Q∞) be a positive solution of (2.1.1) in Q∞. The set R(u)
of the points z ∈ RN such that there exists an open ball Br(z) such that f(u) ∈ L1(QBr(z)T )
is an open subset. Furthermore there exists a positive Radon measure µ := µ(u) on R(u)
such that
lim
t→0
∫
R(u)
u(x, t)ζ(x)dx =
∫
R(u)
ζ(x)dµ(x) ∀ζ ∈ Cc(R(u)). (2.1.24)
Due to Proposition 2.1.9, we introduce the definition of the initial trace.
Definition 2.1.10 The couple (S(u), µ) where S(u) = RN \R(u) is called the initial trace
of u in Ω and will be denoted by trRN (u). The set R(u) is called the regular set of the initial
trace of u and the measure µ is called the regular part of the initial trace. The set S(u) is
closed and is called the singular part of the initial trace of u.
The initial trace can also be represented by a positive, outer regular Borel measure, not
necessary locally bounded. The space of these measures on RN will be denoted by Breg+ (RN ).
There is a one-to-one correspondence between Breg+ (RN ) and the set of couples :
CM+(R
N ) =
{
(S, µ) : S ⊂ RN closed, µ ∈M+(R) with R = RN \ S
}
. (2.1.25)
The Borel measure ν ∈ Breg+ (RN ) corresponding to a couples (S, µ) ∈ CM+(RN ) is given
by
ν(A) =
{ ∞ if A ∩ S 6= ∅
µ(A) if A ⊆ R, ∀A ⊂ R
N , A Borel. (2.1.26)
If u is a solution of (2.1.1), we shall use the notation trRN (u) (resp. TrRN (u)) for the trace
considered as an element of CM+(RN ) (resp. Breg+ (RN )).
We consider the case when the Keller-Osserman holds.
Theorem 2.1.11 Assume f is nondecreasing and satisfies (2.1.12). If u ∈ C2,1(Q∞) is a
positive solution of (2.1.1), it possesses an initial trace ν ∈ Breg+ (RN ).
Furthermore, the following theorem deals with the existence of the maximal solution
and the minimal solution of (2.1.1) with a given initial trace (S, µ) ∈ CM+(RN ).
Theorem 2.1.12 Assume f is nondecreasing and satisfies (2.1.12), (2.1.8) and (2.1.15).
Then for any (S, µ) ∈ CM+(RN ) there exist a maximal solution uS,µ and a minimal
solution uS,µ of (2.1.1) in Q∞, with initial trace (S, µ), in the following sense :
uS,µ ≤ v ≤ uS,µ (2.1.27)
for every positive solution v ∈ C2,1(Q∞) of (2.1.1) in Q∞ such that trRN (v) = (S, µ).
If the Keller-Osserman does not hold, we obtain the following results which depend
upon lim
k→∞
ukδ0 is equal to φ∞ or is infinite (we recall that ukδ0 is the solution of (2.1.9)).
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Theorem 2.1.13 Assume (2.1.8), (2.1.10) are verified but (2.1.12) does not hold. Moreover
suppose that lim
k→∞
ukδ0(x, t) = φ∞(t) for every (x, t) ∈ Q∞. If u is a positive solution of
(2.1.1) in Q∞, it possesses an initial trace which is either the Borel measure ν∞ which
satisfies ν∞(O) = ∞ for any non-empty open subset O ⊂ RN , or is a positive Radon
measure µ on RN . This result holds in particular if f(s) = s lnα(s+ 1) with 1 < α ≤ 2.
A consequence of Theorem 2.1.13 which is worth mentioning is the following :
Proposition 2.1.14 Under the assumptions of Theorem 2.1.13 and the condition (2.1.15),
for any b > 0 there exists a positive solution u ∈ C(Q∞) of (2.1.1) satisfying
max{φ∞(t);wb(|x|)} ≤ u(x, t) ≤ φ∞(t) + wb(|x|) ∀(x, t) ∈ Q∞. (2.1.28)
Consequently there exist infinitely many positive solutions of (2.1.1) with initial trace ν∞.
Furthermore φ∞ is the smallest of all these solutions.
Theorem 2.1.15 Assume f satisfies (2.1.8) but neither (2.1.10) nor (2.1.12). Moreover
suppose that lim
k→∞
ukδ0 =∞ in Q∞. If u is a positive solution of (2.1.1) in Q∞, it possesses
an initial trace which is a positive Radon measure µ on RN . This result holds in particular
if f(s) = s lnα(s+ 1) with 0 < α ≤ 1.
The proofs are combination of methods developed in [10] for elliptic equations, stability
results and Theorem 2.1.2 and Theorem 2.1.3.
Acknowledgement. The authors are grateful to Michèle Grillot for her suggestions of
presentation and careful verification of the manuscript.
2.2 Isolated singularities
In order to study (2.1.1), we start proving Proposition 2.1.1.
Proof of Proposition 2.1.1. We denote by E(x, t) = (4πt)−
N
2 e−
|x|2
4t the fundamental
solution of the heat equation in Q∞. Since kE (k > 0) is a supersolution for (2.1.1), it is
classical to prove that if
I :=
∫ 1
0
∫
BR
f(kE(x, t))dx dt <∞ (2.2.1)
for any R > 0, then there exists a unique solution u = ukδ0 of (2.1.1) satisfying initial
condition ukδ0(., 0) = kδ0 in D′(RN ). Furthermore the mapping k 7→ ukδ0 is increasing.
Actually, it is proved in [8, Th 1.1] that if f satisfies the weak singularity assumption
(2.1.8), then for any positive bounded Borel measure there exists a unique solution u := uµ
of (2.1.1) satisfying uµ(., 0) = µ. Furthermore if {µn} is a sequence of positive bounded
measures which converge to a measure µ in the weak-star topology of measures, then the
sequence of corresponding solutions {uµn} converges locally uniformly to uµ, and {f(uµn)}
converges to f(uµ) in L1loc(R
N × [0,∞)).
This existence result and the next proposition lead to the conclusion of Proposi-
tion 2.1.1. 
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Proposition 2.2.1 If f satisfies (2.1.8) then (2.2.1) is fulfilled.
Proof. In this proof, c denote a constant depending on N whose value may change line by
line. By linearity we can assume that k = (4π)
N
2 . Moreover assume that R = 1, then
I =
∫ ∫
B1×(0,1)
f(vk)dx dt = ωN
∫ 1
0
∫ 1
0
f
(
t−
N
2 e−
r2
4t
)
rN−1dr dt.
Set s = t−
N
2 e−
r2
4t , then
I = 2N−1ωN
∫ 1
0
∫ t−N2
t−
N
2 e−
1
4t
[
− ln s− ln
(
t
N
2
)]N−2
2
f(s)s−1ds t
N
2 dt
≤ 2N−1ωN
∫ 1
0
∫ t−N2
e−
1
4t
[
− ln s− ln
(
t
N
2
)]N−2
2
f(s)s−1ds t
N
2 dt ≤ 2N−1ωN (I1 + I2)
(2.2.2)
where,
I1 =
∫ e− 14
0
∫ − 1
4 ln s
0
[
− ln s− ln
(
t
N
2
)]N−2
2
t
N
2 dt s−1f(s)ds
=
2
N
∫ e− 14
0
∫ s
(−4 ln s)
N
2
0
(− ln τ)N−22 τ 2N dτ s−2− 2N f(s)ds,
by setting τ = st
N
2 . But
∫ s
(−4 ln s)
N
2
0
(− ln τ)N−22 τ 2N dτ ≤ c
[
(− ln τ)N−22 τ N+2N
] s
(−4 ln s)
N
2
0
≤ cs1+ 2N (− ln s)−2
(
1 + N2
ln(−4 ln s)
− ln s
)N−2
2
≤ cs1+ 2N (− ln s)−2,
thus
I1 ≤ c
∫ e− 14
0
s−1(− ln s)−2f(s)ds <∞ (2.2.3)
by Duhamel’s rule. Further
I2 ≤
∫ ∞
e−
1
4
∫ s− 2N
0
[
− ln s− ln
(
t
N
2
)]N−2
2
t
N
2 dt s−1f(s)ds
≤ 2
N
∫ ∞
e−
1
4
∫ 1
0
(− ln τ)N−22 τ 2N dτ s−2− 2N f(s)ds
≤ c
∫ ∞
e−
1
4
s−2−
2
N f(s)ds.
(2.2.4)
The conclusion follows from (2.2.2)–(2.2.4). 
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For a > 0, we denote by φa the solution of (2.1.11) with initial data φ(0) = a. If (2.1.10)
does not hold then lim
a→∞
φa(t) =∞ for any t ∈ (0,∞). While, if (2.1.10) holds, the solution
φ∞ = lima→∞ φa and it is given explicitely by
t =
∫ ∞
φ∞(t)
ds
f(s)
<∞.
Proof of Theorem 2.1.2. For any k > 0, since kE is a super-solution of (2.1.2), it follows
from the maximum principle that ukδ0 ≤ kE in Q∞, which implies ukδ0(x, t) ≤ kC∗t−
N
2
for every (x, t) ∈ Q∞ where C∗ = (4π)−N2 . Thus
∂tukδ0 −∆ukδ0 + ukδ0 lnα(1 + kC∗t−
N
2 ) ≥ 0.
Set θ(t) = lnα(1 + kC∗t−
N
2 ), Θ(t) =
∫ t
0 θ(s)ds and vkδ0(x, t) = e
Θ(t)ukδ0(x, t). Then
∂tvkδ0 −∆vkδ0 = eΘ(t)(∂tukδ0 −∆ukδ0 + ukδ0θ(t)) ≥ 0,
and vkδ0(., 0) = ukδ0(., 0) = kδ0. By maximum principle, it follows that
vkδ0(x, t) ≥ kC∗t−
N
2 e−
|x|2
4t ⇐⇒ ukδ0(x, t) ≥ kC∗t−
N
2 e−Θ(t)−
|x|2
4t . (2.2.5)
Next, if we restrict to 0 < t ≤ 1, k large enough, put a = N2 ln(t−1), b = ln(t
N
2 + kC∗), and
apply the following inequality
(a+ b)α ≤ aα + bα ∀0 < α ≤ 1 (2.2.6)
in order to obtain
θ(t) = lnα(1 + kC∗t−
N
2 ) = (N2 ln(t
−1) + ln(t
N
2 + kC∗))α
≤ Nα2α lnα(t−1) + lnα(t
N
2 + kC∗)
≤ Nα2α lnα(t−1) + lnα k.
(2.2.7)
Therefore, we always assume that 0 < t ≤ 1, and get
Θ(t) ≤
∫ 1
0
Nα
2α
lnα(t−1)dt+ t lnα k,
which follows that
e−Θ(t) ≥ c1e−t lnα k
where
c1 = exp
(
−N
α
2α
∫ 1
0
lnα(t−1)dt
)
.
Therefore
ukδ0(x, t) ≥ c1C∗t−
N
2 eln k−t ln
α k−
|x|2
4t ∀(x, t) ∈ RN × (0, 1].
Since 0 < α ≤ 1, ln k − t lnα k →∞ as k →∞. Hence
lim
k→∞
ukδ0(x, t) =∞
uniformly in every compact subset of RN × (0, 1). This implies the claim. 
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Proposition 2.2.2 Assume (2.1.10) is satisfied. For any k > 0, there holds
ukδ0(x, t) ≤ φ∞(t) ∀(x, t) ∈ Q∞.
Proof. For any small ǫ > 0, we set φ∞ǫ(t) = φ∞(t− ǫ), t ∈ [ǫ,∞) then φ∞ǫ is a solution of
(2.1.1) in (ǫ,∞), which dominates ukδ0 on RN×{ǫ} for any k > 0. By comparison principle,
ukδ0(x, t) ≤ φ∞ǫ(t) for every (x, t) ∈ RN × [ǫ,∞). Letting ǫ→ 0 yields the claim. 
Proof of Theorem 2.1.3. By using the same argument as in the proof of Theorem 2.1.2
and employing the following inequality
(a+ b)α ≤ 2α−1(aα + bα) ∀α ≥ 1
instead of (2.2.6), we obtain
ukδ0(x, t) ≥ C∗t−
N
2 eln k−2
α−1t lnα k−
|x|2
4t ∀(x, t) ∈ RN × (0, 1].
The sequence {ukδ0} is increasing and bounded from above by φ∞, then there exists U =
limk→∞ ukδ0 . Since U ≥ ukδ0 ,
U(x, t) ≥ C∗t−N2 eln k−2α−1t(ln k)α− |x|
2
4t ∀(x, t) ∈ RN × (0, 1], ∀k > 0 (2.2.8)
Let {tn} ⊂ (0, 1] be a sequence converging to 0. We choose k = kn = exp(2
α
1−α t
1
1−α
n ), then
ln kn − 2α−1tn lnα kn = 2
2α−1
1−α t
1
1−α
n . Next we restrict x in order
ln tn − 2α−1tn lnα tn − |x|
2
4tn
= 2
2α−1
1−α t
1
1−α
n − |x|
2
4tn
≥ 0⇐⇒ |x| ≤ 2 12(1−α) t
2−α
2(1−α)
n .
Therefore, since 1 < α ≤ 2,
lim
n→∞
U(x, tn) =∞
uniformly on RN if 1 ≤ α < 2, or uniformly on the ball B2−1/2 if α = 2. Since the sequence
{tn} is arbitrary,
lim
t→0
U(x, t) =∞
uniformly on RN if 1 ≤ α < 2, or uniformly on the ball B2−1/2 if α = 2.
We pick some point x0 in RN (resp. B2−1/2) if 1 < α < 2 (resp. α = 2). Since for any
k > 0, the solution ukδx0 of (2.1.2) with initial data kδx0 can be approximated by solutions
with bounded initial data and support in Bσ(x0)(0 < σ < 2−1/2 − |x0|), by comparison
principle, it follows that
U(x, t) ≥ ukδx0 (x, t) = ukδ0(x− x0, t).
Letting k → ∞ yields to U(x, t) ≥ U(x − x0, t). Reversing the role of 0 and x0 yields to
U(x, t) = U(x− x0, t). If we iterate this process we derive
U(x, t) = U(x− y, t), ∀y ∈ RN .
This implies that U is independent of x and therefore it is the solution of (2.1.5). Thus
U = φ∞. 
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Proposition 2.2.3 Assume (2.1.12) and (2.1.8) are satisfied. Then for any k > 0 there
holds
ukδ0(x, t) ≤ Φ(|x|) ∀(x, t) ∈ Q∞
where Φ is a solution to the problem{
−Φ′′ + f(Φ) = 0 in (0,∞)
lim
s→0
Φ(s) =∞.
Proof. Step 1 : Upper estimate. Since f satisfies (2.1.12), by [6] for any R > 0, there exists
a solution wR to the problem{ −∆wR + f(wR) = 0 in BR,
lim
|x|→R
wR(x) =∞, (2.2.9)
and wR is nonnegative since f(0) = 0. Notice also that R 7→ wR is decreasing, since f is
nondecreasing ; moreover limR→∞wR = 0, since f(0) = 0 and f is positive on (0,∞). Let
x0 6= 0 arbitrary in RN . Set E = {~e : |~e| = 1} and take ~e ∈ E. Put x~e = |x0|~e and for
n > |x0| put an = n~e. Denote by H~e the open half-space generated by ~e and its orthogonal
hyperplane at the origin, then x~e, an ∈ H~e. Take R such that n − |x0| < R < n. We set
W~e,n,R(x) = wR(x − an), then W~e,n,R is a solution of (2.1.1) in BR(an) and blows-up on
the boundary lim
|x−an|→R
W~e,n,R(x) =∞. By the maximum principle,
ukδ0(x, t) ≤W~e,n,R(x) ∀(x, t) ∈ BR(an)× (0,∞). (2.2.10)
The sequence {W~e,n,R} is decreasing with respect to R and is bounded from below by ukδ0 ,
then there exists W~e,n := lim
R→n
W~e,n,R satisfying
ukδ0(x, t) ≤W~e,n(x) ∀(x, t) ∈ Bn(an)× (0,∞). (2.2.11)
The sequence {W~e,n} is also decreasing with respect to n and is bounded from below by
ukδ0 , then there exists W~e,∞ := limn→∞
W~e,n. Letting n→∞ in (2.2.11) yields to
ukδ0(x, t) ≤W~e,∞(x) ∀(x, t) ∈ H~e × (0,∞). (2.2.12)
In particular,
ukδ0(x~e, t) ≤W~e,∞(x~e). (2.2.13)
Since ukδ0 is radial, it follows that
ukδ0(x0, t) = ukδ0(x~e, t) ≤W~e,∞(x~e).
For any r > 0, n > r, n− r < R < n and ~e, ~e′ ∈ E, since wR is radial,
wR(r~e− n~e) = wR(r~e′ − n~e′).
Letting successively R→ n, n→∞ yields to
W~e,∞(r~e) = W~e′,∞(r
~e′).
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Define Φ˜(r) := W~e,∞(r~e), ∀r ∈ (0,∞) then it satisfies
 −Φ˜
′′ − N − 1
r
Φ˜′ + f(Φ˜) = 0 in (0,∞)
lim
r→0
Φ˜(r) =∞, (2.2.14)
and
ukδ0(x, t) ≤ Φ˜(|x|) ∀(x, t) ∈ Q∞. (2.2.15)
Step 2 : End of the proof. We claim that
Φ˜(r) ≤ Φ(r) ∀r ∈ (0,∞). (2.2.16)
For any ǫ > 0, we set Φǫ(r) = Φ(r − ǫ), r > ǫ then Φǫ is a solution of
−Φ′′ǫ + f(Φǫ) = 0 in (ǫ,∞) (2.2.17)
verifying lim
r→ǫ
Φǫ(r) =∞. Since Φ′ǫ ≤ 0, Φǫ is a supersolution of the equation in (2.2.14) in
(ǫ,∞), which dominates Φ˜ at r = ǫ. By the maximum principle, Φ˜ ≤ Φǫ in (ǫ,∞). Letting
ǫ→ 0 yields (2.2.16). Combining (2.2.15) and (2.2.16) leads to the conclusion. 
Remark. Combining Proposition 2.2.2 and Proposition 2.2.3 yields to
ukδ0(x, t) ≤ min{φ∞(t),Φ(|x|)} ∀(x, t) ∈ Q∞, ∀k > 0. (2.2.18)
Proof of Theorem 2.1.4. Since f satisfies (2.1.12) and (2.1.16), then (2.1.10) holds. The
sequence {ukδ0} is increasing with respect to k and is bounded from above by (2.2.18) then
there exists U := lim
k→∞
ukδ0 satisfying
U(x, t) ≤ min{φ∞(t),Φ(|x|)} ∀(x, t) ∈ Q∞, ∀k > 0. (2.2.19)
Moreover, U ∈ U0 because U has the following properties :
(i) It is positive in Q∞, belongs to C(Q∞ \ {(0, 0)}) and vanishes on RN × {0} \ {(0, 0)}.
(ii) It satisfies (2.1.1) and
lim
t→0
∫
Bσ
U(x, t)dx =∞, ∀σ > 0. (2.2.20)
In the sense of initial trace in Definition 2.4.3, U has initial trace trRN (U) = ({0}, 0) (here
{0} is the singular part and the Radon measure on RN \ {0} is the zero measure) and the
conclusion follows from Proposition 2.4.7. 
By a simple adaptation of the proof of Proposition 2.2.2 and Proposition 2.2.3 it is
possible to extend (2.2.19) to any positive solution vanishing on RN × {0} \ {(0, 0)}.
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Proposition 2.2.4 Assume (2.1.12) and (2.1.15) are satisfied. Then any positive solution
u ∈ C2,1(Q∞) of (2.1.1) satisfies
u(x, t) ≤ φ∞(t) ∀(x, t) ∈ Q∞. (2.2.21)
If we assume moreover that u ∈ C(Q∞ \ {(0, 0)}) vanishes on RN × {0} \ {(0, 0)}, there
holds
u(x, t) ≤ min{φ∞(t),Φ(|x|)} ∀(x, t) ∈ Q∞. (2.2.22)
Proof. Since (2.1.15) holds, for any R, τ > 0, (x, t) 7→ φ∞(t− τ)+wR(x) is a supersolution
of (2.1.1) in BR × (τ,∞). This function dominates u on the parabolic boundary, thus
u ≤ φ∞(. − t) + wR in BR × (τ,∞) by the comparison principle. Since f(r) > 0 if r > 0,
lim
R→∞
wR = 0 in RN . Therefore
u(x, t) ≤ φ∞(t) = lim
τ→0
lim
R→∞
(φ∞(t− τ) + wR(x)) ∀(x, t) ∈ Q∞.
For the second estimate we notice that (2.2.10) is valid with ukδ0 replaced by u (and without
assumption (2.1.8) since existence is assumed). The remaining of the proof is similar to the
one of Proposition 2.2.3 and we get
u(x, t) ≤ Φ(|x|) ∀(x, t) ∈ Q∞.
This implies (2.2.22). 
It is also possible to construct a maximal element of U0 (U0 is defined in Theorem 2.1.4).
For ℓ > 0 and ǫ > 0, let u := Uǫ,ℓ be the solution of{
∂tu−∆u+ f(u) = 0 in Q∞
u(x, 0) = ℓχBǫ in R
N .
Proposition 2.2.5 For any τ > 0 and ǫ > 0, there exist ℓ > 0 and m(τ, ǫ) > 0 such that
any positive solution u of (2.1.1) which verifies (i) in the proof of Theorem 2.1.4 satisfies
u(x, t) ≤ Uǫ,ℓ(x, t− τ) +m(τ, ǫ) ∀(x, t) ∈ Q∞, t ≥ τ. (2.2.23)
Furthermore
lim
τ→0
m(τ, ǫ) = 0 ∀ǫ > 0. (2.2.24)
Finally
U(x, t) = lim
τ→0
lim
ǫ→0
lim
ℓ→∞
(Uǫ,ℓ(x, t− τ) +m(τ, ǫ)) (2.2.25)
is the maximal element of U0.
Proof. We set ℓ = φ∞(τ), then u(x, τ) ≤ ℓ for any x ∈ RN . Let W := Wǫ/2 be the solution
of the following Cauchy-Dirichlet problem

∂tW −∆W + f(W ) = 0 in Bcǫ/2 × (0,∞)
W (x, 0) = 0 in Bcǫ/2
W (x, t) = φ∞(t) on ∂Bcǫ/2 × (0,∞)
(2.2.26)
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and put m(τ, ǫ) := max{Wǫ/2(x, δ) : |x| > ǫ, 0 < δ ≤ τ}. It is clear to see that
lim
τ→0
m(τ, ǫ) = Wǫ/2(x, 0) = 0. (2.2.27)
From the fact that u(x, 0) = 0 in Bcǫ/2, u(x, t) ≤ φ∞(t) in ∂Bcǫ/2×(0,∞) and the maximum
principle, it follows that u(x, t) ≤Wǫ/2(x, t) in Bcǫ/2 × (0,∞).
Next, we compare Uǫ,ℓ(., .− τ)+m(τ, ǫ) with u in RN × (τ,∞). The function Uǫ,ℓ(., .−
τ)+m(τ, ǫ) is a supersolution of (2.1.1) in RN × (τ,∞). If x ∈ Bǫ, Uǫ,ℓ(x, 0) = ℓ ≥ u(x, τ),
which implies Uǫ,ℓ(x, 0) + m(τ, ǫ) ≥ u(x, τ). If x ∈ Bcǫ , m(τ, ǫ) ≥ Wǫ/2(x, τ) ≥ u(x, τ),
hence Uǫ,ℓ(x, 0)+m(τ, ǫ) ≥ u(x, τ). So we always have Uǫ,ℓ(x, 0)+m(τ, ǫ) ≥ u(x, τ) for any
x ∈ RN . Applying maximum principle yields to Uǫ,ℓ(., .− τ) +m(τ, ǫ) ≥ u in RN × (τ,∞).
Finally, the function U defined by (2.2.25) is the maximal solution because Uǫ,ℓ(x, t−τ)→
Uǫ,ℓ(x, t) as τ → 0 and Uǫ,ℓ ↑ Uǫ,∞ when ℓ→∞ and Uǫ,∞ ↓ U when ǫ→ 0. 
2.3 About uniqueness
We prove first the existence of global radial solutions of (2.1.18) under the Keller-
Osserman condition.
Proof of Proposition 2.1.5. A solution of (2.1.19) is locally given by the formula
w(r) = a+
∫ r
0
s1−N
∫ s
0
tN−1f(w)dtds (2.3.1)
Existence follows from the Picard-Lipschitz fixed point theorem. The function is increasing
and defined on a maximal interval [0, ra). By a result of Vázquez and Veron [13] ra =∞,
thus the solution is global. Uniqueness on [0,∞) follows always from local uniqueness. The
function r 7→ w(r) is increasing and
w′(r) ≥ f(a)
N
r, w(r) ≥ a+ f(a)
2N
r2
for all r > 0. 
Proposition 2.3.1 Assume f is locally Lipschitz continuous on R+ and (2.1.12) does not
hold. For any u0 ∈ C(RN ) which satisfies
wa(|x|) ≤ u0(x) ≤ wb(|x|) ∀x ∈ RN (2.3.2)
for some 0 < a < b, there exists a positive solution u ∈ C(Q∞) ∩ C2,1(Q∞) of (2.1.1) in
Q∞ and satisfying u(., 0) = u0 in R
N . Furthermore
wa(|x|) ≤ u(x, t) ≤ wb(|x|) ∀(x, t) ∈ Q∞. (2.3.3)
Proof. Clearly wa and wb are ordered solutions of (2.1.1). We denote by un the solution of
the initial-boundary problem

∂tun −∆un + f(un) = 0 in Qn = Bn × (0,∞)
un(x, t) = (wa(|x|) + wb(|x|))/2 on ∂Bn × (0,∞)
un(x, 0) = u0(x) in Bn.
(2.3.4)
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By the maximum principle, un satisfies (2.3.3) in Qn. Using locally parabolic equations
regularity theory, we derive that the set of functions {un} is eventually equicontinuous on
any compact subset of Q∞. Using a diagonal sequence, we conclude that there exists a
subsequence {unk} which converges locally uniformly in Q∞ to some weak solution u ∈
C(Q∞) which satisfies u(., 0) = u0 in RN . By standard method, u is a strong solution (at
least C2,1(Q∞)). 
Proposition 2.3.2 Assume f is locally Lipschitz continuous on R+ and (2.1.10) holds but
(2.1.12) is not satisfied. Then for any u0 ∈ C(RN ) which satisfies
0 ≤ u0(x) ≤ wb(|x|) ∀x ∈ RN (2.3.5)
for some b > 0, there exists a positive solution u ∈ C(Q∞) of (2.1.1) in Q∞ satisfying
u(., 0) = u0 in R
N and
u(x, t) ≤ min{φ∞(t), wb(|x|)} ∀(x, t) ∈ Q∞. (2.3.6)
Proof. For any R > 0, let uR be the solution of{
∂tuR −∆uR + f(uR) = 0 in Q∞
uR(x, 0) = u0(x)χBR(x) in R
N .
(2.3.7)
The solution which is constructed is dominated by the solution of the heat equation with
the same initial data. Thus
uR(x, t) ≤ (4πt)−
N
2
∫
BR
e−
|x−y|2
4t u0(x)dy ∀(x, t) ∈ Q∞. (2.3.8)
and lim
|x|→∞
uR(x, t) = 0 uniformly with respect to t. The functions φ∞ and wb are solutions
of (2.1.1) in Q∞, which dominate uR at t = 0. By the maximum principle,
min{φ∞(t), wb(|x|)} ≥ uR(x, t) ∀(x, t) ∈ Q∞. (2.3.9)
The fact that the mapping R 7→ uR is increasing and (2.3.9) imply that there exists
u := lim
R→∞
uR which satisfies u(., 0) = u0 in RN . Letting R → ∞ in (2.3.9) yields (2.3.6).

Proof of Theorem 2.1.6. Combining Proposition 2.3.1 and Proposition 2.3.2 we see that
there exists two solutions u and u with the same initial data u0 which are ordered and
different since lim
|x|→∞
u(x, t) =∞ and lim
|x|→∞
u(x, t) ≤ φ∞(t) <∞ for all t > 0. 
Proof of Theorem 2.1.7. By (2.1.15), there always holds
(f(a)− f(b))sign(a− b) ≥ f(|a− b|) ∀a, b > 0 (2.3.10)
where
sign(z) =


1 if z > 0,
−1 if z < 0,
0 if z = 0.
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By Kato’s inequality,
∂t |u− u˜| −∆ |u− u˜| ≤ [∂t(u− u˜)−∆(u− u˜)]sign(u− u˜),
therefore by step 1,
∂t |u− u˜| −∆ |u− u˜|+ f(|u− u˜|) ≤ 0. (2.3.11)
Let ǫ > 0. There exists Rǫ > 0 such that for any R ≥ Rǫ,
0 ≤ |u− u˜| (x, t) ≤ wǫ(|x|) ∀(x, t) ∈ BcR × [0, 1]. (2.3.12)
Since wǫ is a positive solution of (2.1.1) which dominates |u− u˜| on ∂BR × [0, 1] and at
t = 0, it follows that |u− u˜| ≤ wǫ in BR × [0, 1]. Letting R→∞ yields to |u− u˜| ≤ wǫ in
RN × [0, 1]. Letting ǫ→ 0 and since lim
ǫ→0
wǫ(|x|) = 0 for any x ∈ RN , we derive |u− u˜| = 0,
thus u = u˜ in RN × [0, 1]. Iterating yields that equality holds in Q∞. 
Remark. If we replace the condition (2.1.15) by the assumption that f(s)s is increasing in
(0,∞), the conclusion of Theorem 2.1.7 remains valid.
Proof of Theorem 2.1.8.
Proof of statement (i). The solution u which is constructed in Proposition 2.3.2 is a minimal
solution of (2.1.1) in Q∞ with the initial value u0. Indeed, if u ∈ C2,1(Q∞) is a nonnegative
solution of (2.1.1) in Q∞ which satisfies u(., 0) = u0 in RN then, by maximum principle,
uR ≤ u in Q∞ where uR is the solution of (2.3.7). Letting R → ∞ yields u ≤ u in Q∞.
Next we construct the maximal solution. We recall that wR is the solution of (2.2.9). Since
f satisfies (2.1.15), wR + uR is a supersolution in BR × (0,∞). If u ∈ C(Q∞) is a solution
(2.1.1) in Q∞ with initial data u0, it is dominated by wR + uR on ∂BR × (0,∞). Thus
u ≤ wR + uR in BR × (0,∞). Since
uR ≤ u ≤ wR + uR,
wR → 0 when R→∞, by Proposition 2.2.3-Step 1, and uR → u, we derive that u = u.
Proof of statement (ii). Assume that there exists at least one positive solution u of (2.1.1)
satisfying (2.1.23) and f(u) ∈ L1loc(Q∞), equivalently [9]∫ ∞
0
∫
RN
(−u(∂tη +∆η) + f(u)η) dxdt =
∫
RN
η(x, 0)dµ(x) (2.3.13)
for all η ∈ C2,1c (Q∞). We first construct a minimal solution in the following way : let n ∈ N
and R > 0 and let v = vR,n be the solution of

∂v −∆v + f(v) = 0 in BR × (0,∞)
v = 0 on ∂BR × (0,∞)
v(., 0) = u(., 2−n) in BR.
(2.3.14)
By the maximum principle, vR,n(., t) ≤ u(., t+ 2−n). Furthermore,
vR,n(x, 2
−n) ≤ u(., 2−n+1) = vR,n(x, 0),
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therefore,
vR,n(x, t+ 2
−n) ≤ vR,n−1(x, t) in BR × (0,∞). (2.3.15)
Using the formulation (2.3.13) with vR,ǫ, we obtain∫ ∞
0
∫
RN
(−vR,n(∂tη +∆η) + f(vR,n)η) dxdt =
∫
RN
η(x, 0)u(x, 2−n)dx, (2.3.16)
for any η ∈ C2,1c (QBR∞ ). The right-hand side of (2.3.16) converges to
∫
RN
η(x, 0)dµ(x).
Concerning the left-hand side, there holds f(vR,n(x, t)) ≤ f(u(x, t + 2−n)). Since f(u) ∈
L1loc(Q∞), f(vR,n) is bounded in L
1
loc(Q
BR
∞ ). By the L1 regularity theory for parabolic
equations (see [8] and the references therein), the set of functions {vR,n} is locally compact
in L1loc(Q∞) and there exists a subsequence {nk} and a function uR such that vR,nk → uR,
almost everywhere in QBR∞ , and uR ≤ u. Noticing that the sets of functions {f(u(., .+2−n))}
and {u(., . + 2−n)} are uniformly integrable, we obtain that the two sets {f(vR,n)} and
{vR,n} are also uniformly integrable in BR × (0, T ). It follows from Vitali’s convergence
theorem that, up to a subsequence still denoted by {nk}, vR,nk → uR and f(vR,nk)→ f(uR)
in L1(BR × (0, T )). Letting n = nk →∞ in (2.3.16) we derive∫ ∞
0
∫
RN
(−uR(∂tη +∆η) + f(uR)η) dxdt =
∫
RN
η(x, 0)dµ(x). (2.3.17)
This means that uR satisfies uR ≤ u and

∂uR −∆uR + f(uR) = 0 in BR × (0,∞)
uR = 0 on ∂BR × (0,∞)
uR(., 0) = χBRµ in BR.
(2.3.18)
If u˜ is any other nonnegative solution of (2.1.1) in Q∞ with initial data µ, the sequence
of solutions v˜R,n of (2.3.14) with initial data u˜(., 2−n) converges, up to a subsequence, to
some u˜R which satisfies u˜R ≤ u˜ and is solution of problem (2.3.18). We know from [7],
[8] that this problem admits at most one solution. Therefore u˜R = uR, which implies that
uR ≤ u˜ in QBR∞ . Furthermore, in the above construction, we have only used the fact that
u˜ is defined in a domain larger than QBR∞ and is nonnegative. Consequently, the same
comparison applies if we compare uR and uR′ for R
′ > R and we obtain
uR ≤ uR′ in QBR∞ .
Put u = limR→∞ uR. Using the monotone convergence theorem and a test function η ∈
C2,1c (Q∞) with compact support in QBR∞ , we obtain∫ ∞
0
∫
RN
(−u(∂tη +∆η) + f(u)η) dxdt =
∫
RN
η(x, 0)dµ(x). (2.3.19)
from (2.3.17). Thus u satisfies (2.1.23) and f(u) ∈ L1loc(Q∞). By construction u is smaller
than any other nonnegative solution.
As in the proof of statement (i), we see that, for any n ∈ N∗, there holds u ≤ wR+vR,n
in QBR∞ . Consequently u ≤ wR + uR and letting R→∞, u ≤ u. Thus u = u. 
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2.4 Initial trace
2.4.1 The regular part of the initial trace
In this section we only assume that f is a continuous nonnegative function defined on
R+ and that u is a C2,1 positive solution of (2.1.1) in QT .
Lemma 2.4.1 Assume G is a bounded C2 domain in RN , QGT := G × (0, T ] and let
u ∈ C2,1(QGT ) be a positive solution of (2.1.1) in QGT such that f(u) ∈ L1(QGT ). Then
u ∈ L∞(0, T ;L1(G′)) for any domain G′ ⊂ G′ ⊂ G and there exists a positive Radon
measure µG on G such that
lim
t→0
∫
G
u(x, t)ζ(x)dx =
∫
G
ζ(x)dµG(x) ∀ζ ∈ Cc(G). (2.4.1)
Proof. Let φ := φG be the first eigenfunction of −∆ in W 1,20 (G) with corresponding eigen-
value λG. We assume φ > 0 in G. Then
d
dt
∫
G
uφdx+ λG
∫
G
uφdx+
∫
G
f(u)φ dx+
∫
∂G
u
∂φ
∂n
dS = 0
where n denote the outward normal unit vector to ∂Ω. Since φn < 0, the function
t 7→ eλGt
∫
G
u(x, t)φ(x)dx−
∫ T
t
∫
G
eλGsf(u)φdx ds
is increasing and
∫
G
u(x, t)φ(x)dx ≤ eλG(T−t)
∫
G
u(x, T )φ(x)dx+ e−λGt
∫ T
t
∫
G
eλGsf(u)φdx ds
for 0 < t ≤ T . Thus u ∈ L∞(0, T ;L1(G′)) for any strict domain G′ of G. If ζ ∈ C2c (G),
there holds
d
dt
(∫
G
u(x, t)ζ(x)dx−
∫ T
t
∫
G
(f(u)ζ − u∆ζ) dx ds
)
= 0. (2.4.2)
Consequently
lim
t→0
∫
G
u(x, t)ζ(x)dx =
∫
G
u(x, T )ζ(x)dx+
∫ T
0
∫
G
(f(u)ζ − u∆ζ) dx ds. (2.4.3)
This implies that u(., t) admits a limit in D′(G), and this limit is a positive distribution.
Therefore there exists a positive Radon measure µG on G satisfies (2.4.1). 
Proof of Proposition 2.1.9. It is clear that R(u) is an open subset. If G is a strict
bounded subdomain of R(u), i.e. G ⊂ R(u), there exists a finite number of points zj
(j = 1, ..., k) with r′j > rj > 0 such that f(u) ∈ L1(Q
Br′
j
(zj)
T ) and G ⊂ ∪kj=1Brj (zj). Let
µj = µBrj (zj) the measure defined in Lemma 2.4.1. If ζ ∈ Cc(G) there exists a partition of
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unity {ηj}kj=1 relative to the cover {Brj (zj)}kj=1 such that ηj ∈ C∞0 (G), supp(ηj) ⊂ Brj (zj)
and ζ =
k∑
j=1
ηjζ. Since
lim
t→0
∫
Brj (zj)
u(x, t)(ηjζ)(x)dx =
∫
Brj (zj)
(ηjζ)(x)dµj(x) ∀j = 1, ..., k,
there exists a positive Radon measure µ on R(u) satisfying (2.1.24). Notice also that
u ∈ L∞(0, T ;L1(G)) for any G ⊂ G ⊂ R(u). 
The main problem is to analyse the behaviour of u on the singular set S(u).
2.4.2 The Keller-Osserman condition holds
If the Keller-Osserman condition holds, the existence of an initial trace of arbitrary
positive solutions of (2.1.1) is based upon a dichotomy in the behaviour of those solutions
near t = 0.
Lemma 2.4.2 Assume u is a positive solution of (2.1.1) in QT and z ∈ S(u). Suppose
that at least one of the following sets of conditions holds.
(i) There exists an open neighborhood G of z such that u ∈ L1(QGT ).
(ii) f is nondecreasing and (2.1.12) holds.
Then, for every open relative neighborhood G′ of z,
lim
t→0
∫
G′
u(x, t)dx =∞. (2.4.4)
Proof. First, we assume that (i) holds and let ζ ∈ C2c (G), ζ ≥ 0. Since z ∈ S(u), then for
every open relative neighborhood G′ of z, there holds∫ T
0
∫
G′
f(u)dx dt =∞. (2.4.5)
Since there exists
lim
t→0
∫ T
t
∫
G′
u∆ζdx dt = L ∈ R,
it follows from (2.4.3) that∫
G′
u(x, t)ζ(x)dx =
∫ T
t
∫
G′
f(u)ζdxds+O(1), (2.4.6)
which implies (2.4.4).
Next we assume that (2.1.12) holds and u /∈ L1(QGT ) for every relative neighborhood G of
z. If there exists an open neighborhood G ⊂ Ω of z such that (2.4.4) does not hold, there
exist a sequence {tn} decreasing to 0 and 0 ≤M <∞ such that
sup
tn
∫
G
u(x, tn)dx = M. (2.4.7)
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Furthermore, we can always replace G by an open ball BR(z) ⊂ G. Thus (2.4.7) holds with
G replaced by BR(z). Put wz,R := wR(. − z) where wR is the maximal solution of (2.2.9)
and let v := vn be the solution of

∂tv −∆v = 0 in BR(z)× (tn,∞)
v = 0 on ∂BR(z)× (tn,∞)
v(., tn) = u(., tn) in BR(z).
(2.4.8)
Since vn ≥ 0, f(wz,R + vn) ≥ f(wz,R), and wz,R + vn is a supersolution of (2.1.1) in
BR(z)× (tn, T ). It dominates u on ∂BR(z)× (tn, T ) and at t = tn, thus u ≤ wz,R + vn in
BR(z)× (tn, T ). We can assume that u(., tn)→ ν for some positive and bounded measure
ν on BR(z). Therefore
u(x, t) ≤ v(x, t) + wz,R(x) in QBR(z)T (2.4.9)
where v is the solution of

∂tv −∆v = 0 in QBR(z)∞
v = 0 on ∂BR(z)× (0,∞)
v(., 0) = ν in D′(BR(z)).
(2.4.10)
Since v ∈ L1(QBR(z)T ) and wR is uniformly bounded in any ball BR′(z) for 0 < R′ < R, we
conclude that u ∈ L1(QBR′ (z)T ), which is a contradiction. 
Definition 2.4.3 Assume f is nondecreasing and satisfies (2.1.12). Let u ∈ C2,1(QT ) be
a positive solution of (2.1.1) in QT . We say that u possesses an initial trace with regular
part µ ∈M+(R(u)) and singular part S(u) = RN \ R(u) if
(i) For any ζ ∈ Cc(R(u)),
lim
t→0
∫
R(u)
u(x, t)ζ(x)dx =
∫
R(u)
ζ(x)dµ(x). (2.4.11)
(ii) For any open set G ⊂ RN such that G ∩ S(u) 6= ∅
lim
t→0
∫
G
u(x, t)dx =∞. (2.4.12)
Proof of Theorem 2.1.11. The set R(u) and the measure µ ∈ M+(R(u)) are defined
by Definition 2.1.10 thanks to Proposition 2.1.9. Because (2.1.12) holds, S(u) = Ω \ R(u)
inherits the property (ii) in Definition 2.4.3 because of Lemma 2.4.2 (ii). 
In the case f(s) = s lnα(s+1) with α > 2, Theorem 2.1.11 can be derived by adapting
the technic in [5]. We present below the proof for the sake of completeness.
Lemma 2.4.4 The function f(r) = r lnα(r + 1) with α > 0 is positive and convex and
it admits a conjugate function f∗ defined by f∗(s) = maxr>0(rs − f(r)) = maxr>0(rs −
r lnα(r + 1)) which satisfies
f∗(s) < ses
1
α ∀s > 0. (2.4.13)
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Proof. The second derivative of f is given by the following formula
f ′′(r) = α
lnα−2(r + 1)
(r + 1)2
[(r + 2) ln(r + 1) + (α− 1)r]. (2.4.14)
It is easy to see that f ′′(r) > 0 for every r > 0 and the convexity of f follows straighaway.
The unique maximum of r 7→ rs− f(r) is achieved for
s = f ′(rs) = ln
α(rs + 1) + α
rs
rs + 1
lnα−1(rs + 1)
and satisfies lnα(rs + 1) ≤ s. On the other hand, there exists θα ≥ 1 such that, for any
r ≥ 0,
lnα(r + 1) + α
r
r + 1
lnα−1(r + 1) ≤ (θα + ln(r + 1))α.
Therefore
lnα(rs + 1) ≤ s ≤ (θα + ln(rs + 1))α =⇒ (es
1
α−θα − 1)+ ≤ rs ≤ (es
1
α − 1)
and then
s(es
1
α−θα − 1)+(1− θαs
−1
α )α+ ≤ f(rs) ≤ s(es
1
α − 1).
Finally, for every s > 0 and every r > 0,
rs− f(r) ≤ s(es
1
α − 1)− s(es
1
α−θα − 1)+(1− θαs
−1
α )α+ ≤ ses
1
α
which give the desired estimate for f∗(s). 
As a consequence, it is possible to define the initial trace in the case α > 2.
Theorem 2.4.5 Assume f(r) = r lnα(r + 1) avec α > 2. If u ∈ C2,1(QT ) is a positive
solution of (2.1.2) then for every y ∈ Ω, the following alternative holds. Either (i) for every
neighborhood G of y in Ω,
lim
t→0
∫
G
u(x, t)dx =∞, (2.4.15)
or (ii) there exists an open neighborhood G of y in Ω and a positive linear functional LG
on C∞c (G) such that
lim
t→0
∫
G
u(x, t)ζdx = LG(ζ) ∀ζ ∈ C∞c (G). (2.4.16)
A criterion for this dichotomy result is the finiteness of the following integral
Iγ =
∫ 1
0
∫
G
u lnα(u+ 1)e−φ
−γ
dxdt (2.4.17)
where γ > max{1, 2α−2} and φ := φG is the first eigenfunction of−∆ inW 1,20 (G) normalized
so that maxG φ = 1 and λG > 0 the corresponding eigenvalue.
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Proof. Case 1 : Iγ =∞. For γ > 1, set ψ(x) = e−φ−γ(x). Multiplying (2.1.2) by ψ(x) and
integrating over G we have∫
G
∂tuψdx−
∫
G
∆uψdx+
∫
G
ψ f(u)dx = 0.
Since φ(x) = 0 on ∂G, it follows that∫
G
∂tuψdx−
∫
G
u∆ψdx+
∫
G
ψf(u)dx = 0
By some computations, we obtain that
∆ψ = γ2ψφ−2(γ+1)|∇φ|2 − γψ[(γ + 1)φ−(γ+2)|∇φ|2 + λGφ−γ ],
which implies
∆ψ ≤ γ2ψφ−2(γ+1)|∇φ|2.
Therefore
− d
dt
∫
G
uψdx+
∫
G
uγ2ψφ−2(γ+1)|∇φ|2dx ≥
∫
G
ψf(u)dx. (2.4.18)
Set ℓ = max{1, ‖∇φ‖2∞}. By convexity,
f
(
1
2ℓγ2
u
)
≤ 1
2ℓγ2
f(u).
By applying the above inequality with r = 1
2ℓγ2
u and s = 2ℓγ2φ−2(γ+1) and and using the
definition of f∗, we get∫
G uγ
2ψφ−2(γ+1)|∇φ|2dx ≤ ℓγ2 ∫G ψ(f(r) + f∗(s))dx
≤ 1
2
∫
G ψf(u)dx+ ℓγ
2
∫
G ψf
∗(2ℓγ2φ−2(γ+1))dx.
(2.4.19)
The previous two inequalities yield to
− d
dt
∫
G
uψdx ≥ 1
2
∫
G
ψf(u)dx− ℓγ2
∫
G
ψf∗(2ℓγ2φ−2(γ+1))dx. (2.4.20)
By Lemma 2.4.4, the following estimate holds
f∗(2ℓγ2φ−2(γ+1)) ≤ 2ℓγ2φ−2(γ+1)e(2ℓγ2)
1
α φ
−2(γ+1)
α .
Since γ > max{1, 2α−2},∫
G
e−φ
−γ(x)φ−2(γ+1)e(2ℓγ
2)
1
α φ
−2(γ+1)
α dx <∞.
Moreover 0 < ψ ≤ e−1. Hence the second term on the right hand side of (2.4.20) take a
finite value denoted by A. Then we obtain
− d
dt
∫
G
uψdx ≥ 1
2
∫
G
ψf(u)dx−A
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Since Iγ = ∞ then
∫ 1
0
∫
G ψf(u)dxdt = ∞, which implies limt→0
∫
G uψdx = ∞, and hence
limt→0
∫
G udx =∞.
Case 2 : Iγ <∞. Let K ⊂⊂ G and ζ ∈ C∞c (K). By Hopf’s lemma, there exists a positive
constant c such that
φ(x) ≥ c d
∂G
(x)
where d
∂G
(x) denotes the distance from any point x ∈ G to ∂G. It follows that
min
K
φ ≥ dist(K, ∂G) =: dK > 0.
Therefore
e−d
−γ
K
∫ 1
0
∫
K
f(u)dxdt ≤
∫ 1
0
∫
K
ψf(u)dxdt <∞,
which implies ∫ 1
0
∫
K
f(u)dxdt <∞.
Multiplying (2.1.2) by ζ and take integrating over K twice on [t, 1], we obtain that∫
K
u(x, 1)ζ(x)dx−
∫
K
u(x, t)ζ(x)dx =
∫ 1
t
∫
K
(u∆ζ − u lnα(u+ 1)ζ)dxdτ.
Because the right hand side is bounded as t → 0, there exists a positive linear functional
LG on C∞c (G) satisfying (2.4.16). 
If Ω is a bounded domain with a C2 boundary and µ ∈ Mb(Ω), we denote by uµ the
solution of 

∂tu−∆u+ f(u) = 0 in QΩ∞
u = 0 on ∂Ω× (0,∞)
u(., 0) = µ in D′(Ω).
(2.4.21)
We recall the following stability result proved in [8, Th 1.1].
Lemma 2.4.6 Let Ω be a bounded domain with a C2 boundary. Assume f is nondecreasing
and satisfies (2.1.8). Then for any µ ∈ Mb(Ω) problem (2.4.21) admits a unique solution
uµ. Moreover, if {µn} ⊂ Mb(Ω) converges weakly to µ ∈ Mb(Ω) then uµn → uµ locally
uniformly in Ω× (0,∞) and in L1(QΩT ), and f(uµn)→ f(uµ) in L1(QΩT ), for every T > 0.
Remark. The result remains true if Ω is unbounded, with a C2 compact (possibly empty)
boundary and the µn have their support in a fixed compact set. In such a case uµn(x, t)→ 0
when |x| → ∞, uniformly with respect to n and t since
|uµn(x, t)| ≤ (4πt)−
N
2
∫
RN
e−
|x−y|2
4t d |µn| (y) ∀(x, t) ∈ Q∞. (2.4.22)
By Lemma 2.4.6 and the remark hereafter, for every y ∈ Ω and k > 0, there exists a
unique solution vy,k,Ω := v to (2.4.21) with µ = kδy. By comparison principle (see [8, Prop
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1.2]) vy,k,Ω is positive, increases as k increases and depends continuously on y. Note that
if Ω = RN , vy,k,RN (x, t) := vy,k(x, t) = ukδ0(|x− y| , t) ; furthermore, if f satisfies (2.1.12),
we recall that U = limk→∞ ukδ0 is the minimal solution of (2.1.1) in Q∞ with initial trace
({0}, 0).
Proposition 2.4.7 Assume f is nondecreasing and satisfies (2.1.8) and (2.1.12). Let u ∈
C2,1(Q∞) is a positive solution of (2.1.1) in Q∞ with initial trace (S, µ). Then for every
y ∈ S,
Uy(x, t) := U(x− y, t) ≤ u(x, t) (2.4.23)
in Q∞.
Proof. By translation we may suppose that y = 0. Since 0 ∈ S(u), for any η > 0 small
enough
lim
t→0
∫
Bη
u(x, t)dx =∞.
For ǫ > 0, denoteMǫ,η =
∫
Bη
u(x, ǫ)dx. For anym > mη = inf
σ>0
Mσ,η there exists ǫ = ǫ(m, η)
such that m = Mǫ,η and lim
η→0
ǫ(m, η) = 0. Let vη be the solution of the problem
{
∂tvη −∆vη + f(vη) = 0 in Q∞
vη(x, 0) = u(x, ǫ)χBη in R
N
where χBη is the characteristic function of Bη. By the maximum principle vη ≤ u in
RN × (ǫ,∞). By Lemma 2.4.6 and the remark after vη converges to v0,m when η goes to
zero. Letting m go to infinity yields (2.4.23). 
Corollary 2.4.8 Under the assumption of Proposition 2.4.7, there exists a minimal posi-
tive solution US of (2.1.1) in Q∞ with initial trace (S, 0) in the sense that
US(x, t) ≤ u(x, t) ∀(x, t) ∈ Q∞, (2.4.24)
for all positive solution u ∈ C2,1(Q∞) of (2.1.1) with initial trace (S, µ).
Proof. If we set U˜S = sup{Uy : y ∈ S}, then U˜S is a subsolution of (2.1.1). If u is a positive
solution of (2.1.1) with initial trace (S, µ), then u ≥ U˜S by Proposition 2.4.7. Therefore
u is larger than the smallest solution of (2.1.1) in Q∞ which is above U˜S . We denote this
minimal solution by US . 
If S contains some ball BR we have a more precise result.
Proposition 2.4.9 Assume that f satisfies (2.1.15). Let u be a positive solution of (2.1.1)
in Q∞ with initial trace (S, µ). We assume that S has a non-empty interior, and for R > 0,
we denote by intR(S) the set of y ∈ S such that BR(y) ⊂ S. Then for any R′ ∈ (0, R)
there holds
lim
t→0
u(x, t)
φ∞(t)
= 1 (2.4.25)
uniformly for x ∈ BR′(y) and y ∈ intR(S).
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Proof. Let y ∈ intR(S) and w(x, t) = u(x, t) + wy,R where wy,R = wR(. − y) (wR is the
solution to (2.2.9)). Then w is a supersolution of (2.1.1) in QBR(y)∞ and limt→0w(x, t) =∞,
uniformly with respect to x ∈ BR(y) by (2.4.23). Then, for any ǫ > 0, there exists tǫ > 0
such that w(x, t) ≥ φ∞(ǫ) in QBR(y)tǫ . Since φ∞(t+ǫ) remains bounded on ∂BR(y)×(0,∞),
it follows by the maximum principle that
w(x, t) ≥ φ∞(t+ ǫ) ∀(x, t) ∈ QBR(y)∞ .
Letting ǫ → 0 and using the fact that wy,R remains uniformly bounded in BR′(y) with
0 < R′ < R, we derive
u(x, t) ≥ φ∞(t)−KR′ ∀(x, t) ∈ QB
′
R(y)
∞ . (2.4.26)
where KR′ = max{wy,R(x) : x ∈ BR′(y)}. Combining this estimate with (2.2.21) yields to
(2.4.25). 
We next derive the following convergence lemma :
Proposition 2.4.10 Assume that f is nondecreasing and satisfies (2.1.8), (2.1.12) and
(2.1.15). Let {un} be a sequence of positive solutions of (2.1.1) in Q∞ with initial trace
(S(un), µn) such that un → u locally uniformly in Q∞ and let A be an open subset of
R(un) := RN \ S(un). Then u is a positive solution of (2.1.1) in Q∞ with initial trace
denoted by trRN (u) = (S, µ). Furthermore, if µn(A) remains uniformly bounded, then A ⊂
R := RN \ S and χAµn → χAµ weakly. Conversely, if A ⊂ R(u) then µn(K) remains
bounded independently of n, for every compact set K ⊂ A.
Proof. The fact that u is a positive solution of (2.1.1) in Q∞ is standard by the weak
formulation of the equation. Assume now that A ∩ S 6= ∅. Let z ∈ A ∩ S and R > 0 such
that BR(z) ⊂ A. By convexity, un is bounded from above in QBR(z)∞ by vn + wz,R, where
vn,z satisfies 

∂tv −∆v + f(v) = 0 in QBR(z)∞
v = 0 on ∂BR(z)× (0,∞)
v(., 0) = χ
BR(z)
µn in BR(z).
(2.4.27)
We can assume that, up to a subsequence, χ
BR(z)
µnk → µz ∈ Mb+(BR(z)) weakly, thus
vnk,z → vz where vz is the solution of

∂tv −∆v + f(v) = 0 in QBR(z)∞
v = 0 on ∂BR(z)× (0,∞)
v(., 0) = µz in BR(z).
(2.4.28)
Therefore
u ≤ vz + wz,R in QBR(z)∞ . (2.4.29)
By Lemma 2.4.6, it implies that u ∈ L1(QBR′ (z)T ) for any 0 < R′ < R. Furthermore, if
(2.1.8) is satisfied, then for any positive constant k, s 7→ sN/2f(s−N/2+ k) ∈ L1(0, 1), thus
if v is such that f(v) ∈ L1(QBR′ (z)T ), there holds f(v + k) ∈ L1(Q
BR′ (z)
T ). In particular,
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since f(vz) ∈ L1(QBR′ (z)T ), and if we take k = max{wz,R(x) : x ∈ BR′(z)}, we derive
that f(u) ∈ L1(QBR′ (z)T ), and therefore z ∈ R, which is a contradiction ; thus A ⊂ R.
Next, there exist a subsequence {nk} and a bounded positive measure µ˜, with support
in A such that χAµnk → µ˜ weakly and suppose BR(z) ⊂ A. Since unk ≤ vnk,z + k and
f(unk) ≤ f(vnk,z + k) in QBR′ (z)T and vnk,z + k and f(vnk,z + k) are uniformly integrable in
Q
BR′ (z)
T , it follows that unk and f(unk,z) inherit this property. Therefore, if ζ ∈ C2c (BR(z))
we can assume that it vanishes outside BR′(z). Because∫
BR(z)
ζ(x)dµnk(x) =
∫
BR(z)
unk(x, t)ζ(x)dx+
∫ t
0
∫
BR(z)
(−unk∆ζ + f(unk)ζ) dxds,
(2.4.30)
we derive from Vitali’s convergence theorem∫
BR(z)
ζ(x)dµ˜(x) =
∫
BR(z)
u(x, t)ζ(x)dx+
∫ t
0
∫
BR(z)
(−u∆ζ + f(u)ζ) dxds. (2.4.31)
This implies that χ
BR(z)
µ˜ = χ
BR(z)
µ and, by a partition of unity, that µ˜ = χAµ.
Assume now that K ⊂ R is compact. If µn(K) is unbounded and up to a subsequence still
denoted by {n}, there exists a point y ∈ K such that for any neighborhood O of y, O ⊂ A,
µn(O) → ∞ as n → ∞. We can take O = Br(y) and put Mn,r = µn(Br(y)). If m ∈ N∗,
there exists an integer n = n(m, r) such that m ≤ Mn,r, and limr→0 n(m, r) = ∞. Let
r0 > r such that Br0(y) ⊂ A, and wr be the solution of

∂tw −∆w + f(w) = 0 in QBr0 (y)∞
w = 0 on ∂B
Br0 (y)
∞
w(., 0) = χ
Br(y)
µn in Br0(y).
(2.4.32)
By the comparison principle, wr ≤ un in QBr0 (y)∞ . Since χBr(y)µn → mδy as r → 0 and
n→∞, we derive uy,m,Br0 (y) ≤ u from Lemma 2.4.6 and the remark hereafter. Since m is
arbitrary, uy,∞,Br0 (y) ≤ u. This implies that y ∈ S, which is a contradiction. 
If A is an open subset of Ω and ν ∈M+(A), we define an extension ν of ν to Ω by
ν(E) = inf
E⊆O
ν(O ∩A) (2.4.33)
for every Borel set E ⊂ Ω where the infimum is taken over the open subsets O ; ν is an
outer regular Borel measure on Ω and ν = ν|A.
The following result which shows the existence of a minimal solution of (2.1.1) with a
given initial trace in M+(A) for any open subset A in RN is a straightforward adaptation
of [7, Lemma 3.3].
Proposition 2.4.11 Assume that f is nondecreasing and satisfies (2.1.8), (2.1.12) and
(2.1.15).
(i) Let A be an open subset of RN and let ν ∈ M+(A) with associated extension ν. Then
there exists a positive solution of (2.1.1) in Q∞, denoted by uν , satisfying TrRN (uν) = ν and
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such that uν ≤ v for every positive solution v of (2.1.1) in Q∞ such that trRN (v) = (S, µ)
and χAµ ≥ ν.
(ii) Let Ω ⊂ RN be a bounded domain with a C2 boundary and un be the solution of problem

∂tun −∆un + f(un) = 0 in QΩT
un = n on ∂Ω× (0,∞)
un(., 0) = n in Ω.
(2.4.34)
Denote U∞,Ω := lim
n→∞
un. Then U∞,Ω is the maximal solution of (2.1.1) in Q
Ω
∞ in the sense
that the following relation holds in QΩT for every positive solution v of (2.1.1)
U∞,Ω ≥ v. (2.4.35)
Taking A = R := RN \ S, we obtain the existence of a minimal positive solution of
(2.1.1) with a given positive Radon measure µ ∈M+(R) as the regular part of the initial
trace.
Corollary 2.4.12 Let S be a closed subset of RN , R = RN \ S and µ ∈ M+(R). Then
there exists a positive solution uµ of (2.1.1) such that TrRN (uµ) = µ and uµ ≤ v for every
positive solution v of (2.1.1) in Q∞ such that trRN (v) = (S, µ).
As a counterpart of Theorem 2.1.11 we have a existence result stated in Theorem 2.1.12.
Proof of Theorem 2.1.12.
Step 1 : Construction of a minimal solution. Let US and uµ the minimal solution construc-
ted in Corollary 2.4.8 and Corollary 2.4.12. Then uˇS,µ := sup{US , uµ} is a subsolution of
(2.1.1) in Q∞ while uˆS,µ := US + uµ is a supersolution. Furthermore uˇS,µ ≤ uˆS,µ. There-
fore the set of solutions u in Q∞ such that u˜S,µ ≤ u ≤ uˆS,µ is not empty and we denote
by uS,µ the smallest solution larger than uˇS,µ ; it is a solution with initial trace (S, µ). If
u is any other positive solution with the same initial trace, it is larger than uS and uµ
by Corollary 2.4.8 and Corollary 2.4.12. Therefore it is larger than uˇS,µ and consequently
larger than uS,µ.
Step 2 : Construction of the maximal solution. The proof is somewhat similar to the one
on [7, Th 3-4], but we give it for the sake of completeness. We denote, for δ > 0,
Sδ := {x ∈ RN : dist (x,S) ≤ δ} and Rδ := RN \ Sδ.
and let µδ be the measure given by
µδ(E) = µ(Rδ ∩ E) ∀E ⊂ RN , E Borel.
We denote by uSδ a solution of (2.1.1) in Q∞ with initial trace (Sδ, 0) : a solution is easily
constructed as the limit when R, k →∞ of the solution v = vk,R of{
∂tv −∆v + f(v) = 0 in Q∞
v(., 0) = kχ
(BR∩S
δ)∪(BR∩B
c
R−δ)
in RN (2.4.36)
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By Proposition 2.4.9, there holds, for any 0 < δ′ < δ and ǫ > 0,
lim
t→0
uSδ(x, t)
φ∞(t)
= 1 uniformly on Sδ′ (2.4.37)
Let uµδ be the solution of of (2.1.1) in Q∞ with initial trace (∅, µδ). This solution is
constructed by approximation, as the limit, when R→∞, of the solution u = uχ
BR
µδ of
{
∂tu−∆u+ f(u) = 0 in Q∞
u(., 0) = χBRµδ in R
N .
(2.4.38)
For τ > 0, let uδ,τ be the solution of (2.1.1) in Q∞ with initial data mδ,τ defined by
mδ,τ (x) =
{
φ∞(τ) if x ∈ Sδ
uµδ(x, τ) if x ∈ Rδ.
Then u(., τ) ≤ mδ,τ in Sδ and u(., τ) ≥ mδ,τ in Rδ by Proposition 2.4.11. Therefore
lim
τ→0
(u(., τ)−mδ,τ (.))+ = 0
in the weak sense of measures. Furthermore, this solution does not depend on u, but
only on Sδ and µδ. The set of functions {uδ,τ}τ>0 is locally uniformly bounded in Q∞.
By the regularity theory for parabolic equations, there exists a subsequence {τk} and a
positive solution u∗δ of (2.1.1) in Q∞ such that uδ,τk → u∗δ locally uniformly in Q∞. By
Proposition 2.4.9 and Proposition 2.4.11, trRN (u
∗
δ) = (Sδ, µδ). Let ωδ,τ be the solution of
(2.1.1) in Q∞ with initial data (u(., τ)−mδ,τ (.))+ (it is constructed in the same way as uµ
in Proposition 2.4.11 -(i)). By Theorem 2.1.8-(ii), limτ→0 ωδ,τ = 0, locally uniformly. Since
u ≤ uδ,τ + ωδ,τ in (τ,∞)× RN , we obtain u ≤ u∗δ . If 0 < δ′ < δ, we can compare similarly
uδ,τ with the solution uδ′,τ of (2.1.1) with initial data
mδ′,τ (x) =
{
φ∞(τ) if x ∈ S ′δ
uµδ′ (x, τ) if x ∈ R′δ.
If u∗δ′ is the limit of any sequence {uδ′,τk′}, it satisfies 0 < u∗δ′ ≤ u∗δ and has initial trace
(Sδ′ , µδ′). By taking in particular δ = δn = 2−n, we construct a decreasing sequence of
positive solutions {u∗2−n} of (2.1.1) in Q∞, with trRN (u∗2−n) = (S2
−n
, µ2−n), satisfying
u ≤ u∗2−n in Q∞.
Clearly the limit uS,µ of the sequence {u∗2−n} is a positive solution of (2.1.1) in Q∞ with
initial trace (S, µ) and is independent of u. It is the maximal solution of the equation with
this initial trace. 
Remark. When f(r) = |r|q−1r with 1 < q < 1+2/N , precise expansion of u∞δ0(x, t), when
t→ 0 allows to prove uniqueness [7]. Even when f(r) = r lnα(r+1) with α > 2, uniqueness
is not known. However, if S = ∅, uniqueness holds from Theorem 2.1.8-(ii).
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2.4.3 The Keller-Osserman condition does not hold
In this section we assume that (2.1.12) does not hold but (2.1.8) is satisfied.
Lemma 2.4.13 Assume (2.1.8) and (2.1.10) are satisfied but (2.1.12) is not satisfied. Mo-
reover assume that lim
k→∞
ukδ0(x, t) = φ∞(t) for every (x, t) ∈ Q∞. If u is a positive solution
of (2.1.1) in Q∞ which satisfies
lim sup
t→0
∫
G
u(x, t)dx =∞, (2.4.39)
for some bounded open subset G ⊂ RN , then u(x, t) ≥ φ∞(t) for every (x, t) ∈ Q∞. This
holds in particular if f(r) = r lnα(r + 1) with 1 < α ≤ 2.
Proof. By assumpion, there exists a sequence {tn} decreasing to 0 such that
lim
n→∞
∫
G
u(x, tn)dx =∞. (2.4.40)
Since (2.4.39) holds, we can construct a decreasing sequence of open subsets Gk ⊂ G such
that Gk ⊂ Gk−1, diam(Gk) = ǫk → 0 when k →∞, and
lim
n→∞
∫
Gk
u(x, tn)dx =∞ ∀k ∈ N. (2.4.41)
Furthermore there exists a unique a ∈ ∩kGk. We set∫
Gk
u(x, tn)dx = Mn,k.
Since lim
n→∞
Mn,k =∞, we claim that for any m > 0 and any k, there exists n = n(k) ∈ N
such that ∫
Gk
u(x, tn(k))dx ≥ m. (2.4.42)
By induction, we define n(1) as the smallest integer n such that Mn,1 ≥ m. This is always
possible. Then we define n(2) as the smallest integer larger than n(1) such that Mn,2 ≥ m.
By induction, n(k) is the smallest integer n larger than n(k−1) such thatMn,k ≥ m. Next,
for any k, there exists ℓ = ℓ(k) such that∫
Gk
inf{u(x, tn(k)); ℓ}dx = m (2.4.43)
and we set
Vk(x) = inf{u(x, tn(k)); ℓ}χGk (x).
Let vk = v be the unique bounded solution of{
∂tv −∆v + f(v) = 0 in Q∞
v(., 0) = Vk in RN .
(2.4.44)
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Since v(x, 0) ≤ u(x, tn(k)), we derive
u(x, t+ tn(k)) ≥ vk(x, t) ∀(x, t) ∈ Q∞. (2.4.45)
When k → ∞, Vk → mδa, thus vk → umδa by Lemma 2.4.6. Therefore u ≥ umδa . Since
m is arbitrary and umδa → φ∞ when m → ∞ by Theorem 2.1.3, it follows that u ≥ φ∞.

Lemma 2.4.14 Assume (2.1.8) is satisfied but neither (2.1.10) nor (2.1.12) is satisfied.
Moreover assume that lim
k→∞
ukδ0 =∞ in Q∞. There exists no positive solution u of (2.1.1) in
Q∞ which satisfies (2.4.39) for some bounded open subset G ⊂ RN . This holds in particular
if f(r) = r lnα(r + 1) with 0 < α ≤ 1.
Proof. If we assume that such a u exists, we proceed as in the proof of the previous lemma.
Since Lemma 2.4.6 holds, we derive that u ≥ umδa for any m. Since limm→∞umδa(x, t) =∞
for all (x, t) ∈ Q∞, we are led to a contradiction. 
Thanks to these results, we can characterize the initial trace of positive solutions of
(2.1.1) when the Keller-Osserman condition does not hold.
Proof of Theorem 2.1.13. If there exists some open subset G of RN with the property
(2.4.39), then u ≥ φ∞ and the initial trace of u is the Borel measure ν∞. Next we assume
that for any bounded open subset G of RN there holds
lim sup
t→0
∫
G
u(x, t)dx <∞. (2.4.46)
If S(u) 6= ∅, there exist z ∈ RN and a bounded open neighborhood G of z such that∫ T
0
∫
G
f(u)dxdxt =∞.
By (2.4.46), u ∈ L∞(0, T ;L1(G)) ⊂ L1(QGT ). Then, by Lemma 2.4.2, (2.4.4) holds, which
contradict (2.4.46). Thus S(u) = ∅ and R(u) = RN . It follows from Proposition 2.1.9 that
there exists a positive Radon measure µ such that
lim
t→0
∫
RN
u(x, t)ζ(x)dx =
∫
RN
ζ(x)dµ(x) ∀ζ ∈ Cc(RN ). (2.4.47)

Because of the lack of uniqueness from Theorem 2.1.6 it is difficult to give a complete
characterization of admissible initial data for solutions of (2.1.1) under the assumptions of
Theorem 2.1.13. However, we have the result as in Proposition 2.1.14.
Proof of Proposition 2.1.14. We first notice that max{φ∞(t), wb(|x|)} is a subsolution
of (2.1.1) which is dominated by the supersolution φ∞(t) + wb(|x|). The construction is
standard : for τ > 0 we set
ψ(x, τ) =
1
2
(max{φ∞(t), wb(|x|)}+ φ∞(t) + wb(|x|)) .
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There exists a function u = uτ ∈ C(Q∞) solution of (2.1.1) in Q∞ such that uτ (., 0) =
ψ(., τ). Furthermore
max{φ∞(t+ τ), wb(|x|)} ≤ uτ (x, t) ≤ φ∞(t+ τ) + wb(|x|) ∀(x, t) ∈ Q∞. (2.4.48)
By the parabolic equation regularity theory, the set {uτ}τ>0 is locally equicontinuous
in Q∞. Thus there exist a subsequence {τn} and u ∈ C(Q∞) such that uτn → u on
any compact subset of Q∞. Clearly u is a weak, thus a strong solutions of (2.1.1) and it
satisfies (2.1.28). Since any solution u with initial trace ν∞ dominates φ∞ by Lemma 2.4.13,
it follows that φ∞ is the minimal one. 
Proof of Theorem 2.1.15. As in the proof of Theorem 2.1.13 and due to Lemma 2.4.14,
S(u) = ∅. Therefore R(u) = RN and the proof follows from Proposition 2.1.9. 
Remark. Under the assumptions of Theorem 2.1.13, it is clear, from the proof of Proposi-
tion 2.3.1, that for any 0 < a < b and any initial data u0 ∈ C(RN ) satisfying
wa(x) ≤ u0(x) ≤ wb(x) ∀x ∈ RN
there exists a solution u ∈ C(Q∞) of (2.1.1) in Q∞ satisfying u(., 0) = u0 and
wa(x) ≤ u(x, t) ≤ wb(x) ∀(x, t) ∈ Q∞.
We conjecture that for any positive measure µ on RN which satisfies, for some b > 0,∫
BR
dµ(x) ≤
∫
BR
wb(x)dx ∀R > 0 (2.4.49)
there exists a positive solution u of (2.1.1) in Q∞ with initial trace µ. Another interesting
open problem is to see if there exist local solutions in QT with an initial trace µ satisfying
lim
R→∞
∫
BR
dµ(x)∫
BR
wb(x)dx
=∞ ∀b > 0. (2.4.50)
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Chapitre 3
Initial trace of positive solutions of a
class of degenerate heat equation
with absorption
Abstract
We study the initial value problem with unbounded nonnegative functions or measures
for the equation ∂tu−∆pu+f(u) = 0 in RN ×(0,∞) where p > 1, ∆pu = div(|∇u|p−2∇u)
and f is a continuous, nondecreasing nonnegative function such that f(0) = 0 = f−1(0). In
the case p > 2NN+1 , we provide a sufficient condition on f for existence and uniqueness of the
solutions satisfying the initial data kδ0 and we study their limit when k → ∞, according
f−1 and F−1/p are integrable or not at infinity, where F (s) =
∫ s
0 f(r)dr. We also give new
results dealing with non uniqueness for the initial value problem with unbounded initial
data. If p > 2, we prove that, for a large class of nonlinearities f , any positive solution
admits an initial trace in the class of positive Borel measures. As a model case we consider
the case f(u) = uα lnβ(u+ 1), where α > 0 and β > 0.
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3.1 Introduction
The aim of this chapter is to study some qualitative properties of the positive solutions
of
∂tu−∆pu+ f(u) = 0 (3.1.1)
in Q∞ := RN × (0,∞) where p > 1, ∆pu = div(|∇u|p−2∇u) and f is a continuous,
nondecreasing function such that f(0) = 0 = f−1(0). The properties we are interested in
are mainly : (a) the existence of fundamental solutions i.e. solutions with kδ0 as initial data
and the behaviour of these solutions when k →∞ ; (b) the existence of an initial trace and
its properties ; (c) uniqueness and non-uniqueness results for the Cauchy problem. This
type of questions have been considered in a previous chapter in the semilinear case p = 2.
The breadcrumbs of this study lies in the existence of two types of specific solutions of
(3.1.1). The first ones are the solutions φ := φa of the ODE
φ′ + f(φ) = 0 (3.1.2)
defined on [0,∞) and subject to φ(0) = a ≥ 0 ; it is given by∫ a
φ(t)
ds
f(s)
. (3.1.3)
The second ones are the solutions of the elliptic equation
−∆pw + f(w) = 0, (3.1.4)
defined in RN or in RN \ {0}. It is well-known that the structure of the set of solutions of
(3.1.2) depends whether the following quantity
J :=
∫ ∞
1
ds
f(s)
(3.1.5)
is finite or infinite. If J <∞ there exists a maximal solution φ∞ to (3.1.2) defined on (0,∞)
while no such solution exists if J = ∞ since lima→∞ φa(t) = ∞. This maximal solution
plays an important role since, by the maximum principle, it dominates any solution u of
(3.1.1) which satisfies
lim
|x|→∞
u(x, t) = 0 (3.1.6)
for all t > 0, locally uniformly on (0,∞). Concerning (3.1.4) we associate the quantity
K :=
∫ ∞
1
ds
F (s)1/p
. (3.1.7)
It is a consequence of the Vázquez’s extension of the Keller-Osserman condition (see [17],
[12]) that if K < ∞, equation (3.1.4) admits a maximal solution WRN∗ in RN \ {0}. This
solution is constructed as the limit, when R → ∞ and ǫ → 0 of the solution W :=
Wǫ,R of (3.1.4) in Γǫ,R := BR \ Bǫ, subject to the conditions lim|x|↓ǫWǫ,R(x) = ∞ and
lim|x|↑RWǫ,R(x) = ∞. On the contrary, if K = ∞, such functions Wǫ,R and WRN∗ do
not exist, a situation which will be exploited in Section 3 for proving existence of global
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solutions of (3.1.4) in RN . An additional natural growth assumption of f that will be often
made is the super-additivity
f(s+ s′) ≥ f(s) + f(s′) ∀s, s′ ≥ 0, (3.1.8)
which, combined with the monotonicity of f , implies a minimal linear growth at infinity
lim inf
s→∞
f(s)
s
> 0. (3.1.9)
If p ≥ 2, K <∞ jointly with (3.1.8) implies J <∞, but this does not hold when 1 < p < 2.
When p > 2, J < ∞ and K < ∞, Kamin and Vázquez proved universal estimates for
solutions which vanish on RN × {0} \ {(0, 0)} (see [11]). By a slight modification of the
proof of Proposition 2.2.4 in the chapter 2, it is possible to extend their result to the case
p > 1.
Proposition (Universal estimates) Assume p > 1 and f satisfies K <∞. Let u ∈ C(Q∞ \
{(0, 0)}) be a solution of (3.1.1) in Q∞, which vanishes on RN × {0} \ {(0, 0)}.Then
u(x, t) ≤WRN∗ (x) ∀(x, t) ∈ Q∞. (3.1.10)
If we suppose moreover J <∞ and that (3.1.8) holds, then
u(x, t) ≤ min
{
φ∞(t),WRN∗ (x)
}
∀(x, t) ∈ Q∞. (3.1.11)
When K = ∞, no such estimate exists since the function wa solution of (3.1.16) is a
stationnary solution of (3.1.1) with unbounded initial data.
In Section 2 we study the existence of the fundamental solutions ukδ0 and their beha-
viour when k →∞. Kamin and Vázquez proved in [11, Lemma 2.3 and Lemma 2.4], that
if p > 2 and ∫ ∞
1
s−p−
p
N f(s)ds <∞, (3.1.12)
then for any k > 0, there exists a unique positive solution u := ukδ0 to problem{
∂tu−∆pu+ f(u) = 0 in Q∞
u(., 0) = kδ0 in RN .
(3.1.13)
Furthermore the mapping k 7→ ukδ0 is increasing. Their existence proof heavily relies on
the fact that, if we denote by v := vkδ0 the fundamental (or Barenblatt-Prattle) solution
of {
∂tv −∆pv = 0 in Q∞
v(., 0) = kδ0 in RN ,
(3.1.14)
then vkδ0(., t) is compactly supported in some ball Bδk(t), where δk(t) is explicit. Since vkδ0
is a natural supersolution for (3.1.13), condition (3.1.12) states that f(vkδ0) ∈ L1loc(Q∞).
When 2N/(N + 1) < p ≤ 2, vkδ0(x, t) > 0 for all (x, t) ∈ Q∞. It is already proved in
Proposition 2.2.1 in the chapter 2 that, when p = 2, condition (3.1.12) yields to f(vkδ0) ∈
L1(QT ). We prove here that this result also holds when 2N/(N + 1) < p < 2 and more
precisely,
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Theorem 3.1.1 Assume p > 2NN+1 and f satisfies (3.1.12). Then there exists a unique
positive solution u := ukδ0 to problem (3.1.13).
In view of this result and the a priori estimates (3.1.10) and (3.1.11), it is natural
to study the limit of ukδ0 when k → ∞. We denote by U0 the set of positive solutions
u ∈ C(Q∞ \ {(0, 0)}) of (3.1.1) in Q∞, vanishing on the set {(x, 0) : x 6= 0} and satisfying
lim
t→0
∫
Bǫ
u(x, t)dx =∞ ∀ǫ > 0.
Theorem 3.1.2 Assume p > 2NN+1 , J < ∞, K < ∞ and the condition (3.1.12) holds.
Then U = lim
k→∞
ukδ0 exists and it is the smallest element of U0.
When one, at least, of the above properties on J and K fails, the situation is much
more complicated and fairly well understood only in the case where f has a power-like or
a logarithmic-power-like growth. We first note that
(A) If f(s) ∼ sα (α > 0), then J < ∞ if and only if α > 1, while K < ∞ if and only if
α > p− 1. Moreover (3.1.12) holds if and only if α < p(1 + 1N )− 1.
(B) If f(s) ∼ sα lnβ(s + 1) (α, β > 0), then J < ∞ if and only if α > 1 and β > 0, or
α = 1 and β > 1 while K <∞ if and only if α > p− 1 and β > 0, or α = p− 1 and β > p.
Moreover (3.1.12) holds if and only if α < p(1 + 1N )− 1 and β > 0.
Theorem 3.1.3 Assume p > 2 and f(s) = sα lnβ(s+ 1) where α ∈ (1, p− 1) and β > 0.
Let ukδ0 be the solution of (3.1.13). Then lim
k→∞
ukδ0(x, t) = φ∞(t) for every (x, t) ∈ Q∞.
When α = 1 the following phenomenon occurs.
Theorem 3.1.4 Assume p > 2 and f(s) = s lnβ(s+1) with β > 0. Let ukδ0 be the solution
of (3.1.13). Then
(i) If β > 1 then lim
k→∞
ukδ0(x, t) = φ∞(t) for every (x, t) ∈ Q∞,
(ii) If 0 < β ≤ 1 then lim
k→∞
ukδ0(x, t) =∞ for every (x, t) ∈ Q∞.
Section 3 is devoted to study non-uniqueness of solutions of (3.1.1) with unbounded
initial data. The starting observation is the following global existence result for solutions
of (3.1.4) :
Theorem 3.1.5 Assume p > 1, f is locally Lipschitz continuous and K = ∞. Then for
any a > 0, there exists a unique solution w := wa to the problem
−(rN−1|wr|p−2wr)r + rN−1f(w) = 0 (3.1.15)
defined on [0,∞) and satisfying w(0) = a, wr(0) = 0. It is given by
wa(r) = a+
∫ r
0
Hp
(
s1−N
∫ s
0
τN−1f(wa(τ))dτ
)
ds (3.1.16)
where Hp is the inverse function of t 7→ |t|p−2t.
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This result extends to the general case p > 1 a previous theorem of Vázquez and Véron
[18] obtained in the case p = 2. The next theorem extends to the case p 6= 2 the theorem
2.1.6 in chapter 2 for the case p = 2.
Theorem 3.1.6 Assume p > 2NN+1 , f is locally Lipschitz continuous, J <∞ and K =∞.
For any function u0 ∈ C(Q∞) which satisfies
wa(|x|) ≤ u0(x) ≤ wb(|x|) ∀x ∈ RN (3.1.17)
for some 0 < a < b, there exist at least two solutions u, u ∈ C(Q∞) of (3.1.1) with initial
value u0. They satisfy respectively
0 ≤ u(x, t) ≤ min{wb(|x|), φ∞(t)} ∀(x, t) ∈ Q∞,
thus lim
t→∞
u(x, t) = 0, uniformly with respect to x ∈ RN , and
wa(|x|) ≤ u(x, t) ≤ wb(|x|) ∀(x, t) ∈ Q∞,
thus lim
|x|→∞
u(x, t) =∞, uniformly with respect to t ≥ 0.
In section 4 we prove an existence and stability result for the initial value problem{
∂tu−∆pu+ f(u) = 0 in Q∞
u(., 0) = µ in RN
(3.1.18)
where µ ∈Mb+(RN ), the set of positive and bounded Radon measures in RN .
Theorem 3.1.7 Assume p > 2NN+1 and f satisfies (3.1.12). Then for any µ ∈Mb+(RN ) the
problem (3.1.18) admits a weak solution uµ. Moreover, if {µn} is a sequence of functions
in L1+(R
N ) with compact support, which converges to µ ∈ Mb+(RN ) in the weak sense of
measures, then the corresponding solutions {uµn} of (3.1.18) with initial data µn converge
to some solution uµ of (3.1.18), strongly in L
1
loc(QT ) and locally uniformly in QT := R
N ×
(0, T ). Furthermore {f(uµn)} converges strongly to f(uµ) in L1loc(QT ).
In Section 5, we discuss the initial trace of positive weak solution of (3.1.1). The power
case f(u) = uq with q > 0 was investigated by Bidaut-Véron, Chasseigne and Véron in
[2]. They proved the existence of an initial trace in the class of positive Borel measures
according to the different values of p−1 and q. Accordingly they studied the corresponding
Cauchy problem with a given Borel measure as initial data. However their method was
strongly based upon the fact that the nonlinearity was a power, which enabled to use
Hölder inequality in order to show the domination of the absorption term over the other
terms. In the present paper, we combine the ideas in [2] and [15] with a stability result for
the Cauchy problem and Harnack’s inequality in the form of [5] to establish the following
dichotomy result which is new even in the case p = 2.
Theorem 3.1.8 Assume p ≥ 2 and (3.1.12) holds. Let u ∈ C(QT ) be a positive weak
solution of (3.1.1) in QT . Then for any y ∈ RN the following alternative holds
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(i) either
u(x, t) ≥ lim
k→∞
ukδ0(x− y, t) ∀(x, t) ∈ QT , (3.1.19)
(ii) or there exist an open neighborhood U of y and a Radon measure µU ∈ M+(U) such
that
lim
t→0
∫
U
u(x, t)ζ(x)dx =
∫
U
ζdµU ∀ζ ∈ Cc(U). (3.1.20)
Actually, since (3.1.12) is verified, (3.1.19) is equivalent to the fact that, for any open
neighborhood U of y, there holds
lim sup
t→0
∫
U
u(x, t)dx =∞. (3.1.21)
However, if (3.1.12) is not verified, there only holds (3.1.19) =⇒ (3.1.21).
The set of points y such that (3.1.20) (resp. (3.1.21)) holds is clearly open (resp. closed)
and denoted by R(u) (resp (S(u)). Using a partition of unity, there exists a unique Radon
measure µ ∈M+(R(u)) such that
lim
t→0
∫
R(u)
u(x, t)ζ(x)dx =
∫
R(u)
ζdµ ∀ζ ∈ Cc(R(u)). (3.1.22)
Owing to the above result we define the initial trace of a positive solution u (3.1.1) in QT as
the couple (S(u), µ) for which (3.1.20) and (3.1.21) hold and we denote it by tr
RN
(u). The
set S(u) is the set of singular points of tr
RN
(u), while µ is the regular part of tr
RN
(u). It
is classical that any ν ∈ Breg(RN ), the set of positive outer regular Borel measures in RN ,
can be represented by a couple (S, µ) where S is a closed subset of RN and µ ∈ M+(R),
where R = RN \ S, in the following way
ν(A) =
{ ∞ if A ∩ S 6= ∅,
µ(A) if A ⊂ R, ∀A Borel.
Therefore Theorem 3.1.8 means that tr
RN
(u) ∈ Breg(RN ).
The initial trace can be made more precise when we know whether lim
k→∞
ukδ0 is equal
to φ∞ or is infinite.
Theorem 3.1.9 Assume p ≥ 2 and (3.1.12) holds. Let u be a positive solution of (3.1.1)
in Q∞.
I- If J < ∞ is verified and lim
k→∞
ukδ0(x, t) = φ∞(t) for every (x, t) ∈ Q∞. Then either
tr
RN
(u) is the Borel measure infinity ν∞ which satisfies ν∞(O) = ∞ for any non-empty
open subset O ⊂ RN , or is a positive Radon measure µ on RN .
II- If J = ∞ is verified and lim
k→∞
ukδ0 = ∞ in Q∞. Then trRN (u) is a positive Radon
measure µ on RN
As a consequence of I, there exist infinitely many positive solutions u of (3.1.1) in Q∞
such that tr
RN
(u) = ν∞. By Theorem 3.1.3, Theorem 3.1.4, the previous results apply in
particular if f(s) = sα lnβ(s+ 1).
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3.2 Isolated singularities
Throughout the article ci denote positive constants depending onN , p, f and sometimes
other quantities such as test functions or particular exponents, the value of which may
change from one occurrence to another.
3.2.1 The semigroup approach
We refer to [9, p 117] for the detail of the Banach space framework for the construction
of solutions of (3.1.1) in Q∞ with initial data in L1(RN ) ∩ L∞(RN ). We set
J(u) =
∫
RN
(
1
p
|∇u|p + F (u)
)
dx (3.2.1)
when u belongs to the domain D(J) of J which is the set of u ∈ L2(RN ) such that
|∇u| ∈ Lp(RN ) and F (u) ∈ L1(RN ), and J(u) =∞ if u /∈ D(J). Then J is a proper convex
lower semicontinuous function in L2(RN ). Its sub-differential A is defined by its domain
D(A) which is the set of u ∈ L2(RN ) such that |∇u| ∈ Lp(RN ) and F (u) ∈ L1(RN ) with
the property that −∆pu+ f(u) ∈ L2(RN ) and
−
∫
RN
v∆pudx =
∫
RN
|∇u|p−2∇u.∇vdx ∀v ∈ D(J), (3.2.2)
and by its expression
Au = −∆pu+ f(u) ∀u ∈ D(A). (3.2.3)
Notice that (3.2.2) implies that vf(u) ∈ L1(RN ) for all v ∈ D(J). The restriction of the
operator A is accretive in L1(RN ) and in L∞(RN ), hence in Lq(RN ) for every q ∈ [1,∞].
The operator Aq defined in Lq(RN ) is the closure in Lq(RN ) of the restriction of A to
Lq(RN ). It is a m-accretive operator, with domain D(Aq). Since C∞0 (R
N ) ⊂ D(Aq), D(Aq)
is dense in Lq(RN ). If u0 ∈ Lq the generalized solution u to

du
dt
+Aqu = 0 in (0,∞)
u(0) = u0
(3.2.4)
is obtained by the Crandall-Liggett scheme
ui − ui−1
h
+Aqui = 0 i = 0, 1, ... (3.2.5)
when we let h → 0, in the sense that the continuous piecewise linear function Uh defi-
ned by Uh(ih) = ui converges to u in the C([0, T ], Lq(RN ))-topology, for every T > 0.
Furthermore, if q = 2 and u0 ∈ D(A2) (resp. u0 ∈ L2(RN )), then dUhdt converges to dudt in
L2([0, T ], L2(RN )) (resp. L2([0, T ], L2(RN ); tdt)) (see [20]). We shall denote by {SAq(t)}t>0
the semigroup of contractions of Lq(RN ) generated by −Aq thru the Crandall-Liggett Theo-
rem [4].
An important property [9, Lemma 2] is that if w ∈ L1(RN ) satisfies
A1w + σw = h (3.2.6)
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where σ > 0 and h ∈ L1(RN ), then ∫
RN
A1wdx = 0. (3.2.7)
Definition 3.2.1 (i) A function u ∈ C([δ,∞);L1(RN )) where δ ≥ 0 is a semigroup solu-
tion (3.1.1) on (δ,∞) if for any t ≥ δ there holds u(., t) = SA1(t− δ)[u(., δ)].
(ii) A function u ∈ C((δ,∞);L1(RN )) is an extended semigroup solution of (3.1.1) on
(δ,∞) if for any t ≥ τ > δ, there holds u(., t) = SA1(t− τ)[u(., τ)].
3.2.2 The Barenblatt-Prattle solutions
We recall the explicit expression, due to Barenblatt and Prattle, of the solution v = vkδ0
of problem (3.1.14). If p = 2
vkδ0(x, t) = k(4πt)
−N
2 e−
|x|2
4t , (3.2.8)
and if 2NN+1 < p 6= 2,
vkδ0(x, t) = t
−λV
(
x
t
λ
N
)
, where V (ξ) =
(
Ck − d|ξ|
p
p−1
) p−1
p−2
+
(3.2.9)
with
λ =
N
N(p− 2) + p and d =
p− 2
p
(
λ
N
) 1
p−1
, (3.2.10)
and where Ck is connected to the mass k by
Ck = c(N, p)k
ℓ with ℓ =
p(p− 2)λ
(p− 1)N . (3.2.11)
The condition p > 2NN+1 appears in order that λ be positive. Notice that, if p > 2 then
d > 0, therefore the support of vkδ0(., t) is the ball Bδk(t) where δk(t) =
(
Ck
d
) p−1
p
t
λ
N , while
vkδ0(x, t) > 0 for all (x, t) ∈ Q∞ if 2NN+1 < p < 2 (and also p = 2 although the expression
of vkδ0 is different). Furthermore, if
2N
N+1 < p < 2, the limit of vkδ0 when k →∞ is explicit
v∞(x, t) = ΛN
(
t
|x|p
) 1
2−p
, (3.2.12)
where ΛN = (−d)
p−1
p−2 . This type of singular solution which is singular on the whole axis
{0} × (0,∞) ⊂ Q∞, is called a razor blade (see [19] for some examples). To this solution
corresponds a universal estimate.
Lemma 3.2.2 Assume 1 < p < 2 and let v ∈ C(Q∞ \BR0 ×{0}) be a semigroup solution
positive of (3.1.1)
∂tv −∆pv = 0 in Q∞ (3.2.13)
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which satisfies
lim
t→0
∫
K
v(x, t)dx = 0, (3.2.14)
for any compact set K ⊂ RN \BR0 . Then there exists c1 = c1(N, p) > 0 such that
sup
0≤τ≤t
∫
{x:|x|>R}
v(x, τ)dx ≤ c1
(
t
(R−R0)Nλ
) 1
2−p
∀R > R0, t > 0. (3.2.15)
If we assume moreover that lim
|x|→∞
v(x, t) = 0 locally uniformly with respect to t ≥ 0, then
v(x, t) ≤ Λ1
(
t
(|x| −R0)p
) 1
2−p
∀(x, t) ∈ Q∞, |x| > R0, (3.2.16)
where Λ1 is the value of the constant in (3.2.12) when N = 1.
Proof. The first estimate is a consequence of
sup
0≤τ≤t
∫
Bρ(a)
v(x, t)dx ≤ c2

∫
B2ρ(a)
v(x, 0)dx+
(
t
ρ
N
λ
) 1
2−p

 (3.2.17)
in [6, Lemma III.3.1] under the assumption that v(., 0) is continuous with compact support.
Actually this assumption is not used. In this proof the first step is the following estimate
obtained by a suitable choice of test function :
sup
0≤τ≤t
∫
BR(a)
v(x, t)dx ≤
∫
B2R(a)
v(x, 0)dx+
c3
R
∫ t
0
∫
BR(a)
|∇v|p−1dx dτ (3.2.18)
valid for any a ∈ RN \{(0, 0)} and R ≤ |a|/2. The second step to get (3.2.17) is to estimate
the integral on the right-hand side by relation (I.4.2) in [6, Lemma I.4.1] with the same
choice of ǫ. We apply estimate (3.2.17) with a sequence of points in a fixed direction e
(with |e| = 1) a = ak =
(
2k(R−R0) +R0
)
e and ρ = ρk = 2k−1(R − R0) (actually we
start with ρ < ρk and let it grow up to ρk). Then we get
sup
0≤τ≤t
∫
Bρk (ak)
v(x, t)dx ≤ c42−
N(k−1)
λ(2−p)
(
t
(R−R0)Nλ
) 1
2−p
. (3.2.19)
Since the ball Bρk(ak) and Bρk+1(ak+1) are overlapping there exist a finite number of points
{ej}d1j=1 and {e′j}d2j=1 (d1 and d2 depend only on N) on the unit sphere such that
{
x ∈ RN : |x| ≥ R} ⊂

 d1⋃
j=1
∞⋃
k=1
Bρk(2ρkej)

⋃

 d2⋃
j=1
BR−R0
2
(Re′j)

 .
Therefore
sup
0≤τ≤t
∫
{x:|x|>R}
v(x, τ)dx ≤ c4
[
d1
∞∑
k=0
2
− Nk
λ(2−p) + d22
N
λ(2−p)
](
t
(R−R0)Nλ
) 1
2−p
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which is (3.2.15).
Estimate (3.2.16) follows from comparison with the 1-dim form of v∞
v∞(s, t) = Λ1
(
t
sp
) 1
2−p
∀s, t > 0. (3.2.20)
For ǫ > 0, the function
(x, t) 7→ v∞(x1 −R0 − ǫ, t) + ǫ
where x = (x1, ..., xN ) = (x1, x′), is a solution of (3.2.13) in H1,R0+ǫ × (0,∞) where
H1,m = {x ∈ RN : x1 > m}. For R large enough v(x, t) ≤ v∞(x1 − R0 − ǫ, t) + ǫ on the
set ((H1,R0+ǫ ∩ ∂BR) ∪ (∂H1,R0+ǫ ∩BR)) × [0, T ] for any T > 0, and for t = 0. By the
maximum principle v(x, t) ≤ v∞(x1 − R0 − ǫ, t) + ǫ in (H1,R0+ǫ ∩ BR) × (0, T ]. Letting
successively R→∞, T →∞ and ǫ→ 0 yields
v(x, t) ≤ v∞(x1 −R0, t) ∀(x, t) ∈ H1,R0 × (0,∞).
Next we take (x, t) ∈ Q∞ such that |x| > R0 and consider a rotation Rx such that
Rx(x) = X := (|x| , 0, ..., 0). Set vRx(y, t) = v(R−1x (y), t) for every (y, t) ∈ Q∞, |y| > R0.
Since the equation (3.2.13) is invariant under the rotation Rx, vRx is also a solution of
(3.2.13) and satisfies (3.2.14) and lim|x|→∞ vRx(x, t)→ 0 locally uniformly with respect to
t ≥ 0. Hence
vRx(y, t) ≤ v∞(y1 −R0, t) ∀(y, t) ∈ H1,R0 × (0,∞).
On one hand, by taking y = X, we get
vRx(X, t) ≤ v∞(|x| −R0, t). (3.2.21)
On the other hand,
vRx(X, t) = v(R−1x (Rx(x)), t) = v(x, t). (3.2.22)
Thus (3.2.16) follows from (3.2.21) and (3.2.22). 
Proposition 3.2.3 Assume p > 2NN+1 and let {vn} ⊂ C([0,∞);L1(RN )) be a sequence
of positive semigroup solutions of (3.2.13) on (0,∞) such that vn(., 0) has support in Bǫn
where ǫn → 0. If ∫
RN
vn(x, 0)dx = kn → k as n→∞
then vn → vkδ0 locally uniformly in Q∞.
Proof. We first give the proof in the case 2NN+1 < p < 2. By a priori estimates, up to a
subsequence, {vn} converges locally uniformly in Q∞ to a solution v of (3.2.13) in Q∞. By
Herrero-Vázquez mass conservation property [9, Theorem 2] (valid if p > 2NN+1)∫
RN
vn(x, t)dx =
∫
RN
vn(x, 0)dx = kn.
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By (3.2.16)
vn(x, t) ≤ Λ1
(
t
(|x| − ǫn)p
) 1
2−p
∀t > 0, ∀|x| > ǫn.
Since p2−p > N , the function
x 7→
(
t
(|x| − ǫn)p
) 1
2−p
belongs to L1(RN \Bδ), for any δ > ǫn. Since vn(x, t)→ v(x, t) uniformly in Bδ, it follows
by the dominated convergence theorem
lim
n→∞
∫
RN
vn(x, t)dx =
∫
RN
v(x, t)dx = k. (3.2.23)
Because v is a positive solution with isolated singularity at (0, 0), it follows from [3] that
v = vkδ0 , solution of (3.1.14).
When p ≥ 2, the function vkδ0(., t) has a compact support Dkn(t) for any t > 0 and
Dkn(t) ⊂ BRn(t) where
Rn(t) = ǫn + c5k
p−2
p
n t
1
N(p−2)+p ≤ ǫ∗ + c5k
p−2
p
∗ t
1
N(p−2)+p (3.2.24)
where c5 = c5(N, p) > 0, ǫ∗ = sup{ǫn;n ∈ N} and k∗ = sup{kn;n ∈ N}. Using Lebesgue
dominating theorem we obtain again (3.2.23). 
3.2.3 Fundamental solutions
The following lemma is fundamental.
Lemma 3.2.4 Assume p > 2NN+1 . Then, for any k,R, T > 0,∫ ∞
1
f(s)s−
p(N+1)
N ds <∞ =⇒ f(vkδ0) ∈ L1(BR × (0, T )). (3.2.25)
Proof. The result is already proved in the chapitre 2 for the case p = 2 and in [10] for the
case p > 2. It appears to be new in the case 2NN+1 < p < 2. Without any loss of generality
we can assume R = T = 1 and we consider 2NN+1 < p < 2. We set d
∗ = −d. By rescaling
we can assume that Ck = d∗ = 1. Therefore
I =
∫ ∫
B1×(0,1)
f(vkδ0)dxdt = ωN
∫ 1
0
∫ 1
0
f

t−λ
[
1 +
(
r
t
λ
N
) p
p−1
] p−1
p−2

 rN−1dr dt.
Set s = t−λ
[
1 +
(
r
t
λ
N
) p
p−1
] p−1
p−2
, then r = t
λ
N
[
(tλs)
p−2
p−1 − 1
] p−1
p
and
I = 2−pp ωN
∫ 1
0
∫ t−λ
t−λ(1+t
−
λp
p−1 )
p−1
p−2
(tλs)
− 1
p−1
((
tλs
) p−2
p−1 − 1
)N(p−1)
p
−1
f(s)ds t2λdt
= 2−pp ωN (I1 + I2)
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where
I1 =
∫ 1
2
p−1
p−2
∫ 1
a(s)
(tλs)
− 1
p−1
((
tλs
) p−2
p−1 − 1
)N(p−1)
p
−1
t2λdt f(s)ds
I2 =
∫ ∞
1
∫ s− 1λ
a(s)
(tλs)
− 1
p−1
((
tλs
) p−2
p−1 − 1
)N(p−1)
p
−1
t2λdt f(s)
and a(s) is the inverse function of t 7→ t−λ(1 + t− λpp−1 ) p−1p−2 . Clearly
t−λ(1 + t
− λp
p−1 )
p−1
p−2 ≤ t
2λ(p−1)
2−p =⇒ a(s) ≥ s
2−p
2λ(p−1) .
Therefore
I1 ≤
∫ 1
2
p−1
p−2
∫ 1
s
2−p
2λ(p−1)
(tλs)
− 1
p−1
((
tλs
) p−2
p−1 − 1
)N(p−1)
p
−1
t2λdt f(s)ds
≤ 1
λ
∫ 1
2
p−1
p−2
∫ s
s
p
2(p−1)
(1− τ 2−pp−1 )
N(p−1)
p
−1
τ
1
λ
+
N(p−2)
p dτ s−2−
1
λ f(s)ds.
Since 1λ +
N(p−2)
p > −1 and N(p−1)p − 1 > −1,∫ s
s
p
2(p−1)
(1− τ 2−pp−1 )
N(p−1)
p
−1
τ
1
λ
+
N(p−2)
p dτ <
∫ 1
0
(1− τ 2−pp−1 )
N(p−1)
p
−1
τ
1
λ
+
N(p−2)
p dτ <∞.
Furthermore −2− 1λ = −p− pN thus
I1 ≤ c6
∫ 1
2
p−1
p−2
f(s)s−
p(N+1)
N ds.
We perform the same change of variable with I2
I2 ≤
∫ ∞
1
∫ s− 1λ
s
2−p
2λ(p−1)
(tλs)
− 1
p−1
((
tλs
) p−2
p−1 − 1
)N(p−1)
p
−1
t2λdt f(s)ds
≤ 1
λ
∫ ∞
1
∫ 1
s
p
2(p−1)
(1− τ 2−pp−1 )
N(p−1)
p
−1
τ
1
λ
+
N(p−2)
p dτ s−2−
1
λ f(s)ds.
Again∫ 1
s
p
2(p−1)
(1− τ 2−pp−1 )
N(p−1)
p
−1
τ
1+
N(p−2)
p dτ <
∫ 1
0
(1− τ 2−pp−1 )
N(p−1)
p
−1
τ
1
λ
+
N(p−2)
p dτ <∞,
then
I2 ≤ c7
∫ ∞
1
f(s)s−
p(N+1)
N ds.
Therefore (3.2.25) holds. 
Notice that the assumption implies that vkδ0 ∈ C(Q∞)∩L∞(δ,∞;L1(RN )∩L∞(RN ))
for every δ > 0.
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Proof of Theorem 3.1.1. Existence. Let ǫ > 0, Qǫ,∞ = RN × (ǫ,∞) and denote by uǫ
the solution of {
∂tu−∆pu+ f(u) = 0 in Qǫ,∞
u(., ǫ) = vkδ0(., ǫ) in R
N .
(3.2.26)
Since vkδ0(., ǫ) is a smooth positive function belonging to L
1(RN ) the function uǫ is
constructed by truncation. By the maximum principle
uǫ(x, t+ ǫ) ≤ vkδ0(x, t+ ǫ) ∀(x, t) ∈ Qǫ,∞. (3.2.27)
For 0 < ǫ′ < ǫ, uǫ′(x, ǫ) ≤ vkδ0(x, ǫ) = uǫ(x, ǫ), thus uǫ′(x, t+ ǫ) ≤ uǫ(x, t+ ǫ) in Qǫ,∞. Set
u˜ = limǫ→0 uǫ, then u˜ ≤ vkδ0 in Q∞. By the standard local regularity theory for degenerate
equations, ∇uǫ remains locally compact in (C1loc(Q∞))N , thus u˜ satisfies (3.1.1) in Q∞.
In order to prove that
d
dt
∫
RN
uǫ(x, s)dx+
∫
RN
f(uǫ(x, s))dx = 0
we recall that uǫ can be obtained as the limit of thru the iterative implicit scheme (3.2.4)
with q ∈ [1,∞] is arbitrary since uǫ,0 ∈ L1(RN )∩L∞(RN ). For h > 0 we can write it under
the form
uǫ,i − h∆puǫ,i = −hf(uǫ,i) + uǫ,i−1.
By (3.2.7), and denoting by U˜ǫ,h the piecewise constant function such that U˜ǫ,h(jh) = uǫ,j ,
we obtain since uǫ,0 = vkδ0(ǫ)∫
RN
(uǫ,i − vkδ0(ǫ))(x)dx = −
∫ ih
ǫ
∫
RN
f(U˜ǫ,h(x))dxdt. (3.2.28)
Letting h → 0 and i → ∞ such that ih = t > ǫ and using the uniform convergence, we
obtain ∫
RN
uǫ(x, t)dx−
∫
RN
vkδ0(x, ǫ)dx = −
∫ t
ǫ
∫
RN
f(uǫ(x, s))dxdt. (3.2.29)
Since 0 ≤ uǫ ≤ vkδ0 and vkδ0(., t) has constant mass equal to k, we derive∣∣∣∣
∫
RN
uǫ(x, t)dx− k
∣∣∣∣ ≤
∫ t
ǫ
∫
RN
f(vkδ0(x, s))dxdt. (3.2.30)
Because f(vkδ0) ∈ L1(RN × (0, T )), we can let ǫ → 0, using the monotone convergence
theorem, in order to get∣∣∣∣
∫
RN
u(x, t)dx− k
∣∣∣∣ ≤
∫ t
0
∫
RN
f(vkδ0(x, s))dxdt. (3.2.31)
This implies that
lim
t→0
∫
RN
u(x, t)dx = k. (3.2.32)
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If φ ∈ Cc(RN ), let ζ ∈ C∞c (RN ) such that 0 ≤ ζ ≤ 1, ζ = 1 on the support of φ and
ζ(0) = 1. Then∫
RN
u(x, t)φ(x)dx =
∫
RN
u(x, t)φ(x)ζ(x)dx
= φ(0)
∫
RN
u(x, t)dx+
∫
RN
u(x, t)(φ(x)ζ(x)− φ(0))dx.
Thus ∣∣∣∣
∫
RN
u(x, t)φ(x)dx− φ(0)
∫
RN
u(x, t)dx
∣∣∣∣ ≤
∫
RN
vkδ0(x, t) |φ(x)ζ(x)− φ(0)| dx.
Because |φ(x)ζ(x)− φ(0)| is continuous and vanishes at zero and vkδ0(., 0) = kδ0, it follows
from (3.2.32)
lim
t→0
∫
RN
u(x, t)φ(x)dx = kφ(0). (3.2.33)
Uniqueness. The proof uses some ideas from [10, Th 2.4]. Assume u˜ is any nonnegative
solution of problem (3.1.13), then, for any ǫ > 0 we denote by v˜ǫ the solution of{
∂tv −∆pv = 0 in Qǫ,∞
v(., ǫ) = u˜(., ǫ) in RN .
(3.2.34)
By the maximum principle v˜ǫ ≥ u˜ in Qǫ,∞. When ǫ→ 0, v˜ǫ converges locally uniformly to
a solution v˜ of the same equation in Q∞. Furthermore, using again [9, Lemma 2],∫
RN
v˜ǫ(x, t+ ǫ)dx =
∫
RN
u˜(x, ǫ)dx.
By Fatou’s Lemma and using the fact that
lim
ǫ→0
∫
RN
u˜(x, ǫ)dx = k,
we derive ∫
RN
v˜(x, t)dx ≤ k. (3.2.35)
Since v˜ ≥ u˜, equality holds in (3.2.35). Since the fundamental solution is unique [3, Th
4.1], it implies v˜ = vkδ0 and u˜ ≤ vkδ0 . We end the proof as in [3, Th 4.1], using the L1-
contraction mapping principle and the fact that any solution of (3.1.13) is smaller than
vkδ0 : for t > s > 0, there holds∫
RN
|u(x, t)− u˜(x, t)| dx ≤
∫
RN
|u(x, s)− u˜(x, s)| dx
≤
∫
RN
|u(x, s)− vkδ0(x, s)| dx+
∫
RN
|vkδ0(x, s)− u˜(x, s)| dx
≤
∫
RN
(vkδ0(x, s)− u(x, s))dx+
∫
RN
(vkδ0(x, s)− u˜(x, s))dx.
(3.2.36)
When s→ 0 the right-hand side of the last line goes to 0. This implies the claim. 
The next result shows some geometric properties of the ukδ0 .
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Proposition 3.2.5 The solution u = ukδ0 of problem (3.1.15) is radial and nonincreasing
with respect to |x|.
Proof. It is sufficient to prove the result with the approximation uǫ(., t). By (3.2.9), vkδ0(., t)
is radial and decreasing, therefore uǫ(., t) is radial too by uniqueness. We notice that uǫ is
the increasing limit, when R→∞, of the solution uǫ,R of

∂tu−∆pu+ f(u) = 0 in QBRǫ,∞
u = 0 on ∂BR × (ǫ,∞)
u(., ǫ) = vkδ0(., ǫ) in BR.
(3.2.37)
For λ ∈ (0, R), we set Σλ = BR ∩ {x = (2λ− x1, x′) : x1 > λ} ∩BR and define wλ by
wλ(x, t) = wλ(x1, x
′, t) := uλ,ǫ,R(x)− uǫ,R(x) = uǫ,R(2λ− x1, x′, t)− uǫ,R(x1, x′, t).
If QΣλǫ,∞ = Σλ × (ǫ,∞), there holds

∂twλ +Awλ + d(x)wλ = 0 in QΣλǫ,∞
wλ ≥ 0 in ∂Σλ × (ǫ,∞)
wλ(., ǫ) ≥ 0 in Σλ.
(3.2.38)
where
d(x) =
{
f(uλ,ǫ,R)−f(uǫ,R)
uλ,ǫ,R−uǫ,R
if uλ,ǫ,R 6= uǫ,R
0 if uλ,ǫ,R = uǫ,R
and
Awλ = −∆puλ,ǫ,R +∆puǫ,R.
Notice that d ≥ 0 since f is nondecreasing and A is elliptic [7, Lemma 1.3]. Furthermore
the boundary data are continuous, therefore wλ ≥ 0. Letting λ → 0, changing λ by −λ
and replacing the x1 direction, by any direction going thru 0, we derive that uǫ,R(., t) is
radially decreasing. Letting R→∞ yields to uǫ(., t) is radially decreasing too. 
In the next result we characterize positive solutions of (3.1.1) with an isolated singula-
rity at t = 0
Proposition 3.2.6 Assume p > 2NN+1 and f satisfies (3.1.12). If u ∈ C(Q∞ \ {(0, 0)}) is
a positive semigroup solution of (3.1.1) in Q∞ such that u(x, 0) = 0, for all x 6= 0 and
lim
t→0
∫
RN
u(x, t)dx <∞,
then there exists k ≥ 0 such that u = ukδ0 .
Proof. Using [11, Lemma 2.2] when p ≥ 2, or the proof of Theorem 3.1.1 when 2NN+1 < p < 2
jointly with the fact that
t 7→
∫
RN
u(x, t)dx
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is decreasing, we derive that u ≤ vmδ0 for some m ≥ 0 and there exists k ≥ 0 such that
lim
t→0
∫
RN
u(x, t)dx = k.
Since u(., 0) vanishes if x 6= 0, it implies
lim
t→0
∫
RN
u(x, t)φ(x)dx = kφ(0) ∀φ ∈ Cc(RN ).
Therefore u satisfies (3.1.13). By uniqueness, u = ukδ0 . 
3.2.4 Strong singularities
This section is devoted to study the limit of the sequence of the solutions ukδ0 to (3.1.13)
as k →∞ with f(s) = sα lnβ(s+ 1) where p > 2, α ∈ [1, p− 1) and β > 0.
Proof of Theorem 3.1.3. By the comparison principle,
ukδ0(x, t) ≤ vkδ0(x, t) ≤ c8k
(p−1)ℓ
p−2 t−λ,
where vkδ0 is the solution of (3.1.14) in Q∞ and c8 = c8(N, p) > 0 in (3.2.11). We set
θk(t) = c
α−1
8 k
ℓ(α−1)(p−1)
p−2 t−λ(α−1) lnβ(c8k
(p−1)ℓ
p−2 t−λ + 1) (3.2.39)
then
∂tukδ0 −∆pukδ0 + ukδ0θk(t) ≥ 0. (3.2.40)
Next we write ukδ0(x, t) = bk(t)wk(x, sk(t)) (the functions bk and sk will be defined later).
For simplicity, we drop the subscript k in bk and sk. Inserting in (3.2.40), we get
b2−p(t)s′(t)∂swk(x, s)−∆pwk(x, s) + b1−p[b′(t) + b(t)θk(t)]wk(x, s) ≥ 0. (3.2.41)
We choose the functions b and s such that
b2−p(t)s′(t) = 1 and b′(t) + b(t)θk(t) = 0,
which implies
b(t) = exp
(− ∫ t
0
θk(τ)dτ
)
and s(t) =
∫ t
0
exp
(− (p− 2)∫ τ
0
θk(σ)dσ
)
dτ. (3.2.42)
Then ∂swk −∆pwk ≥ 0 in RN × (0, sk,0) with some sk,0 > 0 and wk(., 0) = kδ0. It follows
by comparison principle that wk ≥ vkδ0 in RN × (0, sk,0). Hence
ukδ0(x, t) ≥ b(t)vkδ0(x, s) = exp
(
−
∫ t
0
θk(τ)dτ
)
s−λ
(
c9k
ℓ − c10s
−pλ
(p−1)N |x| pp−1 ) p−1p−2+ .
(3.2.43)
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Let δ1 >
ℓ(α−1)(p−1)
p−2 and 0 < δ2 < 1−λ(α−1). Using (3.2.39) there exists t0 > 0 depending
on δ1, δ2 and k large enough, such that, for any t ∈ (0, t0) there holds∫ t
0
θk(τ)dτ ≤ c11kδ1tδ2 (3.2.44)
with c11 = c11(ci, α, β, p,N) > 0. It follows from (3.2.42) and (3.2.44) that
t exp
[
− (p− 2)c11kδ1tδ2
]
≤ s(t) ≤ t. (3.2.45)
Since J <∞ holds, there exists the solution φ∞ of (3.1.2). The sequence {ukδ0} is increasing
and is bounded from above by φ∞, then the function U(x, t) := lim
k→∞
ukδ0(x, t) satisfies
U(x, t) ≤ φ∞(t) for every (x, t) ∈ Q∞. We restrict x ∈ B1 and we choose t such that
c9k
ℓ − c10s(t)
−pλ
(p−1)N >
1
2
c9k
ℓ ⇐⇒ k >
(
2c10
c9
) 1
ℓ
s(t)
− 1
p−2 . (3.2.46)
By (3.2.45), we only need to choose t such that
k ≥
(
2c10
c9
) 1
ℓ
t
−1
p−2 exp
(
c11k
δ1tδ2
)
. (3.2.47)
We choose t under the form
t = k
− 1
γ with γ > 0, (3.2.48)
then (3.2.47) becomes
t−γ ≥
(
2c10
c9
) 1
ℓ
t
−1
p−2 exp
(
c11t
δ2−δ1γ
)
. (3.2.49)
In order to obtain (3.2.49), it is sufficient to choose γ such that
1
p− 2 < γ <
δ2
δ1
. (3.2.50)
Indeed, since α < p−1, we may choose δ1 and δ2 close enough ℓ(α−1)(p−1)p−2 and 1−λ(α−1)
respectively such that (3.2.50) holds true. When t has the form (3.2.48) where γ satisfies
(3.2.50), from (3.2.43), (3.2.44)-(3.2.46) and the fact that U ≥ ukδ0 in Q∞, we deduce that
U(x, t) ≥ c12t−λ exp
[
c13 ln(t
−1)− c11tδ2−δ1γ
]
(3.2.51)
for every (x, t) ∈ B1 × (0, t0) with t0 small enough and c12 = c12(N, p), c13 = c13(N, p, γ).
Since γ satisfies (3.2.50),
c13 ln(t
−1)− c11tδ2−δ1γ > 0
for every t ∈ (0, t0). Therefore limt→0 U(x, t) = ∞ uniformly with respect to x ∈ B1. We
next proceed as in [19, Lemma 3.1] to deduce that U(x, t) is independent of x and therefore
it is a solution of (3.1.2). Since J <∞, U(x, t) = φ∞(t) for every (x, t) ∈ Q∞. 
Theorem 3.1.4 is proved by the same arguments as Theorem 3.1.3, using the fact that
U(x, t) is independent of x.
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3.3 Non-uniqueness
The next result shows that K = ∞ is the necessary and sufficent condition so that a
local solution of
(rN−1
∣∣w′∣∣p−2w′)′ = rN−1f(w) (3.3.1)
can be continued as a global solution. More precisely,
Lemma 3.3.1 Every positive and increasing solution of (3.3.1) defined in an interval [a, a∗]
to the right of a > 0 can be continued as a solution of (3.3.1) on [a,+∞) if and only if f
satisfies ∫ ∞
λ
ds
F (s)
1
p
=∞ (3.3.2)
for any λ > 0.
Proof. The proof is is an extension to the case p 6= 2 of the one of [18, Lemma 2.1] for the
case p = 2.
Step 1. We first assume that w is defined on a maximal interval [a, a∗) with a∗ < ∞ and
lim
r→a∗
w(r) = +∞. Since w is a nondecreasing function, w′ ≥ 0. And hence we may write
(3.3.1) under the following form
N − 1
r
(w′)p−1 + (p− 1)(w′)p−2w′′ = f(w),
which implies that
(p− 1)(w′)p−2w′′ ≤ f(w) (3.3.3)
and hence
p− 1
p
(w′
p
)′ ≤ (F (w))′.
Taking the integral over [a, r], we get
p− 1
p
[(w′)p(r)− (w′)p(a)] ≤ F (w(r))− F (w(a)) ≤ F (w(r)).
Since f is positive on (0,∞), F (s) → ∞ when s → ∞, thus there exists a˜ ∈ (a, a∗) such
that
0 < w′(r)p ≤ 2p
p− 1F (w(r)) =⇒
w′(r)
F (w(r))
1
p
≤
( 2p
p− 1
) 1
p ∀r ∈ [a˜, a∗).
Taking the integral over [a˜, r], we obtain∫ w(r)
w(a˜)
ds
F (s)
1
p
≤
( 2p
p− 1
) 1
p
(r − a˜).
Letting r → a∗ yields to ∫ ∞
w(a˜)
ds
F (s)
1
p
≤
( 2p
p− 1
) 1
p
(a∗ − a˜) <∞
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and (3.3.2) is not satisfied.
Step 2. We assume that ∫ ∞
λ
ds
F (s)
1
p
<∞
for some λ > 0, and we fix A > a. By [17, Theorem 1] there exists a function γ defined on
(a,A) such that
w(r) < γ(r) ∀r ∈ (a,A)
for any solution of (3.3.1) on (a,A). Moreover, γ can be assumed convex, and lim
t→a
γ(r) =
lim
r→A
γ(r) = +∞. If w is a solution of (3.3.1) on (a, a + ǫ) such that w(a) > min
a<r<A
γ(r)
and w′(a) > 0, it is clear that w(r∗) = γ(r∗) for some r∗ < A and w(r) > γ(r) for
r ∈ (r∗, r∗ + ǫ), so w can not be defined on the whole (a,A), and there exists a∗ < A such
that lim
r→a∗
w(r) =∞. 
Proof of Theorem 3.1.5 By the Picard-Lipschitz fixed point theorem in the case 1 < p <
2 and [8, Th 5.2] in the case p ≥ 2, there exists a unique solution wa to (3.1.16) defined on
a maximal interval [0, ra) and wa is an increasing function. Since Keller-Osserman estimate
does not hold, by Lemma 3.3.1, the solution can be continued on the whole [0,+∞) and
global uniqueness follows from the local uniqueness. The function r 7→ wa(r) is increasing
and
wa(r) ≥ a+ p− 1
p
(f(a)
N
) 1
p−1
r
p
p−1 and w′a(r) ≥
(f(a)
N
) 1
p−1
r
1
p−1
for any r > 0. 
Proposition 3.3.2 Assume p > 2NN+1 , f is locally Lipschitz continuous and K = ∞. For
any positive function u0 ∈ C(Q∞) which satisfies
wa(|x|) ≤ u0(x) ≤ wb(|x|) ∀x ∈ RN (3.3.4)
for some 0 < a < b, there exists a positive function u ∈ C(Q∞) solution of (3.1.1) in Q∞
and satisfying u(., 0) = u0 in R
N . Furthermore
wa(|x|) ≤ u(x, t) ≤ wb(|x|) ∀(x, t) ∈ Q∞. (3.3.5)
Proof. Clearly wa and wb are ordered solutions of (3.1.1). We denote by un the solution to
the initial-boundary problem

∂tun −∆pun + f(un) = 0 in Qn := Bn × (0,∞)
un(x, 0) = u0(x) in Bn
un(x, t) = (wa(|x|) + wb(|x|))/2 on ∂Bn × (0,∞).
(3.3.6)
By the maximum principle, un satisfies (3.3.5) in Qn. Using locally parabolic equation
regularity [5, Th 1.1, chap III] if p ≥ 2 or [5, Th 1.1, chap IV] if 1 < p < 2, we derive
that the set of functions {un} is eventually equicontinuous on any compact subset of Q∞.
Using a diagonal sequence, combined with Proposition 3.4.4, we conclude that there exists
a subsequence {unk} which converges locally uniformly in Q∞ to some solution u ∈ C(Q∞)
which has the desired properties. 
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Proposition 3.3.3 Assume p > 2NN+1 , f is locally Lipschitz continuous and J = ∞ and
K =∞. Then for any u0 ∈ C(RN ) which satisfies
0 ≤ u0(x) ≤ wb(|x|) ∀x ∈ RN (3.3.7)
for some 0 < b, there exists a positive solution u ∈ C(Q∞) of (3.1.1) in Q∞ satisfying
u(., 0) = u0 in R
N and
u(x, t) ≤ min{wb(|x|), φ∞(t)} ∀(x, t) ∈ Q∞. (3.3.8)
Proof. For any R > 0, let uR be the solution of{
∂tuR −∆puR + f(uR) = 0 in Q∞
uR(x, 0) = u0(x)χBR(x) in R
N .
The functions φ∞ and wb are solutions of (3.1.1) in Q∞, which dominate uR at t = 0,
therefore, by the maximum principle,
min{φ∞(t), wb(|x|)} ≥ uR(x, t) ∀(x, t) ∈ Q∞. (3.3.9)
The mapping R 7→ uR is increasing, jointly with (3.3.9) it implies that there exists a
solution u := lim
R→∞
uR of (3.1.1) in Q∞ which satisfies u(x, 0) = u0(x) in RN . Letting
R→∞ in (3.3.9) yields to (3.3.8). 
Proof of Theorem 3.1.6. Combining Proposition 3.3.2 and Proposition 3.3.3 we see that
there exist two solutions u and u with the same initial data u0, which are ordered and
different since lim
|x|→∞
u(x, t) =∞ and lim
|x|→∞
u(x, t) ≤ φ∞(t) <∞ for all t > 0. 
3.4 Estimates and stability
In this section we assume that Ω is a domain in RN , possibly unbounded, 0 < T ≤ ∞
and set QΩT := Ω× (0, T ) and QT := RN × (0, T ).
Definition 3.4.1 A nonnegative function u is called a weak solution of (3.1.1) in QΩT if u,
|∇u|p, f(u) ∈ L1loc(QΩT ) and∫ T
0
∫
Ω
(
−G(u)∂tϕ+ |∇u|p−2∇u.∇(g(u)ϕ) + f(u)g(u)ϕ
)
dxdt = 0 (3.4.1)
for any ϕ ∈ C∞c (QΩT ) and any function g ∈ C(R) ∩W 1,∞(R) where G′(r) = g(r).
The next results are obtained by adapting the proofs in [2].
3.4.1 Regularity properties
The following integral estimates are essentially [2, Prop 2.1] with uq replaced by f(u).
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Proposition 3.4.2 Assume p > 1. Let δ < 0, δ 6= −1 and 0 < t < θ < T . Let u be a
nonnegative weak solution of (3.1.1) in QΩT . For any nonnegative function ζ ∈ C∞c (Ω) and
τ > p,
1
δ + 1
∫
Ω
(1 + u(x, t))1+δζτ (x)dx+
|δ|
2
∫ θ
t
∫
Ω
(1 + u)δ−1ζτ |∇u|p dx dt
≤ 1
δ + 1
∫
Ω
(1 + u(x, θ))1+δζτ (x)dx+
∫ θ
t
∫
Ω
(1 + u)δf(u)ζτdx dt
+ c14
∫ θ
t
∫
Ω
(1 + u)δ+p−1ζτ−p |∇ζ|p dx dt.
(3.4.2)
and∫
Ω
(1 + u(x, t))ζτ (x)dx ≤
∫
Ω
(1 + u(x, θ))ζτ (x)dx+
∫ θ
t
∫
Ω
f(u)ζτdx dt
+ τ
∫ θ
t
∫
Ω
(1 + u)δ−1ζτ |∇u|p dx dt+ τ
∫ θ
t
∫
Ω
(1 + u)(1−δ)(p−1)ζτ−p |∇ζ|p dx dt.
(3.4.3)
Conversely,
1
4
∫
Ω
u(x, θ)ζτ (x)dx+
1
2
∫ θ
t
∫
Ω
f(u)ζτdx dt
≤
∫
Ω
u(x, t)ζτ (x)dx+ τ
∫ θ
t
∫
Ω
ζτ−1 |∇u|p−1 |∇ζ| dx dt+ c15
(3.4.4)
and
1
4
∫
Ω
(1 + u(x, θ))ζτ (x)dx+
1
2
∫ θ
t
∫
Ω
f(u)ζτdx dt ≤
∫
Ω
(1 + u(x, t))ζτ (x)dx
+ τ
∫ θ
t
∫
Ω
(1 + u)δ−1ζτ |∇u|p dx dt+ τ
∫ θ
t
∫
Ω
(1 + u)(1−δ)(p−1)ζτ−p |∇ζ|p dx dt+ c16
(3.4.5)
where ci = ci(p, f, δ, τ) (i = 18, 19, 20).
The next result is the keystone for the existence of an initial trace in the class of Radon
measures. It is essentially [2, Prop 2.2] with uq replaced by f(u), but we shall sketch its
proof for the sake of completeness.
Proposition 3.4.3 Let u be a nonnegative weak solution of (3.1.1) in QΩT . Let 0 < θ < T .
Assume that two of the three following conditions hold, for any open set U ⊂⊂ Ω :
sup
t∈(0,θ]
∫
U
u(x, t)dx <∞, (3.4.6)
∫ θ
0
∫
U
f(u)dx dt <∞, (3.4.7)
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∫ θ
0
∫
U
|∇u|p−1 dx dt <∞. (3.4.8)
Then the third one holds for any U ⊂⊂ Ω. Moreover,
∫ θ
0
∫
U
uσdx dt <∞ ∀σ ∈ (0, qc) (3.4.9)
and ∫ θ
0
∫
U
|∇u|r dx dt <∞ ∀r ∈ (0, N
N + 1
qc) (3.4.10)
where qc = p − 1 + p/N . Finally, there exists a Radon measure µ ∈ M+(Ω) such that for
any ζ ∈ Cc(Ω),
lim
t→0
∫
Ω
u(x, t)ζ(x)dx =
∫
Ω
ζ(x)dµ (3.4.11)
and u satisfies
∫ θ
0
∫
Ω
(−u∂tϕ+ |∇u|p−2∇u.∇ϕ+ f(u)ϕ)dx dt
=
∫
Ω
ϕ(x, 0)dµ−
∫
Ω
u(x, θ)ϕ(x, θ)dx
(3.4.12)
for any 0 < θ < T and ϕ ∈ C∞c (Ω× [0, T )).
Proof. Step 1 : Assume (3.4.6) and (3.4.8) hold. Let ζ and τ as in Proposition 3.4.2, there
holds ∫
Ω
(1 + u(x, t))ζτdx =
∫
Ω
(1 + u(x, θ))ζτdx+
∫ θ
t
∫
Ω
f(u)ζτdxdt
+ τ
∫ θ
t
∫
Ω
ζτ−1|∇u|p−2∇u.∇ζdxdt.
(3.4.13)
It follows that f(u) ∈ L1((0, θ), L1loc(Ω)).
Step 2 : Assume that (3.4.7) and (3.4.8) hold. Then (3.4.6) follows from (3.4.13).
Step 3 : Assume that (3.4.6) and (3.4.7) hold. Let δ ∈ (max(1 − p,−1), 0) be fixed. From
(3.4.2), we get, for any 0 < t < θ,
|δ|
2
∫ θ
t
∫
Ω
(1 + u)δ−1 |∇u|p ζτdx dt ≤ 1
δ + 1
∫
Ω
(1 + u(x, θ))δ+1ζτdx
+
∫ θ
t
∫
Ω
(1 + u)δf(u)ζτdx dt+ c14
∫ θ
t
∫
Ω
(1 + u)δ+p−1ζτ−p |∇ζ|p dx dt.
(3.4.14)
If p ≤ 2, then (1 + u)δ+p−1 ≤ 1 + u. Consequently, by (3.4.6),
∫ θ
0
∫
Ω
(1 + u)δ+p−1ζτ−p |∇ζ|p dx dt <
∫ θ
0
∫
Ω
(1 + u)ζτ−p |∇ζ|p dx dt <∞, (3.4.15)
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which, along with (3.4.7) and (3.4.14), implies that
∫ θ
t
∫
Ω
(1 + u)δ−1 |∇u|p ζτdx dt < c17. (3.4.16)
If p > 2, we choose δ ∈ (1− p, 2− p), δ 6= −1, ζ and τ as in Proposition 3.4.2, then (3.4.2)
remains valid. From the inequality (1 + u)1+δ < 1 + u and (3.4.6), we find that
1
|δ + 1|
∫
Ω
(1 + u(x, t))1+δζτ (x)dx <
1
|δ + 1|
∫
Ω
(1 + u(x, t))ζτ (x)dx < c18.
Hence, by (3.4.2),
|δ|
2
∫ θ
t
∫
Ω
(1 + u)δ−1ζτ |∇u|p dx dt ≤ 1
δ + 1
∫
Ω
(1 + u(x, θ))δ+1ζτdx
+
∫ θ
t
∫
Ω
(1 + u)δf(u)ζτdx dt+ c14
∫ θ
t
∫
Ω
(1 + u)δ+p−1ζτ−p |∇ζ|p dx dt+ c18.
(3.4.17)
Since δ < 2− p, δ+ p− 1 < 1, hence (1+u)δ+p−1 ≤ 1+u. Therefore, (3.4.16) follows from
(3.4.6), (3.4.7) and (3.4.17).
By applying the Gagliardo-Nirenberg inequality as in [2, Prop 2.2 (iii)], we deduce that
∫ θ
0
∫
U
(1 + u(x, t))σdx < c19
for any σ ∈ (0, qc) with qc = p− 1+ pN , which leads to (3.4.9). Next for 0 < r < p, and any
δ < 0, we find
∫ θ
0
∫
U
|∇u|r dx ≤
(∫ θ
0
∫
U
(1 + u)δ−1 |∇u|p dx dt
) r
p
×
(∫ θ
0
∫
U
(1 + u)
(1−δ)r
p−r dx dt
) p−r
p
.
(3.4.18)
Thus, if r ∈ (0, NqcN+1), this proves (3.4.10) ; furthermore, since p − 1 < NqcN+1 , we obtain
(3.4.8).
Step 4 : End of the proof. Now we use (3.4.1) with g = 1, for any ζ ∈ C∞c (Ω) and any
0 < t < θ < T ,
∫
Ω
u(x, t)ζ(x)dx =
∫
Ω
u(x, θ)ζ(x)dx+
∫ θ
t
∫
Ω
(
|∇u|p−2∇u.∇ζ + f(u)ζ
)
dx dt. (3.4.19)
Because the right-hand side of (3.4.19) has a finite limit when t → 0, the same holds
with t 7→
∫
Ω
u(x, t)ζ(x)dx. The mapping ζ 7→ limt→0
∫
Ω
u(x, t)ζ(x)dx is a positive linear
functional ℓΩ on the space C∞c (Ω). By a partition of unity it can be extended in a unique
way as a Radon measure µ ∈M+(Ω) and (3.4.11) holds.
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Finally, let 0 < t < θ be fixed, g = 1 and ϕ ∈ C∞c (QΩT ), thus∫ θ
t
∫
Ω
(−u∂tϕ+ |∇u|p−2∇u.∇ϕ+ f(u)ϕ)dx dτ
=
∫
Ω
u(x, t)ϕ(x, 0)dx−
∫
Ω
u(x, θ)ϕ(x, θ)dx.
(3.4.20)
But ∣∣∣∣
∫
Ω
u(x, t)(ϕ(x, t)− ϕ(x, 0))dx
∣∣∣∣ ≤ c20t
∫
Ω
u(x, t)dx.
By (3.4.11), letting t→ 0 yields∫
Ω
u(x, t)ϕ(x, t)dx→
∫
Ω
ϕ(x, 0)dµ.
Thus, letting t→ 0 in (3.4.20) implies (3.4.12). 
Next we consider the the following problems

∂tu−∆pu+ f(u) = 0 in QΩT ,
u = 0 on ∂Ω× (0, T )
u(., 0) = µ in Ω.
(3.4.21)
where µ ∈M+(Ω). The solutions are considered in the entropy sense (see [16] and [13]).
We recall that for q ≥ 1 and Θ ⊂ Rd open, the Marcinkiewicz space (or weak Lebesgue
space) M q(Θ) is the set of all locally integrable functions u : Θ→ R such that there exists
C ≥ 0 with the property that for any measurable set E ⊂ Θ,∫
E
|u|dy ≤ C|E|1− 1q . (3.4.22)
The norm of u inM q(Θ) is the smallest constant such that (3.4.22) holds for any measurable
set E (see [16], [13] for more details). Here dy denotes the Lebesgue measure in Rd, although
any positive Borel measure can be used.
We recall the following result of Segura de Leon and Toledo [16, Th 2] and Li [13, Th
1.1] dealing with entropy solutions with initial data in L1. However such solutions coincide
with the semi-group solutions because of uniqueness.
Proposition 3.4.4 Assume p > 2NN+1 , Ω ⊂ RN is any open subset, h ∈ L1(QΩT ) and
µ ∈ L1+(Ω). Let v ∈ C([0, T ;L1(Ω)) be the entropy solution to problem

∂tv −∆pv = h in QΩT
v = 0 on ∂Ω× (0,∞)
v(., 0) = µ in Ω.
(3.4.23)
Then v ∈Mp−1+ pN (QΩT ), |∇v| ∈Mp−
N
N+1 (QΩT ) and there holds
‖v‖
Mp−1+
p
N (QΩT )
+ ‖∇v‖
M
p− N
N+1 (QΩT )
≤ c21, (3.4.24)
for some c21 > 0 depending on p, N , ‖µ‖L1(Ω) and ‖h‖L1(QΩT ).
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3.4.2 Stability
Let {µn} ⊂ L1+(RN ) be a sequence converging to µ in weak sense of measures, then
‖µn‖L1(RN ) ≤ c∗, where c∗ depends only on N, p and ‖µ‖M(RN ). Denote by uµn (resp. vµn)
the solution to problem (3.4.21) (resp. (3.4.23) with h ≡ 0) with the initial data µn. Then
the following estimate holds
0 ≤ uµn ≤ vµn . (3.4.25)
By [9, Theorem 3],
‖vµn(., t)‖L∞(RN ) ≤ c22t
−N
N(p−2)+p ‖µn‖
p
N(p−2)+p
L1(RN )
∀t > 0,
where c22 = c22(N, p) > 0. Thus
‖uµn(., t)‖L∞(RN ) ≤ c22t
−N
N(p−2)+p ‖µn‖
p
N(p−2)+p
L1(RN )
≤ c23t
−N
N(p−2)+p
(3.4.26)
for every t > 0, where c23 = c23(N, p, c∗) > 0.
It follows from (3.4.24) and (3.4.25) that
‖uµn‖Mp−1+p/N (QT ) ≤ c21 ‖µn‖
p+N
1+p(N−1)
L1(RN )
≤ c24(N, p, c∗). (3.4.27)
By (3.4.26) and the regularity theory of degenerate parabolic equations [5], we derive that
the sequence {uµn} is equicontinuous in any compact subset of QT . As a consequence, there
exist a subsequence, still denoted by {uµn} and a function u such that {uµn} converges to
u locally uniformly in QT .
Lemma 3.4.5 The sequence {f(uµn)} converges strongly to f(u) in L1(QT ). Furthermore,
{un} converges strongly to u in Lqloc(QT ) for every 1 ≤ q < qc.
Proof. Since uµ → u a.e in QT , by Vitali’s theorem, it is sufficient to show that the sequence
{f(uµn)} is uniformly integrable. Let E be a Borel subset of QT and let R > 0. Then, since
f is increasing,∫ ∫
E
f(uµn)dx dt =
∫ ∫
E∩{uµn≤R}
f(un)dx dt+
∫ ∫
E∩{uµn>R}
f(uµn)dx dt
≤ f(R)
∫ ∫
E
dx dt+
∫ ∫
E∩{uµn>R}
f(uµn)dx dt.
For λ ≥ 0, we set Bn(λ) = {(x, t) ∈ QT ) : uµn > λ} and an(λ) =
∫ ∫
Bn(λ)
dx dt. Then
∫ ∫
E∩{uµn>R}
f(uµn)dx dt ≤
∫ ∫
{uµn≥R}
f(uµn)dx dt = −
∫ ∞
R
f(λ)dan(λ) (3.4.28)
and
−
∫ ∞
R
f(λ)dan(λ) ≤ f(R)an(R) +
∫ ∞
R
an(λ)df(λ).
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It follows from (3.4.27) that
an(λ) ≤ c21 ‖µn‖
p+N
1+p(N−1)
M+(RN )
λ−(p−1+
p
N
) ≤ c25λ−(p−1+
p
N
).
Plugging these estimates into (3.4.28) yields∫ ∫
E∩{uµn>R}
f(uµn)dx dt ≤ f(R)an(R) + c25
∫ ∞
R
λ−(p−1+
p
N
)df(λ)
≤ f(R)an(R)− c25f(R)R−(p−1−
p
N
)
+ c25
(
p− 1 + p
N
)∫ ∞
R
f(λ)λ−(p+
p
N
)dλ
≤ c25
(
p− 1 + p
N
)∫ ∞
R
f(λ)λ−(p+
p
N
)dλ.
(3.4.29)
Since ∫ ∞
1
λ−(p+
p
N
)f(λ)dλ <∞,
for given ǫ > 0,we can choose R > 0 large enough such that
c25
(
p− 1 + p
N
)∫ ∞
R
f(λ)λ−(p+
p
N
)dλ <
ǫ
2
.
Set δ = (1 + f(R))−1 ǫ2 , then
|E| < δ =⇒ 0 ≤
∫ ∫
E
f(uµn)dx dt < ǫ,
which proves the uniform integrability of the sequence {f(uµn)}. The last assertion follows
from the fact that uµn is bounded in M
qc(QT ) (remember that qc = p − 1 + pN ) and
M qc(QT ) ⊂ Lqloc(QT ) with continuous imbedding, for any q < qc. The conclusion follows
again by Vitali’s theorem. 
Lemma 3.4.6 Assume p > 2NN+1 , then for any U ⊂⊂ RN , the sequence {∇uµn} converges
strongly to ∇u in (Ls(QT ))N for every 1 ≤ s < sc := p− NN+1 .
Proof. We set hn = −f(uµn) and write the equation under the form{
∂tuµn −∆puµn = hn in QT
uµn(., 0) = µn in R
N .
(3.4.30)
We already know from the L1-contraction principle and Proposition 3.4.4 that
‖uµn(., t)‖L1(RN ) ≤ ‖µn‖L1(RN ) ∀t ∈ (0, T ]
and uµn → u in Lqloc(QT ) for every q ∈ [1, qc) and |∇uµn | is bounded in Lsloc(QT ) for
every 1 ≤ s < sc. Thus |∇uµn |p−1 remains bounded in bounded in Lσloc(QT ) for every
1 ≤ σ < σc := 1 + 1(N+1)(p−1) . Furthermore,
{∇uµn} is a Cauchy sequence in measure. (3.4.31)
134
3.4. ESTIMATES AND STABILITY
and the proof is similar to the one of [2, Th 5.1-step2]. Up to the extraction of a subsequence,
{∇uµn} converges a.e. to some D = (D1, ..., DN ) in QT . Consequently, {|∇uµn |p−2∇uµn}
converges a.e. to |D|p−2D in QT and, by Vitali’s theorem,
∇uµn → D strongly in (Lsloc(QT ))N , ∀s ∈ [1, sc),
{|∇uµn |p−2∇uµn} → |D|p−2D strongly in (Lσloc(QT ))N , ∀σ ∈ [1, σc).
(3.4.32)
which implies ∇u = D and the conclusion of the lemma follows. 
Proof of Theorem 3.1.7. Step 1. For any ζ ∈ C∞c (RN ) and t > 0, we have∫
RN
uµn(x, t)ζ(x)dx+
∫ t
0
∫
RN
(|∇uµn |p−2∇uµn∇ζ + f(uµn)ζ)dx dt =
∫
RN
µn(x)ζ(x)dx.
By Lemma 3.4.5 and Lemma 3.4.6, up to the extraction of a subsequence, we can pass to
the limit in each term and get∫
RN
u(x, t)ζ(x)dx+
∫ t
0
∫
RN
(|∇u|p−2∇u∇ζ + f(u)ζ)dx dt =
∫
RN
ζdµ.
Letting t→ 0 yields
lim
t→0
∫
RN
u(x, t)ζ(x)dx =
∫
RN
ζ(x). (3.4.33)
For any ϕ ∈ C∞c (RN × [0,∞)) and θ > 0, we have∫ θ
0
∫
RN
(−uµn∂tϕ+ |∇uµn |p−2∇uµn .∇ϕ+ f(uµn)ϕ)dx dt
=
∫
RN
ϕ(0, x)µn(x)dx−
∫
RN
uµn(x, θ)ϕ(x, θ)dx.
(3.4.34)
By the previous convergence results, we can pass to the limit in (3.4.34) to obtain∫ θ
0
∫
RN
(−u∂tϕ+ |∇u|p−2∇u∇ϕ+ f(u)ϕ)dx dt
=
∫
RN
ϕ(., 0)dµ−
∫
RN
u(., θ)ϕ(., θ)dx.
(3.4.35)
Step 2 : u is a weak solution. By (3.4.26)
sup{‖uµn(., t)‖L∞(RN ) , ‖u(., t)‖L∞(RN )} ≤ c23t
− N
N(p−2)+p ∀t ∈ (0, T ].
Let ζ ∈ C∞c (RN ). Since {uµn(., θ)} converges locally uniformly to u(., θ) in RN , for any
θ > 0, there holds
1
2
∫
RN
(uµn − uµm)2(., T )ζdx dt+
∫ T
θ
∫
RN
(f(uµn)− f(uµm))(uµn − uµm)ζdx dt
+
∫ T
θ
∫
RN
(|∇uµn |p−2∇uµn − |∇uµm |p−2∇uµm).∇(uµm − uµn)ζdx dt
≤ 1
2
∫
RN
(uµn − uµm)2(., θ)ζdx dt
+
∫ T
θ
∫
RN
∣∣∣|∇uµn |p−2∇uµn − |∇uµm |p−2∇uµm∣∣∣ |uµm − uµn | |∇ζ| dx dt.
(3.4.36)
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This implies directly
∇uµn → ∇u in (Lploc(QT ))N , (3.4.37)
by Lemma 3.4.6 when p ≥ 2. When 1 < p < 2, we derive by Fatou’s lemma
1
2
∫
RN
(uµn − u)2(., T )ζdx dt+
∫ T
θ
∫
RN
(f(uµn)− f(u))(uµn − u)ζdx dt
+
∫ T
θ
∫
RN
(|∇uµn |p−2∇uµn − |∇u|p−2∇u).∇(uµn − u)ζdx dt
≤ 1
2
∫
RN
(uµn − u)2(., θ)ζdx dt
+
∫ T
θ
∫
RN
∣∣∣|∇uµn |p−2∇uµn − |∇u|p−2∇u∣∣∣ |uµm − u| |∇ζ| dx dt.
(3.4.38)
Using again Lemma 3.4.6, it implies
lim
n→∞
∫ T
θ
∫
RN
|∇uµn |p ζdx dt =
∫ T
θ
∫
RN
|∇u|p ζdx dt. (3.4.39)
Since ∇uµn ⇀ ∇u weakly in Lploc(QT ), it implies again that (3.4.37) holds true. At end, let
ϕ ∈ C∞c (QT ) and consider 0 < θ < T and U ⊂⊂ RN such that suppϕ ⊂ (θ, T ) × U . Let
g ∈ C(RN ) ∩W 1,∞(RN ) where G′(r) = g(r). Multiplying the equation in (3.4.21) (with
initial data µ = µn) by g(uµn)ϕ, we obtain∫ T
0
∫
RN
(−G(uµn)∂tϕ+ |∇uµn |p g′(uµn)ϕ)dx dt
+ g(uµn) |∇uµn |p−2∇uµn .∇ϕ+
∫ T
0
∫
RN
g(uµn)f(uµn)dx dt = 0.
(3.4.40)
By Lemma 3.4.5 and (3.4.37), we can pass to the limit in each term. As a consequence, u
is a weak solution.
Step 3 : Stability. Assume that {µn} is a sequence of functions in L1+(RN ) with compact
support, which converges to µ ∈Mb+(RN ) in the dual sense of C(RN ), then ‖µn‖L1(RN ) is
bounded independently of n. By the same argument as in step 1 and step 2, we can pass
to the limit in each term of (3.4.40), hence the conclusion follows. 
Lemma 3.4.7 Assume p ≥ 2. Let u ∈ C(QT ) be a positive weak solution of (3.1.1) in QT .
Assume that there exists r > 0 such that∫ T
0
∫
Br
|∇u|p−1 dx dt =∞. (3.4.41)
Then
sup
τ∈(0,T )
∫
B8r
u(x, τ) =∞. (3.4.42)
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Proof. By contradiction we assume that (3.4.42) does not hold. Then there exists M1 > 0
such that
sup
τ∈(0,T )
∫
B8r
u(x, τ) = M1. (3.4.43)
Step 1 : We claim that
u ∈ L∞(QB2rT ).
Since u is a positive subsolution of the equation in (3.2.13), by [5, Theorem 4.2, Chapter
V], there exists a constant c26 = c26(N, p) such that for every x0 ∈ RN , 0 < θ ≤ t0 < T
and σ ∈ (0, 1), there holds
sup
Kσρ(x0)×(t0−σθ,t0)
u ≤ c26θ
1
2
ρ
p
2 (1− σ)N(p+1)+p2
(
sup
t0−θ<τ<t0
|Kρ(x0)|−1
∫
Kρ(x0)
u(x, τ)dx
) p
2
,
(3.4.44)
where Kρ(x0) is the cube centered at x0 and wedge 2ρ, i.e.,
Kρ(x0) = {x ∈ RN : max
1≤i≤N
∣∣xi − xi0∣∣ < ρ}.
We choose x0 = 0, t0 = θ = t, σ = 1/2 and ρ = 4r, then (3.4.44) becomes
sup
K2r×(
t
2
,t)
u ≤ 2N(p+1)+p2 c26t 12 (4r)
−p
2
(
sup
0<τ<t
|K4r|−1
∫
K4r
u(x, τ)dx
) p
2
. (3.4.45)
Since B2r ⊂ K2r and K4r ⊂ B8r, from (3.4.43) and (3.4.45), we obtain that
sup
B2r×(0,T )
u ≤ 2N−p(2N+1)2 c26T 12 r
−p(N+1)
2 M
p
2
1 =: M2. (3.4.46)
If p = 2, (3.4.46) can be derived by using [5, remark 4.1, Chapter V].
Step 2 : Let ζ ∈ C∞c (RN ) such that ζ ≥ 0 in RN , ζ = 1 in Br, ζ = 0 outside of B2r and
|∇ζ| ≤ 1r . We show that, for any σ > 0,
J1(t) :=
∫ t
0
∫
B2r
(u+ 1)σ−1ζp |∇u|p dx dτ <∞,
J2(t) :=
∫ t
0
∫
B2r
(u+ 1)(1−σ)(p−1)dx dτ <∞.
(3.4.47)
Multiplying (3.1.1) by (u+1)σζp and then integrating on RN × [ǫ, t] with 0 < ǫ < t, we get
1
σ + 1
∫
B2r
(u(x, t) + 1)σ+1ζpdx+ σ
∫ t
ǫ
∫
B2r
(u+ 1)σ−1ζp |∇u|p dx dτ
+
∫ t
ǫ
∫
B2r
(u+ 1)σf(u)ζpdx dτ
=
1
σ + 1
∫
B2r
(u(x, ǫ) + 1)σ+1ζpdx
− p
∫ t
ǫ
∫
B2r
(u+ 1)σζp−1 |∇u|p−2∇u∇ζdx dτ,
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which implies that
σ
∫ t
ǫ
∫
B2r
(u+ 1)σ−1ζp |∇u|p dx dτ
≤ 1
σ + 1
∫
B2r
(u(x, ǫ) + 1)σ+1ζpdx+ p
∫ t
ǫ
∫
B2r
(u+ 1)σζp−1 |∇u|p−1 |∇ζ| dx dτ.
(3.4.48)
By Young’s inequality, for any δ > 0,
p
∫ t
ǫ
∫
B2r
(u+ 1)σζp−1 |∇u|p−1 |∇ζ| dx dtτ
≤ pδ
∫ t
ǫ
∫
B2r
(u+ 1)σ−1ζp |∇u|p dx dτ + pδ− 1p−1
∫ t
ǫ
∫
B2r
(u+ 1)σ+p−1 |∇ζ|p dx dτ.
(3.4.49)
It follows from (3.4.48) and (3.4.49) that
(σ − pδ)
∫ t
ǫ
∫
B2r
(u+ 1)σ−1ζp |∇u|p dx dτ
≤ 1
σ + 1
∫
B2r
(u(x, ǫ) + 1)σ+1ζpdx+ pδ
− 1
p−1
∫ t
ǫ
∫
B2r
(u+ 1)σ+p−1 |∇ζ|p dx dτ.
(3.4.50)
By (3.4.46),
sup
ǫ∈(0,T )
∫
B2r
(u(x, ǫ) + 1)σ+1ζpdx ≤ c27
where c27 = c27(N, p, r, ζ,M2) and∫ t
0
∫
B2r
(u+ 1)σ+p−1 |∇ζ|p dx dτ ≤ r−p
∫ t
0
∫
B2r
(u+ 1)σ+p−1dx dt ≤ c28
where c28 = c28(N, p, r, T,M2). By combining the previous two estimates with (3.4.50) and
by choosing δ = σ2p , we get
J1(t) ≤ c29 ∀t ∈ (0, T ) (3.4.51)
where c29 = c29(N, p, r, T, ζ). By (3.4.46), we also find that
J2(t) ≤ c30 (3.4.52)
where c30 = c30(N, p, r, T,M2).
Step 3 : End of proof. By Hölder’s inequality, we get∫ t
0
∫
B2r
|∇u|p−1 ζp−1dx dτ ≤ (J1(t))
p−1
p (J2(t))
1
p .
By step 2, we deduce that ∫ T
0
∫
B2r
|∇u|p−1 ζp−1dx dt < c31, (3.4.53)
where c31 = c31(N, p, r, T, ζ) which contradicts (3.4.41). 
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3.5 Initial trace
From Proposition 3.4.3 and Lemma 3.4.7, we derive the dichotomy result Theorem 3.1.8.
Proof of Theorem 3.1.8 By translation we may suppose that y = 0.
Case 1 : there exists an open neighborhood U of 0 such that (3.4.7) and (3.4.8) hold true.
Then the statement (ii) follows from Proposition 3.4.3.
Case 2 : for any open neighborhood U of 0, (3.4.7) or (3.4.8) does not hold. We first
suppose that (3.4.8) does not hold. We can choose r > 0 such that B8r ⊂ U and (3.4.41)
holds. Then the statement (i) follows from Lemma 3.4.7. Suppose next that (3.4.8) holds
but (3.4.7) does not hold, then Proposition 3.4.3 implies that (3.4.6) does not hold and the
statement (i) follows. 
Proposition 3.5.1 Assume p ≥ 2 and f satisfies (3.1.12). Let u is a positive weak solution
of (3.1.1) in Q∞ with initial trace (S, µ). Then for every y ∈ S,
Uy(x, t) := U(x− y, t) ≤ u(x, t) (3.5.1)
in Q∞.
Proof. By translation we may suppose that y = 0. Since 0 ∈ S(u), for any η > 0 small
enough
lim
t→0
∫
Bη
u(x, t)dx =∞.
For ǫ > 0, denoteMǫ,η =
∫
Bη
u(x, ǫ)dx. For anym > mη = inf
σ>0
Mσ,η there exists ǫ = ǫ(m, η)
such that m = Mǫ,η and lim
η→0
ǫ(m, η) = 0. Let u˜η be the solution to the problem
{
∂tu˜η −∆pu˜η + f(u˜η) = 0 in Q∞
u˜η(x, 0) = u(x, ǫ)χBη in R
N
where χBη is the characteristic function of Bη. By the maximum principle u˜η ≤ u in
RN × (ǫ,∞). By Theorem 3.1.7 u˜η converges to ukδ0 when η goes to zero. Letting m go to
infinity yields (3.5.1). 
Proof of Theorem 3.1.2 The conclusion follows directly from Proposition 3.5.1. 
Lemma 3.5.2 Assume p ≥ 2, (3.1.12) is satisfied, J <∞ and lim
k→∞
ukδ0(x, t) = φ∞(t) for
every (x, t) ∈ Q∞. If u is a positive solution of (3.1.1) in Q∞ which satisfies
lim sup
t→0
∫
G
u(x, t)dx =∞, (3.5.2)
for some bounded open subset G ⊂ RN , then u(x, t) ≥ φ∞(t) for every (x, t) ∈ Q∞.
139
3.5. INITIAL TRACE
Proof. By assumption, there exists a sequence {tn} decreasing to 0 such that
lim
n→∞
∫
G
u(x, tn)dx =∞. (3.5.3)
If (3.5.2) holds, we can construct a decreasing sequence of open subsets Gk ⊂ G such that
Gk ⊂ Gk−1, diam(Gk) = ǫk → 0 when k →∞, and
lim
n→∞
∫
Gk
u(x, tn)dx =∞ ∀k ∈ N. (3.5.4)
Furthermore there exists a unique a ∈ ∩kGk. We set∫
Gk
u(x, tn)dx = Mn,k.
Since lim
n→∞
Mn,k =∞, we claim that for any m > 0 and any k, there exists n = n(k) ∈ N
such that ∫
Gk
u(x, tn(k))dx ≥ m. (3.5.5)
By induction, we define n(1) as the smallest integer n such that Mn,1 ≥ m. This is always
possible. Then we define n(2) as the smallest integer larger than n(1) such that Mn,2 ≥ m.
By induction, n(k) is the smallest integer n larger than n(k−1) such thatMn,k ≥ m. Next,
for any k, there exists ℓ = ℓ(k) such that∫
Gk
inf{u(x, tn(k)); ℓ}dx = m (3.5.6)
and we set
Uˆk(x) = inf{u(x, tn(k)); ℓ}χGk (x).
Let u := uˆk be the unique bounded solution of{
∂tu−∆pu+ f(u) = 0 in Q∞
u(., 0) = Uˆk in RN .
(3.5.7)
Since uˆk(x, 0) ≤ u(x, tn(k)), we derive
u(x, t+ tn(k)) ≥ uˆk(x, t) ∀(x, t) ∈ Q∞. (3.5.8)
When k → ∞, Uˆk → mδa, thus uˆk → umδa by Theorem 3.1.7. Therefore u ≥ umδa . Since
m is arbitrary and umδa → φ∞ when m→∞, it follows that u ≥ φ∞. 
When J =∞, the following phenomenon occurs :
Lemma 3.5.3 Assume p ≥ 2, (3.1.12) is satisfied, J = ∞ and lim
k→∞
ukδ0 = ∞ in Q∞.
There exists no positive solution u of (3.1.1) in Q∞ which satisfies (3.5.2) for some bounded
open subset G ⊂ RN .
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Proof. If we assume that such a u exists, we proceed as in the proof of the previous lemma.
Since Theorem 3.1.7 holds, we derive that u ≥ umδa for any m. Since limm→∞umδa(x, t) =∞
for all (x, t) ∈ Q∞, we are led to a contradiction. 
Thanks to these results, we can characterize the initial trace of positive solutions of
(3.1.1) when the Keller-Osserman condition does not hold.
Proof of Theorem 3.1.9. (i) If S(u) 6= ∅, there exists y ∈ S(u) and an open neighborhood
G of y such that (3.5.2) holds. By Lemma 3.5.2, u ≥ φ∞ and the initial trace of u is the
Borel measure ν∞. Otherwise, R(u) = RN and Tr
RN
(u) ∈M+(RN ).
(ii) By the same argument as above and because of Lemma 3.5.3, S(u) = ∅. Therefore
R(u) = RN and Tr
RN
(u) ∈M+(RN ). 
Consequently, if K =∞, we obtain the folollowing result :
Corollary 3.5.4 Assume p ≥ 2. If f satisfies (3.1.8), (3.1.12), J <∞ and K =∞, there
exist infinitely many different positive solutions u of (3.1.1) such that trRN (u) = ν∞.
Proof. Let b > 0 be fixed. Since f satisfies (3.1.8), (x, t) 7→ U(x, t) = wb(x) + φ∞(t) is a
supersolution for (3.1.1). Let V (x, t) = max{wb(x), φ∞(t)} then V , f(V ) and |∇V |p are
locally integrable in QT ; actually V is locally Lipschitz continuous. Let ǫ > 0 and ρǫ be a
smooth approximation defined by
ρǫ(r) =


0 if r < 0
r2
2ǫ if 0 < r < ǫ
r − ǫ2 if r > ǫ
We set Vǫ(x, t) = φ∞(t) + ρǫ[wb(x)− φ∞(t)]. Then
∂tVǫ −∆pVǫ + f(Vǫ) = φ′∞ (1− ρ′ǫ[wb − φ∞])− (ρ′ǫ[wb − φ∞])p−1∆pwb
− (p− 1) (ρ′ǫ[wb − φ∞])p−2 ρ′′ǫ [wb − φ∞]|∇wb|p + f(Vǫ)
≤ f(Vǫ)− (1− ρ′ǫ[wb − φ∞]) f(φ∞)− (ρ′ǫ[wb − φ∞])p−1 f(wb).
If φ ∈ C∞c (QT ) is nonnegative, then∫ ∫
QT
(−Vǫ∂tφ+ |∇Vǫ|p−2∇Vǫ.∇φ+ f(Vǫ)φ) dx dt ≤ o(1).
Letting ǫ→ 0 implies∫ ∫
QT
(−V ∂tφ+ |∇V |p−2∇V.∇φ+ f(V )φ) dx dt ≤ 0.
Thus V is a subsolution, smaller than U . Therefore there exists a solution ub such that
V ≤ u ≤ U . This implies that trRN (ub) = ν∞. If b′ > b we construct ub′ with trRN (ub′) =
ν∞ and limt→∞(ub′(0, t)− ub(0, t)) > 0. 
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Phuoc Tai NGUYEN
Trace au bord de solutions d’équations de
Hamilton-Jacobi elliptiques et trace initiale de solutions
d’équations de la chaleur avec absorption sur-linéaire
Résumé. Cette thèse est constituée de trois parties. Dans la première partie, on s’intéresse au
problème de trace au bord d’une solution positive de l’équation (E1) −∆u + g(|∇u|) = 0 dans
un domaine borné Ω. Si g(r) ≥ rq avec q > 1, on prouve que toute solution positive de (E1)
admet une trace au bord considérée comme une mesure de Borel régulière. Si g(r) = rq avec
1 < q < qc =
N+1
N
, on montre l’existence d’une solution positive dont la trace au bord est une
mesure de Borel régulière. Si g(r) = rq avec qc ≤ q < 2, on établit une condition nécessaire de
résolution en terme de capacité de Bessel C 2−q
q
,q′ . On étudie aussi des ensembles éliminables au
bord pour des solutions modérées et sigma-modérées. La deuxième partie est consacrée à étudier
la limite, lorsque k → ∞, de solutions d’équation ∂tu − ∆u + f(u) = 0 dans RN × (0,∞) avec
donnée initiale kδ0. On prouve qu’il existe essentiellement trois types de comportement possible
et démontre un résultat général d’existence de trace initiale et quelques résultats d’unicité et de
non-unicité de solutions dont la donnée initiale n’est pas bornée. Dans la troisième partie, on
considère l’équation ∂tu−∆pu+ f(u) = 0 dans RN × (0,∞) où p > 1. Si p > 2NN+1 , on fournit une
condition suffisante portant sur f pour l’existence et l’unicité des solutions fondamentales et on
étudie la limite lorsque k →∞. On donne aussi de nouveaux résultats de non-unicité de solutions
avec donnée initiale non bornée. Si p ≥ 2, on prouve que toute solution positive admet une trace
initiale dans la classe des mesures de Borel régulières positives. Finalement on applique les résultats
ci-dessus au cas f(u) = uα lnβ(u+ 1) avec α, β > 0.
Mots clés : équations elliptiques quasilinéaires, singularités isolées, mesures de Radon, mesures
de Borel, capacités de Bessel, trace au bord, singularités éliminables, absorption faiblement sur-
linéaire, trace initiale, condition de Keller-Osserman, équations de la chaleur dégénérées.
Abstract. This thesis is divided into three parts. In the first part, we study the boundary trace
of positive solutions of the equation (E1) −∆u + g(|∇u|) = 0 in a bounded domain Ω. When
g(r) ≥ rq with q > 1, we prove that any positive function of (E1) admits a boundary trace
which is an outer regular Borel measure. When g(r) = rq with 1 < q < qc =
N+1
N
, we prove
the existence of a positive solution with a general outer regular Borel measure as boundary trace.
When g(r) = rq with qc ≤ q < 2, we establish a necessary condition for solvability in term of the
Bessel capacity C 2−q
q
,q′ . We also study boundary removable sets for moderate and sigma-moderate
solutions. The second part is devoted to investigate the limit, when k → ∞, of the solutions of
∂tu−∆u+f(u) = 0 in RN×(0,∞) with initial data kδ0. We prove that there exist essentially three
types of possible behaviour and provide a new and more general construction of the initial trace
and some uniqueness and non-uniqueness results for solutions with unbounded initial data. In the
third part, we consider the equation ∂tu−∆pu+f(u) = 0 in RN × (0,∞) where p > 1. If p > 2NN+1 ,
we provide a sufficient condition on f for existence and uniqueness of the fundamental solutions
and we study their limit when k → ∞. We also give new results dealing with non uniqueness for
the initial value problem with unbounded initial data. If p ≥ 2, we prove that any positive solution
admits an initial trace in the class of positive Borel measures. Finally we apply the above results
to the case f(u) = uα lnβ(u+ 1) with α, β > 0.
Key words : quasilinear elliptic equations, isolated singularities, Radon measures, Borel measures,
Bessel capacities, boundary trace, removable singularities, weakly superlinear absorption, initial
trace, Keller-Osserman condition, degenerate heat equations.
