Abstract: Recently, Bauke and Mertens conjectured that the local statistics of energies in random spin systems with discrete spin space should in most circumstances be the same as in the random energy model. Here we give necessary conditions for this hypothesis to be true, which we show to hold in wide classes of examples: short range spin glasses and mean field spin glasses of the SK type. We also show that, under certain conditions, the conjecture holds even if energy levels that grow moderately with the volume of the system are considered.
Introduction.
In a recent paper [BaMe] , Bauke and Mertens have formulated an interesting conjecture regarding the behaviour of local energy level statistics in disordered systems. Roughly speaking, their conjecture can be formulated as follows. Consider a random Hamiltonian, H N (σ), i.e., a real-valued random function on some product space, S Λ N , where S is a finite space, typically {−1, 1}, of the form where J A , A ⊂ Z d , is a family of (typically independent) random variables, defined on some probability space, (Ω, F, P), whose distribution is not too singular. In such a situation, for N,E |N −1/2 H N (σ)−E|, over all σ ∈ S Λ N , converges to a Poisson point process on R + . Furthermore, for any finite k, the k-tuple of configurations, σ 1 , σ 2 , . . . , σ k , where the k-best approximations are realised, is such that all of its elements have maximal
Hamming distance between each other. In other words, the asymptotic behavior of these best approximants of E is the same, as if the random variables H N (σ) were all independent Gaussian random variables with variance N , i.e., as if we were dealing with the random energy model (REM) [Der1] . Bauke and Mertens call this "universal REM like behaviour".
A comparable result had previously been conjectured by Mertens [Mer1] in the particular case of the number partitioning problem. In that case, the function H N is simply given by
with X i i.i.d. random variables uniformly distributed on [0, 1], σ i ∈ {−1, 1}, and one is interested in the distribution of energies near the value zero (which corresponds to an optimal partitioning of the N random variables, X i , into two groups such that their sum in each group is as similar as possible). This conjecture was later proven by Borgs, Chayes, and Pittel [BCP, BCMP] . It should be noted that in this problem, one needs, of course, take care of the obvious symmetry of the Hamiltonian under the transformation σ → −σ. An extension of these results in the spirit of the REM conjecture was proven recently in [BCMN] , i.e., when the value zero is replaced by an arbitrary value, E.
In [BK2] we generalised this result to the case of the k-partitioning problem, where the random function to be considered is actually vector-valued (consisting of the vector of differences between the sums of the random variables in each of the k subsets of the partition).
To be precise, we considered the special case where the subsets of the partition are required to have the same cardinality, N/k (restricted k-partitioning problem). The general approach to the proof we developed in that paper sets the path towards the proof of the conjecture by
Bauke and Mertens that we will present here.
The universality conjecture suggests that correlations are irrelevant for the properties of the local energy statistics of disordered systems for energies near "typical energies". On the other hand, we know that correlations must play a rôle for the extremal energies near the maximum of H N (σ). Thus, there are two questions beyond the original conjecture that naturally pose themselves: (i) assume we consider instead of fixed E, N -dependent energy levels, say, E N = N α C. How fast can we allow E N to grow for the REM-like behaviour to hold? and (ii) what type of behaviour can we expect once E N grows faster than this value?
We will see that the answer to the first question depends on the properties of H N , and we will give an answer in models with Gaussian couplings. The answer to question (ii) requires a detailed understanding of H N (σ) as a random process, and we will be able to give a complete answer on only in the case of the GREM, when H N is a hierarchically correlated Gaussian process. This will be discussed in a separate paper [BK05].
Our paper will be organized as follows. In Chapter 2, we prove an abstract theorem, that implies the REM-like-conjecture under three hypothesis. This will give us some heuristic understanding why and when such a conjecture should be true. In Chapter 3 we then show that the hypothesis of the theorem are fulfilled in two classes of examples: p-spin SherringtonKirkpatrick like models and short range Ising models on the lattice. In both cases we establish conditions on how fast E N can be allowed to grow, in the case when the couplings are Gaussian.
Abstract theorems.
In this section we will formulate a general result that implies the REM property under some concise conditions, that can be verified in concrete examples. This will also allow us to present the broad outline of the structure of the proof without having to bother with technical details. Note that our approach is rather different from that of [BCMN] that involves computations of moments.
Our approach to the proof of the Mertens conjecture is based on the following theorem, which provides a criterion for Poisson convergence in a rather general setting.
Theorem 2.1:
be a family of non-negative random variables satisfying the following assumptions: for any ℓ ∈ N and all sets of constants
where the sum is taken over all possible sequences of different indices (i 1 , . . . , i ℓ ). Then the point process
on R + , converges weakly in distribution, as M ↑ ∞, to the standard Poisson point process, P on R + (i.e., the Poisson point process whose intensity measure is the Lebesgue measure).
Remark: Theorem 2.1 was proven (in a more general form, involving vector valued random variables) in [BK2] . It is very similar in its spirit to an analogous theorem for the case of exchangeable variables proven in [BM] in an application to the Hopfield model. The rather simple proof in the scalar setting can be found in Chapter 13 of [B] .
Naturally, we want to apply this theorem with V i,M given by
normalised.
We will now introduce a setting in which the assumptions of Theorem 2.1 are verified.
Consider a product space S N where S is a finite set. We define on S N a real-valued random process, Y N (σ). Assume for simplicity that
Let us also introduce the Gaussian process, Z N , on S N , that has the same mean and the same covariance matrix as Y N (σ).
Let G be the group of automorphisms on S N , such that, for g ∈ G, Y N (gσ) = Y N (σ), and let F be the larger group, such that, for g ∈ F , |Y N (gσ)| = |Y N (σ)|. Let
be a sequence of real numbers, that is either a constant, c ∈ R, if α = 0, or converges to plus or minus infinity, if α > 0. We will define sets Σ N as follows: If c = 0, we denote by Σ N be the set of residual classes of S N modulo G; if c = 0, we let Σ N be the set of residual classes modulo F . We will assume throughout that |Σ N | > κ N , for some κ > 1. Define the sequence of numbers
Note that δ N is exponentially small in N ↑ ∞, since α < 1/2. This sequence is chosen such that, for any b ≥ 0,
For ℓ ∈ N, and any collection,
Then there exists a continuous decreasing function,
Then there exists d r,ℓ > 0, such that, for all N large enough,
(iii) For any ℓ ≥ 1, any r = 1, 2, . . . , ℓ, and any b 1 , . . . , b ℓ ≥ 0, there exist constants, p r,ℓ ≥ 0 and Q < ∞, such that, for any σ 1 , . . . , σ ℓ ∈ Σ ⊗ℓ N for which rank(B N (σ 1 , . . . , σ ℓ )) = r, 
14) 
Then, the point process,
converges weakly to the standard Poisson point process P on R + .
Moreover, for any ǫ > 0 and any b ∈ R + ,
Remark: Before giving the proof of the theorem, let us comment on the various assumptions.
(i) Assumption A (i) holds with some η in any reasonable model, but the function ρ(η) is model dependent.
(ii) Assumptions A (ii) and (iii) is also apparently valid in most cases, but can be tricky
sometimes. An example where (ii) proved difficult is the k-partitioning problem, with k > 2.
(iii) Condition (2.19) is essentially a local central limit theorem. In the case α = 0 it holds, if the Hamiltonian is a sum over independent random interactions, under mild decay assumptions on the characteristic function of the distributions of the interactions. Note that some such assumptions are obviously necessary, since if the random interactions take on only finitely many values, then also the Hamiltonian will take values on a lattice, whose spacings are not exponentially small, as would be necessary for the theorem to hold. Otherwise, if α > 0, this will require further assumptions on the interactions. We will leave this problem open in the present paper. It is of course trivially verified, if the interactions are Gaussian.
Proof:
We just have to verify the hypothesis of Theorem 2.1, for
We split this sum into the sums over the set R η 1 N,ℓ and its complement. First, by the assumption (2.17) 22) where B N (σ 1 , . . . , σ ℓ ) is the covariance matrix defined in (2.8). Since δ N is exponentially small in N , we see that, uniformly for (
where we denote by E N the vector (E N , . . . , E N ).
We treat separately the sum (2.21) taken over the smaller set, R
N,ℓ , and the one over R
Since, by (2.14), η 2 is chosen such that E 2 N N −η 2 → 0, by (2.17), (2.22), and (2.23), each term in the sum over R
(2.25)
Now let us consider the remaining set R
N,ℓ (if it is non-empty, i.e., if strictly η 1 < η 2 ), and let us find
which is possible due to the assumption (2.15). Then let us split the sum over R
into n sums, each over R
N,ℓ , i = 0, 1, . . . , n − 1. By (2.17), (2.22), and (2.23), we have, uniformly for ( 27) for some constant C < ∞. Thus by Assumption A (i),
that, by (2.26), converges to zero, as N → ∞, for any i = 0, 1, . . . , n − 1. So the sum (2.21)
Now we turn to the sum over collections, (
For the contributions from the latter case, using Assumptions A (i) and (iii), we get readily that,
(2.29)
The right-hand side of (2.29) tends to zero exponentially fast, if condition (2.16) is verified.
Finally, we must deal with the contributions from the cases when the covariance matrix is degenerate, namely 30) for r = 1, . . . , ℓ − 1. In the case c = 0, this sum is taken over the set L r N,ℓ , since σ and
In the case c = 0, this sum is
for any 1 ≤ i < j ≤ ℓ. But for all N large enough, all terms in this sum over ℓ-tuples,
disjoint. Therefore (2.30) is reduced to the sum over L r N,ℓ in the case c = 0 as well. Then, by Assumptions A (ii) and (iii), it is bounded from above by
This bound converges to zero exponentially fast, since E 2 N = c 2 N 2α , with α < 1/2. This concludes the proof of the first part of the theorem.
The second assertion (2.19) is elementary: by (2.29) and (2.31), the sum of terms P(∀
N,2 , such that σ 1 = σ 2 , converges to zero exponentially fast. Thus (2.19) follows from the Borel-Cantelli lemma. ♦ Finally, we remark that the results of Theorem 2.2 can be extended to the case when EY N (σ) = 0, if α = 0, i.e., E N = c. Note that, e.g. the unrestricted number partitioning problem falls into this class. Let now Z N (σ) be the Gaussian process with the same mean and covariances as Y N (σ). Let us consider both the covariance matrix, B N , and the mean of Y N , EY N (σ), as random variables on the probability space (Σ N , B N , E σ ), where E σ is the uniform law on Σ N . Assume that, for any ℓ ≥ 1, 32) where I d denotes the identity matrix, and
where D is some random variable D. Let
where
that (2.10) holds for some η > 0 and that (ii) and (iii) of Assumptions A are valid. Assume that there exists a set, Q N ⊂ R η N,ℓ , such that (2.17) is valid for any (σ 1 , . . . , σ ℓ ) ∈ Q N , and
γ , with some γ > 0. Then, the point process
Proof. We must prove again the convergence of the sum (2.20), that we split into three sums:
the first over Q N , the second over R η N,ℓ \ Q N , and the third over the complement of the set R η N,ℓ . By assumption, (2.17) is valid on Q N , and thus the terms of the first sum are reduced to ∀i=1,...,ℓ: 
(2.38)
The last quantity converges to b 1 · · · b ℓ , by the assumptions (2.32), (2.33) and (2.35).
The sum of the probabilities, P(∀ Finally, the sum of the same probabilities over the collections (
converges to zero, exponentially fast, by the same arguments as those leading to (2.29) and (2.31), with η 1 = η. ♦
Examples
We will now show that the assumptions of our theorem are verified in a wide class of physically relevant models: 1) the Gaussian p-spin SK models, 2) SK-models with nonGaussian couplings, and 3) short-range spin-glasses. In the last two examples we consider only the case α = 0.
3.1 p-spin Sherrington-Kirkpatrick models, 0 ≤ α < 1/2.
In this subsection we illustrate our general theorem in the class of Sherrington-Kirkpatrick models. Consider S = {−1, 1}.
is the Hamiltonian of the p-spin Sherrington-Kirkpatrick model, where J i 1 ,...,i p are independent standard Gaussian random variables.
The following elementary proposition concerns the symmetries to the Hamiltonian.
Proposition 3.1:Assume that, for any 0
. This is impossible, if p is pair and σ i = −σ 
2 , converges weakly to the standard Poisson point process, P, on R + .
Let p be even. Let Σ N be the space of equivalence classes of S N where σ and −σ are identified. For any α ∈ [0, 1/2[ and any constant, c ∈ R, the point process
converges weakly to the standard Poisson point process, P, on R + . The result (3.3) holds true as well in the case of c = 0, for p odd.
Proof of Theorem 3.2. We have to verify the assumptions of Theorem 2.2 for the process
The elements of the covariance matrix (2.8) are:
It has been observed in [BKL] that its non-diagonal elements can be written as
Now let us verify the Assumption A (i). Let
The ℓ-tuples of this set satisfy the following property: for any δ 2 , . . . , δ ℓ ∈ {−1, 1} ℓ−1 , the sets of sites A δ 2 ,...,δ ℓ = {i :
Then it is an easy combinatorial computation to check that there exists h > 0, such that, for any q ∈ R + , and any ζ ∈]0, 1/2[, 8) for all N large enough. By the representation (3.6), we have 
Thus, due to (3.8), Assumption A (i) is verified with ρ(η) = 1 − 2η/p, for η ∈]0, p/2[. 
Let us now check the Assumption A (ii
Let σ 1 , . . . , σ ℓ be such that rank(B N (σ 1 , . . . , σ ℓ )) = r < ℓ. Then, r columns of the matrix
. . , σ ℓ ) form a basis of its ℓ columns. Assume that these are, e.g., the first r columns.
The matrix C p (σ 1 , . . . , σ r ) can contain at most 2 r different rows. We will show that, for any
N,ℓ , it can in fact not contain all 2 r rows, due to the following proposition. Now, if the matrix C p (σ 1 , . . . , σ r ) contained all 2 r rows, then, by Proposition 3.3, for any j = r + 1, . . . , ℓ, there would exist m = 1, . . . , r, such that, either, for any 0 degenerate, and the corresponding probability is bounded from above by
¿From the representation of the matrix elements of , B N (σ i 1 , . . . , σ i r )), (3.5), one sees that
, is a finite polynomial in the variables N −1 , and thus its inverse can grow at most polynomially.
Thus, we have established that Assumption A is verified. We now turn to conditions (2.14), (1))
which in turn is easily seem to be of order (e 
be the generating function of (U − a).
Assumption B. We will assume in this section that E|U | 3 < ∞ and |φ(s)| = O(|s| −1 ), as |s| → ∞.
Remark:
The decay assumption on the Fourier transform is not optimal, but some condition of this type is needed, as the result cannot be expected for discrete distributions, where the number of possible values the Hamiltonian takes on would be finite.
We consider Y N (σ) = N −1/2 H N (σ). The state space Σ N is defined as in the previous example. The covariance matrix, given by (3.6), converges in law to the identity matrix by the law of large numbers. Furthermore, analogously to (3.6), we see that
(3.14)
By the central limit theorem,
where J is a standard Gaussian random variable. Hence, (2.32) and (2.33) are verified and we may define the constant
Theorem 3.4:
(i) Let p be odd. Let Σ N = S N . For any c = 0, the point process
converges weakly to the standard Poisson point process on R + .
(ii) Let p be odd and c = 0, or let p be even and c = 0. Denote by Σ N the space of the 2 N −1 equivalence classes in S N where σ and −σ are identified. Then the point process (3.17) converges weakly to the standard Poisson point process on R + .
Proof of Theorem 3.4. We should check the assumptions of Theorem 2.3. The Assumptions A (i), for any η ∈]0, p/2[, and (ii) have been already verified in the proof of Theorem 3.2. We must check (iii) and also the assertion (2.17) on an appropriate subset Q N .
We will use the construction of the matrix C p (σ 1 , . . . , σ ℓ ) explained in the proof of Theorem 3.2, see (3.10). Let us introduce the Fourier transform
A simple computation shows that 19) where {C p (σ 1 , . . . , σ ℓ ) t} m is the mth coordinate of the product of the matrix C p (σ 1 , . . . , σ ℓ )
with the vector t = (t 1 , . . . , t ℓ ).
Assumption A (iii) is valid due to the following proposition.
Proposition 3.5: There exists a constant, Q = Q(r, ℓ, b 1 , . . . , b ℓ ) > 0, such that, for any
Proof. Recall that it follows from the hypothesis that the rank of the matrix C p (σ 1 , . . . , σ ℓ ) equals r. Let us remove from this matrix ℓ− r columns such that the remaining r columns are linearly independent. They correspond to a certain subset of r configurations. Without loss of generality, we may assume that they are σ 1 , . . . , σ r , i.e., we obtain the matrix C p (σ 1 , . . . , σ r ).
Obviously,
, the integrand in (3.22) is bounded by
with a constant, Q 0 = Q 0 (b j ). Next, let us choose in the matrix C p (σ 1 , . . . , σ r ) any r linearly independent rows and construct from them an r × r matrix,C r×r . Then, by (3.19) and by
withQ 0 > 0. Hence, the absolute value of the integral (3.22) is bounded by the sum of two terms,
(3.25)
Recall that the matrixC r×r has matrix elements ±1 and rank r. Since the total number of such matrices is at most 2 r 2 , the smallest absolute value of the determinant of all such matrices is some positive number that does not depend on N , but only on r. Therefore, the change of variables, η =C r×r t, in the first term shows that the integral over t < 2 rN is of order at most N pr/2 ln 2 rN ∼ N pr/2+1 . Thus the first term of (3.25) is bounded by
, with some constant Q 1 < ∞. Using the change of variables η = 2 −rN t in the second term of (3.25), one can see that the integral over t > 2 N r is bounded by , with some h > 0. We need to verify (2.17) for Q N . We abbreviate
For any σ 1 , . . . , σ ℓ ∈ Q N , we split 27) where (3.30) and (3.31) with some ǫ, δ > 0 to be chosen later.
The first part of (3.32) with some Q < ∞. Then the second part of I 1 N is exponentially smaller than 2 −ℓN , for all
This is easy due to the following proposition.
Proposition 3.6: There exist constants, C < ∞, ǫ, θ, δ > 0, such that, for all (σ 1 , . . . , σ ℓ ) ∈ Q N , the following estimates hold:
Proof. The proof is elementary and completely analogous to the corresponding estimate in the proof of the Berry-Essen inequality. All details are completely analogous to those in the proof of Lemma 3.5 in [BK2] and therefore are omitted. ♦ Using (3.33) and (3.32), we see that (3.35) with some constant Q < ∞. By the construction of the set Q N (3.7), for any (σ 1 , . . . , σ ℓ ) ∈ Q N , the matrix C 1 (σ 1 , . . . , σ ℓ ), (i.e., the matrix with N rows, the kth row being σ (1)) times. Consequently, each of these rows is present in the matrix 
Assumption B made on φ(s) implies that φ(s) is aperiodic, and thus |φ(s)| < 1, for any s = 0.
Moreover, for any ζ > 0, there exists h(ζ) > 0, such that |φ(s)| < 1 − h(ζ), for all s with |s| > ζ/ℓ. Therefore, the right-hand side of (3.36) does not exceed (3.37) where the integral is finite again due to Assumption B. Therefore, I
4 N (σ 1 , . . . , σ ℓ ) is exponentially smaller than 2 −N ℓ . This concludes the proof of (2.17) on Q N and of the theorem. As a final example, we consider short-range spin glass models. To avoid unnecessary complications, we will look at models on the d-dimensional torus, Λ N , of length N . We consider Hamiltonians of the form
where e σ A ≡ x∈A σ x , r A are given constants, and J A are random variables. We will introduce some notation:
(a) Let A N denote the set of all A ⊂ Λ N , such that r A = 0.
(b) For any two subsets, A, B ⊂ Λ N , we say that A ∼ B, iff there exists x ∈ Λ N such that
We denote by A the set of equivalence classes of A N under this relation.
We will assume that the constants, r A , and the random variables, J A , satisfy the following conditions:
(ii) there exists k ∈ N, such that any equivalence class in A has a representative A ⊂ Λ k ; we will identify the set A with a uniquely chosen set of representatives contained in Λ k . 
Observe that EH N (σ) = 0,
where equality holds, if σ = σ ′ . 
and if
. In general, we will consider two configurations, σ, σ
We denote the set of these equivalence classes by Σ N . We will assume in the sequel that there is a finite constant, Γ ≥ 1, such that
In the special case of c = 0, the equivalence relation will be extended to include the case σ A = −σ ′ A , for all A ∈ A N . In most reasonable examples (e.g. whenever nearest neighbor pair interactions are included in the set A), the constant Γ ≤ 2 (resp. Γ ≤ 4, if c = 0)).
Theorem 3.7: Let c ∈ R, and Σ N be the space of equivalence classes defined before. Let
2 . Then the point process 40) converges weakly to the standard Poisson point process on R + .
If, moreover, the random variables J A are Gaussian, then, for any c ∈ R, and 0 ≤ α < 1/4,
, the point process
Proof. We will now show that the assumptions A of Theorem 2.3 hold. First, the point (i) of Assumption A is verified due to the following proposition.
Proposition 3.8:Let R η N,ℓ be defined as in (2.9). Then, in the setting above, for all 42) with some constant h > 0.
Proof. Let E σ denote the expectation under the uniform probability measure on {−1, 1} Λ N .
We will show that there exists a constant, K > 0, such that, for any σ ′ , and any 0 ≤ δ N ≤ 1
Note that without loss, we can take σ ′ ≡ 1. We want to use the exponential Chebyshev inequality and thus need to estimate the Laplace transform
Let us assume for simplicity that N = nk is a multiple of k, and introduce the sub-lattice, are independent for different y, y ′ ∈ Λ n,k (since the sets A + y + x and A ′ + y ′ + x are disjoint for any A, A ′ ∈ Λ k ). Using the Hölder inequality repeatedly,
It remains to estimate the Laplace transform of Y 0,0 (σ), 48) and, since E σ σ A = 0, using that e x ≤ 1 + x + so that
with constants, C, C ′ , D, that do not depend on N . To conclude the proof of the lemma, the exponential Chebyshev inequality gives, The assumption (iii) is verified as well, and its proof is completely analogous to that of Proposition 3.5. The key observation is that, again, the number of possible non-degenerate matricesC r×r that can be obtained from C p (σ 1 , . . . , σ ℓ ) is independent of N . But this is true since, by assumption, the number different constants r A is N -independent.
Finally, we define Q N as follows. For any A ∈ A, let ). Next, we use the fact that for any (σ 1 , . . . , σ ℓ ) ∈ Q N each of these |A| terms is a product of at least 2 ℓ − 1 (and of coarse at most 2 ℓ ) different terms, each is taken to the power |A| −1 N d 2 −ℓ (1 + o (1)). This proves the first assertion of the theorem.
