Abstract. We generalize results of P.M.H. Wilson describing situations where the blow up of the conductor ideal of a scheme coincides with the normalization.
Introduction
Blowup and normalization are fundamental operations in the study of varieties and singularities. While normalization modifies the non-normal locus defined by the conductor ideal, blow up modifies the locus defined by any given ideal. In typical cases the normalization is finite while blow ups are not. It is therefore a particular situation that the blow up of the conductor ideal yields the normalization. P.M.H. Wilson described instances where this happens. He considers irreducible projective varieties over an algebraically closed field and proves the following results (see [Wil78,  Cor. 1.4, Thm. 2.7, Rem. 2.8]).
Proposition 1.1 (P.M.H. Wilson).
Given a curve C with normalization C and with C ′ the blow up of C in its conductor ideal, then C = C ′ .
Theorem 1.2 (P.M.H. Wilson).
The blow up V ′ of a hypersurface in its conductor ideal C is the same as the normalization V if and only if the dualizing sheaf ω V is invertible. When V is a surface, then V ′ = V if and only if V is Gorenstein.
In this note we generalize Wilson's results with respect to all of the hypotheses made. We pass from irreducible projective varieties over an algebraically closed field to locally Noetherian schemes replacing hypersurfaces by Cohen-Macaulay schemes equipped with a canonical ideal sheaf. From our main result, Theorem 8.6 in §8, we deduce the following Theorem 1.3. Let X be a reduced Gorenstein Nagata scheme with Cohen-Macaulay normalization X → X. Denote by Bl C X/X X the blow up of X in the conductor ideal C X/X . Then X = Bl C X/X X if and only if X is Gorenstein.
The above mentioned main result involves the blow up of fractional ideals. In preparation, we collect results on sheaves of rational functions and consider morphisms that allow for a pullback of fractional ideals. Up to some extent we describe these concepts in relation with associated points of schemes. A slightly different account of this topic is given in [Liu02, §7.1]. Although we work with sheaves on locally Noetherian schemes, our results are mostly local in the realm of commutative algebra.
The question under consideration also appears in work of Mitsuo Shinagawa [Shi82] that aims for deducing properties of a scheme from its normalization. Under the strong condition of normal flatness (that we do not pursue here) he proves Theorem 1.4 (M. Shinagawa). Let X be a reduced Noetherian scheme with finite normalization X, Y be the closed subscheme defined by the conductor of X in X, and X ′ the blow up of X in Y . If X is normally flat along Y and Y is of pure codimension 1 in X, then X ′ is naturally isomorphic to X.
Acknowledgments. Preliminary results towards the ones presented here were obtained in the first named author's Master's thesis [Bir14] .
Rational functions
All rings will be Noetherian commutative rings with unity. For a ring A we denote by A reg the set of its regular elements and by
its total ring of fractions. All schemes will be locally Noetherian and all morphisms quasicompact, that is, locally on the target, morphisms of Noetherian schemes. A property that holds over each affine open set is refered to as an affine local property. Let X be a scheme. Then x ∈ X is called an associated point of X if m X,x is an associated prime of O X,x . We denote by Ass X the (locally finite) set of associated points of X. For x ∈ X we set Ass(X, x) := Ass(O X,x ). Note that U ∩ Ass X = Ass U for any open U ⊂ X. The following result is well-known; we give a proof.
Lemma 2.1. If X = Spec A is affine then Ass X = Ass A.
Proof.
(⊂) Let p = p 1 , . . . , p n ∈ Ass X. This means that pA p = Ann Ap (g/1) for some g/1 ∈ A p . Then g ∈ p and there are q i ∈ p such that p i q i g = 0 in A. It follows that p ⊂ Ann A (qg) where q = q 1 · · · q n ∈ p. Conversely, let r ∈ Ann A (qg), then r/1 ∈ Ann A (qg) p = Ann Ap (g/1) = pA p implies r ∈ p. Thus, p = Ann A (qg) which means that p ∈ Ass A.
(⊃) Let p ∈ Ass A. Then there is an inclusion A/p ֒→ A and hence A p /pA p ֒→ A p by exactness of localization. This means that p ∈ Ass X. For x, y ∈ X, we say that y specializes to x (or x generalizes to y) and write y x if x is in the closure of y. This makes X and hence Ass X into poset by setting x ≥ y if and only if y x. For X = Spec(A) and x = p and y = q this is equivalent to q ⊂ p.
Lemma 2.2. Any point of a locally Noetherian scheme specializes to a closed point.
We equip Ass X ⊂ X with the subspace Zariski topology. By the following result it consists of all decreasing subsets, that is, subsets stable under generalization.
Lemma 2.3. For each x ∈ X, (2.1) Ass(X, x) = {y ∈ Ass X | y x}.
In particular, Ass(X, x) ⊂ Ass X is open and equals the intersection of Ass X with all open neighborhoods of x ∈ X. In case x ∈ Ass X this means that Ass(X, x) is the smallest open neighborhood of x ∈ Ass X.
Proof. Replacing X by an affine open neighborhood of x we may assume that X = Spec A is affine and we write p for x. In particular, Ass(X, x) = Ass A p and Ass X = Ass A by Lemma 2.1. (⊂) Let q ′ ∈ Ass A p correspond to q ∈ Spec A with q ⊂ p. Then there is an inclusion A p /qA p = A p /q ′ ֒→ A p and hence A q /qA q ֒→ A q by exactness of localization. This means that q ∈ Ass A.
(⊃) Let q ∈ Ass A with q ⊂ p. This means that there is an inclusion A/q ֒→ A and hence A p /qA p ⊂ A p by exactness of localization. This means that q ′ = qA p ∈ Ass A p . Let now {q ∈ Ass A | q ⊂ p} = {q 1 , . . . , q n }. Pick f i ∈ q i \ p and set
Definition 2.4. The O X -algebra of rational functions on X can be defined by
where i : Ass X → X denotes the inclusion.
By [Kle79] , Q X is quasicoherent for reduced X (but not in general). Moreover, its stalks and sections over affine open sets can be described as follows (see [Gro67, (20. 2.11.1)]).
Lemma 2.5. Let X be a scheme.
(a) We have Γ(U,
Proof. (a) Recall that the D(t) = {p ∈ Spec A | t ∈ p} for t ∈ A form a basis of the Zariski topology on U. By Lemma 2.1,
The set S := A reg is multiplicatively closed and directed by setting t ≤ t ′ if and only if t | t ′ . For any t, t ′ ∈ S with t ≤ t ′ , there is a morphism A t → A t ′ . These morphisms form a directed system and, using (2.3),
Combining (2.4) and (2.5) yields a natural morphism Q(A) → Γ(U, Q X ). Conversely, for any open subset V ⊃ Ass U, prime avoidance yields a t ∈ A such that V ⊃ D(t) ⊃ Ass U. The claim follows. (b) We may assume that X = Spec A is affine. Then, using (a), (2.4) and Lemma 2.3,
In particular, it follows from Lemma 2.5.(b) that
We shall describe sections of Q X , and more generally of M ⊗ O X Q X for coherent M , over arbitrary open sets. We abbreviate
Lemma 2.3 shows that
We may therefore read the right-hand sheaf in (2.8) as i * M ′ and the right-hand of (c) as
. Now (2.6) reduces (c) to proving (a). By (2.2) and (2.10), we settle (a) in case M = O X , by proving that
There is a natural morphism of sheaves M → i * M ′ . Since i −1 is left-adjoint to i * , this gives rise to a morphism i
That it is an isomorphism can be checked stalk-wise at any x ′ ∈ X ′ using (2.7):
Since i −1 is left-adjoint to i * , the identity morphism of i
2) and (2.11), this yields a natural morphism of sheaves
To establish both (a) and (b) we show that this induces an isomorphism of global sections over any affine open using the presheaf tensor product. To this end, we assume that X = Spec A and set M := Γ(X, M ). Then, using Lemma 2.1 and the claim in case M = O X , it suffices to show that
By O X -coherence of M , M is a finitely presented A-module. Since A is Noetherian, Ass A is finite and hence the Mittag-Leffler condition is trivially satisfied. Therefore, the inverse limit commutes with tensor product and (2.13) holds true.
Rank of coherent modules
Recall that an A-module M has rank rk
, we say that M has a rank if it has a local, or equivalently global, rank (see Lemma 3.3 below).
The following easy result applies to A = Q(A).
Lemma 3.2. Let A be a ring in which all regular elements are units. Then any inclusion of free modules of equal finite rank is an equality. (
r is an isomorphism. In particular, a local rank is global in this case.
Proof. By coherence of M , M is finite.
(a) Taking stalks at x ∈ X in (3.1) this follows from Lemma 2.5. 
where F is free of rank r and T is torsion. These properties are preserved under localization. By Lemmas 2.5.(b) and 3.2, applying − ⊗ O X Q X turns it into an isomorphism Q
, which trivially implies (d2). By Lemma 2.6.(a), the morphism in (d3) reads
and is induced by i
from the hypothesis. If (d2) holds it must be an equality by Lemma 3.2 and (d3) follows.
For U and M as in (d4), by Lemma 2.5.(a) and injectivity of sheafification on sections,
r . For it to be an isomorphism it suffices to show that rk M = r by Lemma 3.2. By [BH93, Prop. 1.4.3] and Lemma 2.1, this is equivalent to
This follows from (d3) due to Lemma 2.5.(b). Alternatively one could use that M U ⊗ O U Q U is the presheaf tensor product as observed in the proof of Lemma 2.6 .
Fractional morphisms
Definition 4.1. Let I be a coherent O X -submodule of Q X and let f : Y → X be a morphism of schemes.
(i) We call I a fractional ideal on X if it has a rank.
(ii) We call f a fractional morphism if it induces a morphism
We call it a bifractional if this morphism induces an isomorphism
Due to Lemma 3.3 fractionality of ideals is an affine local property. 
where g is a map of posets. Applying j
this yields a morphism
Applying j * and composing with the natural transformation f
To see the above natural transformation, let F be a sheaf on X ′ and U ⊂ Y open. Since sheafification is left adjoint to the forgetful functor from sheaves to presheaves, we may use the presheaf inverse image. Then
By the commutative diagram (5.1),
Let y ∈ Ass Y . By Lemma 2.1, we may assume that X = Spec A and Y = Spec B with y = q ∈ Ass B. By Lemma 2.5.(a), the hypothesis then becomes that f # induces a morphism Q(A) → Q(B). Assume that x = f (y) ∈ Ass X. Then x = p = (f # ) −1 (q) ∈ Ass A and hence p ⊂ p ′ for any p ′ ∈ Ass A as X has no embedded points by hypothesis. Then prime avoidance yields an α ∈ p \ Ass A. This means that α ∈ A is regular while f # (α) ∈ q ∈ Ass B is not, a contradiction. It follows that x ∈ Ass X and hence that f is associating.
(c) Since f is continuous it is order preserving and the claim follows. 
Since the X ′ x form a basis of the topology of X, it follows that
Y is an isomorphism. By (2.2), (2.11) and commutativity of (5.1), applying i * yields the desired isomorphism
Blowup of fractional ideals
Definition 6.1. Let X be a scheme and let I be a coherent O X -submodule of Q X . Then the blow up of X along I is defined as 
It is invertible since the A is generated by A 1 = I . In case I is invertible, Bl I X = X. (b) By Remark 4.3.(a), there exists locally a unit α in Q X such that αI is an O Xideal. Then Z = Bl I X is locally isomorphic to the blow up Z ′ := Bl αI X of X along αI since multiplication by α i in degree i induces a graded isomorphism of O X -algebras
Over it, there is a graded isomorphism
The universal property of blow up [EH00, Def. IV-16] extends to blow ups of fractional ideals as follows. This was remarked in [OZ91, Prop. 2.1] under slightly stronger hypotheses.
Proposition 6.4. Let X be a scheme and let I be a coherent O X -submodule of Q X . In the full subcategory of fractional morphisms f : Y → X such that O Y I is invertible, the blow up (6.1) is a terminal object.
is a morphism of graded O X -algebras. By the universal property of Proj X (see [Sta15,  Lemma 01O4]), this induces a morphism Y → Z of schemes over X as required.
Blowup of conductors
Definition 7.1. (a) Let f : Y → X be a finite morphism of Noetherian schemes and let F be a
(b) Let X be a reduced scheme and let O X be the integral closure of O X in Q X . Then f : X := Spec X O X → X is the normalization and C X/X is the conductor of X.
Remark 7.2. A scheme X is called Nagata if for any affine open U = Spec A ⊂ X (in some cover) the ring A is Nagata. Nagata schemes have a finite normalization morphism.
To define conductors of fractional ideals we apply the following easy result. 
Blowup of canonical ideals
Let X be a Cohen-Macaulay scheme. That is, X is locally Noetherian and O X,x is a Cohen-Macaulay ring for all (closed) points x ∈ X (see [Sta15, Tag 02IP] [Sta15, Tag 0AWW] ). By a canonical module ω X on a CohenMacaulay scheme X we mean a coherent O X -module such that ω X,x is a canonical module for O X,x in the sense of [BH93, Def. 3.3 .1] for all (closed) points x ∈ X. Recall that by [BH93, Thm.3.3.5.(b) ] the canonical module localizes. If ω X is isomorphic to a fractional ideal we call it a canonical ideal.
Lemma 8.1. Let X be a Cohen-Macaulay scheme with canonical module ω X . Assume that ω X has a global rank. Then ω X is a canonical ideal.
Proof. By Lemma 3.3.(a) and [BH93, Prop. 3.3 .18], rk ω X,x = 1, that is, X is generically Gorenstein. Since ω X,x is a maximal Cohen-Macaulay module it is torsion free and hence taking stalks of the canonical morphism ω X → ω X ⊗ O X Q X ∼ = Q X yields the claim.
Let X be a Cohen-Macaulay scheme with canonical ideal ω X . Let f : Y → X be a finite bifractional morphism of schemes. By Lemma 7.4,
Definition 8.2. We say that a morphism f : Y → X is equidimensional along fibers of closed points if, for all closed points x ∈ X, dim O Y,y is independent of y ∈ f −1 (x). Lemma 8.4. Let f : Y → X be a finite bifractional morphism of schemes then y ∈ Y is closed if and only x = f (y) ∈ X is closed.
Proof. By hypothesis f corresponds affine locally in the target to an integral extension ϕ as in (7.1). Here the going up and incomparability theorem apply and Lemma 2.2 implies the claim. Proof. Let y ∈ Y closed. Then x = f (y) ∈ X is closed by Lemma 8.4. By hypothesis f is finite hence quasifinite and affine. Then x has finite preimage f −1 (x) = {y = y 1 , y 2 , . . . , y n }. We may assume that both Y = Spec B and X = Spec A are affine and identify x = p ∈ Spec A, y = q, y i = q i ∈ Spec B. Since f is finite bifractional, ϕ : A ֒→ B in (7.1) and hence ϕ p : A p ֒→ B p is a finite extension. Setting ω A = Γ(X, ω X ) and ω B = Γ(Y, ω Y ), (8.1) reads ω B = Hom A (B, ω A ) and hence ω B,p = Hom Ap (B p , ω Ap ). We may therefore assume that A = (A, p) is local with canonical module ω A . Since B is integral over A, dim A = dim B ≥ dim B q i with equality for some i. Assuming y closed means that q ⊳ B is maximal which is equivalent to p ⊳ A being maximal by [AM69, Cor. 5.8]. It follows that B is semilocal with maximal ideals q 1 , . . . , q n ⊳B. Using the equidimensionality hypothesis it follows that dim B q i = dim A for all i. The ideal pB defines the same topology as the Jacobson radical We now generalize a result of P. Theorem 8.6. Let f : Y → X be a finite bifractional morphism of schemes. Assume that X is Cohen-Macaulay with canonical ideal ω X . Then Bl f * f ! ω X X = Y if and only if f ! ω X is invertible. The latter is equivalent to Y being Gorenstein if Y is Cohen-Macaulay and f is equidimensional along fibers of closed points.
Proof. This follows from Theorem 7.7 and Proposition 8.3. Taking Remark 7.2 into account, Theorem 1.3 in §1 is now a consequence of Theorem 8.6 and the following result.
Proposition 8.7. Let X be a reduced Cohen-Macaulay scheme. If f : Y → X is finite bifractional then it is equidimensional along fibers of closed points.
Proof. Let x ∈ X be a closed point and y ∈ f −1 (x). We may return to the affine local situation of the proof of Lemma 8.5. Since A is reduced we have Q(A) p = Q(A p ). By exactness of localization, we may assume that A = (A, p) is local Cohen-Macaulay and Let q ′ ∈ Spec B be such that dim B q = dim q ′ . In particular, q ′ is minimal an hence q ′ ∈ Ass B. Then p ′ := ϕ −1 (q ′ ) must be minimal. Otherwise, there is a t ∈ p ′ not contained in any minimal prime of A by prime avoidance. Since A is reduced this means that t ∈ A reg ∩ p ′ . Then t becomes a unit in Q(A) and hence ϕ(t) ∈ B reg contradiction to ϕ(t) ∈ q ′ ∈ Ass B. Since local Cohen-Macaulay rings are equidimensional (see [BH93, Thm. 2.1.2.(a)]), dim p ′ = dim A. Applying the going up theorem to q ′ and a maximal chain of primes between p ′ and p gives dim A = dim B q and the claim follows.
