We present a systematic procedure to obtain all necessary and sufficient (quantum) constraints on the expectation values for any set of qudit's operators. These constraints-arise form Hermiticity, normalization, and positivity of a statistical operator and through Born's rule-analytically define an allowed region. A point outside the admissible region does not correspond to any quantum state, whereas every point in it come from a quantum state. For a set of observables, the allowed region is a compact and convex set in a real space, and all its extreme points come from pure quantum states. By defining appropriate concave functions on the permitted region and then finding their absolute minimum at the extreme points, we obtain different tight uncertainty relations for qubit's and spin observables. In addition, quantum constraints are explicitly given for the Weyl operators and the spin observables.
I. INTRODUCTION
Von Neumann described a state for a quantum system with a density (statistical) operator on the system's Hilbert space [1] [2] [3] . A valid density operator must be Hermitian, positive semi-definite, and of unit trace. Born provided a rule [4, 5] to compute the expectation values for any set of operators from a given statistical operator. Naturally, all necessary and sufficient constraints-called quantum constraints (QCs)-on the expectation values emerge from the three conditions on a density operator.
In Sec. II, a systematic procedure to derive the QCs is presented, where a result from [6, 7] is used for the positivity of a statistical operator (or simply a state). To transfer the conditions from a state onto the expectation values, one needs the Born rule and an operator-basis to represent operators. One can choose any basis, the procedure in Sec. II is basis independent.
In [6, 7] , generators of the special unitary groupthat with the identity operator constitute an orthogonal operator-basis-are utilized, and the QCs on their average values are achieved by applying the Lie algebra. Alternatively, one can start with an orthonormal basis of the system's Hilbert space, and with all possible "ketbra" pairs one can assemble a standard operator-basis. Then, one can exploit the matrix mechanics-developed by Heisenberg, Born, Jordan, and Dirac [8] [9] [10] [11] [12] -to reach the QCs as demonstrated in Sec. II.
The QCs and uncertainty relations (URs) are two main strands of this paper. Heisenberg pioneered the first UR [5, 13] for the position and momentum operators. A general version of Heisenberg's relation for a pair of operators is introduced by Robertson [14] that is then improved by Schrödinger [15] . Deutsch [16] , Kraus [17] , Maassen and Uffink [18] formulated URs by employing entropyrather than the standard deviation that is exercised in Email: arunsehrawat@hri.res.in † Current address: Harish-Chandra Research Institute, Chhatnag Road, Jhunsi, Allahabad 211019, India. [14, 15] -as a measure of uncertainty. For an overview, we point to [19] [20] [21] for entropy URs and [22] [23] [24] are more in the spirit of Heisenberg's UR. Throughout the article, we are considering a d-level quantum system (qudit). For a set of n observables (Hermitian operators), the QCs bound an allowed region E of the expectation values in the real space R n . If one defines a suitable concave function on E to measure a combined uncertainty as described in Sec. II, then creating a tight UR becomes an optimization problem where at most 2pd´1q parameters are involved (for example, see [25, 26] ). A UR is called tight if there exists a quantum state that saturates it. With this, we close Sec. II and try its results in the subsequent sections.
In Sec. III, we apply the general methodology of Sec. II to the unitary operator basis, which is known due to Weyl and Schwinger [27, 28] . In the case of a prime (power) dimension d, the unitary-basis can be divided into d`1 disjoint subsets such that all the operators in each subset possess a common eigenbasis [29, 30] . These d`1 eigenbases form a maximal set of mutually unbiased bases (MUBs) [31] [32] [33] of the Hilbert space. In Sec. III, QCs for the Weyl operators as well as for MUBs are presented. There we arrive at the same quadratic QC that is conceived in [34] [35] [36] . Using the quadratic QC, tight URs for the MUBs are achieved in [37, 38] , and their minimum uncertainty states are reported in [39, 40] .
In the case of d ě 3, there also exists a cubic QC. In Sec. IV, d " 3, QCs are explicitly given for the Weyl operators of a qutrit and for a set of spin-1 operators. In addition, a number of tight URs and certainty relations (CRs) are delivered for the spin operators. By the way, the QCs for the spin-1 operators can also be achieved from [6, 7] . In Sec. V, tight URs and CRs are obtained for the angular momentum operators J x , J y , and J z , where the quantum number j can be sented there. In the case of a qubit, it is a known result that E will be an ellipsoidal region for any number of observables (measurement settings) [43] , and it is also manifested here. Appendixes A 1 and A 2 separately deal with two and three measurement settings. In the case of two settings, the ellipsoid transfigures into an ellipse, which also appears in [26, 34, [43] [44] [45] . It is revealed in [26] that several tight CRs and URs known from [16, 18, 34, [46] [47] [48] [49] [50] [51] [52] [53] can be achieved by exploiting the ellipse. In this article, we deal with Hilbert space H d of kets and Hilbert-Schmidt space BpH d q of operators, and their bases are differently symbolized by B and B, respectively, to avoid any confusion.
II. QUANTUM CONSTRAINTS, ALLOWED REGION, AND UNCERTAINTY MEASURES
Quantum state for a qudit can be described by a statistical operator ρ [1] [2] [3] 54] , on the system's Hilbert space H d , such that ρ " ρ † (Hermiticity) ,
(1) trpρq " 1 (normalization) , and
0 ď ρ (positivity) .
The dagger † denotes the adjoint. It has been shown in [6, 7] that an operator ρ fulfills (3) if and only if it obeys 0 ď S n for all 1 ď n ď d , where
S n " 
commencing with S 1 " trpρq, and S 0 :" 1. It is advantageous to use inequalities (4) between real numbers than a single operator-inequality (3); see also [55] . Due to normalization (2) , the first condition 0 ď S 1 " 1 holds naturally. In a nutshell, an operator ρ on H d represents a legitimate quantum state if and only if it complies with (1), (2) , and (4) , pΓ γ 1 , Γ γ q hs " δ γ,γ 1 ,
is an orthonormal basis of BpH d q [6, 7, 28] , where δ γ,γ 1 is the Kronecker delta function. Now we can resolve every operator A P BpH d q in the basis B as [3] A "
are complex numbers. In this way, we also have the resolution of ρ "
Born introduced the rule [4] (see also [2] ) xAy ρ " trpρ Aq " pA † , ρq hs (10) " pρ, Aq hs (11) to calculate the average value of an operator A by taking the statistical operator ρ. Definition (6) of the inner product is exploited to reach the last term in (10) , and through Hermiticity (1), we get (11) . By the rule, (10), one can realize
where the last equality is due to the conjugate symmetry pΓ, ρq hs " pρ, Γq hs and (11). The overline designates the complex conjugation. The set of equations xΓ † γ y " xΓ γ y for every γ, or xA † y " xAy for every A P BpH d q, is equivalent to Hermiticity (1) of ρ.
Using (8) and (9), we can express (11) as the standard inner product
between R :" pr 1 ,¨¨¨, r d 2 q and A :" pa 1 ,¨¨¨, a d 2 q [1, 3] , where stands for the transpose. The column vectors A, R P C † (depicts an observable) is a Hermitian operator, and
is its spectral decomposition. Its expectation value [via (10)]
can be estimated by performing measurements in its eigenbasis t|a l yu d l"1 . p l is the probability of getting the outcome, eigenvalue, a l . Due to (2) and (3), one can realize
In (16) , the completeness relation ř d l"1 |a l yxa l | " I plays a role, where I is the identity operator. The set of all probability vectors p :" pp 1 ,¨¨¨, p d q constitutes a probability space Ω a , that is-defined by (16) and (17)-the standard pd´1q-simplex in the d-dimensional real vector space R d [26, 54] . One can perceive xAy ρ in (15) as a linear function from Ω a into R and then can recognize xAy P ra min , a max s ,
where endpoints of the interval are the smallest a min and the largest a max eigenvalues of A. Every classical (discrete) probability distribution also follows (16) and (17) [54] . The QCs become evident when we take two or more incompatible observables (measurements), see below. It is one of the most striking features of quantum physics that-has no classical analogphysically distinct measurements do exist, and one cannot estimate all the expectation values listed in R in (19) by using a single setting for projective measurements [57] . One requires at least d`1 settings. Moreover, two measurement settings can be so different that if one always gets a definite outcome in one setting, (s)he can get totally random results in the other setting [31, 32] . Such settings correspond to complementary operators [17, 28] that are building blocks of the unitary-basis presented in Sec. III. Now let us take n number of operators: A, B,¨¨¨, C. We can build a single matrix equation
by combining equations such as (13) . Equation (19) is nothing but the numerical representation of Born's rule (11) in basis (7). We present this article by keeping the experimental scenario, a finite number of independent qudits are identically prepared in a quantum state ρ, and then individual qudits are measured using different settings for A, B,¨¨¨, C, (20) in mind, where every expectation value is drawn from a same ρ. Thus the subscript ρ is omitted from x y ρ at some places for simplicity of notation. In other experimental situations-(i ) where one wants to entangle the qudit of interest to an ancillary system and then wants to perform a joint measurement or (ii ) where one desires to execute sequential measurements on the same qudit [24] -one can also adopt the above formalism. There one may need to keep track of how the initial qudit's state gets transformed after an entangling operation or a measurement. At each stage of an experiment, a ρ must respect (1), (2) , and (4), and the mean values can be obtained by (19) .
Matrix equation (19) has three parts R, M, and E:
• Conditions (1), (2) , and (4) on a density operator ρ enter through R and emerge as the QCs on the expectation values listed in E. In experiment situation (20) , all the knowledge about state preparation goes into the column R.
• From top to bottom, rows in the nˆd 2 matrix M completely specify A, B,¨¨¨, C. So M holds all, and only, the information about measurement settings.
• Conditions (1), (2) , and (4) as well as the mean values in E do not depend on the choice of basis [56] . Therefore, the QCs on xAy, xBy,¨¨¨, xCy will be independent of the basis B. So one can adopt any basis that suits him or her best. A basis only facilitates the transfer of constraints from a quantum state ρ onto the expectation values in E.
Basically, one can achieve the QCs via a two-step procedure:
1. We need to express conditions (1), (2) , and (4) for 2 ď n ď d in terms of tr γ u 2. Then, we acquire the QCs on xAy, xBy,¨¨¨, xCy by matrix equation (19) .
Let us focus on Step 1. We already have condition (1) in terms of xΓ γ y ρ , see (12) . To write the remaining conditions (2) and (4) for 2 ď n ď d in xΓ γ y ρ terms, we need to compute
for every 1 ď m ď d. One can view trpρ m q as a homogeneous polynomial of degree m, where average values (12) are variables, and the constants tr p Γ γ1¨¨¨Γγm q are determined by basis (7) only. Hence S n of (5) is a n-degree polynomial, and 0 ď S n [see (4) ] leads to a n-degree QC.
In [6, 7] , generators of the special unitary group SU pdq-that with the identity operator compose an orthogonal basis of BpH d q-are taken, and trpρ m q is obtained by using the Lie algebra of SU pdq. The generators are d
2´1
traceless Hermitian operators, thus we call this basis the Hermitian-basis [for d " 2, 3, see Appendix A and Sec. IV]. If all the n operators A, B,¨¨¨, C are Hermitian operators, then it is better to choose a Hermitian-basis because every number in (19) will be a real number. Since the state space (2) , and (4) (
is a compact and convex set [54] , the corresponding collection of R " R forms a compact and convex set in R d
as the mapping ρ Ø R is a homeomorphisms [58] . Every qudit's state ρ is completely specified by d 2´1 real numbers in R [6] , where one of its components is fixed by normalization condition (2) , that is,
Next one can view (19) as a linear transformation from
. Such a transformation is always continuous, and it maps a compact and convex set in R d 2´1 to a compact and convex set in R n [59, 60] . Therefore, for n observables (Hermitian operators), the set of expectation values
will be a compact and convex set [for example, see Figs. 1, 2, 4, 5, and 6] in a hyperrectangle H :" ra min , a max sˆrb min , b max sˆ¨¨¨ˆrc min , c max s Ă R n (24) described by the Cartesian product of the closed intervals, whose endpoints are the minimum and maximum eigenvalues of the operators. E is also known as the quantum convex support [61] . Furthermore, each extreme point of E corresponds to a pure state that is an extreme point of S. Note that Eq. (19) does (map S onto E via ρ Ø R Ñ E) not provide a one-to-one correspondence between the state space S and E unless there are d 2 linearly independent operators in the set tA, B,¨¨¨, C, Iu.
In summary, S is an abstract set, we observe its image E through an experiment scheme such as (20) . The QCs-originate from (1), (2) , and (4) via matrix equation (19)-bound the region E. As the QCs are necessary and sufficient restrictions on the expectation values, any point outside E does not come from a quantum state, whereas every point in E corresponds to at least one quantum state. So as a whole E is the only allowed region in the space of expectation values. Obviously, one cannot achieve a region smaller than E without sacrificing a subset of quantum states. Now we present all the above material by taking a standard operator-basis. With an orthonormal basis B of the Hilbert space H d , where
tr`|jyxk|˘" xk|jy " δ j,k ,
one can construct the standard operator-basis
of BpH d q. Instead of a single index γ that runs from 1 to d 2 , here we have two indices j and k for a basis element, each of them runs from 0 to d´1. The orthonormality
for B st is ensured by orthonormality relation (27) of B.
In basis (28) , the resolution of an operator A and of a qudit's state ρ are
a jk |jyxk| with a jk " xj| A |ky and (30)
respectively. The above coefficients a and r are obtained through (8) and (9), correspondingly. Numerical representation (13) of Born's rule now becomes
where the second equality is due to the Hermiticity:
is a manifestation of (12) . In standard basis (28) , matrix equation (19) transpires as
Next, to express conditions (2) and (4) for 2 ď n ď d in r jk terms, we need to represent trpρ m q for every 1 ď m ď d as a function of tr jk u. Orthonormality relation (27) also yields the rule for composition
which gives rise to matrix multiplication in the matrix mechanics [8] [9] [10] [11] [12] . Particularly here it is very easy to obtain
Then, through (27) and the linearity of trace, we secure
One can compare (37) with its general form (21) . Let us explicitly write conditions (2) and (4) for n " 2, 3, 4 [3, 6] :
6 trpρ 2 q´8 trpρ 3 q´3`trpρ 2 q˘2`6 trpρ 4 q ď 1
deliver linear, quadratic, cubic, and quartic QCs. In (38) and (39), (37) and the column vector R from (34) are used. As a pure state ρ " ρ 2 is an extreme point of the state space S [defined in (22) ], it saturates inequalities (4) for all n " 2,¨¨¨, d [7] . A pure state corresponds to a ket, and a qudit's ket can be parametrized by a set of 2pd´1q real numbers by ignoring an overall phase factor (for example, see [62] 
where i " ?´1 , θ l P r0, π 2 s for all l " 0,¨¨¨, d´2, and φ l 1 P r0, 2πq for every l 1 " 1,¨¨¨, d´1. Thus the pure state ρ pure " |ψyxψ| and the corresponding column vector
[see (34) for its complex conjugate] are specified by the 2pd´1q real numbers [54] , for instance,
By plugging R ppureq d
in Eq. (34), one can reach all those points in E [defined in (23) ] that correspond to pure states in S. All the extreme points of E will be a subset of these points.
In the following, we demonstrate a procedure to built a combined uncertainty measure on E for Hermitian operators A, B,¨¨¨, C. In the case of a non-Hermitian operator, considering [63] , one can talk about uncertainty measures for the two Hermitian operators A 
can be viewed-through the first equality-as a concave function on the allowed region for tA, A 2 u, which is the convex hull of tpa l , a If one wants to built a UR in the case of two projective measurements described by t|a l yxa l |u d l"1 and t|b k yxb k |u d k"1 , then one can consider the permissible region of the two probability vectors p " pp 1 ,¨¨¨, p d q and
[see (15) ] and
There are many uncertainty measures for p (and q )-thanks to Shannon [64] , Rényi [65] , and Tsallis [66] -and many associated URs [18, 21] . Moreover, with the probability vector p, we can calculate the expectation value of any function of the Hermitian operator A [given in (14) ] as well as its standard deviation (45) . Now suppose we have no access to the individual probabilities p l , but only to the expectation value xAy, then we can construct uncertainty or certainty measures as follows.
Let us recall from (18) that xAy P ra min , a max s, and we are interested in the case a min ‰ a max . We call ρ an eigenstate corresponding to an eigenvalue a of A if and only if Aρ " aρ " ρA. If xAy ρ " a min then we can say for sure: (i) qudits are prepared in a minimum-eigenvaluestate of A and (ii) every outcome a l ‰ a min will never occur in a future projective measurement t|a l yxa l |u
for A. So, only in the two cases xAy ρ " a min , a max , we have a minimum possible uncertainty about ρ (if it is unknown) in which the individual qudits are identically prepared in (20) and about the results of a future measurement for A. Therefore, for an uncertainty measure, we require a continuous function on the interval ra min , a max s that reaches its absolute minimum at both the endpoints. Furthermore, mixing states, wρ`p1´wqρ 1 " ρ mix with 0 ď w ď 1, yields the convex sum wxAy ρ`p 1´wqxAy ρ 1 " xAy ρmix , and it does not decrease uncertainty (or increase certainty). A suitable concave (convex) function can be taken as a measure of uncertainty (certainty) because it does not decrease (increase) under such mixing.
The two positive semi-definite operators
are such that 9 A`Å is the identity operator I P BpH d q, and we only need xAy to compute both x 9
Ay, xÅy P r0, 1s. Now we can define concave and convex functions of xAy that fulfill the above requirements:
Ay ln x 9 Ay`xÅy ln xÅyq ,
u κ pxAyq " x 9 Ay κ`xÅ y κ , 0 ă κ ă 8 , and (48) u max pxAyq " max t x 9 Ay , xÅy u .
One can easily show that H and u κ for all 0 ă κ ă 1 are concave functions, whereas u κ for all 1 ă κ ă 8 and u max are convex functions. For κ " 1, u κ pxAyq " 1 for every xAy, and thus it is neither a genuine measure of uncertainty nor of certainty. With u κ one can create quantities like Rényi's and Tsallis' entropies, and H of (47) is like the Shannon entropy but, in general, it is different from´ř
If A only has two distinct eigenvalues, then 9
A andÅ become mutually orthogonal projectors, and (47) The ranges of the above functions are H P r0, ln 2s, u κ P r1, 2 1´κ s for 0 ă κ ă 1 and u κ P r2 1´κ , 1s for 1 ă κ ă 8, and u max P r 1 2 , 1s. As desired, all the above concave (convex) functions reach their absolute minimum (maximum) when xAy " a min , a max . In the case of a non-degenerate eigenvalue a min , we will be even more certain that there is only one (pure) eigenstate state |a min yxa min | that can provide xAy " a min , and similarly for a non-degenerate a max . Like the standard deviation (45) , all the concave (convex) functions in (47)- (49) attain their absolute maximum (minimum) when xAy " p|a min y`e iφ |a max yq, φ is a real number, and a state that is the equal mixture of |a min yxa min | and |a max yxa max | provide the expectation value xAy " 1 2 pa min`amax q. Since the equal superposition ket gives the maximum standard deviation of A, the ket plays an important role in the quantum metrology [67] and to determine a fundamental limit on the speed of unitary evolution generated by A [68] [69] [70] .
The sum of concave functions is a concave function, for example,
where every H is defined according to (47) . One can view (50) as a measure of combined uncertainty on the allowed region E. Its global minimum, say, h will occur at the extreme points of E (see Theorem 3.4.7 and Appendix A.3 in [71] ). As every extreme point of E is related to a pure state, one can find the minimum by changing at most 2pd´1q parameters that appear in (42) and then can enjoy the tight UR h ď HpEq. If a vertex of hyperrectangle (24) is a part of E only then the lower bound h becomes (trivial) 0. It only happens when there exists a ket |ey that is a maximum-or minimumeigenvalue-ket of every operator in tA, B,¨¨¨, Cu. There are examples in [72] where all A, B,¨¨¨, C share a common eigenket, thus usual URs-based on probabilities associated with projective measurements for A, B,¨¨¨, C or based on the standard deviations ∆A, ∆B,¨¨¨, ∆C-become trivial while 0 ă h ď HpEq. Like (50), one can built combined uncertainty or certainty measures (and relations) by picking concave or convex functions from (48) and (49) . If one chooses a measure that is neither a concave nor convex function then its absolute extremum can occur inside E. The above technique is applied to derive tight URs and CRs in [25, 26] and in the subsequent sections.
Apart from a few exceptions, it is not clear to us whether we can interpret a QC as a bound on a combined uncertainty or certainty. On the other hand, a UR puts a lower limit on a combined uncertainty, and it can also be perceived as a constraint on mean values as every The permitted region E-of the expectation values of two projectors P and Q described by the matrices in (52)-is bounded by the (blue) closed-curve. E is the convex hull of p0, 0q and the ellipse obtained by (53) and (54) . Clearly, the (red) point p0.8, 0.8q does not belong to the allowed region. In this example, hyperrectangle (24) is the square r0, 1sˆ2.
uncertainty measure is (not necessarily concave or convex but) their function. Suppose we identify a region in hyperrectangle (24) with a UR, for example,
where Hpaq is obtained by replacing xAy with a in x 9 Ay, xÅy, and then in (47); likewise, Hpcq has the same functional form as HpxCyq. One can easily prove that R H is a convex set. Obviously, E will be contained in R H , there will be no ρ for pa,¨¨¨, cq P RzE such that pa,¨¨¨, cq " pxAy ρ ,¨¨¨, xCy ρ q holds, and such points cannot be realized experimentally in scheme (20) . The relative complement of E in R is denoted by RzE. One can also observe that if pa, b,¨¨¨, cq belongs to R H then pa 1 , b,¨¨¨, cq, where a 1 " a min`amax´a , will also belong to R H because Hpaq " Hpa 1 q. In the case of a 1 ‰ a, only one of the two points can be allowed, because a single quantum state cannot provide two different expectation values of A. By taking a few examples in this paper, the gap RzE between the two regions is exhibited in Figs. 1 
respectively, in some orthonormal basis of H 3 ? Then, a clear answer can be given with the allowed region. Suppose P " |ayxa| and Q " |byxb| are two rank-1 pro-
One can see through (A6) that (53) and (A29) are the same for a qubit. In the case of d ą 2, the allowed region will be the convex hull of the elliptic region specified by the inequality in (53) and the point p0, 0q [44] ; see also [26] . This point is given by all those states that lie in the orthogonal complement of tP, Qu. These states are the common eigenstates of P and Q. By the way, a UR become a trivial statement in this case. Answer to the above question is "no" because the point p0.8, 0.8q falls outside the allowed region as shown in Fig. 1 .
If one asks a similar question for a set of commuting operators tA, B,¨¨¨, Cu, then the permitted region will be the convex hull of tpxe l |A|e l y, xe l |B|e l y,¨¨¨, xe l |C|e l yqu
is their common eigenbasis.
III. THE UNITARY OPERATOR BASIS
With orthonormal basis (25) of the Hilbert space H d , we can built a pair of (complementary) unitary operators
thanks to Weyl [27] and Schwinger [28] , where j`1 is the modulo-d addition, ω " exppi 2π d q, and Z d is defined in (26) . Under the operator multiplication, X and Z generate the discrete Heisenberg-Weyl group [27, 33] . The group members follow the Weyl commutation relation [27] 
and the property
A subset of the Weyl group
forms an orthogonal basis of BpH d q, where the orthogonality relation
is a consequence of (58) [28] . All the elements in basis (59) are unitary operators and traceless [see (58) ] except the identity operator that corresponds to x " 0 " z.
Basis (59) is called the unitary-basis.
According to (9) and (12), a statistical operator can be represented as
in the basis B uni . Here, the conditions for normalization (2) and for Hermiticity (12) become xX 0 Z 0 y " 1 and
respectively. The second equality in (62) is obtained by the virtue of (57) . The inverse of a basis element,
, does not always belong to basis (59) [63] ).
Taking the general form, (21), one can easily express trpρ m q in the unitary-basis by using (57), (58) , and (62), for example,
Then, one can draw QCs on the expectation values of the Weyl operators from (4).
In the case of a prime dimensional d, the basis B uniwithout the identity operator-can be divided into d`1 disjoint subsets
( , where (65)
carries d´1 pairwise commuting operators [29, 30] . Hence, one can find a common eigenbasis of the operators in C px,zq
. In fact, there exists a complete set of d`1 MUBs of H d [30] [31] [32] :
are eigenbases for the subsets in (65) . Our original basis B in (25) is an eigenbasis of Z P C p0,1q
[see (56) ]. Let us define the remaining bases as [29, 30] 
Eigenvalues of every non-identity X x Z z are distinct powers of ω [28, 29] .
With an integral power [obtained by repeatedly using (57)]
and the eigenvalue equation in (68), one can arrive at the spectral decomposition
p pzq j " xz, j| ρ |z, jy and p j " xj| ρ |jy (73) are the probabilities for projective measurements in d`1 MUBs (67). Next, we can rewrite (63) as
Expression (74) is achieved with the help of (71)- (73),
[due to (16) ] for every z, and ř d´1 k"0 ω (39)], we reach the quadratic QC for the Weyl operators in (63) and thus
for the MUB-probabilities. In [34, 35] , inequality (76) is achieved from trpρ 2 q ď 1 via a different method (see also [36] ). Using their result, that is (76), two tight URs are obtained in [37, 38] for d`1 MUBs. In the case of d " 2, these relations become (107) and (108). For the cubic QC due to (40), we need to express (64) in terms of the probabilities. In the next section, (64) is explicitly given for a qutrit.
Higher degree QCs for the Weyl operators and for the MUBs can be achieved-from (4)-by adopting the general formalism of Sec. II like above. The Weyl group exists for every d [27, 33, 73] , whereas a maximal set of d`1 MUBs is only known for a prime power dimension [30, 32, 33] . MUBs are optimal for the quantum state estimation [31, 32] , where the QCs can be employed for the validation of an estimated state.
IV. QUTRIT AND SPIN-1 SYSTEM
In the case of d ě 3, there is a cubic QC as a result of (40) . For a qutrit (d " 3), let us first express trpρ m q of (37) (77)- (79), in terms of the expectation values of operators in a given set without exploiting their algebraic properties. Then, one gains automatically all the QCs from (38)- (40) .
In (55) and (56), the Weyl operators are expressed in the linear combinations of operators belong to standard basis (28). Now we write
by using (55), (56), and (57); see also [33] . According to Born's rule (10), the mean value is a linear function of an operator, so we own every r kj of (33) as a linear sum of xX x Z z y ρ through (80). This constitutes a matrix equation such as (34) . By substituting r kj with the associated linear combination in (77)-(79), one can achieve trpρ m q in terms of xX x Z z y for a qutrit:
where ω " exppi 2π 3 q, and the term 6p¨¨¨q is 3p3trpρ 2 q´1q. In Sec. III, we get (63) and (64) from (21) by exploiting algebraic properties (57) and (58) . One can compare that both the methods deliver the same items.
The next example, a spin-1 particle is a d " 3 levels quantum system (qutrit) if we consider only the spin degree of freedom. Here we take a set of three Hermitian operators from Chap. 7 in [74] :
J y :"´i`|0yx2|´|2yx0|˘, and (83)
They obey the commutation relation J x J y´Jy J x " iJ z plus those obtained by the cyclic permutations of x, y, z, and thus they represent spin-1 observables. One can check that J x , J y , J z with J 2 x , J 2 y , J 2 z and the anticommutators K xy " J x J y`Jy J x , K yz and K zx (85) (attain by the cyclic permutations) constitute a set of nine linearly independent operators, hence they form a Hermitian-basis of BpH 3 q. Though it is not an orthonormal basis with respect to inner product (6) . One can recognize that J x , J y , J z and K xy , K yz , K zx are the Gell-Mann operators [75] , but J We want to emphasize that the QCs on their average values can be derived from [6, 7] . So the following analysis is merely an alternative procedure that does not require the Lie algebra of SU p3q.
After expressing the elements of standard basis (28) in terms of the spin operators, we can write the average values as 
and (88)
z ý xK xy yxK yz yxK zx y`xJ x yxK xy yxJ y ỳ xJ y yxK yz yxJ z y`xJ z yxK zx yxJ x y ‰ .
Here, in each example, one can clearly perceive trpρ z y " x2Iy is used to get (88) and (89) in the above forms. Now, let us call
z as A 1 ,¨¨¨, A 9 , respectively. In this case, every pure state ρ pure " |ψyxψ| [for |ψy, see (42) ] of a qutrit delivers an extreme point of the allowed region E, and the extreme points can be parameterized as xA 1 y ρpure " sin 2θ 0 cos θ 1 sin φ 1 , xA 2 y ρpure " sin 2θ 0 sin θ 1 sin φ 2 , xA 3 y ρpure "´psin θ 0 q 2 sin 2θ 1 sinpφ 1´φ2 q , xA 4 y ρpure " sin 2θ 0 cos θ 1 cos φ 1 , xA 5 y ρpure "´sin 2θ 0 sin θ 1 cos φ 2 ,
xA 6 y ρpure " psin θ 0 q 2 sin 2θ 1 cospφ 1´φ2 q , xA 7 y ρpure " pcos θ 0 q 2`p sin θ 0 q 2 pcos θ 1 q 2 , xA 8 y ρpure " pcos θ 0 q 2`p sin θ 0 q 2 psin θ 1 q 2 , and
where θ 0 , θ 1 P r0, 
As described in Sec. II, we find the absolute minimum of a concave function and maximum of a convex function by putting (90) in the above functions and changing the four parameters θ's and φ's. As a result, we achieve tight URs (91) and (92) and CRs (93) and (94) for the nine spin-1 observables. The basis B " t|0y, |1y, |2yu in (25) is a common eigenbasis of tA 7 , A 8 , A 9 u, a qutrit's state ρ " |jyxj| that corresponds to a ket in B saturates inequalities (91)-(93). One pure state that saturates CR (94), the corresponding parameters are
Since the square of every operator in the set tA i u 9 i"1 lies in the set, pA 1 q 2 " pA 4 q 2 " pA 7 q 2 " A 7 , pA 2 q 2 " pA 5 q 2 " pA 8 q 2 " A 8 , and (96) pA 3 q 2 " pA 6 q 2 " pA 9 q 2 " A 9 , a sum of (the square of) the standard deviations ∆A i [see (45) ] acts as a concave function on the allowed region for the set. As above we reach the global minima and thus establish the tight URs 4 ď A i˘2 , and
URs (97) and (98) are saturated by the eigenstates of A i , i " 1,¨¨¨, 6, associated with 0 and the non-zero eigenvalues, respectively. The null-space (eigenspace associated with 0) of A i is the linear span of a ket in B. The equal superposition kets
|1y`e iφ2 |2yq provide the minimum uncertainty (pure) states for both the URs in (99).
V. SPIN-j OPERATORS
A spin-j particle is a quantum system of d " 2 j`1 levels provided we consider only the spin degree of freedom, and j can be pJ`´J´q, and J z whose actions on the eigenbasis t|my : m " j, j´1,¨¨¨,´ju of J z are described as J˘|my " a pj¯mqpj˘m`1q |m˘1y and (100)
For j " 
which says that the length of the vector pxJ x y, xJ y y, xJ z yq cannot be more than j [76] . So E is the closed ball of radius j in hyperrectangle (24) that is the cube r´j, jsˆ3 here. Note that, except j " 1 2 , an interior point of E corresponds to not one but many (pure as well as mixed) quantum states. However, every extreme point of E comes from a unique pure state χpα, βq " |α, βyxα, β|, where |α, βy " z " jpj`1qI, QC (102) can be turned into a tight UR
for which all the coherent states are the minimum uncertainty states (see Chap. 10 in [74] q are plotted by taking all ρ's. Various URs are also obtained there for the three operators J x , J y , and J z . Our regions E and R's are different from the uncertainty regions: E and R are in the space of expectation values, and both are convex sets.
We can parametrize the extreme points of E as xα, β|J x |α, βy " j sin α cos β , xα, β|J y |α, βy " j sin α sin β , (105) xα, β|J z |α, βy " j cos α , where α P r0, πs and β P r0, 2πq, and can define different uncertainty or certainty measures on E using (46)-(49). Since the minimum and maximum eigenvalues of J i for every i " x, y, z are´j and`j, respectively,
Jiy j˘a nd xJ i y " . Moreover, the relative complement of E in R, RzE, holds all those points that satisfy a tight UR but-have no quantum statecannot be observed experimentally in scheme (20) . This supplies yet another evidence in support of the statement (24 at six different points that are related to the eigenstates of the three Pauli operators. These are the only states that saturate tight URs (125), (126) as well as (128). The Bloch ball and R H2 have six plus eight common boundary points, the six points belong to the six cross sections in R H2 due to p x , p y , p z " 0, 1. And, the eight points correspond to those pure states whose Bloch vectors r P t˘p a i u
and p a 4 "´ř 3 i"1 p a i are given in the v-coordinate system [see Sec. III]. These eight pure states are the only minimum uncertainty states for UR (127), it is also noted in [52, 53] . One can easily deduce that both tp a i u i"1 constitutes a SIC-POVM via (92) for a qubit [27] , and the later one is known as the Weyl-Heisenberg covariant SIC-POVM [28] .
V. QUTRIT AND SPIN-1 SYSTEM
Through (85), one can view Schrödinger's and Robertson's URs [4, 5] as the quadratic constraints for six and the five operators, respectively, in the set tA, A 2 , B, B 2 , r C, r Du. Both the URs are tight and saturated by at least the eigenstates of A and B. However, in the case of d ě 3, there is a cubic QC as a result of (40) . For a qutrit (d " 3) , let us first express trpρ m q of (37) for m " 1, 2, 3: [for r jk , see (33) ].
Here we consider two sets of operators: set (105) of the Weyl operators for a qutrit and a set of spin-1 operators. The sole purpose of this section is to demonstrate: how to achieve trpρ m q, straight from (132)-(134), in terms of the expectation values of operators in a given set without exploiting their algebraic properties. Then one gains automatically all the QCs from (38)- (40) .
In (101) and (102), the Weyl operators are expressed in the linear combinations of operators belong to standard basis (28). Now we write
by using (101), (102), and (103); see also [47] . According to Born rule (10), the mean value is a linear function of an operator, so we own every r kj of (33) and R spin umax , respectively. Although these regions are plotted for j " 2, they will be of the same shapes in the cube r´j, jsˆ3 for other j-values.
the area of a region as a figure of merit to compare different CRs and/or URs. However, in the paper, mostly those cases are reported where one region is completely submerged in another.
Since (102) and (110) are the same, every angular momentum coherent state saturates (110). E touches the periphery of R spin H at six different points that are related to eigenstates of J x , J y , J z corresponding to their extreme-eigenvalues˘j. These six pure states are only the minimum uncertainty states for UR (107) as well as UR (109). The eight coherent states χpα, βq-for which α " arccosp , and the remaining four can be obtained by changing α into π´α and β into π`β pmod 2πq-saturate inequalities (108) and (111). The permitted region E touches the boundary of R spin H2 and R spin umax at the associated eight points. The six cross sections in R spin H2 and R spin umax are due to´j ď xJ i y ď j required for every i " x, y, z.
In the case of j " 1 2 , (102) and (A2) are equal, E is the Bloch ball, and all the coherent states become qubit's pure states. Corresponding to the eight minimum uncertainty states for UR (108), the Bloch vectors are t˘p a i u 4 i"1 [39, 40] , wherë
and p a 4 "´ř i"1 constitutes a SIC-POVM via (A45) for a qubit [41] , and the later one is known as the Weyl-Heisenberg covariant SIC-POVM [42] .
VI. CONCLUSION AND OUTLOOK
There are three primary contributions from this article. First, we provided a basis-independent systematic procedure to obtain the QCs for any set of operators that act on a qudit's Hilbert space. The QCs are necessary and sufficient restrictions that analytically specify the permitted region E of the expectation values. Second, we showed how to define uncertainty and certainty measures on the allowed region E, and their properties are discussed. With a straightforward mechanism-that is also employed in [25, 26] -we achieved tight CRs and URs. Third, we bounded a regions R by a tight CR or UR in the space of expectation values and exhibited the gap RzE between R and the allowed region E through figures. Our additional contributions are: (i ) the QCs for the Weyl operators and the spin observables are reported. (ii ) Various tight URs and CRs are obtained for the spin-1 observables as well as for tJ x , J y , J z u in the case of an arbitrary spin j " Choice of an uncertainty measure to get a UR is a user's choice. We have not yet found a single certainty or uncertainty measure that is better than others in the sense that it always provides a smaller region R. In some examples, one behaves better, whereas in another example there is another. To compare different CRs and/or URs, the area (or volume) of R can be a figure of merit, particularly when one region is not contained in another. Although, it is not easy to compute such an area.
Naturally, E lies in all such R's, however it is not a primary objective of a UR to put a constraint on the mean values but on a combined uncertainty. To draw a comparison between the QCs and URs, first, we have to put them on an equal footing. That may or may not be possible because a QC is primarily a bound on expectation values not, generally, on a combined uncertainty.
URs play very important roles in different branches of physics and mathematics, recently they are applied in the field of quantum information (see Sec. VI in [21] where p " xa|ρ|ay , q " xb|ρ|by , and s " xc|ρ|cy (A12)
are the probabilities [see (15) and (17)] associated (with 1 eigenvalue) to the three projective measurements. The probabilities p, q, and s are the mean values of three rank-1 projectors |ayxa| ": P , |byxb| ": Q , and |cyxc| .
By applying the Gram-Schmidt orthonormalization process, we can turn the linearly independent set tp a, p b, p c u into an orthonormal set tp v 1 , p v 2 , p v 3 u of vectors; they are portrayed in Fig. 3 (i) . The two sets are related through the transformation
where 
which is like Eq. (19) . One can perceive that R is real and it is the representation of Bloch vector r in the vcoordinate system (made of p Fig. 3 (ii)]. From top to bottom, the rows in M are the representations of p a, p b, and p c in the v-coordinate system. Next, one can verify that
is the Gram matrix. Recall that symbolizes the transpose.
After associating the Pauli operators with the orthonormal vectors as
condition (A2) emerges as
And, with the matrix equation M´1E " R-gained from (A14) or (A18)-we achieve the quadratic QC
where The quadratic QC in (A22) characterizes the permissible region E [defined in (23) ] of expectation values (A9)-(A11). The linear transformation in (A18) maps the Bloch sphere identified by the equality in (A21) onto an ellipsoid [84] . So, for a qubit, the allowed region E will always be an ellipsoid with its interior [43] . We want to emphasize that all the material between (A14) and (A23) is given in a general form in [43, 84, 85] . It is shown in [43] that there is a one-to-one correspondence between a qubit's state ρ P S [defined in (22) ] and a point in E as long as M is full rank. That can be witnessed through Eq. (A18).
The ellipsoid can be parametrized by putting R pure " psin 2θ cos φ , sin 2θ sin φ , cos 2θq (A24)
in (A18), where θ P r0, π 2 s and φ P r0, 2πq. If we put rR pure in (A18)-where r P r0, 1s is given in (A21)-then we can also reach its interior points. The column vector R pure is associated with R ppureq 2 of (43). For this section, the subscripts of θ 0 and φ 1 are dropped.
The real symmetric matrix G can be diagonalized with an orthogonal matrix O, hence O G O will be a diagonal matrix with entries λ 1 , λ 2 , and λ 3 at its main diagonal, which are the eigenvalues of G. The same O also diagonalizes G´1, and λ´1 l (l " 1, 2, 3) will be its eigenvalues. With the orthogonal matrix, we can recast condition (A22) as
:"¨?
Through the last equality in (A26), one can enjoy an alternative parameterization of the ellipsoid, where the parameters µ P r0, πs and ν P r0, 2πq. By this technique one can easily find the orientation of the ellipsoid [84] : the eigenvectors (that are columns in O) and the eigenvalues λ i of G characterize the semi-principal axes of the ellipsoid.
Two measurement settings
In the above investigation, we assume tp a, p b, p cu is a set of linearly independent vectors. Now suppose p c is linearly dependent on p a and p b, say p c " ϑ a p a`ϑ b p b, whereas p a and p b are still linearly independent. Then, we can discard all the items related to p c in (A18), and thus achieve an elliptic region E identified bŷ 2p´1 2q´1˙"ˆx
We owe (A28) and (A29) to (A21) and (A22), respectively. The average value xCy " ϑ a xAy`ϑ b xBy is now just a linear function, and the QC, presented by (A27)-(A29), has no effect of C. To present the QCs, it is sufficient to consider only (linearly) independent operators [63] . So we are ignoring C until Appendix A 2. One can notice two things with Eq. (A27). First, a whole line segment-that is in the Bloch sphere and parallel to p v 3 [displayed in Fig. 3 (ii)]-gets mapped onto a single point in E under the transformation in (A27). Second, extreme points-that constitute the ellipse-of E come from the pure states that lie on the great circle [illustrated in Fig. 3 (ii) ] of the Bloch sphere in the v 1 v 2 -plane.
Equivalently, one can take the projectors P and Q from (A13) at the places of A and B and then present everything in terms of the probabilities p and q given in (A9), eas p a and discard all an elliptic . r . r . r‚ oon
ively. The st a linear ), has no o consider o we are , 
, and (77) x pqq , (78)
with the ndard deu are con-), whereas s (77) and 72) puts a elations. (that is,
) is taken, and the horizontal and vertical axes represent p P r0, 1s and q P r0, 1s, respectively. All these R's completely contain the permissible region (73) , which is bounded by the ellipse displayed in each plot. The ellipse touches the boundary of a region R at certain points, some of them correspond to those pure states that saturate the associated CR or UR.
Like the elliptic region (73) , one can define a set of pp,that are limited by the UR (74):
Similarly, one can construct R H , R u , R u2 , and R umax with the tight relations (75)- (78) . Taking " 3 4 , we display these regions in Fig. 2 and realize that R ∆ Ă R u and R H Ă R u2 Ă R umax , which may or may not hold for other 's. If one region is not a subset of other, for example, R ∆ and R H in Fig. 2 , then one can take the area of a region as a figure of merit to compare different CRs and/or URs. However, in the paper, only those cases are reported where one region is completely submerged in another.
In Fig. 2 (that is, p a¨p b " 1 2 ) is taken, and the horizontal and vertical axes represent p P r0, 1s and q P r0, 1s, respectively. All these R's contain permissible region (A30), which is bounded by the ellipse displayed in each plot. The ellipse touches the boundary of a region R at certain points, some of them correspond to those pure states that saturate the associated CR or UR.
(A10), and (A12). In the case of projectors, hyperrectangle (24) becomes the square r0, 1sˆ2, and the allowed region can be described as
One can check that P "Å here [forÅ, see (46) ], thus Hppq " HpxAyq, which is in fact true for all the uncertainty and certainty measures in (47)- (49) .
It is shown in [26] that many tight CRs and URs known from [16, 18, 34, [46] [47] [48] [49] [50] [51] [52] [53] can be derived by using ellipse (A27), and the same ellipse emerges in [26, 34, [43] [44] [45] 
maxt2´ , 1` u ě u 2 ppq`u 2 pqq , and (A34)
where all the above functions are defined according to (45) - (49) for P and Q, hppq :"´pp ln p`p1´pq lnp1´pqq ,
and p a¨p b " 2 ´1. The standard deviation ∆, the Shannon entropy H [64] , and u1 {2 are concave functions that provide tight URs (A31)-(A33), whereas the convex functions u 2 and u max give tight CRs (A34) and (A35) [26] . Following (51), one can define a region
that is limited by UR (A31). Similarly, one can bound R H , R u 1{2 , R u2 , and R umax by tight relations (A32)-(A35). Taking "
, we display these regions in Fig. 4 and realize that R ∆ Ă R u 1{2 and R H Ă R u2 Ă R umax , which may or may not hold for other 's. Whereas neither R ∆ is a subset of R H nor vice versa.
One can also observe that p , 1q P E while p1´ , 1q R E in Fig. 4 . In these points, and 1´ are associated with the two distinct probability-vectors p " p , 1´ q and p 1 " p1´ , q, respectively. After the permutation, p turns into p 1 that is forbidden. It is a distinguish feature of a quantum probability p l " xa l |ρ|a l y [see (15) and (17) ] that p l is not only associated with the measurement setting a but also with the label l for an outcome.
Three measurement settings
Let us start with Schrödinger's UR [15] , and C is determined by (A39). The ellipsoid turns into the Bloch sphere for orthogonal p a and p b.
To test (A40) in experimental scenario (20) , one requires three measurement settings p a, p b, p c. One can choose p a and p b, and then p c is fixed by the cross product in (A39). If one takes p a and p b collinear, then (A40) turns into the trivial statement 0 " 0. So we are taking p a and p b linearly independent.
One can check that Schrödinger's UR (A40) and QC (A22) with the Gram matrix 
are the same thing, and the UR is saturated by every pure state for a qubit. Without the last term in (A40), Schrödinger's UR becomes Robertson's UR [14] , which will form a bigger region than the allowed region here characterized by (A40). Taking p a¨p b " For the next example, we consider three linearlyindependent unit vectors p a 1 , p a 2 , p a 3 such that their Gram matrix is G sic "¨1´1 
It implies that there is an equal angle, arccosp´1 3 q, between every pair of the vectors. There exists one more such unit vector p a 4 "´ř 3 i"1 p a i . The set of four vectors tp a i u 4 i"1 yields a SIC-POVM for a qubit [27, 28] , whose elements are the positive semi-definite operators Π i " 1 4 pI`p a i¨ σq , and
is because ř 4 i"1 p a i is a null vector. Since eigenvalues of every Π i are 0 and 1 2 , its mean value xΠ i y :" p i P r0, 
is due to normalization (2) of a state, that is, xIy " 1, where the identity operator is given in (92). To estimate , respectively, which are described in the main text. E lies within every R sic and shares a set of boundary points, which come from the minimum uncertainty states that saturate the associated UR. One can also observe that R One can easily recognize the semi-principal axes in Fig. 5 with (A42).
For the next example, we consider three linearlyindependent unit vectors p a 1 , p a 2 , p a 3 such that their Gram matrix is G sic "¨1´1 
It implies that there is an equal angle, arccosp´1 3 q, between every pair of the vectors. There exists one more such unit vector p a 4 "´ř 
is because ř 4 i"1 p a i is a null vector. Since eigenvalues of every Π i are 0 and 1 2 , its mean value xΠ i y :" p i P r0, 1 2 s according to (18) . Moreover, for pΠ 1 , Π 2 , Π 3 q, hyperrectangle (24) is the cube r0, i"1 pi ln pi, which reaches its global minimum ln 3 at the four (red) points that are associated with t´p aiu
