The development of machine learning needs to rely on cyber intelligence technology, because it uses many theories and methods of cyber intelligence. Furthermore, it has achieved certain results. The value of machine learning as an infrastructure of cyber intelligence is about to usher in a long-term development opportunity. On the other hand, solving the problem of scalability and growth of cyber intelligence cannot be done without machine learning technology. The development of cyber intelligence also needs to rely on the environment and technology support of machine learning. It is necessary for cyber intelligence, just like human beings, to have a lot of knowledge and rich experience; behind these knowledge and experience is the need for a large number of data support. The development of cyber intelligence and machine learning will push each other to form an effective mutual promotion effect. Therefore, the development of cyber intelligence relies on machine learning [1-3], at the meanwhile; machine learning also opens a new chapter for cyber intelligence. Humans will develop intelligent technology under a new perspective of mechanism, thinking and environment of machine learning [4] [5] [6] . This special issue focuses on the theory, methods and creative solutions of cyber intelligence.
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The submitted manuscripts were reviewed by experts from both academia and industry. After two rounds of reviewing, the highest quality manuscripts were accepted for this special issue. This special issue will be published by Neural Computing and Applications as special issues. Totally, 22 papers are suggested to EiC for acceptance. The selected papers are summarized as follows:
Zhou et al. [7] study the unsupervised tensor learning problem, in which a low-rank tensor is recovered from an incomplete and grossly corrupted multi-dimensional array. Hong and Yu [8] summarize the relevant research achievements of collaborative filtering algorithms in recent years. By analyzing data sparsity and scalability problem in collaborative filtering algorithm, a novel collaborative filtering algorithm based on correlation coefficient (COR based) is proposed. In view of complexity and uncertainty of problems in the prediction of rockburst, a classified prediction model of rockburst using rough sets-normal cloud is established by Hu et al. [9] . Mohit Kumar et al. [10] design a multi-parameter online measurement method based on BP neural network algorithm. The collection, analysis, processing and display of parameters are completed through the sensing layer, the network transmission layer and the integrated application layer. A prediction model of pKa values of neutral and alkaline drugs based on particle swarm optimization algorithm and back propagation artificial neural network, called PSO-BP ANN, was established by Chen et al. [11] . Wang et al. [12] select the air quality data released in real time, obtain the historical monitoring data of air environmental pollutants and normalize the data, and then divide the sample data, and divide it into training data set and test data set in appropriate proportion. Xu and Li [13] discuss the definition of the scientific connotation of the coordinated development of regional economy and put forward three evaluation indexes for coordinated development of regional economy (the degree of regional economic integration, the degree of regional economic development gap and the speed of regional economic development). Zhang and Zhai [14] proposed a new method based on mutual information in information theory. Mutual information between signals and noises is zero theoretically; thus, random noises have Oakland University, Rochester, MI, USA fewer effects on first arrivals pickup with the criterion of mutual information. Ai and Yang [15] combine the particle swarm optimization algorithm to improve the support vector machine and propose a machine learning method based on particle swarm optimization support vector machine. In view of the large amount of data involved in the existing decomposition algorithm, which leads to low decomposition efficiency and high hardware requirements, a non-intrusive load decomposition method based on hidden Markov model (HMM) and improved Viterbi algorithm is proposed by Ma and Zhai [16] .
In the study of Yan et al. [17] , the traditional decision tree algorithm was improved, and the traditional RF method was converted into an adaptive RF (ARF) method for multi-label classification. The construction of smart cities requires the participation of nonprofit organizations, but there are still some problems in the analysis of driving factors of participation. Based on this, using the structural equation model as the research method, a public satisfaction relationship model, based on the machine learning, for nonprofit organizations participating in the construction planning of smart cities was constructed in the study of Gong et al. [18] . The Peukert equation based on temperature, current change and cycle life is established by Li and Bei [19] to estimate the battery capacity. Based on BP neural network theory, Cui and Jing [20] uses engineering geological database as the research and development platform. Wang et al. [21] combine the cargo floating price prediction model with the neural network algorithm (hereinafter referred to as NNA) to establish a prediction model. Zhang and Wang [22] propose a new efficiency prediction model which for the first time combines information granulation (IG) and support vector machine (SVM) with DEA model, to evaluate the future efficiency of decision making unit. In order to quantify the timevarying dependent structure between the assets and forecast the portfolio risk accurately, the difference in the preferences for asset risk is taken into consideration by Luo [23] . Pei et al. [24] proposed a novel collaborative filtering method (CBE-CF) to extract the local dense rating modules to cope with the data sparsity and the computational efficiency of the traditional recommendation algorithms, by introducing the information entropy and bi-clustering into collaborative filtering. Liu and Li [25] discuss the applicability of Kalman filter in 3D dynamic monitoring of environmental cost. The methods of removing invalid records, manually filling in vacancy values and using global constant to fill in vacancy values are used by Feng and Fan [26] to preprocess semantic ontology. The image feature point detection method is studied by Wu [27] , which commonly includes image edge information-based feature detection method, corner information-based detection method and various interest operators. Based on machine learning algorithm, Ma and Lv [28] improved the machine learning algorithm and named it MLIA algorithm.
