Persistent systems support mechanisms which allow programs to create and manipulate arbitrary data structures which outlive the execution of the program which created them. A persistent store supports mechanisms for the storage and retrieval of objects in a uniform manner regardless of their lifetime. Since all data of the system is in this repository it is important that it always be in a consistent state. This property is called integrity. The integrity of the persistent store depends in part on the store being resilient to failures. That is, when an error occurs the store can recover to a previously recorded consistent state. The mechanism for recording this state and performing recovery is called stability. This paper considers an implementation of a persistent store based on a large virtual memory and shows how stability is achieved.
INTRODUCTION
Persistent systems support mechanisms which allow programs to create and manipulate arbitrary data structures which outlive the execution of the program which created them [6] . This has many advantages from both a software engineering and an efficiency viewpoint. In particular it removes the necessity for the programmer to flatten data structures in order to store them permanently. Such code for the conversion of data between an internal and external format has been claimed to typically constitute approximately thirty percent of most application systems [6] . In this sense a persistent system provides an alternative to a conventional file system for the storage of permanent data. This alternative is far more flexible in that both the data and its interrelationships can be stored in its original form. In order to achieve this a uniform storage abstraction is required. Such an abstraction is often called a persistent store. A persistent store supports mechanisms for the storage and retrieval of objects and their interrelationships in a uniform manner regardless of their lifetime.
Since all data of the system resides in the persistent store it is important that the integrity of the store be guaranteed, particularly after a system crash or hardware failure. The system must guarantee that, following a failure, the persistent store always returns to a consistent state as at some previous checkpoint. A store with this property is said to exhibit stability. We exclude here the question of total media failure which is a separate issue best handled by a backup or dumping strategy. This requirement for a recovery mechanism is not peculiar to persistent systems. The same problem occurs with conventional file systems. For example UNIX provides limited recovery features. However, the problem is perhaps more acute with persistent systems. In a conventional file system each file is essentially an independent object. A loss of a single file following a crash is usually not a major problem. In a persistent system there may be arbitrary cross references between objects and thus a loss of an object can result in dangling references to the lost object. This may well compromise the integrity of the store. In this sense the problem of recovery within a persistent store is much more closely related to recovery in database systems [3] .
A number of proposals for stable persistent stores have already appeared in the literature. The earliest of these [17] was oriented towards recovery in database systems and developed a new technique known as shadow paging. Many of the later systems are based on this technique [10, 23, 24, 25] . Several of these designs envisaged the use of hardware support which simplifies the implementation of shadow paging and results in a more efficient system [24, 25] . Ross [23] also implements shadow paging but utilises the facilities of VAX/VMS memory mapped files. Similarly, a system based on memory mapped files under SunOS 4 has been developed by Brown [10] . A different method of enquiry which is based on non-paged object mapping has been developed in other systems [5, 7, 9, 14] .
In this paper we describe a stable persistent store based on a very large virtual memory. The implementation of this store is based on the MONADS-PC computer system [19] , which has hardware support for large virtual address translation. We begin by describing the general principles of shadow paging as a technique for implementing stability. We then describe a previous implementation of the MONADS store without the recovery features. This is followed by a description of the implementation of shadow paging for MONADS-PC. It is shown that, given appropriate hardware, it is possible to implement a recovery scheme which minimises disk space overhead and allows considerable flexibility in maintaining consistency between multiple stores.
SHADOW PAGING -THE BASIC MECHANISM
Stability requires that the persistent store evolves from one consistent state to another atomically. That is, in the event of a system failure, all the changes are either recorded or the system recovers to the previous stable state. A number of techniques have been developed for achieving stability, particularly in the context of database management systems [5, 7, 9, 10, 14, 17, 23, 24, 25] . The techniques differ in their efficiency with regard to the particular application area. However, there are two basic requirements. They are:
(a) the ability to perform an atomic update operation, and (b) the ability to identify the old data and new data prior to the stabilise operation.
Atomic Update -Challis' Algorithm
In order to explain how atomic update may be implemented we will assume the following:
(a) There exists a mapping table from virtual persistent store addresses to physical disk addresses. Such an address map is required in systems where the virtual address space is not mapped in 1-to-1 correspondence with the physical address space. All the data in the system can be found using this mapping table.
(b) On system start up and after each stabilise operation a new copy of the mapping table and the data is made. Updates are made to these copies. That is, the old data is never overwritten. Such a system is unrealistic since the copy operation is too expensive but it will serve as a model for explaining atomic update. We will return to an efficient implementation later.
Prior to a stabilise operation there are two sets of mapping tables and data -the new updated one and the one representing the state of the system at the previous checkpoint.
Challis' algorithm [11] uses two fixed blocks with known disk addresses that usually record the two previous stabilised states of the system. These are known as the root blocks. The root blocks contain information that allows the system to find the mapping table for a stabilised state. Figure 1 illustrates the state of the system prior to the n+1 th stabilise operation. The root blocks record the two previous stabilised states n-1 and n.
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Mapping Table   Data State n Mapping Table   Data State n + 1 n-1 n-1 Figure 1 : The state of the system prior to the n+1 th stabilise operation Each root block also contains a version number that enables the system to determine which contains the most recent state. This version number is written twice as the first and last word of the block.
The atomic update operation entails overwriting the root with oldest version number, in this case n-1, with a new version number, n+1, and a pointer to the new updated mapping table. The space occupied by the old stabilised state n-1 may now be reused. This is illustrated in Figure 2 .
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Figure 2: The state of the system after the n+1 th stabilise operation Challis' algorithm depends upon two critical points for safety. Firstly an error in an atomic update can only occur if the root block is written incorrectly. It is expected that if a disk write operation fails during the atomic update it will inform the system which can then take appropriate action immediately. If, however, the failure is more serious, the technique depends upon the version numbers at the start and end of the root block being different in order to detect failure.
On system startup the root blocks are inspected. If the version numbers are consistent within the root blocks, the most up-to-date version of the system can be found. If not, only one root block may have different version numbers at any one time unless a catastrophic failure has occurred, which in any case would have other implications for the integrity of the data. Thus, subject to the above proviso, the correct stable data can be identified.
Assuming that an atomic update can be performed by this mechanism we return to the question of making efficient copies of the data.
A Paged Persistent Store With Shadowing
In a paged persistent store, the virtual address space is split up into pages of a fixed size which may be stored in disk blocks and main memory page frames of the same size. Where the virtual address space is not mapped in 1-to-1 correspondence with the physical disk, a table is required to perform the mapping. We call this table the disk page table.
The system operates as a paged virtual store using a page replacement algorithm for moving pages in and out of main store. The essence of the shadow paging technique is to ensure that when a modified page is written back to disk from main store that it is never written to the place it was read from. Instead a copy of the page, called the shadow page, is used to store the contents of the page between stabilise operations. By this means, only pages that have been modified have shadow copies and the system evolves incrementally.
The mechanism works as follows. On system startup the disk page table is copied into main store. From this all the pages of the persistent store may be found. We will refer to the stable version of the disk page A stabilise operation involves ensuring that all modified data is written back to disk, writing of the transient page table to disk and then performing an atomic update of the root block as described above. System startup and restore after a failure can also be performed as described above.
In reality, the operation of shadow paging is more complicated since the system must keep track of the free space on disk, detect a write operation on a page in main store and determine when a shadow page has already been created to avoid a shadow being created on every modified page discard.
In the above system, there are two copies of the disk page table. One on disk in a stable state and one in main store. The disk page table may, however, be too large to be keep in main store and would in that case be stored in a transient area of disk. This causes difficulties in the disk mapping as there is now a transient disk area which has to be mapped in some manner and the disk area mapped by the disk page table.
A solution to the above is to incorporate the disk page table in the virtual address space itself. This means that the page table is paged and that updates to it create shadow copies. The advantage of this is that there is only one paging mechanism and that changes to all data, including the page table, is incremental. The only requirement for such an organisation to work is that the address of the first page of the disk page table must be held at a fixed location within the virtual address space.
Finally, since the free space list must also undergo atomic update it can also be kept in the virtual address space.
The advantage of shadow paging is that only the pages that are altered require shadow copies and that the shadow copies are created incrementally on demand. This should be much cheaper than copying the whole page table or database. The disadvantage is that the paging system has to be augmented. This is relatively cheap if performed at the design stage but may be quite difficult to retrofit to an existing system.
A More Detailed Account
We will now give a more detailed account of shadow paging by describing the total operation of the system.
As described in the previous section, the page table may be multi-level and is itself paged. The start address of the page table can always be found from the fixed position root block. In addition, the data contains a free space list for the disk. This must also be at an address known to the system within the logical address space. A shadow list is required to indicate that a shadow page has been created on disk and is being used. This list is not part of the virtual address space and is always considered transient. The final addition to the system is that each page frame requires a modified bit to indicate whether the corresponding page has been written on.
On system startup the information in the root block is brought into the main store. From this data all pages can be found on the disk. To evolve the system from one stable state to another efficiently, the technique makes changes incrementally, never overwriting the original data. Pages are only changed in main store and if they have been modified they are written out to a new disk block. Thus, updated pages, which may contain data, page tables or the free space list are duplicated incrementally, with the main store containing the volatile root of the updates. This volatile root will be different from the stable roots if any updates have been made.
There are six operations of the shadow paged store that concern us. They are:
(a) Create a new page.
To create a new page on disk the free space list is used to find a suitable disk block. The free space list is updated. The new page table is then altered to record the disk address given from the free space list and that the virtual address now has a valid mapping. The shadow list is updated to indicate that further copies do not need to be made if this page is subsequently written on. This operation may be recursive as the extending of the page table or the free space list may also require other create operations.
(b) Modify a page in main store.
The modify bit for the page frame is set when a page in main store is changed.
(c) Page fault.
On a page fault the system uses the new page table to find the address of the page on disk. This will be the shadow address if the page has already been modified.
To discard a page from main store, the modify bit for the page frame is inspected. If it is clear the page frame can be overwritten without further action since a copy of the page exists on the disk. If not the shadow list is inspected. If a shadow exists the page can be written back to the address in the new page table which will be the shadow address. Otherwise a shadow page must be created. This involves finding a new disk block by using and updating the free space list and updating the page table to overwrite the entry for this virtual address. Again this may be recursive. The shadow list records the fact that a shadow has been created for this page to avoid further shadowing on subsequent replacement. The page may now be written back using the new page table. Finally the main store modify bit is cleared for this page frame which is now available for reuse.
(e) Stabilise the persistent store.
To stabilise the persistent store, the system must first find all the pages in store that have been modified, since they have been altered but not yet written back to disk. If a shadow exists for these pages then they are written back immediately. Otherwise the system must create the shadow page as described above and write the page back to the shadow address given in the updated page table. An atomic update is then used to write the pointer to the new page table using the next system generated version number to the oldest root block. Finally, all modify bits in the main store and the shadow list are cleared. The system may now continue operation using the new version of the root.
The space occupied by the previous stable state can now be reused. This can be found by comparing the old and new page tables, performing a garbage collection to find the occupied disk blocks or by using a list of disk blocks which now have shadows that was constructed as the pages were altered.
(f) Restore the persistent store.
To restart the persistent store the action is as described in atomic update above.
THE MONADS VIRTUAL MEMORY
The MONADS persistent store is based on a paged uniform virtual memory. The virtual memory utilises large addresses which, in the current implementation are 60 bits. All storage, both temporary, i.e. RAM, and permanent, i.e. disk, is accessed via this virtual memory. The large virtual memory is divided into regions, called address spaces, each of which is up to 2 28 bytes in size. Thus a virtual address has two components, a 32 bit address space number and a 28 bit offset within address space 1 . The address spaces are paged, using a four kilobyte page size.
Higher Level Architecture
Since all data of the system resides within the virtual store it is necessary to restrict the manner in which programs may construct a virtual address, in order to be able to implement a security policy. There seem to be two possibilities for implementing such a system. The first is to restrict code generation to certain trusted programs such as compilers. This is the approach taken in systems such as Napier88 [18] . An alternative scheme, adopted in MONADS, is to support a higher level architecture which provides mechanisms which can be used by compilers to implement various protection protocols, but which themselves guarantee that the ability to generate code cannot violate the security of the system. The higher level architecture supports arbitrary sized segments. Segment boundaries are orthogonal to page boundaries and thus segments may be as small as a few bytes or as large as an address space [15] . Segments are addressed by segment capabilities which contain the start address and length of the segment, as well as some access information, e.g. read-only. Segments may themselves contain segment capabilities, so that it is possible to build arbitrary data structures.
In order to control access to the virtual store, segment capabilities are protected in such a way that they cannot be constructed or modified by programs. A suite of system management instructions is provided for creating and manipulating segments, and thus segment capabilities, in a controlled manner. A normal program cannot generate an arbitrary virtual address, but is constrained to address only those segments for which it has a segment capability. The kernel, which amongst other things is responsible for managing the virtual store, is provided with mechanisms to allow it to manufacture an arbitrary segment capability when required.
Segments are grouped together into modules. Each module resides in a separate address space and has a purely procedural interface. Access to a module is controlled by a module capability, which identifies the address space containing the data of a module and the type of access allowed in the form of a list of procedures. Module capabilities are protected by the architecture so that it is not possible to manufacture or modify them. If a module is deleted, then the subsequent use of a module capability referring to it will cause an exception to be raised. The full details of the higher level architecture are described elsewhere [20] and are beyond the scope of this paper.
Management of the Store
The disk store is divided into areas called volumes. A volume may be an entire physical disk or a logical partition of a disk. Each volume has a unique number. All pages of a given address space are held on the same volume and the corresponding volume number is encoded as part of the address space number. The most significant 6 bits are used in the current implementation 2 as shown in figure 3 . Each time a new address space is created on a volume it is given a new unique within volume address space number. The numbers of deleted address spaces are never re-used. This means that it is not necessary to garbage collect across the entire store in order to reclaim unused addresses. The size of the address space number ensures that the system will never run out of addresses. In addition there is no need to remove references to deleted address spaces, since the use of such a reference will cause an exception to be raised.
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Figure 3: A MONADS virtual address
Access to a segment ultimately results in the generation of a virtual address. The data corresponding to that address may either be in memory or on disk, unless the address is invalid 3 . In conventional systems the page number portion of the address is used to index a page table which indicates whether the page is in memory or on disk and, in either case, indicates the address of the page as a disk block number or page frame address. This process is usually aided by an address translation buffer which caches recently used entries. The MONADS system uses a quite different technique which separates the task of translating virtual addresses for pages in memory from those for pages on disk. This is, in a sense, a return to the approach taken on the Atlas [16] and has many advantages in terms of efficiency and flexibility. These are discussed in [22] .
Translation of addresses for pages in main memory is achieved by the address translation unit (ATU). The ATU effectively simulates a very large associative memory and is implemented in dedicated fast memory as a hash table with imbedded overflow [1] . Similar schemes are described in [8, 13] . The hash table is large enough to hold an entry for every page frame of main memory. In fact it is several times larger to reduce the number of clashes. Thus the ATU, when given a virtual address, can either translate the address into a main memory address or indicate a page fault. The technique for maintaining the location of pages on disk is independent of the hardware and may even be different for separate address spaces. The ATU also supports read-only pages. An attempted write to such a page causes a write fault exception.
In the current implementation all address spaces are managed in the same manner. Each address space has associated with it a page table which holds the within volume disk addresses of each of its pages. This is called the primary page The key factor of this mechanism is that the page table is at a well defined address within the virtual address space and thus may be addressed using normal instructions. This considerably simplifies page fault resolution because no special mechanism need be used to access the page tables. On a page fault, the page fault handler is provided with the faulting virtual address. It then attempts to read the required page table entry, the address of which is easily generated since the address space number, the address of the page table within it and the faulting page number are known. If no page fault occurs when accessing the page table, then the disk address has been retrieved and the page fault is resolved. Otherwise the required page of the page table must be obtained . A separate secondary page table, or page table for the page table, is maintained for this purpose. It need only have 32 entries, one for each page of the page table, and it is held at a well defined address in page zero of each address space, along with some other red-tape information used by the higher level architecture. This is illustrated in figure 4 . Thus, if a page fault occurs on the page table the address of the required secondary page table entry may be generated and the contents accessed.
The final problem to resolve is a page fault on page zero of an address space. Address space zero of each volume is used for this purpose and is called the volume directory. The volume directory has the same structure as other address spaces, with a primary and secondary page table. The data portion of the volume directory contains several data structures used by the system to manage the disk space. The two most important of these are the hash table and the free space bit map.
The hash table is a table containing the disk address of page zero of each valid address space on this volume. Given an address space number the hash table will either return the disk address of page zero or will fail. The latter indicates that the address space is invalid, either because it never existed or it has been deleted. Such an occurrence would cause an exception in the program causing the access. It is possible that a page fault occurs while accessing the hash table. However, this can be handled using exactly the same scheme as a normal page fault. Page zero of each volume directory, which contains the secondary page table for address space zero, is locked into main memory and so the process is always guaranteed to terminate. Page zero is called the root page and is located in a well known block of the disk. It is loaded into memory at system boot time, or whenever a new disk comes on-line.
System dependent red-tape information
Secondary Page Table  (Page Table for Page Table) 32 entries each 16 The free space bit map is a bit map indicating those disk blocks which are currently unallocated. In the current implementation the free space bit map is locked into main memory for each volume in order to simplify the page fault resolution process. This is not considered to be a serious deficiency since it is quite small, just over 8 Kbytes for a 256 Mbyte volume, and could be paged if necessary.
The final data structure worth mentioning is the main memory table (MMT).
The MMT is maintained on a global basis by the kernel and is locked into main memory. It contains one entry for each page frame of main memory. The MMT is used, amongst other things, for the allocation of page frames. Each entry indicates the corresponding virtual page number and the disk address of that virtual page, or that the page frame is currently unallocated. This is illustrated in figure 5 . The disk address is used when a modified page is discarded in order to avoid accessing the page table again, since such an access may cause a page fault.
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STABILITY IN MONADS
During the normal course of operation of the MONADS system integrity can be achieved by ensuring that all modified pages within the main memory are copied to the secondary storage medium before shutdown. However, this will not handle unexpected situations such as a system crash or a hardware failure. In these cases it is essential that, on restart, the system returns to a well defined state. In particular, it is essential that the data stored be in a consistent state. That is, all updates up to a given point in time are valid and none after that time.
In this section we describe an extension to the MONADS virtual memory scheme which achieves stability. The MONADS implementation is based heavily on Lorie's original shadow paging scheme and has many similarities at the address space level with that of Ross [23] . However, it is greatly simplified by the fact that all page tables, the hash table and the free space bit map themselves reside within the virtual store.
A major difference between the MONADS environment and other systems is that MONADS has its store partitioned into volumes, each of which is self-contained, in terms of space management. At this stage we will consider the stabilise operation to be based on individual volumes. This is an over-simplification since there are cross references between volumes and it is essential that they be kept consistent. We will also initially ignore the question of processes which are represented by process stacks held in the store. On a stabilise operation the state of such processes should be preserved so that they can be restarted following a crash. We will return to these issues later.
Single Volume Stabilise
In order to implement stability in MONADS an additional data structure is required. We will call this the shadowed pages table (SPT) and it will contain an entry for each page which has been modified since the last stabilise operation. This is required since it is necessary to detect the first modification to a page so that a shadow copy may be created. Although the ATU can detect an attempted write and does indicate modified pages, it only contains entries for pages currently in main memory. Consider a page which is modified and then discarded to disk. In this case a shadow page will be allocated. At a later stage the same page may be brought back into memory and again modified. The SPT will indicate in this case that a shadow page has already been allocated. We will see later that the SPT is also required to manage the release of disk space used by pages which are part of the previous checkpoint. At this stage we will consider the SPT to be a linear table, but will later look at alternative implementations. There is one SPT for each volume. The SPT contains two values for each entry. These are the disk address at the last checkpoint for the corresponding page, called the old disk address, and the disk address to which the page will be written at the next checkpoint, called the new disk address.
The other feature which we will employ is the ability of the ATU to support pages marked as read-only. On a write access to such a page an exception, called a write-fault, occurs. This is used to detect the first occasion on which a page is modified. This should not be confused with the modify bit in each entry of the ATU which indicates whether the corresponding page has been modified since it was brought into memory. The distinction is important for a situation where a page is marked as read/write immediately on being brought into the store, in which case the modify bit indicates if the page has been changed. This is used by the page fault handler to determine whether a discarded page needs to be copied to disk.
As described in section 3, the root page of a volume is effectively the root of a tree of disk addresses of pages on the volume. From the root page the disk address of any given page on that volume can be located. Following a checkpoint every page on the volume will either be in that tree or in the free space bit map, which itself is in a page described by that tree. The key to implementing stability is to leave that tree undisturbed and to incrementally construct a new tree. This new tree can be pointed to by the in-memory copy of the root page, leaving the disk copy of the page pointing at the checkpoint version. Provided that none of the checkpoint pages is modified then, following a system crash, the system will return to the last checkpointed state without any processing being required. The new state described by the in-memory root page can be made the checkpointed state by a single disk write of the root page. In order to ensure that this write is atomic two root pages are maintained and Challis' algorithm, described earlier, is employed. Both of the root pages are placed at well known disk addresses so that they may be located at system start-up.
We now proceed to describe the rules for managing the shadow store, referring to the six operations described earlier. Note that some of these operations may result in subsequent faults. For example, a page fault may result in further page faults to retrieve a page table. These are handled recursively and each follows the procedure given below.
(a) To create a new page a new disk block is allocated using the free space bit map. If there are no free blocks then a stabilise must be initiated as described later. An entry for this page, containing a null old disk address and the new disk address, is added to the SPT.
The new disk address is inserted into the MMT entry and the page table entry for the page is updated. If this is page zero of an address space then an entry is added to the volume hash table.
(b) The effect of modifying a page in main store depends on the read-only bit for the corresponding entry in the ATU. If the page is marked as read-write then the modify bit in the ATU is set and the access proceeds, otherwise a write fault exception occurs. In this case the original disk address of the faulting page is obtained from the MMT. A new disk block is allocated using the free space bit map. If there are no free blocks then a stabilise must be initiated as described later. An entry for this page containing the original disk address and the new disk address is added to the SPT. The MMT is updated with the new disk address and the page table entry for the page is updated. If this is page zero of an address space the hash table is updated with the new disk address.
(c) On a page fault the disk address of the required page is obtained and the page is read into a free page frame. This may involve resolving further page faults The disk address is looked up in the new address column of the SPT. If it is found then the page is mapped into the ATU as read-write, otherwise it is mapped in as read-only. In either case an entry containing the disk address of the page is added to the MMT.
(d) On a page discard, that is when a page is removed from memory, if the modify bit for the corresponding entry in the ATU is set then the page is written to the disk address indicated in the MMT. Note that if the page has been modified rules (a), (b) and (c) will guarantee that a new disk block has already been allocated.
(e) A stabilise operation for a volume may either be automatically generated or explicitly requested by a user/program. In either case the following must be performed. For each entry in the SPT the old disk address is extracted and the corresponding bit in the free space bit map is set. We will assume that the free space bit map is locked into main memory and therefore cannot cause a page fault. All pages for this volume in memory which have been modified are copied back to disk. These can be easily located using the MMT and the ATU. Note that the order in which these are written to disk is not important since if there was to be a system crash, the old state described by the old root page on disk would be restored and thus all of the blocks allocated as part of the new state would be in the free space bit map. These pages should then be marked as read-only in the ATU so that, if they are subsequently modified, a new disk block may be allocated. Finally the root page for the volume is written back to disk. This final step makes the new state the stable state. At this point the SPT is cleared and the checkpoint is complete.
(f) A restore operation takes place following a crash of a volume. Since the entire state as at the last checkpoint still exists on secondary storage, and all disk blocks used since that checkpoint will still be in the free list of that checkpoint state, no modification to the secondary store needs to be performed in order to restore to the last checkpoint. The SPT for the volume is cleared and any pages from that volume in main memory must be removed from the ATU. The root page from the last checkpoint is then retrieved and system operation may continue.
Notice that in this scheme a new disk block is allocated before a page is modified. This guarantees that it is always possible to stabilise, that is there is always sufficient disk space. Given the page table structure it is possible for the page fault handler to statically calculate the maximum number of pages which may be modified as a result of processing a write fault and to ensure that there is sufficient disk space for each of these pages before granting write access to the page. This number of pages never exceeds five in the MONADS scheme.
We now return to the question of implementation of the SPT. There are three operations which must be performed on the SPT. These are insert a new entry, check if an entry with a particular new disk address is in the table and cycle through each entry in the table. We can suggest two alternative implementations. The first is a hash table, using selected bits of the new disk address as the hash key. This would provide good performance on all of the required operations. However, the size of the table is a potential problem since, in theory, it can grow quite large, with entries for half the number of disk blocks on the volume. However, in practice this is not likely to be a problem since it is sensible to checkpoint frequently. In any case, if the table became full a checkpoint could be forced. Since a checkpoint can be performed at any time it is possible for the system to enforce a policy on checkpoints to avoid this situation, e.g. checkpoint after n pages have been modified.
An alternative implementation of the SPT is to use two bit lists, both of which have one bit for each disk block on the volume. For the maximum size MONADS volume, 256 megabytes, this is only 8 kilobytes each, which it is feasible to lock into main memory. The bit lists effectively correspond to the two columns of the SPT, the first indicating the old disk addresses of modified pages and the second indicating the new disk addresses of modified pages. This allows the three required operations to be performed efficiently and in a fixed amount of store. In fact these bit lists operate in a similar manner to Lorie's MAP and shadow bits, but have the advantage that, since they are not in the page tables, they may easily be cleared following a stabilise operation.
Multi-volume Consistency and Processes
We indicated earlier that, in the MONADS system, it is possible to have cross references between address spaces on different volumes. Independent volume checkpointing in this circumstance could result in inconsistencies following a crash. A solution to this is to implement a multi-volume stabilise using a two-phase commit. This would rely on making one of the volumes, presumably on a fixed disk, a master volume. The master volume would record which root block to use on each dependent volume. Two copies of each root page are maintained as before. Each volume would be stabilised as above, but only the older of the two root pages is updated with the new timestamp. The master volume is updated last, with both root pages being written to guarantee that the write is successful. Following a crash the timestamps can be inspected to determine the most recent consistent state.
Processes can be included in such a scheme by saving the current state of each process, including the contents of screen buffers, etc., before commencing the checkpoint operation. At restart this state information can be retrieved and the processes continued. The process state information could either be saved on the individual process stacks or in a central object pointed to by the master volume.
A potential disadvantage of this scheme is that the entire store must stabilised at one time. For a large configuration with many volumes this could become quite expensive since all processes must be stopped during the stabilise. However, the situation is not be as bad as it at first seems. Much of the work takes place in parallel with the normal operation of the system as part of the page discard task and at most the entire memory of the machine, but usually much less, must be copied to disk at a checkpoint.
This scheme can be generalised to allow for a very flexible stable store in which volumes are stabilised in groups in such a way that the groupings may be changed as required. For example, it may be that a particular volume supports a self-contained related group of users and their data. In such a case that volume could be stabilised by itself. Given an appropriate mechanism it would then be possible to group that volume with another so that the two are stabilised together. As another example consider bringing a volume from another site and mounting it on a machine. It may be desirable for it to be stabilised with other volumes on that machine. This can easily be achieved by the proposed scheme.
DISCUSSION
We will now consider the effects of the above scheme on the placement of pages on the disk. After some period of time the pages of an address space may be randomly distributed across the disk. This is acceptable if the pages are to be randomly accessed. However, for sequential access it would be better if the pages were physically sequential. This was achieved in Brown's scheme [10] by creating a pre-copy of pages on disk and overwriting the original page in place, maintaining the original physical structure of the store. This has two disadvantages. First, each modified page must be physically copied and second, the store must be partitioned into two areas, store and shadow pages, potentially reducing the disk space utilisation. However, it is desirable to support efficient sequential access.
Lorie [17] has suggested a solution to this problem. The disk, or volume in our case, is organised into physical clusters. Each cluster consists of a set of disk blocks such that the head movement time between blocks in the same cluster is much smaller than the head movement time between blocks in different clusters. Each address space is associated with a cluster and when a new disk page is required for an address space it is allocated in this cluster, if possible. By careful choice of the cluster size it should be possible to achieve good locality for sequential access. Clustering need not be implemented globally, but can be an option on an address space basis.
In several of the schemes described in the literature [10, 24] there is a disk space overhead, even following a checkpoint operation. In the proposed scheme disk space is allocated fully dynamically. There is no static division of store into shadow and main store and once a stabilise has taken place all shadow store is immediately released. By implementing a clustering scheme as described above, this improvement can be achieved without serious performance degradation for sequential access.
There is an overhead in terms of both disk space and execution time in performing the shadow paging algorithm. It is quite likely that for certain address spaces containing temporary objects stability is of no importance. In these cases it is desirable to disable the shadowing. The MONADS scheme can be enhanced to support this option. Each address space can be flagged as either shadowed or non-shadowed. In the latter case the page table and red-tape information would still be shadowed, but not the data. This is required in order to ensure the integrity of store management data.
CONCLUSION
Persistent systems have the potential to provide a powerful and flexible software development environment. However, if they are to achieve that goal they must be both efficient and robust. We have addressed the former issue by providing purpose-built hardware specifically designed to support a large virtual store. In this paper we have suggested a scheme to make this virtual store stable.
The scheme is based on shadow paging but has the advantage that disk space allocation is fully dynamic. A minimum of disk space is used. At any time there are at most two copies of any page on disk, the last checkpoint version and the current version if the page has been modified. Following a checkpoint, there is only one copy of each page. At no time do pages have to be copied, either in memory or on disk. Following a system crash the system automatically returns to the last consistent state with no post-processing of the disks. The checkpoint process can be expensive but much of the work may be overlapped with the normal operation of the system.
The scheme gains simplicity through two techniques. The first is the maintenance of all of the virtual memory tables, free space bit maps, etc. within the store. This allows the shadowing technique to be used recursively on the page tables themselves, considerably simplifying the implementation. The second technique is the use of very large addresses. This allows the virtual address space to be partitioned to support multiple volumes, without fragmenting the primary or secondary store.
An interesting area for further research is the use of an uninterruptable power supply (UPS).
Technology in this area has improved considerably and it is now quite possible to provide battery backup to ensure maintenance of power to disks and memory for an extended time, at least in the order of hours [12] . Given this sort of technology the question of coping with power failure is no longer an issue. Following a power failure all data can simply be copied to disk. However, this does not cope with the situation of a system software failure or, even more seriously a hardware failure (e.g. processor error) where the power to processor and memory must be removed in order to rectify the fault. These situations will still require another mechanism such as stability. However, we are investigating possible simplifications and improvements to the proposed mechanism based on the use of a UPS. In particular it should be possible to considerably reduce the I/O overheads by shadowing within main memory.
