The research of reinforcement learning (RL) based recommendation method has become a hot topic in recommendation community, due to the recent advance in interactive recommender systems. The existing RL recommendation approaches can be summarized into a unified framework with three components, namely embedding component (EC), state representation component (SRC) and policy component (PC). We find that EC cannot be nicely trained with the other two components simultaneously. Previous studies bypass the obstacle through a pre-training and fixing strategy, which makes their approaches unlike a real end-to-end fashion. More importantly, such pre-trained and fixed EC suffers from two inherent drawbacks:
INTRODUCTION
Recently, interactive recommender systems (IRS) attract much attention in personalization services, e.g., Pandora radio, musical.ly videos and Instagram feeds. In such platforms, items are sequentially delivered to users upon their previous feedbacks. Due to the new working mechanism, IRS faces two challenges. First, the recommendation-feedback interaction is a dynamic process, where the user preference and item correlations may evolve over time. Hence, it needs great dynamic modeling capability. Second, in addition to immediate user satisfactory, IRS has to take the longterm performance into account. Focusing merely on immediate rewards loses the chance to throughly exploit user preference in the long-run. However, conventional recommendation methods, from the static content-based filtering [25] and collaborative filtering (CF) [34, 42] to multi-armed bandit methods [2, 15, 33, 36] and recently deep learning models [5, 8, 26, 44] , fail to handle above challenges.
Thanks to the inherent capabilities of dynamic modeling and long-term planning, Reinforcement Learning (RL) [32] , which has shown great potential in various challenging sequential decision making scenarios, such as game playing [24, 30] , robotics [12] , realtime ads bidding [10] , neural architecture searching [45] , has been recently introduced to IRS [3, 4, 7, 19, [38] [39] [40] [41] 43] .
Though these RL approaches are developed in a very different manner and with their-own features, they can be unified into a framework with three components, namely embedding component (EC), state representation component (SRC) and policy component (PC). EC accounts for mapping each item and user into a lowdimensional embedding vector. Then, the environment state is modeled in the SRC, by different state representation strategies, e.g., fully-connected neural network [7, 43] , recurrent neural network [3, 40] , and carefully designed interaction strategy [19] between the embeddings of users and their consumed items, etc. Finally, the encoded state is utilized to learn the recommendation policy in PC.
As the fundamental layer, embedding component (EC) plays a crucial role and its quality directly affects the final performance. However, with an extensive survey and analysis on the existing studies [3, 4, 7, 19, [38] [39] [40] [41] 43] , we find that majority of the studies leave the embedding component as pre-trained and fixed (Although a majority of studies do not explicitly mention the fact in their model introduction part, they implicitly confirm this setting in experiment part.). For instance, the authors in [3] and [19] state that they utilize a PMF model to pre-train the embeddings and keep them unchanging, and Zhao et al. [39, 40] adopt the word2vector [22] embeddings in a similar setting. Nevertheless, in IRS, the users consecutively interact with the items, such a fixed representation setting is not suitable to model the user's dynamic preference. Moreover, in the recent research of computer vision, He et al. [9] challenge the conventional wisdom of ImageNet "pretraining and fine-tuning", and find that training from scratch (random initialization) is robust and performs no worse than their ImageNet pre-training counterparts. Therefore, both these discoveries motivate us to rethink the current de facto paradigm of "pre-training and fixing" strategy for EC in RL recommendation methods.
After a comprehensive investigation on the EC training strategy, we find that simultaneously training the EC and the other two parts will result in unstable training and inferior performance. To bypass the obstacle, majority of the studies (as mentioned above) adopt pre-trained and fixed EC. However, such a bypass strategy, albeit usable, suffers from the following two inherent drawbacks:
(1) Pre-trained and fixed embeddings are unable to model evolving preference of users and item correlations in the dynamic environment. On one hand, as the users and items interact frequently, the user preference evolves rapidly. Therefore, the representation of the user should be updated accordingly to avoid being out-of-date. For instance, on Instagram, a user favors football, and the Instagram recommends the latest pictures and videos of the football matches. And after a few days, his preference may change to the popular NBA playoff. Obviously, such a pre-trained and fixed representation of user preference leads the Instegram fails to meet his latest demands. On the other hand, the item correlations also evolve during the interactions, e.g., the RAM and the Hard Drive or other bonus are binded for sale during the festivals, while the pre-trained and fixed embeddings fail to model such evolving item correlations. Therefore, the pre-trained and fixed embeddings setting is inappropriate for dynamic environment.
(2) Pre-training is inconvenient in the industrial applications. Although the pre-training technique is widely used in various domains, such as in computer vision and natural language processing [6, 9] . However, in real industrial IRS applications, pre-training is inconvenient. The reasons are two-fold: (i) The dynamic interactions between the users and items are extremely frequent so that their representations should also be adapted accordingly. The model for pre-training embeddings has to be re-trained with newly arrived data frequently and rapidly, which is not always feasible in a large scale real-world setting; (ii) For the cold-start scenario, a new user or item has no pre-trained embedding, therefore such strategy cannot be adapted.
In this paper, we investigate how to train the embedding component and the other two parts simultaneously, and propose an End-to-end Deep R reinforcement learning based Recommendation framework (EDRR). First, we analyze and find that the embedding component cannot be trained with the other two parts directly as the gradients in RL have great fluctuations. To alleviate the fluctuations, we need another signal to guide the optimization direction. Hence, a supervised learning (SL) part is introduced in EDRR. We design three ways to incorporate the SL into RL, named as EDRR-V1, EDRR-V2 and EDRR-V3, and highlight EDRR-V3 that shows much more stable training procedure than the other two. According to extensive experimental results, we find the proposed EDRR-V3 not only enables the simultaneous training of embedding component in both the policy-based and value-based RL recommendation models, but also significantly outperforms state-of-the-art interactive recommendation methods. The main contributions in this paper can be summarized as follows:
• We find that the embedding component cannot be nicely trained with the state representation and policy components at the same time. To address the issue, we propose an End-to-End Deep Reinforcement learning based Recommendation framework (EDRR), which introduces a SL signal to enable the training stable. To the best of our knowledge, we are the first to develop a real end-to-end RL based recommendation method. • We design and compare three strategies to incorporate the SL into RL, and find that EDRR-V3 achieves the most stable training procedure.
• Extensive experiments are conducted on three real-world datasets under both offline and simulated online evaluation settings. The results demonstrate the proposed EDRR-V3 indeed achieves the end-to-end training purpose in both policy-based and valuebased RL recommendation models, and delivers better performance when compared with state-of-the-art methods.
RELATED WORK
Conventional Recommendation Techniques. Conventional recommendation methods develop from the static content-based filtering [25] , matrix factorization based methods [13, 14, 23, 34] , logistic regression, factorization machines and its variants [11, 16, 21, 28] , and until recently deep learning models [5, 8, 18, 27, 44] , to multiarmed bandit methods [2, 15, 33, 36] . At the beginning of this century, collaborative filtering (CF) is put forward and extensively studied. However, the conventional CF based methods suffer from the data scarcity because the similarity calculated from sparse data might be unreliable. Hence, the Matrix factorization (MF) models [13, 14, 23, 34] are proposed, which characterize both items and users by vectors in the same space and infer from the observed user-item interactions. Moreover, regarding the recommendation as a binary classification problem, logistic regression (LR) and its variants [21] are also utilized in recommender systems. However, LR based models are hard to generalize to the feature interactions that never or rarely appear in the training data.
Therefore, factorization machines [28] and its variants [11] are proposed to model pairwise feature interactions as inner product of latent vectors between features and show promising results.
Recently, deep learning models [5, 8, 26, 44] improve the performance of recommender systems by using deep neural networks to model the complicated feature interactions, which enhance the model capability greatly. Cheng et al. [5] propose an interesting hybrid network structure (Wide & Deep) that combines a linear (Wide) model and a deep model for recommendation. Moreover, the authors in [8] impose a factorization machines as 'wide' module in Wide & Deep [5] with no need of feature engineering. Zhou et al. [44] propose a novel model, Deep Interest Network (DIN), where a local activation unit is designed to adaptively learn the representation of user interests from historical behaviors with respect to a certain ad.
As a distinguished direction, contextual multi-armed bandits (MAB) are also utilized to model the interactive nature of recommender systems [2, 15, 33, 36] . Li et al. apply Thompson Sampling (TS) and Upper Confident Bound (UCB) to balance the trade-off between exploration and exploitation in [2] and [15] , respectively. The authors in [33] further learn hidden features for each arm to model the potential reward based on [15] . Moreover, Zeng et al. [36] propose a context drift model to address the time varying problem.
However, all these methods assume that the user preference keeps unchanged during the recommendation process, and do not explicitly model the long-term rewards that the recommendations can make.
RL based Recommendation Techniques. Recently, the research of RL based recommendation techniques has become a hot topic, and several approaches have been proposed [3, 4, 7, 19, [38] [39] [40] [41] 43] , which can be divided into two categories: policy-based methods [3, 4, 7, 19, 38, 39, 41] and value-based methods [40, 43] .
Policy-based approaches [3, 4, 7, 19, 38, 41] aim to generate a policy, of which the input is a state, and the output is an action. (1) One type of studies [7, 19, 38 ] employ deterministic policies [17, 31] , which generates an action directly. Dulac-Arnold et al. [7] resolves the large action space problem by modeling the state in a continuous item embedding space and selecting the items via a neighborhood method. Zhao et al. [38] propose to employ a Deep Deterministic Policy Gradient framework (DDPG) [17] with a page-display approach for page-wise recommendation. And the authors in [19] comprehensively study the state representation issue in RL based recommendation framework by explicitly modeling the user-item interactions, as the state representation is crucial for reinforcement learning [20] . (2) Another type of studies [3, 4] employ the stochastic policies [32] , which output a distribution of the actions, and the action is sampled from such distribution. The authors in [3] propose to utilize a balanced hierarchical clustering tree to tackle the large discrete action space issue with REINFORCE algorithm [32] . Chen et al. [4] present an off-policy correction framework to address the data bias issue in a top-K recommender system at YouTube.
For value-based approaches [40, 43] , the action with maximum Qvalue over all the possible actions is selected as the best action. Zhao et al. [40] take both user's positive feedback and negative feedback into consideration when modeling user state. Dueling Q-network is utilized in [43] , to model Q-value of a state-action pair. Moreover, a minor update with exploration by dueling bandit gradient descent is proposed. However, such value-based approaches need to evaluate the Q-values of all the actions under a specific state, which is very inefficient when the action space is large.
To the best of our knowledge, most of the above methods needs to pre-train embeddings and keep them fixed for stable learning. However, the pre-training and fixing strategy probably leads to suboptimal solution and is costly in industrial applications. To break such limitation, in this paper, we propose to further investigate on how to train RL recommendation models in an end-to-end fashion.
PRELIMINARY 3.1 Markov Decision Process.
The interactive recommendation task can be modeled as a Markov Decision Process (MDP). At each time step, the recommender agent takes an action a ∈ A according to the user state s ∈ S, and receives a reward R(s, a). Consequently, the user state is updated to s ′ with transition p(s ′ |s, a). The target of the recommender agent is to find an optimal policy (π θ : S × A → [0, 1]) which maximizes the expected cumulative rewards for the recommender system. Specifically, the elements of an MDP (S, A, P, R, γ ) in recommendation scenario are defined as follows:
• States S. A state s is the representation of user's positive interaction history with recommender, as well as her demographic information (if it exists in the datasets). • Actions A. An action a is to recommend items available in the dataset. In this paper, we assume that the agent only recommends one item to the user each time. And it is straightforward to extend to recommend a list of items. • Transitions P. The state is modeled as the representation of user's positive interaction history. Hence, once the user's feedback is collected, the state transition p(s ′ |s, a) is determined. • Reward R. Given the recommendation based on the action a and the user state s, the user will provide her feedback, i.e., click, not click, or rating, etc. The recommender receives immediate reward R(s, a) according to the user's feedback. • Discount rate γ . γ ∈ [0, 1] is a factor measuring the present value of long-term rewards.
Unified RL Recommendation Framework.
With an extensive survey and analysis on the existing studies [3, 4, 7, 19, 38, 40, 41, 43] , we find though the RL recommendation models are developed from different methodologies, their architecture can be summarized into a unified framework. As shown in Figure 2 (a), the unified framework consists of three components, namely embedding component (EC), state representation component (SRC) and policy component (PC). EC: At the bottom, EC maps the items together with the user demographic information from a high dimensional sparse vector to a low dimensional dense one: e t = [u, H t ], where H t = {I 1 , ..., I n } denotes the embeddings of n latest positive interacted items at time t; u and {I 1 , ..., I n } denote the latent representation of the user demographics and the embeddings of the items, respectively. The interaction history H works in a sliding window manner. When the recommender agent recommends an item I t , we have H t +1 = {I 2 , ..., I n , I t } if the user provides positive feedback, otherwise H t +1 = H t .
SRC:
In the middle, a carefully designed SRC, which can be a fully-connected network [43] or recurrent neural network [40] , is to model the environment state. For simplicity, we term the function as f (·). Hence, the current state is represented as s t = f (e t ).
PC: PC is appended to SRC, whose input is state s t and output is Q-values for value-based models and policy for policy-based models. Upon the output, the action a = π θ (s) is determined by recommending the item with highest Q-value for value-based models; on the other hand, policy-based models decide the action directly from the output policy. Then, the reward R(s, a) is obtained based on the user feedback, and the related parameters are updated according to the temporal-difference learning approach [32] 1 , i.e., minimizing the mean squared error as
where
and N is the batch size. The target network technique [24] is always adopted, where θ ′ is the set of parameters of the target Deep Q-network.
EC TRAINING STRATEGY STUDY
The EC is the fundamental layer and its quality directly affects the recommendation performance. Therefore, in this section, we investigate and compare four types of training strategies for EC, then reveal and analyze how different training strategies affect the RL recommendation models. With similar experimental settings of [40] , we conduct an offline evaluation on generalized RL recommendation model to compare the performance of the four mentioned EC training strategies on the MovieLens (1M) and Jester datasets. For simplicity, we adopt a fully-connected network structure for the SRC, which is different from the proposed SRC in Section 5.3.2.
The evaluation results are presented in Figure 1 (a) , where the evaluation metric is precision@20. From the Figure 1 (a) , we obtain two important observations: (1) The strategies of updating EC with the other components (namely, PU and RU strategies) deliver the worst results. This is because in the offline log, the majority of the feedbacks of the items are unobservable as the users never rate the items before. Such feedbacks and the exploration of the RL agent lead to highly biased and inconsistent rewards, which further result in unstable and severely fluctuated gradients when updating EC; (2) RF and PF outperform RU and PU respectively, and PF performs the best. This is because both RF and PF keep EC unchanged, which alleviates the unstable training difficulty in RL. This is also the reason why most previous studies adopt PF [3, 19, 39, 40] .
Although PF is usable, the unchanged EC fails to model the evolving preference of users and item correlations in the dynamic environment. Moreover, pre-training is inconvenient in the industrial applications, especially when the recommender would like to capture the evolving properties of users and items, pre-training has to be frequently applied. The facts motivate us to develop a real end-to-end RL recommendation model, which is trained from scratch stably and with good performance. 
PROPOSED FRAMEWORK 5.1 Overview of Our Notion
According to the analysis in Section 4, in the offline training process, the rewards are highly biased and inconsistent, and further result in unstable and severely fluctuated gradients when updating EC, which is a severe obstacle to a real end-to-end framework. Hence, to Technical Presentation WSDM '20, February 3-7, 2020, Houston, TX, USA address the problem, another signal is needed to guide the update direction of EC and smooth the fluctuations. However, rather than positive or negative feedbacks from users, no other supervision information exists. This motivates us to introduce a supervised learning signal in RL recommendation model. Following this idea, we propose an End-to-end Deep Reinforcement learning based Recommendation framework (EDRR). In EDRR, a Supervised Learning Component (SLC) is introduced, as a binary classifier, to predict whether the user offers positive feedback to the recommended item based on the learned embedding. Specifically, we have the following cross entropy loss function:
where y i is the ground truth indicating whether the item in i-th instance receives positive feedback from user. In i-th instance, the action (namely, the recommended item) selected by RL model is a i , with embedding I a i . And y ′ i = f (s i , I a i ) is a predictor (a neural network in our model), estimating the probability of item I a i that will be consumed by the user with state s i . Next, we will discuss different ways to design SLC.
Three Ways to Incorporate SL Signals
We follow two guidelines to leverage the SL signals: (i) EC cannot be updated directly by RL signal (as observed in Section 4) but can be guided by SL signal; (ii) In SRC, RL signal has to be incorporated to model dynamic adaptation and long-term planning, while SL signal is optional.
Following the two guidelines, we design three architectures in Figure 2 (b), 2 (c) and 2 (d), which are named as EDRR-V1, EDRR-V2 and EDRR-V3, respectively. The major difference of the three variants is whether SL signal is leveraged to update SRC.
• EDRR-V1: The input of the SLC is the state s and the embedding of the current action I a , and the SRC is updated only by the RL signal. EC is updated by SL signal. • EDRR-V2: The only difference from EDRR-V1 is that the SRC in EDRR-V2 is updated by the combination of RL and SL signals. • EDRR-V3: In EDRR-V3, two SRCs with the same structure are designed, namely SRC PC and SRC S L : SRC PC connects to PC and is updated by RL signal, while SRC S L connects to SLC and is renewed by SL signal. Note that all the SRCs in V1, V2 and V3 share the same structure. Next, we compare the three variants of EDRR in terms of their training stability on MoiveLens (1M) dataset. We measure the variation of state vectors, defined as K k=1 |s k t − s k t +1 |, in consecutive iterations to reflect the stability 3 , where K is the dimension of the state s, and s k t is the value of the k-th position of the state s during the t-th update. Figure 3 depicts the results, from which two important conclusions are made: (1) Sharing SRC between SL and RL (in EDRR-V1 and EDRR-V2) leads to severe perturbations, whose variance trend is similar to that of RU setting, as shown in Figure 3 (a), (b), (c); (2) When separating the SRC into two counterparts, one for SL and the other for RL, the training becomes much more stable. The variance 3 The experimental settings here are the same as when we get result in Figure 1 . trend is similar to that of PF setting, as shown in Figure 3 (a), (d).
Note RU and PF are defined in Section 4 and they are performed on the architecture in Figure 2 (a). The state analysis suggests the training of EDRR-V3 is more stable than EDRR-V1 and EDRR-V2. Moreover, we also perform accuracy evaluation on the three variants, and the results are reported in Figure 1 (b) . We observe that EDRR-V3 outperforms the other two in accuracy as well. Hence, next we elaborate the details of EDRR based on the V3 architecture. In the rest of this paper, it is V3 version when we mention EDRR unless otherwise stated.
EDRR Framework
In this subsection, the detailed pipeline of the EDRR framework is introduced.
EC.
For EC layer, its output will be fed to SRC PC and SRC S L and it is only updated by SL signal. Note that except for the user demographic information and the interacted items, other types of side information also can be utilized (e.g., the corresponding rewards of the interacted items [3] ). 
SRC.
In the SRC of EDRR, in addition to the widely utilized fully-connected neural network [7, 43] and recurrent neural network [3, 40] , other types of state representation learning methods [19] are also suitable for EDRR. To pursuit better performance, we design a product based neural network for SRC to model the feature interactions (ID features) explicitly, which is inspired by [8, 26] , and the specifications are shown in Figure 4 . SRC S L and SRC PC share the same network structure but with different parameters, and the state represents as s = [u, u ⊗ д(H t ), д(H t )], where ⊗ denotes the element-wise product, a u j is a scalar indicating the importance of item I j to user u, and д(·) represents the weighted average pooling layer. In addition, an attention network is introduced so as to generate the user-dependent weights a u j for each item, i.e., we utilize the attention score to represent the weight of each item, which is specified in Eq. (3) .
.
(3)
PC.
The proposed EDRR is a unified framework which can be applied to both value-based and policy-based RL models. Therefore, we take value-based Deep Q-Network (DQN) and policy-based Deep Deterministic Policy Gradient (DDPG) as examples to specify how PC works in EDRR framework, respectively. DQN. For value-based DQN, the input of PC is s PC and output is the action a with the highest Q-value. Based on the action a, we can get the reward r = R(s PC , a). To train the model, the temporal difference learning strategy can be utilized (specified in section 3.2). And the RL signal can be calculated as follows: a) ], (4) where θ denotes the parameters of PC.
DDPG. For policy-based DDPG, PC stands for the Actor part, and we omit the Critic part here. PC outputs a continuous ranking vector [19] . The items are recommended according to the ranking scores by the inner product operation between the generated ranking vector and the item embeddings. And the RL signal is computed according to the sampled Policy Gradient [17] :
where θ denotes the parameters of PC, ω indicates the parameters of Critic network.
SLC.
SLC is a fully-connected neural network, the input of which is s S L as well as the embedding of generated action a. The output of SLC is a probability of the user favoring the recommended item. As mentioned in Section 5.1, the widely used cross entropy loss is adopted as SL objective and utilized to update the parameters in SLC, SRC S L and EC. In addition to fully-connected neural network, other advanced network structures (such as [8, 26] ) can be employed into our proposed framework as SLC.
With such a carefully designed framework, the EC layer can be nicely trained simultaneously with SRC and PC. 6 EXPERIMENT 6.1 Experimental Setup 6.1.1 Datasets and Evaluation Metrics. Following [19, [38] [39] [40] , we conduct both offline and simulated online evaluation on three publicly available datasets, which are MovieLens (100k), MovieLens (1M), and Jester (2). The statistic information of the datasets is given in Table 1 . The MovieLens (100k) and MovieLens (1M) are abbreviated as ML (100k) and ML (1M) respectively. In the offline evaluation, the widely used Precision@k, NDCG@k and MAP 4 are adopted as the metrics. In the simulated online evaluation, the average reward (i.e., divide the total rewards by the total number of recommendations) is leveraged.
Compared Methods.
We conduct experiments to compare several representative baselines. For easy to follow, we summarize the compared methods as three categories, namely:
(1) Only for offline: Popularity [1] recommends the most popular item, i.e., the item with the highest average rating, and we remove few top most popular items following [1] ; PMF [23] makes a matrix decomposition as SVD, while it only takes into account the non zero elements; SVD++ [13] mixes strengths of the latent model as well as the neighborhood model; DeepFM [8] is a state-of-theart deep learning based recommendation model, which explicitly models the low-order and high-order feature interactions.
(2) Only for online: LinUCB [15] selects a contextual arm (i.e., recommend an item) according to the estimated upper confidence bound of the potential reward; HLinUCB [33] is another state-ofthe-art bandit-based method for recommendation, which further learns hidden features for each arm to model the potential reward based on LinUCB.
(3) For both offline and online: DDPG-R [41] denotes the DDPG-based recommendation method, which learns a ranking action and picks the item with the highest ranking score; DRR [19] explicitly models the user-item interactions to represent the state to better study recommendation policy under the Actor-Critic framework (for a fair comparison, we change the state representation in DRR to the one proposed in EDRR framework, named as DRR-att); DQN-R [43] denotes the DQN-based recommendation method; DEERS [40] is a state-of-the-art RL recommendation approach, which represents the state with both the positive and negative feedbacks by Recurrent Neural Network (RNN) under the Deep Q-Network (DQN) framework; DQN-att denotes the DQN based model with the same state representation component proposed in EDRR framework.
Models Equiped with EDRR Framework: To verify the effectiveness of the proposed EDRR framework on both value-based and policy-based RL models, for simplicity, we empirically adapt two models DRR-att and DQN-att into EDRR framework, which are then named DRR-att (EDRR), and DQN-att (EDRR). The reasons for choosing the two models are two-fold: (i) For a fair comparison, the only differences between the two chosen models and the corresponding EDRR adaption are the introduced SL signal and the dynamically updated EC; (ii) They outperform the other value-based and policy-based RL recommendation models, respectively. 6.1.3 Reward Shaping. As pointed in [3, 37] , direct online evaluation and optimization is expensive and risky. Thus, in this paper, we concentrate on modeling and evaluating the proposed framework by building up an environment simulator to mimic online environment. Specifically, we feed the current state s t and the recommended item a t into the simulator, and receive immediate reward. The reward function R(s, a) is considered as an evaluation of the quality of the recommended item. Furthermore, we define the reward function as: R(s, a) = R 0 (s, a) + αϕ (s, a), where R 0 (s, a) is the original reward function, for which we leverage PMF as a supervision to the feedbacks of the recommended items that the users never rate before 5 . All the original rewards are empirically normalized into range [−1, 1]. The ϕ (s, a) is the potential reward function for better evaluating the actions. More precisely, we utilize the promotion of NDCG caused by the ranking action a. Here, α is a hyper-parameter to balance the two reward functions.
Settings.
For each dataset, we choose 80% of the interactions in each user session as the training set, and leave the rest as the testing set. Moreover, on ML (100k) and ML (1M), the ratings with 4 and 5 scores are treated as positive feedbacks, while on Jester, those higher than 0 are treated as positive. The number of latest positively rated items n, is empirically set to 5. We perform PMF to pre-train the 100-dimensional embeddings of the users and items for RL based baselines. When applying them, the pre-trained embeddings are kept fixed. Moreover, in each episode, we do not recommend repeated items. The discount rate γ is 0.9, and batch size is 64. We utilize Adam optimizer for all the RL based methods with L 2 -norm regularization to prevent overfitting. All the baseline methods are carefully tuned for a fair comparison.
Overall Performance Comparison
Following the evaluation settings in [19, [38] [39] [40] , we compare the overall performance of the proposed EDRR framework and other baselines in offline and simulated online experiments.
Offline and Simulated Online Evaluation Results and Analysis. The offline and simulated online evaluation results are summarized in Table 2 and 3. For each type of RL methods, the best results are marked in bold type, and the second best ones are underlined. * and * * indicate the statistically significant improvement [29] (i.e., two-sided t-test) with p < 1e − 5 and p < 1e − 3 over the best baselines, respectively. Here are four observations:
(1) We observe that the DRR-att (EDRR) and DQN-att (EDRR) models, which are equipped with the proposed EDRR framework, outperform all the baselines with corresponding p-values for significant test [29] in most case on the three datasets, which demonstrates the superiority of EDRR.
(2) When comparing the RL based methods with the conventional baselines, we observe that RL based methods yield better performance in most cases, as they have the ability of long-term planning and dynamic adaptation, which is lacking in the conventional baselines. DQN-R and DDPG-R provide inferior performance than DeepFM, the reason is that they don't carefully study the useritem interaction, which is important for recommender system [8] .
(3) Incorporating with the proposed SRC, the performance is improved. The reason is that the proposed SRC can capture the useritem interaction more reasonable through the product operation and the attention mechanism. This observation is from the fact that DQN-att and DRR-att outperform DQN and DRR respectively, and their performance is better than other RL based baselines.
(4) We also observe that the DQN-att (EDRR) and DRR-att (EDRR) models outperform DQN-att and DRR-att, respectively. There are two conclusions: (i) Training the embedding component with the other components simultaneously and properly like EDRR is able to improve the performance of RL-based baselines; (ii) The proposed EDRR indeed has the ability to generalize to both policy-based and value-based RL recommendation models. The reasons for such conclusions are as follows: On one hand, the introduced SL signal in EDRR can stabilize the learning process of embedding component as well as the other two components; On the other hand, the dynamically updated embeddings in EDRR do have the ability to model the evolving user preference and item correlations.
Analysis on Learned Embeddings.
Since the training strategies of embedding component is the main difference between EDRR and other RL based recommendation methods, it is meaningful to compare the embeddings of EDRR and the other RL models (whose embeddings are pre-trained with PMF). As shown in [35] , an important indication of the effectiveness of the embedding is whether the distances between random pairs of item embeddings are widely distributed. Thus, we present two distributions of cosine similarities between pairs of items using PMF and EDRR embeddings 6 on ML(1M) dataset in Figure 5 . Specifically, Figure 5 (a) plots such distribution based on all the item pairs in the dataset, and Figure 5 (b) plots the distribution based on the item pairs on the training set with strong association relationship. The association relationship is defined by a sequential association mining rule. Specifically, we find X → Y from (i t −L , ..., i t −2 , i t −1 ) → i t with support count sup(XY ) > 5 and the support confidence sup(X Y ) sup(X ) > 40% with L = 2. From Figure 5 (a), we find the distances between random pairs of item embeddings in EDRR are more widely distributed than 0.7552 * 0.6924 * 0.3471 * * that in PMF. This indicates the learned embeddings in EDRR are more discriminative. From Figure 5 (b), we find the mean value of distribution produced by EDRR tends to shift to positive value (recall that the cosine similarity being positive means positively correlated), while the mean value of PMF is around zero. The fact suggests that EDRR successfully captures the positive correlations between items in association set, while the pre-training strategy fails to do so. Overall, EDRR can model the sequential correlations between items.
Parameter Study
embedding size k. In this subsection, we analyse the effect of embedding size k on the proposed EDRR framework. Specifically, we tune the embedding size as k = 4, 8, 16, 32, 64, 100, 200, and report the results in Figure 6 . From the results, we observe that the performance of DQN-att and DQN-att (EDRR) is increased at first and then decreased when we enlarge the embedding size k. Both models achieves the best performance in terms of precision@20 on ML-1M and Jester datesets when k = 100. Trade-off Factor α. In this subsection, we analyze the effect of the hyper-parameter α of the reward shaping and present the result in Figure 7 . We observe that the performance is at first increased and then decreased when we enlarge α on both datasets. Specifically, on ML-1M, the DQN-att (EDRR) and DQN-att achieve the best performance in terms of precision@20 when α = 0.2 and (a) ML-1M (b) Jester Figure 6 : Parameter study on embedding size k in ML (1M) and Jester datasets. α = 0.15 respectively, while on Jester, both models achieve the best performance when α = 0.15. We can conclude in two-fold:
(1) Reward shaping indeed contributes to the performance promotion as we utilize a ranking based metric NDCG to supervise the recommendation; (2) Too large α will restrict the exploration of reinforcement learning and reduce the performance. 
CONCLUSION
In this paper, we proposed an end-to-end deep RL based recommendation framework EDRR. Specifically, a SL component is introduced to guide the update directions to embedding component, and three incorporating ways are designed and compared. Extensive experimental results show that the proposed EDRR achieves the end-to-end training goal on both the policy-based and value-based RL recommendation models, and produces better performance than state-of-the-art interactive recommendation methods.
