Isolated Swift gamma-ray burst (GRB) pulses, like their higher-energy BATSE counterparts, emit the bulk of their pulsed emission as a hard-to-soft component that can be fitted by the Norris et al. (2005) empirical pulse model. This signal is overlaid by a fainter, threepeaked signal that can be modeled by an empirical wave-like function (Hakkila & Preece 2014): the two fits combine to reproduce GRB pulses with distinctive three-peaked shapes.
that each fluctuation identifies a separate pulse, then the coupling between these fluctuations and the overall hard-to-soft evolution indicates that multiple pulses always combine to form similar, temporally-linked, complex shapes that need to be described by a single smooth hardness evolution.
The GRBs used to measure pulse residual fluctuations have thus far all been those observed by BATSE and Fermi's GBM experiment. Since these instruments have spectral responses favoring detection of higher energy photons (25 keV to 2 MeV) over lower ones, it is reasonable to wonder whether these residual features are present at lower energies observed by Swift, or if they are primarily a high energy phenomenon. To this end, we examine a sample of single episodic bursts observed by Swift.
Data Analysis Technique
The Swift GRBs analyzed here were observed between August 1, 2005 and September 1, 2009, and were selected by eye from a sample having measured redshifts as being those having single emission episodes. The initial sample contains 30 GRBs. Similar to BATSE, single-pulsed bursts appear to comprise roughly one-third of all Swift GRBs (one-quarter if the sample is limited to to Long bursts). Light curves are composed of 64 ms, mask-weighted, background-subtracted, 4-channel data available from Swift 1 . The Swift four-channel data are similar to those used for BATSE and Fermi GBM, but optimized to the Swift energy range (channel 1 = 10 − 25 keV, channel 2 = 25 − 50 keV, channel 3 = 50 − 100 keV, and channel 4= 100 − 350 keV).
The technique used for extracting pulses from GRB light curves has been described elsewhere (e.g. Hakkila & Preece (2014) and references contained therein). Intervals in the light curve where pulses may reside are first identified using the Bayesian Blocks approach of Scargle (1998) , followed by a pulse-fitting technique that fits the empirical model of Norris et al. (2005) to each interval using a nonlinear least squares routine (Markwardt 2009 ). For BATSE and Fermi GBM data, Poisson statistics are assumed. For Swift data, intensity uncertainties are Gaussian, and this requires a modification of the Bayesian Blocks code (Norris 2014, private communication) . The Norris et al. (2005) pulse model is defined as
where t is time since trigger, and the four Norris pulse fit parameters are the pulse amplitude A, the pulse start time t s , the pulse rise parameter τ 1 , and the pulse decay parameter τ 2 . The normalization constant λ is defined in terms of these parameters as λ = exp [2(τ 1 /τ 2 ) 1/2 ]. Similarly, the pulse peak time occurs at time τ peak = t s + √ τ 1 τ 2 . In obtaining the pulse fit, the start and end time values of each Bayesian block are used to obtain initial estimates of t s , τ 1 , and τ 2 , while the maximum amplitude occurring during the block is used to estimate A. Observable pulse parameters are defined from the four free pulse fit parameters. We have previously defined the pulse duration w as the time interval between instances at which the intensity is e −3 (4.98%) of its maximum value (Hakkila & Preece 2011) ,
where µ = τ 1 /τ 2 . The pulse asymmetry κ is also defined from the intensities at e −3 of the maximum value, and it has a value of
it ranges from a value of κ = 0 for a symmetric pulse to κ = 1 for an asymmetric pulse with a rapid rise and slow decay. The Norris et al. (2005) model provides a good general fit to BATSE and Fermi GBM pulses, but close examination have identified small yet distinct deviations in the residuals that are phased to the pulse duration (Hakkila & Preece 2014 ). These variations have been found to be contained within the fiducial time interval w fid defined by:
with the fiducial end time t end given by t end = w 2 (1 + κ) + t s + τ peak
and the fiducial start time t start given by
In the fiducial time interval, the residual variations can be fitted with the empirical four parameter function described by Hakkila & Preece (2014) :
Here, J 0 (x) is an integer Bessel function of the first kind, t 0 is the central time of the residuals peak, a is the amplitude of the residual peak, Ω is the variability factor -the Bessel function's angular frequency -which defines the timescales of residual wave (a large Ω corresponds to a rapid rise and fall), and s is a scaling factor that relates the fraction of time which the function before t 0 has been compressed relative to its time-inverted form after t 0 (or a stretching of the function after the peak time relative to that before it). Using this model, the time during which the pulse intensity is a maximum needs to be a plateau instead of a peak, with a duration of w plateau ≈ 0.010w fid . Since there is no evidence that the Bessel function continues beyond the third zero (following the second half-wave), the function is truncated at the third zeros J 0 (x = ±8.654).
In case it is not intuitively obvious what roles each of these four free parameters plays in the residual fit, we have included examples in which we vary each parameter individually within the fiducial time interval. The results are shown in Figure 1a (varying a), Figure 1b (varying t 0 ), Figure 2a (varying Ω), and Figure 2b (varying s). For these residual models we have assumed that the underlying pulse has an asymmetry of κ = 0.8, and that the fiducial timescale is defined to encapsulate a pulse of this asymmetry.
The fiducial values can be converted back to measured values using the following relationships:
a meas = a (8)
and
where t start and t end are the real time values corresponding to the start and end of the fiducial duration.
A convenient way to describe the pulse residual amplitudes is to normalize them to the pulse fit amplitudes, because the result is independent of the instrument's signal-to-noise, allowing amplitude comparisons between different instruments. This produces a relative amplitude R defined by R = a/A.
Data Analysis
We apply these pulse-fitting techniques to our sample of 30 Swift GRBs having single emission episodes, with our initial hypothesis being that each emission episode represents a single pulse. We feel justified in making this assumption because the Hakkila & Preece (2014) results suggest that the residual pattern underlies all isolated pulse structures. This hypothesis is testable; a pulse exhibiting the residual wave structure should have residual wave properties that correlate with the pulse asymmetry in the manner found previously for BATSE pulses. Thus, we fit the Swift 4-channel GRB data using the Norris et al. (2005) model and the techniques described by Hakkila & Preece (2011) , but we increase the NCP prior variable (a prior value for the number of change points occurring in the light curve) in the Bayesian Blocks code (Scargle 1998) and/or the level of dual timescale peak flux significance (Hakkila & Preece 2011 ) so that only a single fitted pulse is returned for each GRB in the sample.
Even though the Swift GRB sample has been selected from what appear to be bright single-pulsed bursts observed during a predetermined time period, many of the light curves are relatively noisy with large uncertainties. This is not surprising, as GRB emission typically decreases at lower energies where background noise increases. As a result, the four-channel pulse fits are generally not as good as those obtained for BATSE and Fermi GBM data, and two bursts (GRB 080129 and GRB 090313) cannot be fitted using the Norris et al. (2005) pulse model. The results of the Norris et al. (2005) fits to the other 28 pulses in the Swift sample are summarized in Table 1 .
We attempt to fit the remaining 28 pulses with both the Norris et al. (2005) model and the Hakkila & Preece (2014) residual fit model. We use a χ 2 difference test (Steiger et al. 1985) to determine if the fit has been improved with the addition of the Hakkila & Preece (2014) residual fit. In this test, the difference in the χ 2 fit parameters between the two models ∆χ 2 is given as
where the difference in degrees of freedom ∆df is
Here 'p' refers to the pulse fit and 'r' refers to the residual fit. A resulting probability of p = p(∆χ 2 ∆df ) is obtained for a ∆χ 2 value having ∆df degrees of freedom. Pulse plus residual fits having p ≥ 0.001 do not show significant improvement with the additional model parameters and are excluded, while pulse plus residual fits having p < 0.001 are significant enough to be retained.
As shown in Table 2 , only eleven pulses in our Swift sample satisfy the p < 0.001 criterion: GRB 051111, GRB 060206, GRB 060708, GRB 060912A, GRB 061004, GRB 061021, GRB 070318, GRB 070117, GRB 080413B, GRB 081222, and GRB 091018. The residual fits and combined fits of these pulses are summarized in Table 3 and are shown in Figures 3 through 13 (panels on the left side indicate the fit to the residuals while panels on the right side indicate the overall fit).
In order to compare the results of the Swift fits with those previously obtained for BATSE and Fermi pulses, we also apply the χ 2 difference test to the pulses listed in Hakkila & Preece (2014) . Six BATSE pulses (BATSE 0673, BATSE 0711, BATSE 0727, BATSE 1301, BATSE 7567, and BATSE 7775) and one Fermi pulse (GRB 120326A) are not found to exhibit ∆χ 2 fit improvements and have been subsequently excluded from the analysis.
Residual Fit Intensities
It seems possible that all GRB pulses might be characterized by a pulse model that includes the same residual wave pattern found in the BATSE data, but that this residual pattern becomes harder to measure for faint pulses. To test this hypothesis on our isolated pulse sample, we check to see if the residual pattern is easier to identify when pulses are bright. We use the signal-to-noise ratio S/N defined as the peak 1 s pulse intensity divided by the peak 1 s pulse intensity uncertainty; these intensities are available for Swift in Table 1 and for BATSE and GBM from published online GRB catalogs 23 . The S/N values depend on both instrumental sensitivity and instrumental energy response. In Figure 14 we compare our measure of the fit improvement (− log[p(∆χ 2 ∆df )]) to the S/N for each pulse (a large − log(p) value represents an improved fit). A Spearman rank order test applied to BATSE pulses (crosses) yields a p-value of 4.6 × 10 −26 that p and S/N are uncorrelated while a similar test applied to Swift pulses (filled circles) yields a p-value of 5.5 × 10 −10 . The trend also appears to hold for the three Fermi pulses (open diamonds). These results demonstrate that the fits improve significantly as the signal-to-noise increases, which is consistent with our hypothesis.
The pulses not substantially improved by the residual fits also support the hypothesis that the residual wave is present in all isolated pulses: these unimproved pulses are typically among the faintest pulses in the sample. The mean S/N of the pulses whose fits have been improved (p < 0.001) is S/N = 25.8 while the the mean S/N of the unimproved pulses (p ≥ 0.001) is S/N = 17.4. A Student's t-test indicates only a 4% likelihood that these distributions have the same mean.
The characteristics of the wave patterns extracted from the improved Swift GRB pulse residuals are found to be similar to those of BATSE GRB pulse residuals in that they exhibit similar correlations with pulse asymmetry κ. Figure 15 demonstrates the relationship between the variability parameter Ω with κ, Figure 16 demonstrates the relationship between the expansion parameter s and κ, and Figure 17 demonstrates the relationship between the fiducial residual peak time t 0 and κ.
These correlations show a clear linkage between the shape of the episode's bulk emission and the more rapidly-varying component contained within the episode. Since the peak of the residuals t 0 occurs close in time to the fitted Norris et al. (2005) pulse peak τ peak , both t 0 and τ peak correlate with κ. Since the residual peaks are closely associated with pulse rise and decay, the stretching parameter s correlates with κ. And, since an asymmetric pulse has a short rise time relative to a longer decay time, it has a large variability and therefore a large Ω to go with a large κ.
There is no observed correlation between R and κ, nor is there any clear correlation between R and S/N. Figure 18 shows that the mean value of R is R ≈ 0.23, which indicates that the residual peak intensity a is generally 23% of the fitted peak intensity A; this is true for all pulses in which the residuals can be fitted, regardless of the instrument making the measurements. Pulse residuals describing the pulse shape are just as identifiable in symmetric pulses as they are in asymmetric pulses. This does not mean that symmetric pulses are as easy to observe as asymmetric pulses: the fitted pulse amplitude A has been found to correlate with κ for BATSE pulses (Hakkila & Preece 2011) , indicating that asymmetric pulses are generally brighter than symmetric pulses.
The residual pattern is not only easier to detect in bright pulses; it is also easier to detect at higher energies, in pulses with intrinsically larger R = a/A values, and in asymmetric pulses (κ > 0.4). Figure 19 contrasts the characteristics of pulses that have not been improved by the residual fits (p > 0.001; in blue) with the characteristics of pulses that have been improved by the residual fits (p ≤ 0.001; in black). Improved Swift fits generally require higher S/N ratios than improved BATSE fits. Since BATSE and Swift pulses have similar minimum S/N ratios indicative of comparable instrumental sensitivities, this difference between residual intensities most likely results from the different spectral responses of the instruments, and suggests that the residual structures are more apparent at high energies than at low energies. The left panel of Figure 19 demonstrates an anti-correlation between the normalized residual amplitude R = a/A and the signal-to-noise S/N: faint pulses with small S/N ratios tend to have larger values of R. Unimproved pulses near the threshold tend to balance this anti-correlation somewhat (this is especially true for BATSE pulses) by having smaller R-values. The right panel of Figure 19 demonstrates that symmetric pulses tend to be fainter and rarer than asymmetric pulses; most of the symmetric pulses in the sample have low S/N ratios.
Overall, we find that eleven out of thirty isolated mask-weighted Swift GRB pulses are improved by the addition of the residual model. These pulses exhibit complex shapes consistent with those detected in BATSE and Fermi data, compared to 43 out of 50 BATSE GRB pulses and two out of three Fermi GRB pulses. When the potential model improvement resulting from the residual fits is considered as functions of S/N (Figure 14 ), R ( Figure 19 , left panel), and κ ( Figure 19 , right panel), it appears that residual curves may be present in all isolated pulses, but are harder to identify in faint pulses. It also appears that the residual features are harder to identify at Swift's lower energies, even though Swift and BATSE have similar instrumental sensitivities: a reasonable interpretation is that the residual features are less pronounced at lower energies. Finally, residuals are easier to extract when pulses have large normalized residual peaks (R = a/A); since symmetric pulses seem to have smaller R values than asymmetric pulses, this suggests that there might be an observational bias favoring asymmetric pulses.
Pulse Spectral Evolution
Figures 20 through 25 summarize the hardness evolutions of the eleven Swift GRB pulses having measurable pulse shapes. The Swift hardness is defined to be the ratio of counts in the 50 to 300 keV energy range relative to the counts in the 15 to 50 keV energy range. In order to explore how hardness changes with pulse shape, each hardness plot is marked with the five maxima and minima in the residual light curve: the precursor peak (downward facing red arrow), the dip between the precursor peak and the central peak (upward facing red arrow), the central plateau or peak (downward facing black arrow), the dip between the central peak and the decay peak (upward facing blue arrow), and the decay peak (downward facing blue arrow). These figures demonstrate the same general hard-to-soft evolution that characterizes BATSE and GBM GRB pulses: the pulse rise phase is spectrally harder than the pulse decay phase. Furthermore, there seems to be a relationship between the times at which pulses harden and the three intensity peaks. For example, two pulses (GRB 061004 and GRB 080413B) and possibly two others (GRB 070318 and GRB 091018) have hardnesses that start soft and increase (reaching maximum hardness at roughly the time of the central peak) before subsequently decreasing in the normal fashion; it is interesting to note that these three or four pulses are among the softest in the sample. Additionally, many of the pulses either undergo a brief re-hardening near the time of the decay peak: this is easily noticed for hard pulses GRB 051111, GRB 060912A, and GRB 061021 yet harder to discern for soft pulses. Table 4 summarizes the visual pulse structure as it relates to the maximum pulse hardness for Swift pulses.
We wonder if similar coupled spectral and temporal behaviors exist for the previouslyanalyzed GBM and BATSE pulses, and therefore we have expanded the time periods of all plots from Hakkila & Preece (2014) to correspond to the fiducial duration. Even though this redistribution of counts might result in low signal-to-noise, we recognize that the hardness evolution may be important over the entire life cycle of a GRB pulses, and particularly in the time intervals corresponding to the residual wave features (for this analysis, we note that the hardness ratio used BATSE data is the ratio of counts in the 100 keV to 1 MeV energy range relative to the counts in the 25 to 100 keV energy range). Individual pulse results for forty BATSE pulses having well-measured hardness evolutions have been obtained for the entire fiducial timescale (Hakkila & Preece 2014) .
The hardness-related temporal structures for the two measurable GBM pulses are summarized in Table 5 , while the 44 measurable BATSE pulse properties are shown in Table  6. Tables 4, 5 , and 6 demonstrate interesting similarities between Swift, GBM, and BATSE GRB pulse evolutions: 1) hard pulses tend to have hard precursor peaks relative to the central peak, while soft pulses do not, and 2) hard pulses typically demonstrate a re-hardening of the decay peak, while soft pulses do not. These results appear to be generally valid even though the energy ranges of the experiments are different. Thus, the complex pulse shapes uncovered for BATSE GRB pulses are apparently ubiquitous, and span a larger energy range than just of that detected by BATSE.
We note the rather remarkable result that the hardness evolution seems to differ for hard pulses and soft pulses. Specifically, hard pulses seem more likely to evolve hard-to-soft while soft pulses are less likely to show this behavior. Furthermore, the times at which pulse evolution changes its decay rate appear linked to the times of the precursor peak, the central peak, and the decay peak.
To explore in greater detail the hypothesis that pulse spectral evolution is associated with the residual structures, we examine the hardness evolution of BATSE pulses by grouping together those with similar maximum hardness ratios. Since the BATSE pulses in this sample all have different amplitudes, durations, and background count rates, it is difficult to average their time-dependent hardnesses in a reasonable yet unbiased way. The approach we choose is to sum together the 64 ms photon counts found in like parts of the fiducial window for similar pulses, then ratio these in different energy channels to obtain an evolving counts hardness ratio. Figure 26 indicates the resulting typical hardness evolution of the BATSE GRB pulses, sorted into five groups using individual maximum hardness ratios. Hardnesses are taken by dividing the summed high energy counts (100 keV to 1 MeV) in each partition by the summed low energy counts (25 keV to 100 keV). Hardness groups are HR max ≥ 1.6 (dark blue), 1.1 ≤HR max < 1.6 (light blue), 0.8 ≤HR max < 1.1 (dark green), 0.6 ≤HR max < 0.8 (light green), and HR max ≤ 0.6 (orange). Similar to the arrows shown in Figures 20 through  25 , the down-facing arrows indicate the averaged fiducial positions of the precursor peak, the central peak, and the decay peak, while the up-facing arrows indicate the averaged fiducial positions of the gaps in the residual function between the peaks.
This figure demonstrates that all GRB pulse groups evolve from hard to soft in that they are softer at the end of their fiducial time intervals than at the beginning; in this sense all GRB pulses evolve from hard to soft. Within this general hard-to-soft evolution, it is also true that GRB pulse hardness is reinvigorated at the times of the three pulse peaks. In particular, the precursor peak seems to have a profound influence on the subsequent pulse evolution, since the pulses with the largest maximum hardness ratios have the most abrupt hard-to-soft evolutions and are hardest during the precursor peak, while those with the smallest maximum hardness ratios reach these values during the central peak. There is weaker evidence in Figure 25 for a decrease in the hardness decay during the decay peak than there is for the other two peaks. Hakkila & Preece (2011) have shown that hardness evolution is a function of pulse asymmetry: the short rise phases of asymmetric pulses cause them to have shorter lags than their symmetric counterparts, and lags are indicative of the rate of hardness decay. In this study we have found that pulses with larger maximum hardnesses also decay faster, suggesting that maximum hardness should correlate with asymmetry. Figure 27 demonstrates that this correlation indeed exists and is in fact fairly robust: a Spearman Rank Order test yields a p-value of only p = 6.1 × 10 −4 that these parameters are uncorrelated. Since asymmetry correlates with peak hardness, we expect to see that BATSE pulses grouped by asymmetry should exhibit hardness evolution that is also related to the timing of the three pulse peaks. Figure 28 demonstrates the effects of this grouping in a manner similar to Figure 26 , but using κ as the key parameter rather than maximum hardness. Asymmetry groups are κ ≥ 0.85 (dark blue), 0.75 ≤ κ < 0.85 (light blue), 0.65 < κ < 0.75 (dark green), 0.45 ≤ κ < 0.65 (light green), and κ ≤ 0.45 (orange). The same general hardto-soft evolution can be seen in the figure, although grouping the pulses by asymmetry may cause the precursor peak to be weaker than it is in Figure 26 , but the rapid decay starting from the central peak is more pronounced.
Maximum hardness is potentially a fragile classification characteristic, as is depends on how the hardnesses are binned in time (e.g. bin size, quantity, and bin center time). To assure ourselves that the correlation of pulse evolution with hardness is robust, we group the pulses by hardness (HR S ) as measured from the ratio of the published energy fluences (S n , where n represents some combination of BATSE energy channels):
The results, with hardness groups HR 43/21 ≥ 5.0 (dark blue), 2.75 ≤ HR 43/21 < 5.0 (light blue), 2.0 ≤ HR 43/21 < 2.75 (dark green), 1.0 ≤ HR 43/21 < 2.0 (light green), and HR 43/21 < 1.0 (orange), are shown in Figure 29 . These hardness groupings are entirely consistent with those shown in Figure 26 . The fact that they are also consistent with those shown in Figure  28 demonstrates that GRB pulse evolution has a similar functional dependence on both spectral hardness and asymmetry.
Discussion
Isolated Swift GRB pulses, like their BATSE and GBM counterparts, exhibit threepeaked pulse shapes even though Swift observes the sky at lower energies than BATSE or GBM. It is becoming increasingly clear that GRB pulse structure, particularly at high signalto-noise, cannot be adequately modeled by simple monotonically increasing and decreasing functions, and spectrally-dependent variations must be treated as an integral part of each pulse.
Isolated pulses generally evolve from hard to soft, although re-hardening often occurs coincident with each of the three peaks. Hard pulses are more likely to have a hard precursor peak and exhibit hard-to-soft evolution throughout. Soft pulses are more likely to have a soft precursor peak, causing them to reach maximum hardness at the time of the central pulse peak. All isolated pulses are capable of having an additional hardening at the time of the decay peak; this hardening is most often seen as a change in the rate of hardness decay. These results strongly suggest that the commonly-used nomenclature of 'hard-to-soft' and 'intensity tracking' pulses is not correct; all isolated GRB pulses exhibit both behaviors simultaneously and to different degrees.
The re-hardening of GRB pulse spectra coincident with the three temporal peaks suggests that a single-component evolving spectral model might be insufficient for producing characteristics of isolated GRB pulses: it is reasonable to suspect that three separate but overlapping evolving components might exist. Preece et al. (2015) have recently demonstrated through modeling that overlapping hard-to-soft pulses produce a composite hard-tosoft pulse exhibiting intensity tracking behaviors at the peaks. If each of the three pulse components in isolated GRB pulses evolves hard-to-soft, then our simple residual model is inadequate for describing these because it assumes that the first and third peaks are mirror images of one another, whereas the hardness evolution of these events would not be timesymmetric. More detailed, physical models are needed to understand the true nature of the underlying complex GRB pulse structure.
The standard model for GRB prompt spectral emission is kinematic energy injection into a medium via collisionless relativistic shocks; the preferred mechanism by which radiative energy is thought to be released is in the form of a synchrotron spectrum (e.g. Rees & Meszaros (1994) ). The physical internal shock model of Kino et al. (2004) , naturally accounts for three separate but temporally overlapping emission regions via a forward shock, a reverse shock, and the region containing the contact discontinuity, and this model may provide a physical basis for the underlying physical structures. The model also predicts that the shock interactions overlap to a considerable extent, which can make them difficult to unambiguously observed separately. Kinematic models such as this one need to be merged with multi-component evolving spectral models, as recent multiple component spectral models (e.g. Burgess et al. (2011) ), which thus far have not addressed the possibility that spectral evolution might be associated with specific light curve elements within an individual pulse. Bošnjak & Daigne (2014) have considered the radiation mechanisms of kinematically evolving synchrotron shocks, but find that the model better explains observed pulse spectral evolution if (i) the distribution of shock-accelerated electrons is steeper than generally assumed, (ii) the peak energy dependence is reduced by altering microphysics parameters, (iii) the Lorentz factor undergoes more pronounced initial variations than previously thought, and (iv) the relativistic ejection proceeds with a constant mass flux rather than a constant kinetic energy flux. Bošnjak & Daigne (2014) indicate that these conditions are hard to justify, but that their ability to test microphysics conditions are limited by existing data. Further modeling is needed to see under what conditions the synchrotron shock model is consistent with observations.
Single-episodic models of GRB pulse shapes, such as those in which the asymmetric pulse shape is produced by curvature in a relativistic outflow (e.g. Fenimore et al. (1996) ; Ramirez-Ruiz & Fenimore (2000) ; Qin (2002) ; Dermer (2004) ; Willingale et al. (2010) ) predict neither the multi-episodic shapes nor the spectral rehardenings observed here. These models likely need significant modifications in order to explain the observations. Complex GRB pulses containing many more than three peaks may be simply the result of observing overlapping light curves from several isolated pulses. However, it is also possible that there are types of GRB pulses different than those described here. This latter hypothesis cannot even be adequately explored without first having a working definition of a 'gamma-ray burst pulse' such as has been summarized here for isolated GRB pulses.
The results obtained in this study allow us to make general predications about the spectral evolution of GRB-like pulses at other intrinsic energies. For example, low-energy bursting events have been observed by transient experiments and include XRFs (x-ray flashes) and XRRs (x-ray rich GRBs): these appear to be low-energy counterparts to GRBs (e.g. Sakamoto et al. (2005) ). Similarly, the correlated behaviors of x-ray flares (e.g. Chincarini et al. (2010) ; Margutti et al. (2010) ) and optical flares (e.g. Li et al. (2012) ) observed in GRB afterglows suggest that these are simply late, low-energy GRB pulses. The correlated pulse behaviors identified in this manuscript suggest that low-energy pulses should exhibit time histories dominated by intensity tracking spectral behaviors, with a soft precursor peak and potentially a soft or non-existent decay peak. We are currently exploring these possibilities in follow-up studies involving x-ray data and optical/infrared observations using Etelman Observatory at the University of the Virgin Islands (Morris et al. 2014 ).
Conclusions
In this paper and two prior ones (Hakkila & Preece 2011 , 2014 we have re-conceived the observational definition of an isolated gamma-ray burst pulse. We have been able to do this because isolated GRB pulses have complex but well-defined and easily-replicated characteristics. Pulse spectral and temporal evolutions are intertwined in a way suggesting that the underlying physics is orderly and reproducible, even though titanic energies are unleashed through each GRB in a relatively short period of time.
This study finds that Swift GRB pulses exhibit the same general characteristics as BATSE GRB pulses: individual pulse light curves are characterized by triple-peaked profiles that generally evolve from hard to soft. The three peaks (the precursor peak, the central peak, and the decay peak) are aligned to coincide with the asymmetry of the pulse shape. The precursor and decay peaks can exhibit separate spectral evolution from that of the central peak, causing some pulses to follow intensity tracking evolution overlaying the natural hard-to-soft evolution. The specific form that the evolution takes depends on the maximum spectral hardness of the pulse: hard pulses begin hard, and the overall hardness decays rapidly throughout the pulse. However, during the decay, a re-hardening can occur as the decay peak intensity increases. Pulses of intermediate hardness have precursor peaks having hardnesses similar to those of the central peak which decay at a moderate rate. Soft pulses can begin soft and harden at the central peak, after which the overall hardness decays slowly throughout the pulse. The hardness of any pulse can remain constant or even increase during the time leading up to the decay peak. As a result, 'hard-to-soft' and 'intensity matching' GRB pulse definitions no longer appear to be valid, since all isolated pulses show both of these behaviors in ways that depend upon asymmetry and/or maximum hardness.
There is a strong interplay between a GRB pulse's hardness and the symmetry of its temporal evolution: asymmetric pulses are generally hard and show a strong hard-to-soft evolution. Symmetric pulses are more often soft and exhibit intensity tracking spectral evolution. A pulse's duration indicates the timescale over which a system is radiating; this can be due to radiative cooling and/or to the timescale over which kinematic events occur. A pulse's asymmetry and hard-to-soft evolution indicate that the rate of cooling is changing and/or that the kinematic events have more energy to release initially than at later times. The triple-peaked nature and spectral re-hardening of isolated GRB pulses seems to indicate that energy is injected on as many as three separate occasions during the pulse duration. Theoretical models of GRB prompt emission need to account for these observed pulse spectrotemporal characteristics. Note. -Columns: (1) Burst ID, (2) pulse duration w, (3) duration uncertainty σw, (4) asymmetry κ, (5) asymmetry uncertainty σκ, (6) peak flux p 1024 (cm −2 s −1 ), (7) peak flux uncertainty σp 1024 (cm −2 s −1 ), (8) start time ts (s), (9) start time uncertainty σt s (s), (10) amplitude A, (11) amplitude uncertainty σ A (s), (12) rise parameter τ 1 , (13) rise parameter uncertainty στ 1 , (14) decay parameter τ 2 , (15) decay parameter uncertainty στ 2 , (16) χ 2 ν per degree of freedom ν, and (17) degrees of freedom ν.
GRB080129 and GRB 090313 could not be fitted. Table 2 . Parameters are the pulse start time t 0 (column 1) having uncertainty σ t 0 (column 2), residual amplitude a (column 3) having uncertainty σ a (column 4), pulse variability Ω (column 5) having uncertainty σ Ω (column 6), and stretching parameter s (column 7) having uncertainty σ s (column 8). Also included is the ratio of the residual amplitude to the fitted amplitude R (column 9). -The effects of changing individual pulse residual fit parameters (left) peak amplitude a and (right) peak time t 0 , for a sample pulse with asymmetry κ = 0.8. The expected plot is denoted a solid line (black), while a dot-dashed (blue) line indicates the parameter is doubled from its expected value, and a dashed (red) line indicates that the parameter is halved from its expected value. The plots with the adjusted fit parameters do not necessarily fit within the fiducial time interval (0 ≤ t fid ≤ 1) because this interval is dependent on κ. ∆df )] value indicates improvement consistent with a better model fit, while a small one suggests only slight improvement. BATSE fits (crosses) and Fermi pulses (open diamonds) improve systematically with increasing signal-to-noise, suggesting that complex pulse shapes are normal at high signalto-noise but get harder to recognize at lower signal-to-noise. Swift pulses (filled circles) have similar S/N ratios to BATSE and Fermi pulses. Figure 14 . Pulse fits near the threshold (low S/N) only faintly exhibit the residual structure, suggesting that the structure is present for all isolated pulses and easier to detect for bright ones. Furthermore, improved residual fits of Swift pulses are obtained at higher S/N ratios than for BATSE and Fermi pulses, suggesting that the residual features are more pronounced at higher energies. Left panel: Although faint improved pulses (black) tend to have larger relative amplitudes (R = a/A) than bright pulses, inclusion of unimproved pulses (blue) tends to offset this correlation somewhat. This again suggests that pulses with small residual amplitudes are present in the isolated pulse distribution but that pulses with large residual amplitudes are easier to identify. Right panel: symmetric pulses (κ < 0.4) are less common among bright pulses than among faint pulses. Fig. 20 .-Counts hardness evolution for GRB 051111. In this and subsequent figures, each hardness plot is marked with the five maxima and minima in the residual light curve: the precursor peak (downward facing red arrow), the dip between the precursor peak and the central peak (upward facing red arrow), the central peak (downward facing black arrow), the dip between the central peak and the decay peak (upward facing blue arrow), and the decay peak (downward facing blue arrow). , with the three downward-facing arrows indicating the fiducial times of the precursor peak, the central peak, and the decay peak, respectively, and the two upward-facing arrows indicating the fiducial times of the intervening valleys separating these peaks). The counts in each partition are summed for all pulses having similar maximum hardnesses. Hardnesses are measured for each group by dividing the summed high energy counts (100 keV to 1 MeV) in each partition by the summed low energy counts (25 keV to 100 keV). Seven pulses have HR max ≥ 1.6 (dark blue), eight have 1.1 ≤HR max < 1.6 (light blue), nine have 0.8 <HR max < 1.1 (dark green), ten have 0.6 ≤HR max < 0.8 (light green), and ten have HR max ≤ 0.6 (orange). The effect of the precursor peak is clearly important in defining whether a pulse undergoes hard-to-soft or intensity matching evolution. Individual pulses are partitioned using residual structures (arrows are as described in Figure  26 ), then the counts in each partition are summed for all pulses having similar fluence hardnesses. Hardnesses are obtained for these binned groups as described for Figure 26 . Eight pulses have HR 43/21 ≥ 5.0 (dark blue), nine have 2.75 ≤HR 43/21 < 5.0 (light blue), eight have 2.0 ≤HR 43/21 < 2.75 (dark green), eight have 1.0 ≤HR 43/21 < 2.0 (light green), and eleven have 0.0 ≤HR 43/21 < 1.0 (orange).
