Abstract. We study rational numbers with purely periodic Rényi β-expansions. For bases β satisfying β 2 = aβ + b with b dividing a, we give a necessary and sufficient condition for γ(β) = 1, i.e., that all rational numbers p/q ∈ [0, 1) with gcd(q, b) = 1 have a purely periodic β-expansion. A simple algorithm for determining the value of γ(β) for all quadratic Pisot numbers β is described.
Introduction and main results
Rényi β-expansions [Rén57] provide a very natural generalization of standard positional numeration systems such as the decimal system. Let β > 1 denote the base. Expansions of numbers x ∈ [0, 1) are defined in terms of the β-transformation T : [0, 1) → [0, 1), x → βx − βx . The expansion of x is the infinite string x 1 x 2 x 3 · · · where x j := βT j−1 x . For β ∈ N, we recover the standard expansions in base β and the β-expansion of x ∈ [0, 1) is eventually periodic (i.e., there exist p, n such that x k+p = x k for all k ≥ n) if and only if x ∈ Q. This result was generalized to all Pisot bases by Schmidt [Sch80] , who proved that for a Pisot number β the expansion of x ∈ [0, 1) is eventually periodic if and only if x is an element of the number field Q(β). Moreover, he showed that when β satisfies β 2 = aβ + 1, then each x ∈ [0, 1) ∩ Q has a purely periodic β-expansion. Akiyama [Aki98] showed that if β is a Pisot unit satisfying a certain finiteness property then there exists c > 0 such that all rational numbers x ∈ Q ∩ [0, c) have a purely periodic expansion. If β is not a unit, then a rational number p/q ∈ [0, 1) can have a purely periodic expansion only if q is co-prime to the norm N (β). Many Pisot non-units satisfy that there exists c > 0 such that all rational numbers (p-adic) places of the field Q(β). This consideration allowed Berthé and Siegel [BS07] to expand the result to all (non-unit) Pisot numbers.
The first values of γ(β) for two particular quadratic non-units were provided by Akiyama et al. [ABBS08] . Recently, Minervino and Steiner [MS14] described the boundary of X for quadratic non-unit Pisot bases. This allowed them to find the value of γ(β) for an infinite class of quadratic numbers: 
Theorem 1. Let β be a quadratic Pisot number, root of β
where P u0u1u2··· (X) := n≥0 u n X n .
In many cases, we obtain the following direct formula (which we conjecture to be true for all
Theorem 2. Let β be a quadratic Pisot number, root of β
The infimum in (1.1) can be computed easily with the help of Proposition 3.2 below. In the case a b ∈ Z, Proposition 4.1 provides an even faster algorithm, and we are able to prove a necessary and sufficient condition for γ(β) = 1: This paper is organized as follows: In the next section, notions on words, representation spaces and β-tiles are recalled, and properties of β-adic expansions are studied. Section 3 connects tiles arising from the β-transformation and the value γ(β) in order to prove Theorem 1. The proof of Theorem 2 is completed in Section 4, together with that of Theorem 3. Comments on the general case are in Section 5, along with a list of related open questions.
2. Preliminaries 2.1. Words over a finite alphabet. We consider both finite and infinite words over a finite alphabet A. The set of finite words over A is denoted A * . The set of all (right) infinite words over A is denoted A ω , and it is equipped with the Cantor topology. An infinite word is (eventually) periodic if it is of the form vu ω := vuuu · · · ; a finite word v is the pre-period and a non-empty finite word u is the period; if the pre-period is empty, we speak about a purely periodic word. A prefix of a (finite or infinite) word w is any finite word v such that w can be written as w = vu for some word u. We denote by u n the prefix of length n of an infinite word u.
To a finite word w = w 0 w 1 . . . w k−1 we assign the polynomial
is a power series for an infinite word u = u 0 u 1 u 2 · · · .
Representation spaces.
The following notation will be used: For integers a, b ∈ Z, we denote by a ⊥ b the fact that a and b are co-prime, i.e., that gcd(a, b) = 1. Moreover, for b ≥ 2 we put Z b := { p/q : p, q ∈ Z, q ⊥ b } (the ring of rational numbers with denominator co-prime to b).
We adopt the notation of [MS14] , however, we restrict ourselves to β being a quadratic Pisot number. Let K = Q(β). Since β is quadratic, there are exactly two infinite places of K; they are given by the two Galois isomorphisms of Q(β): the identity and x → x that maps β to its Galois conjugate. Both these places have R as their completion.
If β is not a unit, then we have to consider finite places of K as well. We define the ring 
representation spaces. We define the diagonal embeddings
where x f is the vector of the embeddings of x into the spaces K p . We put
In particular, we consider Z[β] f , which is a compact subset of K f . Since multiplication by β f is a contraction on K f , we have that β
2.3. Beta-tiles. For x ∈ [0, 1), we define the (reflected and translated) β-tile of x as the Hausdorff limit
Note that the standard definition of a β-tile for x ∈ Z[β
, see e.g. [MS14] . For a quadratic Pisot number β, root of β 2 = aβ + b with a ≥ b ≥ 1, we have that Q(x) = Q(0) for x < β − a and Q(x) = Q(β − a) otherwise. The dynamical system ([0, 1), T ) admits (X , T ) as its natural extension, where
is a union of two suspensions of β-tiles and T (x, y) := δ(β)(x, y) − δ( βx ). The natural extension domain is often required to be a closed set, but here it is more convenient to work with the one above, since the following result holds:
Theorem B ([HI97, IR05, BS07]).
For a Pisot number β, we have that x has a purely periodic β-expansion if and only if x ∈ Q(β) and δ(x) ∈ X .
2.4. Beta-adic expansions. In Definition 1.2, β-adic expansions are defined on Z[β]. By Lemma 2.2 below, we extend this definition to the closure Z[β] f similarly to the p-adic case. To this end, let 
, where O is the ring of integers in Q(β).
Proof.
. It is injective because 
Note that we can also identify Z[β] f with the inverse limit space lim
the following diagram commutes:
Beta-tiles and the value γ(β)
The goal of this section is to prove Theorems 1 and 2, using the connection between β-tiles and the value of γ(β). First we prove the following lemma about the closures of Z and Z b in K f : Proof of Theorem 1. By Definition 1.1, Theorem B and since δ(1) / ∈ X , we have that
We recall the results of [MS14, §9.3], where the shape of the tiles is described. The intersection of Q(x) with a line K × {z} is a line segment for any z ∈ Z[β] f and it is empty for all z ∈ K f \ Z[β] f , see Figure 1 . Let ∂ − Q(x) denote the set of the segments' left end-points, and similarly ∂ + Q(x) the set of the right end-points. Put
have a purely periodic expansion, and so do all numbers
. Outside these two sets, numbers p/q ∈ Z b that do not have a purely periodic expansion are dense, since the points δ (p/q) are dense in Y by Lemma 3.1. Therefore, the value of γ(β) depends on the relative position of the above intervals (see Figure 1 ) in the following way:
In the rest of the proof, we will show that As inf j∈Z P h(j) (β ) ≤ P h(0) (β ) = 0, we see that (3.1) implies the statement of the theorem.
We use results of [MS14, § §8.3, 9.2 and 9.3], namely Equations (8.4) and (9.2), which read: where u = v 0 v 1 v 2 · · · is an edge-labelling of a path in the boundary graph in Figure 2 that starts in the node y − x; and
where the first part is the left boundary R − (x) and the second part is the right boundary R + (x). Therefore
where we put B := {a−b+1, a−b+2, . . . , a}. We have that
We have that
because h f (P u (β f )) = u and h f is a homeomorphism by Lemma 2.2. Then, since the map
Since β − a = −β, this justifies (3.2).
Proof of Theorem 2, case a >

1+
√ 5 2 b. Since β < 0, we have that
We will show that this quantity is < 2β − a − 1. First, we derive, using (β )
We know that β < a + 1, therefore
a 2 +a+b . As well, a 2 + a + 2b − 2 > 0, therefore we estimate
2 , all three terms in the numerator are positive. Since the denominator is also positive, we get that sup j∈Z P h(j−β) (β ) < 2β − a − 1. Theorem 1 then implies (1.1).
The proof of the case a ⊥ b of Theorem 2 was given in [MS14, §9] . The proof of the case a = b is given in the next section on page 9, because it falls under the case when b divides a.
The following proposition shows how to compute the infimum in Theorem 2 and thus the value of γ(β) in a lot of (and possibly all) cases. Comments on the computation of γ(β) by Theorem 1 are in Section 5. We recall that u n denotes the prefix of u of length n. .4) inf
is a prefix of h(y).
Proof of Proposition 3.2. Set µ n := min j∈{0,1,...,b n −1} P h(j) n (β ). The statement actually consists of two inequalities, which will be proved separately. Let j ∈ Z. Since h(j) n = h(j mod b n ) n by Lemma 3.3 and since β < 0, we have
if n is even,
if n is odd.
To prove the other inequality, let k ∈ {0, . . . , b n − 1} be such that µ n = P h(k) n (β ). Then
if n is odd;
this provides the upper bound on the infimum.
The case b divides a
In this section, we aim to prove Theorem 3, which deals with the particular case when b divides a. Table 1 Table 1 . The values of γ(β) for the case when b divides a. The star ' ' means that the value is strictly between 0 and 1.
Proof. We have β Put
Proof of Proposition 4.1. We follow the lines of the proof of Proposition 3.2 for the case n even. The lower bound is the same in both statements, therefore we only need to prove that inf j∈Z P h(j) (β ) ≤ P h(k) 2n (β ), where k := arg min j∈{0,...,
Remark 4.3. We have that (4.1)
where
To verify (4.1), we first show that the sequence (µ n ) n∈N is non-increasing. Let j ∈ {0, . . . , b n − 1} be such that µ n = P h 2n (j) (β ). Then by Lemma 4.2 there exists d ∈ A such that h(j + db
Example 4.4. As an example, the computation of γ(β) for β = 1 + √ 3, the Pisot root of β 2 = 2β + 2, is visualized in Figure 3 . For each step of the algorithm, the value of γ(β) lies in the left-most interval. Already in the 5th step we obtain that γ(β) ∈ [0.900834, 0.970552], therefore it is strictly between 0 and 1. Note that in the 9th step we have that µ 9 = P t (9) (β ) with t 
For a = b ≥ 5, we use the estimate −β ∈ ( The proof of Theorem 3 is divided into several cases.
Proof of Theorem 3, case a ≥ b
2 . Any j ∈ Z \ {0} can be written as j = b with n ∈ N, and j 0 , j 1 ∈ Z we have that
0 1 00 10 00 00 00 11 00 00 00 00 00 10 00 11 00 00 11 10 00 00 00 00 00 00 00 11 00 11 00 01 00 11 00 10 00 00 00 00 00 00 00 00 00 10 00 00 00 11 00 00 00 00 11 10 00 11 00 01 01 00 11 00 01 11 00 00 00 00 00 00 00 00 00 00 00 11 00 11 00 01 01 01 00 11 00 01 01 10 00 11 00 01 01 01 01 00 11 00 01 01 10 11 00 11 00 01 01 01 01 00 00 11 00 01 01 10 01 11 00 11 00 01 01 01 01 00 01 00 11 00 01 01 10 01 00 11 00 11 00 01 01 01 01 11 00 00 11 00 01 01 10 01 11 11 . . . . By a thick line with a bold label we denote the intervals that we 'keep' (these arise from numbers in J n ), by a thin line the ones that we 'forget'. The labels next to the intervals are the corresponding prefixes h(j) 2n .
Proof of Theorem 3, case β 2 = 30β + 6. We have b = 6 and c = 5. As in the proof of the previous case, we will show that P h(j) (β ) ≥ 0 for all j ∈ Z. Let j = 0 be written as j = b
with u 0 = j 0 , and
We consider the following cases:
• If u 0 u 1 = 15, then (4.3) yields that j 0 = 1 and −j 0 nc ≡ 5 (mod 6), therefore n ≡ −1 (mod 6) and n = 6n 1 − 1, i.e., −j 0 ncβ = 5β − 30n 1 β ∈ 5β − 5n 1 β
The coefficient of β 3 is congruent to 0 modulo 6 regardless of the values of n 1 and j 1 . This means that u 3 = 0. Then P 15u20 (05) ω (β ) ≥ P 1500(05) ω (β ) > 0. Therefore we have P h(j) (β ) ≥ 0 for all j ∈ Z.
Proof of Theorem 3, case β 2 = 24β + 6. We have b = 6 and c = 4. We use the same technique as in the case β 2 = 30β + 6.
• If u 0 ≥ 2, then P u0u1··· (β ) ≥ P 2(50) ω (β ) > 0.
• If u 0 = 1 and u 1 ≤ 3, then P u0u1··· (β ) ≥ P 13(05) ω (β ) > 0.
• Since c is even, we get that u 1 ≡ −j 0 nc (mod 6) is even, therefore u 0 u 1 = 15.
• If u 0 u 1 = 14, then (4.3) gives j 0 = 1 and −j 0 nc ≡ 4 (mod 6), i.e., n ≡ −1 (mod 3) and n = 3n 1 − 1, whence −j 0 ncβ = 4β − 12n 1 β ∈ 4β − 2n 1 β As above, we get that u 3 = 0 regardless of the values of n 1 and j 1 , thus P u0u1··· (β ) ≥ P 1400(05) ω (β ) > 0. 
Proof of Theorem
