We discuss the impact of strong absorption for thermal neutrons on data analysis and compare absorption corrections in the GSAS and MAUD Rietveld codes for texture and structural parameter refinement. Diffraction data were collected on the neutron powder diffractometer HIPPO at LANSCE from dysprosium and erbium, which are moderate to strong absorbers for thermal neutrons with absorption cross-sections of 159 barns for Er and 994 barns for Dy at = 1.8 Å. Both elements have hexagonal close-packed (hcp) crystal structures, and the samples were various thicknesses of rolled foils. The orientation distribution functions (ODF) were fit to the same neutron time-of-flight data sets using two very different full pattern Rietveld analysis procedures. Spherical harmonics functions were fit to the textured data using GSAS. These data were also analyzed by the modified direct method E-WIMV using MAUD. The resulting pole figures from the ODFs determined by both Rietveld analysis packages are qualitatively similar, and the textures were confirmed by X-ray diffraction. Additionally, data from orthorhombic dysprosium and erbium fluoride powders show that atomic positions are not sensitive to absorption. We address inconsistencies and methodologies in data analysis when strong absorption is present.
BACKGROUND AND EXPERIMENT
For most materials, neutrons penetrate deeply into the sample, making surface preparation or absorption effects negligible. As a result, neutrons generally offer a non-destructive probe for characterization of materials properties. Neutron time-of-flight (TOF) measurements, even in the presence of multiple phases, allow simultaneous refinement of crystal structure and texture [1, 2] . Because neutron scattering has advantages over other techniques, it is desirable to develop methods to look at all materials, even those with large absorption cross-sections. Therefore, we wish to understand the relationship (and correlation) between absorption and other parameters to prevent misinterpretation of data, which will allow strong neutron absorbers to be more readily studied with neutron characterization methods. For example, 239 Pu is an isotope with a high absorption cross-section that would be of interest to study with neutron diffraction. In this study, we examine absorption corrections in two Rietveld refinement programs on data collected from surrogate rare earth elements with moderate and strong absorption for thermal neutrons.
Dysprosium and erbium are both hcp materials (space group P6 3 /mmc). The lattice constants for dysprosium are a = 3.590 Å, c = 5.648 Å (c/a = 1.573), and for erbium are a = 3.559 Å, c = 5.587 Å (c/a = 1.570) [3] . These rare earths were chosen as surrogate materials to study plutonium-239, which has a thermal absorption cross-section of 1017 barns. At = 1.8 Å, the absorption cross-section for dysprosium is similar at 994 barns, and 159 barns for the intermediate absorber erbium (coherent scattering cross-sections of 35.9 barns for Dy and 7.6 barns for Er). [4] Therefore, for the transmitted intensity to be reduced to 1/e, the sample thickness would be 300 m for Dy and 1915 m for Er for these 0.0253 eV thermal neutrons.
Unfortunately, we were unable to obtain pure powders of the elements Dy and Er. Therefore, foils of dysprosium and erbium of thickness 0.003" (76 m) were purchased from Santoku America, Inc. [5] . Cast ingots were hot-rolled and then sequentially annealed and cold-rolled in a proprietary process. Texture was present in these samples, and had to be accounted for during data analysis. Foil samples were strips cut to approximately 11 mm wide by 55 mm tall, and the beam shape was circular with a 10 mm diameter. Foils were mounted in sealed cylindrical vanadium sample cans (outer diameter of 0.500" (1.27 cm); length 2.4" (6.1 cm)) inside a helium dry box to reduce any oxidation or corrosion. Strips of foils were held together upright in a groove at the bottom of the sample can, and similarly held together at the lid of the can to prevent any buckling or tilting of the foils. When examining more than one foil, care was taken to ensure that all foils were mounted with the same coincident rolling direction. The lids of the sample cans were marked with the orientation of the foils to allow the pole figures to be reliably linked to the foil normals and the rolling direction.
Data were collected at the High-Pressure Preferred Orientation neutron time-of-flight diffractometer (HIPPO) at the Los Alamos Neutron Science Center (LANSCE), which is part of the LANSCE user program [1, 6, 7] . A total of 30 detector panels of diffraction angles 150º, 90º and 40º are used to detect the polychromatic neutrons diffracted by the sample. For texture measurements this allows sufficient pole figure coverage with sample rotation about a single vertical axis, in this case perpendicular to the foil normal. Diffraction data from the samples were recorded at four orientations rotated about this axis: 0º, 45º, 67.5º, and 90º. This corresponds to 120 inverse pole figures available for calculation of the orientation distribution function. Each of these patterns was collected for one hour.
Samples of DyF 3 and ErF 3 powders were obtained from the Ames Laboratory's Material Preparation Center (Ames, IA). Dysprosium and erbium fluorides are orthorhombic (space group Pnma). The lattice constants for dysprosium fluoride are a = 6.460 Å, b = 6.906 Å, c = 4.376 Å, and for erbium fluoride are a = 6.354 Å, b = 6.846 Å, c = 4.380 Å [8] . Both powders were baked at 450ºC under vacuum (70 torr) immediately prior to use in order to remove any water of hydration. Cooled powders were loaded into a helium dry box, and packed into vanadium cans. An annular geometry was chosen for the sample holders (i.e., the powder was packed between the walls of two concentric cylindrical vanadium cans). The shell created between the cans for the powder was designed to be thin: the inner diameter was 0.312"(7.9 mm) and the outer diameter was 0.363" (9.2 mm). Therefore, a fraction of neutrons penetrated through the sample to be detected by the forward scattered 40 banks, yet the sample width was completely illuminated by the 10mm diameter beam spot on HIPPO. Based on the volume of the annular geometry, the density of the powder supplied by the manufacturer, and the difference in weight between the filled and empty cans, the packing density inside the cans were determined to be 19% for ErF 3 and 27% for DyF 3 . An empty annular vanadium sample holder and an annular sample of calcium fluoride (packing density 20%) were also prepared and measured on HIPPO to create an annular instrument parameter file.
RESULTS -DATA ANALYSIS USING GSAS
First, the program GSAS was used for full-pattern Rietveld analysis, and spherical harmonics was used for texture analysis [9] . No sample symmetry was imposed during the analysis. It was determined by saturation of the 2 decrease that the hcp rare-earth textures were optimal at 8 th order spherical harmonics. Identical refinement procedures were used for each set of samples.
The only difference was in the characterization of absorption. It should be noted that the correlation between the isotropic thermal motion, absorption, and spherical harmonics texture was too strong to refine all of these parameters together; instead, each was refined iteratively with the others held fixed (beginning and ending with texture) before the refinement reached convergence.
The inclusion of 98 complete histograms in the analysis (using maximum d-spacing ranges from 0.8 Å to 3.6 Å) allows us to refine absorption correction factors for each individual histogram. The extra absorption parameter refines the velocity dependence of the absorption, which only affects the ratio between the intensity of the peaks at low and high d-spacing. Individual absorption correction factors for each histogram are physically justified since the path length in the material varies due to sample shape and position of the detector relative to the sample. Three different absorption models within GSAS were compared: no absorption, linear absorption, and Debye-Scherrer absorption. The linear absorption model fits data using a standard exponential of the form exp(-A) where A is a refined parameter that includes both sample thickness and the absorption coefficient, which is TOF energy dependent. The empirical function of the DebyeScherrer absorption model is a polynomial with sin and dependence from the work by Lobanov and alte de Veiga [10] . While performing the refinements, it was noticed that the Debye-Scherrer absorption correction model would often not converge, although final values for fitted parameters were similar to those calculated by the linear absorption model. The linear absorption model needed to be heavily damped but converged reliably, whereas damping did not improve the Debye-Scherrer absorption model. The assumed geometries of the two empirical absorption models are a cylinder for the Debye-Scherrer model and a simple slab for the linear absorption model. Therefore, it is logical that the linear model would be more appropriate for fitting these data from foils. Because of its lack of convergence, results from the Debye-Scherrer absorption correction are not included here.
Pole figures are shown below (Figure 1) for the thickest stack of dysprosium foils (686 m, strong absorption, 994 b). All plots are equal-area projections on the same linear scale, with the rolling directions and transverse directions coincident. The erbium pole figures (not shown, moderate absorption, 159 b) were indistinguishable with or without absorption corrections [7] . The textures were confirmed by X-ray diffraction.
Using identical refinement procedures, the values for the isotropic thermal motion parameter (Uiso) had a tendency to refine to a smaller value when an appropriate absorption correction was not used. Uiso even went negative, which is unrealistic for this parameter. This tendency worsened as the Dy thickness increased; at the extreme case the Uiso value was -0.012 Å 2 for the 686 m stack of foils with no absorption correction versus 0.019 Å 2 with the linear absorption correction. For erbium at 229 m, Uiso was 0.012 Å 2 without a correction versus 0.017 Å 2 with absorption correction. The absorption corrected values are realistic for these rare earths [7] .
The DyF 3 and ErF 3 neutron powder diffraction data were similarly refined with identical procedures in GSAS. Data from 150°, 90°, and 40° detectors (25 histograms per sample) were used in the refinement for orthorhombic dysprosium and erbium fluorides. For the refined atomic positions, the largest deviation between the result with and without absorption corrections was 0.0012 for the parameter "x" of the F atom at the 8d position (0.1659 without a correction vs. 0.1647 with either absorption model). We argue that this is not a significant difference, and the overall atomic positions were realistic for a material with the YF 3 structure [7, 8] .
The Uiso values for the fluorides are notably less than the refined values for elemental rolled foils (-0 
RESULTS -DATA ANALYSIS USING MAUD
The program MAUD was also used for Rietveld analysis. This allowed us to re-analyze the data using a different approach: a modified WIMV method for texture (E-WIMV), and a spherical harmonic model for absorption [11] . The E-WIMV algorithm is based on the direct methods approach of WIMV (i.e., not Fourier space), but has been modified for maximum entropy optimization. More information on the techniques can be found in the references [1, 2] . No sample symmetry was imposed during the E-WIMV texture extraction. An ODF cell size of 10 was used, with a maximum tube projection radius of 30 .
An empirical spherical harmonic correction was used for sample absorption. Essentially, this absorption correction refines an arbitrary shape of the sample and corrects the peak intensities based on different path lengths through the sample in different directions. A given symmetry based on the geometry of the experiment was imposed to the refined shape, 2/mmm (foil samples). Eleven parameters were refined within the absorption correction: six for the orthorhombic sample shape, three angles for sample shape and symmetry orientation with respect to the measurement reference frame, one for normalization (size of the absorbing sample), and one weighting parameter to allow for more absorption to neutron paths transmitted through the sample versus neutrons detected in a backscattering condition. In GSAS, there are 98 (an absorption correction for each histogram); 196 if histogram scale factors are considered. The reduced number of total refineable parameters in MAUD reduces the correlation between parameters, thereby improving convergence.
The pole figures for the thickest Dy sample are shown in Figure 1 above as refined by the current release of MAUD [11] . The same binned data from HIPPO, analyzed earlier with GSAS, were used. However, the new release of MAUD has proved more robust with strongly absorbing materials and does not have correlation problems with the thermal motion parameter.
DISCUSSION
Overall, there was an improvement in fit to the data when using an absorption correction model during refinement of a strong neutron absorber. These pole figures are consistent with hcp rolling texture for c/a ratios on the order of 1.57 [12] . Using GSAS for the strong neutron absorber Dy, features in the plots become more smooth with an absorption correction, although part of the smoothing is due to the spherical harmonics used for texture. More pole figures from this study analyzed with GSAS can be found in [13] .
The tendency in GSAS for the isotropic thermal motion parameter towards small values, including becoming unrealistically negative, hints at a high level of correlation between parameters such as absorption, texture, histogram scale factor, and thermal motion; unfortunately numbers from a correlation matrix quantifying the amount of correlation were unobtainable since the program would diverge if all of these parameters were refined simultaneously. Note that changes in the features in the pole figures are subtle as the thermal motion parameter becomes unrealistic (especially in the axial direction), and changes in the match of the refinement to the diffraction data (intensity versus d-spacing) are barely perceptible. Although the value for thermal motion could be manually set to a calculated number from the Debye temperature of a material and held fixed during the refinement, this may invalidate results obtained for other parameters. However, this may be the only option available if refinement of a strong neutron absorber is not converging, as it will force the programs to account for peak intensity variations with other physical parameters. The end result of positive thermal motion parameter in MAUD may be due to the reduced number of parameters used in MAUD's absorption correction (described previously) as well as to the employment of an absorption model based on the shape of the sample, which constrains the solution towards a more physically based result, instead of empirical exponential and scale factor parameters.
Results from the analyses of dysprosium and erbium fluoride using GSAS indicate that a lack of a correction for absorption does not significantly skew atomic positions for strong neutron absorbers; only small changes in the third decimal place are seen with an absorption model versus without an absorption model. However, the thermal motion parameter values are lower than determined for the elemental foils. Uiso was again unrealistically negative, particularly for the case of a strong neutron absorber without any absorption correction.
It was noticed that the refined values for absorption in GSAS would sometimes be negative for the backscattered banks from erbium. However, the error bars were greater than these negative values, so the absorption for these histograms was roughly zero. Performing a check for nonnegative absorption, especially for weak neutron absorbers, could prove useful to prevent misinterpretation of results since absorption has to be positive.
It is interesting to note that the general, overall appearance of the pole figures from GSAS and MAUD with absorption corrections applied is qualitatively very similar, despite the differences in refinement strategy of the software. Differences in the fine details of the pole figures between MAUD and GSAS with linear absorption correction are most likely due to differences in the E-WIMV versus spherical harmonic algorithms. For example, E-WIMV imposes a positive condition for the ODF, which prevents unrealistic negative pole densities. The texture index from E-WIMV is higher (6.45) when compared to the value resulting from spherical harmonics (2.70), which was probably affected by problems with ghosts and negative pole densities. When refining the thickest, worst-case neutron absorber (nine foils of dysprosium), refinement was more challenging for both programs. A refinement recipe was devised for the order of refining various parameters. Ultimately, MAUD was able to refine with all parameters turned on; in GSAS the correlations were too high, and texture versus absorption plus thermal motion parameter were refined iteratively, although histogram scale factors were always kept on.
CONCLUSIONS
Materials with large absorption cross-sections for thermal neutrons need an absorption correction to obtain realistic pole figures and isotropic thermal motion parameters during a Rietveld refinement. Positions of atoms within an absorbing compound are much less sensitive to the material's absorption characteristics. While refining texture data with the program GSAS, the linear absorption model is more robust during refinement than the Debye-Scherrer absorption correction. During refinement, absorption effects may be accounted for incorrectly by another parameter and care must be taken to ensure final refined values are physically meaningful. This is particularly true for textured materials since the pole figures may not appear to change significantly as the parameters become unrealistic. Despite their differences in approach, GSAS and MAUD gave qualitatively very similar pole figures for the data. Absorption corrections in both programs (spherical harmonics for MAUD and linear absorption in GSAS) made significant improvements in the refinement of data from a strong neutron absorber when compared with no correction for absorption, but the MAUD model of refined sample shape parameters is physically more meaningful. As differences exist in the methodologies and overall layout of the two programs, a decision on which program (and therefore which absorption correction) to use may be based on other factors. However, an ultimate future approach to neutron absorption corrections may be based on first principles models of the composition and fundamental neutronic properties of the sample materials investigated.
