We consider the minimization problem with the truncated quadratic regularization with gradient operator, which is a nonsmooth and nonconvex problem. We cooperated the classical preconditioned iterations for linear equations into the nonlinear difference of convex functions algorithms with extrapolation. Especially, our preconditioned framework can deal with the large linear system efficiently which is usually expensive for computations. Global convergence is guaranteed and local linear convergence rate is given based on the analysis of the Kurdyka-Lojasiewicz exponent of the minimization functional. The proposed algorithm with preconditioners turns out to be very efficient for image restoration and is also appealing for image segmentation.
Introduction
In this paper, we consider the truncated quadratic regularization with gradient operator for image restoration and segmentation arg min 
where λ and µ are positive constants, X is a finite dimensional discrete image space, ∇ = [∇ 1 , ∇ 2 ] T and f (u) := Au − f 2 2 /2 with A being a linear and bounded operator. P I or P A is the isotropic or anisotropic truncated quadratic regularizations (abbreviated as ITQ or ATQ). The truncated quadratic (also called as half-quadratic) regularization has various applications in signal, image processing and computer vision [4, 5, 10, 11, 20, 35] . It was originated from the maximal posterior estimates for the Markov random fields within the probabilistic setting mainly the Bayesian framework [18] . It also appeared as the weak membrane energy and the corresponding graduated non-convexity algorithm was developed in [11] . The nonsmooth and nonconvex truncated quadratic regularization without gradient operator was also found in robust statistic where it can kill the outliers completely [19, 37] ; see Figure 1 for the absolute value function and the truncated quadratic function. The discrete truncated quadratic can also be seen as the discrete version of the continuous variational Mumford-Shah functional [14, 27, 28, 37] . Due to so many important applications in imaging and other fields, there are already a lot of studies on algorithmic developments for this problems [20, 30] . Generally, there are two categories of algorithms. One is the stochastic approximation approach including the simulated annealing and the other is the deterministic approach. There are many kinds of deterministic optimization algorithms including the graph-cut algorithm [10] , the graduated non-convexity algorithm (GNC) [11] ; see [13, 29] for its recent development. Fast algorithms are also developed in [4, 5, 15, 16] which benefit from the alternating minimization technique by introducing some auxiliary variables [20, 26] .
Inspired by the recent developments of the difference of convex algorithms (DCA) [21] [22] [23] 38 ] and the powerful Kurdyka-Lojasiewicz (KL) analysis for nonconvex optimization [1- 3, 24, 36] together with the preconditioned techniques in convex splitting algorithms [6] [7] [8] , we tackle this problem by the proposed preconditioned DCA algorithm with extrapolation. For (ITQ) or (ATQ), we will employ the following difference of convex functions (DC) throughout this paper,
max (|∇ l u| 2 , λ µ ).
(1.1) We note that both f (u), P I 1 (u) and P I 2 (u) (or P A 1 (u) and P A 2 (u)) are convex functions. P I 1 (or P A 1 ) is continuous differentiable with locally Lipschitz gradient and P I 2 (or P A 2 ) is proper closed function. Our motivation mainly comes from the challenging problem for solving the linear subproblems appeared in DCA, which is the most expensive step for DCA in a lot of applications [21] . For example, splitting decomposition algorithm with error control is employed in [21] . We proposed a preconditioned framework and cooperated the preconditioned iteration for linear systems into the total nonlinear DCA iterations. In this framework, only one or few preconditioned steps are needed for the linear subproblems without solving it inexactly or exactly. Especially, the global convergence and the local linear convergent rate of DCA can also be obtained. Usually, the computational amount of one time or few times preconditioned iterations is quite less. For example, the computation effort of one Jacobi or one symmetric Gauss-Seidel iteration for large scale linear system is nearly negligible compared to solving the linear sytem even with moderate accuracy, especially for large scale linear system.
Our contributions belong to the following parts. First, we proposed a preconditioned framework appeared in DCA for the truncated quadratic regularization with gradient operator including both the isotropic and anisotropic cases. With incorporation the classical preconditioning technique into the nonlinear DCA algorithm, we can deal with the large linear system efficiently with any finite time preconditioned iterations. No error control is needed for solving large linear systems while the convergence can be guaranteed. Second, with detailed analysis of the Kurdyka-Lojasiewicz exponent of the minimization functional, together with the global convergence of the iterative sequence, we also prove the local linear convergence rate of the proposed preconditioned DCA. Third, our global convergence and local convergence rate analysis is based on the difference of convex structure (1.1) where P 1 (P I 1 or P A 1 ) has locally Lipschtiz gradient and P 2 (P I 2 or P I 2 ) is closed and convex, which is different from the case in [36] where P 1 is closed and convex and P 2 has locally Lipschitz gradient. Fourth, we also explore the promising feature of the truncated quadratic regularization for image segmentation within the proposed preconditioned DCA framework, which was already studied by a lot of algorithms including the graduated non-convexity algorithm [11] , the graph-cut based discrete optimization method [10] and the primal-dual first-order method [35] . Besides the image segmentation, it is known that the turncated quadratic regularization can also be used for image denoising. However, there is no systematic comparisons with the total variation regularization. We give some comparison between the truncated quadratic regularization including detailed parameters and the total variation for image denoising. The rest of the paper is organized as follows. In section 2, after some preparations and the calculation of the Kurdyka-Lojasiewicz exponent, we give the global convergence and present the local linear convergence rate of the proposed preconditioned and extrapolated DCA. In section 3, we give a systematic numerical study on the image denoising and image segmentation. Finally, we give some discussions on section 4.
2 Preconditioned DCA e : convergence and preconditioners
Preliminaries and KL exponent analysis
Let h : R n → R ∪ {+∞} be a proper lower semicontinuous function. Denote dom h := {x ∈ R n : h(x) < +∞}. For each x ∈ dom h, the limiting-subdifferential of h at x ∈ R n , written ∂h, is defined as follows [25, 32] ,
It is known that the above subdifferential ∂h reduces to the classical subdifferential in convex analysis when h is convex. It can be seen that a necessary condition for x ∈ R n to be a minimizer of h is 0 ∈ ∂h(x) [1]. For the global and local convergence analysis, we also need the Kurdyka-Lojasiewicz (KL) property and KL exponent.
Definition 1 (KL property and KL exponent). A proper closed function h is said to satisfy the KL property atx ∈ dom ∂h if there exists a ∈ (0, +∞], a neighborhood O ofx, and a continuous concave function ψ : [0, a) → (0, +∞) with ψ(0) = 0 such that:
A proper closed function h satisfying the KL property at all points in dom ∂h is called a KL function. If ψ in (2.1) can be chosen as ψ(s) = cs 1−θ for some θ ∈ [0, 1) and c > 0, we say that h satisfies KL properties atx with exponent θ. This means that for somec > 0, we have
If h satisfies KL property with exponent θ ∈ [0, 1) at all the points of dom ∂h, we call h is a KL function with exponent θ.
The following uniformized KL property proved in [9] is also important for our discussions.
Lemma 1. Assume h is a proper closed function and Γ is a compact set. If h is a constant on Γ and satisfies the KL property at each point of Γ, then there exist , a > 0 for any ψ as in definition 1,
for anyx ∈ Γ and any x satisfying dist(x, Γ) < and h(x) < h(x) < h(x) + a.
The minimization problem ITQ or ATQ is a DC programming and can be solved by DCA. Let's first introduce the inner product and norm induced by the positive definite and self-adjoint operator (metric) M , u, v M := u, M v , u 2 M := u, M u . We will consider the proposed Algorithm 1, for solving the problem (ITQ) or (ATQ). While M = Algorithm 1 Preconditioned difference-of-convex algorithm with extrapolation (preDCA e ) for arg min u F (u) = f (u) + P 1 (u) − P 2 (u)
Iterate the following steps for t = 0, 1, · · · , unless some stopping criterion is satisfied. Do
Unless some stopping criterion is satisfied, stop LI with I denoting the identity operator, Algorithm 1 reduces to the proximal extrapolation DCA proposed in [36] with different conditions on P 1 and P 2 . We employ the metric induced by M , which can bring out great flexibility to deal with the linear system with efficient preconditioners. Our motivation mainly comes from the following Lemma 2.
Lemma 2. With appropriately chosen linear operator M ≥ L 0 I with constant L 0 ≥ L, the iteration (2.6) actually can be reformulated as the following classical preconditioned iteration
Proof. Denote b t 1 = ξ t − ∇f (y t ). By the structure of P A 1 or P I 1 in (1.1), we see
We thus have
which leads to (2.7) with notation M p := M − µ∆. M p is actually a preconditioner for T to solving the following linear equation
The following remark will give more interpretation of the preconditioned iteration (2.7).
Remark 1. Suppose the discretization of the operator T is D − E − E * (still denoting it as T ) where D is the diagonal part, −E represents the strict lower triangular part and E * is the transpose of E. If we choose M p as the symmetric Gauss-Seidel preconditioner for T , we have [33] (chapter 4.1) (or [6] )
is nothing else other than one time symmetric Gauss-Seidel iteration for T .
With Lemma 2 and Remark 1, it can be seen that one can cooperate the classical preconditioned iteration into the DCA framework through the proximal mapping with metric. We thus can deal with linear systems with powerful tools from the classical preconditioning techniques for linear algebraic equations. Now let's turn to the KL exponent of the quadratic functions with an elementary proof.
where Q is a symmetric positive semidefinite matrix. Moreover, supposing that the minimal positive eigenvalue of M is λ M , then there exist small positive ε and η, such that ∀x satisfying
Proof. First, noting that 1 2 x T Qx−u T x+s and 1 2 x T Qx−u T x have the same KL exponent, we just prove the case of the function f (x) = 1 2 x T Qx − u T x without loss of generality. We first consider the casex such that ∇f (x)| x=x = 0, i.e., Qx = u. Supposing λ 1 ≥ λ 2 ≥ · · · ≥ λ n ≥ 0 are the eigenvalues of Q, we know λ M = min{λ i , λ i > 0} by assumption. There exists an orthogonal matrix P such that Q = P −1 Diag[λ 1 , · · · , λ n ]P . Furthermore,
The proof is complete. We now discuss the KL exponent of the truncated quadratic regularization functional (ITQ) and (ATQ), which follows from the following lemma. 
where K i : X → Y i are linear, bounded operators and µ i , τ i are positive parameters.
Proof. We first prove the case l = 1. Since
Since both functionals in (2.12) are quadratic as in Lemma 3 with KL exponent 1 2 and f 1 (u) is continuous, by [24] (Corollary 3.1), we see the KL exponent of f 1 (u) is also 1 2 . For the l = 2 case, since
Since each term in (2.15) can be rewritten into the quadratic form as in (2.12), still by [24] (Corollary 3.1), we get the KL exponent of f 2 (u) which is 1 2 . By completely similar analysis for (2.11), we get this lemma.
We will make extensive use of the following auxiliary function
Let's calculate the exponent of KL inequality of the auxiliary function E(x, y) in (2.16) at the stationary point. We do this through the relationship between the original function F (x) and the auxiliary function E(x, y). 
Furthermore, if there exists a positive constant c 2 such that
we get the lemma. For any > 0, we have
where the first inequality follows from the inequality ab ≥ −(αa 2 + 1 α b 2 ), ∀α > 0 andλ M is the minimum positive eigenvalue of M as before. Setting 1 2 < α < 1, we have 1 − α > 0 and 2 − 1 α > 0. With (2.18) and (2.20) , to obtain (2.19), one can fix c 2 as follows
We thus get 22) and the lemma follows.
Global convergence and local convergence rate
Recall thatx is a stationary point of F if 0 ∈ ∂F (x). We will first study a property of the iteration (2.6). We further assume F is level-bounded (see Definition 1.8 [32] ), i.e., lev ≤α F := {u : F (u) ≤ α} is bounded (or possibly empty). We employ the similar idea in [36] with different conditions on P 1 and P 2 here.
Proposition 1. The right hand-side of (2.6):
Proof. For any ξ 1 ∈ ∂P 1 (x), by the convexity of 1 2 x − y t M and P 1 (x) on x, we have
we see g(x) is a strongly convex function with a modulus that is not less than L. Setting x = x t+1 and y = x t , by the fact that 0 ∈ ∂g(x)|x = x t+1 , according to (2.6), together with (2.23), we have
(2.24)
We will first show that the sequence {x t } generated by the proposed algorithm 1 converges to a stationary point of E(x, y).
Theorem 1. Let x t be a sequence generated by preDCA e for solving the minimization problem (ITQ) or (ATQ). Then the following statements hold:
x t−1 ) =: ζ exists and E ≡ ζ on Υ. Henceforth, we denote Υ as the set of accumulation points of the sequence (x t , x t−1 ).
Proof. We first prove (i). By Proposition 1, we can get
On the other hand, since ∇f is Lipschitz continuous with a modulus of L, we have
where the second inequality follows from M ≥ LI, the third one comes from the fact that ξ t ∈ ∂P 2 (x t ), the fourth inequality follows from (2.24) and the fifth one by the convexity of f . From (2.26), we have
Then, we can obtain that
which shows that x t is bounded by the level-boundedness of F (Definition 1.8 of [32] and [36] ) and F (x) ≥ 0. Then summing up both sides of (2.27) from t = 0 to ∞, we obtain
Since sup t β t < 1, we deduce from the above inequation that ∞ t=1 x t − x t−1 2 M < ∞ and lim t→∞ x t+1 − x t 2 M = 0. This proves (i). Now we prove (ii), it can be seen that the sequence E(x t , x t−1 ) is nonincreasing form (2.27) . Together with the fact that Υ is a nonempty compact set due to x t is bounded, we conclude that ζ := lim k→∞ E(x t , x t−1 ) exists. Now, let's show E ≡ ζ on Υ. Taking any (x,x) ∈ Υ, there exists a convergent subsequence (x ti , x ti−1 ) such that lim i→∞ (x ti , x ti−1 ) = (x,x). Using the fact that x ti is the minimizer of the subproblem in (2.6), we have
Rearranging terms above, we obtain
Moreover, with (2.28), we obtain
Since F is lower semicontinuous, we have
Consequently, F (x) = lim inf i→∞ F (x ti ) = ζ. Noting that for any (x,x) ∈ Υ, we have E(x,x) = F (x) = ζ. We thus conclude E ≡ ζ on Υ and (ii) follows.
With the same assumption of Theorem 1, letx be an accumulation of x t . By the first-order optimality condition of the subproblem (2.6), we get
Because of the convexity of P 2 and the the boundeness of x t , by passing to a subsequence if necessary, the lim i→∞ ξ t exists without loss of generality, which belongs to ∂P 2 (x) due to the closedness of ∂P 2 (Theorem 8.6 [32] ). Using the fact that x t+1 − x t 2 M → 0 from Theorem 1 (ii) together with the closedness of ∇P 1 and ∇f , we get upon passing to the limit in (2.30) that
Then, considering the subdifferential of the function E(x, y) at the point (x t , x t−1 ), we have
On the other hand, with (2.30) and the fact ξ t ∈ ∂P 2 (x t ), we have
Together with the fact that ∇f, ∇P 1 is Lipschitz continuous on a bounded set and M ≥ LI, we see that there exists C 0 > 0 such that
where the constant C depending on M and C 0 . We rewrite (2.27) as
Then, we first consider the case that there exists a t > 0 such that E(x t , x t−1 ) = ζ. Since E(x t , x x−1 ) is decreasing with the limit ζ, we thus have E(t,t − 1) = ζ for anyt > t. Hence, ∞ t=0 x t − x t−1 M < ∞ follows easily. We next consider the case that E(x t , x t−1 ) > ζ, ∀t > 0. Since E is a KL function and E ≡ ζ on Υ, by Lemma 1, there exist an > 0 and a continuous concave function ψ with a > 0 such that
Moreover, we can get that there exists T > 0 such that
Due to lim t→∞ dist((x t , x t−1 ), Υ) = 0, there thus exists T 1 > 0 such that dist((x t , x t−1 ), Υ) < whenvere t ≥ T 1 . From the concavity of ψ, we see that
Combining this with (2.32) and (2.33), we can get that for any t ≥ T ,
Moreover, we can see further that (by the inequality a ≤ √ cd ⇒ a ≤ c + d 4 for a, b, c ≥ 0)
(2.36)
Summing up the above relation from t = T to ∞, we have
Thus {x t } is a Cauchy sequence and its global convergence follows.
We next consider the convergence rate of the sequence {x t } under the assumption that the auxiliary function E is a KL function whose ψ takes the form ψ(s) = cs 1−θ for θ = 1 2 . This kind of convergence rate analysis is standard; see [1, 2, 24, 36] for more comprehensive analysis. We follow a similar line of arguments for the local convergence analysis based on the KL property.
Theorem 3. Let x t be a sequence generated by preDCA e for solving (ITQ) or (ATQ) and suppose that x t converges to somex. Assuming that E is a KL function with ψ in KL inequality taking the form ψ(s) = cs 1−θ for θ = 1 2 and c > 0, then there exist c 1 > 0, t 0 > 0 and η ∈ (0, 1) such that x t −x < c 1 η t for ∀t > t 0 .
Proof. If there exists t 0 > 0 such that E(x t0 , x t0−1 ) = ζ, then one can show that x t is finitely convergent as before and the local linear convergence holds trivially. Hence, we only consider the case when
where S t is well-define thanks to Theorem 1 (ii). Then, using (2.36), we have for any t > T that
where the last inequality follows from the fact that S t is nonincreasing. By (2.35) with ψ(s) = cs 1 2 , for all sufficiently large t,
Rewriting (2.32) by the definition of S t , we see that for all sufficiently large t,
We thus can get
Combining this with S t ≤ 2C D φ(∆ t ) + 1 2 (S t−2 − S t ), we see that for all sufficiently large t,
Hence,
which completes the proof.
Remark 2. As L 0 in Lemma 2 is sufficiently large, the upper bound of the convergence rate η in (2.39) would decrease as the condition number of M increases.
Proof. Suppose the minmial and maximal eigenvalues of M areλ M andλ M . We can see that the convergence rate is related to c, C and D from (2.39). Firstly, we see that c is not related to M for large L 0 , since c1 1−α ≥ α (4α−2)λ M by (2.21), (2.22) and M ≥ L 0 when L 0 is large enough. Note that here c is related to c 2 in (2.22). Furthermore, we can choose D =λ M D 0 from (2.33) and C = λ M C 0 from (2.32) and the factλ M
D0λ M λ M would increase when the condition number of M increases. Thus the upper bound of the convergence rate 1 − 2 2C1+3 is decreased when the condition number of M increases.
Preconditioners and Preconditioned DCA e
Let's first consider the convex subdifferentials ∂P I 2 or ∂P A 2 by the following lemma for more general case. (2.41)
Henceforth, we choose s i ≡ 1, i = 1, · · · , l throughout this paper.
Proof. We mainly need to consider (2.41). Since for each h i (u) := µi 2 max(|K i u| 2 2 , τ i ), i = 1, · · · , l, dom h i = R n , then by [31] (Theorem 23.8), we have
Let's consider the Clarke's generalized subdifferential of p(u). Denote p 1 (u) = 1 2 Ku 2 2 and p 2 (u) = 0. It can be seen that p(u) is a P C 1 function [34] . It can be easily checked that while |Ku| > √ τ ,
We thus have (∇ u p 1 )(v) = χ s K,τ Ku, Kv with s = 1 for |Ku| > √ τ . ∇ u p 2 (u) = 0 follows easily. We thus conclude that [34] (Proposition 4.3.1)
where where "co" denotes the convex hull of the corresponding set [17] . Since for convex functions, the Clarke generalized subdifferential concides with their convex subdifferential [17] (Proposition 2.2.7), we have (2.40). Now we turn to the preconditioners. According to Lemma 2, we call a preconditioner M p feasible for T if and only if
where L 0 is the same as in Lemma 2. For operators of type T = αI − β∆ for α, β > 0 where ∆ = div ∇ can be interpreted as a discrete Laplace operator with homogeneous Neumann boundary conditions [6, 7] . In other words: solving T u = b correspond to a discrete version of the boundary value problem αu − β∆u = b, ∂u ∂ν | ∂Ω = 0. • Obviously, M p = T with L 0 = L is a feasible preconditioner for T in (2.46). This choice reproduces the original proximal DCA with M = I without preconditioners for (ITQ) or (ATQ).
• The choice M p = cI with c ≥ L + µ ∇ 2 also yields a feasible preconditioner. This is corresponding to the Richardson method. The update for x k+1 can be seen as an explicit step of c.
We employ the efficient symmetric Red-Black Gauss-Seidel (SRBGS) iterations as the preconditioner [6, 7] . Of course, several steps of this preconditioner can also be performed; see the following Proposition 2. Furthermore, we denote the n-fold application of the symmetric Red-Black to the initial guess u and right-hand side b by [6, 7] 
making it again explicit that M p and T depend on α and β.
Proposition 2 ([6]
). Let M p be a feasible preconditioner for T and n ≥ 1. Then, applying the preconditioner n times, i.e.,
Remembering ∇u = [∇ 1 u, ∇ 2 u] T and |∇u| 2 = |∇ 1 u| 2 + |∇ 2 u| 2 , let's denote
With these preparations, we give the following Algorithm 2. For color images, denoting the color Algorithm 2 preDCA e for image denoising or segmentation of the truncated model (ITQ) or (ATQ) with detail
Iterate the following steps for t = 0, 1, · · · , unless some stopping criterion is satisfied. Do 
x t+1 = SRBGS n α,β (y t , b t ), T := (L 0 I − µ∆). 
is still of the form in Lemma 4. The global convergence and local linear convergence rate also follow. The corresponding algorithm is completely similar to Algorithm 2 and we omit here.
Numerics
In this section, we will consider the image denoising and image segmentation problem. All experiments are performed in Matlab 2019a on a 64-bit PC with an Inter(R) Core(TM) i5-6300HQ CPU(2.30Hz) and 12 GB of RAM. We will compare with the well-known total variation regularization arg min where |∇u| = |∇ 1 u| 2 + |∇ 2 u| 2 for the isotropic case and |∇u| = |∇ 1 u| + |∇ 2 u| for the anisotropic case and · 1 is the integral (or sum) of | · | for all pixels over the image domain. The first-order primal-dual algorithm is employed for the minimization problem (3.1) [12] .
1)
With appropriate parameters, it can be seen that the truncated regularization (ITQ) and (ATQ) can obtain high quality denoised images; see Figure 2 for the anisotropic truncated quadratic case (ATQ) and Figure 3 for the isotropic truncated quadratic case (ITQ). The model (ATQ) is very competitive with higher PSNR values for most cases compared the anisotropic total variation; see Table 1 . Besides, there is no staircasing effect as the total variation. From Figure 4 , it can be seen that the (ATQ) can get better PSNR with less iterations and less computation time compared with the anisotropic TV.
For the global convergence with preconditioners, Figure 5 tells that the proposed preconditioned DCA is faster than DCA with solving the linear subproblem exactly by DCT (Discrete cosine transform) compared both with iteration number and computational time. This is surprising that the proposed preconditioned DCA not only can save the computational efforts but also can improve the performance of DCA with more efficient algorithms.
For the local convergence rate, Figure 6 tells that for the whole nonlinear DCA iterations, for the linear system appeared, the SRDGS preconditioner is very efficient compared to the solving the linear subproblems exactly with DCT. The proposed preconditioned DCA can get faster local linear convergence rate with less computations compared to the original proximal DCA with exact DCT solver. Figure 7 shows that the proposed preconditioned DCA is very promising for image segmentation with various examples.
Discussion and Conclusions
In this paper, we give a thorough study on the proposed preconditioned DCA with extrapolation. We analysis it though the proximal DCA with metric proximal terms. We show that our framework is very efficient to deal with linear systems, while the global convergence and the local convergence rate can also be obtained. Numerical results show that the proposed preconditioned DCA for very efficient for truncated regularization applying to image denoising and image segmentation. . Note that the parameters µ and λ can be different for (ITQ) and (ATQ) even for the same image, since we choose the best parameter as we can find.
