A continued fraction expansion for a generalization of Dawson's integral is
can be found in Abramowitz and Stegun [1] . The function F(3, x) occurs in viscous fluid mechanics and F(l/n, z") is (apart from a numerical factor) an exact representation of the remainder in the «-term Taylor series for exp(-z). Dawson's integral arises frequently in several branches of physics and various numerical methods have been developed for its computation. Wynn [3] obtained a particular continued fraction expansion for F(2, x) which appeared to converge fast for both small and large positive values of x. This property was further exploited by McCabe [2] who gave an exact expression for the truncation error of this continued fraction for Dawson's integral. He also discussed other methods used in the past for the computation of the function (1.2) . In this paper we will generalize the results of Wynn [3] and McCabe [2] to arbitrary positive values of p. In other words we will derive the truncation error of a particular continued fraction expansion for the function (1.1). The expansion will be shown to converge fast for both small and large positive values of the argument.
Further, a table is provided showing the number of convergents needed for the evaluation of Fijp, x) with an accuracy of 10 significant digits.
II. Expansions of F(p, x).
The following notation will be used:
(2.1) z=xP, a = llp, (x>0,p>0).
The function M(a, ft z) denotes the confluent hypergeometric function in the notation of Abramowitz and Stegun [1] , viz.
Expanding the integrand of (1.1), we obtain in terms of the variables (2.1 ) with the aid of Kummer's transformation (2.3) F(p, x) = xe~zM(a, a + 1, z) = xM(l, a + 1, -z).
The convergent Taylor series of F(p, x) is given by
and its divergent asymptotic expansion at infinity reads (2.5) Ftp, x)~ax Z (1 ~a)nz~"~l> z = xp -* °°.
The Taylor series (2.4) can be used to compute F for small values of z; but as z becomes large, a disastrous loss of digits is encountered. The expansion (2.5) has also its limitations since the development diverges for all z if a ^ 1, 2, 3, ... ; hence it is useful only if z is sufficiently large.
Corresponding to each individual expansion (2.4) and (2.5), there exist continued fraction expansions which, for the case p = 2 (Dawson's integral), were given by McCabe [2] . As regards numerical properties, these continued fractions have virtually the same limitations as the expansions to which they correspond. A third continued fraction expansion for F(p, x) is
z=Xp, a=l-, and this expansion corresponds to both the Taylor series (2.4) and the asymptotic expansion (2.5). The special case p = 2 was considered by McCabe [2] . The expansion (2.6) is certainly convergent for the values of z considered here (i.e. z > 0) and the convergence is fast for small as well as large values of z. In Section 4 we will
give an elementary derivation with truncation error of the expansion (2.6). The proof is based on properties of the function M(cx, ft z).
HI. Properties of M(a, ft z). The confluent hypergeometric function M satisfies the recurrence relations
Differentation of Mia, ft z) with respect to z can easily be performed as follows
where ß ¥= 0, ± 1, ±2, . . . . hand side of (3.4) with respect to z, we find, using (3.3),
Rewriting the quantities 5 and Thy means of an adjusted form of (3.2), we obtain
Substitution of these results in Eq. Instead of this particular ratio of two functions M, the following generalized expression will be considered:
The factor b has been inserted for convenience. Throughout this section it is assumed that the variables a, b and z satisfy the inequalities (4.2). In terms of the variables To proceed further we need information concerning the denominators QN which satisfy the recurrence relation > zQn_x +tb + n-l)ib)n_x = zQn_x + (Z,)", which proves (4.14). The inequality (4.12) is an immediate consequence of (4.14).
To prove (4.13) we use (4.4), (4.12) and (4.14) to estimate QN+l- Proof. It is to be understood that the right-hand side of (4.17) always represents a polynomial in z of degree n. If we take a= 1 -n, ß = 2-a -n'm the relation (3.2) then these polynomials are found to satisfy = ia + n-2\a
We multiply this equation by (ß)"_2 and introduce (4.19) Ô* = (a)nM(-n, I -a -n, z), whence fl* -(a + n -1 + z)Q*_x -z(n -l)ß*_2.
It is seen that both Q* and ß" satisfy the second order recurrence relation A continuity argument shows that this result is also correct in case a = 1,2,3, ... , which proves (4.18) and hence the theorem.
With the results of this theorem we can easily find an expression for the truncation error of the expansion (2.6) for F(p, x). From Eqs. Fi3,x) = e-x3fX0et3dt, which occurs in viscous fluid mechanics. The continued fraction (2.6) is an efficient method to evaluate this function for all x > 0 and the convergence of the expansion is fast for both small and large values of x. Note that the expansion (2.6) can be calculated without the use of exponential functions. Another application is the accurate computation of the remainder in the Taylor series e-^Z^^F^x), x=z»,n = l,2,3,... .
A direct evaluation of the remainder as the difference of exp(-z) and the sum will be incorrect for z small and « large since this is subject to loss of significant digits. On the other hand, the continued fraction (2.6) for Fil/n, x) converges faster as n gets large and/or x becomes small. To demonstrate the efficiency of the expansion (2.6) the following table shows the number of convergents of the expansion (2.6) which is needed to reach an accuracy of 10 significant digits. The table was calculated on an IBM 360/50 working in double precision. 9 10 10 10 10 10 10 10 100 888888888
