Abstract-The work is focused on usage of genetic algorithms to get more precise approximation of complex and essentially nonlinear dynamic relationships. The algorithms precision was measured based on the model of stock market index prediction.
essentially nonlinear, dynamic dependencies; stock exchange index Taking a genetic approach as a basement an evolutionary algorithm has been developed based on the biological model of evolution of species.
The creature is an object that carries a chromosome (code) representing one of possible solutions of a given problem (alternative to [1, 2] ). Each chromosome can be translated into a function that takes number of parameters of internal and external environments as arguments [3, 4] . The approach like this is widely used in building solution trees, modeling, solving systems of equation, image/voice recognizing area, etc. [5] .
The Population is a collection of subpopulations sorted by quality of approximation functions of their chromosomes.
The Subpopulation is a set of chromosomes that code function of the same type to overcome local stoppers (local optimums). The Subpopulation is a set of chromosomes that code function of the same type to overcome local stoppers (local optimums).
The size of the population is not constant and can varies while removing and adding chromosomes but it does not descend below a predetermined value (minimum number of the chromosomes of the best approximation quality within the population, the chromosomes of that group are never deleted).
The Chromosome is an element of the proposed algorithm. It is not constructed as a sequence of genes (as it is in traditional approach) but tree. The nodes of a tree are elements of three major types -operations, variables and constants. Each chromosome codes a function which is a target object of algorithm.
A tree is a convenient form to represent a function. It makes quite easy to perform most popular genetic heuristics like Grow, Crossover and Mutation. Let's have a look at the example of function representation as a tree [6, 7] . The function example is given below:
The tree for that function is shown in the Fig. 1 The algorithm checks the depth of a tree -the maximum number of nodes that can appear on any branch. The depth of a tree is limited by the maximum allowable depth parameter of the algorithm. The depth can be simply calculated by use of a recursive procedure that visits every node of a tree and counts its depth.
The Operations. The algorithm solves approximation problems by finding the most suitable approximation function for given values of multiple input and output parameters. A function consists of some operations, variables and constants. Operations are taken from a predefined list. In our example the following operations are used: addition, subtraction, multiplication, division, exhibitor, logarithm, sine, square root. The algorithm picks up operations from that list in order to combine them in an approximation function. The list of allowable operations can be easily expanded.
Quality of approximation (Q) is a criterion driving the selection of creatures within a genetic algorithm. The special fitness-function is used to evaluate Q based on the "distance" between results of approximation done by the creature function (which is coded by chromosome) and real input and output values. We define them formally as follows:
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where
; M -the number of input variables; Y j -the result value from the example j.
The "distance" Q is calculated by use of the following formula:
,
where Y j -the result value from the example j; N -the number of examples; M -the number of input variables; F(X 1j ,...,X Mj ) -the result of approximation.
In order to accelerate the search process, the algorithm uses a shift operator that corrects functions by shifting their results along the Y axis on the Const value. F=f+Const , where f is an initial result of approximation, F is a corrected function. The Const value is calculated as the average deviation of the initial calculated values of the approximation function from the example values with the sign "minus". Main heuristics. In the evolutionary algorithm the heuristic is an action resulted in improvement of populations of creatures in terms of their quality (quality of approximation in this particular case). Heuristics can be applied to a single creature as well as to the whole population. The set of heuristics is the important part of the evolutionary algorithm since they are responsible for creation of new creatures (chromosomes). They renew the population in generation by generation manner. A well-chosen set of heuristics affect the efficiency of the algorithm. We also can choose a percentage of usage of each heuristic in the set and that is additional possibility to tune the algorithm efficiency.
The set of heuristics of the algorithm is listed below: 1) Random creation; 2) Mutation of junction nodes; 3) Mutation of constants; 4) Chromosome growing; 5) Chromosome recombination; 6) Function shifting; 7) Expansion of population.
The heuristics 1, 2, 3, 4, 5, 6 work with single creatures modifying or building its chromosome whereas heuristic 7 deals with the whole population.
The heuristics working with single creatures can be divided into classes in some ways:
1. by the scale of chromosome changes: local heuristics (mutation of nodes) and global heuristics (random creation, global mutation of constants);
2. by the type of affected nodes: only constants (mutation of constants), nodes of any types (random generation, mutation of nodes, growing, recombination).
The algorithm uses a random generator to choose the place (node) where to apply a heuristic. However, it takes into account some necessary limitations.
Using mostly local heuristics we called the algorithm LEA (Local Evolutionary Algorithm).
The algorithm has been probated in making a forecast for the stock exchange indices.
Having statistics of IBM's stock price, we tried to make a forecast for the nearest future. The statistics covered a few weeks of price change. So the approximation aimed to get the best fit of the price for the last week (desired forecast) based on input values collected for all previous weeks (known points).
The forecast done that way assumes that the character of changing all influencing factors persists. The approximation quality comparison is illustrated in the picture below. It shows difference between neural network results and results of the proposed algorithm (LEA). As we see it the proposed algorithm gains in quality of approximation comparing to the neural network.
The next example is about the approximation of NASDAQ stock exchange index for six weeks long period (Fig. 3) . The adaptive and self-organizing algorithms is getting more common approaches in solving that sort of problems and neural networks and the proposed LEA algorithm are part of them.
The comparison we made shows that the LEA has advantages over the neural networks of different structures. The LEA is more flexible and gives better results whereas neural networks are not good in approximating the surfaces with large variations in function values.
Both algorithms have disadvantages like time of solution searching which cannot be predicted well and algorithms can stuck at the local extremes with no further notable improvements.
