Abstract-Deep neural networks (DNNs) have recently achieved state-of-the-art performance and provide significant progress in many machine learning tasks, such as image classification, speech processing, natural language processing, etc. However, recent studies have shown that DNNs are vulnerable to adversarial attacks. For instance, in the image classification domain, adding small imperceptible perturbations to the input image is sufficient to fool the DNN and to cause misclassification. The perturbed image, called adversarial example, should be visually as close as possible to the original image. However, all the works proposed in the literature for generating adversarial examples have used the Lp norms (L0, L2 and L∞) as distance metrics to quantify the similarity between the original image and the adversarial example. Nonetheless, the Lp norms do not correlate with human judgment, making them not suitable to reliably assess the perceptual similarity/fidelity of adversarial examples. In this paper, we present a database for visual fidelity assessment of adversarial examples. We describe the creation of the database and evaluate the performance of fifteen state-ofthe-art full-reference (FR) image fidelity assessment metrics that could substitute Lp norms. The database as well as subjective scores are publicly available to help designing new metrics for adversarial examples and to facilitate future research works.
I. INTRODUCTION
One can only be impressed by the deep neural networks (DNNs) performance that are significantly superior to those achieved using conventional shallower networks. Taking advantage of the proliferation of large datasets in addition to the increase in computational power, the DNNs have shown a high efficiency in various difficult tasks such image classification [1] , object detection [2] , speech recognition [3] and natural language processing [4] . For instance, in the field of image recognition, the DNNs are able to recognize images with almost human precision, allowing them to be used in different sensitive applications such as autonomous cars, biometric, video surveillance, etc.
Despite state-of-the-art performance achieved by DNNs, it has been shown that they are vulnerable and unstable to adversarial attacks [5] . For instance, in the field of image classification, Szegedy et al. [6] was the first to show that small and almost imperceptible perturbations added to test images 1 https://github.com/safezza/IQA-CNN-Adversarial-Attacks could lead DNN to misclassifying them. The perturbed images are called adversarial examples.
Goodfellow et al. [7] define adversarial examples as "inputs to machine learning models that an attacker has intentionally designed to cause the model to make a mistake." Figure 1 shows how an original image carefully crafted using a small perturbation induces the network into misclassification with high confidence. Although, to a human, the adversarial image is indistinguishable from the original, i.e. the perturbation is quasi-imperceptible, the classifier labels them differently. This highlights the lack of robustness of the DNNs against adversarial examples, which raises security issues and limits the applications in which the neural networks can be deployed in a real-world environment. For instance, an adversary can use adversarial examples to manipulate the traffic signs so that the car takes undesirable and inappropriate actions, which is significantly dangerous. Therefore, it is of paramount importance to understand how and why these vulnerabilities to attacks occurs, thereby increasing the robustness of DNNs against the adversarial examples and bridging the gap between human perception and DNN-based systems.
Recently, great efforts have been made to propose methods 1) Fooling the image classifier: the adversarial example is crafted by adding small perturbation to the original image in such a way to cause classification mistake, i.e., the perturbed image is misclassified to a specific class (targeted attack) or only misclassified to an arbitrary class (untargeted attack). 2) Imperceptible perturbation: the introduced perturbation should be undetectable by human observer. The original image and its intentionally perturbed version (adversarial example) are expected to be visually very close, and the differences between them are hardly noticeable by the human eye.
For the second aspect, which is the focus of our study, all the works proposed in the literature for generating adversarial examples have used the L p norms (L 0 , L 2 and L ∞ ) as distance metrics to quantify the similarity between the original image and the adversarial example [9] , [10] . However, the L p norms do not correlate with human judgment, because they are pixel-based error measures and do not take into account the properties of human visual system (HVS) [11] . Despite these common measures provide poor performance for assessing perceptual similarity/fidelity, all existing works have adopted these metrics as perturbation measures for generating adversarial examples.
On the other hand, in the last decade, considerable research efforts have been made to develop objective quality/fidelity assessment metrics [12] - [14] . The purpose of this research is to develop tools allowing to evaluate the quality/fidelity in a way that is consistent with human judgments [14] . There is a tendency to confuse image quality metrics with image fidelity metrics, despite the fact that they are closely linked, the two families of metrics have different purposes. The former are designed to predict subjective human appreciation upon the quality of multimedia content, while the latter refer to the ability to quantify the visual differences between a reference and test image [15] . Given the purpose of this work, image fidelity assessment (IFA) metrics are more appropriate for the generation and performance analysis of adversarial examples. That is why in the rest of this paper, we refer to image fidelity metrics instead image quality metrics.
However, the use of an inappropriate IFA metric can lead to wrong conclusions and suboptimal results, which can be the case with L p norms that exhibit poor correlation with the human perception. There is therefore an urgent need to find a more accurate IFA metric that could substitute L p norms for generating and assessing adversarial examples in close agreement with human similarity judgments.
The natural way to reach this goal is to take advantage of the many IFA metrics proposed in the literature. However, these metrics were typically developed for some specific applications, and consequently were designed to capture distortions that are related to these applications, such as blur and blocking for compression, noise for acquisition and fast fading for wireless transmission, to cite a few examples. Nevertheless, the adversarial perturbations/distortions used against DNNs can have different properties than those widely tackled by the quality/fidelity assessment community. Thus, developing new reliable IFA metrics specifically for adversarial examples represents a new research challenges to this community.
In this paper, we present a database for visual fidelity assessment of adversarial examples. To the best of our knowledge, this database is the first one specifically dedicated to the perceptual assessment of adversarial perturbations against DNNs and is publicly available to facilitate future research works. The dataset includes 360 images that have been generated using six prominent adversarial attacks with different levels of perturbations. The subjective data of eighteen human subjects have been collected, where each subject was asked to rate the fidelity of the adversarial example with respect to the reference image. The resulting MOS scores have been used to evaluate the performance of the three distance metrics (L 0 , L 2 and L ∞ ) and to assess the performance of fifteen state-of-theart full-reference (FR) image fidelity assessment metrics, as well as can be used to design new IFA metrics for adversarial examples.
The rest of this paper is organized as follows. Section II provides the taxonomy of adversarial attacks. Section III describes the performed subjective experiment, including the preparation of the test material, environmental setup and the test methodology. Next, the results and analysis of objective metrics are provided in Section IV. Finally, Section V concludes the paper.
II. ADVERSARIAL ATTACKS ON DEEP NEURAL NETWORKS
An adversarial example is an original image carefullycrafted by an adversary attack with the aim to fool DNN classifier. The adversary attacks can be divided into two categories: white-box attacks that have a full access to the architecture and models parameters of the DNN, and those who only have access to the output of the attacked model (label or confidence score), known as black-box attacks. In addition, according to the objective to be reached, adversary attacks can also be distinguished as targeted and untargeted attacks. Formally, given an original input image x and a trained classifier C, generating an adversarial example x can be formulated as a constrained optimization problem [9] : where D denotes a distance metric between two data sample, while l and l denote the output class label of x and x , respectively. In the case of a target attack, l is specified by the attacker, while for an untargeted attack, l can be any class label, as long as it is different from the correct label l.
The distance metric D is used to quantify similarity/fidelity between the adversarial example and the original image. In the literature, three metrics are commonly used for generating adversarial examples, and all three are L p norms [10] . In other words, the amount of perturbation is quantified by L p norms, i.e., x − x p , where the p-norm is defined as
Specifically, L 0 , L 2 and L ∞ are the three widely used metrics: 1) L 0 metric counts the number of pixels that have been altered in the adversarial example. 2) L 2 metric measures the Euclidean distance between the adversarial example and the original image. 3) L ∞ metric denotes the largest absolute difference value among all pixels in the adversarial example. Nevertheless, these metrics do not correlate with human perception, because, they totally overlook spatial relationships between image pixels, and also consider that all changes in the visual signal are of equal importance. Finally, they do not take into account any of the perceptual properties of the HVS.
Several methods have been proposed in the literature to generate adversarial examples, they differ mainly in the modeling of objective function that seeks the best solution to the optimization problem described above in (1). The perturbation is determined by maximizing the classification error, while minimizing distance metric.
In our subjective study, we considered six prominent attacks that are: Fast Gradient Sign Method (FGSM) [5] , Basic Iterative Method (BIM) [16] , Deepfool [17] , Carlini-Wagner (C&W) attack [10] , Projected Gradient Descent (PGD) [19] and Momentum Iterative Method (MIM) [18] . All these attacks are gradient-based adversarial generating approaches [9] . Specifically, the input image is perturbed according to the gradient of the loss function of the attacked DNN, where the perturbation magnitude gradually increases until the image is misclassified. For a complete description of these attacks, the reader is refereed to their original papers. III. SUBJECTIVE EVALUATION In this section, the conducted subjective study of adversarial examples is presented. Our goal is to use the ground truth obtained from human judgments to check the suitability of several state-of-the-art image fidelity assessment (IFA) metrics for adversarial examples, which can constitute viable alternatives to the three widely used distance metrics (L 0 , L 2 and L ∞ ).
A. Adversarial Attacks Description
As mentioned previously, a total of six adversarial attacks have been employed to generate the adversarial examples. All these attacks have been implemented using Cleverhans software library [20] , which provides standardized reference implementations of adversarial example generation techniques. Each attack can be tuned through a set of parameters, here, we are only focused on the ones controlling the magnitude of the perturbation introduced. Table I lists the parameters used to generate the different adversarial examples. The parameters values have been carefully chosen in a way to generate adversarial examples with a broad range of perturbations/distortions, thus covering the full range of subjective impairment scale, from imperceptible levels to high levels of impairment. Figure 2 shows some samples of adversarial images, in addition, the histogram of subjective scores for the entire dataset is illustrated in Figure 4 .
As a victim DNN model, we used the well-known Inception v3 network [21] , because it is pre-trained on ImageNet dataset [22] that we considered as a source image, as reported in Section III-B. Thus, the gradient of its loss function is exploited by the different attacks to compute the perturbation introduced to the original input image.
B. Dataset Preparation
Since our work deals with adversarial examples for DNNbased image classification, we focused our subjective experiment on the most widely used image classification dataset, which is ImageNet database [22] . Twelve images have been selected from the database that represent different content, including indoor and outdoor scenes and a wide range of colors and textures. In order to cover a wide range of features, the spatial complexity and color features of each image have been analyzed using Spatial Information (SI) [23] and ColorFulness (CF) [24] , respectively. The Figure 3 shows the values of SI and CF for all the selected images.
The original images have different sizes, that we cropped to the size of 299 × 299 pixels covering the main object in the image. Because, given that we used Inception v3 network as attacked DNN, and the latter has an image input size of 299×299. Consequently, to avoid the up-and down-sampling operations that can introduce distortions to the input image, we made choice to crop the images to the input size of the Inception v3 network.
Thus, the twelve selected and cropped images were used to produce the subjective test dataset. Each image was perturbed/attacked using the six different adversarial attacks with the five different parameter settings, thus providing 360 adversarial examples. In addition, two other different images have been selected for training.
C. Environment Setup and Test Methodology
The subjective evaluations were conducted in a laboratory psychovisual test room, calibrated according to ITU-R BT.500-13 Recommendations [25] , equipped with a controlled lighting system and the color of the all background walls and curtains is mid-gray. A full HD 27-inch Dell UltraSharp U2717D was used to display the test stimuli. The distance of the subjects from the monitor was approximately equal to 7 times the picture height, as recommended in [26] .
Since the detection of impairment is an important factor in our study, the subjective experiments have been conducted using the Double Stimulus Impairment Scale (DSIS) method [25] . Both the original image and adversarial example were displayed in a side-by-side arrangement on the same monitor. The original image and adversarial example were always displayed on the left and right side, respectively, and the subjects were aware of these positions.
At the end of the presentation of each pair of images, a dedicated user interface was displayed on the screen for about five seconds during which the subject gives its judgment. The participants were asked to rate the level of impairment of the adversarial examples with respect to the reference original image, using a five-grade discrete impairment scale (1: very annoying, 2: annoying, 3: slightly annoying, 4: perceptible, but not annoying, 5: imperceptible). In other words, the observers tried to quantity the visibility degree of the perturbation introduced by the attack.
Given the large number of stimuli, making impossible to show all of them in a single session, because the viewing session would exceed 30 minutes. Consequently, in order to avoid visual fatigue effects, the subjective experiment was divided into three sessions whose duration does not exceed 20 minutes each. Subjects took a break between each two sessions. Moreover, each test session involved only one subject assessing the stimuli. In order to avoid possible contextual and memory effects, the display order of these stimuli was randomized in a way that the same content was never shown consecutively.
Before the experiment starts, instructions explaining the task were provided to subjects. In addition, training session was held with additional images, allowing the subjects to practice and become familiarize with the test procedure. The quality of these training samples was chosen so that it covers the full rating scale.
A total of 18 naive subjects (5 females and 13 males) took part in the subjective experiment. The age of subjects was ranging from 21 to 54, with an average of 28.8. All subjects were screened for color blindness and visual acuity using Ishihara and Snellen charts, respectively.
D. Data Processing
First, the subjective scores were processed to detect and exclude possible outliers, i.e., subjects whose scores deviated strongly from others. Outliers detection was performed as specified in [25] , and no outlier subjects were detected in this study.
Second, the Mean Opinion Score (MOS) was computed as the mean across scores provided by different subjects as follows:
where N is the number of subjects and s ij is the score given by subject i for the stimulus j. In order to evaluate the reliability of the obtained results from statistical point of view, 95% confidence intervals (CI), assuming a Students t-distribution of the scores, were computed together with MOS values.
IV. OBJECTIVE EVALUATION AND RESULTS ANALYSIS
It is highly desirable that the obtained MOS scores show fair distribution of values and are representative of the different impairment level on the rating scale. Figure 4 shows MOS values distribution on the whole database. Overall, we obtained an almost a fair distribution, except for the 4.5-5 scale for which we obtained higher frequency. This mainly due to Deepfool attack, which impairment level is hardly to adjust and often provides undetectable perturbations. In addition, Figure 5 illustrates the distribution of MOS values for each assessed image. Thus, the resulting MOS values uniformly span the whole impairment scale, which means that the subjective experiments have been properly designed and conducted.
The results of the subjective tests were used as ground truth to evaluate fifteen full reference (FR) objective fidelity/quality metrics, namely: Peak-Signal-to-Noise-Ratio (PSNR), Structural Similarity Index (SSIM) [27] , Feature Similarity Index (FSIM/FSIMc for color images) [28] , Visual Signal-to-Noise Ratio (VSNR) [29] , Gradient Similarity Measure (GSIM) [30] , Most Apparent Distortion (MAD) [31] , Multi-Scale SSIM index (MS-SSIM) [32] , Visual Saliency-based Index (VSI) [33] , Visual Information Fidelity (VIF/VIFp for pixel domain) [34] , Information Fidelity Criterion (IFC) [35] , Weighted Signal-toNoise Ratio (WSNR), Universal Quality Index (UQI) [36] , Noise Quality Measure (NQM) [37] .
In addition, the three widely used distance metrics (L 0 , L 2 and L ∞ ) have been also considered for evaluation and are compared against the fifteen objective fidelity metrics.
The performance evaluation of the set of metrics has been carried out in terms of three attributes: accuracy, monotonicity, and consistency, with respect to subjective scores. To achieve this goal, four performance measures were used, namely Pearson Linear Correlation Coefficient (PLCC) and Root Mean Square Error (RMSE) for prediction accuracy, while Spearman Rank Order Correlation Coefficient (SROCC) and Outlier Ratio (OR) for monotonicity and consistency, respectively. We can say that a metric obtains good performance, if the values of PLCC and SROCC are high (close to ±1), and the values of RMSE and OR is low (close to 0).
PLCC measure was computed between the MOS and the objective score (Q p ) provided by the metric after a non-linear regression. This regression is performed using a 5-parameter logistic function as recommended in [14] and defined as follows:
where β i (i ∈ {1, 2, 3, 4, 5}) are five free-parameters to be fitted based on the Gauss-Newton method. The PLCC, SROCC, RMSE and OR results are provided in Table II , where the top performing metric is given in boldface. Overall, a little more than half of the evaluated FR objective metrics provide good performance, especially MAD metric that shows the highest correlation with subjective scores.
As expected, the L p distance metrics provide poor performance, except the L 2 distance that can be considered as acceptable, but still below those provided by the FR objective metrics. For instance, L ∞ distance has obtained the worst results compared to all evaluated metrics.
According to the reporting results, most of the FR objective metrics provide better performance than the widely used L p distance metrics. Thanks to the inclusion of HVS features, the evaluated objective metrics correlate well with subjective scores and represent an obvious alternative to the L p distance metrics. Consequently, the adoption and inclusion of FR objective metrics in the construction of adversarial attacks can produce more optimal results, thus allowing to contribute in developing more robust deep neural networks.
V. CONCLUSIONS
In this paper, we focused on the visual fidelity assessment of adversarial examples. We presented a publicly available dataset of adversarial examples, which can be used to the design and evaluation of new objective IFA metrics specifically developed for this kind of impairment. The dataset was constructed through subjective experiment, where the original images as well as adversarial examples, along with objective and subjective scores are provided.
The test results clearly exhibited that the L p norms are nonsuitable to quantify the perceived perturbations of adversarial examples, and that the objective fidelity/quality metrics represent a solid alternative to be a substitute for L p norms.
