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Abstract
In the field of Affective Computing the affective expe-
rience (AX) of the user during the interaction with com-
puters is of great interest. Physiological and neurophys-
iological sensors assess the state of the peripheral and
central nervous system. Their analysis can provide infor-
mation about the state of a user. We introduce an ap-
proach to elicit emotions by audiovisual stimuli for the
exploration of (neuro-)physiological correlates of affec-
tive experience. Thereby we are able to control for the
affect-eliciting modality, enabling the study of general and
modality-specific correlates of affective responses. We
present evidence from self-reports, physiological, and neu-
rophysiological data for the successful induction of the af-
fective experiences aimed for, and thus for the validity of the
elicitation approach.
1. Introduction
Affective computing aims at an enrichment of HCI by
taking the user’s affective state into account [29]. Thereby,
applications can unfold their functions in the context of user
experience, ideally leading to the increase of the bandwidth
and naturalness of interaction.
To achieve such enhanced interactions a robust auto-
matic recognition of the user state is a necessary prereq-
uisite. In the past years the automatic analysis of affect-
related behaviours, especially those evident in facial expres-
sion or voice, yielded promising results [10, 41]. Still, the
classification of affective user state is no trivial endeavor, as
the subjective state, the experience of the user, is not nec-
essarily observable by external means as cameras or micro-
phones.
The analysis of physiological responses during affec-
tive experience offers an alternative to the analysis of be-
havioural responses [6–8,20,23,24,30,39]. However, whilst
observable behaviour as facial expressions or voice, can be
conveniently studied in the field, physiological and neuro-
physiological responses are less readily available. There-
fore the elicitation of affective experience in the laboratory
is still a necessary step to acquire physiological and neuro-
physiological databases. This data can then be analysed in
order to extract features capable of discriminating between
affective experience. These are then the basis to develop and
refine suitable classification methods using those features.
To explore the generalisation of physiological and neu-
rophysiological correlates of affective experiences we de-
veloped a cross-modal elicitation method. Specifically,
we constructed a set of audiovisual stimuli to be able to
elicit emotions either from the auditory or from the visual
modality. This study presents evidence, based on the sub-
jects’ self-assessments, and on preliminary physiological
and neurophysiological results, for the induction of differ-
ent emotions, and thereby for the validity of the approach.
Before we outline our research questions in more detail,
we will introduce the reader to the issue of the validation
of emotion elicitation approaches, and to our specific ap-
proach.
1.1. The validation of an elicitation method
One can discriminate between endogeneous and exo-
geneous elicitation methods [30]. The former require the
subject to induce affective experiences by remembering or
imagening emotional episodes [1, 6, 30, 31]. The latter
approach makes use of affective stimuli or tasks to elici-
tate corresponding experiences. A wide variety of affec-
tive stimuli has been used for this purpose, among them
pictures [5, 7, 26], naturally occurring sounds [3], music
pieces [13,22,33], films [15,19,23,39], manipulated appli-
cations [20], and computer games [8, 40]. In our approach,
outlined below, we will use affective stimuli.
A general problem accompanying the induction of af-
fective experience is the validation of the induction method
[14,38]. Fairclough [14] discusses several methods that can
be applied to ensure this concurrent validity of the elicita-
tion approach in the context of psychophysiological mea-
surements.
For the use of stimuli or tasks one has to be fairly con-
fident that they indeed induce the target states. The use of
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normed stimulus sets, as the IADS [4] or IAPS [25] can
make this more likely. Similarly when using tasks one can
use standardized tasks developed within the field of experi-
mental psychology. Alternatively, one might use tasks that
have known effects on the user, for example manipulated
computer games. However, as Fairclough points out, the
use of these latter approaches is close to a natural context,
but also prone to confounds due to the complexity of real-
world situations.
Another method for the labeling and validation of the
data, especially in the domain of facial expression or voice
analysis, are observer ratings of the participants behaviour.
However, the occurrence frequency of behaviour might be
low in the cases that we are considering where the partici-
pant is restrained by recording equipment.
Alternatively, one can apply self-assessment methods as
the Self-Assessment Manikin [2], to ensure the success of
the elicitation method. This, of course, comes for the price
of a possible interference with the target behaviour, and
an added risk of artifact production. Additionally, self-
assessments are not free of bias and dependent on a truthful
report.
Furthermore, one might record physiological or neu-
rophysiological data and contrast the different conditions.
Should one find a difference between conditions, this can
be taken as evidence that indeed different states were in-
duced. To ensure that the desired states were induced one
would have to measure and contrast physiological variables
that were shown before to vary with the target state or di-
mension. Those variables, for example, could be chosen
by an extensive literature review or the consultation of an
expert.
Figure 1. The relationship between stimuli, self-assessment, and
physiological data, and the elicitated affective experience.
Figure 1 illustrates the above described relationships be-
tween administered stimuli, logged self-assessments, and
physiological data. The elicited affective experience can be
validated by each of these. However, it has to be mentioned
that none of the validation methods is perfect and thus a
combination of different validation procedures might yield
the most insight into the concurrent validity of the elicita-
tion approach.
In this paper we will analyse the results of the first se-
ries of elicitation experiments that we carried out with our
approach. We look at how self-assessments relate to the
affective states that we intend to elicit and to what extent
(neuro-)physiological measures can discriminate between
the various stimuli groupings.
1.2. The cross-modal elicitation of affective experi-
ences
As already outlined above, physiological and neurophys-
iological signals carry information about the affective state
of the user. While relatively many studies explored the po-
tential of physiological features to differentiate affective ex-
periences [8,20,23,24,30,39], only few studies looked at the
suitability of neurophysiological sensors [6, 7]. Most stud-
ies were conducted under controlled circumstances. This is
especially true for the EEG studies. The tight control of ex-
perimental protocols is a necessary prerequisite to disentan-
gle the manifold physiological processes occurring in real-
world environments, and thus to avoid confounding vari-
ables. However, it is also impeding the ecological validity
of the psychophysiological inferences made on the basis of
such simple elicitation paradigms [14]. To ensure the gen-
eralisation of the feature-experience relationships found in
the controlled laboratory experiments to real-world applica-
tions, a slow increase in the complexity of the experiments
and finally the step into the field seems advisable.
Our motivation for the development of the elicitation
method introduced here is to make a modest step in this
direction, exploring the generalisation of psychophysiolog-
ical inferences over different affect elicitation modalities,
but still staying inside the laboratory. We are aiming for
the controlled induction of affective experiences via the vi-
sual or auditory stimulus modality. Specifically, we want to
manipulate experience along the valence dimension of the
dimensional emotion model according to Russel [32], that
is to elicitate negative, neutral, and positive affective expe-
riences. For this purpose we combine affective neutral and
valence-carrying stimuli from different unimodal stimulus
sets to a new multimodal stimulus set.
We chose sound (IADS) and picture (IAPS) stimulus
sets to construct new audiovisual stimuli. One advantage
of those specific sets is that they are normed by hundreds
of participants according to their effect on the participants’
affective experience. The knowledge about mean valence
and arousal responses for a given stimulus guides our com-
binations of neutral and valence-carrying unimodal stimuli
to one multimodal. However, one should take in mind the
standard deviations of the norm ratings are quite big and
show a large spread of responses from different subjects to
a given stimulus over the arousal-valence plane. This indi-
cates a subject- and context-specific response to the stimuli.
Furthermore, to construct our stimulus set we make combi-
nations of different stimuli from the original databases. It
cannot be assumed that the combination of different affec-
tive stimuli has a linear effect on the affective response. The
combination of picture and sound might produce a different
context, changing or even inverting the original affective re-
sponse caused by the valence-carrying stimulus. Despite
our intentions to control for that by a careful choice of com-
binations of auditory and visual stimulus parts, the elicita-
tion of the target emotions has to be shown to ensure the
validity of our elicitation method. In the following section
we will describe the construction of the new multimodal
stimulus set in detail.
1.3. Stimuli construction
To study the effects that the different modalities have
on neurophysiological affective responses, 180 multimodal
stimuli were constructed from the auditory and visual affec-
tive stimuli sets IADS and IAPS.
From each stimulus set, IADS and IAPS, we chose 30
stimuli from the positive and 30 stimuli from the negative
side of the valence dimension. Additionally, we chose 60
neutral auditory and 60 neutral visual stimuli from each
modality. Note that we employed each neutral unimodal
stimulus twice (due to the low number of IAPS stimuli).
Each neutral stimulus from one data set would appear one
time in combination with another neutral stimulus from the
other data set and one time in combination with a valence-
carrying stimulus of the other data set. The three different
valence intervals, positive, neutral, and negative, were de-
fined according to the mean ratings on the valence scales.
The 9-point valence Likert scale the norm-ratings are based
on are ranging from 1(feeling unhappy) to 9 (feeling happy).
Therefore, we required positive stimuli to have a mean rat-
ing above 6.5, negative stimuli to have a mean rating below
3.5, and neutral stimuli to lie in between these two groups.
We constructed five groups of auditory-visual stimuli:
(1) auditory negative, (2) auditory positive, (3) visual neg-
ative, (4) visual positive, and (5) stimuli that were neutral
both auditory and visually, referred to as multimodal neu-
tral. An auditory negative stimulus consisted of a negative
auditory stimulus and a neutral visual stimulus. An au-
ditory positive stimulus contained a positive auditory and
neutral visual stimulus. This way the affect elicitation was
supposed to result from the auditory stimulus. Correspond-
ingly, the visual negative and positive stimuli were created
from a neutral auditory and a valence-holding visual stim-
ulus. The multimodal neutral stimuli consisted of a neutral
auditory and a neutral visual stimulus. This group was im-
portant as a control condition, which enables the analysis
of the specific effects of positive and negative stimulation,
respectively. While the grouping was based on the distribu-
tion of the stimuli on the valence axis, we tried to keep the
group differences on the arousal axis comparable to avoid
confounding effects. Specifically, we tried only to use stim-
uli that had a relatively high arousal value, i.e. higher than
3.5. Because of a bias in the original sets, we were not able
to do this.
Figure 2. The position of the selected auditory (above) and visual
(below) stimuli in the valence-arousal space.
As described above, the stimuli were constructed from
carefully selected subsets of the IADS and IAPS. Figure 2
shows the positive, neutral, and negative stimuli groups cho-
sen from the IADS and IAPS sets, and their locations in the
valence-arousal plane. The stimulus sets used for our stim-
ulus construction are not evenly distributed in the valence-
arousal plane, but describe a C-form. There are almost no
stimuli that have low arousal and high valence values, or
high arousal and medium valence. On the other hand are
the negative stimuli in general more arousing than positive
or neutral stimuli. In consequence a selection of stimuli
that differ in valence, but not in arousal is only possible to
a limited degree. The higher the number of stimuli is, the
stronger is the selection influenced by the mentioned IAPS
and IADS characteristics. The most limiting factor is the
small size of the IADS, which makes it difficult to select
more than 30 negative and 30 positive stimuli.
Group Valence mean (std) Arousal mean (std)
A positive 7.14 (0.38) 5.51 (1.16)
A neutral 5.01 (0.67) 5.06 (0.85)
A negative 2.65 (0.55) 6.84 (0.71)
V positive 7.49 (0.38) 5.40 (0.77)
V neutral 5.08 (0.60) 4.46 (0.77)
V negative 2.27 (0.40) 5.97 (0.73)
Table 1. The mean valence and arousal ratings per modality and
stimulus group.The value in brackets is the standard deviation.
Table 1 gives an overview over the group’s valence and
arousal means according to the norm ratings from the IADS
and IAPS manuals. The valence means of the groups are all
significant different. Despite our efforts to keep the arousal
equal over the groups, also the arousal means are signifi-
cantly different. However, as the norm values of the IAPS
and IADS are already characterised by a big standard devi-
ation, it was not assumed to be able to predict the precise
effect of the stimuli on a particular group of participants. In
that respect the valence and arousal values were only used
as an initial strategy to select the optimal stimuli for our
purpose.
1.4. Research questions
To validate our elicitation approach, we are interested in
the effect that our stimulation has on the participant’s ex-
perience. As described above there are different strategies
that one can use to ensure that the affective experience of
interest was induced. Therefore, we analysed the partic-
ipants’ self-assessments according to the different stimuli
categories employed, irrespective of the elicitation modal-
ity. Furthermore, we analysed the (neuro-)physiological re-
sponses to the different stimulus categories employed. Fi-
nally, we explored the effect of the choice of an alterna-
tive ground truth, that is the (neuro-)physiological responses
to different groupings of the trials according to the self-
assessments of the subjects.
Our main question was whether the target emotion is in-
deed induced by our elicitation paradigm. We expected that
in the comparison of the self-assessments given after each
stimulus presentation, the valence judgements over stimuli
and subjects would be significantly different between con-
ditions. On the other hand, arousal should ideally be com-
parable, as we aimed for similar arousal values during the
construction of the stimulus groups.
A further expectation was that the comparison of the
physiological responses during the presentations of the dif-
ferent stimulus groups yields significant differences. Es-
pecially, we expected differences for those physiological
and neurophysiological sensors implied before in valence-
related nervous system responses. Physiological corre-
lates of valence manipulations have been found for elec-
tromyographical responses recorded from the facial mus-
cles (EMG) [5, 39], in electrocardiographical recordings
(ECG), specifically heart rate [31, 33], and for blood pres-
sure [36]. Neurophysiological correlates, specifically those
derived from electroencephalography (EEG), include the
asymmetry of alpha power between the left and right hemi-
sphere of the brain [11], and frontomedial theta power [33].
Significant differences in other (neuro-)physiological
signals not directly implied in valence-, but other affect-
related experiments might also offer evidence about differ-
ent states induced, though they could not be used as ev-
idence for the elicitation of the target states. Physiologi-
cal signals implied in arousal-related manipulation of af-
fective experiences are the galvanic skin response (GSR)
[3,9,22,26], the respiratory sinus arrhythmia (RSA) derived
from the heart rate [15], and respiration [13, 17]. Neuro-
physiological arousal-specific responses include a decrease
of the overall level of power in the alpha band [27] and an
increase of power in the gamma band [21, 28].
Finally, the question most relevant for the determina-
tion of a ground truth for later classification approaches is,
if there is a more favourable grouping (of trials into con-
ditions) possible according to the self-assessments. That
there is a significant difference between classification re-
sults achieved via a norm based and a self-assessment based
ground truth was shown by Chanel et al. [7]. There-
fore, we resorted the stimuli, and thus the trials, into
positive, neutral, and negative affect conditions accord-
ing to self-assessment. The trivial assumption was that
this regrouping would create more homogeneous condi-
tions, with condition means further apart, and smaller stan-
dard deviations. Furthermore, we expected more signifi-
cant (neuro-)physiological differences, especially for sen-
sors implied in valence manipulation before.
2. Methods
2.1. Participants
14 participants (7 men and 7 women) took part in the
experiment. Due to incomplete recordings the data of two
participants was not analysed. The participants were aged
between 19 and 53 (mean age 28) and all except one indi-
cated their right hand as the dominant hand.
2.2. Stimuli
For the experiments the newly constructed audiovisual
stimulus set as described in section 1.3 was used. To avoid
eye-movements during the stimulus presentations the pic-
tures were decreased in size to 400 x 300 pixels. Primary
stimulus characteristics as overall loudness of sounds or
brightness of visual stimuli may have significant effects on
neurophysiological data. To minimize the risk of a con-
found by stimulus-related non-affective characteristics we
tested the group differences of mean subjective loudness
and mean luminance. No significant differences between
the visual parts of the positive, negative, and neutral group
was found in terms of mean luminance. Similarly, no sig-
nificant differences between the auditory parts of the posi-
tive, negative, and neutral group in terms of mean subjective
loudness could be detected.
2.3. Equipment and signal acquisition
2.3.1 Presentation and recording hardware
The stimuli were presented on a dedicated stimulus PC
(P4 3.2GHz), which sent markers according to stimulus
on- and offset to the EEG system (Biosemi ActiveTwo
system, www.biosemi.com). For the stimulus presen-
tation we used ”Presentation” (Neurobehavioral systems,
www.neurobs.com). The visual parts of the stimuli were
presented on a 20 inch monitor (Samsung SyncMaster
203B). The auditory parts of the stimuli were presented via
a pair of custom computer speakers (Phillips Multimedia
Speaker System). The distance between participants and
monitor/speakers was about 70 cm.
The physiological and neurophysiological signals were
recorded with 512 Hz on a dedicated recording PC (P4
3.2GHz) running Actiview software (BioSemi).
We recorded from 64 active silver-chloride electrodes
placed according to the the 10-20 system. Additionally, 4
electrodes were applied to the outer canti of the eyes and
above and below the right eye to derive horizontal EOG and
vertical EOG, respectively.
Besides recording neurophysiological signals by elec-
troencephalography we assessed also the state of the periph-
eral nervous system via several physiological sensors.
To obtain the electrocardiogram we placed an electrode
at the inner side of the left arm of the participant. A plethys-
mograph was clipped to the left index finger to assess blood
volume pulse. A temperature sensor was placed on the dis-
tal phalange of the small finger of the left hand to measure
peripheral temperature. Respiration was assessed via a res-
piration belt placed around the chest just over the stomach.
To assess the activity of the somatic nervous system we ap-
plied electrodes to two facial muscles, the right corrugator
supercilii (implied in frowning) and the left zychomatic ma-
jor (implied in smiling). The EMG sensor placement over
the zygmaticus major and the corrugator supercilii muscle
was done via two electrodes for each muscle and according
to the guidelines from [16] on the left cheek and over the
right brow, respectively.
2.4. Procedure
The Participants were seated in a comfortable chair in
front of monitor and speakers. They read an informed con-
sent form and user instructions before the experiment. After
filling in a questionnaire and signing the informed consent
the EEG cap and the physiological sensors were placed ac-
cording to the descriptions above. Before the start of the
experiment the participant was introduced to the Actiview
online view of her EEG signals to make her conscious of the
influence of movement artifacts. She was instructed to re-
strict movements to the periods between trials. Finally, the
SAM scales were explained, so that a good understanding of
the concepts of arousal and valence could be assured. Par-
ticipants were advised to give a ”gut response” to empha-
sise the importance of their subjective feeling and to avoid
a more cognitive judgement of the stimuli themselves.
2.5. Experiment Design
The stimulus presentation was done in 4 blocks with 45
stimuli each. The order of the stimuli presentation was ran-
domised for each participant. To avoid tensions or fatigue,
in the breaks the participant could correct seating position,
drink, and relax until she felt ready to continue. Figure 3
depicts the trial structure employed. Below we will outline
each of the trial periods and its functions.
Pre-stimulus phase Two seconds before a stimulus is
presented a fixation cross is blended into the middle of the
screen. This cross is supposed to limit eye movement during
stimulus presentation and will be kept on the screen until the
self-assessment phase.
Stimulus phase The stimulus is presented for six sec-
onds, which is the length of the auditory stimulus. The
visual counterpart is shown during the time the sound is
played.
Post-stimulus phase Between the stimulus offset and the
begin of the self-assessment the fixation cross is further vis-
ible on a black background for two seconds. This phase is
intended to serve as a stimulus free period in which the in-
dependence of a potential affect-related neurophysiological
response from the stimulus characteristics can be shown.
Figure 3. Example trial with the six trial periods and their duration (arrows indicate self-paced rating phases).
Self-assessment phase The norm ratings of the IAPS and
IADS are characterised by a considerable variance per stim-
ulus. Thus a given stimulus might induce different affective
states in different subjects. To study the effectiveness of
our affective stimulation and to explore alternative group-
ings for the signal samples in positive, neutral and negative
trials, a self-report in form of the self assessment manikin
(SAM; see [2]) is employed after each stimulus presenta-
tion. The duration of the rating phases for arousal and eval-
uation is not limited. It ends as soon as the user finishes
the self-assessment. However, the subject is instructed to
answer by a fast intuitive judgement.
Resting phase The physiological response is known to be
relatively slow, peaking around five seconds after stimulus
presentation [37]. To reduce the contamination of the sam-
ples by prior samples, the rating is followed by an inter-
stimulus interval of averagely five seconds. The participants
are also instructed to blink and move preferably in this pe-
riod, to decrease the contamination of the trials by move-
ment artifacts.
2.6. Preprocessing of EEG data
We used EEGlab [12] to preprocess the EEG data. Speci-
ficly, we computed the common average reference (CAR),
downsampled the data to 256 Hz, and high passed it with
an infinite impulse response filter at 1 Hz. Then we ex-
tracted epochs of six seconds, from stimulus onset to stimu-
lus offset. We computed the absolute frequencies for the
theta (θ, 4 - 7 Hz), alpha (α, 9 - 12 Hz) via a FFT with a
sliding window length of 128 samples and 50% overlap.
Furthermore, we computed the asymmetry for each pair
of the left and right frontal channels, that is AF3 and AF4,






As we did not remove potential artifacts from the data,
we restricted our analysis to the alpha and theta frequency
bands. Furthermore, we focused on the analysis of anterior
regions of interest, as we expected modality-related varia-
tions in EEG power in the posterior modality-specific re-
gions. Figure 4 shows the electrode layout for the frontal
cortex. We extracted the power of the alpha band for the left
and right frontal regions, and the power of the theta band for
the fronto-medial region.
Figure 4. The regions of interest for the preliminary analysis of
EEG signals.
2.7. Preprocessing of physiological data
As most physiological sensors are known to have a slow
response to stimulation and thus a long response latency,
we extracted long epochs of ten seconds for each trial. An
epoch contained the pre-stimulus period, the stimulation
period and the post-stimulus period. From the signal part
that contained the stimulus and post-stimulus period we ob-
tained several features for each of the measured biosignals,
while the pre-stimulus part of the signal was used for base-
line removal for sensors that are susceptible to stimulus-
independent long-term variations. We sampled the physio-
logical signals down to 256 Hz. Below we describe the ex-
tracted features for the cardiovascular signals, the galvanic
skin response, and the facial EMG sensors in detail.
Cardiovascular features In Table 2 the extracted cardio-
vascular features are described. For the extraction of the
heart beats and the computation of the highest frequency
of the heart rate variability, the respiratory sinus arythmia,
the BIOSIG toolbox for Matlab was used ( [35]). To elimi-
nate the effect of stimulus-independent, low frequency fluc-
tuations in the blood volume pulse data, we subtracted the
baseline mean from each trial.
Feature Description
E{h} mean heart rate
HF highest frequency of the heart rate variability
E{b} mean of the blood volume pulse
σ{b} standard deviation of the blood volume pulse
min{b} minimum of the blood volume pulse
max{b} maximum of the blood volume pulse
δb|1| mean of the abs. of the 1. difference of BVP
δb|2| mean of the abs. of the 2. difference of BVP
E{t} mean T
σ{t} standard deviation of T
Table 2. The cardiovascular features derived from the electrocar-
diogram (ECG), blood volume pulse (BVP) and skin temperature
(T) sensors and their description.
Galvanic skin response To analyse the galvanic skin re-
sponse we first low-pass filtered the signal at 0.05 Hz via
an infinite impulse response filter of length 4. To further
reduce the stimulus independent variance of the data, we
de-trended each trial and subtracted the baseline mean. Ta-
ble 3 shows the features extracted from the filtered signal.
Feature Description
E{s} mean skin conductance
σ{s} standard deviation of the SC
δs|1| mean of the abs. of the 1. difference of SC
δs|2| mean of the abs. of the 2. difference of SC
Table 3. The features derived from skin conductance sensors (SC).
Facial electromyography According to [39] the two
electrode pairs placed over the right corrugator supercilii
and the left zychomatic major were subtracted, yielding the
EMG signals for each muscle, from which we extracted the
first four statistical moments, as enlisted in Table 4.
3. Results
In a preliminary analysis we studied the recorded data
to gain insights into the validity of our approach. Further-
more we hoped to learn which grouping method, according
Feature Description
E{c} mean CS
σ{c} standard deviation of the CS
kurt{c} kurtosis of the CS
skew{c} skewness of the CS
E{z} mean ZM
σ{z} standard deviation of the ZM
kurt{z} kurtosis of the ZM
skew{z} skewness of the ZM
Table 4. The EMG features derived from the right corrugator su-
percilii (CS) and the left zychomatic major (ZM).
to stimulus norms or according to self-assessment, would
be better suited as ground truth for future in-depth study
of the physiological and neurophysiological correlates. We
first will present the self-assessment data for the different
grouping methods. Then, we will examine the physiologi-
cal and neurophysiological differences between the 3 con-
ditions, positive, negative, and neutral emotions, for the dif-
ferent grouping methods.
3.1. Analysis of the self-assessment data
The evaluation of the self-assessment is not only a mean
to validate our emotion induction method, but also gives
us the possibility for an alternative grouping of the stim-
uli according to the individual affective response toward
each multimodal stimulus. The grouping of the stimuli es-
tablishes the ground truth in the search for physiological
and neurophysiological differences and for a later classifier
training.
The analysis of the mean stimulus valences suggested
that different stimulus groups (positive, neutral, negative)
resulted in different affective experiences. The mean values
behaved according to the group membership. However, for
many stimuli the induced emotions differed from the emo-
tions the stimuli were supposed to induce. This was also
reflected by participants informal reports after the experi-
ments. For example, a starving child on a blue blanket was
perceived by one participant as cared for and elicited a calm
and rather positive response, while it was intended to elicit
a negative reaction. Figure 5 shows the distribution of va-
lence and arousal ratings over all stimuli and subjects for the
five conditions, also taking the modality of the affect elicit-
ing stimulus into account. Despite the clear differences that
are visible between the groups, the distributions are over-
lapping to a large degree. That is, some of the stimuli had
not the intended effect on some subjects, but instead elicited
another affective state.
These deviations of the individual affective experience
from the target affective experience of the stimuli are nat-
ural taking the individual differences between participants
Figure 5. The distributions of the SAM ratings for the original
groupings for valence (left) and arousal (right).
into account. They are already reflected in the variances that
characterise the norm ratings of the individual stimuli in the
IAPS and IADS. Therefore, the question arises, if another
sorting of the trials into the positive, neutral, and negative
experience conditions could result in more homogeneous
conditions of affective experiences. This is especially in-
teresting for a later use of the data for the identification of
physiological and neurophysiological features able to dif-
ferentiate between the affective states.
To explore the potential of alternative ways to assign the
trials to the conditions we made use of the gathered self-
assessment data. We will refer to the alternative ways of
sorted trials into conditions as grouping approaches, result-
ing in different groupings of the trials.
The most obvious grouping approach, and the one used
so far, is to sort the recorded trials according the norm rat-
ings of the affect-eliciting stimuli, coinciding with the stim-
uli conditions we constructed. In the following we will refer
to this grouping approach as NORM, or as N in the tables.
When the self-assessment values are used as the basis for
the stimuli- and thus trial-grouping, we obtain the SAM1
grouping (S1 in the tables). The deviations from the in-
tended grouping become obvious, when directly comparing
the overall number of trials per condition intended (positive:
N+, neutral: Nn, negative: N-) with those derived from the
new grouping approach (S1+, S1n, S1-) in a contingency ta-
ble 5. Due to a rating trend towards the middle, thus toward
the neutral condition, the positive and negative conditions
are underrepresented in the number of trials.
However, by assuming each rating that deviates from the
middle of the Likert scale by one scale unit towards one end
of the scale to result from a negative or positive affective
response, we obtain the SAM2 grouping (S2 in the tables).
Here the responses are equally distributed over all three con-
ditions (S2+, S2n, S2-), as the neutral condition is narrowed
down to one Likert point. The relationship between the in-
N+ Nn N- sum
S1+ 270 104 38 412
S1n 386 519 313 1218
S1- 60 97 369 526
sum 716 720 720 2156
S2+ 426 216 92 734
S2n 162 308 140 610
S2- 128 196 488 812
sum 716 720 720 2156
Table 5. The contingency table shows the relationship of the stim-
ulus grouping into the affect conditions (+ = positive, n = neutral, -
= negative stimuli) according to the IADS and IAPS stimuli norms
(N group) and to the self-assessment with normal-sized (S1 group
in upper table) and small-sized (S2 group in lower table) neutral
condition.
tended grouping, by use of IAPS and IADS norm values,
and this this less strict grouping due to self-assessment can
again be seen in table 5.
Group Valence mean (std) Arousal mean (std)
N+ 5.29 (1.58) 4.01 (1.84)
Nn 4.49 (1.35) 3.75 (1.86)
N- 3.04 (1.70) 5.02 (2.03)
S1+ 6.79 (0.64) 3.71 (1.94)
S1n 4.4 (0.74) 3.76 (1.78)
S1- 1.79 (0.75) 5.88 (1.59)
S2+ 6.22 (0.81) 3.79 (1.89)
S2n 4.47 (0.13) 3.41 (1.70)
S2- 2.37 (0.98) 5.34 (1.79)
Table 6. The mean valence and arousal ratings per group and
grouping method. The value in brackets is the standard deviation.
Table 6 enlists the means and standard deviations for the
positive, neutral, and negative conditions according to the
different grouping methods. The grouping of the stimuli
based on the self-assessment leads to a clearer distinction
of the conditions in terms of valence means and to a smaller
standard deviation. As a consequence of the SAM2 group-
ing variation, however, the differences between condition
means are decreasing again and the standard deviations of
positive and negative condition are increasing. A Wilcoxon
signed-rank test on the valence ratings revealed statistical
significant differences (p ≤ 0.001) for all emotion contrasts
within all three grouping approaches. The same was ob-
served for the arousal ratings, except for the contrasts of
positive and neutral conditions. These differences were due
to a higher arousal induced by the negative stimuli.
Summarising, the analysis of self-assessment rating
means of the conditions of the NORM suggests that in-
deed different affective experiences were elicited. Further-
more, it was shown that the alternative grouping according
to the self-assessments, to make the conditions more homo-
geneous in terms of elicited emotion, results in an imbal-
ance of trials per conditions. This can be remedied by the
limitation of the neutral condition to those trials that were
not accompanied in a deviation from the central, and thus
most neutral bin, of the self-assessment valence scale. Fur-
thermore, we found differences in the arousal dimension,
which have to be taken into account in the further study of
the data.
To explore the effect of the different grouping methods in
terms of physiological and neurophysiological differences,
we analysed a subset of the available sensor information.
3.2. Analysis of the physiological data
We conducted a preliminary analysis of the physiolog-
ical signals according to the NORM, SAM1 and SAM2
grouping. We used the non-parametric Wilcoxon signed-
rank test to test for differences between the extracted fea-
tures, as some of the groups were not normally distributed.
The features shown in table 7 are significant with a p-value
≤ 0.05. (For this preliminary analysis we did not correct for
the multiple tests conducted.)
Contrast Significant Features
N+ vs N- HF , σ{b} , E{t}
N+ vs Nn E{h} , E{s},σ{s}
N- vs Nn E{h} , E{s} , σ{s} , E{t}
S1+ vs S1-
S1+ vs S1n σ{s}, δs|1| , σ{z}
S1- vs S1n σ{c}
S2+ vs S2- σ{z}
S2+ vs S2n HF , δs|1| , σ{z}
S2- vs S2n
Table 7. The significant (p ≤ 0.05) physiological features for the
contrasts of negative (-), neutral (n), and positive (+) stimulus
groups according to the NORM (N), SAM1 (S1), and SAM2 (S2)
grouping methods.
Surprisingly, the NORM grouping results in the most
significant differences between the conditions. Heart rate,
Heart rate variability, blood volume pulse, temperature, and
skin conductance are differentiating between the conditions.
Specifically heart rate and skin conductance seem to dif-
fer between the emotional and the neutral conditions, while
heart rate variability, blood volume pulse and temperature
are differentiating the two valenced conditions.
For the SAM1 and SAM2 grouping we observed only
differences in skin conductance, heart rate variability, and
muscle activity. Intriguingly, the corrugator supercilii mus-
cle (implied in frowning) is differentiating the negative con-
dition from the neutral condition in the SAM1 grouping,
while the zychomatic major muscle (implied in smiling) is
differentiating between positive and neutral condition for
both SAM groupings. Unexpectedly, two of the SAM con-
trasts could not be differentiated in terms of physiological
responses.
3.3. Analysis of the neurophysiological data
For the preliminary analysis of the neurophysiological
sensors according to the NORM, SAM1 and SAM2 group-
ing we concentrated on the alpha and theta frequency over
the lateral and medial frontal cortex. Again we used the
non-parametric Wilcoxon signed-rank test, as some of the
groups were not normally distributed. Table 8 shows the
significant (p ≤ 0.05) features. (As in the previous analysis
of physiological features we did not correct for the multiple
tests conducted.)
Contrast Left α Right α Medial Θ
N+ vs N- AF4
N+ vs Nn
N- vs Nn
S1+ vs S1- AF3
S1+ vs S1n AF3, F5 AF4, F4, F6 FCz
S1- vs S1n FCz
S2+ vs S2- F3, F5
S2+ vs S2n F3, F5
S2- vs S2n FCz
Table 8. The significant (p ≤ 0.05) EEG features for the contrasts
of negative (-), neutral (n), and positive (+) stimulus groups ac-
cording to the NORM (N), SAM1 (S1), and SAM2 (S2) grouping
methods.
The most salient finding is the lower alpha power for the
positive conditions. As there is a reciprocal relationship be-
tween alpha power and neural activity, this might indicate a
stronger processing of positive stimuli.
The tests for alpha asymmetry between the electrode
pairs AF3 and AF4, and F3 and F4, and F5 and F6 showed
no significant differences.
Higher fronto-medial power in the theta band was found
for neutral compared to negative conditions in the self-
assessment contrasts. This relates to the study of Samm-
ler et al. [33]. They found a fronto-medial increase in theta
power for normal (positive) compared to distorted (nega-
tive) musical pieces and interpreted it as an emotional re-
action associated with attentional processes. However, for
the SAM1 grouping we found a decrease of theta power for
positive compared to neutral trials, which seems to be a con-
tradiction. A reconciliation is possible if one assumes that
emotional stimuli in general might trigger these attentional
processes observed over fronto-medial cortices.
Similar to the analysis of the physiological features we
see the biggest difference between the normed grouping
method on the one side and the two self-assessment based
groupings on the other side. However, in contrast to the pre-
vious analysis, we now see the strongest difference for the
self-assessment groupings, especially for SAM1.
4. Discussion
The analysis of the self-assessment data provided evi-
dence for the validity of our stimulus sets. However, we ob-
served a great variability in valence ratings for a given stim-
ulus over subjects. This was to a certain degree expected,
as individual differences already caused large variations in
the ratings of the original stimulus sets of IADS and IAPS.
We used multimodal stimuli, which were constructed of a
valenced and a neutral unimodal stimulus. This might have
weakened the effectiveness of the used stimuli further, lead-
ing to the observed trend of ratings towards the middle, i.e.
the neutral condition.
Furthermore, we found significantly higher mean arousal
values for the negative stimuli in the self-assessment data.
This reflected the arousal bias observed in the norm ratings
of the negative stimuli subsets. This effect has to be taken
into account, when the (neuro-)physiological correlates of
the affective experience elicited by the negative stimuli are
interpreted, as a difference solely due to the experience dif-
ference in the valence dimension cannot be ensured.
As the choice of the right ground truth, the sorting of
trials to the affective experience conditions, can have sig-
nificant consequences for later classification attempts, we
explored three ways to sort the recorded trials into positive,
neutral, and negative conditions. The grouping of the trials
according to the constructed stimuli groups (NORM group-
ing), exhibited large standard deviations, resulting from
those stimuli that did not have the expected effect on the par-
ticipants. To build more homogeneous conditions in terms
of self-assessment ratings we grouped the trials according
to those ratings (SAM1 grouping). Due to individual dif-
ferences in rating styles this led to imbalanced group sizes.
Specifically the negative and positive conditions contained
only a small number of trials relative to the neutral condi-
tion. By a limitation of the neutral condition to the most
central bin on the rating scale, we achieved a more bal-
anced distribution (SAM2 grouping). However, also the
self-assessment method is not free from biases or distor-
tions [34]. Therefore, it is not necessarily the optimal choice
for a solid ground truth construction.
A fourth sorting alternative would be a combination of
stimulus reliability across participants and individual self-
assessment. That is, to choose only those trials for an self-
assessment based analysis, in which stimuli with relative
unequivocal ratings were presented. That way we would re-
duce the overall number of trials, but could avoid the analy-
sis of responses towards stimuli which might induce mixed
emotions. These mixed emotions might have led to the vari-
ations of ratings for a given stimulus over subjects. By the
removal of those stimuli from the data sets more homoge-
neous conditions could be created.
Another possibility to find suited sets of positive, neu-
tral, and negative stimuli to build a valid ground truth is the
use of physiological responses for verification. Marosi et
al. [27] analysed only those trials in terms of EEG frequency
activity, which were accompanied by a galvanic skin re-
sponse. However, the analysis of EEG data requires a great
amount of trials due to an inherent low signal-to-noise ratio.
To explore the feasibility of such an approach the number
of those physiological responses in the physiological data
has to be determined. Furthermore, such an analysis might
only find differences between trials that would theoretically
be differentiable by physiological sensors, neglecting EEG
features that might also differ between affective experience
in the absence of physiological responses.
The preliminary analysis of physiological and neuro-
physiological sensors gave further evidence for a success-
ful elicitation of different affective experiences by our ap-
proach. However, these findings were not free of contradic-
tions. We found large differences between the NORM and
the SAM grouping methods in number and type of phys-
iological signals differing between affect conditions. We
expected to find stronger differences between the condi-
tions when grouping according to the self-assessments, as
reported by Chanel and colleagues [7]. Similar to the cur-
rent study, they elicited affective states (low, medium, and
high arousal) via the presentation of IAPS stimuli. As we
did not attempt a classification in the current analysis phase,
we cannot directly compare our observed differences with
their classification accuracy. However, while Chanel and
his colleagues findings indicate a less robust pattern for the
norm based grouping in general, we find more physiologi-
cal features differentiating between conditions in the norm
based grouping than in the self-assessment based group-
ing. For two of the SAM contrasts (S1+ vs. S1- and S2-
vs. S2n) we couldn’t show any significant effects for the
physiological sensors at all. On the other hand, our finding
that neurophysiological features do mostly differ between
the self-assessment based conditions corroborates the re-
sults of Chanel et al. Here the most differences were found
for the SAM1 grouping. Although we did not find the ex-
pected pattern in terms of alpha asymmetry, we observed
consistent decreases of left-hemispheric alpha for the posi-
tive compared to the neutral and negative conditions and of
fronto-medial theta power for the negative compared to the
neutral condition.
The higher number of differences found in the EEG data
for the SAM1 grouping could indicate that the emotional re-
sponses are more homogeneous for the groups established
in this way. However, it might also be the result of some rel-
atively small positive or negative groups, i.e. a small num-
ber of samples for some subjects in which possible outliers
have a big effect in the statistical analysis. On the other
hand, the SAM2 grouping might lead to the inclusion of
neutral trials into the positive and negative conditions, and
thus obscure the differences between the conditions.
Furthermore, it seems that for the analysis of tempo-
rally limited processes an analysis in shorter time windows
is important. Didier et al. [18] showed that different sub-
processes associated with affective responses are unfolding
over different intervals of only few hundred milliseconds in
the EEG. However, as auditory stimuli might have big inter-
stimuli variations in the onset of affective response such a
division of the trial into subtrials could lead to the compari-
son of different, unrelated parts of the emotional responses.
These inadequate comparisons could lead to further vari-
ance in the signals and thus conceal the neural correlates of
the emotional processes.
A further exploration of the data is needed to confirm
the here presented preliminary results, resolve the contra-
dictions, and find a reliable grouping method for the ground
truth construction. The removal of artifacts will give a better
insight into the true sources of the physiological and neuro-
physiological differences between the conditions.
5. Conclusion
We presented an analysis of an emotion elicitation exper-
iment using multimodal stimuli and showed the validity of
the experimental approach used along several dimensions.
The approach will be used to study physiological and neu-
rophysiological responses associated with affective experi-
ence while controlling the emotion-eliciting modality.
The analysis of the self-assessments of the participants
emotional states in terms of valence and arousal suggested
that the approach used is suitable for the induction of
different affective states. However, it was also shown
that the variance of the individual responses to the af-
fective stimuli poses a great challenge in the search for
(neuro-)physiological correlates of affective processes and
their subsequent classification.
We studied different grouping methods to sort the ac-
quired physiological and neurophysiological signals, that is
according to the original grouping of stimuli, to the self-
assessment data from the valence dimension, and to a self-
assessment data with a more relaxed criterion for positive
and negative conditions.
The comparison of the physiological features between
the three emotion conditions for all three grouping methods
revealed a variation of differentiating features over these ap-
proaches. Especially the grouping according to the normed
values of the used stimuli differed from the two self-
assessment groupings in number and types of distinguish-
ing features. The analysis of EEG alpha and theta power
revealed a contradictory pattern, with the self-assessment
based grouping leading to the best differentiation between
conditions.
A further analysis of the neurophysiological and physi-
ological features, incorporating artifact removal and the re-
jection of particularly unreliable stimuli will yield a better
understanding of apparently contradicting phenomena ob-
served in this study. Finally, it will be the first step to an
informed choice of features for the exploration of a multi-
modal affect classification.
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