Abstract-This paper deals with the processing of polarimetric synthetic aperture radar (SAR) time series. Different approaches to deal with the temporal dimension of the data are considered, which are derived from different target characterizations in this dimension. These approaches are the basis for defining two different binary partition tree (BPT) structures that are employed for SAR polarimetry (PolSAR) data processing. Once constructed, the BPT is processed by a tree pruning, producing a set of spatiotemporal homogeneous regions, and estimating the polarimetric response within them. It is demonstrated that the proposed technique preserves the PolSAR information in the spatial and the temporal domains without introducing bias nor distortion. Additionally, the evolution of the data in the temporal dimension is also analyzed, and techniques to obtain BPT-based scene change maps are defined. Finally, the proposed techniques are employed to process two real RADARSAT-2 data sets.
I. INTRODUCTION

D
URING recent years, radar remote sensing has improved significantly in terms of quality and quantity. Synthetic aperture radar (SAR) is a technique to achieve high spatial resolution by coherently processing different radar echoes received by a moving sensor at different positions. SAR systems may generate images of the observed area complex reflectivity independently of the weather and the day-night cycle, and additionally, when they are mounted on board a space platform, they can achieve global coverage. SAR polarimetry (PolSAR) is a type of multidimensional SAR data, where different wave polarizations are considered for the transmitted and received echoes. PolSAR has demonstrated during the last decade its usefulness to study and characterize the Earth surface, due to its ability to retrieve biophysical and geophysical information [1] - [4] . Typically, in SAR systems, the spatial resolution is larger than the wavelength, resulting in a measure that is the coherent sum of all the individual targets present within each resolution cell. In the case of distributed scatterers, this combination may be constructive and destructive, and although it is an electromagnetic measure determined by the individual target distribution, it is considered as speckle noise, as it can only be characterized statistically. The speckle is an important drawback when processing SAR data, making a speckle filtering process necessary in order to obtain a reliable characterization of the scene reflectivity. This fact leads to some difficulties for the classical pixel-based image interpretation. Each pixel represents a very localized area and is, in general, contaminated by speckle noise. Consequently, it usually contains a small amount of valuable information. In order to extract useful information from the scene, several pixels have to be combined. A linear filtering may be applied to the data in order to reduce the effect of the speckle, but to obtain useful information, only homogeneous pixels should be combined, i.e., pixels corresponding to the same physical target distribution. In recent years, some filtering techniques have been developed, trying to avoid mixing inhomogeneous samples by adapting the filter region of support to the spatial contours of the image. These adaptation can be performed by some predefined directional windows [5] . More recent methods employ a region growing technique to obtain an arbitrary homogeneous neighborhood for each image pixel [6] . To address this issue, in this paper, instead of working directly with the original image pixels, we propose to employ a region-based and multiscale data abstraction, the binary partition tree (BPT) [7] .
Nowadays, the growing presence of spaceborne SAR systems has empowered the collection of temporal series data sets, containing different acquisitions of the same scene collected at distinct time instants. These data sets contain useful information related not only to the scene but also to its temporal evolution and dynamics. However, the analysis and exploitation of this information is a big challenge that is now starting to be studied and developed. Some recent contributions have tried to face this problem in several ways. In the field of optical imagery, some techniques have tackled with these data sets [8] , [9] . For single-polarization SAR, in [10] , temporal series are employed to filter, in spatial and temporal dimensions, pixels of different acquisitions and obtain a better quality image. This information has also been employed for terrain classification [11] , taking into account the temporal variability and the long-term coherence. On a more recent contribution, in [12] , PolSAR satellite image time series mining is proposed based 0196-2892 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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on the temporal evolution of some target polarimetric parameter information. In this paper, the processing and analysis of PolSAR time series is addressed, based on a common BPT framework allowing different approaches for data modeling. These approaches differ basically on the assumption of the target characterization in the temporal dimension, and this will lead also to different modus operandi for data processing and analysis. Depending on the target characterization, two different BPT data representations will be derived, and the strengths and limitations of both approaches will be studied in detail. Moreover, a novel temporal stability measure based on distances is proposed, exploiting the complete polarimetric information under the Gaussian hypothesis, which is employed for change detection over real data and compared with ground-truth information.
This paper is structured as follows. Section II introduces the BPT structure that will be used to process the data. In Section III, the different approaches to model the temporal dimension of the data will be presented, including the different region models needed to characterize the regions of the scene. Section IV presents the details of the BPT construction approaches that will be employed to process PolSAR time series under the different temporal assumptions. The processing and analysis of BPTs is described in Section V, whereas the results over real data are presented in Section VI. In Section VII, the temporal information of the results is analyzed to extract information related to the scene evolution and change detection, comparing results with ground-truth information and contrasting them with other state-of-the-art PolSAR change detection techniques. Finally, Section VIII closes this paper discussing the obtained results and indicating other potentialities of the proposed techniques.
II. BPT REPRESENTATION
Instead of working directly with the original image pixels, we propose to employ a BPT [7] as a PolSAR data abstraction for data processing and information extraction. The BPT is a region-based multiscale data representation. Each node of the tree represents a connected region of the data. The leaf nodes of the tree represent single pixels of the original data, whereas the remaining nodes represent the regions produced by the merging of the neighboring regions represented by its two child nodes. As a consequence, the root node of the BPT represents the whole data set. Note that, between the leaves and the root node, there is a wide number of regions representing areas of the original data set having similar values at different scales.
When processing SAR data, as mentioned before, the effect of the speckle noise makes some filtering necessary. A linear filter may be applied to the data, but then, the obtained results are only valid over locally stationary areas and SAR data are strongly inhomogeneous, as they reflect the complexity of the scene. The BPT may be useful in this scenario, by identifying homogeneous regions of the data and applying this filtering only within them. It is assumed then that, although SAR data are inhomogeneous, they may be divided into homogeneous regions. Additionally, due to the multiscale nature of the BPT, regions of completely different sizes may be obtained, pre- serving the local information of isolated targets while also maintaining the global behavior of large areas. The ability of the BPT to describe the data at multiple scales makes it suitable to support applications such as classification, segmentation, or information retrieval.
In order to represent a region of the data, a region model is associated to each node to summarize useful and relevant information about the region that it is describing. Note that the BPT structure is not tied to any particular model. However, in order to generate a valuable data abstraction, the employed region model should be representative enough to describe the data for all the applications for which the BPT is intended to be used.
As proposed in [7] , the BPT representation may be constructed by an iterative merging algorithm in a bottom-up approach. Starting from the leaves of the tree, at every construction step, the two most similar neighboring regions are merged until the root of the tree is generated. An example of the BPT construction process may be seen in Fig. 1 from a data set with four initial regions.
In order to apply this construction process, the following elements have to be defined.
1) Data connectivity.
Assuming that the original data set is composed of pixels, a connectivity has to be defined over them, on top of which the connected regions will be generated. 2) Region model. As stated before, each region should be represented by a model containing the most relevant region information. 3) Similarity measure. The BPT construction process is based on merging the two most similar neighboring regions at each construction step. Therefore, a measure has to be defined over the region model space in order to quantify the similarity between regions.
The similarity measure should ideally take into account all the knowledge about the region model space. In fact, this is the keystone of the construction process since it defines the merging sequence and the final BPT structure. The regions of the tree represent areas of the image having similar model values, according to that measure, at different scales. Note that the BPT representation only exploits the internal relationships within the data, and as a result, it is application independent.
This construction algorithm performs a number of iterations proportional to the initial nodes. Note that a binary tree having n leaves contains 2n − 1 nodes [13] . Consequently, this algorithm has to perform n − 1 fusions to fully generate the BPT. However, at each iteration, it has to look for the pair of nodes with the higher similarity and recompute the similarities involving the generated node. Assuming that the number of neighbors per region may be bounded by a constant k n , thus not depending on the data set size, and employing some efficient data structures for storing and sorting region similarities, the computational complexity of the BPT construction algorithm may be bounded to O(k n n · log n) = O(n · log n), where n is the number of pixels of the original data set.
Once the BPT representation has been constructed, it has to be exploited for a particular application. This task may be performed by a tree cut or pruning process [7] . The pruning process may be seen as the extraction of the useful or interesting regions from the tree for a particular application. Consequently, the pruning process is application dependent. The whole BPTbased processing chain may be seen in Fig. 2 . Note that the BPT construction process, as it is application independent, only has to be performed once.
The pruning algorithm has to traverse, at most, the 2n − 1 nodes of the BPT. If the evaluation cost of the pruning criterion is constant k p , the computational complexity of the pruning algorithm is O(k p (2n − 1)) = O(n).
III. POLSAR TIME SERIES PROCESSING APPROACHES
In order to include the temporal information, two different approaches are considered. To simplify the processing, it is assumed that all the acquisitions are coregistered. The two approaches differ in the way that the full data set, containing all the acquisitions, is divided into its individual data elements to be processed.
On the one hand, it can be assumed that a target may be characterized by the statistical behavior of its polarimetric response k measured by the radar
where S ij represents the target scattering coefficient for i, j ∈ [h, v] transmitted and received polarization combination, assuming a monostatic radar, h and v stand for the horizontal and vertical polarizations, respectively, and T stands for the vector transpose.
Accordingly, the target response is characterized by its sample covariance matrix Z, which contains all the needed information to characterize the target, under the Gaussian hypothesis
where k i represents the scattering vector of the ith pixel, n represents the number of pixels averaged, and H represents the complex Hermitian transpose.
Hence, a change in the polarimetric response is assumed to correspond to a target change. Under this approach, the individual data elements are the pixels of every acquisition. Consequently, the addition of the temporal dimension to the data set does not change the data element considered, and then, the time dimension is treated as an additional dimension of the data. In this case, the resulting data set containing N acquisitions having n r and n a pixels each in range and azimuth, respectively, is composed of n r × n a × N elements. Then, a 3-D data set has to be processed under this approach.
On the other hand, it can be assumed that a target is characterized by the temporal evolution of its polarimetric response among all the acquisitions. Then, the different acquisitions are different realizations of the same target response at different time instants, which may be characterized by the extended scattering vector k e
where k i represents the scattering vector at the ith acquisition, as defined in (1) , and N represents the number of acquisitions in the data set.
Then, one may characterize each target by its response evolution statistics among the temporal dimension
where N represents the number of acquisitions of the data set, Z ii is a 3 by 3 covariance matrix representing the polarimetric information of the ith acquisition, as expressed in (2), and Ω ij is a 3 by 3 complex matrix representing the correlation between the acquisitions i and j. Under this approach, the individual data elements are not individual pixels, as in the previous approach, but the set of collocated pixels for all acquisition time instants. These individual data elements are described by (4) . Consequently, the addition of the temporal dimension to the data set enlarges the considered data element model. In other words, the time dimension is employed to improve the characterization of each scene location. In this case, the resulting data set is composed of n r × n a individual elements. Then, unlike the previous case, a 2-D data set is processed under this approach.
IV. POLSAR TIME SERIES BPT
The BPT representation can be employed to process PolSAR images, as described in [14] - [16] . In these publications, the traditional 8-connectivity was employed, and the polarimetric covariance matrix (2) was used as a region model.
The employment of the estimated covariance matrix Z is convenient for the BPT representation since most of the PolSAR applications and parameter inversion models are based on this statistical descriptor. Moreover, assuming the complex Gaussian model for PolSAR data, the region model in (2) contains all the information needed to completely define the statistical behavior of the regions. However, note that this is only true assuming that there is no region mixture. In the tree nodes that are close to the root and that cover large areas of the scene, this hypothesis may not be true, resulting in a region model that is not capable to describe properly these areas. Nonetheless, for the applications of interest of this paper, the BPT representation relying on the proposed region models is still useful if we are only interested in homogeneous regions of the data.
To apply the described BPT construction process, a similarity measure over the region model space has to be defined. Several measures over the estimated covariance matrices Z have been proposed and analyzed in [15] and [17] , and d sg , adapted to the positive definite matrix cone geometry [18] , led to the best performances, producing larger homogeneous regions and minimizing oversegmentation
where Z X and Z Y represent the estimated covariance matrices for regions X and Y , respectively, n x and n y represent their number of pixels, . F represents the Frobenius matrix norm, log(.) represents the matrix logarithm, and ln(.) represents the natural logarithm. In this paper, this BPT representation initially developed for single images is adapted to process PolSAR temporal series data sets, having different acquisitions of the same scene at different dates. Therefore, the temporal dimension is added to the data set. On these data sets, we are interested not only in the polarimetric information of the scene but also in its temporal evolution among all the different acquisitions. Two different alternatives to deal with this temporal dimension are proposed, based on different assumptions of the data behavior among this dimension, as presented in Section III, that lead to two different BPT representations.
A. ST BPT
The BPT may be extended to the temporal dimension by assuming that it is an additional independent dimension of the data [19] , as presented in the first approach of Section III. In this approach, the same region model as for a PolSAR image is employed, which is the 3 by 3 estimated covariance matrix (2), which describes its polarimetric response. Consequently, 3-D regions are obtained, representing pixels of the data set having similar polarimetric response. According to Section II, the following elements are defined. 1) Data connectivity. The 10-connectivity [19] , as shown in Fig. 3 , is employed. Each pixel is connected to the eight neighboring pixels in the same acquisition and the pixels on the same position in the acquisitions just before and after. 2) Region model. As previously stated, each region is modeled by the sample covariance matrix Z. 3) Similarity measure. Since the region model is the same as in the single PolSAR image BPT representation, the same similarity measures may be employed, as the d sg measure defined in (5).
The resulting data abstraction represents connected 3-D space-time regions of the data having similar polarimetric response. Hence, in this approach, the temporal evolution of this information may be found on the region contours in the temporal dimension. A region contour between different acquisitions in the same location may be interpreted as a polarimetric response change, assumed as a target change. On the contrary, if there is no change, these pixels in the same location at different acquisitions belong to the same region, and they are represented by the same region model. Note that this approach then is averaging similar samples of different acquisitions when computing the region model, as indicated in (2), preventing the exploitation of the interferometric information between acquisitions. On the other hand, it has the advantage of increasing the amount of averaged samples, thus reducing the effect of the speckle noise and improving the polarimetric information estimation.
B. TE BPT
Another possible modus operandi to deal with the temporal dimension is to include it within the region model [20] , [21] , as presented in the second approach of Section III. Then, instead of modeling each region by its polarimetric response (2) , an extended model is defined to include also its temporal evolution. In this paper, the extended estimated covariance matrix Z e (4) is employed.
In this approach, since the temporal evolution is included within the region model, the BPT represents spatial regions having a similar polarimetric temporal evolution among all the acquisitions. In the following, this representation will be referred to as temporal evolution BPT (TE BPT), which corresponds to the structure called extended BPT in [20] and [21] . As opposite to the space-time BPT (ST BPT), where the temporal evolution may be found in the region contours on this dimension, in this representation, this evolution is stored directly within the region model, in the Z ii matrices.
As mentioned in Section II, the following elements have to be defined for the BPT construction process. 1) Data connectivity. In the TE BPT, the temporal information has been included within the region model, and the resulting data to be merged are therefore 2-D. Consequently, the classical 8-connectivity [15] may be applied. 2) Region model. As mentioned before, the extended estimated covariance matrix Z e (4) is employed.
3) Similarity measure. As explained before, the d sg measure provides the best results for single PolSAR image BPT. Accordingly, a modification of (5) is proposed to employ it for the extended covariance matrix Z e region model defined in (4)
where Z X ii represents the Z ii component of the X region, as shown in (4) . The same idea may also be applied to extend other similarity measures. Note that the d g measure defined in (6) employs only the polarimetric information contained within the Z ii matrices, ignoring the information contained within Ω ij . In fact, the d sg measure (5) could be applied directly to the full Z e matrix, but this will have some drawbacks and limitations. On the one hand, the interferometric information contained in Ω ij matrices has a completely different nature and interpretation than Z ii , depending on spatial baselines, topography, subsidence, etc. [22] . On the other hand, the d sg measure requires a full-rank Z matrix to be computed, which requires for the extended model Z e an initial filtering or regularization process with at least 3N independent samples, which may become a high number even for a small number of acquisitions N . Alternatively, the d g measure employs the full polarimetric temporal evolution information and only requires a regularization with at least three independent samples.
It is worth noticing that, for a single acquisition, having N = 1, the two approaches defined in Sections IV-A and IV-B are exactly the same, corresponding also to the PolSAR BPT representation presented in [15] .
Concerning the computational complexity of both approaches, the number of nodes on the resulting BPT is different in both cases. The ST BPT contains Nn leaves, whereas the TE BPT contains n leaves, where n is the number of pixels in one of the N acquisitions of the data set. Nevertheless, although the TE BPT contains n leaf nodes, the cost of computing the similarity measures increases linearly with N , as shown in (6) . Consequently, the computational complexity for both cases will be O(Nn · log Nn) for the ST BPT and O(Nn · log n) for the TE BPT.
V. POLSAR TIME SERIES BPT PRUNING
To extract useful information from the BPT representation, a tree pruning process is employed, as mentioned in Section II. For the speckle filtering application and to obtain a good target response estimation, the goal is to extract the biggest homogeneous regions from the tree. Consequently, a region homogeneity-based pruning may be employed, similarly to the single PolSAR acquisition case in [15] . This pruning strategy is based on a region homogeneity measure φ. This measure may be seen as the average error produced when representing all the data elements of a region by its region model.
For the ST BPT, a measure φ(X) based on the relative mean squared error for region X is proposed [19] . The pruning process is performed by a top-down approach, starting from the root node and traversing the tree to the leaves, and the first regions having an error below a pruning threshold δ p are selected
where Z i is the estimated covariance matrix for the ith pixel within region X, having n x pixels, and δ p is the pruning factor, usually expressed in decibels.
Note that the φ measure defined in (7) is exactly the same as for the single PolSAR acquisition BPT [15] since, in the ST BPT, there is no change on the underlying region model. In this sense, the BPT-based pruning may be considered as an abstraction of the application rationale since it is defined over the BPT representation instead of being directly defined over the data set. As shown in Fig. 2 , the BPT is a middle layer in the processing scheme, separating the application-independent and application-dependent parts. Consequently, a change on the data set dimensionality, as for the ST BPT, has only impact on the BPT construction part, which deals with the original data, but it has no impact on the pruning process, which is the application-dependent part. However, note that, in this case, the regions within this BPT represent 3-D regions, including pixels of different acquisitions.
In the case of the TE BPT, presented in Section IV-B, a different pruning criterion is defined. Indeed, the φ(X) measure defined in (7) could be applied also to the Z e matrix, but as explained in Section IV-B, it will have some limitations in capturing the temporal evolution of the data, and similarly to the d g similarity measure (6), a new homogeneity measure φ e (X) is proposed employing only the polarimetric information
where Z i jj is the Z jj covariance matrix for the ith pixel within region X and Z X jj is the Z jj covariance matrix of the region model Z e for the X region.
The φ e measure is the extension of the φ measure to the extended model (4) taking into account only the polarimetric information contained within all the Z ii matrices. Note that it is sensitive to the full polarimetric temporal evolution information.
As mentioned in Section II, the complexity of the pruning process depends on the number of nodes of the BPT. However, note that the cost of the pruning criterion φ e (8) increases linearly with N . Consequently, the complexity of the pruning algorithm is O(Nn) for both BPT approaches. It is assumed then that the pruning criterion may be computed in constant time. In fact, all the homogeneity measures φ and φ e may be computed in linear time for the entire BPT. Efficiently employing the hierarchical structure, the homogeneity of each region may be calculated in constant time in terms of the homogeneity of its soon nodes. Fig. 4 shows the first acquisition of this data set and a fraction of the filtered results employing the two mentioned BPT approaches with a pruning threshold of δ p = −3 dB. Note that the full data set is difficult to represent for visual inspection, and then, on Fig. 4 , only a portion of it, corresponding to the first acquisition, is shown, although the full data set with the eight different acquisitions has been processed. Similarly, on the following, only results over one acquisition are shown, for simplicity. Fig. 4(b) shows the results over the first acquisition employing the ST BPT approach, whereas Fig. 4(c) shows the same results when employing the TE BPT. As it may be seen, qualitatively similar results are obtained. Both methods achieve a good speckle reduction while preserving the region contours. However, when the results are observed closely, some differences appear, particularly on the agricultural field region contours detected by both methods. Fig. 5 shows a zoom over a small 512 × 512 pixel area of the data set and of the previous results. In this case, the crop over the second acquisition is shown for all the cases.
As stated in [15] , the proposed homogeneity-based pruning can benefit from the multiscale nature of the BPT, obtaining simultaneously large regions, corresponding to big homogeneous areas of the scene, while also maintaining the spatial resolution and preserving small details. The field contours detected when employing the TE BPT, shown in Fig. 5(c) , seem to be more precise than the ones detected with the ST BPT, shown in Fig. 5(b) , when comparing them with the same area on the original image in Fig. 5(a) . In fact, there is a region differentiation enhancement in this case when employing the extended model (4) with respect to the classical covariance matrix (2) . This differentiation enhancement may be produced by a combination of two different reasons. On the one hand, the extended model has different realizations of the field region contours since they appear over all the different acquisitions, resulting in a noise reduction over them and making their identification easier over the extended model with respect to the simpler classical one. On the other hand, there is a differentiation enhancement between adjacent regions if they are following a different temporal evolution since this evolution is represented by the extended model, and consequently, the difference between regions gets increased if they are following a different temporal evolution. However, in order to achieve this differentiation enhancement, the assumption that the region contours are spatially aligned among all the acquisitions, as the agricultural field contours, is essential. To see clearly this region differentiation enhancement, Fig. 6 shows the region contours obtained over an agricultural area on the first acquisition with the TE BPT when employing only one acquisition, having N = 1, and when employing the full data set with N = 8. It can be clearly seen that increasing the number of acquisitions of the scene improves the spatially fixed region contour detection.
On Figs. 4 and 5, results obtained with the ST BPT have been compared with the results obtained employing the TE BPT. However, note that these results are not fully comparable since, as shown in Sections IV-A and B, they represent different information of the scene. The TE BPT represents spatial regions of the scene following a similar polarimetric temporal evolution. On the contrary, the ST BPT represents regions of the data set in the space-time domain, and consequently, they have contours in both the spatial and temporal domains. Then, the TE BPT is a 2-D representation, as opposite to the ST BPT, which is a 3-D one, and accordingly, the region contours appearing in Figs. 4(b) and 5(b) are different for each acquisition. Moreover, on the ST BPT, there are also temporal contours, produced when there is a change in the polarimetric response between two adjacent acquisitions. In Fig. 5(b) , it may be seen that some contours within the agricultural fields apart from the field borders appear. In this case, for instance, they are produced by small portions of the field that are connected with bigger regions on the acquisitions just after or before representing zones that start to change before or after the rest of the field. Then, the interpretation of these region contours is more complex, as it may be done in the space-time domain. To see clearly these effects, the region contours for the BPT region marked in Fig. 5(b) and (c) with a red cross are shown in Fig. 7 for all the acquisitions of the data set. The same region contours appear for the TE BPT since it is a 2-D representation of the data, but for the ST BPT, different shapes are seen. In this case, the connected regions may have an arbitrary structure in the space-time domain, representing areas with similar polarimetric response on this domain. Hence, the ST BPT may employ samples of different acquisitions to achieve a better characterization of the target polarimetric response. Table I shows, for different pruning threshold δ p values, the number of regions over the first acquisition, i.e., the regions that intersect the first acquisition, and the total number of samples contained within these regions with respect to the samples of one acquisition, corresponding to the average temporal depth of these regions. As it can be seen, for δ p = −3 dB, which is the case for the previously shown results, the ST BPT may employ approximately four times more samples than when filtering over one acquisition. As a result, this BPT representation may substantially improve the polarimetric response estimation by combining more homogeneous samples of different acquisitions.
As a consequence, from the results shown in Figs. 4-7 and Table I , the ST BPT has the advantage to improve the number of homogeneous samples by combining different acquisitions and also the ability to adapt to scene contours that change over time, whereas the TE BPT may achieve a better detection of the spatial contours when they are fixed over time. Another advantage of the proposed extended model Z e presented in (4) is that it can be employed to exploit the information between different acquisitions, present within the Ω ij matrices, providing a very useful Polarimetric and Interferometric SAR (PolInSAR) processing tool. Note that this information cannot be exploited from the ST BPT since it is joining information from different acquisitions.
In order to analyze the capabilities of the proposed BPT approaches to correctly estimate and preserve the polarimetric response and its evolution in the scene, the H/A/ᾱ eigendecomposition parameters entropy (H), anisotropy (A), and averaged alpha angle (ᾱ) [23] are shown in Fig. 8 for the detailed area of the second acquisition presented in Fig. 5 , for a pruning threshold δ p = −3 dB. It compares the values obtained by both BPT approaches and also the 7 × 7 multilook (ML) filtering as a reference, which corresponds to the maximum likelihood estimator [24] . A qualitative comparison of the results reveals that similar values are obtained by all the methods. However, the BPT approaches may obtain a better noise reduction due to employing a larger number of samples for polarimetric response estimation while also preserving the contours. This effect is more clear over the TE BPT since it can benefit from increased region differentiation over temporally fixed contours, as stated before.
In order to see the temporal evolution of this information and its preservation, Fig. 9 shows the Pauli representation of an area of the data set for the first, fourth, and eighth acquisitions processed with the TE BPT with a pruning threshold of δ p = −3 dB and the obtained entropy H parameter. Note that, on the first acquisition, most of the agricultural fields are not grown; on the fourth acquisition, they are fully grown; and, finally, on the eighth acquisition, most of them have already been harvested. This temporal evolution may be seen in the Pauli images in Fig. 9(a)-(c) . When the plants are not grown, the surface scattering dominates, appearing as blue in the Pauli representation, but when the plants are fully grown, the volume scattering dominates, represented in green color. Consequently, the polarimetric response of these areas changes substantially over the different acquisitions, and so does the entropy parameter, as can be seen in Fig. 9(d) -(f), ranging from low entropy when there is surface scattering to high entropy when the volume scattering dominates. Fig. 10 shows the temporal evolution of the H/A/ᾱ parameters for the field marked with a red cross in Fig. 9(a) among all the acquisitions. The evolution is shown for the two presented BPT approaches, employing in both cases δ p = −3 dB, and for the 7 × 7 ML filtering, as a reference. Note that the cross shown in Fig. 9(a) is far enough from the field edges in order to ensure that the ML filter window is covering homogeneous pixels. It may be seen that very similar trends are obtained by both BPT processing methods, which are also very similar to the evolution obtained when employing the ML filtering, which means that the proposed BPT-based processing preserves also the polarimetric temporal evolution of the data. Moreover, the proposed methods may employ a much larger number of homogeneous samples with respect to the ML filtering, resulting in a better estimation of the polarimetric response and evolution while also having a better spatial resolution preservation, maintaining the region contours and small details of the scene. Note that the Fig. 10 . Evolution of the H/A/ᾱ parameters for the agricultural field marked in Fig. 9(a) . The full data set has been processed with the TE BPT, with a 7 × 7 ML filter, and with the ST BPT. For the BPT pruning, δp = −3 dB has been employed on both cases. estimation of the H/A/ᾱ parameters employing a finite number of samples is biased, as stated in [25] . As a consequence, the entropy parameter is underestimated, whereas the anisotropy parameter is overestimated. As it may be seen, the entropy obtained by the ML filtering is below the one obtained by the BPT while the anisotropy is above it. The BPT is employing a much larger number of samples, thus reducing the bias with respect to the ML.
To give an idea of the complexity of the technique in practice, Table II shows the observed execution times of different processing stages of the BPT-based processing. A processing server has been employed for computation, having 12 Intel Xeon processors. As stated in Section II, the most timeconsuming part is the BPT construction, due mainly to the similarity measure computation. Note, however, that this stage has to be performed only once per data set. When the BPT has been constructed, many different pruning processes may be performed to generate results for distinct applications at many scales, and in fact, this pruning process is really fast, as it may be observed from Table II . It may also be seen that the ST BPT has a larger computational complexity than the TE BPT since its number of nodes gets increased by a factor of N . On the other hand, the pruning process may be performed faster on the ST BPT due to the simpler computation of the pruning criterion.
VII. TEMPORAL INFORMATION ANALYSIS
In Section VI, the results are shown after processing a real data set for the speckle filtering or target response estimation application. However, temporal series data sets enable the analysis and exploitation of the additional time dimension in order to analyze the evolution of the scene across the different acquisition times. In this section, two additional applications are outlined in order to analyze the temporal information after BPT pruning: temporal change analysis and temporal stability.
As stated before, the ST BPT contains regions with arbitrary shapes in the space-time domain, which are composed of pixels of different acquisitions having similar polarimetric response. The change analysis application naturally arises when examining the region contours of this data representation in the temporal dimension, as proposed in [19] . A map may be generated indicating, for each spatial pixel of the scene, the number of contours in the temporal dimension, i.e., the number of times that the portion of the scene represented by this spatial pixel changes its assigned region among all the acquisitions, and consequently, it changes its polarimetric response. Then, the values of this map range from 0 changes, when the spatial pixel belongs to the same region and there is no change in the polarimetric response on all the acquisitions, to N − 1, when there is a region change on every acquisition. Fig. 11 shows the maps of the number of temporal contours for each spatial pixel of the scene. Since the Flevoland data set is composed of eight acquisitions, the map values range from zero, represented in blue, to seven changes, corresponding to red. As it may be seen, when the pruning threshold δ p gets increased, a lower number of temporal contours are detected. This is caused by the fact that bigger regions are obtained also in the temporal dimension when δ p is increased, resulting in fewer temporal contours. Note that the BPT construction process defined in Section IV-A and the BPT pruning defined in Section V are sensitive to the full polarimetric information, under the Gaussian hypothesis, and consequently, these maps are also sensitive to this information. These maps give an idea of the number of polarimetric changes for each spatial pixel over time. It may be seen that less temporal contours are obtained over closed waters or small stable structures within urban areas, whereas larger number of changes may be observed over agricultural fields. However, although these maps give an idea of the number of temporal changes, they do not indicate the relevance of these changes. For instance, although a small number of changes may be seen on urban areas, maybe some of them are larger than the ones produced over the sea. Additionally, the results shown in Fig. 11 seem to be considerably noisy, as the obtained regions may have arbitrary shapes over time, which may result in different number of temporal contours for spatial pixels corresponding to the same agricultural field. Results giving an idea of the amount of change for each field or structure of the scene could be more useful. In order to have such results, a temporal analysis should be performed over the TE BPT since it provides spatially fixed contours, as shown in Fig. 7 .
The TE BPT contains the temporal information within the region model, but since it performs a spatial segmentation of the data, it does not have temporal contours, and a completely different analysis has to be defined. The Z e region model contains the polarimetric response temporal evolution for the region, having each acquisition response within the different Z ii matrices, as stated before. Therefore, a new temporal stability measure is defined based on analyzing the amount of change between all the different Z ii matrices of each region. In order to be consistent with the BPT construction and processing, a similarity measure is also employed to evaluate the similarity t s between the different polarimetric matrices over all the acquisitions
Note that the t s measure defined in (9) corresponds to the average geodesic similarity measure between all the acquisitions. By contrast to the number of temporal contours, the t s measure is not mathematically bounded, ranging from zero, when there is no change on the polarimetric response over all the acquisitions, to infinity, when there are big changes over the acquisitions. With real data, since the measured values are bounded, t s ranges approximately in the interval [0, 6] , but almost all the values are concentrated within the range [0, 3] . Fig. 12 shows the t s measure over the Flevoland data set for different values of the pruning threshold δ p . As it may be seen, for lower values of δ p , the temporal stability measure obtains larger values, due to the smaller amount of filtering, resulting in larger variability of the obtained values, whereas as the pruning factor increases, larger regions are obtained, resulting in larger filtering and variability reduction. Analyzing the t s results, it may be seen that larger variability in terms of the polarimetric temporal evolution is produced over the agricultural fields, whereas closed waters, for instance, have a more stable polarimetric response. These results are, in fact, similar to the ones obtained by the number of changes in the temporal dimension, shown in Fig. 11 ; however, both results represent different information. The temporal contours give an idea of the number of changes in the polarimetric response over time, whereas t s measures the amount of temporal polarimetric change for each region.
In order to analyze the ability of the temporal stability measure to capture important changes in the scene, a new data set is employed, containing 35 RADARSAT-2 Fine Quad-Pol images of the city of Barcelona in Spain. All the images where acquired with the FQ9 beam, from January 20, 2010 to May 9, 2012, with an acquisition every 24 days. Fig. 13(a) shows the Pauli representation of the first acquisition of the Barcelona data set, Fig. 13(b) shows the first acquisition of the processed data set employing the TE BPT with δ p = −2 dB, and Fig. 13(c) shows the t s measure over the data set. By contrast to the Flevoland data set, this data set contains mainly urban and industrial areas. In order to easily identify the different regions of the processed data set over the scene, the t s results shown in Fig. 13(c) have been geocoded, and they have been used as an overlay with an optical image from [26] , with a certain degree of transparency, as shown in Fig. 14 . As it can be seen, several red spots appear over the sea, at the lower right part of Fig. 14 , which correspond to the different vessels that were present at different acquisitions. Note that these vessels, since they are present only in one acquisition, represent a significant change in terms of the polarimetric response with respect to the underlying sea, and consequently, the t s measure indicates a large value, appearing in red.
Over the land area, some zones appear in red, indicating large changes, particularly over the harbor area. A zoom of the results shown in Fig. 14 corresponding to an area of the Barcelona harbor is shown in Fig. 15(a) . In the center of the image, large changes are detected over a container area, which is seen on the ground photography in Fig. 15(b) [27]. These container areas are completely different from acquisition to acquisition since containers are constantly stacked and unstacked from the ships. This task is performed by big cranes located near the loading bay, which may be seen in Fig. 15(c) [27], which are placed over rails, and consequently, their position changes over different acquisitions. In Fig. 15(a) , big spots may be seen around the shore, corresponding to these cranes and also to the fact that different ships are docked at the loading bays on some acquisitions.
Another area of the scene having large changes is the Barcelona airport zone. A zoom of the results corresponding to the Terminal-1 airport area is shown in Fig. 16(a) . At the bottom part of the image, the Terminal-1 building may be seen, having some fingers connected to it through the different boarding gates. Small dots may be seen over the fingers since they are moving every time that they are attached to a plane. Additionally, on zones where planes where placed at some acquisitions, big changes are also detected, appearing in yellow and red colors. At the top part of the image, some plane parking lots may be clearly identified as they are zones with high probability of containing different planes from acquisition to acquisition. Fig. 16(b) shows another part of the Barcelona airport corresponding to the hangar area. At the bottom left part of the image, some parking lots can be observed. However, the most important change detected, in the top right part of the image, corresponds to a big hangar that has been constructed during the acquisition campaign. Fig. 16(c) and (d) show the photographs of the hangar in construction and finished, respectively. Note that, in the optical image employed in Fig. 16(b) , it was under construction. These results show the ability of the proposed BPT-based processing technique and the temporal stability measure t s to capture scene changes produced by building activities.
Moreover, the extended model Z e contains precise information about the polarimetric temporal evolution of each scene region within the Z ii matrices, which may be employed to characterize the different detected changes. As an example, Fig. 17 shows the evolution of the entropy (H) and averaged alpha (ᾱ) parameters for the different acquisitions. It may be seen that, during the construction process, they change considerably due to the different building tasks but, at some point, around the 14th acquisition, H andᾱ parameters become stable, presumably when the construction process has finished. Note that, in this case, the entropy becomes very low and the averaged alpha angle presents a low value, indicating surface scattering probably caused by the roof of the hangar. In order to see the ability of the proposed method to detect very localized changes of the scene, Fig. 18 shows the t s results over the Montjuic fountain area in Barcelona. A small red dot may be seen at the center of the image, corresponding to the building in this area of a monument consisting of four columns during the data set acquisition period of time. Fig. 18(b) and (c) shows the photographies of this area before and after the construction of this monument. This monument is, in fact, much smaller than the hangar shown in Fig. 16 and not much larger than the spatial resolution of the sensor, but due to the ability of the BPT representation to preserve small details of the data, this scene change may be clearly identified.
To compare the proposed method with a state-of-the-art polarimetric change detection technique, a modification of the log likelihood-ratio test statistic measure defined in [28] is proposed. Note that the change measure ln Q defined in [28] is intended to determine the change between two different acquisitions. When dealing with PolSAR time series, this measure has to be extended to N different acquisitions. Adapting the test statistic defined in [28] according to [24] , we have defined the extended log likelihood-ratio test statistic measure
where n l represents the number of looks, |Z ii | represents the determinant of the p × p matrix Z ii , and The − ln Q e measure ranges from 0 when Q e = 1, indicating no change, to ∞ when Q e = 0, indicating a strong change. Note that this measure requires full-rank matrices in order to compute the determinant. This implies that some initial filtering must be applied to the data. In the following, we will consider an initial ML filter in order to apply (10) . The amount of initial filtering plays an important role in the obtained results. A small amount of filtering will produce noisy results, whereas a large filtering will reduce the spatial resolution. Fig. 19 shows the results of applying (10) after a 3 × 3 and a 7 × 7 ML filter over the Barcelona data set.
As it may be seen, the contrast increases when the amount of filtering gets increased. For instance, the contour between land and sea areas is more clear in Fig. 19(b) than in Fig. 19(a) . To see more clearly the differences in terms of the initial filtering, a geocoded crop of the airport area is shown in Fig. 20(a)-(c) as an overlay with an optical image [26] . As stated before, increasing the amount of initial filtering increases the contrast between change and no-change areas. However, it may be seen that it also implies a resolution loss, as the areas of the parking lots get enlarged according to the filter window size. The t s and − ln Q e measures do not have the same range of values. Moreover, the − ln Q e value strongly depends on the amount of filtering. Consequently, to assess quantitatively the separability between change and no-change areas, the S measure will be employed
where σ c , σ nc and μ c , μ nc stand for the standard deviation and the mean of the change and no-change areas, respectively. Consequently, a lower value of S indicates that both classes can be better separated by the change measure. To evaluate (11) , two areas of the Barcelona data set have been analyzed in detail, shown in Fig. 20 , corresponding to the Barcelona airport and to some industrial buildings on the harbor, respectively. The airport area shown in Fig. 20 (a) has some relatively small change areas, in terms of the spatial resolution, whereas Fig. 20(f) contains a large change corresponding to an industrial building that has been demolished during the acquisition campaign. This change may be seen in optical images between Fig. 20(d) and (e) [26] . To evaluate the S measure, some areas have been manually marked in Fig. 20 (a) and (f) corresponding to change and no change, marked with red and blue color, respectively. Tables III and IV show the values of σ c , σ nc , μ c , and μ nc and the separation measure S over the areas shown in Fig. 20 (a) and (f) for the t s measure with two different pruning thresholds and for the − ln Q e measure with two different initial filtering.
As it may be seen in Table III , for the airport area, having small change zones, the separation of the BPT proposed method is better in both cases. Moreover, for the − ln Q e measure, an increase of the initial filtering produces a worse separation as the resolution loss and mixture of areas becomes more signif- Fig. 20(f) icant. On the contrary, the BPT approach is able to preserve the spatial resolution even when the amount of filtering gets increased, for δ p = −1 dB, producing better results of the S measure. For the industrial building area, shown in Table IV , the resolution loss due to increasing the amount of initial filtering is not as significant as in the previous case, producing an increase of the separability due to the increase of contrast for the − ln Q e measure with a 7 × 7 ML. In this scenario, the BPT also obtains better results in terms of the separability measure S for low and high filtering, i.e., t s with δ p = −2 dB versus − ln Q e with 3 × 3 ML and t s with δ p = −1 dB versus − ln Q e with a 7 × 7 ML, respectively. The improvement of the BPT-based technique is produced in this case by a combination of a better spatial resolution preservation and a larger amount of filtering over large homogeneous areas.
VIII. CONCLUSION
In this paper, the processing of temporal series of PolSAR images has been addressed employing the BPT data abstraction. Temporal information and its dynamics may be addressed from different points of view. In this paper, two different alternatives have been considered. On the one hand, it may be assumed that a target is characterized by its PolSAR radar response. As a consequence, samples from different acquisitions may be combined while there is no substantial changes on their polarimetric response. This approach involves a 3-D space-time processing, leading to the ST BPT. On the other hand, it may be assumed that a target is characterized by its temporal PolSAR response evolution. In this case, the temporal dimension is included within the signal model, and the goal is to combine pixels of the scene presenting the same temporal evolution among the acquisitions. This approach leads to the TE BPT. The ST BPT may achieve a better estimation of the polarimetric response by means of combining samples of different acquisitions, and due to its versatility, it may adapt to region contours changing over time. However, due to the different acquisition information mixture, it prevents the exploitation of the interferometric information. The TE BPT may achieve a better detection of the temporally fixed spatial contours since a region differentiation enhancement is produced when taking into account the temporal evolution. Nonetheless, since it is a 2-D segmentation, it cannot adapt properly to the spatial contours that are changing over time. Additionally, it has the advantage of being able to exploit the interferometric information since it may be included within the region model.
From the aforementioned conclusions, we can deduce that the ST BPT may be a good option for areas where almost no information can be extracted from the interferometric information, which may be produced by a strong temporal decorrelation, or where the contours are not spatially fixed as, for instance, the sea or ocean areas. On the other hand, the increase of region differentiation over fixed contours of the TE BPT makes it a good option for processing the land areas, where most of the contours are fixed over time. Moreover, the regions obtained by this representation uniquely correspond to spatial areas of the scene, making their interpretation and analysis easier. Note then that the way to process the temporal dimension depends on target polarimetric temporal behavior and characterization, and nowadays, few studies have addressed this issue [29] .
In order to exploit these data representations, a homogeneitybased tree pruning has been proposed. The biggest homogeneous regions from the tree are extracted. A region homogeneity measure is defined, sensitive to the complete polarimetric information, under the Gaussian hypothesis, taking into account the temporal dimension. The proposed BPT pruning strategy naturally leads to a time series speckle filter or polarimetric response estimator. Under the point of view of these applications, the proposed technique is able to obtain large regions, representing homogeneous areas of the scene, while also preserving small details and maintaining the resolution of the original data. Moreover, it has been shown that the polarimetric information of the data is preserved by both approaches, without introducing any bias or distortion.
In addition, a temporal analysis of the results has been proposed, in order to analyze the variability of the scene over time. The scene changes are directly identified by the ST BPT as region temporal contours. Then, a scene map has been generated, indicating the number of changes for each pixel. However, these results do not give a clear idea of the significance of the changes, and they seem noisy, due to the arbitrary shape of the regions in the space-time domain. To solve these issues, a temporal stability measure has been defined over the TE BPT. This measure gives a clear idea of the relevance of the changes of each region among all the acquisitions, and additionally, it may benefit from the increase of region differentiation of the TE BPT over temporally fixed contours. This approach has proven to be sensitive to human-made scene changes, including building construction and transportation, for instance, over the harbor and the airport of the Barcelona city data set. Moreover, the ability of the BPT to preserve small details of the data has been useful for this application to identify very localized changes of the scene. Additionally, an extension of a stateof-the-art change detection technique based on a test statistic on the complex Wishart distribution has been proposed, and it has been compared with the temporal stability measure. In this comparison, the benefits of the region-based BPT approach have been shown in terms of a better separability between change and no-change areas. Finally, it is worth to notice that this technique allows the characterization of the target temporal dynamics, providing the capability to analyze or interpret the detected changes.
