Classification of polynomial solutions of second-order difference equation of hypergeometric type with real coefficients, orthogonal with respect to a positive symmetric weight function is presented.
INTRODUCTION
Let us consider the second-order difference equation of hypergeometric type s(x)DHy(x) þ t(x)Dy(x) þ l n y(x) ¼ 0;
where
and
It shall be assumed that a, b, c, p, and q are all real. We classify the symmetric polynomial solutions y(x) ¼ P n (x) of degree n in x (P n (x) ¼ (À1) n P n (Àx)) of the above second-order difference equation of hypergeometric type which are orthogonal with respect to a symmetric weight function R(x) (R(x) ¼ R(Àx)), supported on a finite set {x k } & R satisfying x kþ1 ¼ x k þ 1 and R(x k ) > 0. In doing so, some orthogonal polynomial families will appear in which the finite support is no more symmetric with respect to the origin, even the fact that R(x) ¼ R(Àx) (cf. Sec. 5).
Harle investigated this problem in his Ph.D. Thesis [10] . He considered complex values of the parameters appearing in the second-order difference Eq. (1) . However, the corresponding classification (only obtained for a 6 ¼ 0), is not exhaustive and so, there are cases we give in this paper which were not taken into account by Harle.
Specific families, like Gram polynomials, particular case of symmetric Hahn polynomials, play an important role in applications such as Numerical Analysis [11] . Symmetric Kravchuk polynomials appear already in the so-called Fourier-Kravchuk transform used in Optics [4] , and also in Quantum Mechanics as approximation of harmonic oscillator wave functions [2] .
In a harmonic oscillator environment, such as Fourier optics in a multimodal parabolic index-profile fiber, data on a finite set of discrete observation points can be used to reconstruct the sampled wavefunction through partial wave synthesis of harmonic oscillator eigenfunctions. This procedure is generally far from optimal because a nondiagonal matrix must be inverted. In Refs. [3, 9] it is shown that Kravchuk orthogonal functions (those obtained from symmetric Kravchuk polynomials [9] by multiplication with the square root of the weight function) not only simplify the inversion algorithm for the coefficients, but also have a well-defined analytical structure inside the measurement interval. They can be regarded as the best set of approximants because, as the number of sampling points increases, these expansions become the standard oscillator expansion. Moreover, in Ref. [9] the wellknown Kravchuk formalism of the harmonic oscillator obtained from the direct discretization method was shown to be a new way of formulating discrete quantum phase space.
On the other hand, factorization of the symmetric difference operator could be easily done (like in Ref. [14] ) and should be surely fruitful. Darboux transformations for symmetric discrete orthogonal polynomials could also be examined like in Ref. [6] or in Ref. [7] .
In this work, we present an exhaustive classification of symmetric polynomial solutions of (1) orthogonal with respect to even weight function, in case of real parameters, giving for each family its representation in terms of hypergeometric series, recurrence relations, symmetric orthogonality weight, with their corresponding supports, as well as the factorial moments.
SYMMETRIC DISCRETE ORTHOGONALITY
Assuming that the polynomial solutions P n (x) of (1) satisfy a three-term recurrence relation
then [13] 
First of all, let us note that, in (1) l n 6 ¼ l m for fixed n 2 N and m ¼ 0, 1, 2, . . . , n À 1 in order to have a unique polynomial solution of (1) of degree exactly n in x, up to a multiplicative constant [15] . Taking into account this property, p 6 ¼ 0.
Let us recall that for symmetric polynomial (
In this situation, if p ¼ À2a, then the trivial polynomial family solution of (1) is {1, x, x 2 À c=b}. Therefore, we shall assume p 6 ¼ À2a.
Therefore, it shall be assumed that q ¼ 0, p ¼ À2b, p 6 ¼ 0, and p 6 ¼ À2a. In this situation,
Note that if we write (1) in the expanded form
the symmetry requirement can be restated as whenever y(x) is an eigenfunction of T so is y(Àx), which implies that
For the symmetric orthogonal polynomial solutions P n (x) of (1) to be orthogonal on [A, B À 1] with weight R(x), i.e.,
n, giving rise to the orthogonal polynomial family {1, x}, situation also trivial.
Summarizing, for non trivial symmetric orthogonal polynomial families to appear as solution of (1), the following conditions have to be considered: coefficients of difference equation (1) and three-term recurrence relation (3) are given in (4) and (5), respectively, with b 6 ¼ 0, a 6 ¼ b, a 6 ¼ 2b and c 6 ¼ 0.
CLASSIFICATION
In Ref. [15] a general method of studying the classical orthogonal polynomials of a discrete variable as solutions of a second-order difference equation of hypergeometric type was considered. We apply this method to the symmetric case, having in mind the aforementioned conditions, so that the recurrence relation (3) is
The Pearson equation giving the orthogonality weight
or, equivalently,
We are looking for explicit expressions for R(x) corresponding to the different degrees of the polynomial s(x). In Ref. [16] it has been proved that there exist no solution R(x) of (8) with x ranging from À1 to þ1. Therefore, the discrete support of the measure is finite.
Let A be the lower bound of the support and B À 1 be the upper bound. It is known [15, p. 28] that:
which can be proved in the following way: if we impose that the operator T defined in (6) is self-adjoint for the inner product
. . , B À 2 as well as (10) . Thus, B À 1 À A 2 N. Moreover, in order to have R(x k ) > 0 for x k 2 {A, A þ 1, . . . , B À 2, B À 1}, it is necessary and sufficient that R(A) > 0 and R(x þ 1)=R(x) > 0 for
Case a ¼ 0 We can assume, without loss of generality, that b ¼ 1 and then
Therefore, we can rewrite (9) as
so that, the explicit form of R(x) is
with {Àc, Àc þ 1, . . . , c À 1, c} as support of orthogonality. Moreover, 2c 2 N, which implies c 2 N or c þ 1=2 2 N. Although these symmetric polynomials were used in Refs. [3, 9] , they were not obtained in Ref. [10] . The monic symmetric polynomial solutions of (1) is obtained from (7), with
or from its representation in terms of hypergeometric series
where k
n (x; N ) are monic Kravchuk polynomials (0 < p < 1, N 2 N) [12, 15] . Finally, the factorial moments are
Case a 6 ¼ 0 In this situation we can assume, without loss of generality, that a ¼ 1 in (4). As shown in (10), the roots of s(x) fix the lower bound of the support A. In order to have real roots for s(x), b 2 À 4c ! 0 is needed. Representation of the polynomials in terms of hypergeometric series will be given in each particular case.
Therefore (9) has the form
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The support of orthogonality is {Àb=2, Àb=2 þ 1, . . . , b=2 À 1, b=2}, and b 2 N. The symmetric polynomial solutions of (1) are obtained from (7), with
These polynomials can be written in terms of hypergeometric series as
. The factorial moments are,
where E(x) denotes the largest integer smaller than or equal to x.
as well as d 1 þ 1, . . . , Àd 1 À 1, Àd 1 }, with
In this situation, À2d 1 2 N and the orthogonality weight is
Note that this case was not obtained in Ref. [10] .
In this case, À2d 1 2 N and the orthogonality weight is
In this situation, Àd 1 À d 2 2 N and the orthogonality weight is R 1 (x). Note that this case was not obtained in Ref. [10] .
The inequality conditions in each case come from a careful analysis of the positivity of R(x þ 1)=R(x), for x 2 {A, A þ 1, . . . , B À 2} and an appropriate choice of the argument in the gamma function inside the eight possible representations of R(x).
Next, in order to finish the classification, we present in each of these five cases, the factorial moments for the weights as well as the representation in terms of hypergeometric series of the polynomial solutions of (1) assuming that a ¼ 1 and
The symmetric polynomial solutions of (1) can be written in terms of hypergeometric series as 
whereh h (m,n)
n (x; N ) are monic Hahn-Eberlein polynomials (m > À1, n > À1, N 2 N) [15] .
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The factorial moments are
valid for n ¼ 0, 1, 2, . . . , À2d 1 . {[d 1 , Àd 1 ], R 2 } The symmetric polynomial solutions of (1) can be written in terms of hypergeometric series as
where h Finally,
