Abstract. It is proved that the isometry classes of pointed connected complete Riemannian n-manifolds form a Polish space, M ∞ * (n), with the topology described by the C ∞ convergence of manifolds. This space has a canonical partition into sets defined by varying the distinguished point into each manifold.
The set M * (n) can be considered as a subset of the Gromov space M * of isometry classes of pointed proper metric spaces [14] , [15, Chapter 3] . However it is interesting to consider a finer topology on M * (n), taking the differentiable structure into account. For that purpose, the following notion of C ∞ convergence was defined on M * (n).
(i) M is non-periodic and has a (repetitive) weakly aperiodic connected covering if and only if it is isometric to a dense leaf of a (minimal) covering-continuous compact sequential Riemannian foliated space. (ii) If M is aperiodic (and repetitive), then it is isometric to a dense leaf of a (minimal) covering-continuous compact sequential Riemannian foliated space whose leaves have trivial holonomy groups.
Preliminaries
2.1. Foliated spaces. Standard references for foliated spaces are [29] , [5, Chapter 11] , [6, Part 1] and [13] . Let Z be a space and let U be an open set in R n × Z (n ∈ N), with coordinates (x, z). For m ∈ N, a map f : U → R p (p ∈ N) is of class C m if its partial derivatives up to order m with respect to x exist and are continuous on U . If f is of class C m for all m, then it is called of class C ∞ . Let Z ′ be another space, and let h : U → R p × Z ′ (p ∈ N) be a map of the form h(x, z) = (h 1 (x, z), h 2 (z)), for maps h 1 : U → R p and h 2 : pr 2 (U ) → Z ′ , where pr 2 : R n × Z → Z is the second factor projection. It will be said that h is of class C m if h 1 is of class C m and h 2 is continuous. For m ∈ N ∪ {∞} and n ∈ N, a foliated structure F of class C m and dimension dim F = n on a space X is defined by a collection U = {(U i , φ i )}, where {U i } is an open covering of X, and each φ i is a homeomorphism U i → B i × Z i , for a locally compact Polish space Z i and an open ball B i in R n , such that the coordinate changes φ j φ −1 i : φ i (U i ∩ U j ) → φ j (U i ∩ U j ) are locally C m maps of the form
i (x, z) = (g ij (x, z), h ij (z)) .
These maps h ij will be called the local transverse components of the changes of coordinates. Each (U i , φ i ) is called a foliated chart, the sets φ
i (B i × {z}) (z ∈ Z i ) are called plaques, and the collection U is called a foliated atlas of class C m . Two C m foliated atlases on X define the same C m foliated structure if their union is a C m foliated atlas. If we consider foliated atlases so that the sets Z i are open in some fixed space, then F can be also described as a maximal foliated atlas of class C m . The term foliated space (of class C m ) is used for X ≡ (X, F). If no reference to the class C m is indicated, then it is understood that X is a C 0 (or topological ) foliated space. The concept of C m foliated space can be extended to the case with boundary in the obvious way, and the boundary of a C m foliated space is a C m foliated space without boundary. The foliated structure of a space X induces a locally Euclidean topology on X, the basic open sets being the plaques of all foliated charts, which is finer than the original topology. The connected components of X in this topology are called leaves. Each leaf is a connected C m n-manifold with the differential structure canonically induced by F. The leaf that contains each point x ∈ X is denoted by L x . The leaves of F form a partition of X that determines the topological foliated structure. The corresponding quotient space, called leaf space, is denoted by X/F.
The restriction of F to some open subset U ⊂ X is the foliated structure F| U on U defined by the charts of F whose domains are contained in U . More generally, a subspace Y ⊂ X is a C m foliated subspace when it is a subspace with a C m foliated structure G so that, for each y ∈ Y , there is a foliated chart of F defined on a neighborhood U of y in X, whose restriction to U ∩ Y can be considered as a chart of G in the obvious way; in particular, dim G ≤ dim F. For instance, any saturated subspace is a C m foliated subspace. A map between foliated spaces is said to be a foliated map if it maps leaves to leaves. A foliated map between C m foliated spaces is said to be of class C m if its local representations in terms of foliated charts are of class C m . A C m foliated diffeomorphism between C m foliated spaces is a C m foliated homeomorphism between them whose inverse is also a C m foliated map. Any topological space is a foliated space whose leaves are its points. On the other hand, any connected C m n-manifold M is a C m foliated space of dimension n with only one leaf. The C m foliated maps M → X can be considered as C m maps to the leaves of X, and may be also called C m leafwise maps. They form a set denoted by C m (M, F), which can be equipped with the obvious generalization of the (weak ) C m topology. In particular, for m = 0, we get the subspace C(M, F) ⊂ C(M, X) with the compact-open topology. For instance, C(I, F) (I = [0, 1] ) is the space of leafwise paths in X.
Many concepts of manifold theory readily extend to foliated spaces. In particular, if F is of class C m with m ≥ 1, there is a vector bundle T F over X whose fiber at each point x ∈ X is the tangent space T x L x . Observe that T F is a foliated space of class C m−1 with leaves T L for leaves L of X. Then we can consider a C m−1 Riemannian structure 6 on T F, which is called a (leafwise) Riemannian metric on X. In this paper, a Riemannian foliated space is C ∞ foliated space equipped with a C ∞ Riemannian metric, and an isometry between Riemannian foliated spaces is a C ∞ diffeomorphism between them whose restrictions to the leaves are isometries; in this case, the Riemannian foliated spaces are called isomertric.
A foliated space has a "transverse dynamics," which can be described by using a pseudogroup (see [18] , [19] and [20] ). A pseudogroup H on a space is a maximal collection of homeomorphisms between open subsets of Z that contains id Z , and is closed by the operations of composition, inversion, restriction to open subsets of their domains, and combination. This is a generalization of a dynamical system, and all basic dynamical concepts can be directly generalized to pseudogroups. For instance, we can consider its orbits, and the corresponding orbit space is denoted by Z/H. It is said that H is generated by a subset E when all of its elements can be obtained from the elements of E by using the pseudogroup operations. Certain equivalence relation between pseudogroups was introduced [18] , [19] , and equivalent pseudogroups should be considered to represent the same dynamics; in particular, they have homeomorphic orbit spaces.
The germ groupoid of H is the topological groupoid of germs of maps in H at all points of their domains, with the operation induced by the composite of partial maps and theétale topology. Its subspace of units can be canonically identified with Z. For each x ∈ Z, the group of elements of this groupoid whose source and range is x is called the germ group of H at x. The germ groups at points in the same orbit are conjugated in the germ groupoid, and therefore the germ group of each orbit is defined up to isomorphisms. Under pseudogroup equivalences, corresponding orbits have isomorphic germ groups.
Let U = {U i , φ i } be a foliated atlas of F, with φ i : U i → B i × Z i , and let p i = pr 2 φ i : U i → Z i . The local transverse components of the corresponding changes of coordinates can be considered as homeomorphisms between open subsets of Z = i Z i , which generate a pseudogroup H. The equivalence class of H depends only on F, and is called its holonomy pseudogroup. There is a canonical homemorphism between the leaf space and the orbit space, X/F → Z/H, given by L → H(p i (x)) if x ∈ L ∩ U i .
The holonomy groups of the leaves are the germ groups of the corresponding H-orbits. The leaves with trivial holonomy groups are called leaves without holonomy. The union of leaves with trivial holonomy groups is denoted by X 0 . If X is second countable, then X 0 is a dense G δ saturated subset of X [21] , [11] .
Given a loop α in a leaf L with base point x, there is a partition 0 = t 0 < t 1 < · · · < t k = 1 of I and there are foliated charts (
depends only on F and the class of α in π 1 (L, x), obtaining a surjective homomorphism of π 1 (L, x) to the holonomy group of L. This homomorphism defines a connected covering L hol of L, which is called its holonomy covering. Now, let R be an equivalence relation on a topological space X. A subset of X is called (R-) saturated if it is a union of (R-) equivalence classes. The equivalence relation R is said to be (topologically)transitive if there is an equivalence class that is dense in X. A subset Y ⊂ X is called an (R-) minimal set if it is a minimal element of the family of nonempty saturated closed subsets of X ordered by inclusion; this is equivalent to the condition that all equivalence classes in Y are dense in Y . In particular, X (or R) is called minimal when all equivalence classes are dense in X. These concepts apply to foliated spaces with the equivalence relation whose equivalence classes are the leaves. ). The following standard notation will be used. The metric tensor is denoted by g, the distance function on each of the connected components of M by d, the tangent bundle by π : T M → M , the GL(n)-principal bundle of tangent frames by π : P M → M , the O(n)-principal bundle of orthonormal tangent frames by π : QM → M , the Levi-Civita connection by ∇, the curvature by R, the exponential map by exp : T M → M 6 This is a section of the associated bundle over X of positive definite symmetric bilinear forms on the fibers of T F, which is C m−1 as foliated map.
7 Connectedness of Riemannian manifolds is not assumed in Sections 2.2, 3 and 10 because it is not relevant for the concepts of these sections, but this property is assumed in the rest of the paper: it is needed in Section 4, and it is implicit in Sections 5-9 and 11-12 because the manifolds are given by elements of M * (n).
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In the sense of [7] , [10] .
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(if M is complete and ∂M = ∅), the open and closed balls of center x ∈ M and radius r > 0 by B(x, r) and B(x, r), respectively, and the injectivity radius by inj (if ∂M = ∅). The penumbra around a subset S ⊂ M of radius r > 0 is the set Pen(S, r) = { x ∈ M | d(x, S) < r }. If needed, "M " will be added to all of the above notation as a subindex or superindex. When a family of Riemannian manifolds M i is considered, we may add the subindex or superindex "i" instead of "M i " to the above notation. A covering of M is assumed to be equipped with the lift of g.
M is sometimes identified with a regular submanifold of T (m) M via zero sections, and therefore, for each x ∈ M , the notation x may be also used for the zero elements of T x M , T x T M , etc. When the vector space structure of T x M is emphasized, its zero element is denoted by 0 x , or simply by 0, and the image of the zero section of
M be the vector bundle projection given by composing the tangent bundle projections; in particular, we have π :
(or simply φ * if m = 1, φ * * if m = 2, and so on). Banach manifolds are also considered in some parts of the paper, using analogous notation. The Levi-Civita connection determines a decomposition T (2) M = H ⊕ V, as direct sum of the horizontal and vertical subbundles. The Sasaki metric on T M is the unique Riemannian metric g (1) so that H ⊥ V and the canonical identities
Continuing by induction, for m ≥ 2, the Sasaki metric on
is used for the corresponding distance function on the connected components, and the corresponding open and closed balls of center ξ ∈ T (m) M and radius r > 0 are denoted by B (m) (ξ, r) and B (m) (ξ, r), respectively. We may add the subindex "M " to this notation if necessary, or the subindex "i" instead of "M i " when a family of Riemannian manifolds M i is considered. From now on, T (m) M is assumed to be equipped with g (m) .
Remark 1. The following properties hold for l < m and π : 
To see this, it is enough to prove that π(ξ) is the only critical point of the distance function d (m) (·, ξ) on T (l) M . These critical points are just the points ζ ∈ T (l) M where the shortest g (m) -geodesics γ from ζ to ξ are orthogonal to
. This follows like (iv), using (ii) instead of (iii).
Let (U ; x 1 , . . . , x n ) be a chart of M . The corresponding metric coefficients are denoted by g ij , and the Christoffel symbols of the first and second kind are denoted by Γ ijk and Γ k ij , respectively. Recall that
Identify the functionss x i , g ij , Γ ijk and Γ k ij with their lifts to T U . We get a chart (
where the functions v i give the coordinates of tangent vectors with respect to the local frame (∂ 1 , . . . , ∂ n ) of T U induced by (U ; x 1 , . . . , x n ). The coefficients of the 9 We use the Einstein notation.
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Sasaki metric g (1) with respect to (T U ;
(1) ) are [35, (3 5) ]:
for 1 ≤ i, j ≤ n. Thus the metric coefficients g (1) αβ are given by universal fractional expressions of the functions (ii) For each s > 0, the partial derivatives up to order m of the coefficients g ij are given by universal linear expressions of the functions (σ
Proof. We proceed by induction on m. For m = 1, (i) holds by (1) and (2), and (ii) holds by the second and third equalities of (2), since ∂ i g jk = Γ ijk + Γ ikj by (1). For arbitrary m ≥ 2, assuming that (i) and (ii) hold for the case m − 1, we get both properties for m by applying the above case to (
Let Ω ⊂ M be a compact domain and m ∈ N. Fix a finite collection of charts of M that covers Ω, U = {(U a ; x 1 a , . . . , x n a )}, and a family of compact subsets of M with the same index set as U, K = {K a }, such that Ω ⊂ a K a , and K a ⊂ U a for all a. The corresponding C m norm of a C m tensor T on Ω is defined by
where T K a,J are the coefficients of T on U a ∩ Ω with respect to the frame induced by (U a ; x 1 a , . . . , x n a ). With this norm, the C m tensors on Ω of a fixed type form a Banach space. By taking the projective limit as m → ∞, we get the Fréchet space of C ∞ tensors of that type equipped with the C ∞ topology (see e.g. [22] ). Observe that U and K are also qualified to define the norm C m ,Ω ′ ,U,K for any compact subdomain Ω ′ ⊂ Ω. It is well known that C m ,Ω,U,K is equivalent to the norm C m ,Ω,g defined by
i.e., there is some C ≥ 1, depending only on M , Ω, U, K and g, such that 1
When ∂M = ∅, it is said that M is of bounded geometry if inj M > 0 and the function |∇ m R| is bounded for all m ∈ N; in particular, M is complete since inj M > 0. More precisely, given r > 0 and a sequence C m > 0, if inj M ≥ r and |∇ m R| ≤ C m for all m ∈ N, then (r, C m ) is called a geometric bound of M . A family C of Riemannian manifolds without boundary is called of equi-bounded geometry if all of them are of bounded geometry with a common geometric bound.
Quasi-isometries
Let φ : M → N be a C 1 map between Riemannian manifolds. Recall that φ is called a (λ-) quasi-isometry, or (λ-) quasi-isometric, if there is some λ ≥ 1 such that Remark 2. (i) Every quasi-isometry is an immersion.
(
The composition of a λ-quasi-isometry and a µ-quasi-isometry is a λµ-quasi-isometry.
(vi) The inverse of a λ-quasi-isometric diffeomorphism is a λ-quasi-isometric diffeomorphism.
Consider the subbundle T ≤r M = { ξ ∈ T M | |ξ| ≤ r } ⊂ T M for each r > 0. If M has no boundary, then T ≤r M is a manifold with boundary, being (ii) By Remark 1-(i), if φ is a λ-quasi-isometry of order m ≥ 1, then it is a λ-quasi-isometry of order m − 1.
To begin with, let us clarify the concept of quasi-isometry of order 1. Consider the splittings
where H and H ′ are the horizontal subbundles, and V and V ′ are the vertical subbundles. Fix any x ∈ M and ξ ∈ T M , and let x ′ = φ(x) and ξ ′ = φ * (ξ). We have the canonical identities
The pull-back Riemannian vector bundle φ * T N is endowed with the pull-back ∇ ′ of the Riemannian connection of N , and let φ * : T M → φ * T N also denote the homomorphism over id M induced by φ. Let X be a C ∞ tangent vector field on some neighborhood of x in M so that X(x) = ξ; thus φ * X is a
depends only on ζ ⊗ ξ, and this expression defines a continuous section
Observe that X can be chosen so that ∇ ζ X = 0, giving A φ (ζ ⊗ξ) = ∇ ′ ζ (φ * X) in this case. Then, from the definitions of tangent map and covariant derivative, it easily follows that, according to (4) ,
for all ζ 1 , ζ 2 ∈ T x M .
Remark 4. If T M were used instead of T ≤1 M in the definition of quasi-isometries of order 1, we would get A φ = 0, which is too restrictive. On the other hand, it would be weaker to use
Then the following properties hold for r > 0 and µ, ν, K ≥ 0:
Proof. Assume that |φ * * ξ | ≤ µ for all ξ ∈ T ≤r M . We get |φ * | ≤ µ by Remark 1-(i). Furthermore, for all x ∈ M and ξ, ζ ∈ T x M with |ξ| = r, according to (4) and (5),
Now, suppose that |φ * | ≤ ν and |A φ | ≤ K. Fix all x ∈ M and ξ, ζ 1 , ζ 2 ∈ T x M with |ξ| ≤ r, according to (4) and (5),
Then the following conditions are equivalent for r > 0:
(ii) φ is a quasi-isometry and |A φ | is uniformly bounded.
In this case, the constants involved in the above properties are related in the following way:
Proof. Assume that (i) holds, and let µ be a dilation bound of order 1 of φ. Then φ is a µ-quasi-isometry by Remark 1-(i). This shows (ii) and (a) by Lemma 3.2-(i). Now, suppose that (ii) holds, and take ν, K, κ and µ like in (b). Fix all x ∈ M and ξ, ζ 1 , ζ 2 ∈ T x M with |ξ| ≤ r, according to (4) and (5),
This gives (i) and (b) by Lemma 3.2-(ii).
, and the following diagram is commutative:
For each m ∈ Z + , let H (m+1) and V (m+1) denote the horizontal and vertical vector subbundles of
is the identity, and h
Proof. The proof is by induction on m. By the definition of connection, h c * preserves the orthogonal decomposition T (2) M = H ⊕ V. Moreover, for ζ ∈ T M and ζ ′ = cζ, h c * : H ζ → H ζ ′ ≡ H ζ is the identity, and h c * : V ζ → V ζ ′ ≡ V ζ is multiplication by c. Thus the statement is true in this case with P (2) = H and Q (2) = V. Now, suppose that m ≥ 2 and the result holds for m − 1.
obtaining orthogonal decompositions,
) ζ according to (7) . Then the result follows
Corollary 3.5. For all m ∈ Z + and c, r > 0, we have h
, and h
Lemma 3.6. For all m ∈ Z + , r, s > 0 and λ ≥ 0, there is some µ ≥ 0 such that, for any C m+1 map between
Moreover µ can be chosen so that µs → 0 as s → 0 for fixed m, r and λ.
Proof. We proceed by induction on m.
For m = 1, we have |φ * * ξ | ≤ λ for all ξ ∈ T ≤r M . Then |φ * | ≤ λ and |A φ | ≤ λ/r by Lemma 3.2-(i). Using Lemma 3.2-(ii), it follows that |φ * * ξ | ≤ √ 2λ(1 + s/r) =: µ for all ξ ∈ T ≤s M . Note that µs → 0 as s → 0 for fixed r and λ in this case. Now, assume that m ≥ 2 and the result holds for m − 1. For c = r/u and t = min{cr, r}, the diagram
is defined and commutative. By Corollary 3.5 and Remark 2-(iv), it follows that |(φ
Then, by the induction hypothesis applied to the map
,≤s T ≤u M , and so that µs → 0 as s → 0 for fixed m, t andĉ 2 λ. Hence the result follows because
Corollary 3.7. For all m ∈ Z + , r > 0 and λ ≥ 0, there is some s > 0 such that, for any C m+1 map between
Proof. This is also proved by induction on m. The statement is true for m = 0 because, if |φ * | ≤ λ, then φ * (T ≤s M ) ⊂ T ≤λs N for all s > 0, and therefore it is enough to take s = r/λ in this case.
Now, assume that m ≥ 1 and the result is true for m − 1.
Hence, by the induction hypothesis, for all r > 0, there is some s > 0, as small as desired, such that φ
On the other hand, by Lemma 3.6, there is some µ > 0, depending on m, r, s and λ, such that |(φ
,≤s M , and satisfying µs → 0 as s → 0 for fixed m, r and λ. Thus we can choose s, and the corresponding µ, so that µs ≤ r. Then
Proof. Again, we use induction on m. The case m = 1 is a direct consequence of Lemma 3.3. Now, assume that m ≥ 2 and the result holds for m − 1. Consider the notation of the proof of Lemma 3.6. From the commutativity of (8) with u = s, and using Corollary 3.5 and Remark 2-(v), it follows that the lower horizontal arrow of (8) is aĉ 2 λ-quasi-isometry. Then, by the induction hypothesis applied to the map φ * :
Remark 5. According to Lemma 3.8, we could use any T (m),≤r M instead of T (m),≤1 M to define quasiisometries of order m, but the dilation bounds of order m would be different. 
Proof. Let us prove (i). By Corollary 3.7, there is some r > 0, depending on m and λ, such that
and therefore φ
On the other hand, by Lemma 3.8, there is some λ ′ ≥ 1, depending on m, r and λ, such that φ
. Thus, by Lemma 3.8, there is some ν ≥ 1, depending on m, r and
L is a ν-quasi-isometry; i.e., ψφ is a ν-quasi-isometry of order m. Now, let us prove (ii). By Corollary 3.7, there is some r > 0, depending on m and λ, such that
and therefore (φ
is a λ-quasi-isometry by Remark 2-(vi). Thus, by Lemma 3.8, there is some µ ≥ 1, depending on m, r and λ, so that (φ −1 )
Corollary 3.10. "Being quasi-isometric with order m" is an equivalence relation.
Let M and N be connected Riemannian manifolds. For every m ∈ N ∪ {∞}, consider the weak
Proposition 3.11. Assume that N is complete. Let x 0 ∈ M , and let
Proof. The "only if" part follows because the evaluation map
, is continuous. For m ∈ N, the "if" part is proved by induction. For m = 0, the assumption that Φ ⊂ C 1 (M, N ) is a family of equi-quasi-isometries implies that Φ is equi-continuous by Remark 2-(iii). On the other hand,
, where λ ≥ 1 is an equi-dilation bound of Φ. So Φ(x) is precompact in N because Φ(x 0 ) is bounded and N is complete. Therefore Φ is precompact in C(M, N ) by the Arzela-Ascoli theorem. Now, take an integer m ≥ 1 and assume that the result holds for m − 1. The map
, is an embedding. So it is enough to prove that the image Φ * of Φ by this map is precompact in C m−1 (T ≤1 M, T N ). This holds by the induction hypothesis because Φ * ⊂ C m (T ≤1 M, T N ) is a family of equi-quasi-isometries of order m − 1 by Remark 3-(iii). The "if" part for m = ∞ can be proved as follows. In this case, we have proved that Φ is precompact in C l (M, N ) for every l ∈ N. By the continuity of the inclusion maps
, it follows that Φ has the same closure Φ in C l (M, N ) and C l+1 (M, N ), and the weak C l and C l+1 topologies coincide on Φ. Therefore Φ is the closure of Φ in C ∞ (M, N ) too, and the weak C ∞ and C l topologies coincide on Φ for any l ∈ N. Thus Φ is precompact in C ∞ (M, N ).
Partial quasi-isometries
Let M and N be connected complete Riemannian manifolds without boundary. 
If moreover f (x) = y for distinguished points, x ∈ dom f and y ∈ im f , then f is said to be pointed, and the notation f : (M, x) (N, y) is used. The term local homeomorphism is used in the C 0 case.
Lemma 4.3. The following properties hold:
N (y, R) and contains y. For any ζ ∈ A, there is some ξ ∈ dom φ so that 
Proposition 5.2. The following properties 12 hold for all m, m ′ ∈ N and R, S, r, s > 0: First, we inductively construct a pointed isometric immersion ψ :
are pointed equi-quasi-isometries of order m (λ 1 is an equi-dilation bound of order m). By Proposition 3.11, there is some subsequence φ k(1,l) whose restriction to
Now assume that, for some i ≥ 1, there is some subsequence φ k(i,l) whose restriction to B M (x, R i ) converges to some pointed isometric immersion ψ i : (B M (x, R i ), x) → (N, y). As before, by Proposition 3.11, the sequence φ k(i,l) has some subsequence φ k(i+1,l) whose restriction to B M (x, R i+1 ) converges to some pointed isometric immersion
Thus the maps ψ i can be combined to define the desired pointed isometric immersion
Now, let us show that ψ is indeed a pointed isometry, and therefore
By using Proposition 3.11 as above, we get a subsequence φ
in the weak C m topology, and such that φ
for all i, obtaining that the maps ψ 
Moreover ψ ′ is also surjective because M and N are complete. Hence ψ ′ is an isometry whose inverse is ψ.
By Propositions 5.2 and 5.3, the sets U m R,r form a base of entourages of a separating uniformity on M * (n), which is called the C ∞ uniformity. It will be proved that the induced topology satisfies the statement of Theorem 1.2; thus it is called the C ∞ topology, and the corresponding space is denoted by M ∞ * (n). The notation Cl ∞ and Int ∞ will be used for the closure and interior operators in M ∞ * (n). The following lemma will be used.
, there is some (m, 2R, λ)-pointed local quasi-isometry φ : (M, x) (N, y) 12 The following standard notation is used for a set X and relations U, V ⊂ X × X:
Moreover the diagonal of X × X is denoted by ∆. 13 We use that inf ∅ = ∞ in R.
for some λ ∈ [1, e r ). Take some δ > 0 such that λ(d M (x, x ′ ) + δ) < D + ε, and let α be a smooth curve in
6. Convergence in the C ∞ topology
Lemma 6.1. Let g and g ′ be positive definite scalar products on a real vector space V , and let | | and | | ′ denote the respective induced norms on the vector space of tensors over V . The following properties hold:
Proof. To prove (i), take arbitrary vectors v, w ∈ V with |v| = |w| = 1. By polarization,
Interchanging g and g ′ in these inequalities, it also follows that
Let us prove (iii). For all
Interchanging the roles of | | and | | ′ , we also get |ω| ≤ λ 2 |ω| ′ .
The following coordinate free description of C m convergence is a direct consequence of (3). . Let U be a finite collection of charts of M with domains U a , and let K = {K a } be a family of compact subsets of M , with the same index set 14 Given a set X, for U ⊂ X × X and x ∈ X, let U (x) = { y ∈ Y | (x, y) ∈ U }. In the case of U ⊂ M * (n) × M * (n) and [M, x] ∈ M * (n), we simply write U (M, x).
13
as U, such that K a ⊂ U a for all a, and 
Choose the following constants:
• some C ≥ 1 satisfying (3) with U, K, Ω ′ and g; 
like in the proof of Proposition 6.4-(ii). Let ε > 0, to be fixed later.
, where | | (m) and | | ′(m) denote the norms defined by g (m) and g ′(m) , respectively. By continuity, given any λ ′ ∈ (λ, e ε ), there is some compact domain
. By Lemma 6.1-(i), it follows that
There is some compact domain
by Remark 1-(ii). Take some C ≥ 1 satisfying (3) with U, K, Ω and g, and some C (m) ≥ 1 satisfying (3) with
be the section of each projection π : U (m) a → U a of the type used in Lemma 2.1-(ii). Since Ω ⊂ Int(Ω ′(m) ), there is some
∩ Ω ′(m) for all a and µ. Thus, by Lemma 2.1-(ii), there is some ε ′ > 0, depending on r and ρ, such that
Suppose that e 2ε − e −2ε ≤ ε ′ /C (m) . Then
Corollary 6.6. The C ∞ convergence in M * (n) describes the C ∞ topology.
Proof. This is a direct consequence of Remark 7 and Propositions 6.4 and 6.5. Clearly, the countable set
is dense in M ∞ * ,c (n), and therefore it is also dense in M ∞ * (n).
Proposition 7.2. M
∞ * (n) is completely metrizable Proof. The C ∞ uniformity on M * (n) is metrizable because it is separating and has a countable base of entourages [38, Corollary 38.4 ]. Thus it is enough to check that the C ∞ uniformity on M * (n) is complete. Consider an arbitrary Cauchy sequence [M i , x i ] in M * (n) with respect to the C ∞ uniformity. We have to prove that [M i , x i ] is convergent in M ∞ * (n). By taking a subsequence if necessary, we can suppose that
Ri,ri for sequences, m i ↑ ∞ in N, and R i ↑ ∞ and r i ↓ 0 in R + , such that i r i < ∞, and R i+1 ≥ e ri R i for all i.
i . For each i, there is some λ i ∈ (1, e ri ) and some (m i , R i , λ i )-pointed local quasi-isometry φ i : (M i , x i ) (M i+1 , x i+1 ), which can be assumed to be C ∞ by Remark 6-(iii). Thenλ i := j≥i λ j < er i < ∞. For i < j, the pointed local quasi-isometry
For i, m ∈ N, let
A bar will be added to this notation when the corresponding closed balls are considered. We have
The restrictions ψ ij : B i → B j form a direct system of spaces, whose direct limit is denoted by M . Let ψ i : B i → M be the induced maps, whose images, B i := ψ i (B i ), form an exhausting increasing sequence of subsets of M . All points ψ i (x i ) are equal in M , and will be denoted byx. The space M is connected because it is the union of the connected subspaces B i whose intersection containsx. By the definition of the direct limit and since the maps ψ ij are open embeddings, it follows that all maps ψ i are open embeddings, and therefore M is a Hausdorff n-manifold. Equip each B i with the C ∞ structure that corresponds to the C ∞ structure of B i by ψ i . These C ∞ structures are compatible one another because the open embeddings ψ ij are C ∞ , and therefore they define a C ∞ structure on M . Moreover letĝ i be the Riemannian metric on each B i that corresponds to g i | Bi via ψ i .
Take some compact domains, Ω i in every M i and Ω
This equality holds because, for each i, there is some j so that R
and therefore
Claim 2. For all i, the restrictionsĝ j | Ωi , with j ≥ i, form a convergent sequence in the space of C mi sections,
, with the C mi topology, and its limit,ĝ i * , is positive definite at every point.
Clearly, Claim 2 follows by showing that the restrictions of the metrics g ij := ψ * ij g j to Ω i , for j ≥ i, form a convergent sequence in C mi (Ω i ; T Ω * i ⊙ T Ω * i ), and its limit, g i * , is positive definite at every point. To begin with, let us show that g ij | Ωi is a Cauchy sequence with respect to C m i ,Ωi,gi . We have 1
for all ξ ∈ T Ω , respectively. By Lemma 6.1-(i), it follows that
by (9), (10) and Lemma 6.1-(iii). Let U i be a finite collection of charts of M i with domains U i,a , and let K i = {K i,a } be a family of compact subsets of M i , with the same index set as U i , such that K i,a ⊂ U i,a for all a, and B be the family of compact subsets
Choose some C i ≥ 1 satisfying (3) with U i , K i , Ω i and g i , and some C ), there is some
for all a and µ. Thus, by Lemma 2.1-(ii), given any ε > 0, there is some δ > 0, depending on ε and ρ, such that
Sinceλ j ↓ 1, we haveλ
for j large enough, giving
by (11), (12) and (3). This shows that g ij | Ωi is a Cauchy sequence in the Banach space
C m i ,Ωi,gi , and therefore it has a limit g i * . For all nonzero ξ ∈ T Ω i , we have
obtaining that g i * is positive definite. This completes the proof of Claim 2. According to Claim 2, eachĝ i * is a C mi Riemannian metric on Ω i , and, obviously,ĝ * j | Ωi =ĝ i * for j > i. Hence the metric tensorsĝ i * can be combined to define a C ∞ Riemannian metricĝ on M by Lemma 1. Let | | 
for any sequence s i ↓ 0 withλ i < e si , obtaining
Proof. This is the content of Propositions 7.1 and 7.2 together.
Corollaries 6.6 and 7.3 give Theorem 1.2. 
Proof. Suppose that the statement is false. Then there is some convergent sequence,
. Choose any sequence of compact domains Ω q of M such that B(x, 2r) ⊂ Int(Ω q ) and d(x, ∂Ω q ) → ∞ as q → ∞. For each q and i large enough, there is some pointed smooth embedding φ q,i : (Ω q , x) → (M i , x i ) so that φ * q,i g i → g| Ωq as i → ∞ with respect to the C ∞ topology. Thus B i (x i , 2r) ⊂ φ q,i (Int(Ω q )) for i large enough.
Claim 3. If r is small enough, we can assume that there is some δ > 0 such that, for i large enough, the maps h i can be chosen so that
Given any index i, suppose first that there is some k ∈ Z {0} such that h
as well. If |k| ≥ 2, then there is some ℓ ∈ Z such that |ℓ|, |k − ℓ| < |k|. Hence
Therefore, by using h
for any a ∈ A i , it follows that A i is compact in the C ∞ topology by Proposition 3.11, and thus A i is a non-trivial compact abelian Lie subgroup of Iso(M i ). Let µ i be a bi-invariant probability measure on A i , and let f i : A i → M be the mass distribution defined by f i (a) = a(x i ). By the C ∞ convergence φ * q,i g i → g| Ωq , we can suppose that r is so small that the ball B i (x i , 2r/3) of M i satisfies the conditions of Proposition 10.2 for i large enough. Then, since 2r/3 ), the center of mass y i = C fi is defined in B i (x i , 2r/3). Moreover y i is a fixed point of the canonical action of A i on M [24, Section 2.1]. Since there is a neighborhood of the identity in the orthogonal group O(n) which contains no non-trivial subgroup (simply because O(n) is a Lie group), it follows that there is some K > 0 such that, for any non-trivial subgroup A ⊂ O(n), there is some a ∈ A and some v ∈ R n such that |v| = 1 and |a(v) − v| ≥ K. In our setting, the subgroup { a * yi | a ∈ A i } of the orthogonal group O(T yi M i ) ≡ O(n) is non-trivial because M i is connected and A i is non-trivial. Hence there is some a i ∈ A i and some ξ i ∈ T yi M i such that |ξ i | = 1 and |a i * (ξ i ) − ξ i | ≥ K. By the C ∞ convergence φ * q,i g i → g| Ωq , we can also assume that r is so small that there exists some C ≥ 1 such that exp yi : B(0 yi , r) → B(y i , r) is C-quasi-isometric for i large enough. Then, for z i = exp yi (
Thus, by using a i instead of h i , we can assume in this case that d i (z i , h i (z i )) ≥ rK/3C. Therefore Claim 3 follows with δ = min{r/2, rK/3C}. For each q, we can assume that
for all i large enough by the
q+1,i h i φ q,i : Ω q → M is well defined for each q and all i large enough because x i ∈ φ q,i (Ω q ) and h i (x i ) ∈ B i (x i , r). On the one hand, from the C ∞ convergence φ * q,i g i → g| Ωq and since h i (x i ) ∈ B i (x i , r), we get the C ∞ convergence h B(x, r) . Then, by Proposition 3.11, there is some sequence of positive integers p(q, k) for each q so that the subsequence h
B(x, r). We can assume that p(q + 1, k) is a subsequence of p(q, k) for each q, yielding h 
So h = id M , which is a contradiction because h(x) ∈ B(x, r).
Proof. Since M is locally non-periodic, there is some r > 0 such that
Suppose that the statement is false for this r. Then, given any ε ∈ (0, r), there are sequences
Take a sequence of compact domains Ω q of M such that x ∈ Ω q and d(x, ∂Ω q ) → ∞ as q → ∞. For each q, there are of C ∞ embeddings φ q,i : Ω q → M i and ψ q,i : Ω q → M i for i large enough so that φ q,i (x) = y i , ψ q,i (x) = z i , and φ * q,i g i , ψ * q,i g i → g| Ωq as i → ∞ with respect to the C ∞ topology. We can also assume that, for each q,
q+1,i φ q : Ω q → M is well defined for each q and all i large enough. From the C ∞ convergence φ * q,i g i , ψ * q,i g i → g| Ωq , we also get the C ∞ convergence h * q,i g → g| Ωq , and moreover lim inf
Then, like in the proof of Lemma 8.1, an isometry h : M → M can be constructed so that ε ≤ d(x, h(x)) ≤ r, which contradicts (13).
Lemma 8.3. Let n ∈ N and r > 0. For any convergent sequence
Proof. Take a sequence of compact domains Ω q of M such that x, y ∈ Ω q and d(x, ∂Ω q ) → ∞ as q → ∞. For each q, there is some index i q such that, for each i ≥ i q there is a C ∞ embedding φ q,i : Ω q → M i satisfying φ q,i (x) = x i and φ * q,i g i → g| Ωq as i → ∞ with respect to the C ∞ topology. Let y q,i = φ q,i (y) for all i ≥ i q . Then, for each q and every m ∈ Z + , there is some index i q,m ≥ i q such that d i (x i , y q,i ) < r and φ * q,i g i − g C m ,Ωq,g < 1/m for all i ≥ i q,m . Moreover we can assume that i q,q < i q+1,q+1 for all q. Now, let y i be any point of B i (x i , r) for i < i 0,0 , and let y i = y q,i for i q,q ≤ i < i q+1,q+1 . Let us check that
Fix any compact domain Ω of M containing y, and let m ∈ N. We have d(y, ∂Ω q ) → ∞ as q → ∞ because d(x, ∂Ω q ) → ∞ and d(x, y) < r. So there is some q 0 ≥ m such that Ω ⊂ Ω q for all q ≥ q 0 . For i ≥ i q0,q0 , let φ i = φ q,i | Ω if i q,q ≤ i < i q+1,q+1 with q ≥ q 0 . Then φ i (y) = y i and
Proof. There are some m ∈ Z + and ε > 0, and a compact domain Ω of M containing x such that, for all
Take any compact domain Ω ′ of M whose interior contains Ω. There is some ε 0 > 0 and some neighborhood H of id M in the group of diffeomorphisms of M with the weak C m topology such that, for all h ∈ H and any metric tensor g
,Ω,gM < ε. Moreover ε 0 can be chosen so small that there is some δ ′ > 0 such that, for any metric tensor g ′ satisfying g ′ − g M C m ,Ω ′ ,gM < ε 0 , the g ′ -ball of center x and radius δ ′ , denoted by
, and therefore there is some h ∈ H such that h(x) = z ′ . Then φ := ψh is defined on Ω and satisfies φ(
,Ω ′ ,gM < ε 0 and h ∈ H.
9.
Canonical bundles over M ∞ * ,lnp (n) For each n ∈ N, consider the set 15 of pairs (M, ξ), where M is a complete connected Riemannian manifold without boundary of dimension n, and ξ ∈ T M . Define an equivalence relation on this set by declaring that (M, ξ) is equivalent to (N, ζ) if there is an isometric diffeomorphism φ : M → N such that φ * (ξ) = ζ. The class of a pair (M, ξ) will be denoted by [M, ξ] , and the corresponding set of equivalence classes will be denoted by T * (n). If orthonormal tangent frames are used instead of tangent vectors in the above definition, we get a set denoted by Q * (n). Let π T * (n) :
; the simpler notation π will be used for π T * (n) and π Q * (n) if there is no danger of misunderstanding. For each [ 
; in this way, we get a canonical action of O(n) on Q * (n) whose orbits are the fibers of π Q * (n) . The operation of multiplication by scalars on T x M also induces an action of R on π
However the sum operation of T x M may not induce an operation on π
The following definition is analogous to Definition 1.1.
with the notation x = π(ξ) and
Theorem 9.2. The C ∞ convergence in T * (n) and Q * (n) describes a Polish topology.
To prove Theorem 9.2, we follow the steps of Sections 5-7. 
15 Like in the case of M * (n), we can assume that the underlying set of each complete connected Riemannian n-manifold is contained in R, obtaining that these pairs (M, ξ) form a well defined set.
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The following proposition is proved like Proposition 5.2. Proof. We only prove the first equality because the proof of the second one is analogous. The inclusion "⊃" is obvious; thus let us prove "⊂". Let ([M, ξ], [N, ζ] ) ∈ R,r>0 V m R,r , and let x = π M (ξ) and y = π N (ζ). Then there is a sequence of pointed local quasi-isometries φ i : (M, x) (N, y), with corresponding types (m, R i , λ i ), such that φ i * (ξ) = ζ, and R i ↑ ∞ and λ i ↓ 1 as i → ∞. According to the proof of Proposition 5.3, there is a pointed isometric immersion ψ : (M, x) → (N, y) so that, for any i, the restriction ψ : B M (x, R i ) → N is the limit of the restrictions of a subsequence φ k(i,l) in the weak C m topology. Hence
By Propositions 9.4 and 9.5, the sets V m R,r (respectively, W m R,r ) form a base of entourages of a Hausdorff uniformity on T * (n) (respectively, Q * (n)), which is also called the C ∞ uniformity. The corresponding topology is also called the C ∞ topology, and the corresponding space is denoted by T ∞ * (n) (respectively, Q ∞ * (n)). 
) such that, with the notation x = π M (ξ) and y = π N (ζ), there is some C m+1 pointed local diffeomorphism φ : (M, x) (N, y) so that φ * (ξ) = ζ (respectively, φ * (f ) = h), and g M − φ * g N C m ,Ω,gM < r for some compact domain Ω ⊂ dom φ with B M (x, R) ⊂ Ω.
if and only if it is eventually
16 in E m R,r (M, ξ) (respectively, F m R,r (M, f )) for arbitrary m ∈ N and R, r > 0. 
Proof. This result follows from the proof of Proposition 6.5 in the same way as Proposition 9.7 follows from Proposition 6.4.
As a direct consequence of Remark 9, and Propositions 9.7 and 9.8, we get that the C ∞ convergence in T * (n) and Q * (n) describes the C ∞ topology. 
Proposition 9.10. T ∞ * (n) and Q ∞ * (n) are completely metrizable Proof. Only the case of T ∞ * (n) is proved, the other case being similar. The C ∞ uniformity on T ∞ * (n) is metrizable because it has a countable base of entourages. Thus it is enough to check that this uniformity is complete.
Consider an arbitrary Cauchy sequence [M i , ξ i ] in T * (n) with respect to the C ∞ uniformity, and let
Ri,ri for sequences m i , and R i and r i satisfying the conditions of the proof of Proposition 7.2. Thus, for each i, there is some λ i ∈ (1, e ri ) and some (m i , R i , λ i )-pointed local quasi-isometry φ i : (M i , x i ) (M i+1 , x i+1 ), which can be assumed to be C ∞ (Remark 6-(iii)), such that φ i * (ξ i ) = ξ i+1 . Then, with the notation of the proof of Proposition 7.2, we have ψ ij * (ξ i ) = ξ j for i < j. Therefore there is someξ ∈ Tx M so that ψ i * (ξ i ) =ξ for all i, obtaining that
for all i according to the proof of Proposition 7.2.
Propositions 9.9 and 9.10 together mean that T ∞ * (n) and Q ∞ * (n) are Polish, completing the proof of Theorem 9.2.
Let T ∞ * ,lnp (n) ⊂ T ∞ * (n) and Q ∞ * ,lnp (n) ⊂ Q ∞ * (n) be the subspaces defined by locally non-periodic manifolds.
Proposition 9.11. (i) The projection π : T ∞ * ,lnp (n) → M ∞ * ,lnp (n) admits the structure of a Riemannian vector bundle of rank n so that the canonical map 
is easy to check. By using this identity, we get a homeomorphism θ : π
, where
, whose inverse map is given by θ
, with these local trivializations, becomes an orthogonal vector bundle of rank n so that the canonical map
∞ * ,lnp (n). Moreover, by Claim 4, there is a canonical isomorphism between Q ∞ * ,lnp (n) and the O(n)-principal bundle of orthonormal frames of T ∞ * ,lnp (n).
By the compatibility of exponential maps and isometries, a map exp :
and
Then there is some compact domain Ω in M whose interior contains x and x ′ , and there are C ∞ embeddings φ i : Ω → M i for i large enough so that φ i * (f ) = f i and lim i φ
, and lim i φ * i g i = g| Ω with respect to the C ∞ topology.
Proof. Let Ω q be a sequence of compact domains in M such that
, and lim i φ * q,i g i = g| Ωq and lim i ψ * q,i g i = g| Ωq with respect to the C ∞ topology; in particular, φ q,i (x) = x i 17 Let X be a completely regular space with a right action of a Lie group G, and let Gx ⊂ G denote the isotropy subgroup at some point x ∈ X. A slice at x is a subspace S ⊂ X containing x such that S · G is open in X, and there is a G-equivariant continuous map κ :
(Ω q )) for i large enough, depending on q, and therefore
for i large enough, depending on q. It follows that h q,i := φ −1 q+1,i ψ q,i is a well defined C ∞ embedding Ω q → M . Observe that lim i h * q,i g = g| Ωq with respect to the C ∞ topology. Moreover
If the statement is not true, then some neighborhood U of f ′ in P M contains no accumulation point of the sequence φ
With the arguments of the proof of Lemma 8.1, it follows that there is some h ∈ Iso(M ) such that d(x, h(x)) ≤ 2r and h * (f ′ ) ∈ U , which contradicts (14).
Center of mass
The main tool used to prove Theorem 1.3-(ii)-(iv) is the Riemannian center of mass of a mass distribution on a Riemannian manifold M [24] , [8, Section IX.7] ; especially, we will use the continuous dependence of the center of mass on the mass distribution and the metric tensor.
For a fixed convex 18 compact domain Ω in M , let C(Ω) be the set of functions f ∈ C 2 (Ω) such that the gradient grad f is an outward pointing vector field on ∂Ω and Hess f is positive definite on the interior Int(Ω) of Ω. Notice that C(Ω) is open in the Banach space C 2 (Ω) with the norm C 2 ,Ω,g , and thus it is a C ∞ Banach manifold. Moreover C(Ω) is preserved by the operations of sum and product by positive numbers. Any f ∈ C(Ω) attains its minimum value at a unique point m(f ) ∈ Int(Ω), defining a function m : C(Ω) → Int(Ω). Claim 6. v is C 1 and transverse to Z.
Here, smoothness and transversality refer to v considered as a map between C ∞ Banach manifolds [1, p. 45] .
Let π H and π V denote the orthogonal projections of T (2) Ω onto H and V, respectively. Let X 1 (Ω) denote the Banach space of C 1 vector fields over Ω with the norm C 1 ,Ω,g , which is equivalent to the norm
, is a continuous linear map between Banach spaces, and therefore it is C ∞ . The evaluation map, ev :
T Ω is easily seen to be determined by the
Fix any f ∈ C(Ω) and x ∈ Int(Ω) with v(f, x) ∈ Z; thus grad f (x) = 0 x .
Then Claim 7 follows because the mapping ξ → ∇ ξ grad f is an automorphism of T x Ω since Hess f is positive definite at x and Hess f (ξ,
T Ω is linear and continuous, and T 0x T Ω is Hausdorff of finite dimension, we get that the space v * (f,x) −1 (T 0x Z) is closed and of finite codimension in the Banach space T f C(Ω) × T x Ω, and therefore it has a closed linear complement in T f C(Ω) × T x Ω (see e.g. [36, p. 22] ), which completes the proof of Claim 6.
Remarks 1. (i)
In the last part of the above proof, the space v * (f,x) −1 (T 0x Z) can be described as follows.
Since h → grad h(x) defines a continuous linear map
which is obviously closed and of finite codimension in
Suppose that the Riemannian manifold M is connected and complete. Let (A, µ) be a probability space, B a convex open ball B of radius r > 0 in M , and f : A → B a measurable map, which is called a mass distribution on B. Consider the C ∞ function P f : B → R defined by If the hypotheses of Proposition 10.2 are satisfied, then P f ∈ C(B), and therefore P f reaches its minimum on B at a unique point C f ∈ B, which is called the center of mass of f . It is known that C f depends continuously on f with respect to the supremum distance when (A, µ) is fixed [24, Corollary 1.6]; indeed, the following result follows directly from Lemma 10.1. (ii) If A is the Borel σ-algebra of a metric space, then C f depends continuosly µ in the weak- * topology. Proof. This map is obviously surjective; we will prove that it also injective. For i ∈ {1, 2}, take points Proposition 11.6. For any C ∞ manifold M , the set of nowhere locally homogenous metrics on M is residual in Met(M ) with the weak and strong C ∞ topologies.
Lemma 11.7. There is an nowhere locally homogenous complete Riemannian manifold M such that ι(M ) is dense in M ∞ * (n). Proof. According to the proof of Proposition 7.1, there is a countable dense set of points [M i , x i ] in M ∞ * ,lnp (n) (i ∈ N) such that each M i is compact, and, for each i, take some y i ∈ M i so that d i (x i , y i ) = diam M i . For all i ∈ N and j, k ∈ Z + with 1/j, 1/k < diam M i , let (M ijk , x ijk , y ijk ) be a copy of (M i , x i , y i ), and let Ω ijk be a compact domain in M ijk containing y ijk and with diameter < 1/j. Observe that Ω ijk := M ijk Int(Ω ijk ) is also a compact domain. Take also corresponding mutually disjoint compact domains Ω ′ ijk in R n so that every bounded subset of R n only meets a finite number of them. Let M be the C ∞ connected sum of R n with all manifolds M ijk so that the connected sum with each M ijk only involves perturbations inside Ω ijk and Ω ′ ijk . Let g be any Riemannian metric on M whose restriction to each Ω ijk equals g ijk , and whose restriction to R , Ω ijk ,g < 1/k for all i, j and k. Thus ι(M, g ′ ) is also dense in M ∞ * (n). By Lemma 11.7, F * ,lnp (n) is transitive, completing the proof of Theorem 1.3-(ii). Now, for k ∈ {1, 2}, let Φ k : N
