Let X † denotes the Moore-Penrose pseudoinverse of a matrix X. We study a number of situations when (aA + bB) † = aA + bB provided a, b ∈ C \ {0} and A, B are n × n complex matrices such that A † = A and B † = B.
class of elements as "Moore-Penrose Hermitian", but a more suitable expression seems to be "generalized involutive" since a matrix equals to its inverse is called involutive.
Obviously, the aforementioned definition is meaningful in the C n,n setting. We shall denote by C GI n the subset of C n,n consisting of matrices A such that A = A † . It should be obvious that A = A † if and only if A 3 = A (a matrix X such that X 3 = X is customary named tripotent) and (A 2 ) * = A 2 . It is also evident that C GI n ⊂ C EP n . In fact, one has that A ∈ C GI n if and only if A ∈ C EP n and A 3 = A. The "if" implication is trivial and the "only if" is true in view of the theorem given below which constitutes part (i) ⇔ (iv) of Theorem 4.3.1 in [9] . Theorem 1. Let K ∈ C n,n be of rank r. Then K ∈ C EP n if and only if there exists U ∈ C U n and nonsingular K 1 ∈ C r,r , such that K = U (K 1 ⊕ 0)U * .
If P is generalized involutive, then P 2 is an orthogonal projector. Also, any orthogonal projector is a generalized involutive matrix, which shows that the set composed of generalized involutive matrices generalizes the set composed of orthogonal projectors. This inclusion is proper because −1 ∈ C 1,1 is a generalized involutive matrix and is not an orthogonal projector. Also, any tripotent and Hermitian matrix is generalized involutive, but the following example shows that the reverse inclusion does not hold: let
Trivially we have A 3 = A and A 2 = I, which shows that A ∈ C GI n , and however A is not Hermitian. Let us remark that if we impose a condition concerning the rank, any generalized involutive matrix is tripotent and "almost" Hermitian: precisely we have the following result: Theorem 2. Let A ∈ C n,n have rank 1. Then A ∈ C GI n if and only if there exists u ∈ C n,1 such that u * u = 1 and A ∈ {uu * , −uu * }.
Proof. Let u ∈ C n,1 such that u * u = 1. Is trivial to prove that uu * and −uu * are generalized involutive matrices.
Assume that A ∈ C GI n . By using that A ∈ C EP n and Theorem 1, there exists a unitary matrix U ∈ C n,n and λ ∈ C\{0} such that A = U (λ⊕0)U * . Since A = A † we obtain λ = λ −1 , i.e., λ ∈ {1, −1}. Let us partition U as follows: U = [u V ], being u ∈ C n,1 and V ∈ C n,n−1 . From A = U (λ ⊕ 0)U * we get A = λuu * .
By mimicking the proof of Theorem 2 we can establish the following characterization of the generalized involutive matrices. Theorem 3. Let A ∈ C n,n have rank r. Then A ∈ C GI n if and only if there exists U ∈ C n,r and K ∈ C r,r such that the columns of U are orthonormal, K 2 = I, and A = U KU * .
This result is another justification of the name "generalized involutive matrices". Let us remark that Theorem 3 provides us concrete examples of generalized involutive matrices.
The generalized involutive matrices are strongly related to the set of hypergeneralized projectors defined as {K ∈ C n,n : K 2 = K † } introduced by Groß and Trenkler in [12] . Subsequently Baksalary et al. in [1] derived some properties of the hypergeneralized projectors.
One can see [18] for a spectral characterization of the hypergeneralized projectors (and also for C GI n ).
A challenging question concerning to C GI n is: when is a linear combination of the form aA+bB, with A, B ∈ C GI n \{0} and a, b ∈ C\{0}, generalized involution? This is a complicated problem since the derivation of necessary conditions for (aA+bB) † = aA+bB may depend on the formula for the Moore-Penrose inverse of a sum of matrices (see [14] ). In this paper, we provide a solution of this problem corresponding to many situations by using block matrices.
Let us remark that a related problem was solved in [3] , where it was studied when a linear combination aA + bB is a hypergeneralized projection provided A, B ∈ C n,n are hypergeneralized projections and a, b ∈ C \ {0}, only under the assumption AB = BA. It is worthy that we study more situations besides the commutativity.
Let us mention some applications where the generalized involutive matrices appear.
The called set inclusion matrices (see [4] for the definition) arise in many combinatorial problems. In [4] (the final example), the author constructs an explicit set inclusion matrix
In [19] (see also [17, pg. 167] ) it was characterized the real symmetric idempotent matrices. Among the list of equivalent conditions one can se that A is a real symmetric idempotent matrix if and only if A is idempotent and A = A † .
Let x be an d×1 real random vector having the multivariate normal distribution N d (µ, Σ), where Σ is nonnegative definite of rank r (with r < d). Then ([16, Theorem 9.12]) y = x Σ † x has a chi-squared distribution with noncentrality parameter δ = µ Σµ, where the superscript denotes the matrix transposition. If Σ † = Σ, then the quadratic form of y and δ are the same.
Main results
This following simple observation will be useful: given A ∈ C GI n \ {0} and a ∈ C \ {0}, then aA ∈ C GI n if and only if a ∈ {−1, 1}. In what follows, we assume that a, b ∈ C are nonzero and A, B ∈ C GI n are linearly independent matrices, since otherwise such situations lead to trivial characterizations.
The following result concerning two commuting EP matrices was proved in [5, Corollary 3.9]. Lemma 1. Let A, B ∈ C n,n be two EP matrices such that AB = BA. Then there exists U ∈ C U n satisfying
where A 1 , A 2 , B 1 , and B 2 are nonsingular matrices and A 1 B 1 = B 1 A 1 .
Next result constitutes the solution to the problem posed in the introduction when the involved matrices commute. Theorem 4. Let A, B ∈ C GI n be linearly independent satisfying AB = BA and a, b ∈ C \ {0}. Then aA + bB belongs to C GI n if and only if any of the following sets of conditions holds:
(a) (a, b) ∈ {(1, −1), (−1, 1)} and A 2 B = AB 2 .
(b) (a, b) ∈ {(1, −2), (−1, 2)} and AB = B 2 .
(c) (a, b) ∈ {(2, −1), (−2, 1)} and AB = A 2 .
, and AB is Hermitian.
Proof. Since A and B are two commuting EP matrices, by Lemma 1, there exists U ∈ C U n such that A and B are represented as in (2) . Moreover, from A 3 = A, B 3 = B, and the nonsingularity of A 1 , A 2 , B 1 , and B 2 we deduce
First we suppose that aA + bB ∈ C GI n . Since (aA + bB) 3 = aA + bB, A 3 = A, B 3 = B, and AB = BA, we can apply the main result in [2] , obtaining seven conditions. (ii) (a, b) ∈ {(1, −2), (−1, 2)} and
We shall prove that condition (ii) leads to (b) and condition (vii) together the hermitianess of (aA+bB) 2 leads to (g), respectively, since the remaining ones or are trivial or can be proven similarly.
Suppose (ii) holds. If we employ (2) and (3) we get A 1 = B 1 and the third summand in the representation (2) is absent because B 2 is nonsingular. Hence AB = B 2 .
Suppose (vii) holds. After using (2) , (3), and the nonsingularity of A 2 and B 2 we obtain that the second and the third summand in the representation (2) are absent. Therefore, A = U (A 1 ⊕ 0)U * and B = U (B 1 ⊕ 0)U * , and thus A 2 = B 2 . Moreover, since aA + bB ∈ C GI n then (aA + bB) 2 is Hermitian. Having in mind that a, b ∈ R and A 2 , B 2 are Hermitian, we get that AB is also Hermitian. Now, we shall prove the sufficiency of the conditions (a)-(g) listed in the theorem, i.e., we shall see that any of the conditions (a)-(g) implies (aA+bB) 3 = aA+bB and the hermitianess of (aA + bB) 2 .
In order to prove the tripotency of aA+bB, in view of the main result of [2] , it is enough to prove that conditions (a)-(g) lead to conditions (i)-(vii), respectively. We only prove (b)⇒(ii) and (g)⇒(vii) since the others are trivial or similar. Suppose that (b) holds. Now,
Suppose that (g) holds. Now we have A 2 B = B 2 B = B 3 = B, and in a similar way, B 2 A = A.
Now, we shall prove that (aA+bB) 2 is Hermitian. Since a, b ∈ R and A 2 , B 2 are Hermitian, it is enough to prove that AB is Hermitian. Obviously, the only non trivial conditions are (a)⇒"AB is Hermitian" and (d)⇒"AB is Hermitian". We shall only prove the first of them: Suppose that (a) holds. Using relations (2) and (3) we get A 1 = B 1 , and having in mind relations (3) again we get AB = U (I ⊕ 0 ⊕ 0 ⊕ 0)U * , which is clearly Hermitian. The proof is completed.
In next lines, we will give examples showing that conditions (a)-(g) of Theorem 4 are not void.
Now we are going to study two particular cases when the involved matrices do not commute: In order to deal with such situations, we shall use the called CS-decomposition which is now established (see e.g. [7, 10, 11, 13, 15] ).
Lemma 2. (CS decomposition) Let P, Q ∈ C n,n be two orthogonal projectors. Then there exists U ∈ C U n such that
where C, S are positive diagonal real matrices satisfying C 2 + S 2 = I and the corresponding blocks in the two projection matrices are of the same size.
n , then one of the following set of disjoint conditions hold
, and
Proof. Let us define the orthogonal projectors P = A 2 , Q = B 2 . By using Lemma 2 and P Q = QP , there exists S ∈ C U n such that
being the corresponding blocks in P and Q of the same size. Let us remark that some blocks in (4) may be absent; but observe that the i-th row appears if and only if the i-th column appears. We represent matrices A and B as 
In a similar way we get
Since aA + bB ∈ C GI n we get(aA + bB) 3 = aA + bB, which (using A 3 = A and B 3 = B) reduces to
Using (4) and (6) yields Assume that A 2 B 2 = 0. Premultiplying by A and postmultiplying by B we get AB = 0. Since B 2 A 2 = A 2 B 2 = 0 and premultiplying by B and postmultiplying by A we get BA = 0. Therefore, AB = BA, which contradicts one assumption of the Theorem. Thus A 2 B 2 = 0. Hence the first row in (4) must appear.
The proof is split by considering whether the second or third rows in (4) are present.
Assume that second and third rows in (4) are absent. Hence A 2 = B 2 . Under this assumption, equality (7) is equivalent to 
It is evident that
Making obvious simplifications we get aα − bβ = (a 2 + b 2 − 1)(a 2 − b 2 ) and aβ − bα = ab(a 2 − b 2 ). Thus, we arrive at case (a.3).
Assume that second row in (4) is present and third row in (4) is absent. Hence A 2 = B 2 and A 2 B 2 = B 2 . Postmultiplying and premultiplying by B and having in mind that A 2 B 2 = B 2 A 2 , B 3 = B we have
Let us mention that all matrices appearing in (7) have been written as block matrices. Recall that the first row in (4) must appear and we are under the assumption that the second row in (4) is present and the third row in (4) is absent. Hence (7) is an equality of 2 × 2 or 3 × 3 block matrices depending whether the fourth row appears or not, respectively. Independently if the fourth block is present or not, looking at representations (5) and (6) we get that block (1,2) of A and B are A 12 and 0, respectively. We can easily obtain the block (1,2) of the remaining matrices appearing in (7) . By equaling block (1,2) of the left side of (7) to 0 we get
which, in view of (4), is equivalent to
Using (10), identity (12) reduces to
By equaling the block (2,1) of the left side of (7) to 0 and using the same argument as in the former paragraph, we get
Again, by equaling the block (2,2) of the left side of (7) to 0 we get (a 2 − 1)A 22 + abA 21 B 11 A 12 = 0, which is equivalent to
Using A 3 = A and obvious simplifications lead to (
If the second row in (4) is absent and third row in (4) is present, the reasoning is the same as in the previous paragraph, but interchanging the roles of A, B and a, b obtaining case (c).
Assume that second and third rows in (4) are present. Identity (11) , which is valid under the assumption of this paragraph, is equivalent to
which easily leads to (a 2 +b 2 −1)B 2 A(I −B 2 )+abB 2 ABA(I −B 2 ) = 0. In a similar procedure as in the previous paragraphs we obtain the remaining equalities of case (d). The proof is completed.
Note. It is easy to see that if A, B ∈ C GI n satisfy A 2 = B 2 and a, b ∈ C are such that ab(ABA+B) = (1−a 2 −b 2 )A and ab(BAB +A) = (1−a 2 −b 2 )B, then (aA+bB) 3 = aA+bB.
Hence the conditions given in (a.3) of Theorem 5 combined with the hermitianess of (aA+bB) 2 are equivalent to aA + bB ∈ C GI n . The same can be said about conditions (a.1) and (a.2).
Note. Observe that if two given matrices A, B ∈ C GI n satisfy one of the conditions (b), (c), or (d), then we can find two scalars λ = λ(a, b), µ = µ(a, b) and four polynomials p, q, r, s in two non-commuting variables such that p (A, B) = λq(A, B) and r(A, B) = µs(A, B) . By knowing the scalars λ and µ, we can find all possible values of a, b by solving a nonlinear 2 × 2 system. And after, we can check whether (aA + bB) 3 = aA + bB and aA + bB is Hermitian.
Therefore, although Theorem 5 does not present an equivalence, this result gives us a procedure of checking if for two given matrices A, B ∈ C GI n , there exist a, b ∈ C \ {0} such that aA + bB ∈ C GI n (and if these scalars exist, then we can find them).
We are going to give of concrete matrices and scalars satisfying any of the conditions of former Theorem 5. Let
After making trivial computations we get Theorem 6. Let A, B ∈ C GI n such that A 2 B 2 − B 2 A 2 is nonsingular and a, b ∈ C \ {0}. Then aA + bB ∈ C GI n if and only if a 2 , b 2 ∈ R and
Proof. In the first part of the proof, we will represent matrices A and B in a convenient form. Let us define the orthogonal projectors P = A 2 and Q = B 2 . Now, the CS decomposition is going to be used for P and Q. Taking into account that A 2 B 2 − B 2 A 2 is nonsingular, we can write
where U, C, and S have the same meaning as in Lemma 2. We represent matrices A and B as
being the size of each block the same as the corresponding one in (15) . From A = AP we get
Hence A 2 = 0 and A 4 = 0. Now, the equality A = P A yields A 3 = 0. Thus,
Since A 2 = P , we arrive at A 2 1 = I. Now, from B = BQ we get
Taking into account that C 2 + S 2 = I, CS = SC, and C, S are nonsingular, the four relations of (17) reduce to
Analogously, from B = QB we have
Let us define T = SC −1 . It is easy to deduce that (18) and (19) are equivalent to
In the second part of the proof, we suppose that aA + bB ∈ C GI n . Recall that a matrix M ∈ C n,n satisfies M ∈ C GI n if and only if M = M 3 and M 2 is Hermitian. Taking into account that A 3 = A, B 3 = B, and (aA + bB) 3 = aA + bB, we get
From (16) and (20) we get
Observe that in view of representations (16), (20), and (22)- (26), all matrices involved in (21) are written as 2 × 2 block matrices. Hence, equality (21) can be viewed as an equality of two 2 × 2 block matrices. From the block (2, 2) of the relation (21) we get ab 2 T B 1 A 1 B 1 T + (b 3 − b)T B 1 T = 0, which reduces to
In view of the representations (20) and (25), the above equality (27) implies
By a reasoning inverting the roles of A and B we have
Substituting (29) and (28) into (21) we obtain
Analogously as we pointed before, the equality (30) can be viewed as an equality of two 2 × 2 block matrices. From the block (1,2) of relation (30) and by considering representations (22), (23), (24), and (26) we get
Recall that T = SC −1 , SC = CS, and S is nonsingular. Thus, (31) can be written also as
From representations (22), (24), and equations (31), (32) we get
Using aA 2 B + bAB 2 = 0 and (30) we get aBA 2 + bB 2 A = 0.
Premultiplying aA 2 B+bAB 2 = 0 by A we get aAB+bA 2 B 2 = 0, and using representations (15), (16) , and (20), we get aA 1 B 1 + bC 2 = 0. Postmultimplying aBA 2 + bB 2 A = 0 by A and using representations (15) , (16) , and (20) we get aB 1 A 1 + bC 2 = 0. Therefore,
Now, we shall use that (aA + bB) 2 is Hermitian. From (33) we get
The (2,2) block of (aA+bB) 2 inherits the hermitianess property, hence b 2 S 2 is Hermitian, and by recalling that S is a diagonal and real matrix, we deduce that b 2 ∈ R. By interchanging the roles of a and b, we can conclude that a 2 ∈ R.
In the third and last part of the proof, we suppose that a 2 , b 2 ∈ R and the relations (14) are satisfied. We must prove that (aA + bB) 3 = aA + bB and (aA + bB) 2 is Hermitian:
Now, we shall prove that (aA + bB) 2 is Hermitian. Since a 2 , b 2 ∈ R, the matrices A 2 and B 2 are Hermitian, and (aA + bB) 2 = a 2 A 2 + ab(AB + BA) + b 2 B 2 , it is sufficient to prove that ab(AB + BA) is Hermitian. Premultiplying the third relation of (14) by A we get aAB + bA 2 B 2 = 0 and postmultiplying the fourth relation by A we obtain aBA + bB 2 A 2 = 0. Thus
Recall that b 2 ∈ R and P, Q are both Hermitian, and therefore, −b 2 (P Q + QP ) is Hermitian. The proof is completed.
Next example shows that the set of matrices and scalars satisfying Theorem 6 is not empty. Let t ∈]0, +∞[ and let us define
Trivially we have A = A † because A is an orthogonal projector. Since we have X 2 = (1+t 2 )X we get B 3 = B. Moreover, B 2 is Hermitian because X is Hermitian. Thus B = B † . The following equalities can be trivially obtained: A 2 B = AB 2 = 0, BA 2 = B 2 A = 0, 
then this example will show that the set of matrices and scalars satisfying Theorem 6 is not empty. But, if a, b satisfy (34), then a = ± √ 1 + t 2 /t, b = ∓ √ 1 + t 2 /t.
Now we are ready to solve the following problem:
Problem: Let A, B ∈ C GI n be two given noncommuting matrices. Let us denote by Π the orthogonal projector onto the null space of A 2 B 2 − B 2 A 2 . If ΠA = AΠ and ΠB = BΠ, we can answer the following two questions: (i) Are there a, b ∈ C \ {0} such that aA + bB ∈ C GI n ?
(ii) If the answer to Question (i) is affirmative, find such scalars a and b.
Let us denote P = A 2 and Q = B 2 . By Lemma 2 there exists U ∈ C U n such that
and
where R P , R Q , T P , and T Q are square matrices and the size of R P equals to the size of R Q and it is twice the size of C.
Let Π = U (O ⊕ I)U * , where the size of the last identity matrix is the size of T P (and T Q ). In [6, Pg. 763 ] it was proved that Π is the orthogonal projector onto the null space of P Q − QP . Since AΠ = ΠA, we can write A = U (A 1 ⊕ A 2 )U * for some square matrices A 1 , A 2 , being the size of A 1 equals to the size of R P . In a similar manner, we can express B as B = U (B 1 ⊕ B 2 )U * with B 1 and R Q having the same size.
It is easy to see the following facts:
(1) A 1 , A 2 , B 1 , B 2 are generalized involutive matrices.
(2) aA + bB ∈ C GI n if and only if aA 1 + bB 1 , aA 2 + bB 2 are generalized involutive matrices. Thus, the proposed problem can be solved by studying simultaneously the problems concerning the linear combinations aA 1 + bB 1 , aA 2 + bB 2 .
