Abstract. We propose notions of minimax and viscosity solutions for a class of fully nonlinear path-dependent PDEs with nonlinear, monotone, and coercive operators on Hilbert space. Our main result is well-posedness (existence, uniqueness, and stability) for minimax solutions. A particular novelty is a suitable combination of minimax and viscosity solution techniques. Thereby, we establish a comparison principle for path-dependent PDEs under conditions that are weaker even in the finite-dimensional case. In contrast to most of the related works on PDEs in infinite dimensions, perturbed optimization is entirely avoided. The path-dependent setting itself enables us to circumvent the lack of compactness in infinite-dimensional Hilbert spaces. As an application, our theory makes it possible to employ the dynamic programming approach to study optimal control problems for a fairly general class of (delay) evolution equations in the variational framework. Furthermore, differential games associated to such evolution equations can be investigated following the Krasovskiȋ-Subbotin approach similarly as in finite dimensions.
Introduction
Let V ⊆ H ⊆ V * be a Gelfand triple, i.e., V is a separable reflexive Banach space with a continuous and dense embedding into a Hilbert space H. Moreover, this embedding is assumed to be compact. We study fully nonlinear so-called pathdependent PDEs (PPDEs) of the form ∂ t u(t, x) − A(t, x(t)), ∂ x u(t, x) + F (t, x, ∂ x u(t, x)) = 0, (t, x) ∈ [0, T ) × C([0, T ], H). 
, H).
A definition will be provided later. Note that they are not Fréchet derivatives. Let us also mention that any kind of solution u of (1.1) should at least be nonanticipating, i.e., for every x, y ∈ C([0, T ], H), whenever x = y on [0, t], we have u(t, x) = u(t, y).
A particular example of (1.1) is the Bellman equation associated to distributed control problems for divergence-form quasi-linear parabolic PDEs of order 2m on some bounded domain G ⊂ R n with smooth boundary ∂G, e.g., the problem of minimizing a cost functional T t0 ℓ(t, (x(s, ·)) s≤t , a(t, ·)) dt + h((x(t, ·) t≤T ) over some class of admissible controls a = a(t, ξ) subject to x = x t0,x0,a solving ∂x ∂t (t, ξ) + |α|≤m (−1) |α| D α A α (t, ξ, Dx(t, ξ)) = f (t, ξ, (x(s, ξ) s≤t , a(t, ξ)), (t, ξ) ∈ (t 0 , T ) × G, D β x(t, ξ) = 0, (t, ξ) ∈ [t 0 , T ] × ∂G, |β| ≤ m − 1,
where α and β are multi-indices, Dx = (D β x) |β|≤m , D α and D β are partial derivatives with respect to ξ, and ℓ, h, f , and A α are appropriate functions (see [84, Section 30.4] for details regarding A α ). Note that we allow delays in the data of our problem with the exception of the differential operator.
The objective of this paper is to establish wellposedness for the terminal-value problem related to (1.1) under an appropriate notion of solution. Our problem is set up in path-dependent framework, i.e., a solution u depends at any fixed time t on a"path segment" {x(s)} s≤t , which can be understood as history until time t. Or formally, the usual state space [0, T ] × H is replaced by [0, T ] × C([0, T ], H) (or a subset) and it is required that a solution is non-anticipating. The original motivation to work in such a framework is the treatment of problems with delays in areas such as optimal control, differential games, and mathematical finance. In this work however, the path-dependent approach provides a new methodology for infinite-dimensional PDEs, which is of relevance even if our data are not pathdependent, i.e., when the function F and a terminal datum h are of the form F (t, x, z) =F (t, x(t), z), h(x) =h(x(T )), (t, x, z) ∈ [0, T ] × C([0, T ], H) × H, for some functionsF : [0, T ] × H → R andh : H → R. The reason is that, thanks to our additional structural assumptions for A in contrast to the related works [75, 76] and [19] , we can identify suitable compact subspaces of C([0, T ], H) and this allows us to avoid the use of perturbed optimization based on Ekeland's variational principle whence offers a new simplified approach to analyze PDEs in infinite dimensions. As a caveat, we want to remark that our approach crucially depends on the coercivity of A and thus for different or more general situations perturbed optimization is an indispensable tool. Nevertheless, we want to advocate our approach when it is applicable as it often simplifies the analysis and many methods from the finite-dimensional theory can be easily carried over to the infinitedimensional case.
1.1. Related research. Viscosity solutions for PDEs in infinite dimensions of the form v t (t, x) − Ax, v x (t, x) + G(t, x, v x (t, x)) = 0, (t, x) ∈ (0, T ) × H, (and their stationary counterparts), where A is an unbounded operator, have been investigated by Crandall and Lions in [12] [13] [14] for the case A = 0, in [16, 17, 19] for linear A, and in [18] for nonlinear A. The research on such equations with nonlinear A has been started earlier by Tataru [74, 75] (see also [76] for subsequent work). For the case of A being the subdifferential of a convex function, we refer to Ishii [38] and Shimano [68] . We also want to mention the works by Lions [50] and Gozzi andŚwie ֒ ch [34] as well as the works by Gozzi, Sritharan, andŚwie ֒ ch [32, 33] , respectively, where Bellman equation associated to control problems for variational solutions of the Zakai equation and the Navier-Stokes equation, respectively, are studied. Furthermore, we want to single out Soner's paper [69] , which influenced the literature on viscosity solutions for fully nonlinear 1st and 2nd order PPDEs via [55] . For further works about viscosity solutions for PDEs in infinite dimensions, one can consult the bibliographies of [25] and [27] .
Results on minimax solutions in infinite dimensions can be found in the work [8] by Clarke and Ledyaev on mean value inequalities. We refer also to Carja [6, 7] regarding the related notion of contingent solution.
Fully nonlinear 1st order PPDEs have been studied by Lukoyanov in the minimax (see, e.g., [52] , [53] , and [54]) as well as in the viscosity solution framework [55] . In those works, so-called coinvariant derivatives by Kim [41] were used. The investigation of 2nd order PPDEs has been motivated much by Peng's ICM plenary talk [63] and by Dupire's functional Itô calculus [20] (see also subsequent work by Cont and Fournié [9] ). A viscosity solution approach has been successfully initiated by Ekren, Keller, Touzi, and Zhang [22] . In a similar spirit, Isaacs equations are studied by Pham and Zhang [64] , fully nonlinear equations by Ekren, Touzi, and Zhang [23, 24] , non-local equations by Keller [39] , elliptic equations by Ren [66] , and obstacle problems by Ekren [21] .
A class of semilinear 2nd order PPDEs with a linear unbounded operator on Hilbert space has been studied by Cosso, Federico, Gozzi, Rosestolato, and Touzi [10] . Their work is closely related to the semigroup framework, in particular to mild solutions of stochastic evolution equations involving linear operators, whereas the present work is closely related to variational solutions of (deterministic) evolution equations involving nonlinear operators.
For optimal control problems in the variational framework, we refer to Hu and Papageorgiou [36, Chapter IV] and the references therein.
Differential games in infinite dimensions have been investigated by Kocan, Soravia, andŚwie ֒ ch [43] , by Kocan and Soravia [42] , by Shaiju [67] , by Ghosh and Shaiju [31] , by Ramaswamy and Shaiju [65] , by Nowakowska and Nowakowski [59] , byŚwie ֒ ch [73] , by Banks and Shuhua [3] , and by Vlasenko, Rutkas, and Chikriȋ [81] .
Finally, let us remark that the literature on optimal control problems for PDEs is immense (see, e.g, the recent survey article [2] or the monographs [1] , [5] , [27] , [28] , [30] , [45] , [46] [47] , [49] , [77] , and [80] ; note that this list is not exhaustive).
1.2. Our approach and the main difficulties. We propose an appropriate adaptation of the notion of minimax solutions in the sense of Subbotin [71] and Lukoyanov [53] as generalized solution for (1.1). Under this notion, we establish wellposedness. Moreover, minimax solutions admit similarly as viscosity solutions an infinitesimal characterization, which is of importance in control theory, in particular, to establish verification theorems (cf. [26] ) and for the synthesis of optimal feedback controls (see, e.g., [29] , [4, Chapter III] , or [72, Chapter II] ).
The main difficulties are the lack of compactness in infinite-dimensional spaces and the interpretation of the duality pairing A(t, x(t)), ∂ x u(t, x) in (1.1) due to incompatibilities regarding the involved spaces: We have A(t, x(t)) ∈ V * and thus ∂ x u(t, x) should belong to V but, in general, we only have ∂ x u(t, x) ∈ H and H is in most relevant situations a strict superset of V . The first difficulty is overcome by the path-dependent approach itself and the use of minimax solutions as we are able to identify suitable compact subsets of the path space C([0, T ], H). The second difficulty actually disappears in our formulation of minimax solutions. In the formulation of viscosity solutions the problem is resolved by replacing A(t, x(t)), ∂ x u(t, x) with a term of the form
in which case the space incompatibilities disappear as, for a.e. s ∈ (t, T ), we have x(s) ∈ V and thus ∂ x u(s, x) ∈ V (cf. Definition 2.13 (i) and Definition 2.15 (i)) for suitable trajectories x. Without rendering our problem irrelevant or trivial, we also consider smaller
can be thought of as spaces of realizable trajectories (or possible histories) corresponding to a suitable family of control problems. From this point of view, it strikes us at least as debatable why a larger class of trajectories should be considered. In the proof of the comparison principle for viscosity solutions of 1st order PPDEs in finite dimensions by Lukoyanov [55] (see also [23, Theorem 8.4 ]) time and space variables are doubled, i.e., functions of the form u(t, x) − v(s, y) + "penalty term" are used. However, this approach seems to be problematic in our setting as it is not clear how one can then exploit the monotonicity of the operator A (even if A is time-independent!). To avoid this issue, we double only the space variable following Ishii [37] and Crandall and Lions [18] . To obtain a comparison principle for viscosity solutions we need to establish a so-called doubling theorem, i.e., a statement of the following form:
If u is a viscosity subsolution and v is a viscosity supersolution, then w defined by w(t, x, y) := u(t, x) − v(t, y) is a viscosity subsolution of some "doubled equation." Due to the particular nature of our path derivatives we have been unable to prove such a statement. (The problem is that in the path-dependent case the time derivative does not depend on time alone, which can also be seen in alternative, explicit definitions of path derivatives such as in [20] .) To get around this obstacle, we utilize the stronger notion of minimax solutions. By doing so, we can prove a doubling theorem but now with u being a minimax subsolution and v being a minimax supersolution. However, w will still be a viscosity subsolution. Our doubling theorem will then be used to prove a comparison principle for minimax solutions.
1.3. Notions, main results, and methodology in a simplified setting. Suppose that there exists a constant L ≥ 0 such that, for every z,z ∈ H,
Also note that hypothesis H(A) from Section 2.2 is tacitly assumed to be satisfied.
In the finite-dimensional minimax solution theory, spaces of Lipschitz continuous functions with common Lipschitz constant play an important role. Their counterpart in our work are the trajectory spaces
. These spaces are compact, connected, and satisfy a certain continuous-dependence type property (cf. Proposition 2.11). The last property is needed to prove existence for solutions of (1.1). Fix x * ∈ H. Here, our state space is [0, T ] ×Ω, whereΩ =X L (0, x * ). In the main part of this paper, we use a larger set as state space. In particular, this set does not depend on the Lipschitz constant L. However, our notions will then become slightly more complicated.
Assume for a moment that u is smooth in some sense and satisfies (1.1). Then, for every x ∈X L (t 0 , x 0 ), we should have
(A precise definition of the path derivatives can be found in Section 2.4.) Because of (1.2), one can show that (1.3) also holds if the terms ∂ x u(s, x), s ∈ [t 0 , t], are replaced by an arbitrary z ∈ H. This motivates the following definition. 
Then there exists a unique minimax solution u of (1.1) that satisfies u(T, ·) = h.
To prove this result, we employ viscosity subsolutions (see Definition 4.1) of the so-called "doubled equation"
∂ t w(t, x, y) − A(t, x(t)), ∂ x w(t, x, y) − A(t, y(t)), ∂ y w(t, x, y)
(1.4)
Our methodology can then be summarized in the following five-step scheme: (i) ("Doubled comparison"). Let w be a viscosity subsolution of (1.4). Then
(ii) (Doubling theorem). If u is a minimax sub-, and v a minimax supersolution, then w defined by w(t, x, y) := u(t, x) − v(t, y) is a viscosity subsolution of (1.4). Next, we present a special case of the distributed control problem mentioned at the beginning of this introduction to illustrate how those problems fit into our abstract setting. Example 1.3. This example has been borrowed from [83, Chapter 23] . For the sake of simplicity, we consider the problem of distributed control for the heat equation, i.e., x = x t0,x0,a is supposed to be a weak solution of
In other words, for every ϕ ∈ C ∞ 0 (G) (the space of smooth functions with bounded support),
An abstract formulation of this Cauchy-Dirichlet problem is
a.e. on (t 0 , T ),
and we require that a solution x together with its generalized derivative x ′ satisfies
* is the dual of V , and the right-hand side a : [t 0 , T ] → V * and the operator A :
Setting and preliminary results
Let V ⊆ H ⊆ V * be a Gelfand triple, i.e., V is a separable reflexive Banach space with a continuous and dense embedding into a Hilbert space H. Denote by · , |·|, and · * the norms on V , H, and V * . (With slight abuse of notation, we also denote by |·| the Euclidean norm on R n .) Denote by ·, · the duality pairing between V and its dual V * , i.e.,
Denote by (·, ·) the inner product on H. Moreover, using appropriate identifications, we have x, y = (x, y) for every x ∈ H and y ∈ V . Assumption 2.1. The embedding from V into H is compact.
Fix p ≥ 2 and q > 1 with p 
. This is crucial for the proof of Proposition 2.9 below. However, also note that, according to [56] , it is, in general, not true that the embedding from
We shall frequently use the following result (see, e.g., [83, Proposition 23.23 
On the left-hand side, x and y are to be understood as elements of C([t 0 , T ], H). If not mentioned otherwise, any subset of C([0, T ], H) is to be understood as a metric space with respect to · ∞ .
To ensure that (semi-) continuous functions are non-anticipating, we equip [0, T ]× Ω with the pseudo-metric d ∞ defined by Clearly, the elements of those function spaces are non-anticipating.
2.2.
The operator A, related trajectory spaces, and evolution equations. Throughout this work, we fix an operator A : [0, T ] × V → V * and assume that the following hypotheses hold.
H(A): (i) The mappings t → A(t, x), v , v ∈ V , are measurable.
(ii) Monotonicity: For a.e. t ∈ (0, T ) and every x, y ∈ V ,
(iii) Hemicontinuity: For a.e. t ∈ (0, T ) and every x, y, v ∈ V , the mappings s → A(t, x + sy), v , [0, 1] → R, are continuous.
(iv) Boundedness: There exist a function a 1 ∈ L q (0, T ) and a number c 1 ≥ 0 such that, for every x ∈ V and a.e. t ∈ (0, T ),
(v) Coercivity: There exists a number c 2 > 0 such that, for every x ∈ V and a.e. t ∈ (0, T ),
The following trajectory spaces are ubiquitous in the present work. They are the natural analogues to the spaces of Lipschitz continuous functions with common Lipschitz constant in the finite-dimensional theory. Given L ≥ 0 and
x = x a.e. on (t 0 , T ), and |f 
Those path spaces will serve as our primary domains for solutions of our pathdependent PDE. In particular, Ω can be used as universal path space for all Hamiltonians F satisfying the hypothesis H(F ) below, whereas the spaces Ω L can only be used for Hamiltonians that are L-Lipschitz in the gradient (in the sense of condition
are topologically (but not pseudo-metrically) equivalent. The non-trivial direction follows from (A.9).
The next proposition is crucial. Note that compactness of the sets X L (t 0 , x 0 ) (see, e.g., [79] for a more general result in the context of evolution inclusions) ultimately relies on V being compactly embedded in H (Assumption 2.1) and its ramifications (see, in particular, Remark 2.3). Due to its importance and for the sake of completeness, a proof will be provided in the appendix. Let us also mention that compactness of solution sets of monotone evolution inclusions is addressed in [57] , [60] , and [36]. As the next example shows, coercivity of A is necessary for
The following continuous dependence type result will play a central role in carrying out Perron's method to prove our main existence result (see the proof of Lemma 5.6). It is also needed to prove stability.
Then (x n ) n has a converging subsequence with a limit in XL(t 0 , x 0 ).
Proof. By Proposition 2.9, (x n ) n has a subsequence, which, with slight abuse of notation is still denoted by (x n ) n , that converges to somex 0 ∈ Ω L . To show that x 0 ∈ XL(t 0 , x 0 ) we need to verify that
First, we show (2.1). To this end, let t ∈ [0, t 0 ]. Since, for every n ∈ N,
we only need to deal with the term |x n (t) − x n (t)|. Note that in the case t n ≥ t, this term equals 0 becausẽ x n ∈ XL(t n , x n ). Thus, we shall assume from now on that t n < t. By the apriori estimates from Lemma
Letting n → ∞ yields (2.1). Next, we show (2.2). Keep in mind that fx
Without loss of generality, we distinguish between the following two cases. Case 1: Let t n ↑ t 0 . In this case, one can proceed as in the proof of Lemma A.3. Case 2: Let t n ↓ t 0 . Following the lines of the proof of of Lemma A.3, we can infer that fx(t) ∈ conv w-lim{fx n (t)} n∈N =: E 1 a.e. on (t 0 , T ).
Then there exists an n 0 ∈ N such that, for all n ≥ n 0 , we have t 0 ≤ t n < t. Moreover, suppose that, in addition, we have
Then there exists a subsequence (fx n k (t)) k of (fx n (t)) n that converges weakly to h in H. 
c is a null set, we can deduce that (2.2) holds.
We shall also need the following result concerning evolution equations with more general right-hand side than in [84] .
is continuous, and if, for a.e t ∈ (0, T ) and every
x ∈ C([0, T ], H), |f (t, x)| ≤ L(1 + sup s≤t |x(s)|), then (2.4) has a solution in X L (t 0 , x 0 ). (ii) If,
in addition to the assumptions in (i), there exists an
Next, define a sequence (x 
(ii) The functions |ψ t | and |ψ ξ | are bounded on bounded subsets of
, and x ∈ C([0, T ], H) with x = x a.e. on (0, T ). We use a standard approximation argument (cf. [36, Proof of Theorem 1.
Without loss of generality, x n ∞ ≤ x ∞ + 1 for every n ∈ N. Thus, by condition (ii) of Definition 2.13,
Also, without loss of generality,
Thus, by condition (ii) of Definition 2.13, there exists a constant C > 0 such that,
It is now straight-forward to complete the proof.
2.4.
Functional chain rule and path derivatives. Fix n ∈ N. We shall use the spaces
n ) for which there exist functions, called path derivatives,
, and
such that the following holds:
n , and i ∈ {1, . . . , n},
x = x a.e. on (t 0 , T ], and every t ∈ [t 0 , T ], the functional chain rule holds, i.e.,
Remark 2.16. The path derivatives ∂ t u and ∂ x j u are uniquely determined on [t * , T ). Indeed, for every t 0 ∈ [t * , T ), x 0 ∈ C([0, T ], H) and j ∈ {1, . . . , n},
Here, {e i } i an orthonormal basis of H with elements in V and the paths
Note that the restrictions x m i | [t0,T ] are V -valued and belong to W pq (t 0 , T ). Since V is dense in H and ∂ x j ϕ is continuous, we can deduce uniqueness for ∂ x j ϕ(t 0 , x 0 ) also for the general case (i.e., without requiring x m 0 (t 0 ) ∈ V for all m). 
and ∂ x ϕ(t, x) = 2x(t).
Path-dependent Hamilton-Jacobi equations
We consider the terminal-value problem
For the functions h and F , we impose the following standing hypotheses.
there exists a modulus of continuity m L,t0,x0 such that, for every ε > 0, every t ∈ [t 0 , T ], and every x, y ∈ X L (t 0 , x 0 ),
Remark 3.1. (i) It is more common to impose the stronger condition
where the modulusm L,x0,t0 is independent from z ∈ H. For further discussion regarding corresponding conditions in the non-path-dependent case, we refer to [15, Remark 1] .
(ii) In contrast to the conditions in [53] , which only allow distributed delays, we can immediately cover concentrated delays, i.e., F can be of the form
(See also Remark 2.8.) However, our treatment of differential games in Section 8 will still require distributed delays.
3.1. Minimax solutions: Global version of the notion. The approach in this and the next subsection is strongly motivated by [53] , where the finite-dimensional case is treated.
(ii) We call u a minimax subsolution (resp. supersolution, resp. solution) of
Proof of Lemma 3.6 . We show the statement only in the case . Put Let now u be a minimax L-super-as well as a minimax L-subsolution of (TVP) on [0, T ] ×Ω. Clearly, u is continuous and u(T, ·) = h. Thus it suffices, by Lemma 3.6, to show that, for every (t 0 , x 0 , z) ∈ [0, T ) ×Ω × H and every t ∈ (t 0 , T ], there exists an (
, which follows from Lemma A.5, and the mapping
This concludes the proof. 
Remark 3.9. See [53, Theorem 8.1] for a corresponding result in the finite-dimensional case, where the outer minimum resp. maximum is taken over a slightly different class of paths x. Our choice however simplifies the proof and does not weaken our result because the compactness of X L (t 0 , x 0 ) implies that, for every ε > 0, there exists a δ > 0 such that, for every x ∈ X L (t 0 , x 0 ),
Proof of Proposition 3.8. We prove only the non-obvious direction of part (i), i.e., we assume that, for every (t 0 , x 0 , z) ∈ [0, T ) ×Ω × H, we have (3.4). For the sake of a contradiction, we assume that u is not a minimax L-supersolution of (TVP) on [0, T ], i.e., by Lemma 3.6, there exist
Furthermore, there exists aδ > 0 such that, for every x ∈ X L (t 0 , x 0 ),
because otherwise lower semi-continuity of u, compactness of X (t 0 , x 0 ), and continuity of F would lead to a contradiction. Denote byt the supremum of all t ∈ [t 0 ,
Clearlyt ∈ [t 0 , t 1 ) and, due to the compactness of X L (t 0 , x 0 ), semicontinuity of u, and continuity of F , the supremumt is actually a maximum, i.e., there exists an
We shall use (3.4) to derive the existence of a time t ∈ (t, t 1 ) satisfying (3.5), which would be a contradiction. By (3.4), there exist an x ∈ X L (t,x) and a δ ∈ (0, t 1 −t) such that
Adding (3.6) and (3.7), we see that
which concludes the proof.
Comparison
is a viscosity L-subsolution of ∂ t w(t, x, y) − A(t, x(t)), ∂ x w(t, x, y) − A(t, y(t)), ∂ y w(t, x, y) + F (t, x, ∂ x w(t, x, y)) − F (t, y, −∂ y w(t, x, y)) = 0 (4.1)
Proof. Assume that there exists a (t 0 , x 0 ) ∈ [0, T ) ×Ω such that
For every ε > 0, define a mapping Φ ε :
Since Φ ε ∈ USC([t 0 , T ] ×Ω ×Ω) and X L (t 0 , x 0 ) is compact, there exists a point
Following the proof of [11, Proposition 3.7] , we can deduce that lim ε→0 1 ε Ψ(k ε ) = 0 and that
for every limit pointk = (t,x,ŷ) of {k ε } as ε → 0. Moreover,x =ŷ on [0, t].
Note that the last equality in (4.3) follows from w being non-anticipating because Ψ(t, x, y) = 0 together with x, y ∈ X L (t 0 , x 0 ) yields x = y on [0, t]. Now, from (4.3) we can infer that the maxima M ε are attained at interior points, i.e., we have t ε < T for sufficiently small ε; in particular, w(T, x, x)−(T −t 0 )
Next, we construct test functions. For every ε > 0, define a function ϕ ε :
Hence, there exists an (x, y) ∈ X L (t ε , x ε ) × X L (t ε , y ε ) such that, for small ε,
Letting ε ↓ 0 and passing to a subsequence if necessary, we get, thanks to condition H(F )(iii), a contradiction. Proof. Fix (t 0 , x 0 , y 0 ) ∈ [0, T ) ×Ω ×Ω. Let ϕ ∈ A L (t 0 , x 0 , y 0 ), i.e., there exists a T 0 ∈ (t 0 , T ] such that, for all (t, x, y)
Thus, by the functional chain-rule applied to (4.4) and by (4.5),
which yields (4.2), i.e., w is a viscosity L-subsolution of (4.1) on [0, T ] ×Ω ×Ω.
Immediately, from the doubling theorem (Theorem 4.3) together with Theorem 4.2, we obtain a comparison principle for minimax L-semisolutions.
Theorem 4.4 (Comparison II). Fix L ≥ 0 and a setΩ with Ω L ⊆Ω ⊆ C([0, T ], H). Let u be a minimax L-sub-and let v be a minimax L-supersolution of (TVP) on
[0, T ] ×Ω. Then u ≤ v on [0, T ] ×Ω.
Theorem 4.5 (Comparison III). Fix a setΩ with Ω ⊆Ω ⊆ C([0, T ], H). Let u be a minimax sub-and let v be a minimax supersolution of (TVP) on
Thus we can apply Theorem 4.3 to deduce that the function w defined by w(t, x, y) :
Existence and uniqueness
Thanks to our previous results concerning the topological properties of the spaces X L (t 0 , x 0 ), we are able to follow the approach of Lukoyanov [53, Section 7] (see also Subbotin [71, Section 8, pp. [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] for the non-path-dependent case).
(i) We say that u is an improper minimax L-supersolution of (TVP) on [0, T ]×Ω if u(T, ·) ≥ h onΩ and if, for every (t 0 , x 0 , z) ∈ [0, T ) ×Ω × H and every t ∈ (t 0 , T ],
(ii) We say that u is an improper minimax L-subsolution of (TVP) on [0, T ] ×Ω if u(T, ·) ≤ h onΩ and if, for every (t 0 , x 0 , z) ∈ [0, T ) ×Ω × H and every t ∈ (t 0 , T ],
Note that we use here inf and sup instead of min and max because we do not require any semicontinuity for u.
Next, we show that the set of improper minimax L 0 -supersolutions of (TVP) is not empty. To this end, define functions u
By Proposition 2.12, the initial value problemx
has a unique solutionx ∈ X L0 (t 0 , x 0 ). Moreover, put
The pointwise boundedness from above (u z + < ∞) follows from the continuity of h and F in x 0 and from the compactness of the sets X L0 (t 0 , x 0 ) (Proposition 2.9).
Next, we will show that the functions u
we have
L it suffices (because of (5.3)) to verify that
To this end, we prove that the function
L . If T = t, then we also get immediately the same inequality. Next, note that, by (5.2), u
, and ε > 0, it suffices to show that there exists an (x, y) ∈ Y L0 (t,x,z) such that
We shall distinguish among the following three cases.
for all x ∈ X L0 (τ ,x), i.e., we can deduce (5.5) from u 0 being an improper minimax L 0 -supersolution of (TVP) on [0, T ] × Ω L . Case 2. Lett < t and τ < t. By Proposition 2.12, the initial value problem
has a unique solutionx ∈ X L0 (t,x). Next, put
i.e., (5.5) holds (even for ε = 0). Case 3. Lett < t and τ ≥ t. By Case 2, there exists an x 2 ∈ X L0 (t,x) such that
By Case 1, there exists an x 1 ∈ X L0 (t, x 2 ) such that
Consequently, with
where
Clearly,
To show that u 
Proof. We only show that u
Since t > t 0 , we can assume that t n < t for all n ∈ N. Recall that u
for some (x n ,ỹ n ) ∈ Y L0 (t n , x n , z). By Proposition 2.11, we can assume that (x n ,ỹ n ) n converges to some (
and thus, by Lemma 3.6, u
The minimax L 0 -supersolution property for the terminal condition can be verified similarly. Together with Remark 5.5, this concludes the proof.
Theorem 5.7 (Existence and uniqueness I
Proof. By Theorem 4.4 and Lemma 5.6, u
. Therefore, by Proposition 3.7, the function u 
Theorem 5.8 (Existence and uniqueness II). There exists a function
u 0 : [0, T ] × Ω → R that is the unique minimax solution on [0, T ] × Ω. Moreover, u 0 = u L 0 on [0, T ] × Ω L for every L ≥ L 0 .
Stability
Given n ∈ N, consider the terminal value problem
respectively, are supposed to satisfy H(h) and H(F ), respectively, with the same Lipschitz constants and moduli of continuity.
Our approach for the following basic stability result is similar as in the finitedimensional case (regarding PDEs, see [70, pp. 36 ff.]; regarding PPDEs, see [52, Theorem 6 .1]).
Proof of Theorem 6.1. We prove only (i) and (iii).
. It suffices to verify that u L,− satisfies the minimax L-supersolution property for the terminal condition on Ω L and for the PPDE in [0, T ) × Ω L . We shall do only the latter as the former can be done similarly.
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Without loss of generality, assume that t n < t for every
We can also assume that (x n ) n converges in Ω L to somex 0 ∈ X L (t 0 , x 0 ) (see Proposition 2.11). Therefore,
noting (i), (ii), and Proposition 3.7, we can infer that
u L,+ is a minimax L-solution of (TVP) on [0, T ] × Ω L .
Applications to optimal control
Consider a controlled evolution equation of the form
for some compact topological space P . A solution of (7.1) is to be understood as an element of X L (t 0 , x 0 ) for some L ≥ 0 and is denoted by x t0,x0,a . Goal of the controller is to minimize a cost functional of the form
over all a ∈ A t0 . Next, we state the hypotheses for the data of our control problem. To this end,
(iii) For a.e. t ∈ (0, T ), for every x, y ∈ Ω, and for every p ∈ P ,
Immediately from Proposition 2.12, we obtain the following statement.
We also need to establish continuous dependence properties of our controlled evolution equation with respect to the initial data.
Fix a ∈ A 0 and denote its restrictions to subintervals also by a.
for some constant C that depends only on L, L f , and x * .
Proof. (i) Put x := x t0,x0,a , y := x t0,y0,a , z := x − y, z := x − y, and
By integration-by-parts (Proposition 2.4), for every t ∈ [t 0 , T ],
Here, we used the monotonicity of A and H(f ) 1 (iii). Finally, Gronwall's inequality yields, m(t) 2 ≤ e 2L f (t−t0) m(t 0 ) 2 , i.e., we have (7.2). (ii) Without loss of generality, let L ≥ L f . Put x := x t0,x0,a , z := x − x 0 , and z := x − x 0 , and
Thus, by the a-priori estimates of Lemma A.1, there exists a constant C depending only on L and x * such that max{ x ∞ , x 0 ∞ } ≤ C.
Therefore, we can apply integration-by-parts (Proposition 2.4) and obtain thanks to the monotonicity of A and to H(f ) 1 (ii)
for every t ∈ [t 0 , T ]. This yields
Next, without loss of generality, let t 1 ≥ t 0 . Fix t ∈ [t 1 , T ]. By (7.2) and (7.4),
which together with (7.4) yields (7.3).
The value function v : [0, T ] × Ω → R for our control problem is defined by
Similarly as in the finite-dimensional case, one can prove a dynamic programming principle.
In order to show that the value function v is a minimax solution of the corresponding Bellman equation, we need to establish that v is continuous. 
for some constant C that depends only on L, L f , x * , and T .
, and H(f ) 1 together with Proposition 7.2 (i),
from which we get (7.5).
(ii) Without loss of generality, let t 1 ≥ t 0 . By H(ℓ) 1 , H(h) 1 , Lemma A.1, and H(f ) 1 together with Proposition 7.2 (ii),
for some constant C that depends only on L, L f , x * , and T . This yields (7.6).
Now, we are in a position to prove the main result of this section. The Bellman equation associated to our control problem is given by (TVP) with
Theorem 7.5. Suppose that H(f ) 1 , H(ℓ) 1 , and H(h) 1 hold. Let F be given by (7.7) . Then the value function v is a minimax L f -solution of (TVP) on [0, T ] × Ω.
Proof. Note that H(f ) 1 and H(ℓ) 1 imply H(F ).
(i) First, we show that v is a minimax L f -supersolution of (TVP) on [0, T ] × Ω. To this end, fix (t 0 , x 0 , z) ∈ [0, T ] × Ω × H and t ∈ [t 0 , T . For every ε > 0, there exists, by Theorem 7.3, a control a ε ∈ A t0 such that, with
Since by (7.7) also
holds, we have
Since X L f (t 0 , x 0 ) is compact and F is continuous, there exists an x ∈ X L f (t 0 , x 0 ) depending on t such that
Recall that v is continuous (Theorem 7.4). Thus we can apply Lemma 3.6 to deduce the existence of an x ∈ X L f (t 0 , x 0 ) such that, for all t ∈ [t 0 , T ], (7.8) holds. Since the definition of v yields v(T, ·) = h, we can conclude that v is a minimax L f -supersolution of (TVP) on [0, T ] × Ω.
(
Note that, by Theorem 5.8, there exists a unique minimax solution u of (TVP)
L . This follows from part (i) of this proof together with Theorem 4.4.
(ii-b) Now, we show that v ≤ u on Ω L . To this end, we verify that the function
We proceed similarly as in the proof of the doubling theorem (Theorem 4.3). (7.11) which is possible because P is compact and F is continuous. Also put x := x t0,x0,a , where a(t) := p, t ∈ [t 0 , T ]. Then, by Theorem 7.3,
Applying the functional chain-rule to the left-hand side of (7.9) yields together with (7.10) and (7.12) − A(t, x(t)), ∂ x ϕ(t, x, y) − A(t, y(t)), ∂ y ϕ(t, x, y) dt
L . This concludes the proof.
Applications to differential games
It will be demonstrated that the Krasovskiȋ-Subbotin approach for differential games (see [44] ) can also be applied to infinite-dimensional settings. We are able to adapt the methods by Lukoyanov [54] for the finite-dimensional PPDE case. Note that in this section, we require stronger conditions for our data in contrast to the previous section.
Consider an evolution equation controlled by two players, which we call the controller a and the disturbance b, of the form
, and b ∈ B t0 with
for some compact topological spaces P and Q. A solution of (8.1) is denoted by x t0,x0,a,b and is to be understood as an element of X L (t 0 , x 0 ) for some L ≥ 0. Goal of the controller is to minimize via a ∈ A t0 a cost functional of the form
while assuming this functional is to be maximized by the disturbance via b ∈ B t0 , thus representing uncertainty. The precise description of the admissible actions of the controller and the corresponding notions for the disturbance will be given shortly.
We proceed by stating the additional hypotheses for the data of our game. To this end, fix a (global) constant L f > 1.
(iii) For a.e. t ∈ (0, T ) and for every x, y ∈ Ω, every p ∈ P , and every q ∈ Q,
(iii) For a.e. t ∈ (0, T ), and for every x, y ∈ Ω, every p ∈ P , and every q ∈ Q,
By Proposition 2.12, we have immediately the following result.
Next, we present the precise setup for our differential game. To this end, fix t 0 ∈ [0, T ]. The spaces of feedback strategies for the controller and the disturbance are defined as follows:
Remark 8.2. Note that elements of A t0 and B t0 do not need to be measurable functions.
Let us first consider the controller's point of view. For every δ > 0, every partition π : t 0 < t 1 < · · · < t n = T with mesh size |π| ≤ δ, every x 0 ∈ Ω, every feedback strategy a ∈ A t0 , and every control b ∈ B t0 , define a step-by-step feedback control a = a(·; π, x 0 , a, b) ∈ A t0 recursively by
Remark 8.3. Note that a(t), t ∈ [t i , t i+1 ), depends only on b via the state trajectory {x t0,x0,a,b s
The guaranteed result of the controller given a strategy a ∈ A t0 and a state x 0 ∈ Ω is defined by
The optimal guaranteed result of the controller
Let us next consider the disturbance's point of view. For every δ > 0, every partition π : t 0 < t 1 < · · · < t n = T with mesh size |π| ≤ δ, every x 0 ∈ Ω, every feedback strategy b ∈ B t0 , and every control a ∈ A t0 , define a step-by-step feedback control b = b(·; π, x 0 , a, b) ∈ B t0 recursively by
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The guaranteed result of the disturbance given a strategy b ∈ B t0 and a state x 0 ∈ Ω is defined by Thus J b (t 0 , x 0 ; b) ≤ J a (t 0 , x 0 ; a), and since a and b were arbitrary feedback strategies, we obtain v b (t 0 , x 0 ) ≤ v a (t 0 , x 0 ).
The Isaacs equation for our differential game is given by (TVP) with
Noting that p ≥ 2 implies q ≤ 2 and thus
39 By Gronwall's inequality,
Moreover, by the boundedness of A and since (p − 1)q = p,
by (A.5).
Finally,
Here, the constant C 5 > 0 comes from the continuous embedding of H into V * , i.e., h * ≤ C 5 |h| for all h ∈ H.
Here, x is the unique element of C([0, T ], H) such that x = x a.e. on (t 0 , T ) and
and ∃f x ∈ L 2 (t 0 , T ; H) : , there exists, for each n ∈ N, a convex linear combinationf n of members of (f m ) m , saỹ
Then there exists a subsequence of (f n ) n , which we still denote by (f n ) n , that converges to f a.e. on (t 0 , T ). Hence, for a.e. t ∈ (t 0 , T ) and for every ε > 0, there exists an n 0 ∈ N such that, for all n ≥ n 0 ,
Proof. Path-connectedness of X L (t 0 , x 0 ) follows immediately from [60, Theorem 2] (see also [36, Theorem 3.5, p. 50f.]). For the sake of completeness, we provide a shortened proof in our less general setting.
Let x, y ∈ X L (t 0 , x 0 ). Given s ∈ [t 0 , T ], denote by z s the unique element of X (t 0 , x 0 ) that satisfies z ′ s (t) + A(t, z s (t)) = f x (t).1 (t0,s) (t) + f y (t).1 (s,T ) (t) a.e. on (t 0 , T ).
It suffices to show that the mapping
We show only right-continuity. Left-continuity can be shown similarly. To this end, let s n ↓ s in [t 0 , T ). Since X L (t 0 , x 0 ) is compact (Lemmas A.2 and A.3), we can assume without loss of generality that
Since A is monotone, we have, for every N ∈ N, a.e. t ∈ [s N , T ], and every n ≥ N , (f x (t), ∂ x u(t, x) − z) − A(t, x(t)), ∂ x u(t, x) dt ≥ 0.
(iii) We say that u is a classical solution of (TVP) if u(T, ·) = h, and if, for every (t 0 , x 0 , z) ∈ [0, T ) × Ω × H, there exists an x ∈ X (t 0 , x 0 ) such that ∂ t u(t 0 , x 0 ) + F (t 0 , x 0 , z)
(f x (t), ∂ x u(t, x) − z) − A(t, x(t)), ∂ x u(t, x) dt = 0.
The following statement justifies our slightly involved notion of classical solutions, in particular, the reason that, in the case of classical supersolutions, we want (B.1) to hold for all z ∈ H and not only for ∂ x u(t 0 , x 0 ). (f x (t), ∂ x u(t, x) − z) − A(t, x(t)), ∂ x u(t, x) dt ≤ 0.
(ii) Let u be a minimax L-supersolution of (TVP). Then there exists an x ∈ X L (t 0 , x 0 ) such that, for every δ ∈ (0, T − t 0 ], u(t 0 + δ, x) − u(t 0 , x 0 ) + ∂ t u(t 0 , x 0 ) − (A(t 0 , x 0 (t 0 )), ∂ x u(t 0 , x 0 )) + F (t 0 , x 0 , ∂ x u(t 0 , x 0 )) ≤ 0.
Proof. We show only the nontrivial direction. To this end, let u be a classical supersolution of (TVP) in the usual sense on [0, T ] ×Ω and fix (t 0 , x 0 , z) ∈ [0, T ) × Ω × H. Furthermore, letx ∈ W pq (t 0 , T ) be the solution of 
