Abstract. The generalised Backlund-Darboux transform and its modifications are applied to the inverse spectral problems and problems on similarity of Hamiltonians for canonical systems.
Introduction
The spectral theory of canonical systems w x (x, λ) = λJH(x)w(x, λ), H = H * ∈ L has both mathematical and physical significance and was investigated in many brilliant works (see [1] , [2] and references therein). The method of the operator identities [3] proved to be fruitful in the spectral theory of systems (1), (2) . It dealt with a set of operators A, S ∈ {L Representation of w(x, λ) in the form of the transfer matrix-function
and representation of the operators S, Φ 1 through the fixed operators A, Φ 2 and spectral function τ allowed one to solve a wide class of inverse spectral problems (problems of restoration H by τ ). Backlund and Darboux have found connections between different solutions of the sine-Gordon equation u xt = sin u so that, starting from one solution u 0 , a whole family of solutions could be constructed. Later it was discovered (see [4] ) that these connections have a far more general character and are based on the spectral properties of certain transformations of the solution and coefficient W and ξ of the system
. This system is equivalent to (1) , where
The spectral properties of the Backlund-Darboux transform (BDT) were considered in the well-known papers by Flashke, McLaughlin and Walquist (see [4] ). The method of the operator identities was used in the further investigations of BDT [5] - [7] . Here we apply generalised BDT (with H not necessarily similar to j) to obtain solutions of the inverse problems for canonical systems. In our case the internal operator A is not fixed (as in [3] ) but depends on spectral data. We consider mostly the case det H(x) = 0, when spectral functions of the canonical system coincide with the spectral functions of the minimal operator generated by the expression
BDT and transfer matrix-function
Let an arbitrary system (1) (H(x) = H * (x)) and the n × n matrix A be given. Then an n × m matrix-function Π(x) shall be introduced by the equality
, then the operator identity
has a unique solution S(x). By (3), (4) the n × n matrix-function S(x) satisfies the equality
In the general case we introduce S(x) by the equation (5) and the initial value S(0), that satisfies the conditions
(The existence of such an S(0) is demanded. The identity (4) then follows from (5), (6) .) According to the general results on the BDT and transfer matrix-functions [7] the transfer matrix-function
satisfies the equation
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Remark 2. Equalities (9), (10) give us the iterated BDT of the w and H of system (1). When JH is similar to j, n = 1 our BDT coincides with the classical BDT.
Canonical systems. Weyl functions
We shall demand here that conditions (2) and S(0) > 0 hold. Then, taking into account (5), we get S(x) > 0. By virtue of (4), (7) it is true [3] , that w *
. According to definition (9) of v −1 and the equality w * 0 Jw 0 = J, we obtain now
Definition 3. A pair of p × p matrix-functions P (λ), Q(λ), meromorphic in the upper half-plane is called nonsingular with J-property, if
By virtue of (11), if the pair P, Q satisfies (12), then P , Q of the form
satisfy (12) also. Let us consider now the canonical system (1), (2) on the interval (0, l), supposing for simplicity det H(x) = 0 almost everywhere. By N (Ω) we shall designate the set of functions of the form
where P, Q satisfy (12),
are Nevanlinna functions. So every φ(λ) defines a unique distribution function τ (t) in the representation
According to [8] (see also the references therein) the set N (H) of spectral functions of systems (1), (2) coincides with the set of distribution functions for φ(λ) ∈ N (Ω). The functions φ(λ) ∈ N (Ω) are called Weyl functions of systems (1), (2) . The connections between the spectral functions of systems (1), (2) and (10) will be investigated in terms of N (Ω) and N ( Ω) ( Ω =w * (l, λ). By (9), (13), (14) the
can be presented in the form
where (1), (2) with spectral function τ (t) be given. Thenτ (t) is a spectral function of the canonical system with Hamiltonian H = w * 0 Hw 0 , where
Corollary 6. Let the distribution matrix-functionτ (t) of the form (18) and Hamiltonian H(x) of system
(w 0 ) x = −q 0 w 0 , w 0 (0) = E m ,q 0 = JHJΠ * S −1 Π − JΠ * S −1 ΠJH.(19)
Inverse problem. General case
Now let the nondecreasing p × p matrix-function τ 0 (t) satisfy condition
Then the operators Π(x):
we obtain the operator identity AS − SA * = ΠJΠ * . (The equality s(x, t, u) = x 0 w * (r, t)H(r)w(r, u) dr is essential to show that (Sψ, ψ) is defined for ψ with finite support, S is bounded and S ≥ E.) According to (1), (21), (22), similarly to (3) we have (Πf ) x = −tΠJH(x)f (for τ 0 with finite support). Therefore analogously to previous considerations, we prove that equation (8) defined by (19) . The problem of obtaining general conditions, under which solutions JH and J H of the inverse spectral problems are similar, was stated in [3] (and is closely connected with the investigation of the classes of Hamiltonians, for which the inverse problem has a unique solution). Theorem 7 gives sufficient conditions of similarity.
