Abstract Local field potentials (LFPs) measure aggregate neural activity resulting from the coordinated firing of neurons within a local network. We hypothesized that state parameters associated with the underlying brain dynamics may be encoded in LFPs but may not be directly measurable in the signal temporal and spectral contents. Using the Kalman filter we estimated latent state changes in LFPs recorded in monkey motor cortical areas during the execution of a visually instructed reaching task, under different applied force conditions. Prior to the estimation, matched filtering was performed to decouple behavior-relevant signals (Stamoulis and Richardson, J Comput Neurosci, 2009) from unrelated background oscillations. State changes associated with baseline oscillations appeared insignificant. In contrast, state changes estimated from LFP components associated with the execution of movement were significant. Approximately directioninvariant state vectors were consistently observed. Their patterns appeared invariant also to force field
Introduction
Distinct patterns of aggregate neural activity measured by local field potentials (LFPs) may be associated with distinct, but typically unobserved states of underlying brain dynamics (Lin and Gervasoni 2008 ; Lopes da Silva 1991), i.e, the internal states of the system. Given that LFPs measure localized network activity, these states may not be global such as UP/DOWN but may be local states which undergo region-specific modulation by related behaviors. For example, LFPs recorded in motor cortical areas have been shown to be modulated by dynamic and kinematic aspects of motor behaviors (Murthy and Fetz 1996; Rickert et al. 2005; Hatsopoulos et al. 2006; Richardson 2007; Baker et al. 1999) . However, LFP signals recorded during these behaviors are still coupled to background oscillations, possibly associated with a global brain state. Thus, during the execution of movement, a related LFP signal may encode both region-specific brain state changes associated with behavior and a behavior-independent, possibly global state encoded in coupled background oscillations in the signal. This often makes the interpretation of LFPs difficult, as it is not clear whether they encode localized aggregate activity of a small neuronal network or global activity of a distributed network (Katzner et al. 2009 ).
Motor behaviors modulate both the time-domain and frequency domain contents of the LFP signal (Murthy and Fetz 1996; Richardson 2007; Sanes and Donoghue 1993) . Thus, related temporal and spectral changes have been specifically associated with distinct states, and their temporal occurrence with state transitions (Kemere et al. 2008; Garvasoni et al. 2004) . However, beyond these directly estimatable states from the LFP, unobserved (hidden) states may also be encoded in the signal, which may reflect a particular aspect of the underlying dynamics of the network, such as entropy changes or a particular network perturbation. One of the challenges of estimating hidden states and related transitions from the LFP signal is that behavior-induced and background oscillations may be coupled in the signal, making the estimation of global and local network states difficult. We have previously demonstrated that background oscillations may be decoupled from the movement-related signal using matched f iltering, a quasi-optimum waveform matching technique (Stamoulis and Richardson 2009) . In this study we hypothesized that state estimation may be performed separately to movement-related and background LFP signal contributions to identify behavior-modulated and behavior-independent state changes, both encoded in the signal.
State-space or hidden Markov models (HMM) have been proposed to estimate unobserved dynamic changes in the brain and related state transitions (Srinivasan et al. 2007; Kemere et al. 2008; Smith and Brown 2003) . In this study we assumed that both the observation and latent state processes may be treated to a first approximation as linear and normally distributed and applied the Kalman f ilter (Kalman 1960) to estimate dynamic state from observed LFP signals during the execution of a visually-cued reaching task. Kalman filtering assumes a linear relationship between state variables and measurements, as well as normal distribution of all processes, including the system and measurement noise. There are potential limitations associated with these assumptions. For example, the most appropriate system model may be non-linear, the noise processes may be non-normal and non-white, and the noise statistics may change with time. However, in this study we showed that the linearity assumption is adequate, at least to a first approximation (Fig. 3(b) ). Also, appropriate transformations of the data, e.g., logarithmic transformation, can be used in general to correct for non-normality, non-linearities, etc, and apply the Kalman filter.
Background oscillations during movement were decoupled from the movement-related signals using matched filtering prior to state estimation. Steady-state (baseline) brain dynamics are present at different taskrelated intervals and we were interested in estimating corresponding state changes encoded in these signal components. To assess the effect of these oscillations on movement-induced state changes, we also compared state vectors estimated after matched-filtering to corresponding vectors without matched-filtering. All estimations were performed to LFPs recorded under three external force conditions, null, clockwise or counterclockwise and washout. Finally, principal component analysis (PCA) was also performed, to matrices of all recorded LFPs for each animal and recording site. PCA is typically used to decrease the dimensionality of the data, thus eliminating noisy components. It, therefore, subsequently enables the identification of otherwise hidden data structures or signatures. In particular, the first component accounts for the largest variability of the data. We hypothesized that brain state may be directly encoded in LFPs but may be buried in behavior-induced or unrelated noise, and compared the estimated first signal component obtained from PCA to the state vectors obtained using the Kalman filter.
Materials and methods

Behavioral tasks and LFP preprocessing
The visually-instructed task, data acquisition and data pre-processing have been described in detail in Richardson (2007) . LFPs were recorded in two male rhesus monkeys, as they performed a large number of trials (typically at least 480) of a learned, visually-cued reaching task divided into four behavioral intervals. Baseline oscillations were recorded during the centerhold period (1s), when the monkeys held a handle in the center of the workspace. This was followed by the instructed delay period, marked by the appearance of the visual cue, directing the animal to move the lever to one of eight directions (at 45
• increments), and the disappearance of the center target. The third interval corresponded to the animal's reaction time between the go signal and movement onset. The fourth interval was the movement time, during which the animal reached the desired target, held the lever at that target and returned to the center-hold position. These task intervals and examples of corresponding LFPs are shown in Fig. 1 . Both monkeys performed the task with no forces applied to their hand. Monkey A also repeated the task under velocity-dependent clockwise/ counterclockwise curl force fields, which represented novel mechanical environments (Richardson 2007) .
LFPs were recorded from primary motor cortex (M1) and dorsal premotor cortex (PMd), using single tungsten micro-electrodes positioned with manual micro-drives. Recording locations were changed in each session. Surgical and experimental procedures are described in detail in Richardson (2007) . All procedures were approved by the Committee on Animal Care at the Massachusetts Institute of Technology. A total of 33 LFPs recorded in the dorsal premotor cortex (PMd) and 48 LFPs recorded in area M1 of monkey A, and 54 LFPs in area M1 of monkey B were analyzed. No LFPs were recorded from PMd of monkey B. All signals were sampled at 2,000 Hz and bandpass filtered in the range 1-1,000 Hz. Electrode impedance was 0.5-1 M . Power-line noise was attenuated with a stopband filterbank, centered at the 60 Hz harmonics of the noise, in the range 60-480 Hz, with a 3 Hz bandwidth for center frequencies ≤ 150 and a 6 Hz bandwidth for center frequencies > 150 Hz. Second order elliptical filters (30 dB attenuation in the stopband, 0.5 dB ripple in the passband) were used. Signals were filtered in both forward and reverse directions to eliminate potential phase distortions due to the non-linear phase of the filter.
Prior to state estimation, LFPs recorded during the delay interval and during movement execution were matched-filtered to decouple the signal contribution associated with the behavior from background oscilla- Fig. 1 The behavioral task involved moving a curson (circle), which reflected the endpoint position of a planar manipulandum, between targets (squares) displayed on a monitor. An example raw LFP trace corresponding to each phase of the task is shown below each task interval tions, as described in Stamoulis and Richardson (2009) . The baseline signal recorded during the center-hold interval was used as the template signal (the filter). Following filtering (matching) the template to the coupled delay+background and movement+background signals, respectively, filtered signals represented the best match between the center-hold and delay or movement signals. These were assumed to correspond to background oscillations during these intervals. In contrast, the residual signals from this process were assumed to be the decoupled delay and movement LFPs which were modulated primarily by the motor behavior. Evidently, other processes, such as intervalspecific but task unrelated oscillatory activity could also affect the matched-filtered LFPs. However, since they were unknown it was not possible to decouple them from the original signals; only interval-invariant background oscillations were eliminated. Phase corrections were made to account of the non-zero and non-linear phase of the template. Unless otherwise specified, each analyzed LFP represented an average over all trials, recorded during movement in a particular direction. State vector were estimated from these signals. LFPs from areas M1 and PMd in monkey A were not all averaged together. Separate signals were analyzed in the two areas.
State estimation
A standard state-space framework was assumed. The underlying brain dynamics encoded in the LFP signals were assumed to result from a continuous, linear Gaussian process described by a set of state and observation equations, respectively, with zero input:
(1)
where x(t) ∈ R p is the state vector, assuming the system has p states. Here it was assumed that each direction of movement represents a separate state and thus at least 8 distinct states could be estimated from the data, i.e., p = 8. Thus the state transition matrix A was assumed to be an 8X8 matrix. The observed signals y(t) ∈ R n , where n = no sessions × no directions corresponded to the trial-averaged LFPs at each direction of movement, at time t, e.g., for each of the 33 recording sessions from PMd, eight LFPs were ultimately analyzed, each averaged over all trials in a particular direction. In that case, n = 264, and similarly for the 48 sessions in M1 for monkey A, n = 384 and for 54 sessions for monkey B, n = 432. Thus, the observation matrix C was assumed to be an nX8 matrix. We also estimated state vectors for each recording session, with vecy(t) corresponding to trial-averaged LFPs, i.e., with n = 8, to establish confidence bands for the estimates. Both the state vector x(t) and observed signal y(t) were both assumed to be random processes. System and measurement noise terms ν(t) and w(t) were assumed to be independent, identically distributed, zero-mean Gaussian processes with covariances Q and R, respectively, which are typically unknown. Dynamic 'state' may refer to different latent variables. Although we initially assumed that a distinct state was associated with each direction of movement when setting the order of the model, we showed in the analysis that in fact the number of distinct states was significantly smaller (possibly 1), and thus the estimated state vector that may be independent of movement direction. Nevertheless, this initial assumption enabled us to investigate the invariance (or lack of) of the state vector with respect to the kinematics of the behavior, as described in Section 3. Parameters θ = {A, C, Q, R} are typically estimated by maximizing their log-likelihood L (θ ), through either gradient-based maximum-likelihood methods, or the expectation-maximization (EM) algorithm (Olsson et al. 2007) .
To demonstrate that estimated states are not simply mathematical constructs but represent true, and in this study unobserved, characteristics of the data, consider the following simple example: a simulated random time series modulated by a step function, resulting in the sequence shown in Fig. 2 (top plot). Suppose we want to estimate the corresponding state vector, assuming a two-state system model. Using the state-space repre- 1-2) with the order of the system n = 2, we estimated two states, both step functions with different amplitudes. One state vector is shown in the bottom plot of Fig. 2 . In this example, the step-like state although assumed to be unobservable, is visually distinguishable in the output signal and thus a direct comparison with the estimated vectors can be made.
In this study all parameters were estimated using the EM algorithm (Dempster et al. 1977) . They were updated at each step (the E-step of the EM algorithm) and the expected log-likelihood was maximized with respect to these parameters (the M-step). The process was repeated until convergence. We initialized the parameters as follows: for each LFP, the initial state x(0) was assumed to be zero, and the state covariance matrix was also assumed to be a zero-matrix. The measurement covariance matrix was assumed to be a diagonal matrix of the signal variances, i.e, R = diag(σ Figure 3(a) summarizes the effect of varying the initial conditions (initial state vector and associated covariance matrix), on the estimated state-vectors in behavior-relevant task intervals. Figure 3(b) assesses the accuracy of the linear model and estimated parameters by comparing quantiles of measured and modelpredicted data (Kolmogorov-Smirnov (K-S) plots).
Variation of the initialization of the parameters did not result in significant changes in the state vector signature, but predominantly in temporally localized variability of state amplitude (as shown by the vector bounds in Fig. 3(a) ). Based on the K-S goodness of fit plots and corresponding confidence intervals, the model-predicted data completely lies within the 95% confidence bounds and thus the linear state model appears to adequately describe the system, at least to a first approximation.
Analysis
Raw and matched-filtered LFPs, recorded during the execution of the motor task, in all directions of movements and under all applied force field conditions (null, forces, washout) were analyzed. We examined state vectors corresponding to different task-related intervals, particularly the instructed delay and movement execution. In a previous study (Stamoulis and Richardson 2009) we have shown that application of a linear, waveform-matching filter (the matched-f ilter) to the LFP signal during these intervals enables the decoupling of behavior-related signal contributions to the LFP from unrelated background oscillations. State vectors corresponding to these oscillations may be associated with an inherent property of the network or a global state, whereas state vectors associated with the signal component modulated by the behavior may correspond to region-specific and behavior-specific state changes. We, therefore, applied matched-filtering to raw LFPs, as described in Stamoulis and Richardson (2009) and compared state vectors estimated from the raw and filtered signals, respectively. In regard to the background oscillations, we first estimated state vectors corresponding to the directly measured centerhold signal. We then used this signal as the template in matched-filtering to decouple background oscillations during the delay interval and estimated the state vector corresponding to these oscillations. We repeated this process for both the reaction and movement intervals. Figure 4 shows an example of the variation of LFP background oscillations (for one LFP, averaged over all trials for a particular direction of movement) during the entire task and corresponding state vector. Inter-trial state fluctuations are superimposed. The LFP signature (or at least its envelope) is preserved in the state vector, particularly during the movement interval and to a lesser extent during the delay interval, which indicates the adequacy of the linear model. The frequency content of background oscillations appears to be slightly modulated during the task, particularly during the delay interval, where low-amplitude, higher frequency signal contributions appear. However, corresponding state fluctuations around the zero state appear insignificant during the entire duration of the task, and are assumed to correspond to the background steady (or equilibrium) state. There are more rapid fluctuations of state during the delay and movement intervals, possibly corresponding to the behavior-induced perturbation to the system. The delay interval has been associated with motor planning (Roux et al. 2006; Hatsopoulos et al. 2006) . Thus, although behavior-independent state changes appear to be insignificant during the task, there is increased state 'noise' in the system.
We also examined state vectors corresponding to decoupled, behaviorally-modulated signal components during the delay and movement intervals. Examples, are shown in Figs. 5 and 6, respectively.
Note that matched filtering facilitated the estimation of a state vector with a specific signature rather than a random vector as shown in the left bottom panel of Fig. 5 , corresponding to the state of the unfiltered delay signal. Similarly to the delay signal, matched-filtering increased the signal-to-noise ratio and thus enabled the estimation of a specific state vector signature during movement execution, and decreased the inter-trial variability of that vector. Note that during the execu- Therefore, it appears that the first 200 ms of movement correspond to the time of predominant perturbation of brain dynamics, at least in local brain networks of motor cortical regions. Following this system perturbation due to the behavior, the dynamics rapidly return to the steady state (from state 4 to 0). To ensure that this state variation was not an artifact due to the segmentation of the interval, we recomputed state independently for different segments of movement and consistently estimated a similar pattern. In contrast, there is no clear state vector signature in the delay interval and state fluctuates in the range [−1,1], similarly to that of background oscillations. However, the state vector signature is not entirely random. It appears to have a similar envelope as the measured LFPs. In contrast, the state vector during movement execution has a different waveform than the corresponding LFP. Note that Smith and Brown (2003) report similar state signatures, estimated from spike trains. In that study increased state was directly related to increased firing rate. In this study, single cell recordings were also made (the same recordings were filtered in two different ways to obtain single cell activity and LFPs), and increased firing rate at movement onset was also observed (Richardson 2007) . This suggests that the latent state encoded in the LFP may be directly related to the firing rate of individual neurons, the aggregate activity of which constitutes the LFP signal.
We also examined state variation as a function of applied forces. Previous studies have shown that LFPs are modulated by novel mechanical environments (Richardson 2007) . The force field applied to the animal's hand represents an additional (external) perturbation to the system. Examples of estimated state vectors, averaged over all trials and LFPs in each direction of movement, for the three force conditions during the delay and movement intervals, are shown in Figs. 7(a), (b) .
State vector signatures during the two intervals did not appear to be modulated by external forces. State varied quasi-randomly during the delay interval and exponentially decayed during the movement interval, independently of force conditions. Under null force conditions the animals performed a learned task and thus their hand path trajectories were approximately straight lines. The application of forces caused these 
Fig. 7
Solid black corresponds to null forces, red to clockwise or counterclockwise forces, and dashed to washout paths to become curved due to the novel mechanical environment. With increasing number of trials, the animals adapted to the task and this adaptation was reflected in the progressively straighter hand trajectories. During the washout trials, the animals de-adapted to the force conditions and re-adapted to the null conditions. Richardson (2007) reported significant deadaptation during the washout trials, based on the hand trajectories, which were curved in opposite directions than those during force application. For some directions of movement, such as that shown in Fig. 7(b) (but not all), initial state amplitude appeared to increase both during the force and washout trials (in this example the maximum state is ∼3 under null conditions and ∼4 for clockwise forces and washout conditions) possibly reflecting the increased system perturbations, as well as adaptation and de-adaptation to the mechanical environment (Richardson 2007) .
Finally, we examined state as a function of direction of movement, i.e., we compared the eight state vectors estimated from the entire dataset, instead of those obtained from each trial-averaged LFP. In Fig. 8 these state vectors are superimposed. In addition, we applied PCA to matrices of all trial-averaged LFPs and examined corresponding principal components, i.e., PCA was performed on matrices of size nXm, where m is the interval length n = no LF Ps × 8, with no LF Ps corresponding to the number of recording sessions. PCA may be applied to estimate hidden data structures, through reduction in data dimensionality and thus elimination of noise-related components. Here at most four to five principal components were estimated from the data. In Fig. 8 , the first principal component (red line) is superimposed to the state vectors. In general, this component accounts for most of the variability of the data. State vectors for the delay interval are shown in the top plot, and corresponding vectors for the movement interval, are shown the bottom plot, both under null force conditions.
Temporal variability of state during the movement interval appeared invariant to movement direction for six of the eight directions. Interestingly, for two directions of movement (67.5
• and 247.5
• ), the initial state was significantly lower. Overall, an initial increase in state in the first 100 ms was followed by exponential delay back to steady-state and subsequent small fluctuations around that state for the remaining interval. These signatures are similar to movement velocity curves observed by Richardson (2007) . Therefore, it appears that at least the 'state' encoded in the LFP estimated via the Kalman filter and corresponding to the first principal component, reflects the dynamics of movement. In addition, we observed that the signature of the first principal component was similar to the estimated state vector patterns. This further indicates that state may be directly encoded in the LFP, may not be directly observable due to interfering processes, possibly unrelated to the behavior, but may be recoverable by different estimation methods.
Discussion
Local field potentials are modulated by behavior and have been shown to encode both propertied of local networks and global aspects of brain dynamics. However, interfering processes such as background oscillations and other unrelated to the behavior processes also contribute to LFP signals. Thus, intrinsic network dynamics and transient state changes induced by the behavior may be hidden and thus appear unobservable. We have used a linear model to describe the relationship between brain state and measured LFP signal and have estimated the temporal evolution of states during the execution of a reaching task, for different movement directions and force conditions. Signal contributions associated with background oscillations and movement-related LFP components were decoupled using matched-filtering. State was then estimated separately, assuming the two components reflected different brain dynamics, i.e., behavior-dependent localized dynamics versus behavior-independent, possibly global and/or equilibrium dynamics. We were unable to test the global nature of the estimated background state, since we did not simultaneously record LFPs from different brain regions, but were able to estimate distinct state vectors associated with background oscillations, which varied insignificantly during the entire duration of the task, and state vectors that were specifically modulated by the dynamics of the behavior. Background state fluctuated randomly in the range [−1,1], possibly reflecting steady-state or network equilibrium. During the instructed delay interval which has been implicated in motor planning, state also fluctuated quasi-randomly in the same range. However, its waveform (or envelope of) showed similarities to the actual LFP waveform. This was observed in LFPs recorded in both M1 and PMd. Significant state changes were estimated only during movement and only in M1 of both animals. Specifically, an initial increase in state at movement onset was consistently estimated, possibly reflecting the increased firing rate of individual neurons reported in Richardson (2007) during the same experimental studies described here. In turn, this implies that characteristics of the dynamics of individual neurons may be encoded in the LFP signal but may be unobservable. State exponentially decayed in the first 200 ms of movement and rapidly returned to the zero state with insignificant fluctuations in the range [−1,1] in the remaining movement interval. A peak in LFP amplitude in the first 200 ms and corresponding peak in movement velocity has been previously reported (Richardson 2007; Stamoulis and Richardson 2009) . The state vector during movement appeared invariant to most movement directions. Although the assumed state model initially allowed the estimation distinct state vectors corresponding to each direction of movement, there was a remarkable similarity in the temporal patterns of these vectors. In addition, for a few directions initial state at movement onset was higher during force and washout trials than during corresponding null trials, possibly reflecting adaptation to the novel mechanical environment under force conditions, and subsequent de-adaptation during washout. Overall, the state vector signature was remarkably robust to both force conditions and movement direction. The estimated state parameter cannot solely reflect the movement/no movement states, since the animals continued moving after the first 200 ms, and returned to the center hold position. Instead, it may reflect the perturbation of the system which is abrupt and maximum at movement onset, and decreases to a new equilibrium state as the animal reaches the target position. The return to the center-hold position may represent a smaller perturbation. Finally, the estimated state vector pattern was similar to the first principal component of the data obtained via PCA. This implies that dynamic state may be directly encoded in the LFP signal but may be hidden due to interfering processes, represented by distinct principal components. Once these are decomposed, the 'state' component may be identified. Interestingly, despite matched-filtering which eliminated at least the contribution of background oscillations, the state vector waveform was still not directly observable in the filtered LFP signal, indicating that there may be additional processes coupled to the behaviorrelated component. The patterns of estimated state vectors were consistent only in LFPs recorded from area M1 of both monkeys. State vectors from LFPs in PMd varied significantly among LFPs. Only about 20% had similar patterns as those in M1. The lack of state vector similarity in the two areas may in part be due to the visuo-motor dependency of neurons in PMd, and/or the distance of the recording site from M1. In summary, our results demonstrate that the LFP signal encodes dynamic aspects of behavior, unrelated background dynamics with distinct state fluctuations, and possibly the dynamics of individual neurons, particularly the modulation of their firing rate by the motor behavior.
