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Introduction and Motivation
The enormous development of the technological resources of the last decades has been a determining factor in the construction and implementation of different coefficients and quality measures to quantify the similarity between two digital images. In spite of the different initiatives that have been developed so far, this line of research is a recent one; and therefore the design, definition, and study of new ideas remain as objectives of notable interest in mathematics, computation and statistical image processing.
Similarity and quality are strongly related notions when comparing digital images. The image quality analysis (IQA) is linked to the assessment of image quality derived from human judgment. In general, IQA can be classified into subjective IQA and objective IQA . The subjective perspective is widely accepted as the most accurate approach to measuring quality, since the human eye is the ultimate receiver of the majority, but of all visual communication systems. In recent decades, the most significant contribution of subjective IQA is probably the construction of databases consisting of digital images with various types of distortions and their subjective ratings recorded with the Mean Opinion Score (MOS) index. The most widely used databases are the Tampere Image Database 2008 (TID2008) (Ponomarenko et al., 2009) , the Tampere Image Database 2013 (TID2013) (Ponomarenko et al., 2013) , and the Categorical Subjective Image Quality (CSIQ) database (Larson and Chandler, 2010) .
Frequently used objective quality measures in image processing are the Mean Square Error (MSE) and the Peak Signal to Noise Ratio (PSNR). Both measures have shown a poor correlation with the MOS index in practical applications (Eckert and Bradley, 1998; Wang et al., 2004) . In order to overcome this inconvenience, Wang and Bovik (2002) suggested the structural similarity index (SSIM). This measure is based on the reasonable assumption that human visual perception is strongly adapted to extract structural information from a scene. The SSIM index relates the luminance, contrast and structural similarity between two images to be compared. Since the introduction of SSIM, a number of extensions of the SSIM have been published and discussed ). Some of them are the multiscale SSIM index (Wang et al., 2003) , the visual information fidelity (Sheikh and Bovik, 2006) , the visual signal-to-noise ratio (Chandler and Hemami, 2007) , the most apparent distortion measure (Larson and Chandler, 2010) , the information content-weighted method (Wang and Li, 2011) , the feature similarity index (Zhang et al., 2011) , the SSIM-motivated rate-distortion optimization for video coding (Wang et al., 2012) , Perceptual quality assessment for multiexposure image fusion, (Ma et al., 2015) , among others.
In spatial statistics the association between two random fields (images) has been treated in several different fashions. Extensions of the well known Pearson correlation coefficient have been studied and implemented in order to capture the existing directional autocorrelation of each process. On the other hand, a generalization of the coefficients commonly used in multivariate analysis was implemented to account for the correlation between two variables which take values in general manifolds (Jupp and Mardia, 1980; Crosby et al., 1993) . As an extension of the correlation coefficient, Matheron (1965) introduced a measure of spatial association between two spatial variables called the codispersion coefficient. This coefficient has been studied recently under several different perspectives. For example Rukhin and Vallejos (2008) studied the limiting distribution of the sample coefficient. Vallejos (2008) and Vallejos (2012) addressed the coefficient to measure the comovement between two time series. Cuevas et al. (2013) developed a Nadaraya-Watson-type estimator for the codispersion. The computational implementation of certain routines currently available in the R package SpatialPack has been addressed in Osorio et al. (2012) . In the context of classification of satellite images, Vallejos et al. (2015a) defined a codispersion matrix to assess the association of a spatial vector of dimension m. Buckley et al. (2016a,b) used the codispersion coefficient to describe and visualize complex spatial patterns of multiple co-occurring variables in ecology. The association between two spatial processes can be addressed also from an hypothesis testing perspective (See for instance Clifford et al., 1989; Dutilleul, 1993 Dutilleul, , 2008 .
In the image quality assessment framework, Ojeda et al. (2012) introduced a variant of the SSIM that is able to capture the hidden spatial correlation between two images. This feature is obtained by considering the codispersion coefficient instead of the sample correlation coefficients as part of the SSIM. This proposal (CQ) depends on a specific spatial lag defined on the two-dimensional space in the same way as the cross-variogram. Later, Vallejos et al. (2016) extended the known mathematical properties established for the SSIM to the CQ index. Suitable distance measures associated with the CQ index were defined, and the quasi-convexity was established for the distances associated with the CQ coefficient.
In this paper, we define an image similarity index, called CQ max that has been preliminary explored by Pistonesi et al. (2015) , and consists of evaluating the CQ coefficient between the images to be compared, for many directions (lags) on the space. The CQ max index is the maximum value of CQ for those values that are greater than a certain threshold. This provides a global coefficient that does not depend on the spatial lag on the space. As a consequence, we define a pseudo-metric that is associated with the new index, and preserves the information contained in CQ max . We carry out Monte Carlo simulation experiments to explore the performance of the CQ max index with respect to other coefficients of the same type. We also conduct a numerical experiment to observe the behavior of the coefficient when there is directional contamination (Cheung et al., 2000) . In the context of image fusion, a novel image restoration algorithm that recovers directionally contaminated images is introduced. This algorithm relies on the capability of coefficient CQ max to detect the direction of maximum codispersion on the space. Numerical experiments with real images from the TID2008 database provide more insight into the quality of the algorithm for restoring images contaminated with 17 different types of noise. As a result, the suggested index behaves better than existing coefficients based on the codispersion, and is the basis for the construction of the restoration algorithm depicted in Section 5.
The R code and databases used in the numerical experiments are available in a supplementary material for this paper.
Preliminaries and Notation
In this paper, we let R + denote the nonnegative real line, and R N + , N ∈ N, denote the first orthant, i.e., the set of N -dimensional vectors with nonnegative components. Let (Ω, A, P ) be a probability space, define
where m, n ∈ N, and let X : Ω → Λ be a spatial process, where Λ is the set of functions from W to R + . A realization of X will be characterized by a matrix denoted by X ∈ M n×m (R) where X(i, j) indicates the level of gray intensity at the position (i, j). Alternatively, a realization of X can be charecterized by a vectorization of matrix X, given by Brunet et al., 2012; Vallejos et al., 2016) . In this work we use both representations for a realization of X. If x, y ∈ R N + are two images, the SSIM index is
where α, β and γ are parameters that are associated with the weight of each multiplicative coefficient
withx,ȳ, s 2 x , s 2 y and s xy that represent the sample means of x and y, the sample variances of x and y, and the sample covariance between x and y, respectively. Here, we consider the balanced case, i.e., α = β = γ = 1. The constants c 1 , c 2 , and c 3 are all nonnegative and can be settled down in such a way that preserve the definition of the SSIM index when the denominators are close to zero. Commonly these constants are small real numbers included to avoid instability whenx +ȳ is close to zero (Wang et al., 2004) .
The CQ index arose from the need of an image quality measure that quantifies the similarity between two images in a particular spatial lag h, in a similar fashion as the variogram is defined for one spatial process. For h = (h 1 , h 2 ) the CQ coefficient is defined through (Ojeda et al., 2012) CQ
where l(x, y) and c(x, y) are as in Equations (3) and (4), respectively, and s c (x, y, h) is the sample codispersion coefficient defined as (Rukhin and Vallejos, 2008) 
where
|| · || is the Euclidean norm and < ·, · > is the inner product of R N h . If c 3 = 0, s c (x, y, h) coincides with the empirical version of the codispersion coefficient between x and y (Vallejos et al., 2016) .
Contrarily to the SSIM index the CQ coefficient depends on the spatial lag h, a separation vector between observations X(s) and X(s+h). In practice, there are at least two ways of choosing suitable values of h depending on the available knowledge about a certain direction of interest. If there is information about h, the CQ index can be computed in that particular direction. Otherwise, a grid can be constructed on the plane where the coefficient can be computed for all elements of the grid. A graph where the intensities of the coefficient versus the coordinates of the grid can be constructed similarly to the way the variogram map is built (Isaaks and Srivastava, 1989) . This technique, has been studied and discussed by Vallejos et al. (2015b) and Buckley et al. (2016a) .
The CQ coefficient has been used to construct distance measures between images. For two images x and y Vallejos et al. (2016) defined
and
where c 1 and c 2 are non negative constants, and h is a fixed spatial lag. The same authors proved that the function defined as
is a pseudo metric in R N + .
The CQ max Coefficient
Here we introduce a new image quality measure, labeled CQ max , which is based on the CQ coefficient (Ojeda et al., 2012) for a finite set of spatial lags on the space. The maximum value of the CQ coefficient computed using all spatial lags such that the CQ is greater than a certain threshold provides a coefficient that is independent of the direction as is stated in the following definition. Definition 1. Let x, y ∈ R N + be two images, W as in (1) and H W = {h ∈ Z 2 : s + h ∈ W, s ∈ W }. The CQ max , coefficient between images x and y is CQ max (x, y) = max
where p 0 ∈ (0, 1) is a known threshold, and p (·) is the proportion of pixels in the image associated with the computation of CQ in the direction h.
The CQ max coefficient is a directional evaluation of the codispersion in a neighborhood of directions of interest on the plane, and looks for the maximum spatial association between the variables over a finite set of directions. Because there exist at least one direction in H W that involves all pixels of the image, the computation of the CQ max index indeed considers the edges according with Equation (12).
Following the work of Brunet et al. (2012) we define a distance between two images based on the CQ max coefficient. According to Definition 1 there is at least one h 0 ∈ H W such that CQ max (x, y) = CQ(x, y, h 0 ). Then a natural candidate to measure the distance between images x and y is
The spatial lag h 0 is not unique. Indeed, if
the maximum codispersion is 0, which is obtained for h = (1, 0) and h = (0, 1). An alternative distance is given in the following definition.
Definition 2. Let x, y ∈ R N + be two images. Let d CQ h as in (11) and let p 0 , W, and H W be as in Definition 1. We define
Proof. The facts that D CQ max (x, y) is positive and symmetric are inherited from
Thus, applying the maximum in both sides of the last equation we have that
Thus D CQ max is a pseudo-metric.
It should be emphasized that (11) and (13) imply that
Then, if images x, y ∈ F µ,σ = {x ∈ R N + :x = µ, s x = σ},
In this case, for y fixed, it is possible to find a minimum of D CQ max (x, y) when x is in the convexity region of the function
||A h x||.||A h y|| , along the lines given by Vallejos et al. (2016) .
For practical applications, the pseudo-metric obtained from the modification of the CQ max index is essentially equivalent to the original coefficient. This result is shown via a numerical example in which the databases TID2008 and TID2013 have been used. Figure 1 displays an inverse and non-linear association between CQ max and D CQ max . The results, as expected, are slightly better for the TID2008 database which contains less types of contaminations than the TID2013 database. In definition 1 the CQ max coefficient was defined for a fixed value of p 0 . Because p 0 is the proportion of pixels used in the computation of CQ for a fixed h, intuitively p 0 could be chosen as a large value belonging to the interval (0, 1), to ensure the quality of the CQ estimates. Beyond that, by the knowledge acquired from numerical experiments, practical rules can be implemented. As an illustration, we computed the CQ max index between the 25 images belonging to the TID2008 database with the corresponding contaminated images with Gaussian additive noise at level of intensity 2. Using the same database the experiment was repeated for impulsive noise. In Figure 2 we plotted CQ max versus p 0 , for p 0 ∈ {0.75, 0.8, 0.85, 0.9, 0.95} for both types of noise. A decreasing pattern for the mean value is observed when p 0 increases, a slightly increase in variance is also observed when p 0 increases. As a result, if the goal is to preserve the value of CQ max in the interval (0.85, 0.90), p 0 should be chosen within the range (0.75, 0.80). In practical applications where there is no previous knowledge about p 0 , a training set of images could be used to obtain initial estimates. In the numerical experiments described in the next section we consider p 0 = 0.75 as a parsimonious estimate, however, the results of the image restoration algorithm that will be introduced in Section 5, will not change significantly if p 0 varies. 
Numerical Experiments
In this section we introduce two experiments with real images in order to explore the performance of the CQ max coefficient with respect to the mean opinion score (MOS) index (Ponomarenko et al., 2009) , and the effect of the directional contamination on a reference image.
Performance of CQ max
An experiment was designed to inspect how close the CQ max of the human visual criterion is to compare images. In order to have consistent measures for a large set of images we compare the MOS coefficient with the CQ max for the 1700 images contained in the TID2008 database. This means that both coefficients were measured for each pair of images belonging to the TID2008 database. In addition, coefficients CQ(1,1), MSE and SSIM were included in the study. The results are displayed in Figure 3 .The correlation coefficient between the MSE and MOS is -0.2895 and between the SSIM and MOS 0.4578 (Figure 3 (c) and (d) ). However, there is a clear linear correlation between the CQ(1,1) and MOS (0.6068) and between the CQ max with the MOS (0.6089) (see Figure 3 (a) and (b) ). This result is surprising because the SSIM index was constructed to improve the behavior of the MSE with respect to the human visual system (Wang et al., 2004) , but this experiment is showing that the CQ(1,1) and CQ max have a better performance than the MSE and SSIM when they are used to represent the human visual system for this particular database. The performance of the CQ(1,1) and CQ max coefficients are comparable. In order to quantify the discrepancies among these coefficients with respect to the MOS, the Spearman and Kendall correlation coefficients (Brunet et al., 2012; Ponomarenko et al., 2013) between the MOS and each one of the image quality coefficients considered in this study were computed for the images belonging to the TID2008 database. The results displayed in Table 1 show that the CQ max index has the larger association with the MOS exceeding the correlation values associated with the CQ(1,1) and SSIM indices. In each case, 95% confidence intervals (Hollander et al., 2014, Sec. 8.3 and 8.4) were contructed for each coefficient. From the point estimates there is evidence in favor of CQ max with respect to the other coefficients; nevertheless, there is no significant differences between the estimates because the confidence intervals overlap. Thus, there is relative empirical evidence in favor of the CQ max index for representing the human visual system. In addition, indices CQ max , CQ(1,1) and SSIM were compared when the images belonging to the TI2008 database were classified into three groups. The first group, called Bad quality (BQ), corresponds to those images that have a MOS index with the original one ranging from 0 to 3.9394. The second group, called Middle quality (MQ), corresponds to those images having a MOS index ranging from 3.9394 to 5.1714. The third group, called Good quality (GQ), includes images with MOS larger than 5.1714. Table 2 shows Spearman and Kendall coefficients for the three groups of images. In- 
Evaluating Directional Distortions
A second numerical study explores the behavior of the CQ max index when there is directional contamination in one of the images to be used. The directional contamination introduced in one of the images has been made using a variant of the contamination algorithm developed by Vallejos et al. (2015b) . In this case the contamination is controlled by a parameter α ∈ R, which acts as a weight for the increment of the original image and can be interpreted as the intensity or level of directional contamination as is depicted in Algorithm 1. The directional contamination worsens the performance of most of the image quality measures. If the direction of contamination is known, the codispersion coefficient is able to recover the spatial association between the images (Vallejos et al., 2016) .
In order to explore how Algorithm 1 works, and the effect of the parameter α, we contaminated images I23 and I04 from the TID2008 database. These images can be observed in Figure 4 . The images look darker when α increases. In particular, the images look brighter for negative values of α. This behavior is independent of the direction of contamination. In addition, we compute the SSIM, CQ and CQ max coefficients between image I23 and several contaminated images in the direction (1,1) with α ∈ {−10, −7, −5, −1, 1, 5, 7, 10}. In Table 3 we report the three coefficients for the directions (1, 0), (1, 1), (0, 1), (1, 1) . The highest values of similarity are attained for the CQ max coefficient which, in some cases, coincide with the CQ values for direction of contamination (1, 1). These values are uniformly larger than the values yielded by the SSIM index for all α. In Table 4 the same pattern is observed for image I04 where the contamination is in the direction (0, 2) and for α ∈ {−1, −0.9, −0.8, −0.7, −0.6, −0.5, −0.4, −0.3, −0.2, −0.1}.
CQ max indicates maximum similarity between the original and transformed images. When α decreases to zero the behavior of CQ(1,1) gets worse, however, the behavior of SSIM and CQ max are comparable enhancing the performance of CQ max with respect Algorithm 1: Transformation algorithm in the direction h = (1, 1) weighted by the parameter α.
input : An image I of size n × m and α output: An image Z of size n × m 1 for i = 1, 2, . . . , n do to the SSIM index. Other experiments carried out with real images belonging to the TID2008 database (not shown here) confirm a similar behavior between SSIM and CQ max . 
An Application to Image Fusion
Image fusion (IF) in general is a methodology to extract information commonly acquired in several different domains. The main goal is to integrate the information contained in several images into one new image with a better quality that could not have been obtained otherwise (Flusser et al, 2007) . This improved information can be used later for decision making (Hall and Llinas, 1997) . In simple words it is the combination of two or more different images to form a new one by using a certain algorithm (Van Genderen and Pohl, 1994) .
In the past decades, IF has been widely used in several applications and fields such as pattern recognition, visual enhancement, object detection and surveillance (Pohl and Van Genderen, 1998) , among others. A recent review of remote sensing IF methods can be found in Ghassemian (2016) . Different metrics about the quality of fused images is in Jagalingam and Hegbe (2015) .
Here we show how the coefficient CQ max helps to define a new IF algorithm when there are at least two available contaminated images as the input information and the original image is unknown. We assume that the first blurred image can be classified in one of the usual non-directional contaminations, e.g. additive Gaussian noise or JPEG2000 transmission errors. The second available image has been contaminated with a directional component, for instance using Algorithm 1. Better quality from the available information could be of interest for example in outlier detection by using directional outlyingness measures in image processing and video, according to the guidelines given by Rousseeuw et al. (2016) .
As an illustration we considered image I01 of the TID2008 database shown in Figure 5(a) . This image has been contaminated with additive Gaussian noise (b) and JPEG2000 transmission errors (c). In addition, we used Algorithm 1 to yield a contaminated image in the direction (1, 0) (d), and another contaminated image in the direction (1, 1) (e). The goal is to obtain an estimation of image I01 from one contaminated image in the usual way ((b) or (c)) and another directionally contaminated in the direction (1,1) (e), with α = 5. Assume that X is an unknown n × m image to be reconstructed from the available images Y and Z, where Y is a contaminated image in the usual way and Z is a contaminated version of X in the direction h = (h 1 , h 2 ). In order to determine the valid values of h 1 and h 2 , suppose that for all (i, j), max(1, 1 + h 1 ) ≤ i ≤ min(n, n + h 1 ) and max(1, 1 + h 2 ) ≤ j ≤ min(m, m + h 2 ). The directional contamination in image processing has not been studied under this perspective, in which it is assumed that Z follows the model
where h and α are unknown parameters, and Z 1,l , Z k,1 are realizations of a standard normal random variable (boundary conditions) for all k and l. This proposal is based on empirical evidence showing that model (16) is a successful way to introduce directional noise on an image as is illustrated in Figures 4 and 5 (d) ,(e).
Then we can state the Algorithm 2.
Algorithm 2: Algorithm to reconstruct image X from images Y and Z input : Images Y and Z of size n × m
. . , n output: X, an estimation of X 1 Compute CQ max between Y and Z according to (12) and keep the direction of maximum codispersion, called h = (
and W is as in (1); 3 Estimate X as
From Equation (16) we have that
Because X is unknown, the equation described in step 2 of Algorithm 2 is obtained by replacing X by Y in Equation (17) and by using the estimation of h obtained in step 1.
In step 2, the median filter was considered due to its robustness (Kashyap and Eom, 1988; Qiu, 1996) .
One of the reasons why Algorithm 2 is able to recover X from Z and Y , is that from Equation (16) the increments of Z in the direction h are a linear combination of the increments of X in the same direction. Estimating h and the increments of X from the increments of Y , it is possible to provide an estimation of α and subsequently an estimation X of X.
We explored the performance of Algorithm 2 considering the first band of all images belonging to the TID2008 database. The image Y corresponds to the 1700 distorted images of the database (25 different images affected by 17 types of contamination with 4 levels of intensity). The image Z was generated for the 25 original images using the algorithm developed in Vallejos et al. (2015b) . The original images were divided into four groups. The first group of seven images was contaminated in the direction (1, 0). The second group containing 6 images was contaminated in the direction (0, 1). The third group of 6 images was contaminated in the direction (1, 1), and the last group of 6 images was contaminated in the direction (1, −1). Considering these groups we explored the percentage of restored images as a function of the spatial lag in which the original images were directionally contaminated. ( belonging to each of the four groups, the directions of interest, and the percentage of correct restoration. An image is considered correctly restored if Algorithm 2 (step 1) is able to detect the true direction of contamination. The highest percentage of correct restoration is associated with the spatial lags (1, 1) and (1, −1). At least 61% of the images that were contaminated in the horizontal or vertical directions were correctly restored. In addition, another experiment was carried out to explore the performance of the restauration algorithm as a function of the 17 types of noise for image Y . For each type of contamination, 100 simulation runs were considered (25 images with 4 different levels of contamination). Table 6 shows that the lowest percentage of restoration (59%) is associated with contaminations 04 (masked noise) and 05 (high frequency noise), while the highest percentage of restoration (99%) is achieved for contaminations 16 (mean shift) and 17 (contrast change).
As an example, we considered image I01 from the TID2008 database. This image was directionally contaminated using h = (1, 0) with α = 1. The non-directionally distorted image Y was considered having quantization noise with intensity level 4. Then using Algorithm 2 the restored image was generated. The results can be seen in Figure 6 (d). We also report the similarity coefficients between each pair of images shown in Figure 6 (see Table 7 ). The similarity coefficients SSIM, CQ, and CQ max are able to capture the similarity between the original and restored images (a) and (d). However, the CQ max is able to capture the correlation between the original and the horizontally contaminated images (a) and (c), while the other coefficients provide reverse sign correlation. This highlights the goodness of CQ max to afford suitable directional information. 
Conclusions and Final Remarks
We have introduced the CQ max index which computes the maximum codispersion among a fixed number of directions on the plane. Such a coefficient defines a pseudometric that, according to the empirical evidence provided in this paper, preserves the information. In addition, the computation of the CQ max index brings the direction associated with the maximum codispersion which was used as a middle step to create a restoration algorithm from two distorted images, one with any conventional noise and the other with directional error. The empirical experiments highlight the performance of CQ max over previous indices SSIM and CQ.
Algorithm 2 needs further exploration to gain insight into the advantages and limitations. First, the number of different directional contaminations in an image is a crucial point in the estimation process. In Figure 7 we display an image that has been contaminated three times sequentially with directional noise. In general, the SSIM, CQ and CQ max indices do not have a satisfactory performance when dealing with more than one directional noise (Vallejos et al., 2016) . Alternative coefficients used to account for similarity under small rotations (Sampat et al., 2009 ) could perform better in this respect. Second, in all developed experiments, the direction of contamination coincides with one of the 32 directions considered in the implementation algorithm depicted in Algorithm 3. Further experiments are needed to explore the performance of Algorithm 2 when the direction of contamination is arbitrary. Third, the restoration yielded by the algorithm strongly depends on the estimation of α. In our experience, when α ∈ (0, 1) the restoration is worst than the case when |α| > 1. Based on the pseudo distance metric associated with the CQ max index, a modified measure could be constructed for which the quasi-convexity, a region of convexity around the minimizer, and distance preservation under orthogonal and unitary transformations are of great interest (Brunet et al., 2012) . We leave the considered problems as topics of our future studies.
