Let f be an arbitrary integrable function on a finite measure space (X, Σ, ν). We characterise the extreme points of the set Ω(f ) of all measurable functions on (X, Σ, ν) majorised by f , providing a complete answer to a problem raised by W.A.J. Luxemburg in 1967. Moreover, we obtain a noncommutative version of this result.
Introduction
In 1967, W.A.J. Luxemburg raised the following question (see [ 
28, Problem 1]):
Determine all the extreme points of Ω(f ), f ∈ L1(X, Σ, ν), for an arbitrary finite measure space (X, Σ, ν), where Ω(f ) is the set of all integrable functions on (X, Σ, ν) majorised by f in the sense of Hardy-Littlewood-Pólya.
The case when X = {1, 2, · · · , n} with counting measure is well-known. Let ≺ be the partial order of Hardy, Littlewood and Pólya for real n-vectors. It is known that y ≺ x if and only if y belongs to the convex hull Ω(x) of the set of permutations of x [18] , i.e., the convex hull of {P x : P is a permutation matrix}. Moreover, the extreme points of Ω(x) are precisely the permutations of x (see e.g. [18] ). If (X, Σ, ν) is an arbitrary finite measure space and f, g ∈ L 1 (X), then g is called majorised by f in the sense of Hardy-Littlewood-Pólya (denoted by g ≺ f ) provided that λ(t; f )dt, where λ(f ) is the right-continuous equimeasurable nonincreasing rearrangement of f (see [8, 33] for the definition, see also Section 2 below). In the particular case when (X, Σ, ν) is atomless, the set Ω(f ) := {g ∈ L 1 (X) : g ≺ f } is said to be the orbit of f (with respect to doubly stochastic operators) [33, 34, 36] . It was first proved by Ryff [34] that if f, g ∈ L 1 (0, 1) and g ∼ f (i.e. g ≺ f and f ≺ g), then g is an extreme point of Ω(f ). In 1967, Luxemburg [28] extended the result by Ryff [34] to the setting of an arbitrary atomless finite measure space (X, Σ, ν). However, the converse implication was left unresolved in [34] and [28] , and was later treated by Ryff [35] (see also [36] ), who proved the following characterisation.
Let (X, Σ, ν) be a atomless finite measure space. Let f = L1(X, Σ, ν) and g ∈ Ω(f ). Then, g is an extreme point of Ω(f ) if and only g is equimeasurable with f (i.e. g ∼ f ).
However, the case of arbitrary finite measure spaces seems to have been left open. The main object of the present paper is to provide a complete answer to this question. Moreover, we consider this question in a much more general setting, giving a characterisation for the extreme points of the set Ω(y) of all self-adjoint operators majorised by a self-adjoint operator y in the noncommutative L 1 -space affiliated to a finite von Neumann algebra (see e.g. [19, 20, 40] for related partial results in the noncommutative setting).
Let M be a von Neumann algebra equipped with a faithful normal finite trace τ and
be the set of all self-adjoint (resp. positive) operators in the noncommutative L 1 -space L 1 (M, τ ). Petz [30] introduced the spectral scale λ(x) of a τ -measurable self-adjoint operator x. In the special case when M is commutative (and hence, the pair (M, τ ) can be identified with L ∞ (X, Σ, ν)), the the notion of spectral scales coincides with the non-increasing rearrangements. For detailed discussions of this notion, we refer to [20] (see also [14, 15, 19] ). Theorem 1.1 blow is the main result of the present paper, which unifies Ryff's theorem [35, 36] and the classic result for vectors [18] with significant extension. The following theorem yields the complete resolution of Luxemburg's problem in the general setting. Theorem 1.1. Assume that M is a von Neumann algebra equipped with a faithful normal tracial state τ . Let y ∈ L 1 (M, τ ) h and let Ω(y) be defined as the set of all self-adjoint operators x ∈ L 1 (M, τ ) satisfying λ(x) ≺ λ(y). Then, x is an extreme point if and only if for each t ∈ (0, 1), one of the following options holds: (1) . λ(t; x) = λ(t; y); (2). λ(t; x) = λ(t; y) with the spectral projection E x {λ(t; x)} being an atom in M and {s;λ(s;x)=λ(t;x)} λ(s; y)ds = λ(t; x)τ (E x ({λ(t; x)})).
Let M n (C) be the n × n matrices and E D be the compression onto D, the diagonal masa (see e.g. [38] ) in M n (C). The celebrated Schur-Horn theorem [22, 37] sates that
where M α is the diagonal matrix with the entries of α in the main diagonal. Inspired by the Arveson-Kadison conjecture [2] , several authors (e.g. [1, 3, 4, 24, 25, 29] ) have worked on the analogues to the Schur-Horn theorem. In particular, Argerami and Massey [1] established a result for type II 1 factors. As an application of Theorem 1.1, by applying results in [22, 37] and [1] , we obtain the following. Corollary 1.2. Given a type II 1 factor M (resp. M = M n (C)) and a diffuse abelian von Neumann subalgebra A ⊂ M (resp. A is the diagonal masa in M n (C)), for every y ∈ M h , we have
where E A is the conditional expectation onto A and U M (y) is the unitary orbit of y in M.
In particular, by the Krein-Milman theorem, E A (U M (y)) σ-sot is the closed convex hull of {x ∈ A h : λ(x) = λ(y)} in the σ-strong operator topology. Finally, we comment briefly at the interconnection of spectral scales and singular value functions. For a given positive τ -measurable operator x affiliated to M, the spectral scale λ(x) of the operator is equal to the singular values function µ(x), see e.g. [17] . However, for a general self-adjoint x ∈ L 1 (M, τ ) h the spectral scale λ(x) and singular value function µ(x) are different, and so one can consider other majorisations given by singular value functions. Namely, we say that y is submajorised by x (denoted by y ≺≺ x) if s 0 µ(t; y)dt s 0 µ(t; x)dt for all s ∈ [0, τ (1)). In [5] , it is proved that for an arbitrary atomless finite von Neumann algebra with a faithful normal finite trace τ and for any x ∈ L 1 (M, τ ) h , the extreme points of {y ∈ L 1 (M, τ ) h : y ≺≺ x} are exactly the operators y satisfying µ(y) = µ(x) (see [9-11, 19, 40] for more related results). The result stated in Theorem 1.1 does not follow from that of [5] even in the setting of atmoless von Neumann algebras. Our proof of Theorem 1.1 is completely different from that in [5] and is based on a careful study of Hardy-Littlewood-Pólya majorisation in the commutative and the noncommutative setting.
Preliminaries
Throughout this paper, we denote by M a von Neumann algebra equipped with a faithful normal finite trace τ . We denote by 1 the identity in M and by P(M) the collection of all orthogonal projections in M. Without loss of generality, we assume that τ (1) = 1. A densely defined closed linear operator x affiliated with M is called τ -measurable if for each ε > 0 there exists e ∈ P(M) with τ (e ⊥ ) ≤ ε such that e(H) ⊂ D(x). Let us denote by S(M, τ ) the set of all τ -measurable operators. The set of all self-adjoint elements in S(M, τ ) is denoted by S h (M, τ ), which is a real linear subspace of S(M, τ ). The set of all positive elements in
where E x (s, ∞) is spectral projection of x on the interval (s, ∞). We introduce the notion of spectral scales (see [30] , see also [1, 14, 15, 20, 21] 
The spectral scales λ(x) (resp.λ(x)) are decreasing (resp. increasing) right-continuous functions. If x ∈ S + (M, τ ), then it is evident that λ(t; x) = µ(t; x) for all t ∈ [0, 1). Note [15] thatλ
where m the Lebesgue measure on (0, 1). In this case, S h (M, τ ) consists of all real measurable functions f on (0, 1). For every f , λ(f ) coincides with the right-continuous equimeasurable nonincreasing rearrangement δ f of f (see e.g. [20] ):
Using the extended trace τ :
(see e.g. [12, p.84 
, g is said to be majorised by f in the sense of Hardy-Littlewood-
g is said to be submajorised by f in the sense of Hardy-Littlewood-Pólya (written by g ≺≺ f ) if and only if
We note that
For every x ∈ S(M, τ ) h and s ∈ R, if e ∈ P(M) is such that
then (see [14] or [15, Chapter III, Lemma 8.2]):
and λ(t; xe
, then (see [14] , see also [15, Chapter III, Theorem 6.6]) x, y ∈ L 1 (M, τ ) and
If, in addition, M is atomless, then for any x ∈ L 1 (M, τ ) and t ∈ [0, 1), we have t 0 λ(s; x)ds = sup{τ (xe) : e ∈ P(M), τ (e) = t} = max{τ (xe); e ∈ P(M), τ (e) = t, ex = xe}.
Some technical results
Let M be a von Neumann algebra equipped with a finite faithful normal trace. Some of the results in this section are well-known for positive operators (see e.g. [6, 7, 15, 23] ). However, the results in this section do not follow from those for positive operators.
We note that for any y ∈ L 1 (0, 1), the notation Ω(y) := {x ∈ L 1 (M, τ ) : λ(x) ≺ y} makes sense. All results in the present section hold true for y ∈ L 1 (0, 1) and x ∈ L 1 (M, τ ). However, to avoid ambiguity, we always assume that y ∈ L 1 (M, τ ).
The following is a noncommutative analogue of Ryff's Proposition stated in [35] .
Proof. For the sake of convenience, we denote a i = λ(s i ; x), i = 1, 2, 3, 4. Let
2 ) and
2 ). We denote T 1 = τ (p 1 ) and T 2 = τ (p 2 ). Observe that T 1 , T 2 ∈ (0, 1) and p 1 p 2 = 0. Set
It is clear that τ (u) = 0. Assume that δ > 0 such that
Hence,
where the last inequality follows from the assumption that x ∈ Ω(y). On the other hand, since λ(x) is decreasing, it follows that
Hence, x ± ∈ Ω(y) and x = 1 2 (x + + x − ). That is, x ∈ extr(Ω(y)).
Proof. Assume by contradiction that there exists s 1 ∈ (t 1 , t 2 ) such that (s 1 − ε, s 1 ) and (s 1 , s 1 + ε) are not constancy interval of λ(x) for some ε > 0. Define N = max (−λ(s 1 ; y), 0) + max (−λ(s 1 ; x), 0) + 1.
Let Y = y + N 1 and X = x + N 1. Since x ∈ extr(Ω(y)), it follows that X ∈ extr(Ω(Y )). Moreover, by spectral theorem (see also [15 Since Y and X satisfy the assumptions in Lemma 3.1, it follows that X ∈ extr(Ω(Y )).
Consequently, x ∈ extr(Ω(y)).
Denote by N the von Neumann algebra generated by all spectral projections of x. Recall that (see [20, 
Assume that τ (xe) = t 0 λ(s; x)ds for a projection e ∈ M with τ (e) = t. Let E N be the conditional expectation from L 1 (M, τ ) onto L 1 (N , τ ) (see e.g. [41] , see also [13, Proposition 2.1]). In particular, E N (e) ≤ 1 and τ (E N (e)) = τ (e) = s. Moreover, τ (E N (e)x) = τ (ex). It is easy to see
Indeed, assume by contradiction that
which is a contradiction. Hence,
and let a be in the unit ball of M + such that τ (a) = s and τ (xa) = s 0 λ(t; x)dt. If λ(x) is not a constant in any left neighborhood of s, then a = E x (λ(s; x), ∞).
Proof. Without loss of generality, we may assume τ (1) = 1. Let N be a commutative von Neumann subalgebra of M generated by the spectral projections of x. Clearly, the restriction of τ to N is finite. There exists a unique expectation E N from L 1 (M, τ ) to L 1 (N , τ ). In particular, for any z ∈ M, we have E N (z) ≺≺ z and,
Moreover, for every z ∈ M and y ∈ L 1 (N , τ ), we have [13, Proposition 2.1]
Since a is positive, it follows that r 0 λ(t; E N (a))dt r 0 λ(t; a)dt for all r ∈ (0, 1) and,
This gives E N (a) ≺ a, which implies that λ(E N (a)) 1. We set y := (x − λ(s; x)) + . Note that x λ(s; x) + y.
Therefore,
Since λ(x) is a decreasing function, we have λ(t; y) = λ(t; x) − λ(s; x), if 0 < t < s; 0, if s t 1.
It follows from the (3.4) and (2.4) (see also [14, Proposition 2.3.]) that
Since y is positive and λ(E N (a)) 1, we conclude that λ(t; y)(1 − λ(t; E N (a))) 0. Hence, λ(t; y)(1 − λ(t; E N (a))) = 0 for all t ∈ (0, s). By definition, λ(y) > 0 on (0, s). Recall that E N (a) ≥ 0 with τ (E N (a)) = τ (a) = s. We obtain that λ(E N (a)) = 1 on (0, s] and λ(E N (a)) = 0 on [s, 1). This implies that E N (a) is a projection in N . Hence, E N (a) = E N (a)E N (a) = E N (a · E N (a)) (see e.g. [13, Proposition 2.1]) and E N (a(1 − E N (a))) = 0. It follows that
Therefore, a 1/2 (1 − E N (a))a 1/2 = 0 and a 1/2 = E N (a)a 1/2 . By the assumption that a ≤ 1, we have
Recall that τ (E N (a)) = τ (a). We obtain that a = E N (a) ∈ P(N ). Since N is a commutative von Neumann subalgebra of M generated by all spectral projections of x, the assertion follows immediately. Then, by (3.1), we obtain that
Lemma 3.3 together with (3.5) implies that if a is in the unit ball of M + such that τ (a) ≤ s and τ (xa) = s 0 λ(t; x)dt, and λ(x) is not a constant in any left neighborhood of s, then a = E x (λ(s; x), ∞).
and let e ∈ P(M) be such that τ (e) = s and τ (xe) = s 0 λ(t; x)dt. Then,
Proof. It suffices to prove the case when λ(x) is a constant on a left neighbourhood of s. Denote by N the von Neumann algebra generated by all spectral projections of x. Let E N be the conditional expectation from L 1 (M, τ ) onto L 1 (N , τ ). Let λ := λ(s; x) and
Observing that E x (λ, ∞) is the support of x 1 , we have
That is, e ≥ E x (λ, ∞). Let e 1 := e − E x (λ, ∞) ∈ P(M). We have
Hence, by assumption,
We have
Therefore, e 1 (λ − xE
and
This implies that e 1 ≤ E x {λ(s; x)}, which completes the proof.
The following proposition is similar to a well-known property of rearrangements of functions, see [26, property 9 0 , p. 65] and [19, Theorem 3.5] .
Proof. Fix θ ∈ (λ(1 − ; x), ∞). Define s by setting
This means that λ(x) is not constant in any left neighborhood of s. Fix a projection e = E x1+x2 (λ(s, x 1 + x 2 ), ∞) ∈ M. Clearly, τ (e) = s. By (3.1), we have
The assertion follows immediately from the Lemma 3.
). Hence, we have
The following lemma provides the proof of the implication "⇐" in Theorem 1.1.
. If x satisfies that (1). λ(t; y) = λ(t; x); (2). λ(t; y) = λ(t; x) with E x {λ(t; x)} is an atom and {s;λ(s;x)=λ(t;x)} λ(s; y)ds = λ(t; x)τ (E x ({λ(t; x)})),
Proof. By the definition of x and assumption (2) above, for every t such that λ(t; x) = λ(t; y), we have t 0 λ(s; x)ds = t 0 λ(s; y)ds. For any t such that λ(t; y) = λ(t; x), we denote [t 1 , t 2 ) = {s; λ(s; x) = λ(t; x)}, t 1 < t 2 . In particular, we have Let e 1 := E x (λ(t 1 ; x), ∞) and e 2 := E x [λ(t 1 ; x), ∞). Observe that τ (e 1 ) = t 1 and τ (e 2 ) = t 2 (due to the assumption that [t 1 , t 2 ) = {s; λ(s; x) = λ(t; x)}). Note that, by (3.1) and the definition of spectral scales λ(x), we have
We obtain that τ (x 1 e 1 ) = t1 0 λ(s; x 1 )ds = t1 0 λ(s; x 2 )ds = τ (x 2 e 1 ). By Corollary 3.5, we have
and
Similar argument with t 1 replaced with t 2 yields that
In particular, e 1 and e 2 commutes with x 1 and x 2 (see e.g. [14] and [15, Chapter III, Lemma 7.10] ). Moreover, the atom
By the spectral theorem, λ(x 1 e 1 ) = λ(x 1 ) and λ(x 2 e 1 ) = λ(x 2 ) on (0, t 1 ) (see (2.3) 
for al t ∈ [0, t 2 − t 1 ). Since e is an atom, it follows that λ 1 := λ(t; x 1 e) = λ(t + t 1 ; x) and λ 2 := λ(t; x 2 e) = λ(t + t 1 ; x) for every t ∈ [0, t 2 − t 1 ). Combining (3.6) and (3.7), we have
λ(s; y)ds.
Since t is arbitrarily taken, it follows that λ(x 1 ) = λ(x 2 ) = λ(x). By Proposition 3.6, we obtain that x 1 = x 2 = x.
Proof of main results
Now, we prove the main result of the present paper.
Proof of Theorem 1.1. "⇒". Assume that x ∈ extr(Ω(y)). We set
We assert that for every t ∈ (0, 1), one of the following holds: (1) . λ(t; y) = λ(t; x); (2). λ(t; y) = λ(t; x) with E x {λ(t; x)} is an atom and {s:λ(s;x)=λ(t;x)} λ(s; y)ds = λ(t; x)τ (E x {λ(t; x)}).
Since λ(y), λ(x) ∈ L 1 (0, 1), it follows that the mapping f : s → s 0 λ(t; y) − λ(t; x)dt is continuous. Moreover, noting that f (0) = f (1) = 0, we infer that A is an open set, i.e., A = ∪ i (a i , b i ), where a i , b i ∈ A (see [31, 8. Proposition, p. 42] or [32, p. 9] ). By Lemma 3.2,
. By x ∈ Ω(y), we have λ(a i + ε; y) = λ(a i + ε; x), which is a contradiction with the assumption that a i + ε ∈ A. So, λ(a
for some ε 1 ∈ (0, ε). However, by x ∈ Ω(y) and the right-continuity of spectral scales, we obtain that
, which is a contradiction with the assumption that b i − ε 1 ∈ A. Hence, λ(b i − ε; x) > λ(b i ; x) for any ε > 0. Fix an index i, we consider λ(x)χ(a i , b i ) and construct operators x ± such that 2x = x + + x − . Case 1. Suppose that λ(x) takes three or more values on (a i , b i ). Hence, there exist
It is clear that 2x = x + + x − and
We assert that there exists sufficiently small δ such that
Note that if
In particular, for every s / ∈ [s 1 , s 3 ], we have
Recall that f : s → s 0 λ(t; y) − λ(t; x)dt is continuous and so there exists
Hence, for all s ∈ [s 1 , s 3 ], there exists a sufficiently small δ such that
This implies that x ± ≺ y. Hence, x is not an extreme point of Ω(y), which is a contradiction. Hence, x is not an extreme point of Ω(y), which is a contradiction. Case 3. Now, consider the case when λ(x)| (ai ,bi) = C. Assume that E x {C} is not a minimal projection. Let E x {C} = p 1 + p 2 , p 1 ⊥ p 2 ∈ P(M). Let δ > 0. Set
and x ± := x ± δu.
It is clear that Proof of Corollary 1.2. Let M be a type II 1 factor (resp. M = M n (C)) and A be a diffuse abelian von Neumann subalgebra of M (resp. A is the diagonal masa in M n (C)). The first equality in Corollary 1.2 has been established in [1] (and the Schur-Horn theorem [22, 37] , see also [1, (1.1)]). Since A is diffuse (resp. the diagonal masa in M n (C)), it follows that for any y ∈ M h , there exists z ∈ A h such that λ(z) = λ(y). Applying Theorem 1.1, we obtain that extr{x ∈ A h : x ≺ z} = {x ∈ A h : λ(x) = λ(z)}.
Therefore, we have extr({x ∈ A h : x ≺ y}) = extr({x ∈ A h : x ≺ z}) = {x ∈ A h : λ(x) = λ(z) = λ(y)}, which establishes the second inequality.
