In this paper, we address the problem of localizing faults by analyzing execution traces of successful and unsuccessful invocations of the application when run against a suite of tests. We present a new algorithm, based on a linear programming model, which is designed to be particularly effective for the case where multiple faults are present in the application under investigation. Through an extensive empirical study, we show that in the case of both single and multiple faults, our approach outperforms a host of prominent fault localization methods from the literature.
I. INTRODUCTION
Identifying the faulty lines of code in a program is one of the most important and time consuming aspects of the software development cycle [1] , [17] , [18] . In order to reduce the cognitive burden of the developer in localizing faults, many researchers have investigated techniques for automating the fault localization process [3] , [4] , [10] , [14] , [16] , [18] , [20] , [19] . Ideally, a fault localization algorithm should separate distinct faults from each-other (without being told the number of faults to expect), localize each fault by listing a small set of lines that comprise the fault, and explain the nature of each fault in terms of the nature of the input data that causes the fault to manifest itself. In its full generality, this problem is extremely difficult, and it is perhaps overly optimistic to believe that any automated procedure can offer a complete solution to this problem.
One of the most prominent models for automatic fault localization appearing in the literature is a spectrum-based model: a program is run on a number of test inputs, with each line of code characterized abstractly in terms of its "spectrum" -a feature vector describing its execution across different test cases. Unfortunately, spectrum-based fault localization is quite challenging from a computational standpoint, being closelyrelated to the NP-hard MINIMUM TEST COLLECTION problem [8] . In a recent survey of state-of-the-art methods for fault localization using binary code coverage spectra, Abreu et al. [2] observe that for half the programs they tested, even the best techniques currently available still require examination of at least 10% of a program in order to locate faults successfully; the same observation is also made in [10] . As would be expected, localization in the presence of multiple faults is even more difficult than localization of a single fault [13] .
In this paper, we describe a novel approach to automated fault localization based on a linear programming framework.
Our method is specifically designed to be adept at accommodating multiple faults, although it often outperforms all of the prominent spectrum-based approaches recently surveyed by Abreu et al. [2] in both single-fault and multiple-fault experiments. As opposed to the majority of the techniques discussed in [2] , which rank all the lines of code in a program according to their "suspiciousness", our method identifies a very small maximally-suspicious set of lines of code that collectively explains all of the failing test cases in terms of its aggregate coverage.
II. BACKGROUND AND MOTIVATION
Consider the simple C program in Figure 1 , adapted from [12] , that attempts to compute the median of three input numbers x, y, and z. This program contains two faults: line 7 should read "m = x" and line 11 should read "else if (x < y)". To the right of the program we see a binary code coverage matrix, where the rows correspond to lines of code, the columns correspond to test cases in a test suite, and the (i, j) entry is a one or zero depending on whether line i is executed in test case j. The matrix is partitioned according to failing and passing test cases; otherwise, the ordering of its columns is arbitrary. Each row of the code coverage matrix gives us a feature vector, or spectrum, characterizing the execution profile of a single line of code.
One view of our fault localization problem is, given the code coverage matrix as input, locate the lines of code that are most "suspicious" in terms of the likelihood that they contain faults. A number of authors have proposed various measurements of the suspiciousness s i of a line i of code based on its spectrum; each of the following evaluates to a number in the range [0, 1], with 1 being the most suspicious: [12] :
where f i,1 and p i,1 (f i,0 and p i,0 ) denote the number of failing and passing test cases that execute (don't execute) line i, and where f i and p i respectively denote the fraction of failing and passing cases executing line i. Fault localization according to these metrics proceeds by ranking all lines in a program in decreasing order of suspiciousness, then by examining lines one by one until all bugs are found. See [2] for a detailed comparison of the performance of these metrics. Unfortunately, all of the suspiciousness metrics above have drawbacks in both the single-fault and multi-fault cases. In the single-fault case, we typically have exactly one faulty line i with f i = 1, in which case suspiciousness then boils down to whether i was executed in fewer passing test cases than any other line with 100% failure coverage; we have observed that often the faulty line does not have minimum coverage among the passing test cases. In the multi-fault case, Jones et al. note in their analysis of the Tarantula metric that "the effectiveness of the technique declines on all faults as the number of faults increases" [10] . In fact, a later paper of Jones et al. [13] describes a method built on Tarantula for streamlining the workflow of multiple software engineers who are debugging a multi-fault program in parallel.
Another drawback of the metrics above is that they merely provide a ranking of lines, instead of a small set of suspicious lines. As a result, there is no quantitative way to assess whether these approaches "find" or "don't find" the faulty lines in a program; the best we can do is measure the number of lines we must check, in decreasing order of suspiciousness, before encountering the faulty lines. This makes it somewhat difficult for us to compare the performance of these ranking-based metrics with our new algorithm, since our algorithm returns a small set of lines, which is a fundamentally different style of output than a ranked set of lines.
Note that two lines having the same spectrum are effectively indistinguishable for our purposes. Similarly, two test cases with identical execution profiles (binary code coverage vectors in their corresponding columns) are indistinguishable. As a consequence, any fault localization algorithm based solely on binary spectra can merge lines of code with identical spectra into equivalence classes, and likewise for the test cases. For example, Figure 1 indicates the equivalence class to which each line of code belongs. Lines within equivalence classes cannot be differentiated, so if a fault is 1 of 100 lines in a large equivalence class, we cannot hope to find the fault without examining all 100 lines in the worst case (or 50 lines in the average case). This is an inherent limitation of any fault localization algorithm based solely on binary spectra. We henceforth generally assume that we are dealing with equivalence classes of lines rather than single lines by themselves, and likewise for the test cases; note that it is a simple matter to compress our original code coverage matrix so its rows and columns represent equivalence classes. We use the term lineEC to denote an equivalence class of lines. Baudry et al. [4] refer to these as dynamic basic blocks.
III. OUR NEW METHOD
Our algorithm strives to find a small set of suspicious lineECs that explains, or "covers" all of the failing test cases. To represent such a solution, we introduce a decision variable x i ∈ [0, 1] for each lineEC i, whose value indicates the extent to which lineEC i belongs to our solution. We denote by L the set of all lineECs, and by x the vector of all x i 's for i ∈ L. We can represent an exact, "crisp" set of lineECs S by taking x to be the binary incidence vector of S, so that x i = 1 for all i ∈ S. We can also represent a "fuzzy" set S by including some lineECs to a fractional extent.
We now show how to find a set of lineECs x having large "suspiciousness". If L j denotes the set of lineECs executed by some test case j, we define the coverage of case j by a solution x as
In the common case where x is an integral solution, we will have y j = 1 if some lineEC i with x i = 1 is executed by test case j. Let us now define the following quantities for any solution x:
where A is a constant to be determined shortly. We can now state our problem as a mathematical program:
That is, we wish to find a (fuzzy) set of lineECs covering all failing test cases (i.e., a set that "explains" all of the failing test cases) that has maximum aggregate failure to passing ratio. Note the similarity between our objective and the definition of the Tarantula suspiciousness of a single line. In fact, we claim that the program above gives us a very natural and simple generalization of the concept of Tarantula suspiciousness to sets of lineECs. As a useful preprocessing step to reduce the number of lines under consideration by our algorithm, we can pre-filter out lines having extremely low suspiciousness values.
In our experiments, we omit from consideration any line i with Tarantula suspiciousness at most 0.25 (one could of course use any other definition of suspiciousness for this purpose). Ideally, we would like to compute an integer-valued solution x. However, with this restriction, the problem above becomes NP-hard, since it contains the NP-hard SET COVER problem as a special case. Furthermore, set cover is not only NPhard, but also rather hard to approximate: it is known that set cover is NP-hard to approximate to within a factor better than c ln |F |, for some positive constant c [15] . For this reason, we have relaxed the problem to allow for fractional solutions. Fortunately, as we shall see, our experiments show that we have almost always been able to find integer-valued optimal solutions, even when there is no explicit integrality constraint present. We have only observed fractional solutions in about 2% of the more one thousand trial runs conducted in our study. In all of these fractional cases, the solution was quite sparse, containing at most 5 nonzero variables. Whatever complicating structure seems to cause optimal solutions to be fractional seems not to be present in our inputs. Even if we do happen to return a sparse fractional solution, however, this is not particularly troublesome, since we can simply regard it as a "fuzzy" set of lineECs.
Even though its objective involves a ratio, we can solve this mathematical program by solving a series of linear programs as follows. Consider the simpler problem of determining whether or not s(x * ) ≥ λ, for some specified λ, where x * is an optimal solution. That is, we wish to determine if there exists some solution x with c(x) ≥ 1 for which
By rearranging terms, this is equivalent to asking if we can find some solution x with c(x) ≥ 1 for which A + f (x) − λp(x) − λf (x) − λ ≥ 0, and this can be answered by solving a linear program:
If the optimal solution to the program above is non-negative, then our guess λ was lower than the optimal objective s(x * ) for the original problem; otherwise, it was higher. We can therefore solve the original problem by binary search on λ. Observe that the constraints in the linear program above express the coverage constraint c(x) ≥ 1 as a system of linear inequalities.
The value of A is set to be just large enough so that s(x * ) > 1; otherwise, all lineECs i for which f i /(f i + p i ) > s(x * ) would be automatically included in our solution, even if they were not necessary for coverage; further elaboration on this subtlety will appear in the full version of this paper. Our   Faulty  Test  Program  Versions LOC  Cases  Description  schedule  9  292  2650  priority scheduler  schedule2  10  301  2680  priority scheduler  tot info  23  440  1054  info measure  tcas  41  141  1578  altitude separation  print tokens  7  472  4056  scanner  print tokens2  10  399  4071  scanner  replace  32  512  5542  pattern replace  space  38  6218 10,000+ ADL interpreter adaptive selection of A proceeds by setting A = 1 initially, and increasing A by 10% until we find that s(x * ) > 1. In fact, we can easily combine this with our binary search on λ by trying λ = 1 as our first "guess" at the optimal solution value, and scaling up A and resetting the binary search immediately if we realize that this guess is too high. As a result, this adaptive selection of A does not significantly impact the running time of our method. Note that in this case, the range of our binary search is the interval [0, A] instead of the interval [0, 1].
After producing a set of lineECs S as output, our algorithm performs one final postprocessing step: it augments this set with all single lines of code containing conditional expressions that are immediate parents of lines in S in the control-flow graph of our program. For example, if S contained lines in the body of an "if" statement, we would add the single line containing the "if" conditional to our solution. The intuition behind this step is that if the parent conditional contains a bug, then this will manifest itself not in the execution profile of the conditional, but rather in the execution profiles of its children in the control-flow graph. Our experimental studies have shown that this postprocessing step contributes significantly to the quality of our solutions, and moreover it does not inflate the size of our solutions by too much, since most lineECs have only zero or one parent conditionals. It is worth noting that it is not immediately obvious how one would apply a similar postprocessing step in an effective manner to a ranking-based fault localization approach, say based on Tarantula or the correlation metric; this might be a good direction for future research.
IV. CASE STUDY This section describes our study to investigate the efficiency and utility of our linear programming algorithm.
The test suite for our study is derived from eight C programs. Seven of these come from the Siemens suite, a set of small programs developed at the Siemens Research Corporation [9] . These programs, each with documented "real world" faults, have been used extensively in the literature for the purpose of testing spectrum-based techniques for fault localization (see, e.g., [3] , [9] , [10] , [16] ). The eighth program, Space, is an interpreter for the Array Definition Language (ADL), a language that controls and coordinates the function of antenna arrays in satellites, written by the European Space Agency [7] . Table 2 summarizes our 8 programs.
The source code package for the Siemens suite and the Space program consists of multiple versions of each of the programs, each containing a single fault. By analyzing these, we first created a "clean" version of each program containing no faults, then performed a diff of the clean version and each faulty version to isolate the faulty lines of code. By enclosing faulty lines with preprocessor directives, we created a single source package for each of our eight test programs, which could be compiled with any desired subset of faults enabled. All executions were run on a single-processor 64-bit 2.2 Ghz Opteron processor with 4 Gb RAM. Linear programs were solved using CPLEX 10.0. For the 6218-line Space program, our algorithm requires roughly 2 seconds on average to run. For the smaller programs in the Siemens suite, running time is well under one second. This is significantly less than the amount of time required to run the program against its test suite in the first place.
One of the principal strengths of our approach is that it always appears to produce a small set of lines as output, making it easy for a human practitioner to check the resulting lines for faults. As shown in Figure 3 , our average estimated solution size is typically no more than 10 lines for the programs in the Siemens suite, and at most 46 lines for the larger 6218-line Space program 1 . As might be expected, we see that the average size of a solution tends to increase slightly with program size and also when we seed our program with more faults. However, even with three faults, average solution size tends to be only a tiny percentage of total program size.
We now discuss the comparison of our algorithm to the prominent ranking approaches reviewed in [2] , based on a suspiciousness metric that is either Tarantula, AMPLE, Jaccard, or correlation. Note that this is somewhat of an "apples to oranges" comparison, since we cannot make a true comparison between our algorithm (which outputs a set of lineECs) and a ranking-based approach. However, a reasonably fair method of comparison is to take the top X most suspicious lines from the ranking-based approach, where X denotes the number of lines returned by our algorithm. That is, both methods are compared based on the quality of the lines they return, each set having the same size. For each algorithm, we compute the expected 1 Recall that our solution set is expanded during postprocessing by including parent conditionals, but this expansion is not likely to increase the solution size appreciably, since each lineEC typically has only zero or one parent conditional. To obtain an estimate of this expansion (since our prototype testing infrastructure does not enable recovery of parent pointers from lineECs in a convenient fashion), we have charged ourselves one extra line for each lineEC in our solution. number of faults located in a single trial by computing the average number of faults located over a long series of trials (by trial, we mean taking one of our test programs, seeding it with faults, and running both methods to see how many faults are located by each). The number of trials run for each program depends on the number of faulty versions available for that program, and the number of faults seeded; for tests involving multiple faults, we performed up to 100 trials on randomly chosen combinations of compatible faults.
When running a ranking-based approach, lines with equal suspiciousness are assumed to be randomly ordered, allowing for us to find only a fraction of a fault in expectation. For example, if we are comparing against a set of X = 4 lines, and the most suspicious lineEC contains 1 faulty line and 5 other lines, then we would say that the expected number of faults found within the top X lines is 2/3.
The table in Figure 4 summarizes the results of our comparison. Some of the entries are not as meaningful from a statistical point of view, since they are computed from a small number of runs (e.g., one should not try to draw any meaningful conclusions by just examining the results for the 5 runs of print tokens, when seeded with one fault). We note that while our algorithm occasionally falters, its performance is consistently better than all other ranking-based approaches when we aggregate all the runs for the Siemens suite programs -and this is true when we seed one fault, two faults, and three faults. For the larger Space program, our algorithm improves its standing with larger numbers of faults present. Fig. 4 . Comparison between our approach and ranking-based approaches. The # runs column tells how many trails we ran of each program (one trial for each distinct fault or set of faults enabled). The remaining columns indicate the expected number of faults located by the AMPLE, Tarantula, Jaccard, and correlation methods, as well as our own method, shown in the final column.
