In this paper we study the Laplace-Beltrami operator on quantum complex hyperbolic spaces. We describe its action in terms of certain q-difference operators of second order and prove spectral theorems for these operators. The corresponding eigenfunctions are related to Al-Salam-Chihara polynomials. The obtained Plancherel measure is related to a quantum analog for the Harish-Chandra c-function.
Introduction
Harmonic analysis on real reductive groups and their homogeneous spaces attracted a lot of prominent mathematicians during the last 50 years. One of the reasons is its deep connections with representation theory, theory of special functions and differential equations. This knot of problems and links is so atractive that during the last twenty years several independent groups of mathematicians successfully elaborated similar theories in other branches of mathematics. That happened within the framework of quantum group theory as well. One could mention the papers of Ueno [19] , Vaksman and Korogodskii [21] , Koelink and Stokman [12] , and Ip [9] , where some types of quantum groups and quantum homogeneous spaces were considered. In this paper we contribute to the list of elaborated examples by considering so called quantum complex hyperbolic spaces.
Let us recall the classical results on complex hyperbolic spaces. Let m, n ∈ N, m ≥ 2, and N def = n + m. Let us consider the hyperboloid One can identify points of H n,m by the equivalence relation a ∼ b if a = e iθ b for some θ ∈ [0, 2π]. It is well-known that H n,m = H n,m / ∼ is a homogeneous space of the real reductive group SU n,m , namely H n,m = SU n,m /S(U n,m−1 × U 1 ). It is called a complex hyperbolic space and is one of well studied and important examples of pseudo-Hermitian symmetric spaces of rank 1. The Faraut paper [7] on hyperbolic spaces made a great impact into the theory of semisimple symmetric spaces of rank 1. In particular, Faraut obtained the Plancherel type decomposition for the quasi-regular representation of SU n,m in L 2 (H n,m , dν) in unitary irreducibles (dν is an invariant measure on H n,m ). The main his tools were so called spherical distributions and decomposition of the Laplace-Beltrami operator. Also there are numerous papers of Molchanov, van Dijk, Schlichtkrull and others (see [14, 15, 5, 16] and references therein) on representation theory related to complex hyperbolic spaces and harmonic analysis on them.
In the last decade of 20th century Leonid Vaksman with colleagues started to study harmonic analysis on quantum symmetric spaces. It appeared back then that several problems of classical complex and harmonic analysis on symmetric spaces have quantum analogs. They focused mostly on Hermitian symmetric spaces of non compact type. The idea was to obtain a Plancherel type decomposition for quasi-regular representation of a quantum universal enveloping algebra U q g, and the main tool was to study decompositions of certain invariant operators. Unfortunately, the quantum case was developed in full only for the simplest case of the group SU(1, 1) and its quantum counterpart U q su 1,1 . The corresponding quantum symmetric space is called the quantum unit disc and it is the simplest Hermitian symmetric space. For this special case, the Laplacian was constructed, its eigenfunctions were obtained, and this gives then the spectral decomposition for the Laplacian and for the whole quasi-regular representaion in the quantum unit disc (See [20] for the summary and references therein). Later some intermediate results were obtained for other Hermitian symmetric spaces. In their paper [18] , Shklyarov and Zhang obtained spectral decomposition for the Laplace operator on quantum unit balls in C n . Certain similar problems were solved for the case of quantum matrix balls which are quantum analogs of the symmetric spaces SU(n, n)/S(U n × U n ) (see [2] ). In this case it was possible to construct a family of commuting invariant operators and obtain their spectral decompositions. The present paper and the previous one [3] containes the same kind of results for another class of symmetric spaces.
The paper is organised as follows. Section 2 contains background from the general theory of quantum groups. The key objects there are the Hopf dual algebras U q sl N and C[SL N ] q . Important additional structures are the noncompact involutions on both these algebras. The algebra U q sl N together with the corresponding noncompact involution is treated as a quantum analogs for the real group SU(n, m). In Section 3 we recall the basic notions and notation regarding quantum complex hyperbolic spaces, following [4] and [3] . Namely, we introduce a quantum analog D(H n,m ) q,k for the algebra of (K-finite, where K = S(U n × U m )) smooth compactly supported functions on H n,m and provide an invariant integral (i.e., a covariant linear functional) on it. We give a description of U q k-isotypic components of D(H n,m ) q,k in Proposition 2. The Laplace-Beltrami operator q is constructed in Section 4. Furthermore we reduce the action of q to the U q k-components of D(H n,m ) q,k . This action can be essentially described by means of certain q-difference operators A Λ,Λ ′ of second order. Explicit formula for these operators is given in Proposition 4. In the next section we study these bounded self-adjoint operators A Λ,Λ ′ and find their eigenfunctions. A remarkable property of these eigenfunctions is that they can be written as Al-Salam-Chihara polynomials (in a dual variable), so the spectral analysis of A Λ,Λ ′ is reduced to some well-known facts about the q-special functions. Section 6 contains spectral theorems for the q-difference operators A Λ,Λ ′ . We also obtain the Plancherel measure, and describe its connection with the Harish-Chandra c-function. A side remark is that the Plancherel measure gives us a clue about which unitary representaions should appear in the decomposition of the left quasiregular one. Appendix contains proofs of the most technical statements.
The author would like to express her gratitude to L. Vaksman and D. Shklyarov for sharing their ideas and first results. The author is also grateful to H.P. Jakobsen for many valuable discussions.
Preliminaries on quantum group theory
Everywhere in the sequel we suppose q ∈ (0, 1). All algebras are associative and unital. Let us recall some standard notions and notations from the theory of quantum groups. All the facts below can be found in standard books on quantum group theory [10, 11] .
The Hopf algebra U q sl N is given as an associative algebra with generators
. . , N − 1, and the well-known Drinfeld-Jimbo relations (see [10] )
otherwise.
The comultiplication ∆, the antipode S, and the counit ε are determined by
The Hopf algebra C[SL N ] q can be defined by the generators t ij , i, j = 1, ..., N, and the following relations
Here det q t is a q-determinant of the matrix t = (t ij ) i,j=1,...,N :
The comultiplication ∆, the counit ε, and the antipode S in C[SL N ] q are defined as follows:
with t ji being the matrix derived from t by discarding its j-th row and i-th column. This algebra is Hopf dual to U q sl N and has the standard structure of U op q sl N ⊗ U q sl N -module, where the superscript ′ op ′ means that the algebra U op q sl N has the opposite multiplication (see [11] ).
Moreover, the multiplication in
Recall that U q sl N possesses a so called non-compact involution * defined on generators as follows:
The corresponding * -Hopf algebra is denoted by U q su n,m and may be treated as a quantum analog of the noncompact group SU(n, m). The algebra
where q-minors of t are defined in a natural way:
Let us also recall here basic notation in q-calculus. So,
Eigenfunctions of our q-difference operators appear first as basic hypergeometric functions, so let us recall that a basic hypergeometric function is defined for a 1 , a 2 , . . . , a r ; b 1 , b 2 , . . . , b s ∈ C as the infinite series
We will also use the Jackson integral. This integral with the q −2 -base is defined by the formula
3 Algebras of functions on the quantum H n,m . Invariant integral
Algebras of functions on a hyperbolic space were introduced in [4] . Here we just recall the notations and main objects along the way.
We start with the well known [6] q-analog of pseudo-Hermitian spaces. Let Pol( H n,m ) q be the unital * -algebra with generators t 1 , t 2 , . . . , t N and the commutation relations as follows:
Obviously,
is a central element and not a zero divisor in Pol( H n,m ) q . Thus the localization Pol( H n,m ) q,c with respect to the multiplicative system c N is well defined. The map J : t j → t 1j , j = 1, . . . , N, uniquely extends to an algebra homomorphism J :
is just the q-Laplace expansion of det q t along the first row.
The structure of U q su n,m -module algebra is transfered to Pol( H n,m ) q,c from the corresponding U q su n,m -module structure in C[SL N ] q via the embedding J.
Let I φ be a * -automorphism of Pol( H n,m ) q,c defined as follows:
is a * -algebra and will be called the algebra of regular functions on the quantum hyperbolic space. One can also distinguish this algebra as an algebra of
Now we would like to recall the construction of an invariant integral on the quantum hyperbolic space. These results are also obtained in [4] and we give here just necessary definitions and statements.
Recall that in the classical case there exists a positive invariant integral on H n,m , namely, one can integrate smooth functions with compact support on H n,m . So we need first to construct a q-analog for the corresponding space of functions. The construction uses a faithfull * -representaion of Pol(H n,m ) q and we will start with it.
The space H is a linear span of its basis
for n < j < N, and, finally,
Obviously, one can restrict this representation to Pol(H n,m ) q . The next proposition was proved in [4] .
Proposition 1 There exists a scalar product in H such that T is a faithful * -representation of
Pol(H n,m ) q in the pre-Hilbert space H.
Define the elements {x j } j=1,...,N ⊂ Pol(H n,m ) q as follows:
The vectors e(i 1 , . . . , i N −1 ) are joint eigenvectors of the operators T (x j ), j = 1, 2, . . . , N:
The joint spectrum of the pairwise commuting operators 
where f IJ (x 1 , x 2 , . . . , x N ) are functions on M. The topology on this space of formal series is the topology of pointwise convergence of the functions f IJ .
Denote by f 0 the following function
Introduce now a * -algebra
′ q generated by Pol( H n,m ) q and f 0 . One can extend the * -automorphism I φ (see (1)) to a * -automorphism of the algebra Fun( H n,m ) q by requiring
Obviously, there exists a unique extension of the * -representation T to a * -representation of Fun(H n,m ) q such that T (f 0 ) is the orthogonal projection of H onto the submanifold corresponding to the first spectral point of x n+1 .
Let D(H n,m ) q,k be the two-sided ideal of Fun(H n,m ) q generated by f 0 . We call this ideal the algebra of finite functions on the quantum hyperbolic space. It is a quantum analog for the algebra of K-finite smooth functions on H n,m with compact support. [4] 
Remark 1 It was explained in
that D(H n,m ) q,k contains only such functions φ(x n+1 ), x n+1 ∈ q −2Z + ,
that have finitely many nonzero values. We will also call such functions finite functions in variable
Now we recall an explicit formula for a positive invariant integral on the space of finite functions D(H n,m ) q,k . Let ν q : D(H n,m ) q,k → C be a linear functional defined by
Theorem 1 ([4])
The functional ν q is well defined, positive, and U q su n,m -invariant.
Note that the constant is fixed by the requirement ν q (f 0 ) = 1. This invariant integral allows us to introduce a scalar product in
The following proposition describes the structure of D(H n,m ) q,k as a U q k-module.
One can easily show that any highest weight vector from the isotypic component
is a finite function in x. Now we would like to obtain restrictions of the scalar product (·, ·) to isotypic components
. By explicit computations, one may obtain the following result
and
The proof of this lemma is given in the Appendix.
The Laplace-Beltrami operator and its restrictions to isotypic components
In this section we introduce a U q sl N -invariant operator q in the space of finite functions D(H n,m ) q,k . This operator will be considered as a quantum analog for the invariant LaplaceBeltrami operator on the complex hyperbolic space H n,m . Also we compute more explicitly its action on each isotypic component V (k,l,k ′ ,l ′ ) . The restriction is closely related to a second order q-difference operator in x.
First we should recall the definition of an operator ∂ and a Hermitian pairing on 1-forms, as it was done in [2] .
The operator ∂ comes from the left action
Let Ω (0,1) (H n,m ) q be the corresponding space of 1-forms, i.e. a module generated by Pol(H n,m ) q and ∂t 1i inside (2)). Evidently, the Hermitian pairing on (0,1)-forms satisfies the property (ξω 1 , ω 2 ) = (ω 1 , ξ * ω 2 ) for all ξ ∈ U q sl N , i.e. it is U q sl N -invariant. We set
Now we define q by the formula
Proof. Let us check that q is a U q sl N -invariant operator. Recall that the right and left U q sl Nactions in C[SL N ] q commute with each other, thus∂ commute with the (right) U q sl N -action.
Then we have for all
Due to the invariance of the Hermitian pairing (·, ·), we get
The latter equality is due to the fact that ν q is a U q sl N -invariant integral, hence it has an 'integration by parts property'
Now we can verify that q is a symmetric operator in D(H n,m ) q,k . Indeed,
Since q is defined on the whole space D(H n,m ) q,k , it is self-adjoint. Now we will study restrictions of q to isotypic components
Due to the previous proposition, the restriction of q to V (k,l,k ′ ,l ′ ) is completely defined by its action on the highest weight vectors t
l . Let us fix notation for q-difference operators:
Proposition 4 One has
where
In order to expand the action of q to the whole isotypic component, we simply need to apply elements from U q k to both sides of (3) . Hence all the information about the action of q is stored in the introduced operators A (k,l,k ′ ,l ′ ) . The proof of this proposition is made by explicit calculations and will be given in the Appendix.
We can rewrite A (k,l,k ′ ,l ′ ) as a three terms q-difference operator in the following way
One can note that this operator depends only on the parameters Λ = k + l and
. Then
Let us consider the space of finite functions (functions that take only finitely many nonzero values at points from q −2Z + ) in one variable x = x n+1 on q −2Z + with the inner product
The scalar multiplier is chozen in such way that (f 0 , f 0 ) Λ,Λ ′ = 1. We will complete this space of functions w.r.t. the corresponding norm and denote the resulting Hilbert space L 2 (dν
Proof. Let us consider the operator
by a compact operator. Thn one can check that the operator x −a B + (x a+2 B − φ(x)), a ∈ N, is bounded, thus A Λ,Λ ′ is bounded as well. Let us check that A Λ,Λ ′ is a symmetric operator. Consider the finite functions on q
These functions form an orthogonal system in L 2 (dν
), so it is enough to verify symmetry on the basis vectors f j . One has
is nonzero only if j = k or j = k±1. Let us check the case j = k−1, the other two are also simple. For j = k − 1 there is just one nonvanishing term from (5) and q 2(N −1) ) .
On the other side, for k = j + 1 one has
, so the scalar products are equal and A Λ,Λ ′ is a symmetric operator.
Eigenfunctions of A Λ,Λ ′ and Al-Salam-Chihara polynomials Lemma 2 The function
with the eigenvalue q 2(N −1) ) .
Recall the definition of the Al-Salam-Chihara polynomials, following [13] :
ab, 0 ; q, q , z = cos θ.
We have the following well known orthogonality relations for the Al-Salam-Chihara polynomials:
, and
An important fact about this family of polynomials is that there is a recurrence relation. Namely,
We will employ this relation later on. As one can see, the eigenfunctions Φ Λ,Λ ′ l (x) are connected with the Al-Salam-Chihara polynomials:
This relation gives us a proof of Lemma 2. Indeed, for every k ∈ Z + one has
Thus, after substituting the expression for the Al-Salam-Chihara polynomials, one gets
One can notice that the r.h.s. of this formula is similar to the r.h.s. of recurrence relation for the Al-Salam-Chihara polynomials. Thus one may continue calculations as follows
Recall that z = cos θ =
, so the eigenvalue q 2(N −1) ) .
Let us denote the orthogonal measure for Al-Salam-Chihara polynomials by dσ Λ,Λ ′ . Recall that q = e −h/2 . One may note that if z = cos θ satistfies |z| ≤ 1, then 2l +N −1 ∈ iR, i.e. 2l = −N + 1 + iν, ν ∈ R. Moreover, one can make a change of variables and rewrite the continuous part of the orthogonal measure as follows
where z =
. Thus we get a q-analog for the Harish-Chandra c-function, which appear in the Plancherel measure for complex hyperbolic spaces (see [7] ).
A spectral theorem for A Λ,Λ ′
In this section we obtain a spectral theorem for A Λ,Λ ′ . The obtained spectral measures contribute to the Plancherel measure of the whole Laplace-Beltrami operator. As in the classical case (see [7, p.429-432] ), the support of the Plancherel measure consists of continuous and discrete parts. This structure reflects the decomposition of a quasi-regular representation of U q su n,m on quantum complex hyperbolic space into series of unitary U q su n,m -modules.
Theorem 2 The bounded self-adjoint linear operator A Λ,Λ ′ is unitary equivalent to the operator of multiplication by independent variable in the Hilbert space
The unitary equivalence is given by the operator
Proof. By standard arguments [1] , the bounded self-adjoint linear operator A Λ,Λ ′ is unitary equivalent to the multiplication operator f (λ) → λf (λ) in the Hilbert space L 2 (dµ Λ,Λ ′ (λ)) of square integrable functions with respect to a certain measure dµ Λ,Λ ′ (λ) with compact support in R. Let us find explicitly the corresponding measure and the operator of unitary equivalence U Λ,Λ ′ . One can fix the unitary equivalence operator by the condition U Λ,Λ ′ f 0 = 1. By easy calculations, ||f j || 2 = q −2j(N −1+Λ+Λ ′ ) (q 2j+2 ;q 2 ) Λ+n−1 (q 2 ;q 2 ) Λ+n−1
. Thus the finite functions e j = q
). Due to (5), A Λ,Λ ′ acts on them by the formula
and one has
(we naturally suppose that P Λ,Λ ′ −1 = 0). The orthogonal polynomials P Λ,Λ ′ j (λ), j ∈ Z + , are determined by (7) and (8) . Let us compare them with the corresponding recurrence relations and the initial data for the AlSalam-Chihara polynomials Q j (z; q 2n−(N −1)+Λ−Λ ′ , q N −1+Λ+Λ ′ |q 2 ). One can observe that
The polynomials
satisfy the following recurrence relations:
Thus we obtain that P Λ,Λ ′ j and Q j are related by the change of variable λ = 2q
On the other hand, 2l+N −1) ). Hence for every function f (x) on q −2Z + with finite support one has
Now the claim of the theorem follows from the orthogonality relations for the Al-Salam-Chihara polynomials (6).
Remark 2f
j = q −2j(Λ+Λ ′ +N −1) (q 2j+2 ; q 2 ) Λ+n−1 (q 2 ; q 2 ) Λ+n−1 Φ Λ,Λ ′ l (q −2j ).
Appendix. Proof of technical results
Proof of Lemma 1. In order to compute the scalar product of the two highest weight vectors f 1 , f 2 from the same isotypic component V (k,l,k ′ ,l ′ ) , first we need to find how the operator T (f * 2 f 1 ) acts in the Fock space.
Let us reorganise the first sum as the sum over the paramter c = n j=1 a j and the sum over a 1 , . . . , a n subject to the condition that their sum should be equal to some integer c. Note that the latter sum then will be finite, because all a 1 , . . . , a n are nonpositive integers. Then one can continue the calculations as follows
Applying summation formulas from Lemma 3, we get
One can notice that in the last sum if c ≥ 1 − l, then the corresponding term vanishes. So the sum is equal to
Finally, we get
Remark 3 Although we claimed Lemma 1 only for highest weight vectors from
there was a requirement that k + l ′ = k ′ + l, one can easily see that
Thus the integral of such expressions is well defined, and of course the answer is given by the same formula.
The next lemma contains auxilarly summation formulas which allows us explicitly compute invariant integrals in the Lemma 1.
Lemma 3
1.
2.
Proof. Let us prove the first summation formula. One can divide both sides of the required identity by q 2lt (q −2 ; q −2 ) k (q −2 ; q −2 ) l . Then certain q-binomial coefficients will appear; namely, one has
(recall that a 1 , a n ≤ 0). Note that we can restrict ourselves to the summands with a n ≤ −l, otherwise (q 2an ; q 2 ) l and the corresponding summand vanishes. Recall the standard notation for the q-binomial coefficient with the q −2 -base
Now one can rewrite the summation as follows
The last sum was computed in [3, Proposition ] . The answer is again given by a q-binomial coefficient
Thus we need to compute the following sum
Now this summation can be computed by applying twice the following formula
This identity is proved by induction in t.
Let us prove the second identity. One can easily observe that the summation in variables a n+1 , . . . , a N −1 are independent. Thus, one can rewrite the whole sum as a double sum
Now the second sum is just a multibasic geometric progression, and this gives us
Now one can verify that
.
Substituting the last formula, one gets that
, which coinsides with the required answer.
Let us recall the notation for the weight function
Proof of Proposition 4 We need to prove the equality
where the operator A k,l,k ′ ,l ′ is given by (4) . Since q is a U q sl N -invariant operator, it is obvious that q (t
is again a highest weight vector of the same isotypic component. Thus, the action can be expressed as some operator on finite function φ(x), and our goal is to find explicit formula for it. Let us start with computing the action of∂ on t
Denote y =∂x and
Now we can plug in this formula to the scalar product (∂t
Now let us recall that P is the projection P : 
Applying these formulas and commutational relations in C[SL N ] q , one gets that
Now we need to compute the integral of this expression over the quantum H n,m . To do that, we apply Lemma 1. So for f 1 
Hn,m f *
Let us now integrate (∂f 1 ,∂f 2 ). Then one has
Hn,m (∂f 1 ,∂f 2 )dν q = q Thus one can transfer 'all activity' in the last integral from ψ(x) to φ(x) and get that Hence one has
(1 − q 2(N −1) )(1 − q 2 ) q 2(m−l−k+1) (1 − q 2l )(1 − q 2(l+k+n−1) ) (1 − q −2(l+k+n−1) x) φ(x)+ q 2(n−k ′ −l ′ +l+1) (1 − q 2k ′ )(1 − q 2(l ′ +k ′ +m−1) ) x φ(x)
What remains is to rewrite this expression in a shorter form. One can verify that, indeed, the last expression is equal to
