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Abstract
Two dimensional electron systems (2DES) provide a uniquely promising avenue for
investigation of many body physics. Graphene constitutes a new and unusual 2DES,
which may give rise to unexpected collective phenomena. However, the vanishing
density of states in charge neutral single layer graphene suppresses many body effects,
and one has to alter the system to observe strongly ordered states. We consider three
ways of accessing quantum many body physics using graphene.
First, we consider doping single layer graphene to a Van Hove singularity in the
density of states. We show that there are strong instabilities to several strongly or-
dered states, with the leading instability being to a d-wave superconducting state.
The superconducting state realizes chiral superconductivity, an exotic form of super-
conductivity wherein the phase of the order parameter winds by 47r as we go around
the Fermi surface. We also discuss the nature of the spin density wave state which is
the principal competitor to superconductivity in doped graphene.
Next, we study bilayer graphene (BLG), which has a non-vanishing density of
states even at charge neutrality. We show that Coulomb interactions give rise to a
zero bias anomaly in the tunneling density of states for BLG, which manifests itself
at high energy scales. We also show that the quadratic band crossing in BLG is
unstable to arbitrarily weak interactions, and estimate the energy scale for formation
of strongly ordered states. We show that gapped states in BLG have topological
properties, and we classify the various possible gapped and gapless states in terms of
symmetries. We study the competition between various ordered states, and discuss
how the nature of the ground state may be deduced experimentally. We also discuss
recent experimental observations of strongly ordered states in bilayer graphene.
Finally, we study bilayer graphene in a transverse magnetic field, focusing on the
properties of the quantum Hall ferromagnet (QHF) state. We resolve an apparent
discrepancy between the experimentally observed energetics and theory. We close
with a discussion of the exotic topological defects that form above the QHF state.
Thesis Supervisor: Leonid S. Levitov
Title: Professor of Physics
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1-1 (a) Graphene consists of a honeycomb lattice of carbon atoms. The
honeycomb lattice can be thought of as two interpenetrating triangu-
lar sublattices, labelled A and B. The A and B sublattice labels have
been indicated on part of the honeycomb lattice. (b) Momentum space
for graphene can be represented on a plane as a hexagon with oppo-
site edges identified (momentum is only well defined up to a reciprocal
lattice vector). The region inside the hexagon is known as the first
Brillouin zone. The Brillouin zone has two inequivalent corners, con-
ventionally labelled K and K'. At half filling, there are gapless states at
the points K and K' only. The spectrum close to these 'Dirac points'
is linear, with energy e ~ vk, where v is the Fermi velocity and k is
the distance to the nearest Dirac point. This spectrum takes the form
of the famous 'Dirac cone,' drawn above in blue. . . . . . . . . . . . 26
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2-1 Chiral superconductivity arises when graphene is doped to the Van
Hove singularity at the saddle point (M points of the Brillouin zone).
a) d + id pairing exhibiting phase winding around the hexagonal FS,
which breaks TRS and parity (0 = 27r/3). b) Conduction band for
monolayer graphene [7]. At 5/8 filling of the 7r band, the FS is hexago-
nal, and the DOS is logarithmically divergent (c) at three inequivalent
saddle points of the dispersion M (i=1,2,3). Their location is given
by tej, where 2ei is a reciprocal lattice vector. The singular DOS
strongly enhances the effect of interactions, driving the system into a
chiral superconducting state (a). Since the FS is nested, superconduc-
tivity competes with density wave instabilities, and a full RG treatment
is required to establish the dominance of superconductivity. . . . . . 52
2-2 Possible interactions in the patch model. (a) Feynman diagrams repre-
senting allowed two-particle scattering processes among different patches,
Eq.2.1. Solid and dashed lines represent fermions on different patches,
whereas wavy lines represent interactions. (b) Pictorial representation
of these scattering processes, superimposed on a contour plot of the
energy dispersion. Each scattering process comes in three flavors, ac-
cording to the patches involved. However, it follows by symmetry that
the scattering amplitudes are independent of the patches involved, and
therefore we suppress the flavor labels. . . . . . . . . . . . . . . . . . 56
12
2-3 Flow of couplings with RG scale y, starting from repulsive interactions.
Note that the coupling g4 changes sign and becomes attractive, lead-
ing to a (superconducting) instability at the energy scale yc (Eq.2.4).
Inset: Critical couplings Gi (2.5) near ye as a function of the nesting
parameter at the ordering energy scale, di (yc). The dominance of su-
perconductivity over spin density wave order arises because -G 4 > G2
for all values of di(yc). Initial conditions: The RG flow is obtained by
numerical integration of (2.3) with initial conditions gi(0) = 0.1, and
modeling the nesting parameter as di(y) = 1/V' +y. The qualitative
features of the flow are insensitive to initial conditions, and to how we
model di. The critical couplings (inset) are universal, and independent
of initial conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2-4 Possible superconducting orders that could develop at the M point.
(a) A d.2,2 or d, state would be realised if K2 < 0 in the Landau
expression for the free energy, Eq.2.12 (b) The d,2,2 and d,, orders
can co-exist if K2 > 0 in Eq.2.12. A microscopic calculation indicates
that the states (b) have lower free energy. . . . . . . . . . . . . . . . 63
3-1 (Color online) a) The Fermi surface at the doping level of interest is
a hexagon inscribed within a hexagonal Brillouin zone (BZ), for both
honeycomb and triangular lattices. The FS has three inequivalent cor-
ners, which are saddle points of the dispersion, marked by a vanishing
Fermi velocity and a divergent density of states. The three inequivalent
saddle points Mi are connected by three inequivalent nesting vectors
Qj, each of which is equal to half a reciprocal lattice vector, such that
Qj = -Qj. b) Spin structure for the uniaxial SDW state. The SDW
order quadruples the unit cell to a unit cell with eight sites (shaded).
The enlarged unit cell has a large spin moment 3A on two sites and a
small spin moment -A on the other six. The total spin on each unit
cell is zero. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
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3-2 (Color online) The terms quartic in A are produced by processes repre-
sented diagrammatically by square diagrams. The diagrams for Z 2 and
Z 3 correspond to patterns A 3 , A3, A1 , A1 and A 3 , A1 , A 3 , A1 , respec-
tively. The sixth order chirality sensitive term is produced by 'hexag-
onal diagrams.' Sample square and hexagonal diagrams are shown
above. The integrals are dominated by momenta that bring all the
fermion propagators to the vicinity of one of the saddle points of the
dispersion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3-3 (Color online) a) Excitation spectrum Ek = Ek - Jp of the 3Q uniax-
ial state. Negative k are along the FS, positive k are along the BZ
boundary in the original BZ (along k, in the reduced zone). Placing
the chemical potential at opt = -A ensures that four bands lie below
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k, irrespective of the value of A. Thus the choice p = -A conserves
electron number. Excitations with spin projection opposite to A are
in blue (solid), along A are in red (dashed) lines. Note that gapless
excitations arise in the spin-down branch only. b) Free energy differ-
ence JF = Funi~ial - Fhiral between the 3Q uniaxial SDW state and the
chiral state, evaluated in the mean field approximation for the honey-
comb lattice Hubbard model with 92 = 93 = U = 1.7ti (TN , 0.002t 1 ).
The 3Q uniaxial state has lower Free energy over a wide range of inter-
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3-4 (Color online) (a) Schematic representation of the emergent Z4 symmetry-
breaking paramagnetic phase. The blue links are ferromagnetic bonds,
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3-6 (Color online) (a) The effective action 5(@) = S[r, @]/NVg as a func-
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Chapter 1
Introduction
The idea that 'more is different' [1], and that large collections of interacting parti-
cles can display emergent behavior qualitatively different to the behavior of a few
particles, is the inspiration for condensed matter physics. While the fundamental
laws governing ordinary matter, namely electromagnetism and quantum mechanics,
are well known, the behavior of material systems is endlessly varied, and continues
to surprise us. Superconductivity [2], the quantum Hall effects [3], and the recent
discovery of topological phases of matter [4] are only a few examples of the way that
new physics can emerge in material systems.
Electronic systems provide a particularly interesting playground for exploration of
collective phenomena. Whereas the behavior of systems of non-interacting electrons
is well understood in terms of band theory [5], there is no exhaustive theory for the
behavior of interacting electron systems. Interactions between electrons can lead to
formation of ground states that spontaneously break symmetries of the microscopic
Hamiltonian [6], exhibit topological order [7], or otherwise display properties that are
markedly different to those exhibited by non-interacting electron systems. The study
of many body physics in electronic systems is thus a centerpiece of modern condensed
matter physics.
The dimensionality of the physical system has important consequences for the
many body physics. Interaction effects are stronger in low dimensional systems. Thus,
two dimensional systems are generically more sensitive to interactions than three di-
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mensional systems, and one dimensional systems are more sensitive still. However, in
one dimension, the very low dimensionality reduces the complexity of the problem,
and the behavior of one dimensional systems is largely understood [8]. Two dimen-
sional electron systems are thus ideal for the study of many body physics - the low
dimensionality enhances the effect of interactions, but the dimensionality is still high
enough for unexpected behavior to arise. Many of the most dramatic recent discov-
eries in condensed matter, including high temperature superconductivity [9] and the
fractional quantum Hall effect [3, 7] have occurred in two dimensional or quasi-two
dimensional systems.
Recently, an entirely new family of two dimensional electron systems has become
available, which are based on graphene. Graphene, a single, atomically thin sheet
of carbon atoms, was discovered in 2004 [10], and rapidly became one of the most
popular systems for experimental and theoretical condensed matter research. For an
exhaustive review of work done on graphene, see [11, 12].
The popularity of graphene is motivated partly because of its potential for tech-
nological applications: it is a two dimensional electron system (2DES) with high
mobility, where the carrier density can be tuned by gating, and it can be tuned to
exhibit either electron-like or hole-like (ambipolar) behavior. These properties make
graphene a promising material for building devices and for technological applications.
At the same time, graphene is interesting for physicists because it represents an en-
tirely new 2DES with unique features (for example, the low energy excitations are
governed by a Dirac equation), and as a result qualitatively new physics can arise.
New physics observed in graphene include Klein tunneling and an anomalous 'half
integer' quantum Hall effect [11].
However, at the time that this thesis was started, the existing work on graphene
had almost entirely neglected many body effects. The reason for this neglect was
that almost all the observed properties of single layer graphene near charge neutral-
ity appear fully consistent with a model of non-interacting electrons. The recent
observation of a logarithmic dependence of the Fermi velocity on doping level [13],
represents the first truly many body effect to be observed in single layer graphene,
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and even this can be understood within a 'marginal Fermi liquid' description that is
adiabatically connected to the non-interacting description [14]. The apparent weak-
ness of many body effects is surprising, given our earlier identification of 2DES as
being ideal for investigation of many body physics. It turns out that the lack of any
striking departures from non-interacting behavior can be attributed to the vanishing
low energy density of states in charge neutral graphene, which suppresses the effect
of interactions. The search for new quantum many body physics in graphene was the
principal objective of this thesis.
How can one sidestep the vanishing density of states, to realize truly new many
body physics in graphene? There are three potential avenues of attack. One possi-
bility is to dope graphene to alter the low energy density of states. A second is to
study bilayer graphene, where the density of states is non-vanishing. Finally, one can
also apply a transverse magnetic field to alter the electronic spectrum and produce a
non-vanishing density of states. I discuss each of these approaches in turn.
First, I discuss doping single layer graphene. Upon doping, the density of states
becomes non-vanishing, and at a critical doping level the density of states actually
diverges. At this doping level, exotic strongly correlated states are highly likely,
and the behavior at this doping level will be the focus of Chapters 2 and 3. Prior
to the work described in Chapters 2 and 3, a large number of possible states had
been proposed for single layer graphene, but there was little understanding of which
states were actually likely. This is the question I set out to address, using a weak
coupling renormalization group technique which allowed for an unbiased analysis of
the competition between various orders.
In Chapter 2, I will argue that the most likely many body ground state at this
doping level is a superconducting state of a form that has not been hitherto observed.
The other (less likely) candidate state is an unusual spin density wave (SDW) state,
the properties of which I will discuss in Chapter 3. Both possible states, the super-
conductor and the spin density wave, have highly unusual features which were not
appreciated prior to our work. The superconducting state provides a realization of
chiral superconductivity, wherein the phase of the superconducting order parameter
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winds by 4-r as one goes around the Fermi surface, breaking time reversal symmetry.
This phase winding also endows the superconducting state with a host of topological
properties, such a thermal Hall effect, protected edge states, and zero modes in vortex
cores, which are desirable for nano-science applications. Meanwhile, the SDW state
possesses gapless charged excitations in one spin branch only, and therefore allows for
electrical control of spin currents, which is also desirable for nanoscience applications.
Doped single layer graphene could thus allow realization of one of two highly
exotic and long sought after quantum states, neither of which has been previously
seen in experiments, and either of which could be extremely useful technologically.
Since our work on doped graphene appeared, there has been a flurry of theoretical
papers dealing with superconducting and spin density wave phases in doped graphene.
Meanwhile, experiments are under way to dope graphene to this level, and may soon
be able to directly test the theoretical predictions for doped graphene.
An alternative approach to interesting many body physics involves studying bi-
layer graphene (BLG). Bilayer graphene (BLG) consists of two graphene sheets chem-
ically bonded together, and shares many of the properties of single layer graphene,
except that the density of states is non-vanishing even at zero doping. As a result,
non-trivial many body states can arise, and there is strong experimental evidence sug-
gesting that the ground state of undoped BLG is distinct from the non-interacting
ground state (for a review, see [18], or Chapter 8).
In Chapter 4, I will discuss the behavior of BLG in the presence of dynamically
screened Coulomb interactions. I will predict the existence of a zero bias anomaly in
the tunneling density of states that manifests itself at energy scales as high as 100 meV
(a feature that has been observed experimentally, although not widely appreciated,
see e.g. [19]). In Chapter 5, I will discuss the possibility that Coulomb interactions
might trigger spontaneous gap opening in bilayer graphene - something that has been
observed in experiments [20, 21, 22]. I also point out that because of the non-vanishing
Berry phase in BLG, the gapped states have interesting topological properties.
Our prediction of unusual gapped phases with topological properties helped trig-
ger an explosion of interest in bilayer graphene. A large theoretical literature has
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appeared dealing with strong correlation physics in BLG [23, 24, 25, 26, 27, 28, 29,
30, 31, 32, 33, 34]. It has been conclusively established [25] that for short range
repulsive interactions, the leading instability in BLG is to a gapless nematic state,
and not a gapped topological state. The situation for long range interactions is less
clear. If long range (Coulomb) interactions are treated within an RPA screening ap-
proximation, as is done in Chapter 7, and also in [26, 27], then it appears that the
leading weak coupling instability is to a nematic state, just as for the case of short
range interactions only. However, a rigorous treatment of the problem with long range
interactions, which does not privilege the RPA diagrams, has not yet been performed.
Meanwhile, a large number of experimental studies of BLG have also appeared
[38, 36, 20, 21, 22, 37], which all seem to observe non-trivial strongly ordered states in
BLG. Intriguingly, the experiments on BLG appear to be at odds with the theoretical
expectations. With the exception of [37], all of the other experiments appear to
observe gapped states, whereas the most sophisticated theoretical calculations [25, 26],
discussed in Chapter 7, seem to predict that the ground state should be gapless. This
conflict between theory and experiment suggests that new developments in many body
theory may be necessary to fully explain BLG. Meanwhile, the different experiments
also appear to disagree with each other, and I discuss in Chapter 8 what experiments
may be done to yield insight into the nature of the ground state of BLG.
The third and final way to produce a non-vanishing density of states (and hence
to access new many body physics) is to apply a magnetic field perpendicular to the
graphene plane. The resulting quantum Hall physics will be discussed briefly in
Chapter 9.
The rest of this introduction is structured as follows: first I provide a brief overview
of the Hamiltonian and the electronic properties of single layer graphene. Then, I
review the Hamiltonian and electronic properties of bilayer graphene, and the sym-
metries of bilayer graphene. I conclude by providing a brief summary of the main
results of this thesis.
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Figure 1-1: (a) Graphene consists of a honeycomb lattice of carbon atoms. The
honeycomb lattice can be thought of as two interpenetrating triangular sublattices,
labelled A and B. The A and B sublattice labels have been indicated on part of
the honeycomb lattice. (b) Momentum space for graphene can be represented on a
plane as a hexagon with opposite edges identified (momentum is only well defined
up to a reciprocal lattice vector). The region inside the hexagon is known as the
first Brillouin zone. The Brillouin zone has two inequivalent corners, conventionally
labelled K and K'. At half filling, there are gapless states at the points K and K' only.
The spectrum close to these 'Dirac points' is linear, with energy e ~~ vk, where v is
the Fermi velocity and k is the distance to the nearest Dirac point. This spectrum
takes the form of the famous 'Dirac cone,' drawn above in blue.
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1.1 Graphene: structure and electronic properties
Graphene consists of a two dimensional array of carbon atoms arranged in a hon-
eycomb lattice. The discovery of graphene [10] came as a surprise to the condensed
matter community, since there is a theorem in statistical mechanics which states that
two dimensional crystals cannot exist at non-zero temperature [6]. This is because the
Debye-Waller factor (which measures the disordering effect of thermal fluctuations) is
logarithmically divergent in two dimensions [6]. However, the statistical mechanical
theorem strictly only applied to samples that are infinitely large. For a crystal of
finite size, the logarithmic divergence in the Debye-Waller factor is cut off by the
finite system size, and micron sized samples of graphene can therefore exist, and can
be measured in the laboratory.
I now make some brief comments on carbon chemistry in graphene (for details,
see [35, 39]). The carbon atoms in graphene are sp 2 hybridised, with the s, p, and py
orbitals lying in the graphene plane, and the p, orbitals normal to the graphene plane.
Carbon has four valence electrons per atom, three of which go into the sP2 hybridised
system, with the fourth going into the p, system. The electrons that go into the
sp 2 orbital system form strong o- bonds. These control the structural properties of
graphene, but are irrelevant for the low energy electronic properties. The low energy
electronic properties are controlled by 7r bonding in the pz orbital system.
If I neglect electron-electron interactions, then the low energy electronic physics
consists of electrons hopping from site to site through the pz orbital system. This is
most straightforwardly described in a tight binding model
Ho = E ti # (1.1)
ii
where 4'i annihilates an electron on site i, and tij is the amplitude to hop from site i to
site j. It is sufficient to restrict our attention to nearest neighbor hopping only, since
further neighbor hopping is much weaker than nearest neighbor hopping. The nearest
neighbor tight binding Hamiltonian is diagonal in momentum space. For electrons
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moving in a periodic potential, momentum is only well defined up to reciprocal lattice
vectors, where the reciprocal lattice vectors PI, 2,3 are
P 2 = (0, 47r/VrJ), P 1,3 = (±27r/(3a), -27r/V3). (1.2)
where a is the carbon-carbon spacing. Momentum space is thus a two dimensional
surface with a complicated topology, which can be represented on the plane as a
regular hexagon with opposite edges identified. The area inside the hexagon is known
as the (first) Brillouin zone, and it is sufficient to diagonalize the Hamiltonian within
the Brillouin zone.
The unit cell for the honeycomb lattice contains two sites, conventionally labelled
A and B. The tight binding Hamiltonian in momentum space thus takes the form
of a 2 x 2 matrix, H = Ep @p4Ho(p)@p, where p is a wavenumber and Op is a two
component spinor Op = (cA, cB), where c' annihilates a particle on the a sublattice
with wavenumber p. The Hamilonian Ho(p) is defined by
Ho(p) = ( t, ; tp = ti [e'Px" + 2e-ipx 2 cos 2 (1.3)
t* 02P
where, ti ~ 3eV is the nearest neighbor hopping amplitude (sometimes denoted sim-
ply as t) and a = 0.142nm is the carbon-carbon spacing in graphene [12]. Henceforth,
I set a = 1 for simplicity. The above Hamiltonian can be straightforwardly diagonal-
ized, and has eigenvalues e(p) = tItp|, where [12]
I pyV co 3Px pyv_|tp = ti 1 + 4cos 2y s\3 2O p + 4 cos2 2yf3 (1.4)v 2 2 2(14
Note that the spectrum is particle-hole symmetric about e = 0.
Now when graphene is undoped, each carbon atom contributes one electron to the
pz orbital system, which is sufficient to fill exactly half the states. Since the spectrum
is symmetric about e = 0, it follows that for undoped graphene, the chemical potential
p must lie at zero energy, with all negative energy states being filled, and all positive
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energy states unfilled. The dispersion relation (1.4) has zero energy solutions only
at two in-equivalent points (conventionally labelled K and K'), which are the two
in-equivalent corners of the hexagonal Brillouin zone (Fig. 1-1) (corners that are
connected by a reciprocal lattice vector represent the same point). In the vicinity of
the Brillouin zone corners, tp behaves as tp:K = hv(px-Kx)+i(py-Ky)]+O(|p-K 12)
and tpK' = -hv[(px - K') - i(py - K')] + O(Ip - K'12 ), with v - 106 ms- being
the Fermi velocity for graphene [11]. Henceforth, I set h = 1 and define k = p - K,
k' = p - K'. Thus, in the vicinity of the K and K' points, the Hamiltonian takes the
form
0 v(kx +ik)
v(k - iky) 0
0 -v1(k' -ik')
Ho (p e-% K') = vkl+ik/ (1.5)
where k and k' are the displacements from the K and K' points respectively. The
low energy spectrum is linear and isotropic, Ek = tvjk and Ek' = +vlk', and looks
like two double-cones in momentum space (Fig. 2-1). The equation (1.5) is the Dirac
Hamiltonian which appears to govern all the low energy properties of graphene. It
is so called because the low energy Hamiltonian parallels the Dirac equation, with
v e 106 ms 1 replacing the speed of light, and with a sublattice pseudospin playing
the role of real spin.
This non-interacting Hamiltonian should be supplemented by electron-electron
interactions. The electron-electron interactions are most conveniently expressed in
real space, and include both short range (contact) four fermion interactions, and
also long range (1/r) Coulomb interactions. It has been established in theoretical
calculations [40, 11] that contact interactions do not qualitatively alter the low energy
physics of graphene if they are weaker than a critical value, although they can open
a gap in the spectrum if they exceed a critical interaction strength. Experimentally,
no gap is observed, so the contact interactions are assumed to be subcritical [11].
Meanwhile, the strength of Coulomb interactions is controlled by a dimensionless
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constant a' = e2 /hv, which is analogous to the fine structure constant, but with the
Fermi velocity replacing the speed of light. This graphene fine structure constant
a' ~ 2, thus it is not clear if the non-interacting approach is appropriate to describe
graphene. However, it has been established [11] that for sufficiently weak a', the low
energy properties of graphene are qualitatively unaltered from the non-interacting
model, save for a logarithmic renormalization of the Fermi velocity (which grows
bigger at low energies). Whether the physical value a' ~ 2 is small enough for this
'weak coupling' description to hold is not clear. However, no significant departure
from the weak coupling description has been observed experimentally (despite an
enormous experimental effort), and thus it has been widely accepted that single layer
graphene is weakly coupled. The reason why interaction effects are so weak in single
layer graphene can be traced back to the low density of states N(e), which vanishes
as N(e) - e at low energies.
To access strong coupling physics in graphene, it is therefore necessary to get
around the vanishing density of states. One way to sidestep the vanishing density of
states is to dope graphene. At small doping levels, graphene is well described by the
'Dirac Hamiltonian' (1.5), and the Fermi surface of the non-interacting theory consists
of two small circles centered on the K and K' points (the Fermi surface is the surface
in momentum space which separates occupied and unoccupied states). However, at
very large levels of doping, when the 7r band system is nearly empty (full), the system
is analogous to a two dimensional electron gas (hole gas), and has a Fermi surface that
consists of a single circle centered at zero momentum. At some intermediate doping
level, there must be a topological transition from a one piece Fermi surface to a two
piece Fermi surface, and at such a topological transition, the density of states must
diverge [5]. The strong coupling physics that arises in the vicinity of this divergent
density of states will be addressed in the first chapters of this thesis. An alternative
way to get around the vanishing density of states is to change the system that is
studied, and to study instead bilayer graphene. This system will be discussed in the
next section.
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1.2 Bilayer graphene
Bilayer graphene (BLG) consists of two graphene layers chemically bonded together.
The BLG lattice has a four site unit cell - one site each from the A and B sublattices
on the upper and lower layer, which I refer to as the Al, B1, A2 and B2 sublattices
respectively. The Al and B2 sites lie on top of each other in the Bernal stacking, and
are chemically bonded, whereas the A2 and B1 sites do not lie on top of each other,
and are not bonded. For undoped BLG the chemical potential also lies at zero energy,
and there are zero energy states at two in-equivalent points (the K and K' points),
just like in single layer graphene (SLG). However, the band crossing at these points
is quadratic and not linear (i.e. the low energy dispersion is e = ±k 2/2m, where
m - 0.0 5 me is the band mass and me is the free electron mass). This quadratic
band crossing is unstable to arbitrarily weak electron-electron interactions, unlike the
linear band crossing in SLG.
One way to understand the instability of the quadratic band crossing is as fol-
lows. Consider promoting a single electron from the valence band to the conduction
band, thus forming a particle-hole pair. Since the particle and hole are oppositely
charged there will be an attractive interaction between them. If the low energy dis-
persion is quadratic, then this particle-hole pair can be approximately described by
a two-dimensional two particle Schrodinger equation, which is known to have bound
states for arbitrarily weak attractive interactions. It thus follows that the system
can lower its energy by promoting particles from the valence band to the conduction
band, which means that the filled Fermi sea is manifestly unstable. (Whether the
leading instability is to particle-hole pair production or in some other channel cannot
be deduced from this argument). I thus conclude on very general grounds that a
spontaneously ordered nontrivial ground state must arise in BLG.
I now present the Hamiltonian for bilayer graphene, and discuss the relative im-
portance of the various terms. The general Hamiltonian in the absence of any external
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electric and magnetic fields can be written as a sum over lattice sites i and j
H = Vitisp + nin (1.6)
ii*
where tij represents the tight-binding hopping matrix element between sites i and
j, and Vij represents a general 'density-density' interaction V(ri - rj), which has a
long range Coulomb component in addition to short range lattice scale components.
Further theoretical progress depends crucially on the relative importance of the tight
binding and interaction terms. A non-interacting model that sets Vij = 0 adequately
describes the observed transport physics in bilayer graphene on energy scales greater
than a few meV (and at all doping levels other than charge neutrality) [11, 12]. Since
the characteristic scale for the tight binding Hamiltonian is ~~ 3eV, and the scale at
which departures from non-interacting behavior become significant is ~~ 3meV, most
theoretical analyses assume that interactions are weak, and treat them perturbatively.
I will adopt this weak coupling perspective in this thesis, commenting on possible
weaknesses of the approach as and when necessary.
In the spirit of the weak coupling approach, I first discuss the non-interacting
Hamiltonian, before moving on to discuss the interactions. Upon going to momentum
space, the tight binding Hamiltonian becomes a four-by-four matrix in the space
of Bloch functions (41, #2 , 03, 04) which are localized on the Al, B1, A2 and B2
sublattices respectively. This non-interacting Hamiltonian takes the form:
0 t, 0 t3 (P)
t* 0 E0 0Ho(p)= 00 , E ~0 0.4 eV, (1.7)
0 Eo 0 tp
t*(p) 0 t* 0
where tP was defined in Eq.(1.3). Note that ty vanishes at the K and K' points,
behaving as vp+ near point K and as -vp_ near point K', where p+ = p, ± ipy
and v ~ 106 ms-1 is the Fermi velocity for graphene [11]. Meanwhile, the term
Eo ~ 300meV reflects dimerization of the |Al) and |B2) sites (which are directly
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on top of each other), and the term t3 (p) reflects the 'trigonal warping' arising from
direct hopping between IBI) and JA2) sites. It also vanishes at the K and K' points,
behaving as v3 p_ near point K and as v3p+ near the point K'. Note that v3/v r 0.1,
[41], so trigonal warping represents only a small perturbation to the tight binding
Hamiltonian.
The specrum of the Hamiltonian (8.23) features four bands. If we set the small
perturbation t3 = 0, then we find that the band energies are given by
2(p) = |tp 1 + 4t 2 /E. (1.8)
Near the points K and K', this gives two massless Dirac bands E1,2(p) that cross at
zero energy, and two high-energy bands E3,4(p) ± +Eo. This spectrum acquires small
corrections from the t3 term, which we will discuss below.
The low energy physics near charge neutrality is dominated by the low energy
states. One can therefore restrict oneself to the regions in momentum space near
the K and K' points, where there are gapless states. Moreover, one can project out
the high energy bands 63,4 to obtain an effective two band Hamiltonian [12] for each
valley K and K', which takes the form
0 2+ +vap_
HO,K 2 2m 0  H,K'(p) = HO (-p), (1.9)
2+ V3P+
where m = 0.0 5 me and me is the free electron mass. This Hamiltonian provides a good
description for BLG on energy scales less than = 200meV - above this energy scale
the higher bands must also be taken into account. The Hamiltonian is independent
of spin. Moreover, the low energy bands that constitute the Hilbert space of this
effective Hamiltonian have weight on the Bi) and |A2) sites only.
The effective two band Hamiltonian (1.9), diagonalized in the absence of trigonal
warping (v3 = 0) gives rise to energy bands with quadratic dispersion E = t2.
The inclusion of trigonal warping causes the quadratic band crossing to split into
four linear band crossings - however this effect only manifests itself on energy scales
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smaller than 1meV [12], whereas the non-interacting description already fails at en-
ergy scales smaller than a few meV. For this reason, the trigonal warping term is
usually neglected in theoretical analyses, and an effective quadratic model consisting
of Eq.(1.9) with v3 = 0 is used.
The non-interacting Hamiltonian above is supplemented by electron-electron in-
teractions.
H = Ho + Hc + H1, (1.10)
where Ho is defined by (1.9), HC represents the Coulomb interactions, and H1 repre-
sents lattice scale interactions. I have separated out the Coulomb interactions because
they are long range, and thus require a different and more careful treatment.
The Coulomb interactions can be described by a many-body Hamiltonian written
in terms of Pq = Ep 4 POp+q (the density summed over layers) and Aq = Ep Ol/4r3V@p+q
(the density difference between layers). Here, Op is an eight component spinor, with
spin, valley and sublattice indices which have been suppressed for clarity. The matrix
T3 acts in the sublattice space. Meanwhile, the resulting Coulomb Hamiltonian He,
which incorporates a difference between interlayer and intralayer interaction [42], can
be written in second quantized notation as
H0 = E V+(q)Pqp-q + V-AqAq, (1.11)-
q
where V+(q) = 27re2 /rq is the Coulomb interaction, and V_ = gre 2d/K accounts for the
layer polarization energy (here d = 3.5A is the BLG layer separation and , reflects
dielectric screening in the substrate). For the purposes of a perturbative treatment,
the densities p and A should be projected onto the low energy bands (i.e. one should
take into account only the densities on the A2 and BI sublattices). Henceforth
whenever I speak of densities I will implicitly be referring to the projected densities,
unless specified otherwise.
Note that the long range nature of the interaction V+ creates considerable technical
difficulties. One way around these difficulties is to ignore the long range nature of the
interactions entirely, and to assume all interactions are short range. Such a neglect
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can be justified by appealing to metallic screening, and this approach has been used
in [25, 31, 32]. A more careful approach is to take into account the RPA screening
of the interaction, and then perform calculations with the RPA screened interaction
[23, 24, 26, 27]. In this approach, dynamical screening effects that give the interaction
a frequency and momentum dependence are important, and are responsible for the
Green function acquiring an anomalous dimension, as discussed in Chapter 4. Finally,
the long range nature of the interaction can be handled on a computer in a functional
RG treatment, as done in [30]. These issues will be discussed further in Section 8.4.1.
Having dealt with the long range Coulomb interactions, I now consider the short
range, lattice scale interactions contained in H1 . These are most naturally expressed
in real space, as an onsite Hubbard interaction, a nearest neighbor interaction, etc.
However, for a perturbative treatment of interactions what is needed are the inter-
action matrix elements in the low energy Hilbert space. This means the short range
interactions must also be expressed in momentum space.
The low energy single particle states are Bloch states near one of the band crossing
points, which can be denoted as |k,l), where 1 = 1...8 is a super-index that tracks
the spin, valley, and sublattice, and k is the momentum relative to the band crossing
point. Since short range interactions are dispersionless in momentum space, I drop the
momentum labels, and simply denote the low energy states as |V1). It is convenient
to define the operator 4, which acts on the vacuum as 410) = E IV,). The short
range interaction Hamiltonian may then be written as
H1 = ga0H p (1.12)
a/3
where g,0 are coupling constants, and
Halo= (of Mc4)(OMOO). (1.13)
In this expression, the M,,(,) are matrices in the eight dimensional spin-valley-sublattice
space.
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The allowed couplings g, are restricted by lattice symmetries, and by the require-
ments that spin and valley index must be conserved (spin conservation follows from
spin rotation invariance of the Hamiltonian, and valley conservation follows from mo-
mentum conservation). After using exact symmetries and Fierz identities to restrict
and organize the interactions, it emerges [25] that there are nine distinct independent
short range coupling constants in the low energy Hilbert space. The full interacting
Hamiltonian is thus given by (1.10), where H1 is given by (1.12), and the sum goes
over the nine independent coupling constants.
All theoretical approaches agree that the quadratic band crossing (with v3 = 0)
is unstable even to arbitrarily weak interactions, and at sufficiently low energy scales
the spectrum undergoes a dramatic reconstruction that spontaneously breaks one or
more symmetries of the Hamiltonian. The origin of this instability is rooted in the
existence of bound states for arbitrarily weak attractive interactions. It has been
established [25] that the leading weak coupling instability for purely short range re-
pulsive interactions is to a gapless nematic state. A fully rigorous analysis for long
range interactions has not yet been conducted, although one attempt to analyse the
problem with long range interactions is presented in Chapter 7. Meanwhile, exper-
imentally there is now overwhelming evidence for a spontaneously ordered ground
state (Chapter 8). However, the precise nature of the ground state is at present un-
clear - the different candidate states will be discussed in Chapter 8. In Chapter 8 I will
also discuss how the nature of the ground state may be determined experimentally.
I close this section by commenting on the effect of external electric and magnetic
fields. An external electric field E applied perpendicular to the two layers enters by
making the chemical potential on the two layers different - it adds a term jeEdT3 to
the non-interacting Hamiltonian (1.9), where 73 is a Pauli matrix in sublattice space,
e is the electronic charge, and d is the interlayer spacing. This opens a gap eEd in the
spectrum. Meanwhile, an external magnetic field applied perpendicular to the BLG
enters the Hamiltonian in multiple ways. Firstly, it couples to the orbital degrees of
freedom - the orbital effect of magnetic fields can be incorporated through minimal
substitution p -+ p - eA. The magnetic field also introduces a Zeeman splitting
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between the two spin species, p1BBo 3 , where o3 is the appropriate Pauli matrix in
spin space. Finally, a magnetic field can also introduce a 'valley Zeeman splitting' -
such a term lies beyond the minimal substitution approach, and requires a full tight
binding analysis [46]. However, the spin and valley Zeeman splittings are inversely
proportional to the free electron mass, whereas the orbital coupling energy is set by
the cyclotron frequency, which is inversely proportional to the band mass. Since the
band mass is much lower than the free electron mass, me/m ~ 20, it follows that the
dominant effect of magnetic field is on the orbital physics.
1.3 Symmetries in bilayer graphene
An understanding of the symmetry structure of BLG enables the classification of
interaction matrix elements, making a theoretical analysis possible. It also allows
a classification of the various possible broken symmetry states, and facilitates un-
derstanding of the experimental signatures. Therefore, I now survey the various
symmetries exhibited by the Hamiltonian of BLG. Some of the symmetries are exact,
such as time reversal symmetry, and a three-fold rotation symmetry, whereas other
higher symmetries emerge from a low energy approximation.
I first discuss the symmetries of the non-interacting Hamiltonian, and then dis-
cuss the symmetries of the interaction. This is appropriate since interactions are
being treated perturbatively. Moreover, I concentrate on the effective two band non-
interacting Hamiltonian that is obtained by projecting out the high energy states
(1.9). It is useful to define the Pauli matrices T, r/ and a, acting in the sublattice,
valley and spin spaces respectively. The non-interacting Hamiltonian may then be
written as Ho = diag(HKT, HKI, HK'T, HK'J), where
2 2
HKT = HK 3P-)T + + V3 P+)T- (1.14)2m 2,m
The Hamiltonian in the K' valley may be obtained by applying HK'(p) = H (-p)
(Eq.1.9). Here T+ = T1 ± ir 2 , and T+ takes an electron from the B2 sublattice to the
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Al sublattice, and r takes an electron from the Al sublattice to the B2 sublattice.
Bilayer graphene displays a number of exact symmetries, which are symmetries
of the interaction terms as well as of the non-interacting Hamiltonian. In particular
the full Hamiltonian is invariant under time reversal (T) and under parity inversion
(P). Time reversal involves complex conjugation, taking p -+ -p, and swapping spins
and valleys, I T) --+ 1) and |K) --+ K'). In the spin space T2 = -1, whereas in the
valley space T2 = 1. Parity inversion involves taking p -+ -p, and also exchanging
sublattices and valleys, |K) -- K') and Al -- B2. The BLG is also invariant under
mirror reflection (M) in the three high-symmetry directions. Mirror reflection changes
the sign of one of the two components of the momentum (px, Py) -+ (px, -py), and
also swaps sublattices Al -- B2, but leaves the valley and spin degrees of freedom
untouched.
Additionally, BLG exhibits an exact symmetry under a threefold lattice rotation,
that will henceforth be referred to as C3. The generator of the C3 symmetry is
R(0 = 27r/3), where
R(0) = exp (iO(Lz - 7ar7s)) (1.15)
with Lz = a/a, the generator of spatial rotations in the plane. Thus, the C3 symmetry
involves rotating the vector p by 0 = 27r/3, while the sublattice pseudospin 1/2 is
rotated by -20 = -47r/3 in the K valley, and by 26 = 47r/3 in the K' valley. Under
such a transformation, in the K valley, a term of the form p+T+ is invariant, whereas
a term of the form p-r+ picks up a factor of e-2 7 = 1, and is thus also left invariant.
Invariance in the K' valley follows similarly, and the full Hamiltonian is thus seen
to be unchanged under 27r/3 rotation. Finally, BLG is invariant under SU(2) spin
rotations, and also under U(1) valley rotations (i.e. giving a relative phase to states
in the two valleys).
It is useful to introduce, in additon to exact symmetries, the notion of approxi-
mate symmetries. While Eq.1.9 is the full non-interacting Hamiltonian for BLG,
not all terms in this Hamiltonian are of equal importance. As discussed previously,
the trigonal warping term is weak, manifesting itself only on energy scales lower than
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the energy scales for spontaneous symmetry breaking, and thus can be neglected in a
first approximation. When trigonal warping is neglected, the exact threefold spatial
rotation symmetry (1.15) gets promoted to a continuous rotation symmetry, with the
Hamiltonian (7.1) invariant under rotation (1.15) by any 9, not just 9 = ±27r/3. This
continuous rotation symmetry is respected also by the interaction terms in (1.10).
Additionally, the SU(2) spin rotation symmetry, and the U(1) valley rotation symme-
tries of the non-interacting Hamiltonian become part of a larger approximate SU(4)
symmetry, discussed in detail in [34]. To manifest this SU(4) symmetry, I make a
basis transformation that interchanges sublattices in the valley K'. After this basis
transformation, the non-interacting Hamiltonian (setting v3 = 0), becomes
2 p2
Ho = P+ + + 2-) 0 14 (1.16)
2m 2m
where 14 is the identity matrix in the twisted spin-valley space and the Pauli matrices
ri act on the twisted sublattice space (sublattices interchanged for the K' valley only).
The SU(4) invariance under rotations in the twisted spin valley space is now manifest.
This enlarged SU(4) symmetry is also respected by the Coulomb interaction V+ in
(1.10), although not by the 'capacitance energy' interaction V_. Furthermore, only
three out of the nine independent couplings in (1.12) respect this SU(4) symmetry.
Thus, if the six SU(4) non-invariant bare couplings in (1.12) and the interaction V_
are initially set to zero, then they are not generated at any order in perturbation
theory. This trick was exploited to simplify the theoretical analysis in [24, 31], and
it provides a useful toy model for BLG, although a detailed understanding of the
phase structure requires consideration of the full set of interactions, including SU(4)
non-invariant couplings.
1.4 Main results of this thesis
In this section I provide an overview of the main results from this thesis.
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1.4.1 Chiral superconductivity from repulsive interactions in
strongly doped single layer graphene
In Chapter 2, I consider graphene doped to a Van Hove singularity in the density
of states. The divergent density of states guarantees the emergence of non-trivial
ordered states, even for infinitesimally weak bare interactions. I show using a renor-
malization group method that superconductivity dominates over all competing orders
for any choice of weak repulsive interactions. Thus, I predict that at this doping level,
graphene should superconduct. Superconductivity develops in a doubly degenerate,
spin singlet channel, and a mean field calculation indicates that the superconductiv-
ity is of a chiral d + id type. Chiral superconductivity involves a pairing gap that
winds in phase around the Fermi surface, breaking time reversal symmetry. Chiral
superconductors have a rich phenomenology which is highly desirable for nanoscience
applications, but there are as yet no experimentally known examples of chiral d-
wave superconductivity. In this chapter, I predict that doped graphene can provide
experimental realization of d-wave chiral superconductivity.
This work was published in [15]. Experiments are underway to dope graphene
to this level, and it may soon be possible to test the theoretical prediction of chiral
d-wave superconductivity.
1.4.2 Spin density wave physics in strongly doped single layer
graphene
While superconductivity is the leading instability when graphene is doped to the Van
Hove point, a spin density wave (SDW) instability is a close second. When graphene
is doped close to (but not exactly to) the Van Hove point, the SDW instability can
even become dominant. In chapter 3, I consider the nature of the SDW state.
First, I argue that the preferred finite temperature SDW phase (within a saddle
point calculation) is a uniaxial SDW phase whose ordering pattern breaks 0(3) x Z 4
symmetry and corresponds to an eight site unit cell with non-uniform spin moments
on different sites. This state is a half-metal - it preserves the full original Fermi
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surface, but has gapless charged excitations in one spin branch only. It allows for
electrical control of spin currents, which is desirable for nano-science applications.
The second part of Chapter 3 is motivated by the observation that it is not pos-
sible to break 0(3) symmetry at finite temperature in two dimensions. Thus the
broken 0(3) symmetry associated with the uniaxial SDW phase must be restored
when thermal fluctuations are taken into account. However, the uniaxial SDW phase
also breaks a discrete Z4 symmetry, and it is possible to break discrete symmetries
at finite temperature in two dimensions. One might therefore suspect that the 'true'
finite temperature state of the system is a SDW state that breaks Z4 symmetry but
not 0(3) symmetry. I show that this is indeed what happens, and a Z4 breaking
paramagnetic state results. Unlike other emergent paramagnetic phases in itinerant
and localized-spin systems, this state preserves the rotational symmetry of the lattice
but breaks its translational symmetry, giving rise to a super-lattice structure that can
be detected by STM. I show that spin fluctuations are also enhanced in this emergent
phase, leaving distinctive signatures in the magnetic spectrum that can be probed
experimentally.
This work was reported in [16] and in [17]. Experimental efforts to dope graphene
to the vicinity of the Van Hove point are currently underway, and it may soon be
possible to experimentally look for this SDW state.
1.4.3 Electron Interactions in Bilayer Graphene: Marginal
Fermi Liquid Behavior and Zero-Bias Anomaly
In Chapter 4, I turn my attention to bilayer graphene. I analyze the many-body
properties of bilayer graphene (BLG) at charge neutrality, taking into account long
range interactions between electrons. The long range Coulomb interaction is treated
in a random phase approximation, taking into account dynamical screening effects.
Crucially, the dynamically screened interaction retains some long range character,
resulting in enhanced (log2 ) renormalization of key quantities.
I treat the In2 renormalizations arising from dynamically screened interactions
41
in a perturbative renormalization group formalism. I carry out the perturbative
renormalization group calculations to one loop order, and find that BLG behaves
to leading order as a marginal Fermi liquid. Interactions produce a log squared
renormalization of the quasiparticle residue and the interaction vertex function, while
all other quantities renormalize only logarithmically. The cancellation of higher log
divergences is explained in terms of symmetries.
I solve the RG flow equations for the Green function with logarithmic accuracy,
and find that the quasiparticle residue flows to zero under RG. At the same time,
the gauge-invariant quantities, such as the compressibility, remain finite to log2 or-
der, with subleading logarithmic corrections. The key experimental signature of this
marginal Fermi liquid behavior is a strong suppression of the tunneling density of
states, which manifests itself as a zero bias anomaly in tunneling experiments in a
regime where the compressibility is essentially unchanged from the non-interacting
value.
The central prediction of this Chapter is that there should be a zero bias anomaly
in the tunneling density of states which manifests itself on a characteristic scale of
~~- 10 - 100meV, whereas the more striking departures from non-interacting behavior
occur only on scales ~ 1meV. This zero bias anomaly at high energy scales has been
observed in experiments [19], although the significance of these results has not yet
been widely appreciated in the experimental community. The work reported in this
chapter was published in [43]
1.4.4 Spontaneous gap opening in bilayer graphene
In this chapter, I consider the nature of the strongly ordered state that should arise at
the lowest energies in BLG. In Section 1, I consider the possibility that dynamically
screened Coulomb interactions may cause the spectrum to develop a band gap. I work
within a mean field approximation, taking into account self energy effects, and I show
that spontaneous gap opening lowers the free energy. Minimization of the free energy
allows us to estimate the size of the gap. In this manner, I obtain a characteristic
gap scale of a few meV, which is in good agreement with experiments. This work
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was reported in [23]
1.4.5 Quantum anomalous Hall state in bilayer graphene
In this chapter, I show that due to the non-trivial Berry phase in BLG, any gapped
states must have interesting topological properties. I also consider the competition
between the various possible gapped states. I show that whereas all the gapped states
are degenerate at a mean field level, the inclusion of thermal and quantum fluctuations
lifts the degeneracy. Working within a 'saddle point plus quadratic fluctuations'
approximation, I show that thermal fluctuations favor a state that breaks SU(4) spin
valley symmetry, such as a Quantum Spin Hall (QSH) or antiferromagnetic state.
Meanwhile, quantum zero point fluctuations appear to favor a state that preserves
SU(4) symmetry but breaks time reversal symmetry - this is a Quantum Anomalous
Hall (QAH) state, which exhibits a spontaneous quantum Hall effect. I argue based
on this analysis that if the ground state of BLG is a gapped state, then it should be
a QAH state. This work was reported in [34].
1.4.6 Weak coupling renormalization group and nematic states
in bilayer graphene
In this chapter I outline a perturbative renormalization group calculation that allows
for an unbiased determination of the leading instability in bilayer graphene, assuming
interactions are sufficiently weak. This chapter is based on unpublished work (which
is similar in spirit to [25, 26]), and indicates that the leading weak coupling instability
in graphene is to a gapless 'nematic' state that breaks rotation symmetry.
1.4.7 Spontaneously ordered states in bilayer graphene: sum-
mary and outlook
I begin this chapter by listing the various possible broken symmetry states that com-
pete to be the ground state for BLG, including gapless states as well as gapped states,
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and by highlighting their experimental signatures. Next, I review the experiments on
bilayer graphene, and compare the experimental observations with existing theories.
I point out that none of the existing theories are consistent with all the experiments
(and moreover the experiments also seem to be inconsistent with each other). I com-
ment on what experiments are needed to bring clarity to the field. I also comment on
what theoretical developments are necessary to complete our understanding of BLG.
Parts of this section were published in [44] and [18].
1.4.8 Quantum Hall Ferromagnetism in bilayer graphene
In this chapter, I discuss what happens when a perpendicular magnetic field is applied
to BLG. The spectrum splits into Landau levels, and at particular filling factors,
the partially filled Landau levels spontaneously polarise in spin and valley to gain
exchange energy. I explain the essential properties of this quantum Hall ferromagnet
state, and I also highlight the unusual nature of the topological defects of this state.
This work was published in [33] and [45].
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Chapter 2
Chiral superconductivity from
repulsive interactions in strongly
doped single layer graphene
49
We identify graphene as a system where chiral superconductivity can be realized.
Chiral superconductivity involves a pairing gap that winds in phase around the Fermi
surface, breaking time reversal symmetry. We consider a unique situation arising in
graphene at a specific level of doping, where the density of states is singular, strongly
enhancing the critical temperature Tc. At this doping level, the Fermi surface is nested,
allowing superconductivity to emerge from repulsive electron-electron interactions. We
show using a renormalization group method that superconductivity dominates over all
competing orders for any choice of weak repulsive interactions. Superconductivity
develops in a doubly degenerate, spin singlet channel, and a mean field calculation
indicates that the superconductivity is of a chiral d + id type. We therefore predict
that doped graphene can provide experimental realization of spin-singlet chiral super-
conductivity.
This work was published in R. Nandkishore, L. Levitov and A. V. Chubukov, Nature
Physics 8 158 (2012).
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Chiral superconductors feature pairing gaps that wind in phase around the Fermi
surface (FS) by multiples of 27r, breaking time-reversal symmetry (TRS) and parity
and exhibiting a wealth of fascinating properties [1, 2, 3]. The search for experimental
realizations of chiral superconductivity greatly intensified in the last few years with
the advent of topological superconductivity [4, 5, 6]. Here we show that chiral super-
conductivity with a d,2_,2 ± id2, (d + id) gap structure can be realized in graphene
monolayer, a system of choice of modern nanoscience [7, 8]. We demonstrate that
when graphene is doped to the vicinity of a Van Hove singularity in the density of
states (DOS), repulsive electron-electron interactions induce d-wave superconductiv-
ity. Our renormalization group analysis indicates that superconductivity dominates
over competing density wave orders, and also indicates that interactions select the
chiral d + id state over TRS-preseving d-wave states. The nontrivial topology of
the d + id state [1] manifests itself in exceptionally rich phenomenology, including a
quantized spin and thermal Hall conductance [9].
The search for chiral superconductivity has a long history. Spin-triplet p-wave
chiral superconductivity (p, t ip, state) has likely been found in Sr2RuO4 [10], which
represents a solid state analog of superfluid 3He [1], but the spin-singlet d + id state
has not yet been observed experimentally. Such a state was once proposed as a
candidate state for high Tc cuprate superconductors [9, 11], but later gave way to
a more-conventional TRS-preserving d-wave state. The key difficulty in realizing a
d + id state is that the interactions that favor a d-wave state usually have strong mo-
mentum dependence and hence distinguish between d2_,2 and dy pairing. However,
in graphene the d,2_,2 and d., pairing channels are degenerate by symmetry [12, 13],
opening the door to formation of a d + id superconducting state.
How can superconductivity be induced in graphene? Existing proposals for su-
perconductivity in undoped graphene rely on the conventional phonon mediated BCS
mechanism [14], which leads to an s-wave superconductivity with low Tc values for
realistic carrier densities due to the vanishing density of states of relativistic particles.
However, there is an alternative route to superconductivity, wherein repulsive micro-
scopic interactions give rise to attraction in a d-wave channel [15]. This alternative
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Figure 2-1: Chiral superconductivity arises when graphene is doped to the Van Hove
singularity at the saddle point (M points of the Brillouin zone). a) d + id pairing
exhibiting phase winding around the hexagonal FS, which breaks TRS and parity
(0 = 27r/3). b) Conduction band for monolayer graphene [7]. At 5/8 filling of the
7r band, the FS is hexagonal, and the DOS is logarithmically divergent (c) at three
inequivalent saddle points of the dispersion Mi (i=1,2,3). Their location is given by
tej, where 2ei is a reciprocal lattice vector. The singular DOS strongly enhances
the effect of interactions, driving the system into a chiral superconducting state (a).
Since the FS is nested, superconductivity competes with density wave instabilities,
and a full RG treatment is required to establish the dominance of superconductivity.
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route becomes viable when graphene is doped to the M point of the Brillouin zone
corresponding to 3/8 or 5/8 filling of the 7r band (pristine graphene corresponds to
1/2 filling). At this filling factor, a logarithmic Van Hove singularity originates from
three inequivalent saddle points, and the FS also displays a high degree of nesting,
forming a perfect hexagon when third and higher neighbor hopping effects are ne-
glected [7, 12] (Fig.2-1). The combination of a singular DOS and a near-nested FS
strongly enhances the effect of interactions [20, 18, 19], allowing non-trivial phases to
emerge at relatively high temperatures, even if interactions are weak compared to the
fermionic bandwidth W. Relevant doping levels were recently achieved experimen-
tally using calcium and potassium dopants [16]. Also, the new technique [17] which
employs ionic liquids as gate dielectrics allows high levels of doping to be reached
without introducing chemical disorder.
Competing orders: In systems with near-nested FS, superconductivity (SC) has to
compete with charge density wave (CDW) and spin density wave (SDW) instabilities
[21]. At the first glance, it may seem that a system with repulsive interactions should
develop a density-wave order rather than become a superconductor. However, to
analyze this properly, one needs to know the susceptibilities to the various orders at
a relatively small energy, E0 , at which the order actually develops. The couplings
at E0 generally differ from their bare values because of renormalizations by fermions
with energies between E0 and W. At weak coupling, these renormalizations are well
captured by the renormalization group (RG) technique.
Interacting fermions with a nested FS and logarithmically divergent DOS have
previously been studied on the square lattice using the RG methods[20, 18, 19, 21],
where spin fluctuations were argued to stimulate superconciductivity. However, anal-
ysis also revealed near degeneracy between SC and SDW orders. The competition
between these orders is decided by subtle interplay between deviations from perfect
nesting, which favor SC, and subleading terms in the RG flow, which favor SDW. In
contrast, the RG procedure on the honeycomb lattice unambiguously selects SC at
leading order, allowing us to safely neglect subleading terms. The difference arises
because the honeycomb lattice contains three saddle points, whereas the square lat-
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tice has only two, and the extra saddle point tips the delicate balance seen on the
square lattice between magnetism and SC decisively in favor of superconductivity. A
similar tipping of a balance between SC and SDW in favor of SC has been found in
RG studies of some Fe-pnictide superconductors [22, 23].
In previous works on graphene at the M point, various instabilities were analyzed
using the random-phase approximation (RPA) and mean field theory. In [12], the in-
stability to d-wave SC was studied, whereas [24] considered a charge 'Pomeranchuk'
instability to a metallic phase breaking lattice rotation symmetry, and [25, 26] con-
sidered a spin density wave (SDW) instability to an insulating phase. Within the
framework of mean field theory, utilized in the above works, all of these phases are
legitimate potential instabilities of the system. However, clearly graphene at the M
point cannot be simultaneously superconducting, metallic and insulating. The RG
analysis treats all competing orders on an equal footing, and predicts that the dom-
inant weak coupling instability is to superconductivity, for any choice of repulsive
interactions, even for perfect nesting. Further, the Ginzburg-Landau theory con-
structed near the RG fixed point favors the d + id state.
The model: We follow the procedure developed for the square lattice [21] and
construct a patch RG that considers only fermions near three saddle points, which
dominate the DOS. There are four distinct interactions in the low energy theory,
involving two-particle scattering between different patches, as shown in Fig.2-2.
The system is described by the low energy theory
3 3
where summation is over patch labels a,# = M1 , M 2 , M 3 and over spin labels , 5.
Here Ek is the tight binding dispersion, expanded up to quadratic terms about each
saddle point. For example, near point M1 , the tight-binding model [27] predicts
dispersion Ek = 27r2 a2 t((6k,) 2 - \/56k,6ky+0((6k) 4)), where t is the nearest neighbor
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hopping, and a is the lattice constant, and 6k = k - kM1 . The chemical potential
value y = 0 describes system doped exactly to the saddle point. We note that while
the existence of saddle points is a topological property of the FS and is robust to
arbitrarily long range hopping, the FS nesting is spoilt by third and higher neighbor
hopping effects [7, 12]. Inequivalent saddle points are connected by a nesting vector
Qap = ea - e,3 (Fig.2-1). A spin sum is implicit in the above expression, and the
interactions are assumed to be spin independent. The short-range interaction model,
used in our analysis, is expected to provide a good approximation under the conditions
of metallic screening arising due to the states near the FS. We further assume that
screening is insensitive to the level of doping relative to the M point. While these
assumptions introduce a large uncertainty into the bare values for the interactions, we
will show that precise knowledge of these bare values is not required for determining
the final state.
The patch structure of the interactions is restricted by momentum conservation,
which allows only the four interactions in (2.1). The Umklapp interaction 93 is al-
lowed, because it conserves momentum modulo a reciprocal lattice vector. All four
interactions in (2.1) are marginal at tree level, but acquire logarithmic corrections
in perturbation theory, which come from energy scales E < A, where A ~ t is the
energy scale at which higher order corrections to the dispersion become important.
Logarithmic divergences in perturbation theory analysis indicate that the problem
is well suited to study using RG. The building blocks of the RG are the susceptibilities
in the particle-particle and particle-hole channels, 1pp and Hph, evaluated respectively
at momentum transfer zero and at momentum transfer QA (Fig.2-1). Similarly to
[21], we have
vo A A vo A A
Upp(0) = - In ln -, Uph(Q ) = -~ n Ln4 max (T, y) T 4 max (T,1p) max (T,,p, t 3 )(2.2)
and Hph(0), Hpp(Qafp) = v0 In A where A is our UV cutoff (Fig.2-1) and T is
the temperature. The single spin density of states at a saddle point is vo ln Amax apr
The additional log factor in H~pp(0) (Cooper channel) arises because 6 k = E-k generic
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Figure 2-2: Possible interactions in the patch model. (a) Feynman diagrams rep-
resenting allowed two-particle scattering processes among different patches, Eq.2.1.
Solid and dashed lines represent fermions on different patches, whereas wavy lines
represent interactions. (b) Pictorial representation of these scattering processes, su-
perimposed on a contour plot of the energy dispersion. Each scattering process comes
in three flavors, according to the patches involved. However, it follows by symmetry
that the scattering amplitudes are independent of the patches involved, and therefore
we suppress the flavor labels.
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93
94
for any system with time reversal or inversion symmetry. In contrast, the additional
log factor in Uph(Qa#1p) arises from nesting of the FS, and is cut in the IR by any
term that spoils the nesting, such as third neighbor hopping t3 or doping yL [12]. We
assume max(t3 , A) «A, so Hph(Qaf#) and Ipp(O) are of the same order under RG.
RG equations: The RG equations are obtained by extending the approach devel-
oped for the square lattice problem [20] to the number of patches n > 2. The number
of patches matters only in diagrams with zero net momentum in fermion loops, since
it is only there that we get summation over fermion flavors inside the loop. The only
zero-momentum loop with a log2 divergence is in the Cooper channel. Moreover, only
the ga interaction changes the patch label of a Cooper pair, therefore, the number of
patches affects only diagrams where two 93 interactions are combined in the Cooper
channel. With logarithmic accuracy, using y = H,,p(k = 0, E) = Q In2 A as the RG
time, we obtain the 3 functions
dg, d92 2 2dg = 2dig 1(92 -g 1 ), dy = di(g + g),dy d
d93 = -(n - 2)g3 2-2 9 3 94 + 2di9 3 (29 2 - gi), = -(n - 1)g2 - g2.(2.3)
dy dy
Here di(y) = dHph(Q)/dy ~ llph(Q)/lUpp(0) is the 'nesting parameter' [20, 21]. This
quantity equals one in the perfectly nested limit. For non-perfect nesting, di(y) has
the asymptotic forms di(y = 0) = 1, di(y > 1) = In IA/t 3l/F, and interpolates
smoothly in between. Since the RG equations flow to strong coupling at a finite scale
yc, we treat 0 < di(yc) < 1 as a parameter in our analysis.
The 3-functions, Eq.(2.3), reproduce the two-patch RG from [20] when we take
n = 2, and neglect subleading O(log) divergent terms (d2 ,3 (y) from [20]), and also
reproduce for n = 2 the RG equations for the Fe-pnictides [22]. Graphene near the
Van Hove singularity however is described by n = 3.
We note from inspection of (2.3) that 9i, g2 and 93 must stay positive (repulsive)
if they start out positive. This follows because the / function for 92 is positive
definite, and the 3 functions for gi and ga vanish as the respective couplings go to
zero. However, g4 decreases under RG and eventually changes sign and becomes
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negative. As we will see, 93 - 94 becomes large and positive under RG, driving an
instability to a superconducting phase. However, the positive 93 coupling penalizes
s-wave superconductivity, so pairing occurs in a higher angular momentum (d-wave)
channel.
We integrate our RG equations with n = 3 from starting from gi = go = 0.1
and modeling di as di(y) = 1/V17+y. The results are plotted in Fig.2-3. Similar
results are obtained if we just treat di as a constant. The couplings diverge at a scale
Ye 1/go, corresponding to a critical temperature and ordering energy scale
Tc, Eo ~ A exp(-A/ govo). (2.4)
Here A is a non-universal number that depends on how we model di(y). For di = 1
(perfect nesting, corresponding to zero third neighbor hopping t3), we obtain A =
1.5. An RPA-type estimate of go is outlined in the online supplementary material.
While T and Eo are exponentially sensitive to go, thus introducing a considerable
uncertainty to our estimate, a strong enhancement of characteristic energy scales
relative to the BCS result is evident from Eq.(2.4).
A similar VJo dependence arises in the treatment of color superconductivity
[28] and in the analysis of the pairing near quantum-critical points in 3D [29]. It
results in a Tc that is strongly enhanced compared to the standard BCS result
T ~ exp(-A'/govo). It should be noted that the enhancement of Tc in (2.4) arises
from weak coupling physics. It is distinct from the high Tc superconductivity that
could arise if the microscopic interactions were strong Refs. [30, 13, 31, 32].
Returning to our RG analysis, we note that near the instability threshold, 9i, 92,93
oo and g4 -+ -oo, with -g4 > 93 > g2 > 91. This observation may be made precise
by noting that close to yc, the interactions scale as
G-() ~ ' (2.5)
ye - y
Substituting into Eq.2.3, we obtain a set of polynomial equations, which may be
solved for the co-efficients Gi as a function of di(yc). The solution is plotted in the
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Figure 2-3: Flow of couplings with RG scale y, starting from repulsive interactions.
Note that the coupling g4 changes sign and becomes attractive, leading to a (super-
conducting) instability at the energy scale ye (Eq.2.4). Inset: Critical couplings Gi
(2.5) near yc as a function of the nesting parameter at the ordering energy scale,
di(yc). The dominance of superconductivity over spin density wave order arises be-
cause -G 4 > G 2 for all values of di(yc). Initial conditions: The RG flow is obtained
by numerical integration of (2.3) with initial conditions gi(0) = 0.1, and modeling the
nesting parameter as di (y) = 1//1 + y. The qualitative features of the flow are in-
sensitive to initial conditions, and to how we model di. The critical couplings (inset)
are universal, and independent of initial conditions.
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inset of Fig.2-3. Note that -G 4 > G 3 > G2 > G1 for all values of di (yc) satisfying
0 < di(yc) < 1. We have verified that any choice of repulsive bare couplings leads to
the same limiting trajectory (see online supplementary material).
Susceptibilities: We now investigate the instabilities of the system by evaluating
the susceptibilities x for various types of order. To analyze the superconducting
instability, we introduce infinitesimal test vertices corresponding to particle-particle
pairing into the action, E = o + or, where O is given by (2.1) and
3
JL= ~j+ a~PIbQt (2.6)
one test vertex for each patch. The renormalisation of the test vertices is governed
by the equation [20]
Ai g4 93 93 A 1
-y A2 =-2 ga 4 93 A 2  (2.7)
3 g3 g394 A 3
which can be diagonalized by transforming to the eigenvector basis
Aa = N(0, 1, -1), Eb = 1, 4, (2.8)
AC = (111). (2.9)
Here Ac is an s-wave order, whereas Aa and Ab correspond to order parameters that
vary around the Fermi surface as A cos(2p) and A sin(2W), where W is the angle to
the x axis (see Fig 2-4). Such dependence describes d-wave superconducting orders
(SCd), since the gap changes sign four times along the FS. In 2D notation, the two
order parameters E,, and Ab correspond to dy and d,,2_2 superconducting orders
respectively.
Notably, we find the s-wave vertex AC, Eq.(2.9), has a negative eigenvalue and
is suppressed under RG flow (2.7). This is to be expected given that we started
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out with repulsive microscopic interactions. At the same time, the d-wave orders
na and Ab have (identical) eigenvalue g3 - 94, which may be negative at the bare
level but definitely becomes positive under RG, indicating an instability in the d-wave
channel. We solve (2.7) for the d-wave orders by substituting the scaling form of the
interactions (2.5), and find that the d-wave susceptibility diverges near yc as
XSC(Y) =-~ (Y - y)2(G4 -G 3 )1 (2.10)Aa,b(0)
where, we remind, G3 - G 4 > 0.
The divergence of the SCd susceptibility indicates an instability to d wave super-
conductivity under RG, with the a cos(2p) and A sin(2<p) order parameters having
identical susceptibility. The degeneracy of the two d-wave orders is guaranteed, since
the d,2_2 and do, functions belong to the same two dimensional irreducible repre-
sentation of the lattice point group [12, 13]. However, this does not guarantee that
d-wave superconductivity will develop, since the SCd instability must compete against
the tendency for density wave formation.
To investigate density wave formation, we introduce test vertices representing
pairing of particles with holes on a different patch. The particles and holes may
pair in the charge channel, forming CDW, or in the spin channel, forming SDW.
We compute the renormalization of the pairing vertices under RG, and find that the
CDW vertex is suppressed by interactions, but the SDW vertex ASDW is enhanced,
similar to [20]. The SDW susceptibility XSDW diverges near ye as
XSDW ASDW(?) , (Yc - y)-2(G+G2)d1(yc) (2.11)
ASDW(0)
This describes a potential instability towards SDW formation, which will compete
with the SCd instability. The SDW instability arises provided there is at least partial
nesting i.e. the nesting parameter di(yc) / 0. However, since -G 4 > G2 for all
0 < di(yc) < 1 (Fig.2-3 inset), it follows from comparison of Eq.2.11 and Eq.2.10 that
the SCd susceptibility diverges faster than the SDW susceptibility, for all values of
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nesting. At perfect nesting (di = 1), the SCd susceptibility diverges as (yc - 1.~'
whereas the SDW susceptibility diverges only as (yc - y)-1. As we move away from
perfect nesting, the SCd susceptibility diverges faster, and the SDW susceptibility
diverges more slowly, so that SCd is the leading instability for all values of nesting,
within validity of the RG. This is in contrast to the square lattice [20], where at
perfect nesting the SDW and SCd instabilities have the same exponent under RG, with
subleading terms lifting the degeneracy in favor of SDW, which is in turn overtaken
by SCd at some di < 1.
We also considered the possibility of ordering in a channel exhibiting only a logi
divergence e.g. the Pomeranchuk ordering. However, we found that such orders can-
not compete with superconductivity (see online supplementary material). Finally, the
phonon-mediated attraction in the pairing channel could induce s-wave superconduc-
tivity provided that it overwhelms the electronic repulsion in the s-wave channel at
the Debye frequency scale, WD < A. However, the s-wave coupling (2g(3) + g(4))
remains positive and grows ever more repulsive under our log 2 RG. Thus, as long as
the nesting parameter is not too small (2G 3 > -G 4 for di > 0.05), the s-wave pairing
appears to be unlikely to win.
Competition of d-wave orders below Tc: We now investigate the competition of
the d,,2_2 and d_, superconducting orders (2.8) below Tc. In this regime, the system
may either develop one of these two orders, or a linear combination of the two. The
ordered state that minimizes the free energy wins. The hexagonal lattice point group
symmetry dictates that the free energy below Tc must take the form [33]
F = a(T - Tc)(|La|2 +|IAb|) + K1(IAa12 + A1I2)2 + K2 |A2 + A212 + O(A 6 ) (2.12)
with K1 > 0. This free energy allows for two possible superconducting phases. If
K 2 < 0 then a d2_2 or a dx, superconducting state would arise, whereas if if K 2 > 0
then the dX2 _2 and dx, orders can co-exist [33]. We now calculate K 2 microscopi-
cally (an alternative but equivalent microscopic treatment is provided in the online
supplementary material).
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Figure 2-4: Possible superconducting orders that could develop at the M point. (a)
A d2-Y 2 or dxy state would be realised if K2 < 0 in the Landau expression for the
free energy, Eq.2.12 (b) The dX2_Y2 and dx, orders can co-exist if K 2 > 0 in Eq.2.12.
A microscopic calculation indicates that the states (b) have lower free energy.
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A
We begin by writing the free energy as the sum of the free energy on three patches,
F = F(A 1 ) + F(A2 ) + F(A 3 ), (2.13)
where the free energy on a patch is given by the standard Landau expansion
F(A) = a'(T - Tc)|AI 2 + KA14, K > 0 (2.14)
In this expression, it is essential to realize that A1 , A2 , and A 3 are not independent,
but must be expressed in terms of the two parameters A, and Ab, Eq.(2.8). Rewriting
(2.13) and (2.14) in terms of the two independent variables Aa,b, we obtain Eq.(2.12)
with Ki = !K > 0 and K 2 = K > 0. This implies the co-existence of d,2_2 and dx,
orders. Minimization of the free energy (2.12) with K 2 > 0 leads to IAa = |Abi and
Arg(Aa/Ab) = 7r/2. This order parameter can be rewritten as a three component
vector in the patch basis, which takes the form
Aa iAb = A(1, et 27i/3 eF2i/3). (2.15)
This corresponds to a superconducting gap that varies around the FS as A exp(+2itp).
Such an order parameter corresponds to d+id (or d - id) superconductivity (Fig.2-4),
and is a spin singlet analog of the p + ip state that has been predicted for Sr2RuO4.
Conclusions: The robustness of d + id superconductivity in the weak coupling
limit, demonstrated by the above analysis, leads us to believe that the graphene
based chiral superconductivity can be realized experimentally. While our analysis is
controlled for the weak short-range interaction model, several questions pertaining to
the behavior of realistic systems should be clarified by future work. Determination of
the phase structure for interactions of moderate strength and of long-range character
remains an open problem, as does an accurate estimate of Tc and the role of disorder,
against which d-wave superconductivity is not protected. The graphene based d + id
superconductivity, if realized in experiment, will play a vital role in the development
of technology designed to exploit topological superconductivity.
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Chapter 3
Properties of the spin density wave
state in strongly doped graphene
69
Section 1: We consider electrons on a honeycomb or triangular lattice doped to the
saddle point of the bandstructure. We assume system parameters are such that spin
density wave (SDW) order emerges below a temperature TN and investigate the nature
of the SDW phase. We argue that at T ; TN the system develops a uniaxial SDW
phase whose ordering pattern breaks 0(3) x Z4 symmetry and corresponds to an eight
site unit cell with non-uniform spin moments on different sites. This state is a half-
metal - it preserves full original Fermi surface, but has gapless charged excitations in
one spin branch only. It allows for electrical control of spin currents and is desirable
for nano-science.
This work was reported in R. Nandkishore, G. W. Chern and A. V. Chubukov, Phys.
Rev. Lett. 108, 227204 (2012)
Section 2: We show that the spin-density wave state near the 3/8 or 5/8-filling of
the honeycomb lattice is preempted by a paramagnetic phase that breaks an emergent
Z4 symmetry of the system, associated with the four different arrangements of spins
in the unit cell. Unlike other emergent paramagnetic phases in itinerant and localized-
spin systems, this state preserves the rotational symmetry of the lattice but breaks its
translational symmetry, giving rise to a super-lattice structure that can be detected by
STM. We show that spin fluctuations are also enhanced in this emergent phase, leaving
distinctive signatures in the magnetic spectrum that can be probed experimentally.
This work was reported in G. W. Chern, R. Fernandes, R. Nandkishore and A. V. Chubukov,
http://arxiv.org/abs/1203.5776 (2012).
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3.1 Spin density wave physics without thermal fluc-
tuations
Introduction: The electronic properties of single layer graphene have been the
subject of considerable experimental and theoretical interest [1]. Near half-filling, a
description in terms of non-interacting Dirac electrons captures the essential physics,
since interactions effects are suppressed by the low density of states (DOS). A sharply
different behavior arises when graphene is strongly doped to 3/8 or 5/8 filling [2]. At
this filling, a divergent density of states and nested Fermi surface (FS) conspire to pro-
duce weak coupling instabilities to an extensive buffet of ordered states, including spin
density waves (SDW) [3, 4, 7], Pomeranchuk metals [8], and d wave superconductors
(SC) [9, 5, 6]. A similar situation arises on a triangular lattice at 3/4 filling [10, 25].
It has recently been established using renormalization group (RG) methods [5]
that the two most relevant instabilities at weak coupling are towards SDW and a d-
wave SC. Other potential instabilities, like a charge-density wave have much smaller
susceptibilities. The SDW vertex is the largest at intermediate RG scales, but su-
perconducting vertex eventually overshoots it, making d-wave superconductivity the
leading weak coupling instability at the Van Hove filling. The SC state has a d + id
gap structure and breaks time-reversal symmetry [5]. Upon doping away from Van-
Hove filling, the Cooper and SDW channels decouple at a scale set by doping, and the
RG flow is altered. In this situation, the SDW, which is the largest at intermediate
RG scales, may become the dominant instability, and numerical functional RG stud-
ies found [6] that SDW is indeed the leading instability in substantially wide doping
range away from 3/8 or 5/8. Previous work on SDW order argued that the SDW
state is non-coplanar and has non-zero spin chirality [3, 7, 10]. Such a state gaps out
the entire Fermi surface (FS).
We argue that the situation is more complex than originally thought, and the chi-
ral SDW state is present only at the lowest temperatures. Over a wide intermediate
range of temperatures, a different SDW state emerges in which SDW order develops
simultaneously at three inequivalent wavevectors Qi, but the three vector order pa-
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Figure 3-1: (Color online) a) The Fermi surface at the doping level of interest is a
hexagon inscribed within a hexagonal Brillouin zone (BZ), for both honeycomb and
triangular lattices. The FS has three inequivalent corners, which are saddle points
of the dispersion, marked by a vanishing Fermi velocity and a divergent density of
states. The three inequivalent saddle points Mi are connected by three inequivalent
nesting vectors Qj, each of which is equal to half a reciprocal lattice vector, such that
Qj = -Qj. b) Spin structure for the uniaxial SDW state. The SDW order quadruples
the unit cell to a unit cell with eight sites (shaded). The enlarged unit cell has a large
spin moment 3A on two sites and a small spin moment -A on the other six. The
total spin on each unit cell is zero.
rameters are all aligned along the same axis. This state has an eight site unit cell
with non-uniform spin moments and zero net magnetization (Fig. 3-1b). Such a state
cannot be accessed starting from a spin Hamiltonian for local moments with a fixed
length, and can only be accessed starting from a model of itinerant fermions. We show
that in this state, unlike in any other known SDW state, the chemical potential shifts
proportionally to the SDW order parameter preserving the original Fermi surface for
one spin branch and gapping out the other spin branch. The uniaxial SDW state is
therefore a 'half-metal' that allows for electrical control of spin currents. Such a state
is highly desirable for nano-science applications.
The model: For definiteness we focus on doped graphene at 3/8 filling. Our point
of departure is the tight binding model [12], with the nearest-neighbor dispersion
I k~v 3k, kv/_
ek = -t1V1+ 4 cos cos + 4 cos 2  (3.1)2 2 2
where pt = -ti at 3/8 filling. The FS then forms a perfect hexagon inscribed within
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a hexagonal BZ (Fig. 3-1a). The perfect nesting of the FS in doped graphene is
quite robust - it is broken only by third and higher neighbor hoppings, which are
generally quite small. The Fermi velocity vanishes near the hexagon corners Mi =
(7r/3, 7r/ V), M 2 = (27r/3, 0), M 3 = (7r/3, -7r//5), which are saddle points of the
dispersion:
EM2+k - 3 ), EM 1 ,3 +k ~ - 2 y k), (3.2)
where each time k denotes the deviation from a saddle point. Saddle points give
rise to a logarithmic singularity in the DOS and control the SDW instability at weak
coupling. There are three in-equivalent nesting vectors connecting in-equivalent pairs
of saddle points (see Fig. 3-1a):
Q2 = (0, 27r/v5), Qi,3 = (ir/3, -7r/-5). (3.3)
Each Qj is equivalent to -Qj modulo a reciprocal lattice vector.
For the interactions we use the low energy model from [5], which provides an
exact description of the system in the weak coupling limit. This model contains four
interactions - density-density, exchange, pair-hopping and forward scattering, labeled
g1 , 92, 93 , g4 , respectively. Of these, the interactions g4 and gi do not couple to spin
density waves [5] and may be safely ignored [16]. The SDW physics is controlled
by the density-density interaction g2 (1k, k + Qj) --+ |k, k + Qj)), and the umklapp
pair-hopping interaction g3 (Ik, k') - Ik+ Q, k' + Qj)). The partition function in the
SDW sector can be written as Z = f D[0f, 0] exp(-S[4f, @]), where S = f L(k, r)
and
we e c iwrttenn tek+cs laa
E Z a~c~t,3b,6~~ - 92~t,,~t,0,3aa (3.4)
a003
where the action is written in terms of electron operators, a, b are patch labels, and
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a and 3 are spin components.
Each nesting vector Qj has associated with it an SDW order parameter Ai =
Aa,b = 2+4 Zk (',aaPVb,O). The condition for the emergence of each Ai is the
same: ((g2+g 3)/ti) log 2 ti/TN = 0(1) [5], leaving a large number of SDW states as po-
tential candidates. We study the selection of the SDW order within Ginzburg-Landau
theory and by comparing different SDW solutions in the mean-field approximation
for Eq. (3.4) at arbitrary T < TN.
Ginzburg-Landau theory: To construct the Ginzburg-Landau theory, we decouple
the quartic interaction terms by restricting the interaction to the spin channel and a
Hubbard Stratonovich transformation to collective spin variables A?. Note that the
Hubbard Stratanovich transformation is exact and does not introduce any approx-
imation. We integrate out the fermions in the Matsubara frequency representation
and obtain an action in terms of Ai in the form
= T J 2 2 2
+ Tr ln (in - k - Ai -0). (3.5)
For T ~~ TN, we can expand (3.5) in small A?/TN. It is useful to define the
expansion coefficients
Zi = T J d2k i (3.6)
where the integrands (i are expressed in terms of fermionic Green functions G =
(iwn - Ek - p)-1, Gi = (iwn - k+Q- i)-1, and Gi+j = (iWon - Ek- ii)- as
1= G2 G6, 2 = G2 G3G1 ,
3= GG 3G1 G1+3, (4= G2G2G . (3.7)
Diagrammatically, Z1 -Z 3 are given by 'square' diagrams with four fermionic prop-
agators and Oap in the vertices, and Z4 is given by a 'hexagonal' diagram with six
fermionic propagators, (see Fig. 3-2). The free energy evaluated at T ~ TN can be
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Figure 3-2: (Color online) The terms quartic in A are produced by processes repre-
sented diagrammatically by square diagrams. The diagrams for Z 2 and Z 3 correspond
to patterns A3 , A3 , Ai, A1 and A 3 , A1 , A3 , A,, respectively. The sixth order chirality
sensitive term is produced by 'hexagonal diagrams.' Sample square and hexagonal
diagrams are shown above. The integrals are dominated by momenta that bring all
the fermion propagators to the vicinity of one of the saddle points of the dispersion.
expressed in terms of these coefficients as
oc a(T - TN) A2 + z 1(A2 + A2 + A2) 2 + 2(Z 2 - Zi - Z3 )(A2A2 + AA2 + AA)
+ 4Z 3((Ai - A 2)2 + (A 2 - A 3 )2 + (A3 . A1 )2) - 4Z 4(Ai - A 2 X A 3)2 + - (3.8)
where a is an inessential positive constant.
The quadratic term and the first quartic term in (3.8) set the overall magnitude
of A = Ej A?, but do not differentiate between different SDW states. The second
quartic term in (3.8) determines whether SDW order develops only at one nesting
vector, or at all three (depending on the sign of Z 2 - Z1 - Z 3 ). Finally, the third
quartic term and sixth order term control the relative orientation of the vector order
parameters, if SDW order develops at multiple wavevectors. Close to TN the expan-
sion to order A! is generally sufficient, but we include the sixth order term because
Z 3 is suppressed by an extra factor of TN/ti, which is exponentially small in the weak
coupling limit. The relative smallness of Z3 arises because in the integrals for Z1, Z 2 ,
and Z4 , all fermions can be simultaneously brought to the saddle points, whereas in
the integral for Z 3, three fermions can be brought simultaneously to saddle points,
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but the remaining fermion stays far away from the saddle point and the FS.
We evaluate the coefficients Z1 - Z 4 to leading order in small TN/ti and obtain [16]
0.20 log t - 0.58Z1=N Z2 = T tir4T~t1  ' 1r wTit1 '
0.08 TN 0.1
Z3 = Z4 (3.9)
The positivity of Z1 guarantees a second order phase transition, with the type of
SDW order depending on the signs and relative magnitudes of Z 2, Z 3 , and Z 4. Since
Z3 is smaller by TN/t1 than Z1 ,2 , and Z2 is smaller by log - than Z1 , it follows that
Z2 - Z1 - Z 3 < 0, so the system forms SDW order simultaneously at all three nesting
vectors (the 3Q state). Meanwhile, the relative orientation of the three SDW order
parameters is controlled by the sign of Z 3 at the smallest Aj, and by the sign of Z 4
at somewhat larger A1 . Both Z 3 and Z4 are negative and favor the non-chiral SDW
order with the three Ai all aligned along the same axis.
An order parameter of the form A(eQ. + ei4" i eiQ") leads to spin moments
on the lattice of the form shown in Fig. 3-1. A quarter of lattice sites have spin
moment 3A, the other three quarters have moment -A. Such an order cannot be
obtained from any spin Hamiltonian for local moments of constant magnitude on
every site. Our result differs from earlier mean-field analysis [25] which found non-
coplanar insulating SDW order at weak coupling. We note, however, the 3Q state
that we found, with non-equal spin length on different sites, was not considered in
that work and other earlier considerations of SDW order. We found analogous results
for fermions on a triangular lattice at Van Hove filling, which are described by an
identical low energy theory provided we neglect further neighbor hopping.
Properties of a uniaxial SD W: Is the uniaxial SDW state a metal or an insulator?
To address this issue we need to compute the fermionic spectrum. Without loss of
generality, we take the SDW to be uniaxial along the z axis, so that Sz is a good
quantum number, and spin-up and spin-down fermions decouple. Consider the state
with A1 = A 2 = A 3 = A^ 03. Up spins near the three Van Hove points are described
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by a simple Hamiltonian
E1,k -A A-
H= ( E2,k -p A (3.10)
where Ei, E2, E3 are the dispersions near the Van Hove points, Eq. (3.18), and 6 p is
the SDW-induced shift of the chemical potential. The 3 x 3 Hamiltonian describing
the spin down branch is obtained by taking A -+ -A. At k = 0 (i.e., at Van Hove
points) the energies of spin-up excitations Ek - 6p are -A, -A, and 2A, and the
energies of spin-down excitations are A, A, and -2A. In conventional SDW states
(e.g., SDW on a 2D square lattice) op/A oc TN/EF is negligibly small and can be
safely neglected. We find that in our case op = -A, so that gapless excitations arise
in the spin-down spectrum.
To see the unexpected shift of the chemical potential, we diagonalize Eq. (3.10)
and the corresponding equation for down spins and inspect six branches of excitations.
We find that fixing 6p = -A ensures that both in the paramagnetic and in the 3Q
uniaxial SDW state there are four bands with Ek < p and two bands with Ek > p for
all momenta in the reduced BZ (see Fig. 3-3). Since the chemical potential is fixed by
the constraint that the total number of electrons (equal to the number of states below
the chemical potential) must not change between A = 0 and A # 0 [13], it follows that
we must set op = -A. For verification, we computed the thermodynamic potential
Q(A, p) from (3.5), numerically solved the simultaneous equations 8Q/OA = 0 and
89Q/8p = -N, and confirmed that 6p = -A to a high accuracy.
Having determined that 6p = -A, we find from (3.10) that gapless excitations
emerge when Ei,k E2,k 6 3,k = 0, which has solutions along three lines passing through
each Van Hove point. Two of then coincide with the original FS, the third is directed
towards the center of the BZ. The 3Q uniaxial SDW state is then obviously a metal.
We emphasize, however, that gapless states exist only for the electrons with spin
projection opposite to A. The electrons with spin projection along A are fully
gapped. Since a Fermi surface exists for one spin projection only, we dub this state a
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'half metal.' We found an analogous 'half-metal' spectrum for the 3Q uniaxial SDW
phase on the triangular lattice.
The half-metallic nature of the SDW should manifest itself in numerous experi-
ments. For example, in tunneling experiments conducted with electrons spin polarized
along the z axis, a hard gap will be seen for down spins, but a Fermi surface will be
seen for up spins. Furthermore, since the low energy charged excitations involve up
spins only, any charge currents will necessarily also be spin currents. Thus, the half
metal state allows for electrical control of spin currents, which may be beneficial for
nanoscience applications.
Order parameter manifold: The uniaxial SDW order obviously breaks 0(3)
spin-rotational symmetry. It also breaks Z4 discrete symmetry associated with either
parallel or antiparallel ordering of Ai, i.e., in addition to the (A, A, A) state which we
considered above, there are also (A, -A, -A), (-A, A, -A), and (-A, -A, A) states.
These states have an identical structure of fermionic excitations, and correspond to
the four in-equivalent ways to choose which two of the eight sites of the SDW unit cell
carry large spins (see Fig. 3-1(b)). Equivalently, the three other states from the Z 4
manifold are obtained from the (A, A, A) state by shifting the origin of coordinates
to the center of one of three neighboring hexagons. An interesting possibility, which
deserves further study, is that Z4 symmetry can be broken before 0(3) symmetry,
leading to a nematic-like state [22].
The phase diagram: Thus far we have constructed the Ginzburg-Landau ex-
pansion in small A/TN. This expansion becomes less justified as we move towards
zero temperature. To investigate the behavior at arbitrary T we calculate numeri-
cally the full Free energies of the various SDW states from (3.5). Upon doing this,
we find that the 3Q uniaxial state has the lowest Free energy over a wide range of
intermediate temperatures, roughly between TN/2 and TN, but undergoes a first or-
der transition at a lower temperature to the insulating chiral SDW state discussed in
earlier works [3, 7, 10]. We show the Free energy profile in Fig. 3-3b. We found this
behavior both for graphene and for fermions on a triangular lattice. Intuitively, the
chiral SDW state wins at the lowest T because it has spin-degenerate excitations and
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Figure 3-3: (Color online) a) Excitation spectrum ek = Ek - 6p of the 3Q uniaxial
state. Negative k are along the FS, positive k are along the BZ boundary in the
original BZ (along k, in the reduced zone). Placing the chemical potential at Jp =
-A ensures that four bands lie below the chemical potential (horizontal dotted line)
and two lie above for all k, irrespective of the value of A. Thus the choice p =
-A conserves electron number. Excitations with spin projection opposite to A are
in blue (solid), along A are in red (dashed) lines. Note that gapless excitations
arise in the spin-down branch only. b) Free energy difference 6F = Funiaxial - Fechiral
between the 3Q uniaxial SDW state and the chiral state, evaluated in the mean field
approximation for the honeycomb lattice Hubbard model with 92 = 93 = U = 1.7ti
(TN , 0.002t 1 ). The 3Q uniaxial state has lower Free energy over a wide range
of intermediate temperatures, but at the smallest T the non-coplanar, chiral state,
studied in earlier works [3, 7, 10], has lower Free energy.
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opens a full spectral gap, unlike the half-metal state.
The Free energy profile in Fig. 3-3b is for weak/moderate coupling, when TN/ti <
1. At TN - t1 , the phase diagram is more complex. For completeness, we discuss the
forms of Zi and the phase diagram at TN - tl in the supplementary material [16].
The ordering temperature TN depends sensitively on the strength of the microscopic
interactions. For graphene doped near the saddle point we estimate TN ~ 3 - 30K,
whereas ti ~ 3eV [15]. Thus, at least for doped graphene, we should be decisively in
the limit TN/t1 < 1, where our calculations apply.
Conclusion: We considered in this work the SDW instability on the honeycomb
and triangular lattices, when doped to the saddle points of the dispersion. The SDW
instability is subleading to a d-wave superconducting instability at weak coupling,
but becomes the leading instability if superconductivity is suppressed. We found that
if the SDW ordering temperature TN is much smaller than the fermionic bandwidth,
then a uniaxial SDW order develops simultaneously at three inequivalent nesting
vectors. This has an order parameter manifold 0(3) x Z 4 and corresponds to the
ordering pattern shown in Fig.3-1. Such a state can only be obtained from an model
of itinerant electrons with interactions, and not from a spin model of local moments.
We found that such SDW state is a half-metal in which gapless excitations exist in
one spin branch only. Such a state may be beneficial for nanoscience applications par-
ticularly because charge currents will necessarily also be spin currents, which allows
for electrical control of the latter.
3.2 Spin density wave physics taking into account
thermal fluctuations
Magnetic phases without long-range spin order exhibit unusual elementary excita-
tions and thermodynamic properties. Unlike the common paramagnetic phase, they
break a symmetry related to emergent degrees of freedom arising from the collective
magnetic behavior of the system. These phases usually appear in frustrated systems
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(a)
Figure 3-4: (Color online) (a) Schematic representation of the emergent Z4 symmetry-
breaking paramagnetic phase. The blue links are ferromagnetic bonds, while the red
links denote antiferromagnetic bonds. The system still has hexagonal symmetry,
i.e. the C3 rotational symmetry is preserved, but the unit cell now contains 8 sites,
i.e. the translational symmetry is broken. There is no long-range spin order, and
the Z4 symmetry corresponds to the four inequivalent choices for the center of the
quadrupled unit cell (points A, B, C, and D). (b) The uniaxial SDW state. Among
the eigth sites of the enlarged unit cell, two have large spin moment 3A (red arrows)
and six have small moment -A (blue arrows in the shaded hexagons). The total spin
on each unit cell is zero. The only additional symmetry broken with respect to the
state in panel (a) is the 0(3) spin-rotational symmetry.
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with localized spins, as a result of the interplay between frustrated interactions and
fluctuations. Canonical examples include the Ising-nematic phase of the extended
Heisenberg model on the square lattice [17], the spin-nematic phase of the Heisenberg
model on the kagome lattice [18], and the magnetic-charge ordered phase in kagome
spin ice [19].
Itinerant magnetic systems - where the electronic interactions are at most moder-
ate - can also display paramagnetic phases with unusual broken symmetries. This is
believed to be the case in the ruthenates [20] and in the iron-based superconductors
[21, 22, 23]. In these systems the emergent paramagnetic phase breaks the rotational
symmetry of the lattice, while the spin-rotational symmetry remains preserved.
In this section, we present an unusual itinerant paramagnetic phase, which breaks
the translational symmetry without changing the point-group symmetry of the lattice.
This magnetic phase arises in doped triangular and honeycomb lattices and could
potentially be realized in single-layer graphene doped to the saddle point of the band-
structure (3/8 or 5/8 filling) [1, 2]. The divergent density of states at 3/8 or 5/8 filling
combined with a near-nested Fermi surface (FS) make doped graphene a fertile ground
for exploring nontrivial many-body states [5, 3, 4, 7, 8, 6, 9]. It has been established
by renormalization-group (RG) analysis that the chiral d-wave superconductivity is
the leading weak-coupling instability at exactly 3/8 or 5/8 filling [5], but the spin-
density wave (SDW) susceptibility is the largest at intermediate RG scales, winning
over superconductivity slightly away from 3/8 or 5/8 filling [6].
The SDW order immediately below the instability is uniaxial [24], and the mag-
netic unit cell contains eight sites with non-uniform magnetic moments - six sites have
moment -A while two sites have moment 3A, see Fig. 3-4(b). This state breaks not
only the 0(3) spin-rotational symmetry, but also a discrete Z 4 symmetry related to
the four inequivalent choices for the position of the large 3A spin moments in the
quadrupled unit cell. These four inequivalent spin configurations transform into each
other upon translation of the origin of coordinates to neighboring hexagons - the
points A, B, C, and D in Fig. 3-4(a). Thus, breaking the Z4 symmetry corresponds
to breaking the translational symmetry of the lattice.
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Here we show that at finite temperatures the uniaxial SDW order can be pre-
empted by a phase transition to an emergent paramagnetic phase that breaks only
the Z4 part of the order parameter manifold. The Z4 symmetry breaking transition
falls into the universality class of the four-state Potts model in two dimensions. In the
Z4-ordered phase, one quarter of the hexagons contain only ferromagnetic bonds and
form an enlarged triangular lattice (see Fig. 3-4). Consequently, the phase preserves
the lattice rotational symmetry but breaks the lattice translational symmetry, even
though (Si) = 0. Experimentally, these real-space modulations can be readily probed
by scanning tunneling microscopy (STM). Furthermore, due to its magnetic origin,
this phase also has stronger spin fluctuations than the paramagnetric phase, which
can probed by neutron scattering or nuclear magnetic resonance (NMR).
The uniaxial SDW order. The FS of graphene near 3/8 or 5/8 filling contains
three saddle points with nearly vanishing Fermi velocity (the M points in Fig. 3-
5(a)). The density of states near these points is strongly enhanced, giving rise
to an SDW instability already at weak coupling. Pairs of inequivalent M points
are connected by three commensurate nesting vectors Qi = (0, 27/x/3) and Q2,3 =
(T-7r/3, -7r/v'_). The collective magnetic degrees of freedom associated with SDW
ordering at these nesting vectors are described by three bosonic vector fields [24]:
Ai = Aa,b = -Y Ek (CraCb ,3), where -y is the SDW coupling and ca creates elec-
trons with spin a around saddle point Ma.
In the uniaxial state, which minimizes the free energy in a wide T range below
the SDW transition, all Ai are directed along the same axis and have equal magni-
tude [24]. The uniaxial state with (A 1 , A 2, A 3 ) = (A, A, A) fi is shown in Fig. 3-
4. There exists, however, three other states with the same energy, (A, -A, -A) n,
(-A, A, -A)fn, and (-A, -A, A)fi. These states can not be obtained from the one
shown in Fig. 3-4(b) by a global spin rotation. Instead, these four degenerate states
are related by a translational Z4 symmetry. The uniaxial state (Fig.1b) chooses a
particular direction of fi and also one of the four states, such that the total broken
symmetry is 0(3) x Z 4 .
Order parameters of the preemptive Z4 phase. To investigate the potential pre-
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(a) (b) 3
M1QQi
Figure 3-5: (Color online) (a) The Fermi surface at the doping level of interest is
a hexagon inscribed within the hexagonal Brillouin zone (BZ), for both honeycomb
and triangular lattices. The FS has three saddle points M,' located at the corners of
the hexagon. Pairs of inequivalent saddle points are connected by three inequivalent
nesting vectors Qi = (0, 21r/vf35), and Q2,3 = (T:Fr/3, -7r/v/5_). (b) Order-parameter
space of the preemptive Z4 phase. In the ordered phase the vector order parameter
<p = ( 1, 02, 3) points toward one of the four corners of a regular tetrahedron.
emptive phase which breaks only the Z4 symmetry, we start with the effective action
for the Ai fields. Quite generally, the expansion involves irreducible representations
Of A = (A1, A2, A3) and has the form
S[Ai] = ro |il12 + U (|A,1|2 +|112|12 +|JA3|12)2
+ (|A1|2+|A2|12-2|1&3|12)2 + 3 (| |2-A2|12)2
- A - A2)2 + (A2 - A3)2 + (A3 - A1)2 + - - - (3.11)
where ro oc (T - TN), and TN is the mean-field SDW transition temperature. The
coefficients u, V, g were calculated in Ref. [24] and found to be positive, with v/u =
1/ log (W/TN) < 1 and g/u = (TN/W) / log (W/TN) < 1, where W is the band-
width. Minimizing S{Aj] with respect to Ai and neglecting momentarily the fluctua-
tions of the Ai fields, we see that v > 0 implies that the magnitudes of Ai are equal,
while g > 0 makes all Ai collinear. As a result, we obtain one of the four uniaxial
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SDW states described above.
The phase in which Z 4 is broken but 0(3) is preserved corresponds to (A -A) / 0
and (At) = 0. A proper order parameter for this phase is thus the triplet W =
(P1, (P2, 93), where cpj = g (A3 - Ak) and (ijk) are cyclic permutation of (123). A
preemptive phase for the uniaxial SDW order have (p,) = tw, with the constraint
V1W23 > 0. To investigate whether such state emerges we go beyond the mean-field
approximation for S[Ai] by including fluctuations of the Ai fields, and re-express
the action in terms of the collective variables 9o. We analyze this action assuming
that fluctuations of wo are weak and check whether a non-zero (Wi) emerges above
the actual TN.
Effective action in terms of p. To obtain the action in terms of W0 we employ
the standard Hubbard-Stratonovich transformation [22] and introduce six auxiliary
fields, one for each quartic term. We verified that the only fields with non-zero
mean value at finite T are the three fields Wp oc A - Ak associated with the Z4
symmetry breaking and the field b oc A2 + A2 + A2 associated with the Gaussian
fluctuations of the Ai fields. With the aid of these auxiliary fields, action (3.11)
becomes quadratic in the fields Aj, which can then be integrated out. Because we
allow the Ai fields to fluctuate, we include non-uniform space/time configurations,
replacing A -* Aq,w and ro -+ ro + q2 + 7y|wImI in Eq. (3.11), with wm = 2mirT.
Since near finite temperature phase transitions the thermal fluctuations are the most
relevant, we restrict our analysis to the wm = 0 component. The new action now
depends only on the 0 and V fields:
S[07,] (I= + 3 j log (detX'). (3.12)
e | 2g 2u/ 2 q
where = Zi , f = f d 2q, and the matrix t' is
/q --1 -0
- (P 1 (P1 (3.13)
- 2 -V1 X
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with renormalized Jq = ro + V) + q2 = r + q2 . In the absence of Z 4 symmetry-
breaking, long-range SDW order sets in at r = 0, hence an intermediate phase exists
if Z 4 symmetry is broken at some r > 0.
We assume that fluctuations of the fields V and <pi are weak and treat S[, <p] =
S[r, p] in the saddle point approximation. This strategy can be rigorously justified
if we extend the number of components of the A2 fields from N = 3 to arbitrary N,
rescale the coupling constants to g -+ g/N and u -+ u/N, and take the limit N -+ 00.
In this case, N appears as an overall factor in the action, justifying the saddle-point
approximation.
The four possible realizations for the Z4 symmetry breaking correspond to epi =
i(p subject to the constraint <pitp2<p3 > 0. Substituting this in Eq. (3.12), integrating
over d2q, and absorbing the factor T into the couplings, we obtain:
S[r,< o] (r - ro)2  3<p2 3r
=-+ + - (3.14)NV 2u 2g 87c
+ I [(r - 2p) log A + 2(r + (p) log A87r r - 2(p r + (pl
where V is the volume of the system and A is the upper cutoff. Differentiating
Eq. (3.14) with respect to r and <p yields the coupled saddle-point equations:
r = ro + - log A (3.15)2 (r - 2tp)(r+ <p) 2 '
<p = glog r+ , (3.16)(r - 2Wp
where the rescaled parameters are ii = u/47r and y = g/127r. For <p = 0 (i.e., when
Z 4 is unbroken), Eq. (3.15) becomes the familiar equation r + 3M/ (2 log A/r) = ro
whose solution r = r is positive for arbitrary ro, i.e. for any non-zero T. This is an
obvious consequence of the Mermin-Wagner theorem, which prohibits 0(3) symmetry
breaking in two dimensions at finite T. However, the discrete Z 4 symmetry can be
broken at finite T.
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Figure 3-6: (Color online) (a) The effective action S(g) = S[r, @]/NVj as a function
of g for a = 100 and various f0 . The different curves correspond to fo = 197, 195.94
(fr), 195, 194, 192.9 (fo), 192, and 191 (from top to bottom). (b) The (red) solid
curve shows the order parameter # as a function AfO = fo - fri. The (green) dashed
curve shows the expectation value b of the metastable phase for fo < ffm. (c) The
inverse susceptibility 1/X, = r - 2tp of the singlet mode as a function of Afo.
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Assuming that 'p is non-zero and eliminating r from Eqs. (3.16) and (3.15), we
obtain the self-consistent equation for the rescaled order parameter b = W/j:
(2e + 1'6 3 (39
e-I + -c + - log = (3.17)(e _-1 g 2 e -1 _
where fo = ro/p + (3/2j) log A2 oc (T - TN), and TN is the rescaled mean-field TN.
The ratio A = U/j is large, of the order of W/TN The analysis of Eq. (3.17) for A > 1
shows that the first non-zero solution appears below a particular f' e A In 3 at
p 2.15 + 14.2/A, indicating that the transition is first order.
At the temperature corresponding to f', the effective action first develops a local
minimum which over some range of fo < fo' is a metastable state. To find when
the actual transition occurs, we solve Eq. (3.15) for r(o), substitute the result into
(3.14) and obtain the effective action S(o) for which fo is a parameter and Eq. (3.16)
is the saddle-point solution. The behavior of S(D) for various fo is shown in Fig. 3-
6(a): at sufficiently large fo, it increases monotonically with # and its only minimum
is at @ = 0, implying that Z4 is unbroken. As fo is reduced to fe"' the function
S() develops an inflection point, which at smaller fo splits into a maximum and a
minimum. Upon further decreasing T, the value of S(g) at this minimum becomes
equal to S(0) at some fo = io. For fo smaller than js, the minimum of the free
energy jumps to a finite p -, 0. Once this happens, the system spontaneously chooses
one out of four states with the same @, and the Z4 symmetry is broken. We plot the
minimum 3 versus fo in Fig. 3-6(b).
That the breaking of the translational symmetry occurs in the saddle-point ap-
proximation via a first-order transition can also be seen by expanding the effective
action S(3) in powers of g. For A > 1, we obtain
S P) ro +3 InA2 2 -1 ~ 3 +1 ~4+(.8
A U 2 3 ) 12 16
Clearly, the presence of the #3 term implies that the transition is first order. We
note that 03 is the only odd-power term in S(g), as all higher-order terms have even
powers.
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To analyze whether the discontinuous Z4 transition triggers a first-order SDW
transition, we obtain the eigenvalues of the spin susceptibility matrix t in (3.13),
which correspond to a singlet and a doublet mode:
1 1
Xs =, Xd = . (3.19)
r - 2 p r + p
If either r - 2 p or r + so jumped to a negative value at the Z4 transition, then
the breaking of Z4 would induce a simultaneous breaking of the 0(3) symmetry [22].
However, it follows from (3.16) that both X, and Xd remain positive when so jumps
to a finite value, i.e. breaking the Z4 symmetry does not induce SDW order (see Fig.
3-6(c)). We verified that this holds also in d = 2 + e dimensions by a calculation
similar to that in [22].
Beyond mean-field, 4-state Potts model. At a finite N, the effective action
(3.18) for our Z 4 transition has the same form as the action of the four-state Potts
model [27], implying that both transitions belong to the same universality class.
We can use this to go beyond the saddle-point solution and understand how the Z4
transition is affected by fluctuations. The four-state Potts model in 2D does exhibit
a transition, i.e. the preemptive Z4 ordering is not destroyed by fluctuations [27].
Interestingly, however, fluctuations transform the first-order transition into a second-
order transition, although with a rather small critical exponent 3 = 1/12 for s - (Tc-
T) 3 (Ref. [27]). A small # implies that the order parameter sharply increases below
the critical temperature, and in practice this behavior is almost undistinguishable
from that in the first-order transition.
Experimental manifestations. As spin rotational symmetry is preserved in the
preemptive Z 4 phase, no magnetic Bragg peaks are to be observed in neutron scatter-
ing experiments. On the other hand, since the charge density p(r) and the Casimir
operator S2 (r) have the same symmetry, a spatial modulation of the latter induces a
modulation in the charge density. Given the 2D character of graphene, such a super-
lattice structure can be directly probed by STM. The additional Bragg peaks due to
the quadrupled unit cell should also be detectable by scattering measurements. Local
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probes such as NMR can measure the different on-site fluctuating magnetic moments
of the Z4 phase, since the size of the local moment controls the linewidth of the NMR
signal. We thus expect to see two different linewidths coming from the 3A and the
A sites.
The order parameter cp can also be inferred by measuring the static magnetic
susceptibility X at any of the three nesting vectors. In the absence of 0(3) breaking, we
have X(fo) = (2Xd + X,)/ 3 , where X,,d are given by (3.19). Once the order parameter
V jumps to a finite value below the transition, so does the susceptibility:
1 ~[12+
x(ro) =4 [i+ + ---
where r is the value of r at o = 0. This provides a direct method for detecting the
order parameter sp. The jump of the static susceptibility (i.e. of the spin correlation
length) also affects the electronic spectrum. For larger correlation length the system
can develop precursors to the SDW order, which in turn give rise to a pseudogap in
the electronic spectral function, at the energy where the gap develops in the SDW
state. This pseudogap can be probed in photoemission experiments in the same way
as it was proposed in the Fe-pnictides [22].
Conclusion. We discussed in this work the intriguing possibility of an emergent
paramagnetic phase with spontaneously broken translational symmetry for properly
doped fermions on triangular and hexagonal lattices. This unique state emerges from
a preemptive phase transition which breaks only a discrete translational Z 4 lattice
symmetry but preserves 0(3) spin-rotational invariance. We demonstrated that this
phase exists in 2D systems and by continuity should exist in anisotropic 3D systems.
We argued that such a phase should be observed in STM, NMR, neutron scattering,
and photoemission experiments.
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Chapter 4
Electron Interactions in Bilayer
Graphene: Marginal Fermi Liquid
Behavior and Zero-Bias Anomaly
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We analyze the many-body properties of bilayer graphene (BLG) at charge neu-
trality, governed by long range interactions between electrons. Perturbation theory in
a large number of flavors is used in which the interactions are described within a ran-
dom phase approximation, taking account of dynamical screening effect. Crucially,
the dynamically screened interaction retains some long range character, resulting in
log2 renormalization of key quantities. We carry out the perturbative renormalization
group calculations to one loop order, and find that BLG behaves to leading order as
a marginal Fermi liquid. Interactions produce a log squared renormalization of the
quasiparticle residue and the interaction vertex function, while all other quantities
renormalize only logarithmically. We solve the RG flow equations for the Green func-
tion with logarithmic accuracy, and find that the quasiparticle residue flows to zero
under RG. At the same time, the gauge-invariant quantities, such as the compress-
ibility, remain finite to log2 order, with subleading logarithmic corrections. The key
experimental signature of this marginal Fermi liquid behavior is a strong suppression
of the tunneling density of states, which manifests itself as a zero bias anomaly in
tunneling experiments in a regime where the compressibility is essentially unchanged
from the non-interacting value.
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4.1 Introduction
Bilayer graphene (BLG), due to its unique electronic structure of a two dimensional
gapless semiconductor with quadratic dispersion [1], offers an entirely new setting for
investigating many body phenomena. In sharp contrast to single layer graphene, the
density of states in BLG does not vanish at charge neutrality, and thus even arbitrar-
ily weak interactions can trigger phase transitions. Theory predicts instabilities to
numerous strongly correlated gapped and gapless states in BLG [2, 3, 4, 6, 5]. These
instabilities have been analyzed in models with unscreened long-range interactions [2],
dynamically screened long-range interactions [3] and in models where the interactions
are treated as short range [6, 4, 5]. Irrespective of the form of the interaction, the
instability develops only logarithmically with the energy scale. However, dynamically
screened Coulomb interactions have been shown to produce log 2 renormalization of
the self energy[9] and vertex function [3]. Such strong renormalization can result in
significant departures from non-interacting behavior on energy scales much greater
than those characteristic for the onset of gapped states. However, there is as yet no
systematic treatment of the log2 divergences. In this paper, we provide a systematic
treatment of the effects of dynamically screened Coulomb interactions, focusing on the
renormalisation of the Green function, and using the framework of the perturbative
renormalization group (RG).
We analyze the RG flow perturbatively in the number of flavors, given by N = 4
in BLG. We use perturbation theory developed about the non-interacting fixed point,
and calculate the renormalization of the fermion Green function and of the Coulomb
interactions. We demonstrate that the quasiparticle residue and the Coulomb vertex
function undergo log 2 renormalization, while all other quantities renormalize only log-
arithmically. The quasiparticle residue and the Coulomb vertex function, moreover,
are not independent, but are related by a Ward identity which stems from gauge
invariance symmetry. Therefore, at log 2 order, BLG behaves as a marginal Fermi
liquid.
We solve the RG flow equations with logarithmic accuracy, finding that the quasi-
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particle residue flows to zero under RG. This behavior manifests itself in a zero bias
anomaly in the tunneling density of states (TDOS). We conclude by extracting the
sub-leading (single log) renormalization of the electron mass, as a correction to the
log square RG. This calculation allows us to predict the interaction renormalization
of the electronic compressibility in BLG, a quantity which is interesting both because
it is directly experimentally measurable, and because it allows us to contrast the slow
single log renormalization of the compressibility with the fast log 2 renormalization of
the TDOS.
The structure of the perturbative RG for BLG has strong similarities to the per-
turbative RG treatment of the one dimensional Luttinger liquids [4, 11, 12, 13]. We
recall that in the Luttinger liquids, the Green function acquires an anomalous scaling
dimension, which manifests itself in a power law behaviour of a quasiparticle residue
that vanishes on shell. In addition, the electronic compressibility in the Luttinger
liquids remains finite even as the quasiparticle residue flows to zero. Finally, in the
Luttinger liquids, there are logarithmic divergences in Feynman diagrams describing
scattering in the particle-particle and particle hole channels, corresponding to mean
field instabilities to both Cooper pairing and charge density wave ordering. However,
when both instabilities are taken into account simultaneously within the framework
of the RG, they cancel each other out, so that there is no instability to any long range
ordered phase at low energies [11].
Exactly the same behavior follows from our RG analysis of BLG, including the
cancellation of the vertices responsible for the pairing and charge density ordering.
However, the diagrams in this instance are log 2 divergent, and even after the leading
log 2 divergences are canceled out, there remains a subleading single log instability.
Nevertheless, this single log instability manifests itself on much lower energy scales
than the log 2 RG flow. Therefore, over a large range of energies, bilayer graphene can
be viewed as a two dimensional analogue of the one dimensional Luttinger liquids.
Our treatment of the log2 renormalization in BLG is somewhat reminiscent of
the situation arising in two-dimensional disordered metals[14]. In the latter, the log 2
divergences of the Green function and of the vertex function stem from the properties
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of dynamically screened Coulomb interactions, which exhibit "unscreening" for the
transferred frequencies and momenta such that w/q 2 is large compared to the diffusion
coefficient. Furthermore, the divergent corrections to the Fermi-liquid parameters,
as well as conductivity, compressibility and other two-particle quantities in these
systems, are only logarithmic. This allows to describe the RG flow of the Green
function due to the log2 divergences by a single RG equation [15] of the form
aG/8( = - G, (4.1)
where g is the dimensionless conductance. The suppression of the quasiparticle
residue, described by this equation, manifests itself in a zero-bias anomaly in the
tunneling density of states, readily observable by tunneling measurements.
4.2 Dynamically screened interaction
We begin by reviewing some basic facts about BLG. BLG consists of two AB stacked
graphene sheets (Bernal stacking). The low-energy Hamiltonian can be described
in a 'two band' approximation, neglecting the higher bands that are separated from
the Dirac point by an energy gap W - 0.4 eV [1]. There is four-fold spin/valley
degeneracy. The wavefunction of the low energy electron states resides on the A
sublattice of one layer and the B sublattice of the other layer. The non-interacting
spectrum consists of quadratically dispersing quasiparticle bands E± = tp 2 /2m with
band mass m ~~ 0.05 4me. We work throughout at charge neutrality, when the Fermi
surface consists of Fermi points. The discrete point-like nature of the Fermi surface
is responsible for most of the similarities to the Luttinger liquids.
Although the canonical Hamiltonian has opposite chirality in the two valleys, a
suitable unitary transformation on the spin-valley-sublatttice space brings the Hamil-
tonian to a form where there are four flavors of fermions, each governed by the same
2 x 2 quadratic Dirac-type Hamiltonian [7]. We introduce the Pauli matrices that act
on the sublattice space r-, and define r+ = T1 ± ir 2 , and p± = px t ipy, and hence
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writel
H = Ho + e 2  n(x) ,(x) (4.2)
X,X
Ho = + T+ + r_ T_ p,o. (4.3)
P,o
Here o = 1, 2, 3, 4 is a flavour index, n(x) = Z n,(x) is the electron density, summed
over spins, valleys and sublattices, while the dielectric constant K incorporates the
effect of polarization of the substrate. Note that the single-particle Hamiltonian HO
takes the same form for each of the four fermion flavors, and is thus SU(4) invariant
under unitary rotations in the flavor space.
The Coulomb interaction sets a characteristic length scale and a characteristic
energy scale ("Bohr radius and Rydberg energy") [3]:
h 2K e 2 1.47
ao= 2  10 A, Eo = - 2 eV. (4.4)
me ,ao K2
In Eq.(4.2), we have approximated by assuming that the interlayer and intra-layer
interaction are equal. This approximation may be justified by noting that the inter-
layer spacing d ~ 3 A is much less than the characteristic lengthscale ao, Eq.(4.4).
Within this approximation, the Hamiltonian (4.2) is invariant under SU(4) flavour
rotations [7].
We note that for r ~ 1 the energy EO value is comparable to the energy gap
parameter W 0.4 eV of the higher BLG bands (see Ref.[[8]] for a discussion of four
band model of BLG). This suggests that there is some interaction induced mixing
with the higher bands of BLG. However, since a four band analysis is exceedingly
tedious, here we focus on the weak coupling limit Eo < W, where the two band
approximation, Eq.(4.2), is rigorously accurate. We perform all our calculations in
this weak coupling regime, and then extrapolate the result to Eo ~ 1.47 eVK~2 . Since
'We have performed a unitary transformation on the Hamiltonian, as outlined in Ref.[[7]], to
clearly manifest the symmetries. As a consequence, our 'valley' and 'sublattice' variables are not
the physical valley and sublattice variables, but are linear combinations thereof.
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the low energy properties should be independent of the higher bands, we believe
this approximation correctly captures, at least qualitatively, the essential physics in
BLG. Meanwhile, since W is the maximum energy scale up to which the two band
Hamiltonian, Eq.(4.2), is valid, we use W as the initial UV cutoff for our RG analysis.
We wish to obtain a RG flow for the problem (4.2) by systematically integrating
out the high energy modes. However, the implementation of this strategy is com-
plicated by the long range nature of the unscreened Coulomb interaction. Within
perturbation theory, the long range interaction gives contributions which are rele-
vant at tree level, making it difficult to come up with a meaningful perturbative RG
scheme. Therefore, it is technically convenient to perform a two-step calculation,
where we first take into account screening within the random-phase approximation
(RPA), and then carry out an RG calculation with the RPA screened effective inter-
action. We emphasize that it is necessary to consider the full dynamic RPA screening
of the Coulomb interaction, since a static screening approximation does not capture
the effects we discuss below.
The dynamically screened interaction may be calculated by summing over the
RPA series of bubble diagrams, to obtain a screened interaction. The RPA approach
to screening may be justified by invoking the large number N = 4 of fermion species
in BLG. The screened interaction takes the form
27re2
U(w, q) = .-2re2  (4.5)
rxlql - 27re2gl(w, q)
Here H(w, q) is the non-interacting polarization function, which can be evaluated
analytically[21, 3]. Here we will need an expression for H(w, q) in terms of Matsubara
frequencies w, derived in Ref.[[3]], where it was shown that the quantity H(w, q)
depends on a single parameter 2mw/q 2 , and is well described by the approximate
form
Nm In42 41n2 4H(w, q) = __ 2m, = 2 , (4.6)
27r 2 2 + U2 7r
101
where N = 4 is the number of fermion species. The dependence (4.6) reproduces
17(w, q) exactly in the limits w < q2/2m and w > q2/2m, and interpolates accurately
in between. We discover upon substituting Eq.(4.6) in Eq.(4.5) that the dynamically
screened interaction is retarded in time, but crucially is only marginal at tree level. It
therefore becomes possible to develop the RG analysis perturbatively in weak coupling
strength, by taking the limit of N > 1.
Since the quantity H(w, q) vanishes when q -* 0, the RPA screened interaction
(4.5) retains some long range character, exhibiting "unscreening" for W > q 2/2m.
This will lead to divergences in Feynman diagrams of a log2 character.
4.3 Setting up the RG
To calculate the RG flow of the Hamiltonian, Eq.(4.2), in the weak coupling regime,
we begin by writing the zero-temperature partition function <D as an imaginary-time
functional field integral. We have
b= Dt DO exp (-So[ ft, ] - Si[ftV, 0]) , (4.7)
=S z dd 2p, iw +H (p)J (27r)3 1, Z
Si =. 2 2r)3p2U(w, q)nw,qn_Lw,_q + S 2. (4.9)
Here the @ fields are Grassman valued (fermionic) fields with flavour (spin-valley)
index -, while w is a fermionic Matsubara frequency, F is a vertex renormalization
parameter, Z is the quasiparticle residue, and n,,q is the Fourier transform of the
electron density, summed over spins, valleys and sublattices. The effective interaction
U(w, q) is given by Eq.(4.5). The term S2 is included tentatively to represent more
complicated interactions that may be generated under RG. In the bare theory, F = 1,
Z = 1 and S2 = 0. The theory is defined with the initial UV cutoff Ao. Since the two
band model, Eq.4.2, is only justified on energy scales less than the gap W ~ 0.4eV
to the higher bands in BLG, we conservatively identify A0 = W. Our main results
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will be independent of A0 .
As we shall see, the RG flow will inherit the symmetries of the Hamiltonian,
Eq.(4.2), strongly constraining the possible terms S2 . The relevant symmetries are
particle-hole symmetry, time reversal symmetry, SU(4) flavour symmetry [7], and
the symmetry of the Hamiltonian under the transformation eiOT3R(/2), where R(O)
generates spatial rotations, R(O)p± = eiOp±
We will employ an RG scheme which treats frequency w on the same footing as
p2/2m, in order to preserve the form of the free action Eq.(4.8) under RG. Thus, we
integrate out the shell of highest energy fermion modes
A' < W2 P2) 2 < A (4.10)
2m
and subsequently rescale w -* w(A/A'), p -+ p(A/A')1/z, where z is the dynamical
critical exponent [12], which takes value z = 2 at tree level. Because the value z = 2 is
not protected by any symmetry, it may acquire renormalization corrections. However,
it will follow from our analysis that the quasiparticle spectrum does not renormalize
at leading log 2 order, so that the exponent z does not flow at leading order. We
therefore use z = 2 for the rest of the paper, which corresponds to scaling dimensions
[w] = 1 and [p2] = 1. Under such an RG transformation, the Lagrangian density
in momentum space has scaling dimension [L] = 2, and we have tree level scaling
dimensions [40] = 1/2 and [F'] = [Z] = 0 respectively.
Given these tree level scaling dimension values, it can be seen that all potentially
relevant terms arising as part of S2 must involve four fermion fields. Indeed, any
term involving more than four @ fields will be irrelevant at tree level under RG,
and may be neglected. The terms with odd numbers of 4 fields are forbidden by
charge conservation, while the quadratic terms AjjO!Oj cannot be generated under
perturbative RG, since they break the symmetries of the Hamiltonian listed above2.
Thus, the only potentially relevant terms that could arise under perturbative RG
2The symmetry of the Hamiltonian may be spontaneously broken. However, the energy scale for
spontaneous symmetry breaking is set by the subleading single log flows [3] and is lower than the
energy scale for the phenomena discussed in this paper.
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take the form of a four point interaction which may be written as
If 2] d 3xd 3 XIf'T'l()'i (X)4~ ,k(X ') Pl W), (4.11)
where x = (r, t), x' = (r', t'), Here T is an effective four particle vertex, which
is marginal at tree level, the indices o, a' refer to the flavour (spin-valley) of the
interacting particles, and i, j, k, 1 are sublattice indices.
The symmetries of the Hamiltonian, Eq.(4.2), impose strong constraints on the
spin-valley-sublattice structure of the four point vertex T. Since the Coulomb interac-
tion does not change fermion flavour (spin or valley), and the electron Green function
is diagonal in flavour space, the vertex T cannot change fermion flavour. Moreover,
the SU(4) flavour symmetry of the Hamiltonian implies that T does not depend on
the flavour index of the interacting particles, and we may therefore drop the indices
a, a' in Eq.(4.11). Finally, the bare Hamiltonian (4.2) is invariant under combined
pseudospin/spatial rotations through eiOT3R(0/2). This symmetry further restricts
the form of four point vertices in Eq.(4.11) to have sublattice structure Tiijj or Tijji
only 3. That is, the allowed scattering processes are restricted to (AA) -+ (AA),
(AB) -+ (AB) and (AB) -+ (BA). We note that the processes (AB) -+ (AB) and
(AB) -+ (BA) are distinct, since the particles have flavour, and the interaction (4.5)
is not short range.
Below we obtain the RG flow for bilayer graphene, working in the manner of
Ref.[[12]]. We consider the partition function, Eq. (4.7), where the interaction is given
by Eq.(4.5). Starting from this action, supplied with ultraviolet (UV) cutoff Ao, we
systematically integrate out the shell of highest energy fermion modes, Eq.(4.10). We
perform the integrals perturbatively in the interaction, Eq.(4.5). This corresponds
to a perturbation theory in small F2 Z 2 /N. We carry out our calculations to one
loop order, and examine the renormalization, in turn, of the electron Green function
(Sec.4.4), the vertex function F (Sec.4.5) and the four point vertex T (Sec.4.6).
31n that, we ignore vertices of the form TAAABO9?, TAABAB9, and other similar terms, which
are allowed by symmetries, but are irrelevant in the RG sense.
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a) b)
Figure 4-1: Diagrammatic representation of self energy (a) and vertex correction
(b) [Eqs.(4.14),(4.28)]. Straight lines with arrows represent fermion propagator,
Eq. (4.13), wavy lines represent dynamically screened long range interaction, Eq.(4.5).
4.4 Self-consistent renormalization of the electron
Green function
At first order in the interaction, the fermion Green function acquires a self energy E,
represented diagrammatically (to leading order in the interaction) by Fig.4-1(a). A
self-consistent expression for the change in the fermion propagator G is
G(w, q) = Go(w, q)E(w, q)Go(w, q), (4.12)
_ ZoGo(w, q) = o (4.13)
is - Ho(q)'
E(w, q) = (r)3 rouepGo(e + w, p + q), (4.14)
where E is a 2 x 2 matrix in sublattice space.
A number of general properties of the self energy can be established based on
symmetry considerations. It follows from Eq.(4.14) that E(O, 0) vanishes, since the
part of G(e, p) which is invariant under rotations of p is an odd function of frequency
e. Likewise, the expressions for diagonal entries EXAA(0, q) and EBB(0, q), which
involve an integral of an odd function of e, vanish on integration over e. For the same
reason, the expressions for off diagonal entries EAB (W, 0) and EBA(W, 0) vanish upon
integrating the momentum p over angles. Hence, nonvanishing contributions arise at
lowest order when the right hand side of Eq.(4.14) is expanded to leading order in
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small w and q. We obtain
EAA(w, q) = -iw iaEAA(07 0) + O(w2, wq 2 q4 ), (4.15)
_qi BEAB(0,O)
E AB(w, q) = + (0,/0) + O(w2 wq 2  q4), (4.16)
2m 8(q 2/2m)
where EAA = EBB and EAB = EBA by symmetry.
It was shown in Ref.[[9]] that iBEAA/OW and aEAB/O(q 2 /2m) are both log 2 diver-
gent, and are equal to leading order (see below and Sec.4.8 for alternative derivation).
Thus the self energy can be written, with log 2 accuracy, as
E(w, q) = -iZo- G (w, q)+O In A. (4.17)
Here, it is understood that non-vanishing OE/ow is due to the modes that have
been integrated out, Eq.(4.10). Within the leading log approximation, the electron
Green function, Eq.(4.13), retains its non-interacting form, whereby the self energy,
upon substitution into Eq.(4.12), can be absorbed entirely into a redefinition of the
quasiparticle residue, as
SG(w, q) - 1 6Z, wZ = -( 48AA Z)22o - Ho(q) 6Do
We emphasize that the lack of renormalization of the mass only holds at log2 order.
The subleading single log renormalization of the mass will be analyzed in Sec.4.8.
The renormalization of the quasiparticle residue, Eq.(4.18), can be evaluated ex-
plicitly by calculating iBE/ow. Taking E from Eq.(4.14), we write
. dd 2p ed2 )2 _ E2 27eFZoe 2
OW w(27r)3 )(( 2 + E2 )2 rp - 27re2ll( )
We express the momenta in polar coordinates p, = p cos a, py = p sin a, and straight-
away integrate over -7r < a < 7r. We further change to pseudopolar coordinates in
the frequency-momentum space, 6 = r cos 0, p 2 /2m = r sin 0, with the "polar angle"
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0 < 6 < 7r. Using the Rydberg energy E0 , Eq.(4.4), as units for r, we have
.[ A dr d6 (sin2 0 - cos2 6 )L'2Zo
z - =0 (4.20)Ow A, I r Jo 27r .2r sin 0 - 2r(6) (
where 11(6) is the dimensionless polarization function, given by Eq.(4.6) with quasi-
particle mass m suppressed and 2mE/p 2 = cot 6. We note that 11(6) goes to zero
when 6 -+ 0, 7r, and these zeros of the polarization function dominate the integral and
lead to the log 2 divergence. Since 1(6) is even about 6 = r/2, the log 2 contribution
can be evaluated by replacing H(9) in Eq.(4.20) by its asymptotic 6 < r form,
Nm
11(6) ~ tan 6. (4.21)
4
In the region 6 < 7r, we may approximate sin 6 ~ 6, tan6 6 and cos 6 ~ 1.
Including a factor of 2 for the region 6 ~ 7r, which gives a contribution identical
to that of the region 6 ~ 0, we can express the integral Eq.(4.20) with logarithmic
accuracy as
2 . (4.22)
ow A, r 0 27r V + 6
Performing the integral over 6 and assuming r < N 2 yields
.OE 2FZo A dr N 27r2
Z- --ln . (4.23)
Ow N r A r 8r
Integrating over A' < r < A (see Eq.(4.10)), we obtain
.8E T2Zo N2 r 2Eo A 1 2A
w Nr 1 8A' nA' 22 n I In .2  (4.24)
We now consider an infinitesimal RG transformation. Defining an RG time
Ao A
A= An ,(4.25)
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we rewrite the recursion relation, Eq. (4.24), as
& E 2r Zo N 2 Eoi-= 2F -(0  + c)d , c = ln . (4.26)
ow Nr 2  8Ao
The constant term c describes corrections subleading in log2 , and thus may seem to
be irrelevant. However, we shall retain it in the RG equation since it will determine
the form of renormalization near the UV cutoff (see discussion of TDOS in Sec.4.7).
In our derivation of Eq.(4.26) it was assumed that our initial UV cutoff AO <
Nr 2Eo/8. Such choice of AO is certainly justified when N is large, which is the limit
we worked in thus far. Better still, the condition remains entirely reasonable for the
physical value N = 4, leading to Nr 2Eo/8 = 24eVr-2, which is much bigger than
the bandwidth for BLG.
Substituting Eq.(4.26) into Eq.(4.18), we obtain a differential equation for the
flow of the quasiparticle residue,
-_ 2 2  ((+ c). (4.27)a6 Nr2
This equation encapsulates a one loop RG flow for the residue Z, describing its
renormalization within a log2 accuracy.
4.5 Self-consistent renormalization of the vertex
function F
The screened Coulomb interaction renormalizes through the vertex correction, pic-
tured in Fig.4-1(b). The RPA bubble diagrams, which have already been taken into
account in moving from an unscreened to a screened interaction, Eq.(4.5), do not
contribute to renormalization. It may be verified by an explicit calculation that the
vertex correction in Fig.4-1(b) is given by
= - 0dd2p (P 2 _6 2 2wL'o 2 2 . (4.28)(2,r)3 (( )2 + E2)2 Kp - 27re2l( )
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This is the same expression as for the residue renormalization [Eqs. (4.18),(4.19)], with
IP replacing Z, and a sign change. Hence, we obtain
aF = 2 Nr3 ( )Z2 (+ c) (4.29)
a Nr2
which is identical to the flow equation for Z, albeit with a reversed sign. Therefore,
the product FZ does not renormalize at log square order, and we can write.
P()Z() = 1. (4.30)
This result is not a coincidence, since the residue Z and the vertex function IF are
not independent quantities. The Hamiltonian, Eq.(4.2), is invariant under a gauge
transformation of electron wavefunction V)' = Oeix, accompanied by energy and mo-
mentum shifts E' = e - 0 tx, p' = p + Vx. This gauge invariance symmetry can be
shown to lead to Eq. (4.30) through a Ward identity that relates the self-energy to the
vertex function [[18, 10]].
4.6 Renormalization of the four point vertex T
The four point vertex T, introduced in Eq.(4.11), renormalizes through the diagrams
presented in Fig.4-2(ab), which represent the repeated scattering of two particles in
the electron-electron and electron-hole channels respectively. We follow the naming
conventions used in Ref.[[12]] in the context of the Luttinger liquid, and name these
two diagrams, the BCS loop and the ZS' loop, pictured in Fig.4-2(a) and Fig.4-2(b),
respectively. In the one dimensional Luttinger liquids, the two processes famously
cancel[11], so that the four point vertex does not renormalize. In higher dimensions,
such a cancellation is rare. However, the discrete nature of the Fermi surface in BLG
results in a Luttinger liquid like cancellation of the processes Fig.4-2(a,b), as will be
discussed below.
We argued in Sec.4.3 that the RG-relevant scattering processes allowed by sym-
metry must have sublattice structure (A, A) -+ (A, A), (A, B) -+ (A, B) or (A, B) -+
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EI-o,kj-q E2+o,k 2+q
a) Ei,ki E2,k ) Ej,k E2,k 2
Figure 4-2: The renormalization of the four point vertex T proceeds through repeated
scattering in the particle particle channel (a) and in the particle hole channel (b),
known as the the BCS loop and the ZS' loop in the Luttinger liquid literature [12].
The RPA bubble diagrams (ZS loop in the language of Ref.[[12]]), which arise in
the same order of perturbation theory, have already been taken into account in the
screened interaction, Eq.(4.5).
(B, A). To see the mathematical origin of such selection, it is instructive to explicitly
write out the form of the electron Green function. We have
-Zie
GAA(E, P) = e2 + ) 2 = GBB(E, P), (4-31)
E2 + (p2/2m)
-Zp2 /2mGA+,2 GBA(--, P)GAB(E, P) =E2 + (p2/2m)2 - (
When the diagrams Fig.4-2(a,b) are evaluated in any channel other than these three
channels, they vanish upon integration over inner momentum variables, due to the
chiral structure of the sublattice changing Green functions, Eq.(4.32).
Similar reasoning leads to a conclusion that the (A, B) -> (B, A) vertex cannot
exhibit a log 2 divergence. As we saw above, the log2 divergences arise because the
effective interaction U,, has a pole at p = 0 and finite e. However, the sublattice
changing Green functions, Eq.(4.32), have zeros at small p, which cancel the contri-
bution of the pole in the interaction. Thus, the diagrams in Fig.4-2 can only be log 2
divergent if all internal Green functions are sublattice preserving, given by Eq. (4.31).
Since the process (AB) -+ (BA) involves two sublattice changing Green functions, it
follows that the integrals associated with this processes cannot be log2 divergent, and
hence this process does not contribute at leading log 2 order.
Thus, at leading order, we need to consider only the processes (AA) -* (AA) and
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Erowkj-q E,+(o,k2+q
(AB) -+ (AB). Moreover, since the interaction (4.5) does not distinguish between
sublattices, the ZS' and BCS contributions from Fig.4-2(a,b) in these channels are
the same. Therefore, to demonstrate that T does not renormalize at leading order,
it is sufficient to demonstrate that there are no log2 divergences in the (AA) -+ (AA)
channel.
In evaluating the ZS' and BCS diagrams (Fig.4-2), it will prove important to keep
track of external momenta. The vertex T (E1 , E2, w, ki, k2, q) then represents the
amplitude for the scattering process
VNo,,A,E1,k 1 9e',A,E2,k2 ~~+ No,A,E1+w,ki+qe',A,E2-w,k2-q'
Translating the ZS' and BCS diagrams in Fig.4-2 into integrals, we find the contri-
butions
TzsA _ 2 UepUe _w,pqGAA(E1 + e,ki + p)
xGAA(E2+e -w,k 2 + p - q), (4.33)
T A j -- J (2,) Ue,pUe-w,pqGAA(E1 + e, ki + p)
xGAA(E2 - e, k2 - p). (4.34)
Here, the interaction U(e,p) is defined by Eq.(4.5), the Green functions are defined
by Eq.(4.31), and the integral goes over the shell defined by Eq.(4.10).
As always in a RG analysis, we assume that the external frequencies and momenta
are small compared to the internal frequencies and momenta:
max W, W , < A' < 2 + < A. (4.35)
2m' 2m ) 2m
In such a case, the standard approach to handling the integrals over e and p involves
setting the external frequency and momenta to zero at first, and restoring their finite
values later to regulate the infrared (IR) divergences. However, a straightforward ap-
plication of this recipe to the integrals in Eqs. (4.33),(4.34) proves impossible, because
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these integrals are power law divergent when all external momenta are set to zero.
The divergence arises from the region near p ~ 0 (which lies within the shell defined
by Eq.(4.10)), where the interaction is nearly unscreened. In this region, we have
1
Ue,,pUe-w,,p-q ~II , (4.36)(|pl + alp|2) (l9 _ ql + alp - q|2)'
with a = Ne2/2rA. At finite q, the poles in this expression are split apart, and
thus the singular contribution of each pole, p = 0 and p = q, is regularized by the
integration measure d2p so that the integrals in Eqs.(4.33),(4.34) remain well defined.
However, when all external momenta are zero, the poles from the two interaction lines
co-incide, and the expressions (4.33), (4.34) acquire a second order pole at p = 0.
When we integrate over this second order pole, we pick up a power law divergence.
Hence, if either of the ZS' or BCS diagrams existed in isolation, this power law
divergence would indicate a strong (power law) instability, which would drive T into
the strong coupling regime, where our log2 RG would cease to apply. However, as
we will now show, the divergences in the contributions to T from the expressions
(4.33), (4.34) in fact cancel out, so that T does not flow to log 2 order. To analyse
the cancellation between the ZS' and BCS diagrams, it is convenient to add the in-
tegrands of Eq.(4.33) and Eq.(4.34) together before doing the integral, while keeping
external momenta finite. Preserving finite external momenta ensures that the inte-
grals Eq.(4.33) and Eq.(4.34) are well defined. After combining the integrands, and
denoting T'AA + TBCSA = i, we obtain
T ]4 J 2) Uc,pUe-w,pqGAA(E1 + E, k1 + p) x (4.37)
[GAA(E2 + e-,k2+ p - q) + GAA(E2- E, k 2 - p)].
To simplify this expression we note that momentum q enters very differently in
Eq.(4.38) as compared to other external frequencies and momenta E1 , E2, w , ki, k2.
The momentum q is needed to split the poles coming from the two interaction terms
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- if we take q to zero, the integral will acquire a second order pole at p = 0, leading to
a divergence. This divergence arises from within the shell that we are integrating out
(Eq.(4.10)), and thus the RG will be ill defined. In contrast, sending the frequencies
and momenta Ei, E2, w, k1 , k2 to zero by applying Eq.(4.35) does not cause any
concern. We thus have
T 4(2r)3 U,pUE,pqGAA(e, p)
x [GAA(E, p - q) + GAA(-E, -p)]. (4.38)
Interestingly, the expression in square brackets vanishes identically when q = 0,
since GAA(E, p) = -GAA(-e, -p). However, taking the limit q -+ 0 is potentially
problematic because of the pole structure of Us,,pUw,pq discussed above. Instead,
we proceed with caution, and evaluate Eq.(4.38) at finite q, using the conditions
(4.35) to simplify the analysis.
Given what we just said, it is now easy to see why there is no log 2 divergence in
T. First, we note that the interaction (4.5) carries a soft UV cutoff, so the integral
in Eq.(4.38) is UV convergent (this property of dynamically screened interaction in
BLG is discussed e.g. in Ref.[[3]]). Hence, we can shift variables to p± = p t q/2
and rewrite the expression (4.38) as
i = - 4 Z2 f ' U,p, Up_ e2 D(e, p+) [D(e, p_) - D(e, p+)] (4.39)
= -174 Z2 f (Ue,,+Ue,,_ 2 D(e, p+) + D(e, p_) D(e, p+) - D(E, p-)
[D(e, p_) - D(E, p+)],
where we factored the Green functions as
1
GAA(,,P) =iZeD(E,p), D(e,p) = )2. (4.40)
W2 + (p2/2m)
We note that because T should be even under q --+ -q the first term in the brackets
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gives zero upon integration over p. Hence, we can rewrite the result for T, Eq.(39),
as
~F 4Z2 Ided2pT = 2 (2r)3 Us,p, Ue,, 2 [D(e, p_) - D(e, p+)]2
F AZ2 {ded2P 2 zi -2 -2
- f 4 (27r)3 U U ,,_ e(2 + z)(E2 + z2)J'
(4.41)
where z± = |p±12 /2m.
To extract the leading contribution at small q, we approximate the effective in-
teraction as
-
1(ep) - 1U(e, p) = - 'IPI H(, ) (4.42)
27re2 11(e,p)
From the definition of the polarization function, Eq.(4.6), we see that the approxi-
mation U ~ -1/11 holds everywhere in the shell Eq.(4.10) except at p ~ 0, since
H(p = 0) = 0. However, in the limit p -+ 0, the expression in brackets in Eq.4.41
tends to zero because of the expansion z - z2 = (p 2/m)(p - q/2m) + 0(p4 ), which
ensures validity of the approximation (4.42).
Hence, using Eq.(4.6), we obtain
T = 4 Z 2 f ded2p (z2 + ue2 )(z2 + ue 2 )
J 47r(Nm ln 4)2
E2 [ 2 _ 2 2
X [ +) - (4.43)
z+z_ (W + Z2)(2 + Z!)
Simple power counting shows that this integral is UV convergent, IR convergent, and
is completely independent of q, which can be scaled out by defining new variables
p = p/q and E' = 2me/q 2 . It follows that the the diagrams representing repeated
scattering in the particle-particle and particle-hole channels do indeed cancel, so that
TAAAA Z 2 does not renormalize.
Combining this with our argument demonstrating that TABBAZ 2 does not renor-
malize at log2 order (see discussion below Eq.(32)), and recalling that TAAAA =
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TAABB, we conclude that we can set T = 0 with log2 accuracy.
4.7 Solution of RG flow equations. Zero bias anomaly
in bilayer graphene
Since the only quantities which renormalize at log 2 order in a one loop RG are the
quasiparticle residue Z and the interaction vertex function F, the problem of finding
the RG flow of these quantities reduces to solving Eqs.(4.27),(4.29). All other quan-
tities do not renormalize at log square order, and may thus be treated as constants
with logarithmic accuracy.
Additional simplification arises due to the Ward identity FZ = 1, Eq.(4.30). Using
it to decouple the RG equations for Z and F, we write the equation for Z as
OZ = 2 ( + c) Z, (4.44)
8( 7r2N
where we retained a constant c = In N2 7r2 Eo corresponding to the first term in the self
energy renormalization, Eq.(4.24).
Integrating the RG equation, and taking into account the boundary conditions
Z(0) = F(0) = 1, we obtain
Z( -=2c +2 2  -F"I Ao
Z()=exp\\ N7r2  A. (4.45)
We note that in the limit of small p2 /N, we reproduce the perturbative result[9] for
the residue, Eq.(4.24). However, our result (4.45) applies for all (, both small and
large. The fermion propagator at arbitrary energies and momenta is then given by
iw +Ho(k)
G(w, k) = -Z() W2 + Ho2 ) (4.46)
At zero temperature, the infrared cutoff is supplied by the external frequency and
momentum, such that I = ln - and A = w2 + (k2/2m) 2
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Thus, the quasiparticle residue in undoped BLG is suppressed to zero by electron-
electron interactions, Eq.(4.46). This is reminiscent of the situation in disordered
metals, where enhancement of interactions by disorder produces a renormalization
of electron self energy of a log 2 form [14], and analysis of an RG flow[15] yields
a suppression of the quasiparticle residue similar in form to our Eq.(4.46). The
suppression of the quasiparticle spectral weight at low energies, governed by the Z( )
dependence, will manifest itself directly in the behavior of the tunneling density of
states of BLG, similar to disordered metals.
We note parenthetically that, while keeping the constant term c in the RG equation
(4.44) is formally beyond the log 2 accuracy generally adopted in our analysis, it can
be justified on the same grounds as in the discussion of the zero bias anomaly in
disordered metals [16, 17]. Because of its fairly large value for N = 4, given by
c = ln 27r2 ~ 2.98, this term may significantly alter predictions for the behavior of Z
at intermediate energies e ,< A0 .
To analyze the suppression of tunneling density of states (TDOS), we use its
relation to the retarded Green function [14],
21pMw = -1Im [Tr GR(w, k)] , (4.47)
7r
where GR(w, k) is obtained from the Matsubara Green function analyzed above,
Eq.(4.46), by the analytic continuation of frequency from imaginary to real values,
iw -+ W + irn.
It is convenient to take the trace before performing the analytic continuation. The
trace may be most easily taken in a basis of free particle eigenstates (plane waves
with appropriate spinor structure), which amounts to integrating Eq. (4.46) over all
k values, TrG = f G(w, k)d2 k. Noting that the term containing Ho(k) vanishes upon
integration due to the angular dependence, we write
TrG = 2N0 f0Z( ) iW dz, (4.48)7r J w 2 + z 2
where z = k2 /2m and No is the density of electronic states in BLG in the absence of
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interactions.
It can be seen that the integral over z is determined by z - w. It is therefore
convenient to introduce a variable <o = sinh- (z/w) and write
TrG = i 2 N Z(00 - In coshp) , (4.49)
7r JO cosh <p'
where I, = in (Ao/w). Noting that this integral is dominated by cp ~ 1, we obtain an
estimate of the spectral weight:
p(w) 1NoZ( ) = No exp ( 2 r 2w). (4.50)
The form of this expression remains unchanged, to leading log 2 order, upon analytic
continuation to real frequencies.
The expression in Eq.(4.50) can be re-arranged by using Eq.(4.26) as
In 2 N 2 7r2EO _ In 2 N 2 r2 EO
p(w) = No exp 8- w N7r2 8A ) . (4.51)
Thus, we see that the only effect of the UV cutoff AO is to rescale the prefactor for
the TDOS without affecting the frequency dependence. Absorbing the dependence
on AO in the prefactor, we have
1 1 N7r2E0p(w) = 5o exp(- n 72  (4.52)
NjVr2 8W
Tunneling measurements yield p(w = eV), where V is the bias voltage. The interac-
tion suppression of the TDOS, Eq.(4.50), will therefore manifest itself as a zero bias
anomaly in tunneling experiments. The predicted behavior the TDOS is shown in
Fig.4-3. Because of the exponential dependence in Eq.(4.52), the suppression rapidly
becomes more pronounced at lower energies.
Closing our discussion of the zero bias anomaly in BLG, we note that the results
described above apply only to the system at charge neutrality. Away from neutrality,
with the Fermi surface size becoming finite, the effects of screening will grow stronger,
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Figure 4-3: Tunneling density of states (TDOS) of BLG at charge neutrality,
Eq.(4.52), is shown as a function of external bias w = eV. Predicted TDOS is shown
for two different values of the dielectric constant in E0 , Eq. (4.4): r = 1 (solid curve)
and n = 2.5 (dashed curve), describing free-standing BLG and BLG on SiO substrate,
respectively. Plot is normalized so that p = 1 at an external bias of 100 meV.
resulting in a weaker effective interaction. Yet, even in this case, the tunneling den-
sity of states will be described by the suppression factor p(w = eV)/No given by
Eq.(4.50), provided that the bias voltage eV exceeds the Fermi energy measured
from the neutrality point.
4.8 Single log renormalization of electron mass
Thus far we have concentrated on log 2 flows. However, the analysis may be extended
to obtain the subleading single log flows of the action. We illustrate this procedure
by calculating the renormalization of the mass (which did not renormalize at log2
order in the RG). This calculation is interesting because it allows us to investigate
the interaction renormalization of the compressibility-a directly measurable quantity,
and also because it allows us to illustrate how much slower the single log flows are
than the log 2 flows.
In this section, we first analyze mass renormalization by extracting it directly from
118
the self energy. After that, in Sec.4.9 we consider electron compressibility of BLG
and show that the log divergent correction to the compressibility matches exactly our
prediction for mass renormalization obtained from the self energy.
In BLG, the self energy is a 2 x 2 matrix, given by Eq. (4.14)), which is related to
the renormalized Green function by the Dyson equation,
G (w, q) = Go '(w, q) - .A~~)EBwq (4.53)
EBA(w,q) EBB(w,q))
As discussed in Sec.4.4, the leading log 2 contribution to the self energy is proportional
to GO', since B9EAB/(q2/2m) = iBEAA/OW. This means that all renormalization can
be attributed to the residue Z with mass remaining unchanged. However, as we now
show, this equality is only true to leading logarithmic order.
Comparison of Eq.(4.53) with Eq.(4.15) and Eq.(4.16) indicates that the mass
renormalization is given by
Jm Z .8EAA aEAB
= Zo i . (4.54)
m Bk Ow (q?$/2m))~(.4
Here, iBEOAA/oW is defined by Eq.(4.19). For the second term, we obtain the expres-
sion
89EAB de 2 p 1 5( P2)2
o(q+2/2m) J(27r)3 (2 + (p)2 2 + 2 22
4( )4
+ 2 ( 3 p 2ZU(e, p), (4.55)
E 2 + (p2)2
where U(e, p) is given by Eq.(4.5). To evaluate the difference in Eq. (4.54), it is conve-
nient to subtract the integrands of Eqs.((4.19,4.55)) before doing the integrals. Once
again, we use the "polar" representation of the frequency and momentum variables,
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w = r cos 0, p2/2m = r sin 9, and obtain
6m A dr " d9 ]p Z2(3 sin2 0 - 4 sin4 4)
J 2w __ V1 , (4.56)
m fA, r O 27r V/2r sin60 - }II11(0)'
where II(9) is the polarization function introduced in Eq. (4.6), and r is measured in
units of Eo as before. The integral over 9 is now fully convergent, and the result-
ing expression is only single log divergent. Integrating analytically over r and then
integrating numerically over 9, we find
6m 0.56 r2Z 2 I A
rn= 2Nwn4 ln -. (4.57)m 2N,7r In 4 0 A'
Converting this recursion relation into a differential equation, we obtain
dlnm _ 0.56
=F 2 Z2 . (4.58)d< 2N7rln4
This equation cannot be solved for general 6 by applying the Ward identity Eq. (4.30),
since the Ward identity only holds at leading log2 order, while the mass flows at
subleading (single log) order in Eq.(4.58). In the perturbative limit y( < 1, when
Z 1 and F f 1, we obtain a logarithmic correction to the mass
m() = m(0) 1 + 056 ) . (4.59)2N7r In 4
We may relate this mass renormalization to a measurable quantity, by noting that the
electronic compressibility K is proportional to the density of states which is propor-
tional to the mass. Thus, the logarithmic renormalization of the mass in Eq.(4.59)
should manifest itself in a logarithmic enhancement of the electronic compressibil-
ity. The relation between mass renormalization and compressibility will be further
discussed in Sec.4.9.
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4.9 Interaction correction to compressibility
Here we explicitly calculate the renormalization of the compressibility. By doing this
we shall confirm that the compressibility does not renormalize at leading (log square)
order, and also extract the single log renormalization of the compressibility. The
interaction correction to the compressibility K is given by
a 2 FSK =- j )(4.60)
where p is the chemical potential, and F is the interaction energy. Within the RPA
framework, the interaction energy is expressed as
F(p) = (2dr)3 In (1 - V(q)IH(p, w, q)) . (4.61)
_(2 -g)3
Here, H(p, w, q) is the non-interacting polarization function evaluated at a chemical
potential p, and V(q) is the unscreened Coulomb interaction V(q) = 27re 2/rq.
To evaluate the second derivative in (4.60), we consider the difference AF =
F(,) - F(0). After rearranging logs under the integral, we rewrite this expression as
AF = (27r)3 In (1- U,,q(H(pi, w, q) - 11(0, w, q))), (4.62)
where now Uw,q is the dynamically screened Coulomb interaction, Eq.(4.5). Since the
compressibility is obtained from the free energy through K = -8 2 F/0p2 , the problem
of calculating the interaction renormalization of the compressibility is reduced to that
of calculating the polarization function at finite p. This may be calculated through
methods similar to those developed in Ref. [3]. We define e± = e + w/2, p± = p ± q/2
and z+ = |p±| 2/2m. The non-interacting polarization function at finite p is given by
H(p, w, q) = TrG(p, E+, p+)G(p, E-, p-)
fdEd2p1
= Trn de2(27r) 3 (iE+ - p - Ho(p+))(ie- - p - Ho(p_))
= 2N ) ded
2p
(27r) 3 (E + i(p + Z+))(E+ + i(p - Z+))
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x (ie+ - p)(iE_ - p1) + z+z- cos 20pq(E- + i(pt + z_))(_ + i (p - z_))'
where Opq is the angle between p+ and p_. We now perform the integral over e by
residues to obtain
U(p, w, q) = NI d2p (z+ + iw + z_ cos 20pq)(z+ - p)(27r) 2 zi - z2 W2 + 2iwz+
+ (w,q-+ -, -q)
N z,=" d2p+ 1 2z_ sin
2 pq 1
Jz+=o (27r) 2 Z+ + i-z (z+ + iw)2 - z2
+ (w, q -+ -w, -q). (4.64)
In the limit y -+ 0, this reproduces the non-interacting polarization function from
Ref.[[3]]. Now we expand Eq.(4.62) to leading order in small y to obtain
AF = p2 U(, q) .211(pt, U, q) (4.65)
2 (27r)3 19t2
The term linear in p must vanish, by particle hole symmetry. Taking derivatives
of Eq.(4.64) greatly simplifies the calculations, since it turns the two dimensional
integral over momenta into a one dimensional integral over momentum angles, which
is fully convergent, and may be evaluated numerically. We find
a21 I Nm 3w2z 2 - z* q2
- = -- + ) q - (4.66)8p 2 27r (W2 + Z2)2 > 2m'
AF = 2j-f r3U(w, q) .9  (4.67)
We again change to the coordinates w = r cos 0, zq = r sin 6, and measure r in units
of E0 . Note that even though the interaction has a pole at 0 -+ 0, 7r, this pole is
canceled by a 211/Op 2 having a zero at 9 -+ 0, 7r. As a result, the 9 integral is fully
convergent. Integrating numerically over 0 and analytically over r, we find that the
fractional change in the compressibility is
SK( ) 
_ 0.56
K(0) 2N7r ln 4 '
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a result that agrees exactly with Eq.(4.59). We note that an enhancement of the
compressibility due to interactions was also predicted in Ref.[[19]]. However, the effect
described by Eq.(4.59) is much weaker than that predicted in Ref.[[19]], because we
have worked with a screened interaction, whereas in Ref. [[19]] screening was not taken
into account.
In summary, the compressibility does not renormalize at leading (log square) order,
just as in the Luttinger liquids, and while there is a subleading logarithmic correction,
the pre-factor is quite small (0.56/(2N7r ln 4) r 0.016). Thus, in contrast to the zero-
bias anomaly in TDOS, experimental detection of the interaction correction to the
compressibility is likely to be challenging. The difference arises because the single log
flows are much weaker than the log 2 flows, retrospectively justifying our earlier neglect
of the single log flows in the RG. Hence, strong suppression of the tunneling density
of states at energy scales where the compressibility is not significantly renormalized
is a key signature of the marginal Fermi liquid physics in bilayer graphene.
4.10 Discussion and Conclusions
Here we briefly discuss the range of validity of our results. Our analysis was organized
as a perturbation theory in Ip2Z 2 /N. Since FZ = 1 at leading (log square) order, the
perturbation theory remains well defined under the log square flows. However, our
analysis neglected subleading single log flows. For ( = N7r2 , the subleading single
log flows become important, and the analysis leading to the expression Eq.(4.45) no
longer applies. A mean field theory of subleading single log effects [3] indicates that
a gapped state develops at = !N7r 2, the scale which we tentatively identify as the
limit of validity of our analysis.
How can the marginal Fermi liquid physics be distinguished from the formation
of a gapped state? We note that at very low energies, once the gapped state has
developed, the tunneling density of states will vanish anyway. However, in the gapped
regime, the compressibility will vanish also. What we have shown, however, is that
there is a large range of energies greater than the energy scale for gap formation, where
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the tunneling density of states vanishes, while the compressibility remains essentially
unchanged. Such behavior represents the key signature of the marginal Fermi liquid
physics discussed above, which is analogous to the Luttinger liquid physics.
In our analysis, we neglected the short range interactions which are characterized
by lattice scale, such as the interlayer density difference interaction V_ = (VAA -
VAB) = 're 2 d and the Hubbard-type on-site repulsion. Short range interactions are
non-dispersive, do not renormalize the Green function in the weak coupling limit,
and hence do not alter our results. Short range interactions also produce only single
log renormalization [4, 5] and therefore do not need to be included in our log square
RG. Similarly, we justify our neglect of the trigonal warping effect [20] by noting that
trigonal warping is significant only on energy scales smaller than the characteristic
energy scale for onset of gapped states [3].
Finally, we note that our analysis made use of the fact that there were no un-
canceled log square divergences at one loop order in the RG, except for the renor-
malization of the quasiparticle residue and the Coulomb vertex function, which were
related by a Ward identity, Eq.(4.30). Technically, in order for our neglect of higher
loop corrections to be justified, we also require that there are no un-canceled log square
divergences beyond one loop order in the RG, except those that are constrained by
Ward identities. We believe this to be the case, however, the proof requires a non-
perturbative approach, which lies beyond the scope of the present work.
To conclude, we have examined the one-loop RG flow for bilayer graphene. We
have demonstrated that the quasiparticle residue Z and the Coulomb vertex function
F both flow as (2, where ( is the RG time. All other quantities flow only as . The
structure of the RG for Coulomb interacting BLG has strong similarities to the RG for
the one dimensional Luttinger liquids. In particular, we predict a strong interaction
suppression of the tunneling density of states for undoped BLG, even at energy scales
where the electronic compressibility is essentially unchanged from its non-interacting
value. These predictions may be readily tested by experiments.
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Chapter 5
Dynamical screening and
spontaneous gap opening in bilayer
graphene
Electron interactions in undoped bilayer graphene lead to instability of the gapless
state, 'which-layer' symmetry breaking, and energy gap opening at the Dirac point.
In contrast to single layer graphene, the bilayer system exhibits instability even for
arbitrarily weak interaction. A controlled theory of this instability for realistic dy-
namically screened Coulomb interactions is developed, with full acount of dynamically
generated ultraviolet cutoff. This leads to an energy gap that scales as a power law of
the interaction strength, making the excitonic instability readily observable.
Graphene, due to its unique electronic structure of a two-dimensional semimetal,
provides an entirely new setting for investigating many-body phenomena [1]. Since
the conduction and valence band joined together in a semimetal mimic massless Dirac
particles, electronic phenomena in graphene often have direct analogs in high energy
physics[2]. In particular, several authors discussed the analogy between excitonic
instability in a single-layer graphene and chiral symmetry breaking in 2+1 Quantum
Electrodynamics. While this instability is absent when interactions are weak[3], and
the situation for realistic interaction strength is still debated, the instability can be
"catalyzed" by a magnetic field[4, 5]. These predictions are in qualitative agreement
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Figure 5-1: (a) Domains of opposite polarization in the ferroelectric state. Valley
polarized chiral edge states propagate in opposite directions along domain boundaries.
(b) Diagrammatic representation of gap equation. First term is vertex correction,
second term is self energy correction. Both diagrams exhibit log2 divergence which
cancels to leading order. Solid, wavy and dashed lines represent fermion propagators,
the RPA interaction (5.4), and ATr vertex, respectively.
with experiment[6].
The effect of interactions is drastically different for semimetals with linear (type I)
and quadratic (type II) electron dispersion. This was recognised in an early work [7],
where the difference in behavior was traced to the density of states at low energies,
which is much lower in type I systems than in type II systems. Electronic properties
of quadratically dispersing systems are governed by infrared divergences in Feynman
diagrams, resulting in unconventional low energy states, such as the gapped excitonic
states of a bilayer graphene (BLG) discussed in Ref.[21], whereas in linearly dispersing
systems the free-particle description is robust.
In this Letter, we analyze excitonic instability in a BLG system with 1/r repulsion,
focusing on a ferroelectric (FE) state that spontaneously breaks which-layer symme-
try and polarizes the layers in charge. After accounting for dynamically generated
ultraviolet cutoff, treated in the RPA screening approximation, we find a gap which
in the weak coupling limit scales as a square of the interaction strength, A oc (e 2
with e the electron charge and , the dielectric constant. This is in contrast to the
exponential BCS-like behavior of the gap expected in single layers coupled via a
dielectric spacer[8, 9, 10].
Interestingly, we find the behavior to be highly sensitive to the specifics of screen-
ing model: log divergent diagrams can become log 2 divergent upon going from static
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to dynamic screening (see Fig.5-1b). Thus for a reliable estimate of the gap it is nec-
essary to properly treat dynamic screening. We evaluate the dynamical polarisation
function for BLG and use it to estimate the gap value A ~ 10'me,%-2 . For realistic
parameters the predicted gap lies within the experimentally accessible range. The
gap value found for the FE state coinsides with that for the anti-ferromagnetic (AF)
states considered in [21], indicating that these states are near degenerate in energy.
The formation of a gapped state will manifest itself in strongly temperature de-
pendent conductivity at T ,< A. In the presence of long-range disorder, the gapped
state will occur at the p-n boundaries separating electron and hole 'puddles', making
these boundaries a bottleneck for transport. Hopping-like temperature dependence is
indeed noted in all conductivity measurements near neutrality point in BLG but not
in single-layer graphene [1].
Since the ferroelectric transition breaks a Z 2 symmetry, excitonic ordering will
produce domains of opposite polarization (see Fig.5-1(a)). In the absence of disorder,
the characteristic size of the domains L is determined by long-range attraction be-
tween polarization in neighboring domains, in analogy with "electronic microemulsion
phases" discussed in Ref.[16], giving an estimate 8p 2 ln(L/ao) ~ A/ao, where p is po-
larization density and ao is the correlation length, Eq.(5.3). As discussed in Ref.[18],
the boundaries between regions with opposite polarization host valley polarized edge
states. Since a two-dimensional system with two domain types should exhibit perco-
lation of edge states, the FE state should be able to carry valley currents. This could
be useful for valleytronics applications.
The low-energy Hamiltonian for BLG can be described in a 'two band' approxi-
mation, neglecting the higher bands that are separated from the Dirac point by an
energy gap W ~ 0.4 eV [11]. The electron states are described by wavefunction
taking values on the A and B sublattice of the upper and lower layer respectively.
The non-interacting spectrum consists of quadratically dispersing quasiparticle bands
E± = ±p2 /2m with band mass m ~ 0.054me. It is convenient to introduce the
Pauli matrices ri that act on the sublattice space, and to define T+ = T1 ± ir 2 and
p± = p., i(py [11], where ( = 1 for the K valley and ( = -1 for the K' valley. The
129
Hamiltonian may then be written
Ho = Ia + T_ ,,a (5.1)
H = Ho + - , n(x)= (x)#a(x).
2K |'I x - x/a a
X,X'
The sum over a indicates summation over N = 4 spin and valley species, while the
dielectric constant K incorporates the effect of polarization of the substrate and of
the higher bands of BLG. The interaction is invariant under SU(N) rotations in
spin/valley space. We also approximate by treating the interlayer and intra-layer
interaction as equal, and defer discussing the effect of finite layer separation until
after we present our main result.
We investigate stability of the gapless state by introducing a test gap-opening
perturbation AT3 into the non-interacting Hamiltonian, where A must be real, but
may take either sign. This test perturbation explicitly breaks the Z 2 layer symmetry
of the Hamiltonian, and corresponds to a ferroelectric instability that polarises the
layers by charge. We develop our analysis perturbatively in the interaction, and
calculate the interaction renormalization of the AT3 vertex. At leading order in weak
bare interactions, the vertex correction in Fig.5-1(b) takes the form 6F = T3 6A, where
JA = - HU (5.2)
I(iE + Ho) (iE - Ho)
Here HO is the Hamiltonian of the non-interacting system evaluated at A = 0. The
vertex correction is positive and preserves the form of the u3 vertex. Moreover, simple
power counting shows that the vertex correction is divergent in the infrared for any
form of interaction U, screened or unscreened. The infrared divergence indicates
instability even for arbitrarily weak interactions (unlike monolayer graphene). The
infrared divergence is power law when U is the unscreened Coulomb interaction,
therefore it is important to include screening even at weak coupling, to moderate the
infrared divergence.
We now introduce the interaction energy scale EO and the corresponding length-
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scale ao, defined as
me 4 1.47 KEo= me ~. eV, ao= ~ e x1.1nm (5.3)
K2  K me2
For simplicity, we take the weak coupling limit Eo < W, and neglect interaction-
induced mixing of the low energy states with the higher bands [for discussion of
mixing see Ref.[17]]. Moreover, when U is the unscreened or dynamically screened
Coulomb interaction, the integral in Eq.(5.2) is convergent in the UV, without the
need for any high energy cutoff. Thus Eo emerges as the only energy scale in the
problem. This then implies that the energy scale for the gap must scale as a power
law in electric charge A - EO ~ e4.
As we shall see, it is necessary to properly treat dynamic screening to obtain a
reliable estimate for the gap. We therefore take U in Eq.(5.2) to be the dynamically
screened Coulomb interaction, defined as
27re 2
Uoq = .q-2r21,, (5.4)
'w q - 27re 2 Nllw,q
Here we have introduced the single species polarisation function H1 ,q = - f G(p+, E+)G(p-, e_) &d,
where we use the notation p± = p ± q/2 and E± = E ± w/2, and define the imag-
inary frequency Green function in terms of the non-interacting Hamiltonian HO as
G-'(E, p, A) = iE - Ho(p, A). Hence, we obtain
HwrqA =-..2f dEd2p E+E_ - p2p2 cos(20pq) - A 2  (55)
W~q -2 (5.5) p
'(27r) 3 (El +p+ + A 2 )(E2 + p4 _ + A 2)
Here, pq is the angle between the vectors p+ and p_. To determine the dynamically
screened interaction, it is sufficient to determine the polarisation function in the un-
gapped state. We therefore take A -+ 0 in Eq.(5.5), integrate over frequencies by
residues, and scale out q. The integral then depends on a single dimensionless param-
eter & = 2mw/q 2, and may be evaluated analytically by integrating over momenta in
polar co-ordinates (details in online supplement). This gives an exact expression for
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the polarisation function 1 1 g,q,O = -Lf(cD), where
2 tan-' C - tan' 2D 02 + 1 In 4f(P) = ~+ + n . (5.6)
with u = (2 In 47r) 2. The right hand side provides an approximate formula that
reproduces f(cD) exactly for C -- 0 and & -> oo, interpolating accurately between the
two limits. Result (5.6) agrees with the polarization function found in [12] continued
to Matsubara frequencies.
The vertex correction Eq.(5.2), calculated with the dynamically screened inter-
action Eq.(5.4), is In2 divergent in the infrared (see supplement). The enhanced
divergence arises from the phase space region w/q 2 > 1, where the Coulomb interac-
tion is not efficiently screened. However, it is also necessary to take account of the
self-energy correction, so that the full gap equation is represented by Fig.5-1(b). In
particular, the self energy undergoes a In2 renormalisation [20], and this can be shown
to cancel the vertex correction at In2 order, leaving a residual logarithmic divergence.
Since demonstrating the cancellation of the self energy and vertex correction at
leading In2 order and extracting the subleading logarithmic divergence is fairly te-
dious, we employ an alternative scheme for solving the gap equation Fig.5-1(b). We
note that calculating the free energy of BLG as a function of A, at leading non-
vanishing order in A, simply produces the diagrams in Fig.5-2(a,b,c). Upon minimiz-
ing with respect to A, this yields the gap equation Fig.5-1(b), with correct combina-
torial coefficients. Minimising the free energy of BLG with respect to A is therefore
formally equivalent to solving the gap equation Fig.5-1(b), and is technically simpler.
It may be verified that while Fig.5-2 (b) and (c) are individually In3 divergent in the
infrared, their sum is only In2 divergent. This is the same leading order cancellation
of divergences that is manifested by the gap equation.
We approximate by assuming that the gap function A is static and momentum
independent, on the grounds that the screened interaction in the particle-hole chan-
nel depends only weakly on the transferred momentum. In this approximation, we
evaluate the kinetic energy change 6T represented by Fig.5-2(a) by including A in the
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a) b) I d)
Figure 5-2: Free energy change from gap formation at leading order in A and in the
interaction. V_ is the difference between interlayer and intra-layer interactions. While
all these diagrams are nominally O(A 2 ), A also appears as a logarithmic infrared
cutoff in each diagram Eq.(5.9). Physically, the diagrams may be interpreted as a)
Kinetic energy cost from spontaneous gap opening. b, c) Interaction energy gain
from gap opening. d) Hartree energy cost of layer polarisation - vanishes within the
approximations of Eq.5.1
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fermion Green function. We obtain, with logarithmic accuracy, 6T = A2 ln(A/A),
where A is the maximum momentum scale up to which the gap persists.
To calculate the exchange energy gain, we note that the difference in interaction
energy between the gapped and ungapped states, 6V = V(A) - V(O) is given, within
the RPA approach, by
6V (2x)3 In ( 1 - N~,q(He,q,A - HW,q,o)). (5.7)
Here, Uw, q is the interaction Eq.(5.4) and H,,,qA is the single species polarisation
function in the gapped state. The problem thus reduces to that of evaluating the
polarisation function at finite A.
We calculate the quantity HA - H0 by integrating Eq.(5.5) over frequencies by
residues, Taylor expanding to leading order in small A 2 , and analytically performing
the integration over momenta, assuming as before that A is independent of momen-
tum. After some algebra (available in the online supplement), we obtain
mA 2  r ( q4  q8 (H2-Ho= ln-J -7 +4-). (5.8)
2r2 4 2 r
We are using the notation r 2 = 2 + q4 .
We now evaluate the exchange energy gain from gap formation by substituting
Eq.(5.8) into Eq.(5.7), and performing the integrals using polar co-ordinates, (see
supplement for details). Combining this with the kinetic energy cost obtained earlier,
we find that the free energy associated with gap opening is
F(A) = A2 ln(A/A) - 3 In2(N 2Eo/A) (5.9)27r 67r
We note the expected emergence of a natural ultraviolet cutoff A = N 2Eo. Minimizing
Eq.(5.9) with respect to A, we obtain, with logarithmic accuracy
A = N 2Eoexp(-3r 2N/13) (5.10)
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We emphasize that E0 appears only outside the exponential, making A a power
law function of interaction strength at weak coupling. However, A is exponen-
tially small in N, where N is the number of fermion species participating in screen-
ing. If we had worked instead with static screening, we would have obtained A ~
N 2E0 exp(-2N In 4), and would have underestimated the size of the gap by an order
of magnitude.
For N = 4 Eq. (5.10) gives A ~ 10- 3 E0 - 1.5 meV -2 , upto a numerical prefactor
of order unity. Meanwhile, numerically evaluating the free energy integrals Eq.(5.7)
and Fig.5-2(a) and minimising with respect to A gives A ~ 4 meV K-2. This num-
ber lies within the experimentally accessible regime, although it can be reduced by
screening in the substrate, by doping, or by disorder induced density inhomogeneity.
Thus far, we have neglected the effect of trigonal warping which leads to deviation
of particle dispersion from a simple quadratic dependence, causing an overlap of the
conduction and valence bands. Trigonal warping can provide an alternative IR cutoff
and prevent formation of a gapped state, but only if the size of the trigonal warping
effect exceeds the size of the estimated gap. Since the the upper estimate for trigonal
warping, 1.5 meV [19], is less than the estimated gap value A = 4 meV .~2 the effect
of trigonal warping on gap formation should be inessential, at least for suspended
bilayers (K ~ 1).
Our analysis can be easily generalized to any state that adds a term AT3 Q to the
Hamiltonian (5.1), where Q is a 4 x 4 hermitian matrix in spin/valley space satisfying
Q2 = 1. The FE state considered above corresponds to Q = 1, wheras the AF states
discussed in Ref.[21] are characterized by Q = o3 0 1 or Q = 1 0 1q3, where U3 and
713 are Pauli matrices in spin and valley space, respectively. All these inequivalent
choices for Q yield the same mean field free energy F(A), Eq.(5.9), and the same gap
value as was obtained for the FE state. This mean field degeneracy occurs because
the Hamiltonian is invariant under SU(4) spin/valley rotations, within validity of
Eq.(5.1), while the states corresponding to different choices of Q differ only in their
spin/valley structure.
We now examine the effect of finite layer separation d ~ 3A, which differentiates
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the interlayer and intra-layer interactions, giving an anisotropy V_ = -(VAA - VAB) =
1 27re2( -,d e2
q e-d) = e2 d. This anisotropy is small, because d < ao. The leading order
effect of finite layer separation is to introduce a Hartree energy Fig.5-2(d) for the
states that polarise the layers in charge,
Nm 2  (5.11)
EHartree -- 2 VI. 2 1n2 (A/A). (5.11)
Ref.[19] identified this Hartree energy, concluding that it prevents formation of the
ferroelectric state. However, Ref.[19] neglected the exchange energy. We note that
the Hartree energy is of the same functional form as the exchange energy Eq.(5.9)
but is parametrically smaller by d/ao < 1, and so cannot prevent the instability.
Upon going beyond the weak coupling approximation, d/ao ceases to be a good
control parameter, but our conclusions remain unchanged. This is because the V_ in-
teraction is screened as _ = V_/(1-V_I _), where II_ = f TrG(e+, p+)T 3 G(e-, p_)r3 ~
m ln(A/A). Such logarithmic screening ensures that the Hartree energy remains
smaller than the exchange energy Eq.(5.9) and so cannot prevent gap formation.
However, when d/ao is not small, the Hartree energy may tip the balance from the
FE state to one of the AF states, which do not polarise the layers by charge.
A ferromagnetic instability was predicted for unscreened interactions in [12]. How-
ever, the free energy gain from ferromagnetism was only cubic in the ferromagnetic
order parameter. In contrast, the excitonic states all have a free energy gain of O(A 2 ),
and should thus dominate for weak coupling.
After submitting this Letter we became aware of works [8] and [23]. Instabilities
in BLG are analyzed in these papers within a renormalization group framework, with
interactions modeled as being short range. It is found that different choices of short
range interaction can result in different states, gapped [8] or gapless [23].
To conclude, we have demonstrated that electron-electron interactions drive BLG
to a gapped state. Our analysis considers dynamically screened Coulomb interactions,
and yields an estimate for the gap of A = 10- 3 E0 , where E0 = me4/hr,2 . Manifes-
tations of the energy gap opening in BLG include temperature dependent transport
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at low temperatures, and also valley polarised edge states.
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Chapter 6
Spontaneously ordered states in
Bilayer Graphene
We present a symmetry-based analysis of competition between different gapped states
that have been proposed in bilayer graphene (BLG), which are all degenerate on a
mean field level. We classify the states in terms of a hidden SU(4) symmetry, and
distinguish symmetry protected degeneracies from accidental degeneracies. One of
the states, which spontaneously breaks discrete time reversal symmetry but no con-
tinuous symmetry, is identified as a Quantum Anomalous Hall (QAH) state, which
exhibits quantum Hall effect at zero magnetic field. We investigate the lifting of the
accidental degeneracies by thermal and zero point fluctuations, taking account of the
modes softened under a renormalisation group procedure (RG). Working in a 'sad-
dle point plus quadratic fluctuations' approximation, we identify two types of RG-soft
modes which have competing effects. Zero point fluctuations, dominated by 'trans-
verse' modes which are unique to BLG, favor the QAH state. Thermal fluctuations,
dominated by 'longitudinal' modes, favor a SU(4) symmetry breaking multiplet of
states. We discuss the phenomenology and experimental signatures of the QAH state
in BLG, and also propose a way to induce the QA H state using weak external magnetic
fields.
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6.1 Introduction
The Quantum Anomalous Hall (QAH) insulator is a state of matter where sponta-
neous breaking of time reversal symmetry produces (integer) quantum Hall effect in
the absence of any external magnetic field. First predicted in 1988 [1], the QAH state
has never yet been observed. In the recent literature on interaction driven topological
insulators [2, 3], the elusiveness of the QAH state has been ascribed to fluctuations,
which typically disfavor the QAH state with respect to a Quantum Spin Hall (QSH)
state, which is degenerate with the QAH state on a mean field level. Here we point
out that the fluctuations which govern the competition of different gapped phases
proposed in bilayer graphene (BLG) [4, 5, 6] are dominated by the modes not present
in the models [2, 3], leaving open the door to formation of a QAH state at zero field in
BLG. Also, we will propose a mechanism for inducing the QAH state using external
fields.
The theoretical literature on BLG predicts instabilities to numerous strongly cor-
related states, which are gapped [4, 5, 6] or gapless [7] depending on the way the
electron-electron interaction is modeled. The numerous gapped states predicted in
the literature are all degenerate at the level of mean field theory [4, 5], and have
the same instability threshold under one loop RG [6]. The relation between these
different states, and their experimental signatures, have not yet been understood.
Meanwhile, recent experiments indicate that the gapped state observed in charge
neutral BLG in quantizing magnetic fields [8] persists down to low fields, crossing over
to another gapped state at zero field [9]. However, the nature of the gapped state at
zero field is unknown. Hence, clarifying the relation between different gapped states
and understanding their physical properties is an interesting and timely task.
Here we present a unifying symmetry based analysis of strongly correlated states
in BLG. The states predicted in Refs.[[4, 5, 6]] are classified according to a hidden
SU(4) flavor symmetry into symmetry breaking multiplets and an SU(4) invariant
singlet. The SU(4) singlet is a QAH state. The degeneracy of the multiplets and the
singlet is an artefact of the approximations made in the analysis, and will be lifted
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upon taking fluctuation effects into account.
Our analysis of fluctuations in BLG focuses on the effect of the modes softened
under RG. Those include the 'longitudinal' fluctuation modes (L-modes) analogous
to those discussed in Ref.[[2, 3]], and also 'transverse' fluctuation modes (T-modes)
which are unique to BLG. We find that these two types of modes have competing
effects: while the L-modes favor the symmetry breaking multiplets, the T-modes favor
the SU(4) invariant QAH state. The zero-point fluctuations are dominated by the
T-modes, and hence appear to favor a QAH state at zero temperature. Meanwhile,
thermal fluctuations are dominated by the L-modes, and favor the symmetry breaking
multiplets. We speculate that thermal fluctuations may drive a phase transition
from the QAH state at low temperatures to a SU(4) symmetry breaking state at
higher temperatures, and estimate the transition temperature. We also discuss the
phenomenology of the QAH state, its possible experimental signatures, and propose
a way to further stabilize it using external magnetic fields.
6.2 SU(4) symmetry
In this section we show that within the often-used approximation where the difference
between interlayer and intra-layer interactions is neglected [4, 5, 6, 13, 14], the inter-
acting Hamiltonian is invariant under rotations in a suitably defined four-dimensional
flavor subspace. Specifically, we perform a unitary transformation by exchanging the
sublattices A and B in one of the valleys, upon which the single particle Hamiltonian
becomes identical for all spin and valley species, while the layer and sublattice blind
interactions are left unchanged.
Before entering the discussion of the SU(4) invariance in BLG, we recall that
electronic states in BLG at low energy are described by wave-functions on the A and
B sublattices of the upper and lower layers [11], and are fourfold degenerate in spin
and valley. To analyze the structure of the Hamiltonian, it will be convenient to
combine the spin and valley components in a single eight-component wavefunction
V a,,,(x), where a is the sublattice (layer) index. We shall use the Pauli matrices in
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sublattice, spin and valley space, denoted below by ri, o- and qj, respectively. The
low energy non-interacting Hamiltonian may then be written as
(px + ipyr3)2  (Px __-yy4Ho = -- + T+ (6.1)
2m 2m
where T± = T 1 ± ir 2 . Here m = 0.0 5 me is the effective mass. Because of the presence
of y3 in Eq.(6.1), the single particle Hamiltonian is not invariant under rotations of
valley components. To bring it to an SU(4) invariant form, we perform a unitary
transformation on all operators
o=uout, U= 1+773 + 1 7 1 . (6.2)2 2
This transformation does not act on the spin space, however it mixes the layer and
valley indices of the wavefunction ao(x) by interchanging the r pseudospin com-
ponent (layer) in one of the valleys. As a result, r+ and r are interchanged and T3
changes sign in the T3 = -1 valley, after which the free-particle Hamiltonian, Eq.(6.1),
becomes identical in both valleys.
Defining p± = p. t ipy, the transformed non-interacting Hamiltonian takes the
compact form
2 2
Ho = + p + +, (6.3)
2m 2m
where ;+ and ;r. are obtained by transforming T+ and T_ according to Eq.(6.2).
This single particle Hamiltonian is manifestly invariant under SU(4) rotations in the
transformed spin/valley flavor space.
Meanwhile, electron interactions can be described by a many-body Hamiltonian
written in terms of Pq = Ep 44 'p+q (the density summed over layers) and Aq=
Ep /t;3psisp+q (the density difference between layers). The interacting Hamiltonian,
which incorporates a difference between interlayer and intralayer interaction [14], can
be written as
H = 9/Hoop + V+(q)PqP-q + V-AqA-q, (6.4)
p q
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where V+ (q) = 2ire2/ I'q is the Coulomb interaction, and V_ = ire2 d/sr accounts for
the layer polarization energy (here d = 3.5A is the BLG layer separation). The pp
term, which is isotropic in flavor space and thus is SU(4) invariant, dominates because
d is small compared to
ao = h 2/me 2 = 10K A, (6.5)
the characteristic lengthscale set by interactions [5]. We therefore approximate by
neglecting V_, an approximation that becomes exact in the weak coupling limit,
where d/ao -* 0. Under this approximation, the Hamiltonian is invariant under
SU(4) flavor rotations, generated by the operators i and &j. We will henceforth drop
the - symbols for notational convenience, and will refer to the operators i, i and &
as T, r and o respectively. All operators are assumed to be transformed operators
unless specified otherwise.
6.3 Classification of states and topological proper-
ties
In the transformed basis, the mean field Hamiltonian for the gapped states described
in [4, 5, 6] may be written as
H = -+ P-T- + AT3Q, (6.6)2m
where m = 0.05me is the effective mass. Here the Pauli matrices 7i act on the
transformed sublattice space, and Q is a 4 x 4 hermitian matrix in the transformed
spin-valley space (flavor space), satisfying Q2 = 1.
Since unitary hermitian matrices have eigenvalues +1, all gapped states can be
classified as (M>, M<), where M> and M< are the numbers of +1 and -1 eigenvalues
of Q respectively. There are three general types of states: (2, 2), (3, 1), and (4, 0).
There is an additional Z2 symmetry associated with the overall sign of Q which is
absorbed into the sign of A. Following Refs.[[1, 15]], the Hall conductance of a state
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(M>, M<) can be written as
e2
o-2 = (M> - M<) -, (6.7)h
where we took into account an additional factor of 2 due to the Berry phase 27r in
BLG [11]. The (4,0) and (3,1) states, which have M> # M<, thus exhibit a quantized
Hall conductance at zero magnetic field-the hallmark of a QAH state. Because these
states have o-2, # 0, they must spontaneously break time reversal symmetry. We will
henceforth focus on comparing the (4,0) and (2,2) states, since the (3,1) states are
intermediate between the two. We will refer to the (4,0) state as the QAH state, but
it should be remembered that the (3,1) states are also QAH states. In contrast, the
(2,2) states have oxy = 0, and preserve time reversal symmetry, but instead exhibit
quantum flavor Hall effect. If we parameterize the flavor space by Pauli matrices 7i
and oi in transformed valley and spin space respectively, then the Q = U3 state is a
QSH state (Ref.[[16]]), while the Q = 73 state is a Quantum Valley Hall (QVH) state
(Ref.[[17]]).
These states are analogs of the 'topological Mott insulators' discussed in Refs.[[2,
3]], and as such host topologically protected edge states. The counter-propagating
valley modes for the QVH state were worked out in Ref.[[17]], the co-propagating
charge modes and the counter-propagating spin modes for the QAH and QSH states
follow similarly. The protection of edge modes is strongest for the (4,0) state due
to the unidirectional, chiral character of these modes. The counter-propagating spin
currents in the QSH state are protected in the absence of spin-flip scattering, while
the counter-propagating valley currents in the QVH state are protected in the absence
of intervalley scattering (e.g. by short range disorder).
We note that the above classification of states superficially resembles that arising
in an entirely different problem, namely the Quantum Hall Ferromagnet (QHF) in
graphene in quantizing magnetic field[18]. In the latter case, however, the integers
M> and M< are fixed by the electron density, i.e. by filling of the four-fold degener-
ate zeroth Landau level. In the QHF problem, spontaneous time-reversal symmetry
146
(a) QAH state (b) QAH state (c) QSH state
BA<O v#4 BA>O
n=3
n=2
W n=1
+JAI------ n-1'
V~ n=-3
Figure 6-1: Landau level spectrum of the QAH and QSH states. Note an anomalous
Landau level in the QAH state that has no particle-hole-symmetric counterpart. Oc-
cupation of this anomalous Landau level allows the QAH state (a) to lower its energy
relative to the states (b,c) at filling factor v = 4.
breaking cannot occur: the analog of the (4,0) QAH state is a fully filled zeroth
Landau level exhibiting quantized Hall conductance 2e 2 /h. Furthermore, in the QHF
problem there is no competition between states with different M> and M< values,
which is the main question of interest for us here.
6.4 Lifting accidental degeneracies using external
fields
The SU(4) symmetry of the Hamiltonian guarantees the degeneracy of all states
within a given manifold (M>, M<), even when the states involved have very differ-
ent physical properties. For example, the QVH state is a ferroelectric state which
polarizes the layers by charge, while the QSH state polarizes the layers by spin and
valley. Nonetheless, the two states are related by SU(4) transformations, and are
hence degenerate within the approximations leading to SU(4) symmetry.
In contrast, the degeneracy of the different manifolds (M>, M<) is purely acciden-
tal, and may be lifted in the presence of a weak SU(4) invariant perturbation. As an
example, we consider application of a weak transverse magnetic field B. Incorporated
in the Hamiltonian (6.6) through the replacement p -+ p - eA, it preserves the SU(4)
symmetry, and causes the spectrum to split into Landau levels [19] with an energy
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spacing of order w,, where uc = eB/mc. The Zeeman energy 2pBB- 3 is not SU(4)
invariant, but may be neglected since hw >> 2pBB. When A = 0 and Zeeman terms
are neglected, the Landau level spectrum is particle-hole symmetric and is fourfold
degenerate in flavors.
Crucially, the T non-invariance of the mass term Ar 3 means that the Landau level
spectrum for the (4,0) state is not invariant under B -- -B and is not particle-hole
symmetric [15]. In particular, the zeroth Landau level, which has an additional two-
fold orbital degeneracy [19], forms at energy AsignB only, and has no counterpart at
-AsignB (see Fig.6-1a,b). This breaking of particle hole symmetry can be exploited
to induce the (4,0) state using magnetic fields.
We illsutrate this by comparing the energies of the (4, 0) QAH state and the (2, 2)
QSH state in external magnetic field at filling factor v = 4. In a magnetic field, these
states are no longer degenerate, because of the anomalous Landau level. It is clear
from Fig.6-1 that the QAH state with the appropriate sign of A (such that BA < 0)
is favored over the QSH state:
4AB
F4,0 - F2,2 = < 0, (6.8)
where <bo is the flux quantum and FMy,M< is the free energy per unit area for a state
(M>, M<). This mechanism for lifting the degeneracy between QAH and QSH states
in favor of the QAH state applies to all systems where there is such a degeneracy,
including the models studied in Refs.[[2, 3]]. Of course, at finite B, there is no time
reversal symmetry, so the state realized is not a true QAH state, but rather is a state
showing quantum Hall effect at anomalously low magnetic fields, which is smoothly
connected to a QAH state at B = 0.
The analysis above is valid only for sufficiently small B, when BLG at v = 4 is
not far from charge neutrality. This is because the excitonic instability that generates
the gap A (Refs.[[4, 5, 6]]) is suppressed by detuning away from charge neutrality.
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6.5 Saddle point analysis
We now investigate the energy splitting between the different manifolds at B = 0
by going beyond a mean field approximation, and including the effect of fluctuations.
We consider BLG in the presence of screened Coulomb interactions between electrons.
A static screening approximation, ignoring the effects of dynamical screening[5], is
sufficient to understand the main features. In this approximation, the interaction is
short range, and we can write the partition function as a functional field integral in
Euclidean time,
Z = DVftDVexp - dxtL[f(x),O4(x)]), (6.9)
where x = (t, r), dx = dtd2r, the 4 fields are fermionic fields, with the Lagrangian
L = @f (at + Ho)V + .o (6.10)
j,k=1...8
Here j, k are combined sublattice and flavor indices, and HO is the non-interacting
Hamiltonian (given by Eq.(6.6) at A = 0). The coupling constant A represents the
statically screened Coulomb interaction, which in the RPA model takes value [20]
A = 1/(4vo ln 4), where vo = m/27r is the non-interacting single species density of
states.
We now decouple the four fermion interaction term via a Hubbard-Stratonovich
transformation in the exchange channel, to obtain Z = f DftD@Dh exp[- f dxL(Ot, 4', h)],
where
L = $f [at + Ho + h]o + +-jTr[hht]. (6.11)2A
Here, h is an 8 x 8 hermitian matrix, which we write as h = M 0 Q, where M is a
2 x 2 hermitian matrix in sublattice space and Q is a 4 x 4 hermitian matrix in flavor
space. The gapped states (Ref.[[4, 5, 6]]) correspond to taking M = A-r3. Integrating
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out the fermions yields Z = f D(Q)D(A) exp(- f dxC[A(x), Q(x)], where
A2£(A, Q) = -TrY in [Be + Ho + AT3 Q] + +Tr[Q2]. (6.12)
The SU(4) flavor invariance manifests itself in an exact SU(4) flavor degeneracy of
the many body states. Upon minimizing the action (6.12) in a saddle point approxi-
mation, we find Q2 = 1, and A = A exp(-2/Avo), where A ~ 0.4 eV is the bandwidth
for the two band Hamiltonian. This gives the mean field Hamiltonian, Eq.(6.6).
We note that instead of decoupling the interaction in the excitonic channel h =
T3 0 Q, we could have chosen the channel h = T 1,2 0 Q. This choice would lead us to
the nematic state of Ref.[7], which is gapless, but breaks lattice rotation symmetry.
However, the nematic state is higher in energy than the gapped states at the saddle
point level, so we will concentrate on the gapped states, and specifically on the lifting
of the accidental degeneracies by thermal and zero-point fluctuations.
Our symmetry analysis, involving multiplets (M>, M<) for different matrices Q,
could also be applied to the nematic state [7]. However, the fluctuation analysis
cannot be perfomed because the T3JQ mode has negative rigidity, i.e. the nematic
mean field is unstable.
6.6 Lifting the degeneracy: zero-point fluctuations
We first analyze the case of zero temperature, when the degeneracy is lifted by zero
point fluctuations. The most important fluctuation modes are those that are soft-
ened under RG. In BLG, this means the 'L' modes T36Q, which describe fluctuations
longitudinal with respect to the order parameter in sublattice space, and also the
'T' modes Ti,2 6Q, which describe fluctuations transverse to the order parameter in
sublattice space. In that, SQ is an arbitrary 4 x 4 hermitian matrix.
We therefore expand the action in Eq. (6.12) to quadratic order in the fluctuation
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modes -r. 0 6Qa, a = 1, 2,3, to obtain
62 S = a QjwKi (w, q)JQ3, _.
ijklao w,q
(6.13)
Here, Latin indices i, j, k = 1.. .N refer to fermion flavor, whereas Greek indices
a, 3 = 1, 2, 3 refer to the Pauli matrices -r that parameterize the fluctuations in
sublattice space. The matrix K is defined by
(6.14)K%(w, k) = 6 iy 6jk + k(w,)
where we have introduced the polarization operator
UHP(w, q) = d
2pde
2(27r)3TaGi(p+)G(p)).
It is convenient to choose a diagonal background state Q = (sjoj, where (i = +1, so
that the Greens function takes a form diagonal in the flavor space,
Gi(p±) = 1i(e±jw) - Ho(p ± jq) - (jAr 3 (6.16)
The trace in Eq.(6.15) goes over sublattice indices, but not over flavors.
The matrix K is positive definite, so we may integrate out fluctuations to obtain
an expression for the fluctuation contribution to the free energy,
(6.17)Ffluct = I Sin Kgij(w, k),
aij wk
where we took into account that the only contribution comes from the diagonal terms,
a = 3, i = 1, j = k. We now subtract the fluctuation energy of the (4, 0) QAH state
from that of the (2, 2) state, to obtain
(6.18)SF = Ffluct,(4,o) 
- Fuct,(2,2) 4 n + Ua ,
a=1 A >
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(6.15)
where H" and U1a are defined by Eq.(6.15), with ((i, j) = (1, 1) and (1, -1) re-
spectively:
U">f(W, q) r T(TaG>(p+)TaG>(p_)) (6.19)
Uc"ffPW, q)= (27r)32 Tr (TaG,(p+)TaG<(p_)) (6.20)j (27r)3 2
1
=E - Ho(p) 
-F AT3'
where we used a shorthand notation p± = (e ± 1w, p ± 1q). To analyze the effect of
competition of different modes in full detail, below we compare the fluctuation energy
for the states of different type (M>, M).
To evaluate the difference of fluctuation energies, given by Eq.(6.18), it is conve-
nient to rewrite it as
6F = 4 ln (1+ + > (6.21)
a=1 A ><
Below we evaluate the differences of polarization functions H" - H , and find that
different modes, L and T, yield contributions of opposite sign.
In particular, we find that U13> - U13 is positive, i.e. the L-modes favor the (2,2)
state. This effect of longitudinal modes is well known in the topological insulator
literature [2]. In contrast, the differences U11 - H"< with a = 1, 2 are negative.
Thus, the T-modes, which are unique to BLG, favor the (4,0) state. We evaluate
Eq.(6.18), and find that the T-modes dominate the free energy, favoring the QAH
state.
To proceed with the analysis of the quantities U1j - H" , it is convenient to
define e± = e ± w/2, and z± = |P i !q| 2 /2m. In this compact notation, we have
~aa _ Iaa _ (F2aa(E, p) (6.22)
J 3+ +2 + A2) (E2 + Z2 + A2)'
Faa(E, p) = A 2TrJ(TaT3TaT 3 ) + ATrp(TaTaT 3 )(jE+)
+A Tr(TaHo(p + 4)T.73)
where f ... = f .... Terms in Eq.(6.22) linear in A must vanish, since the flue-
152
tuation energy should be invariant under sign changing A -- -A. Technically, the
vanishing of terms linear in A follows because Tr(ra-r3r) = 0, and Tr(rHora 3 ) = 0.
As a result, the first term in Fa(e, p) (at order A 2 ) is the only term that survives. We
can substitute the expression in Eq. (6.22) into Eq. (6.18) and expand the logarithm
in small A2 to obtain
JF = 4 _q) _( 2_+_2_A 2)w a 2_ Z2_ + A 2
= 4f - (6.23)D11(w, q) D 22(w, q)
+ 1 2A2  (6.24)D3 3(w, q) (Es + z2 + A2)(el + z- + A 2)'
where f ... = f dE- " 29... and Da0 (w, q) = + I" (w, q). The integral over e may
be performed exactly by the method of residues, to give
JF = 4A 2 f dwd 2qd 2p ( 1 1(27r) 5  Dn(w, q) D22(w, q)
1 __ + _
+D 33 (w q) w2 + ( + + ()2,
where (4 = z + A 2 . The integral over p may now be performed with logarithmic
accuracy. The dominant contributions come from ( ~ 0, and may be evaluated as
JF = 8A 2v0 / dwd 2q ( 1 1(27r)3 Du(w, q) D22(w, q)
1 n(r/A)
+ D 33(w, q)) r2A) (6.25)
where we have used the pseudo-polar coordinates r 2 = w 2 + (q2 /2m) 2 and have
assumed that r > A.
We now have to calculate the various functions Daa. We will calculate these
quantities analytically with logarithmic accuracy. We begin with the definition Da, =
1 + II, where the polarization functions are defined in Eqs.(6.19),(6.20). We note
that the polarization functions I9! are logarithmically divergent at small w, small
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|ql2 /2m and A = 0. The coefficient of the logarithm can be extracted by setting
w, q, A = 0 in the integral in Eqs.(6.19),(6.20), and introducing an IR cutoff r, where
r2 =2 + (|q|2/2m) 2, and we assume r > A. In this manner, we obtain
1 ^ ded2p e2 -z22iop
Dul = D 22 = -p -2 _ (222 (6.26)A ,. (27r)3 (E 2 + Z2)2 2
D33 = - - (6.27)
A ,. (27r)3 (W + Z2 )2'
where we have introduced the notation z = LP! and IpleOP = px + ipy. The inte-
grals may be straightforwardly performed by changing to the pseudopolar coordinates
(p, p, Op), where e = p cos t, z = p sin <p, and O, was defined above. The integral goes
over 0 < Op < 27r, 0 < < 7r and r < p < A. Integrating in turn over Op, <p and p, we
find
1 v0  A 1 vo ADul = D 2 2 = In -, D3 3  - In -. (6.28)A 4 r A 2 r
We now recall the relation)> = InA/A (the gap equation), and substitute it
into Eq.(6.25), to obtain
SF = 8A2vofki ( + )In -. (6.29)/ r lnA+ In Iln i A
This integral can be evaluated using the substitution x = In r, giving
SF = 8A 2vO j l - 3x dx. (6.30)fo ln(A/A) + x
Evaluating the integral, we obtain a negative value
A ASF = 8(-3 + 41n2)A vo ln-~ -1.82A 2 vo in g,(6.31)
which favors the QAH state.
It should be noted that the difference in energies between the (4,0) and (2,2) man-
ifolds is of the same order as the mean field energy, so the mean field plus fluctuations
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analysis is ill controlled. However, it provides us with an intuition about the splitting
between manifolds of different signatures, and we believe the qualitative details of the
fluctuation splitting are reproduced correctly by this analysis.
We note that our fluctuation analysis included only those modes that correspond
to weak coupling instability in BLG. We could also have included Stoner modes in
our fluctuation analysis. These would produce an additional contribution
JFstoner = 8A 2V0 f dw2q 1 ln(r/A) (6.32)1 (27r) 3 Doo(w, q) r 2
1
Do= + 11QO (6.33)
A ><
where H, is defined by Eq.(6.20) with a = #3= 0, i.e. with Ta = ro = 1. Now, since
11 is not log divergent, we can take Doo = 1/A with logarithmic accuracy. We then
obtain a contribution 6Fstoner = 4A 2 vo in A/A, which is sufficiently large to change
the sign of the result Eq.(6.31). However, this calculation, which neglects correlation
effects, is likely to strongly overestimate the effect of Stoner modes, and therefore we
believe that Stoner modes should be left out of the fluctuation analysis.
6.7 Lifting the degeneracy: thermal fluctuations
Thermal fluctuations are dominated by gapless Goldstone modes, which are present
only in the states that break SU(4) symmetry. In a state (M>, M<), there are
M>M< Goldstone modes. Thermal fluctuations due to Goldstone modes allow a
state to gain entropy, and since the (2,2) states have the most Goldstone modes, they
have the highest entropy. It may thus be expected that the (2,2) states dominate at
sufficiently high temperature.
Below we present an analysis showing that this expectation is correct. Since gap-
less fluctuation modes appear only in the L-mode channel 6h oc T35Q, it is sufficient
to restrict our attention to the L-modes. The general expression for the fluctuation
part of the free energy, taking into account L-modes only, is given by a sum over
155
Matsubara frequencies,
Ffluct = TZ In (
wL ,k i,j
(6.34)
where wn = 27rnT.
We will perform a long wavelength expansion of U (w, k). At zeroth order, we
note that at w, k = 0 the values of HU3 and U33 are given by
13(w, k = 0) = tr (T3G>T3G>)
=> -J222 (27r)3
S e2 + z2 _ 
2 d2pde
(E 2 + Z2 + A2)2 (27r)32
ll3 (w, k = 0) = 2
d2 pde
(2wr) 3 tr (T3G>rT3G4)
E2 + z 2 + A 2 d2pde
(E2 + z 2 + A2 )2 (27r) 3 '
where G>(<) = 1/(ie - Ho(p) -F Ar3 ). To distinguish Goldstone modes from gapped
modes, it is convenient to recall the gap equation
1 f 1 d2pde
X J E2 + z2 + A 2 (27r) 3 (6.35)
Hence, we have _ + U133 (0) = 0, which corresponds to a Goldstone mode, whereas in
the case of H3 we have
1
A + >>(0)
2A2 d2pde
(2 + z 2 + A2)2 (27r) 3 , (6.36)
which is manifestly positive. Thus, Goldstone modes exist only in states (M>, Me),
where M> $ 0 and M< # 0.
The free energy, Eq.(6.34), evaluated at leading order in a long wavelength expan-
sion around w, k = 0, is given by a sum
Fluct = T
wc ,k
M>M< ln(aw2 + bk2 ) (6.37)
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+ Ug (os k) ,
1
+ (M2 + M,) ln(a'wo + b'k 2 + c), (6.38)2 >
where the first term is the contribution of the gapless modes (originating from H3),
while the second term is the contribution of the gapped modes (originating from
I-3y). The coefficients a, a', b, b' are obtained by Taylor expanding P (w, k) in small
w and k, while c is given by Eq.(6.36).
To simplify the sum over Matsubara frequencies, it is convenient to define the
quantity f(u) = T E,, ln(w 2 + U2 ). We can evaluate f(u) by first taking the
derivative
df 1 u
-= T + c.c. = coth -
du iwn +u 2T'
and then integrating it over u to obtain
f(u) = 2T In sinh - = 2TIn (1 - e-"/T) + u - (2in 2)T.
2T
Plugging this identity into the sum (6.37), we see that the contribution of the gapped
modes is exponentially small at low temperatures, T < /c/a' - A, while the sum
over gapless modes gives a negative contribution of a power law form,
Fauct = Z 2M M<T In (1 - e-"Iq/T), (6.39)
k
where v = b/a ~ -/A/m. Evaluating the integral, we obtain an estimate
Ffluct ~ -M>M<(vo/A)T 3 , (6.40)
which describes the free energy gain due to thermal fluctuations of Goldstone modes.
We see that the gapless Goldstone modes dominate the finite-temperature fluctua-
tion contribution to the free energy. These modes lower the free energy (by increasing
entropy). Since the number of gapless modes M>M< is maximal for the (2,2) states,
these states are entropically favored by thermal fluctuations.
What is the outcome of competition between the zero-point fluctuations and ther-
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mal fluctuations? In Sec.6.6 we found that at zero temperature the (0,4) QAH state is
energetically favored by zero point fluctuations of the modes "softened" under RG. At
the same time, the zero-point fluctuations of other modes, such as the Stoner modes,
may have an opposite effect, favoring the (2,2) state. In the event the zero-point fluc-
tuation energy is dominated by such non-soft modes, the (2,2) state will be realized
in the entire temperature interval where the system is unstable to gap formation.
A more interesting situation may arise if the zero-point fluctuation energy is dom-
inated by the RG-softened modes, favoring the QAH state at zero temperature. In
this case, given the opposite effect of zero-point and thermal fluctuations, we have
to consider the competition between the QAH and (2,2) states. Since the thermal
fluctuation energy (6.40) vanishes at T = 0, we expect that zero point fluctuations
will dominate below a certain temperature T., above which thermal fluctuations will
dominate. If T, < Tc, where Tc ~ A(T = 0) is the critical temperature for gap
opening, then a QAH state will be realized at low temperatures 0 < T < T., whereas
a (2,2) gapped state will be realized in the interval T, < T < Tc. In contrast, if
T, > T, then the QAH state will transition directly to an ungapped state at T = Tc
via a second order phase transition, and the (2,2) state will not be realized.
A rough estimate of the temperature T, can be obtained by comparing the free
energies (6.40) and (6.31),
T3 A
Ffluct,(2,2) ~ -4vo T, 6 Ffluct,(o,4) ~ -1.82voA 2 ln , (6.41)
indicating that the scale for T is comparable to the temperature T at which the
gapped state forms. A more detailed analysis of temperature-driven transition be-
tween the QAH state and (2,2) state is beyond the scope of this work.
6.8 Experimental signatures of the QAH state
We now discuss experimental tests of the QAH state. The clearest experimental
signature would be detection of the quantum Hall effect at zero external magnetic
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field. However, detection of this effect requires four probe measurements performed
on a sample of BLG that is sufficiently clean and at sufficiently low temperatures
as to exhibit spontaneous gap opening [5]. Such measurements have not yet been
performed. Moreover, detection of this effect could be complicated by the formation
of domains with opposite signs of A. Different domains will have opposite o, so the
Hall conductance of a macroscopic sample will average to a value near zero. However,
if there is percolation of edges, there will be a non-vanishing two-terminal conductance
of order e2 /h.
Alternative experimental tests of the QAH state may be performed by examining
the electronic compressibility in weak magnetic fields. When the chemical potential
sits near the missing Landau level in Fig. (6-1), there should be a gap that extrapolates
to a non-zero value as B -+ 0. This effect will be seen at either v = 4 or v = -4 if
there is only one domain, and at v = +4 if there are multiple domains.
The gap at v = 4 will be strengthened by the mechanism outlined around Eq.(6.8),
however, a signal at v = -4 will be seen only if the QAH state is intrinsic, rather
than field induced. An incompressible region at v = -4 combined with a gapped
state at B = 0 can thus be taken as a diagnostic for a QAH state at B = 0. The
filling factors v = t4 are not equivalent because the QAH state breaks particle-hole
symmetry in magnetic field.
Another experimental signature is a phase transition at filling factor v = 0 and
finite B from a QAH state to the Quantum Hall Ferromagnet (QHF) states that are
expected to form at large magnetic fields [13]. Such a phase transition would not be
seen if the dominant state at small B was of (2,2) type, since the (2,2) states are
smoothly connected to the QHF state.
An incompressible region at v = +4 that occurs at anomalously low magnetic
fields, such that the features in compressibility at other integer y values are washed
out, was found in recent experiments that employed a capacitance scanning probe to
study suspended BLG samples [9]. In transport measurements [10] performed on the
same system, a state with finite two-terminal conductance of order e2 /h was found
at zero field, which at a finite B field undergoes a transition to an insulating state.
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These measurements are all compatible with the QAH state, however, since there is
as yet no four-terminal measurement, it is not possible to say for certain whether a
QAH state has been observed.
In summary, our symmetry classification of the various gapped states proposed
for BLG singles out the QAH state as the only gapped state not breaking any contin-
uous symmetry. We have investigated the fluctuation-induced splitting of the gapped
states, and concluded that at zero temperature and zero field, the leading instabil-
ity is to the QAH state. We have discussed the phenomenology and experimental
signatures of this state, and have shown that it can be stabilized by weak external
magnetic field.
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Chapter 7
Electron interactions in bilayer
graphene: phase diagram from E
expansion
We analyze the competition between various broken symmetry states in bilayer graphene
(BLG) within a renormalization group formalism. This allows us to determine the
leading instability, assuming that interactions are sufficiently weak. We take into ac-
count long range dynamically screened Coulomb interactions as well as short range
lattice scale interactions. We restrict ourselves to a maximally symmetric set of in-
teractions, in particular one that respects SU(4) spin-valley symmetry. The leading
divergences arising from the dynamically screened long range interaction are In2 diver-
gences, but these higher divergences cancel, leaving a residual flow of the interactions
that is only logarithmic with RG scale. We extract the subleading logarithmic renor-
malizations by means of an e expansion, and analyse the RG flow. There are two
possible fixed points, which correspond to a gapped quantum anomalous Hall state
and a gapless nematic state respectively. We determine the separatrix in parameter
space which separates regions that flow to a QAH state from the regions that flow to
a gapless nematic state. We conclude that for realistic parameter values, and without
taking into account phonon mediated interactions, the system is likely to be in the
basin of attraction of the nematic state.
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The unusual electronic properties of bilayer graphene (BLG) have excited consid-
erable experimental and theoretical interest. As a two dimensional gapless semicon-
ductor with quadratic dispersion, BLG is a rich playground for realization of strongly
correlated states. Theoretical work has proposed numerous gapped [2, 1, 3, 4, 5] and
gapless [6, 9, 8] broken symmetry states. Intriguingly, these states are expected to
arise even for weak interactions, owing to the presence of log divergences in perturba-
tion theory. We presented a classification of the various possible states in [7], where
we also surveyed methods of distinguishing between the various states experimentally.
Meanwhile, numerous experiments have confirmed that the ground state of sus-
pended, double gated BLG is very different to what one would expect in the absence
of interactions. The early experiments [11, 13, 12] appeared to be compatible with
only two of the proposed strongly correlated states: either the gapped QAH state,
which breaks time reversal symmetry, or the gapless nematic state, which breaks
lattice rotation symmetry. However, the picture has grown more confusing as more
experimental data has emerged. The experiments [15, 14] appear to argue definitively
for a gapped state, whereas the experiments [16] appear to argue equally strongly for
a gapless nematic state. We therefore turn our attention to the theoretical question
of just how delicate is the balance between gapped and gapless states?
In this work, we address the nature of the weak coupling instability in BLG within
the (unbiased) formalism of the perturbative renormalisation group (RG). In a pre-
vious work [10], we calculated the RG flow of BLG in the presence of dynamically
screened long range interactions, and found that although long range interactions pro-
duced a log2 divergence in individual Feynman diagrams, the divergences all cancelled
at leading order, so that BLG behaved as a marginal Fermi liquid with log2 accuracy.
At next to leading order, however, there could still be (logarithmic) instabilities to
strongly correlated states.
Meanwhile, in a recent work [8], Vafek examined the (logarithmic) RG flow of
BLG in the presence of all possible symmetry allowed short range interactions for
spinless and spinful fermions on the BLG lattice, neglecting long range interactions.
For spinful fermions, it was found that the weak coupling RG led to either a nematic
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state [6], which breaks rotational symmetry, or to a QAH state [4], that breaks time
reversal symmetry, depending on the value of the microscopic couplings. For specific
values of the initial couplings, the weak coupling RG can also flow to a non-interacting
fixed point.
In this work, we combine the analysis of Ref.[8] for short range interactions with
our earlier methodology for treating long range interactions [10] to obtain a complete
description of the low energy physics of BLG. We find that the fixed point struc-
ture including long range interactions is the same as the fixed point structure in the
presence of only short range interactions, except that the non-interacting fixed point
disappears. It thus follows that when long range interactions are taken into account,
then BLG must display an instability to a strongly correlated state at low energies.
The strong correlation states accessible through weak coupling RG are the gapped
QAH and gapless nematic states, which can both be realized, depending on the values
of the microscopic interactions.
We calculate the surface in phase space which separates the basins of attraction
of the gapped and gapless states. We find that the phase structure is controlled
by whether, in the microscopic Hamiltonian, inter-sublattice repulsion is stronger or
weaker than intra-sublattice repulsion (i.e. do two electrons on different sublattices
repel more strongly or weakly than two electrons on the same sublattice?). If inter-
sublattice repulsion dominates, then a gapped state results, whereas if intra-sublattice
repulsion dominates, then a gapless state arises. It is not known to us which scenario
is realized in practice. However, it seems plausible that inter-sublattice and intra-
sublattce repulsions are of roughly equal strength, so that BLG is close to criticality.
In this case, it is possible that different methods of sample preparation or suspension
might slightly favor inter or intra sublattice repulsion,which might tip the balance
towards either a gapped or a gapless state. This may explain the seemingly contra-
dictory results obtained in different experiments.
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7.1 Setting up the RG
We begin by writing the non-interacting Hamiltonian for BLG. We recall that elec-
tronic states in BLG at low energy are described by wave-functions on the A and B
sublattices of the upper and lower layers [18], and are fourfold degenerate in spin and
valley. To analyze the structure of the Hamiltonian, it will be convenient to combine
the spin and valley components in a single eight-component wavefunction ,,(x),
where a is the sublattice (layer) index. We shall use the Pauli matrices in sublattice,
spin and valley space, denoted below by ri, -i and 7h, respectively. The low energy
non-interacting Hamiltonian may then be written as
(Px + iPy/ 3 ) 2  (Px - iPyq3) 2T+ (7.1)2m 2m
where r± = T1 t ir 2 . Here m = 0.0 5 me is the effective mass. To bring it to an SU(4)
invariant form, we perform a unitary transformation on all operators
O = UOUt, U = + 1 3r. (7.2)2 2
This transformation mixes the layer and valley indices of the wavefunction # ,,,,(x)
by interchanging layers in one of the valleys. Defining p± = px ± ipy, the transformed
non-interacting Hamiltonian takes the compact form
2 2
Ho = + ;- + (7.3)
2m 2m
Here i+ and ;_ are obtained by transforming TF = r1 t ir 2 according to Eq.(7.2).
This single particle Hamiltonian is manifestly invariant under SU(4) rotations in
the transformed spin/valley flavor space, generated by , 0 &,0 , where pa = 0, 1, 2, 3,
io = 1 = &o, and 11,2,3 and &1,2 ,3 are the Pauli matrices in the transformed valley and
spin space respectively.
To calculate the RG flow of the Hamiltonian, Eq.(7.1), in the weak coupling
regime, we begin by writing the zero-temperature partition function <b as an imaginary-
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time functional field integral. We have
<D= D f Dit exp (- So[bft p] - S, @) (7.4)
dod, iw + HOO (p))Vso = zJ dd 0p, (_ Z "H'g', (7.5)
1 du27r3
Si = 2 J ]p2 U(w, q)n,qn-,_q + S2. (7.6)
Here the @ fields are Grassman valued (fermionic) fields with flavour (spin-valley)
index a, while w is a fermionic Matsubara frequency, F is a vertex renormalisation
parameter, Z is the quasiparticle residue, and n is the Fourier transform of the
electron density, summed over spins, valleys and sublattices. The effective interac-
tion U(w, q) is the dynamically screened long range Coulomb interaction, given by
Eq. (7.7).
The term S2 represents the short range (lattice scale) interactions in BLG. In
principle, S 2 should contain all possible interactions that are allowed by the symme-
tries of the lattice. There are 18 such interactions. [8]. We simplify by imposing on
S2 not only the symmetries of the lattice, but also the symmetries of the low energy
non-interacting Hamiltonian, which strongly constrains the possible terms S2. The
relevant symmetries are particle-hole symmetry, time reversal symmetry, SU(4) flavor
symmetry, and the symmetry of the Hamiltonian under the transformation e?'O3R(9),
where R(O) generates spatial rotations, R(9)p± = e~io
The dynamically screened interaction may be calculated by summing over the RPA
series of bubble diagrams, to obtain a screened interaction. The screened interaction
in Fourier space takes the form
27re2
U(w, q) = 2 (7.7)
rKq - 27re 2 1(w, q)
Here H1 1 ,q is the non-interacting polarisation function. The non-interacting polarisa-
tion function H1 w,q was calculated analytically in [2]. It was shown that H depends on
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a single parameter X = 2mw/q 2 , and is well described by the approximate form
Nm 1n4
Ux= - 2 Inu4(7.8)
where u = (2 In 4/r)2 and N = 4 is the number of fermion species. This approximate
form reproduces UX exactly in the limits X -> 0 and x -> oo, and interpolates
accurately between limits. Note that Uq,w vanishes when q -+ 0, and so the dressed
propagator Eq.7.7 retains some long range character. This will lead to unusually
strong (In2) divergences in Feynman diagrams. Nevertheless, the screened interaction
Eq.7.7 is only marginal at tree level (in the RG sense) and therefore, it becomes
possible to perform RG by working perturbatively in weak interactions.
The theory is defined with the initial UV cutoff A0 . Since the two band model,
Eq.7.1, is only justified on energy scales less than the gap W ~ 0.4eV to the higher
bands in BLG, we conservatively identify A0 = W. Our main results will be indepen-
dent of A0 .
We will employ an RG scheme which treats frequency w on the same footing as
p2/2m, in order to preserve the form of the free action Eq.(7.5) under RG. Thus, we
integrate out the shell of highest energy fermion modes
A' < w2 + (p2/2m) 2 < A. (7.9)
and subsequently rescale w -+ w(A/A'), p -+ p(A/A')l/z, where z is the dynamical
critical exponent [17], which takes value z = 2 at tree level. Because the value z = 2 is
not protected by any symmetry, it may acquire renormalization corrections. However,
at one-loop level in the RG, we do not find any corrections to z. We therefore use z = 2
for the rest of the paper, which corresponds to scaling dimensions [w] = 1 and [p2] 1.
Under such an RG transformation, the Lagrangian density in momentum space has
scaling dimension [C] = 2, and we have tree level scaling dimensions [4] = 1/2 and
['] = [Z] = 0 respectively.
Given these tree level scaling dimension values, it can be seen that all potentially
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relevant terms arising as part of S2 must involve four fermion fields. Indeed, any
term involving more than four V) fields will be irrelevant at tree level under RG,
and may be neglected. The terms with odd numbers of @ fields are forbidden by
charge conservation, while the quadratic terms AjjO cannot be generated under
perturbative RG, since they break the symmetries of the Hamiltonian listed above'.
Thus, the only potentially relevant terms that could arise under perturbative RG
take the form of a four point interaction which may be written as
S 2 = 1] d3 xd 3 x'Tow 'i (X (x)@,,(x')@o0,,i(x'). (7.10)
where x = (r, t), x' = (r', t'), Here T is an effective four particle vertex, which
is marginal at tree level, the indices o-, o' refer to the flavour (spin-valley) of the
interacting particles, and i, j, k, 1 are sublattice indices.
The symmetries of the Hamiltonian, Eq. (7.1), place strong constraints on the spin-
valley-sublattice structure of the four point vertex T. Since the Coulomb interaction
does not change fermion flavour (spin or valley), and the electron Green function is
diagonal in flavour space, the vertex T cannot change fermion flavour. Moreover,
the SU(4) flavour symmetry of the Hamiltonian implies that T does not depend on
the flavour index of the interacting particles, and we may therefore drop the indices
o-, -' in Eq.(7.10). Finally, the bare Hamiltonian (7.1) is invariant under combined
pseudospin/spatial rotations through eOT3R(9). This symmetry further restricts the
form of four point vertices in Eq.(7.10) to have sublattice structure Tiijj or Tijji
only 2. That is, the allowed scattering processes are restricted to (AA) -- (AA),
(AB) -- (AB) and (AB) -> (BA). We note that the processes (AB) -> (AB) and
(AB) -+ (BA) are distinct, since the particles have flavour.
In this manner, we find that when we impose on the action all the symmetries of
the non-interacting Hamiltonian (which are also respected by the Coulomb interac-
tion), then there are only three symmetry allowed short range interactions, and we
can write
21n that, we ignore vertices of the form TAAAB0+2, TAABAa2, and other similar terms, which
are allowed by symmetries, but are irrelevant in the RG sense.
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S2 = gi( + 2 + g((7.
These are the same three short range interactions that were considered in Ref. [6]
if we make the identifications gi (us) = gi (Vafek + Yang), 92 (us) = 293(Vafek + Yang)
and g3 (us) = 92(Vafek + Yang).
Under RG starting with the above three interactions, no other short range in-
teractions are generated, thus it is sufficient to consider the above simplified set of
interactions to calculate the RG flow. This maximally symmetric action will be suf-
ficient to capture the competition between gapped and gapless phases.
7.1.1 Obtaining the beta functions
We obtain the RG flow for bilayer graphene, working in the manner of Ref.[[17]]. We
consider the partition function, Eq.(7.4), where the interaction is given by Eq.(7.7).
Starting from this action, supplied with ultraviolet (UV) cutoff Ao, we systematically
integrate out the shell of highest energy fermion modes, Eq.(7.9). We perform the
integrals perturbatively in the interactions, Eq.(7.7). This corresponds to a pertur-
bation theory in small F 2Z 2/N and small gi, 92, 93. We carry our calculations to one
loop order, and examine the renormalisation of the various interactions T (Sec.4.6).
At one loop order, all diagrams involve two interaction lines. However, they may
involve two short range interactions, two long range interactions, or one short range
interaction line and one long range interaction line.
The diagrams involving only short range interactions are log divergent in the
infrared, and can be handled in the usual manner [17], where one performs RG up
until some final infrared cutoff scale. The contributions to the beta functions from
these diagrams were calculated in [6]. We agree with the beta functions presented in
[6] for short range interactions only. However, we wish to supplement the calculations
in [6] with the effects of long range interactions. Long range interactions contribute
additional terms to the beta functions for the short range interactions, through the
processes represented by the diagrams in Fig.7-1.
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Figure 7-1: The long range interaction contributes to the beta functions of the short
range interactions through the diagrams shown above. The wavy line represents the
dynamically screened long range Coulomb interaction, the dashed lines represent short
range interactions, and the solid lines with arrows represent fermion propagators.
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We will now show how to calculate the contributions to the beta functions for the
short range interactions arising from the diagrams in Fig.7-1. The calculation requires
care, since the diagrams in Fig.7-1 all exhibit divergences that are more severe than
logarithmic [10], and cannot be straightforwardly handled within the framework of the
RG. However, when the diagrams are added together in pairs by row (in Fig.7-1), the
leading order divergences all cancel out, such that the subleading un-cancelled pieces,
which are log divergent, provide the desired contributions to the beta functions.
We begin by considering the final two diagrams, which involve two long range
interaction lines. These diagrams involve particular care, as the usual RG procedure
of setting all external momenta to zero cannot be performed. This is because when all
external momenta are set to zero, the integrals exhibit power law singularities which
arise inside the shell of energies and momenta that is being integrated out [10]. The
problem arises because of the long range nature of the long range interaction, which
forces us to perform the calculations keeping the external momenta finite. However,
it was shown in [10] that when the two diagrams involving two long range interactions
are added together, and are evaluated in the (AA) - (AA) or (AB) -+ (AB) channels,
they cancel out at leading order, leaving an uncancelled piece which is constant (not
even log divergent). Therefore, the diagrams with two long range interactions, when
put together, make no contribution to the beta functions for the gi and g3 interactions.
In contrast, when the diagrams above are evaluated in the (AB) -+ (BA) channel (g2
channel), they are individually only log divergent, and can be handled by standard
techniques.
Next, we consider the diagrams in Fig.7-1 involving one short range interaction
line and one long range interaction line. Again, the diagrams are individually log
square divergent. However, it was shown in [10] that when the diagrams are grouped
together by row as shown above, the leading order divergences cancel, such that the
leading uncancelled divergence is only logarithmic, and may be handled by standard
means. We illustrate the calculation by calculating the contribution to the beta
function for the g3 interaction arising from the first two diagrams in Fig.7-1 i.e. from
the Green function renormalisation and the vertex correction respectively.
172
It is convenient to regularise the above diagrams by working in 2+ E dimensions,
where e is an infinitesimal positive number. Once the RG equations are obtained,
we will take e -* 0. In 2 + e dimensions, diagrams in the first row of Fig.7-1 are
infrared convergent even when external momenta are taken to zero, hence we can
safely set all external momenta to zero, greatly simplifying the calculations. The
residue renormalisation, from [10], is given by
dud-L2+p z2 _,2JZ = i 2E 2_W V(W, P) (7.12)(27r)3 (2 + z 2 )2
where z = p2 /2m and V(w, p) is the dynamically screened long range interaction
Eq.7.7. This expression is log square divergent in the infrared at e = 0, as shown in
[10], but is convergent at finite e.
Similarly, the vertex correction is given by
693 = J2+d22V (w, p) (7.13)(27r)3 (W2 + z 2)2
Since the expressions for the vertex correction and residue renormalisation are all
convergent at finite E, the integrands may be added together before doing the integral.
In this manner, we find that the combination of the vertex correction and the residue
renormalisation make a contribution to the beta function
6 (3) = 2 d P 2Z2 V(w, p) (7.14)1(27r)3 (W2 + Z2)2
This residual expression is only log divergent in the infrared when e -> 0, and may
be calculated in standard ways, by changing to the co-ordinates r2 = W2 + Z2 and
<p = arctanw/z, and integrating in turn over -7r/2 < @ < 7r/2 and A - dA < r < A.
All the other diagrams involving only one interaction line may be calculated in the
same way,. First, we change to 2+ e spatial dimensions (thus rendering the integrals
convergent). Then, we add the integrands together pairwise (add the two diagrams
in the top row of Fig.7-1 together, add the two diagrams in the second row together).
This generates something that is only log divergent in the infrared when we take
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e -+ 0. Thus, take e -+ 0 at this stage, and calculate the 3 function by standard
means. In this way, we obtain the full beta functions for the short range interactions,
taking into account the effect of long range interactions.
We define vo = m/27, the single species density of states. We introduce go =
1/(Nvo ln 4), corresponding to the long range interaction (where N = 4 for spinful
BLG). Hence, we obtain the RG equations
dgo_
dl - -ego
dg1  4go
dl = E91 9!2(g1 + )vodl 7r
dg2  E2 + -2g - (N + 2)g2 - 2g2+ 2gig 2 +29 293 + (29 2 - 4)) - 4go vo
dl 2 93 1 1 2 go
= - + g2 + 4gig 3 - 6929 3 - 4(N - 1)g2 + 16390) (7.15)dl _E3+2 2 xr V
These equations reduce to the 3 functions from Ref.[6] if we take the limit e -> 0
and go -+ 0, and make the identifications g1 -+ gi, 92 - 293 and 93 -+ +2. However,
the mass (and hence the density of states) itself flows under RG, as a result of the
renormalisation of the spectrum by the long range interactions. The flow of the
density of states is given by [10]
= 0.56gov2(l) (7.16)dl
If we set e = 0, and define the dimensionless couplings gi = gvO, and straightaway
drop the tildes, we obtain the modified RG equations
dgo +0.56g2 (7.17)dl0
- -92(91+ -) + 0.56gogidl -3
d92 1 (-2 g2_(N +2) g 2 -2g 3 +2g,9 2 +292 3 +(2 2 -4g) -- 4g1 + 0.5gdl - 2 .7 1 1
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Figure 7-2: Phase diagram of BLG, evaluated a) with go = 0 and b) with go =
1/(41in 4). Blue region flows to QAH fixed point, red region flows to nematic fixed
point
2g -+ 9g2 + 4g1 g3 - 692g3 - 4(N - 1)g3 + 19 + 0.569093  (7.18)
The phase diagram may be obtained from this system of equations. Note that
there are no stable fixed points at finite coupling, so the system must necessarily
flow to strong coupling. When the couplings gi, g2, g3 become strong, the screened
long range interaction go can be neglected, and the system of equations become ho-
mogenous. This homogenous system of equations was solved ini [8], and was found
to consist of only two stable fixed points - one corresponding to nematic order, and
another to QAH order. Since the system of equations above asymtotes to-that studied
in [8] for long RG times, the fixed point structure must be the same. However, the
position of the separatrix will be modified by the presence of go. The effect of go
on the separatrix will be particularly strong when the couplings gi, g2, ga are weak,
which is likely the case for BLG.
We calculate the phase diagram in the 3 dimensional gi, g2, g3 space numerically.
We consider a grid of starting points. For each point, we integrate the RG equations,
as we track whether it diverges along the nematic trajectory, or along the QAH
trajectory. We perform this numerical evaluation for both go = 0 (corresponding
to the case of purely short range interactions studied in [8]) and for go = 1/4lin 4,
corresponding to short range interactions plus RPA screened long range interactions.
The resulting phase diagrams are plotted in Fig.7-2.
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7.2 Discussion
We note from Fig.7-2 that the key determinant of whether we flow to the nematic or
QAH phase is whether the initial value of g3 is positive or negative. If we start with
a sufficiently negative g3, then we end up in the QAH phase, whereas otherwise we
end up in the nematic phase. This general picture holds true also in the presence of
long range interactions, although the long range interactions do shift the separatrix
slightly.
What does it mean for ga to be positive or negative? We take it for granted that
electrons repel. A positive g means that the repulsion between two particles on the
same sublattice is stronger than the repulsion between particles on different sublat-
tices (i.e. dominant intra-sublattice repulsion). In contrast, a negative ga means that
the repulsion between two particles on the same sublattice is weaker than the repulsion
between particles on different sublattices (i.e. dominant inter-sublattice repulsion).
Whether we end up in a gapped QAH phase or a gapless nematic phase is there-
fore controlled by whether intra sublattice repulsion is stronger, or inter sublattice
repulsion.
We expect that the inter and intra sublattice repulsions are likely to be roughly
similar in strength. However, the 'interlayer capacitance' effect (V_ in Chapter 1)
should make the intra sublattice repulsion stronger than the inter sublattice repulsion.
In this case, a nematic state would represent the leading instability for BLG. However,
it remains possible that phonon mediated interactions could drive ga negative, in
which case a QAH state could result.
We note also that the only gapped state arising within our analysis is the QAH
gapped state. Other gapped states, exhibiting quantum spin hall effect, or Neel order,
are also conceivable, but do not arise under RG starting with a maximally symmetric
interaction. However, if we relax the symmetry constraints on the action, and allow
all nine independent couplings allowed by the lattice symmetry, then additional fixed
points may well become available, and other gapped states may result. The analysis
of the 9+1 dimensional RG flow is beyond the scope of the present work.
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Chapter 8
Spontaneously ordered states in
bilayer graphene: experimental
signatures, experiments, and the
way forward
A very large number of different broken symmetry states compete to be the ground
state of bilayer graphene. This chapter is devoted to classifying the various competing
states, identifying their experimental signatures, reviewing the experimental evidence,
and proposing a way forward for the field.
We begin by discussing the various interaction driven states that can arise in
bilayer graphene near charge neutrality. Possible states are classified in terms of
discrete and continuous symmetries. Differences in symmetry lead to differences in
physical properties, which can be diagnostic of the state seen in experiments.
The unique sensitivity of optical response to different types of symmetry breaking
can be used to detect and identify spontaneously ordered many-body states in bilayer
graphene. We predict a strong response at optical frequencies, sensitive to electronic
phenomena at low energies, which arises because of nonzero inter-band matrix ele-
ments of the electric current operator. In particular, the polar Kerr rotation and
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reflection anisotropy provide fingerprints of the quantum anomalous Hall state and
the nematic state, characterized by spontaneously broken time reversal symmetry and
lattice rotation symmetry, respectively. These optical signatures, which undergo a
resonant enhancement in the near-infrared regime, lie well within reach of existing
experimental techniques.
We conclude by discussing existing experiments on BLG, and what ground state
they appear to observe. As we will see, experiments are inconclusive (and not entirely
consistent), and an unambiguous identification of the gapped state is not yet possible.
We discuss the remaining challenges for both theory and experiment that must be
addressed to advance the field.
Work reported in this chapter was published in [5, 66], and also in the review paper
[47].
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8.1 Broken symmetry states: a summary
We now list all the possible broken symmetry states that may arise, including gapless
as well as gapped states, and review their properties. The simplest possibility is that
interactions may cause a gap to open up between the conduction and valence bands.
These states are referred to in the literature as 'pseudospin ferromagnets' [2, 6, 4],
or as 'excitonic states' [3, 5], however, irrespective of the choice of nomenclature, the
states being referred to are the same. The effective low energy Hamiltonian for these
states may be written as
H = Ho + A T3 Q, (8.1)
where HO is the non-interacting Hamiltonian, and Q is a 4 x 4 unitary and hermitian
matrix in spin-valley space. The gap A is real, and arises from interactions.
The gapped states where A takes the sign +1 in the K valley and -1 in the K'
valley have nonzero Hall conductivity, and are commonly referred to as 'quantum
anomalous Hall' (QAH) states. In fact, there is a more general set of states that
display QAH effect, since any gapped state with Tr(Qq3) # 0 exhibits a non vanishing
DC Hall conductivity. For example, the state where A takes sign +1 for three of the
four spin/valley species, and takes sign -1 in the fourth species, also has oa, / 0,
and should thus also be considered a QAH state.
Non-QAH gapped states have Tr(Qy3) / 0, and must necessarily break the ap-
proximate SU(4) spin-valley symmetry. The may (or may not) break time reversal
symmetry and parity. The simplest possibility Q = 1 corresponds to a 'ferroelectric'
or charge density wave state, which imbalances the two layers by charge [3]. Mean-
while, the possibility Q = o-0 corresponds to a Quantum Spin Hall (QSH) state,
while Q = -i corresponds to an 'antiferromagnet' state. The ferroelectric and QSH
states break mirror reflection symmetry, and the ferroelectric state also breaks parity
symmetry, but they both preserve time reversal symmetry, which the antiferromagnet
state breaks.
The non-QAH gapped states all have edge states, but not all edge states are
equal. The edge states of the QSH state are protected in the absence of spin flip
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scattering, and should thus be robust, whereas the edge states of the other non-QAH
gapped states are unprotected, and in realistic samples with disorder will most likely
be gapped out, to yield a fully gapped state.
While spontaneous gap formation is one possibility in BLG, a second possibility
is that interactions may cause the quadratic band crossing to split into two Dirac
points. This corresponds to the nematic states of [9, 8, 7]. The Hamiltonian for the
nematic state for one species (e.g. valley K and spin up) takes the form
2 2
H(p, A) = r + A)r+ + r_+ (8.2)
where the nematic order parameter A can be complex.
What possible spin and valley structures can arise in the nematic state? The
existing literature [7, 8, 9] on nematic states has focused only on the case when the
full Hamiltonian H = diag(HKT, HK,1, HK',T, HK',j) takes the form
H(p, A) 0 0 0
o H(p,A) 0 0
H = ((8.3)
0 0 (H(-p, A))* 0
0 0 0 (H(-p, A))*
Such a state breaks both the approximate U(1) rotation symmetry, and also the exact
C3 lattice rotation symmetry. However, it preserves the symmetries of time reversal
and parity inversion.
We point out that one can also construct more general states, which to our knowl-
edge have not yet been discussed in the literature. These states would have a mean
field Hamiltonian of the form Eq.8.2, where the order parameter A has a spin-valley
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structure different to Eq.8.3. A simple example is a state with mean field Hamiltonian
H(p, A) 0 0 0
0 H(p, A) 0 0H = (8.4)
0 0 (H(-p, A*))* 0
o 0 0 (pA*)
This state breaks C3 symmetry just like the standard nematic state, but in addition
also breaks T, P and M symmetries, since under time reversal, parity inversion, or
mirror reflection, H(A) -+ H(A*). The SU(4) symmetry is also broken by such a
state. However, this state has a low energy bandstructure which consists of eight
Fermi points with linear dispersion, just like the standard nematic state, so it repre-
sents a 'generalised nematic state.'
A larger class of generalized nematic states can also be constructed, where the
mean field Hamiltonian for a single species takes the form Eq.8.2, but the full Hamil-
tonian has some more complicated spin valley structure. These states will all break
the C3 symmetry, and will in general also break additional symmetries, like T, P, M
and SU(4). We note that whereas the spin-valley structure of the gapped states is
characterized by four signs (the +1 eigenvalues of the matrix Q in Eq.8.1), the spin-
valley structure of the generalised nematic states is characterized by four phases (the
phases of the nematic order parameters for the four species).
Although we are not aware of any theoretical mechanism that leads to the gen-
eralised nematic states, these states are legitimate mean fields for BLG. Thus, it is
possible that some hitherto unanticipated mechanism could drive BLG into one of
these generalised nematic states. Fortunately, the fact that such states break C3 and
T symmetries means that the 'generalised nematic scenario' for BLG can be directly
tested experimentally. In particular, since the generalised nematic states break time
reversal symmetry, they can and should display a Hall conductance at zero field.
However, in a gapless state the Hall conductance will not be quantised. The non-
quantised Hall effect that can arise in such states can be thought of as an analog of
the anomalous Hall effect that arises in a ferromagnet.
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Table 8.1: Low energy bandstructure in various states: number of Fermi points and
low energy dispersion.
State Fermi points Dispersion
Non-interacting 4 Quadratic
Gapped, Eq.(8.1) 0 Gapped
Nematic, Eq.(8.2) 8 Linear
rigonal Warping, Eq.(7.1) 16 Linear
8.2 Experimental tests of the zero field ordered
state
The three categories of possible state all have a different number of Fermi points, listed
in Tab.8.1.. The BLG can open a spontaneous gap, the quadratic band crossing
can split into two Dirac points, or the quadratic band crossing can split into four
Dirac points. We now discuss how the number of Fermi points may be determined
experimentally, using transport measurements.
8.2.1 Landau level degeneracy at weak fields
The number of Fermi points is linked with the Landau level degeneracy at weak
magnetic field. Each Fermi point contributes one Landau level, except that for the
zero energy Landau level only, each quadratic band crossing contributes two Landau
levels [10]. In consequence, the low energy bandstructure can be inferred from the
Landau level degeneracy. Landau level occupancy is labelled so that charge neutrality
corresponds to filling factor v = 0.
In the absence of any gap, nematic splitting, or trigonal warping, the BLG Lan-
dau levels are fourfold degenerate, except for a zeroth Landau level that is eightfold
degenerate, so that integer quantum Hall effect (IQHE) is observed at filling factors
v = i4, +8, ±12.... However, the Landau level degeneracy is dramatically altered by
all the possible non-trivial states.
Trigonal warping splits the four quadratic band crossing points into sixteen
Dirac points. BLG in the trigonal warping regime thus exhibits a sixteenfold de-
generacy of Landau levels, displaying IQHE at v = ±8, +24,.... Such a sixteenfold
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degeneracy, if observed, would constitute direct evidence for trigonal warping.
The nematic mean field splits four quadratic band crossings of BLG into eight
Dirac points, on an energy scale -e o 1meV. In the limit heB/mc < Anem f 1meV,
there is therefore an eightfold degeneracy of all Landau levels. The IQHE should thus
be observed at the filling factors v = ±4, +12, +20..., but not at v = +8, +16.... Such
a pattern of degenerate Landau levels would constitute direct evidence for the nematic
states.
The gapped states can split the zeroth Landau level, producing low field IQHE
at u = 'Tr(Q3). However, they do not at all affect the fourfold degeneracy of the
higher Landau levels. Thus, if a departure from non-interacting behavior is seen
at zero magnetic field, but the weak field degeneracy of the higher Landau levels
is unaltered, then this constitutes indirect evidence for the gapped states, since of
the various possible candidate states, only the gapped states leave the degeneracy of
the higher Landau levels untouched. Moreover, if a large zero field gap is observed
at v = 0, +2 or +4, then this will also determine what kind of gapped state we
have, since in the presence of a magnetic field, the zero field gap turns into a gap at
V = Tr(Q73).
To see these effects, it is essential to work at magnetic fields such that the cyclotron
frequency hwc = heB/mc - 2.5meVxB[T] is much less than the energy scale for the
gap/nematic splitting (estimated [3] to be of order 1meV). Therefore, if is necessary to
be able to resolve Landau level degeneracy at a transverse magnetic field B < 0.5T.
This may be challenging experimentally.
8.2.2 Probing gapped states with AC conductivity
Here we discuss how the various states may be directly probed in optical experiments,
by calculating the AC longitudinal and Hall conductivity. We assume that the fre-
quency w at which we measure the AC conductivity is much greater than 1/r, where
r is the mean lifetime of quasiparticles in BLG.
The conductivity for a chiral system like BLG may be calculated using the for-
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malism introduced in [24]. The conductance is given by
__1
o-lv(w) = -- Kv,(w) (8.5)iW
K,v(w) = dETr (G(E + , p)j,(p)G(e - ', p)j, (p)I 27r [2(~e+~ 2'
- Tr(G(e, p)j,,(p)G(e, p)j,(p)) (8.6)
Here the trace is taken over momenta p, and over the sublattice, spin and valley
degrees of freedom. The subtraction of the term at w = 0 is a convenient way
to account for the contribution of the diamagnetic current. The current operator
in Eq.(8.6) may be straightforwardly obtained by adding a vector potential to the
Hamiltonian through the minimal coupling prescription p -+ p - eA, and defining
= I lA=. In the K valley, this yields
= -(P+T+ + p-T-); jy = (p+T+ - pr-T) (8.7)
m m
The current operators in the K' valley are obtained from those in the K valley by
complex conjugation and by taking p -- -p. Meanwhile, the Green functions are in
the imaginary time formalism, and take the form
. i + H(p)G(ie, p) =E +H(p) (8.8)
E2 + H 2(p)
where H(p) is the effective low energy Hamiltonian for the state that we are looking
at, and H 2 (p) has no matrix structure (is proportional to the identity in spin-valley-
sublattice space). The calculations are all done in the imaginary time formalism,
before finally continuing to real frequencies. Details of the calculations are presented
in the appendix. Here we simply quote the results.
For non-interacting BLG, we obtain
Nire2
o-2)= 4h = o-YY(w) (8.9)
o- = 0 = UY2 (w) (8.10)
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Figure 8-1: Real and imaginary part of the single species longitudinal conductivity
in the gapped state.
where N = 4 is the number of fermion species in BLG. Note that there is a frequency
independent AC conductivity for non-interacting BLG [25, 26].
For the gapped states (Eq.8.1), we obtain
e2riI A 2 12|Al+
-xx(W) =; h w+ -)iln (2|A+ -)J = oY(w) (8.11)
The real and imaginary parts are plotted in Fig.8-1. Note that the real part of the
conductivity vanishes inside the gap. Note too the singularity at w = ±2A, which
is a clear signature of the gapped state. If a gapped state is seen in the longitudinal
conductivity, then the spin-valley structure may be established by looking at the Hall
conductivity. The Hall conductivity of the gapped states takes the form
e 2 A I 2|A| +
=(W) - In2Tr(Qra) (8.12)hw 2|A - w
The real and imaginary parts of the conductivity are plotted in Fig.8-2. In the limit
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and the exact C3 symmetry of the lattice. This manifests itself in an anisotropic
conductivity, which is a clear signature of the nematic states. We calculate, for spin-
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valley species j that
-y (0) = a-(A = 0) - oo- cos (20 - x arg A) (8.14)
where u(9) is the longitudinal conductivity at an angle 0 to the x axis and x takes the
value +1(-1) in the K valley (K' valley). The anisotropy is non-zero and non-singular
at all frequencies, and in the high frequency limit takes the form
oo-y = -r+iln I 2 )A|. (8.15)
The total conductivity is obtained by summing over spin-valley species j.
We can also calculate the Hall conductivity for the nematic states. In the standard
nematic state [9, 7, 8], the DC Hall conductivity must be zero, since time reversal
symmetry is preserved. However, in the generalised nematic states, time reversal
symmetry is broken, and a DC Hall conductance can develop. However, because the
nematic states are gapless, this Hall conductance will not be quantised. In the high
frequency limit, the Hall conductance takes the form
)= r + i ln |A Isin (arg A) (8.16)
This will be useful for our discussion of optical effects. The above expression assumed
w >> A. An integral expression valid for arbitrary frequencies is provided in the
appendix.
The trigonal warping effect also generates an anisotropic conductivity. How-
ever, trigonal warping preserves all the symmetries of the lattice. Thus, the trigonal
warping effect cannot produce a DC Hall conductivity, since this would break TRS.
Moreover, the anisotropic longitudinal conductivity produced by trigonal warping will
exhibit the threefold rotation symmetry of the lattice, unlike the nematic state where
the conductivity displays only a two-fold rotation symmetry.
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8.2.3 Optical tests of broken symmetry
A number of the states discussed above break time reversal symmetry. Time
reversal symmetry breaking can be probed directly through optical measurements
[28, 29, 53, 32, 51]. The key signature is the 'polar Kerr effect', whereby linearly
polarised light incident normally on a material is reflected as elliptically polarised
light, with the major axis rotated relative to the incident polarisation by the Kerr
angle 9 K. Such optical rotation occurs because the left and right circularly polarised
light is reflected with different amplitudes and phases, but crucially, this optical
rotation in reflection only occurs if the sample breaks time reversal symmetry [28, 29].
Thus, by looking for optical rotation of reflected light, we can directly probe the
breaking of time reversal symmetry in the sample.
The Kerr effect should be easily detectable for both the Quantum Anomalous Hall
gapped states, and also for the time reversal symmetry breaking generalised nematic
states. The calculation of the Kerr angle is provided in the appendix. Here we simply
quote the result. For BLG on a substrate of dielectric constant n, the reflection and
transmission coefficients are
1+ +2 () 1 n+ -+u±(W)t ± =r =
where u± = a,: i.,, and t+, r± are the transmission and reflection coefficients
respectively for right (+) and left (-) circularly polarised light. To find the Kerr angle,
we consider an incoming wave that is linearly polarised along the x axis, Ei = Eo.
The outgoing wave is
r+ r- rr-~Eou = Eoi + r Eoy. (8.17)2 2i
This describes linear polarization if arg (r+ - r-)/(r+ + r-) = 7r/2, otherwise the
polarization is elliptic. The Kerr angle, which describes rotation of the major polar-
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ization axis of the reflected wave relative to that of the incident wave, is
OK =Im r - --- Im io-xy (W) + )
r+ +r- c +1n 1+n
87r
r2  Re o- y(w) (8.18)c(n2 - 1)
where we approximated r* taking into account that o and a, are small compared
to c at all frequencies. This follows because the conductivity is of order e2/h, and
e2 /hc = 1/137. The above expression is appropriate for BLG on substrate, n / 1.
For suspended BLG, where n = 1, the Kerr angle is equal to the Hall angle.
In the microwave limit hw < A, we have o-., = e2 /h. The expression Eq.(8.18)
then predicts a fairly large optical rotation for the QAH states
K 2 -sign(A) 1 2sign(A)137(n 2 
- 1)
This is well within the measurable range for optical experiments, which are sensitive
enough to detect Kerr angles as small as 10-8 [[53]]. For higher frequencies hw > A,
we have
2 A2 (A 0 2 
2K A 2 ig 1o sign(A) (8.20)137(n 2 - 1) 2 n2
This expression is valid for hw < A, where A ~ 0.4eV is the bandgap to the higher
BLG bands. For experiments at hw > A, the two band model is not sufficient, and a
four band model must be used. This will be discussed in the latter half of this chapter.
For the moment, we simply note that optical rotation in reflection is an unambiguous
signal of time reversal symmetry breaking, and would thus be an extremely useful
measurement to perform on BLG.
We note that gapped states which break discrete symmetries, such as the QAH
state, can form domains, with different domains having a Kerr angle of opposite sign.
Domain structure can be directly imaged in optical experiments, unlike transport
experiments where only the net effect of all domains can be observed.
We note that symmetry considerations permit optical rotation in reflection even
from the antiferromagnetic gapped state, which also breaks time reversal symmetry,
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even though it has a vanishing Hall conductance. The optical activity here arises
because this state has a spin dipole moment, which interacts with the optical field
through the Zeeman coupling. The optical rotation from such a state was analysed in
Ref. [29]. It is suppressed by the small parameter d/A, where d ~ 3A is the interlayer
spacing and A is the wavelength of the light used. We note that the Kerr angle arising
from such a mechanism is many orders of magnitude smaller than the large Kerr angle
obtained above (Eq.(8.18)), particularly in the microwave regime. Nevertheless, it
may be within the reach of optical experiments, which can detect Kerr angles as
small as 10-8 [[53]].
Broken inversion symmetry Additional information may be obtained by con-
sidering optical rotation in transmission. Optical rotation in transmission requires
breaking of either time reversal symmetry or parity (space inversion) symmetry.
Therefore, if optical rotation is observed in transmission but not in reflection, then
this definitively indicates that parity symmetry is broken, but time reversal symmetry
is not, which implies a quantum valley hall effect (i.e. ferroelectric) state.
Broken rotational symmetry The nematic states exhibit an anisotropic con-
ductivity. This will manifest itself in anisotropic transmission, with light polarised
linearly along the i axis having a different transmission coefficient to light polarised
linearly along the i axis. This is demonstrated by explicit calculation in the ap-
pendix. It is found that the ratio of the transmission amplitudes for the two linear
polarizations is
to n + 1+ 4oruxt n(8.21)
ty n + 1+ r o,
87rc
1 + ---6  (8.22)
Where Joo is the anisotropy in conductivity, Eq.(8.14, 8.15). For the nematic state,
the anisotropy is of order
tX - tY 1 0-2 Anem
ty W
for w > A. This anisotropic transmission allows us to directly probe the broken
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rotational symmetry.
Trigonal warping will also produce an anisotropic conductivity, however the anisotropy
will respect the exact threefold rotation symmetry of the lattice. In contrast, the
anisotropic conductivity in the nematic state will exhibit only a twofold rotation
symmetry Eq.8.14, and this difference in symmetry is a diagnostic for the nematic
states.
8.3 Kerr effect as a probe of broken time reversal
symmetry: four band calculations
Optical experiments have been successfully used to probe diverse electronic phenom-
ena in graphene [38]. For bilayer graphene (BLG), physical properties such as the
gate tunable bandgap [39, 40] and the electron phonon coupling [41, 42] were inves-
tigated with the help of infrared and optical spectroscopy. These techniques have
also been used to probe interaction effects such as band renormalization [43, 32] and
exciton formation [45, 46]. However, there has not yet been any effort to apply optical
methods to the investigation of strongly correlated states, which are expected to form
in BLG at low energies [2, 4, 7, 9, 3, 5, 6, 8, 47]. This can be partly due to the low
characteristic energy scales for these symmetry breaking states, estimated to be of
order 1 meV [3], which lie far outside the range of characteristic energies probed in
optical experiments. In this Letter, we point out that the problem of energy scales
is offset by the unique sensitivity of optical response to broken symmetries, making
these methods ideally suited to the investigation of the interacting ground state of
BLG.
A large number of possible interacting phases have been proposed for BLG [2, 4, 7,
9, 3, 5, 6, 8, 47]. Recent compressibility and transport experiments on charge neutral,
suspended, double gated bilayer graphene [14, 15, 16] appear to confirm the prediction
of a non-trivial interacting ground state. The experimental data was argued [16] to
be consistent with only two of the proposed phases: the Quantum Anomalous Hall
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phase (QAH) predicted in [5, 6], and the nematic phase predicted in [7, 8, 9]. Both
these phases are uniquely interesting phases. The QAH phase spontaneously breaks
time reversal symmetry (TRS) and exhibits quantum Hall effect at zero magnetic
field, while the nematic state involves a distortion of the Dirac bandstructure that
spontaneously breaks the exact rotational symmetry of the lattice. If either of these
phases is confirmed in BLG, it would fulfill a long quest for an experimental realization
of a QAH instability [11] (QAH phase) or a Pomeranchuk instability [12, 49] (nematic
phase).
The possible broken symmetries are expected to manifest themselves through
characteristic transport properties such as a non-zero Hall response or anisotropy in
longitudinal conductance [2, 4, 7, 9, 3, 5, 6, 8, 47]. Detecting these effects in transport
experiments requires fabrication of samples of BLG with at least four contacts, which
proves challenging in suspended BLG currently used in these experiments. However,
optical experiments allow us to measure the AC conductivity in a contact-free manner.
As we discuss below, the AC conductivity shows distinctive signatures of broken
symmetry just like the DC conductivity.
The polar Kerr effect, wherein linearly polarized light has its polarization axis
rotated upon reflection, is a well known optical probe of the Hall conductivity. It
has been used to probe quantum Hall states [58], and more recently has been applied
to topological insulator thin films in the vicinity of a ferromagnet [51, 52], and to
p + ip superconductors [53]. It is closely related to the Faraday effect, which has been
measured for graphene in the Quantum Hall regime [54]. A similar experimental
setup should suffice for measurement of the Kerr effect. However, unlike the Faraday
effect, which requires breaking of either TRS or inversion symmetry, the polar Kerr
effect can arise only if TRS is broken [28], hence offering a direct test of the QAH
scenario for BLG.
Our analysis of optical response reveals that the QAH state exhibits an AC Hall
conductivity that undergoes a resonant enhancement in the optical and near infrared
regime (see Fig.8-3). This resonant enhancement occurs because the microscopic cur-
rent operator has inter-band matrix elements (Fig.8-3 inset) corresponding to transi-
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Figure 8-3: Kerr angle (in units of fine structure constant a = e2 /hc) as a function
of photon energy for BLG in the QAH phase. Note the resonant enhancement near
Eo = 0.4 eV, arising from direct transitions to the higher BLG bands, Eq.(8.34).
Inset: Schematic band structure of BLG near the K point, for the QAH phase. The
Kerr response arises from transitions 1' --+ 2 and 1 -+ 2', involving states in the bands
1 and 2 which are affected by broken TRS.
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tions from the low energy bands 1, 2 to the high energy bands 1', 2'. As a result, the
Kerr rotation (plotted in Fig.8-3) is many orders of magnitude larger than that ob-
served in p-wave superconducting materials [53], and lies well within reach of existing
experimental techniques.
Optical methods can be used to probe domain formation expected to occur in the
TRS breaking QAH phase. Since different domains will produce a Kerr rotation of
opposite sign, the spatial domain structure can be directly imaged in optical experi-
ments - a significant advantage over transport experiments, which can only measure
the net effect of all domains. For a non-focused optical experiment, the effect of ran-
dom domains will be to reduce the total Kerr angle by a factor v/NH, where ND is
the number of domains.
While the Kerr rotation allows to test for TRS breaking, anisotropy in reflection
allows to test for rotation symmetry breaking. As we discuss below, this leads to
a characteristic dependence of the reflection amplitude on the polarization angle of
incident light which offers a way to test the nematic scenario for BLG [7, 8].
Finally, we note that spontaneous symmetry breaking is only expected to occur
below a critical temperature, estimated to be of order 1 - 10 K [3, 16]. The opti-
cal signatures of interacting states will thus show a strong temperature dependence,
and will vanish entirely above a critical temperature. This provides a way to dis-
tinguish spontaneously broken symmetries from explicitly symmetry breaking effects
(e.g. magnetic impurities), which will not show any comparable temperature depen-
dence.
Electron properties of a clean BLG are governed by a four-band Hamiltonian
written for the four component wavefunction @ = (11,@ 2 , 0 3 , 04), describing electron
wavefunction on the sublattices A, B and A', B' on the two layers:
0 tp 0 0
t*p 0 Eo 0H(p)= P 0,EEO~ 0.4 eV, (8.23)
0 Eo 0 t,
0 0 t* 0p
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with t, = to(1 + e iPel + e ipe2), where to f 3.1 eV is the hopping amplitude, and
Eo is bandgap parameter for the upper and lower bands. The quantity tp vanishes
at the K and K' points, behaving as vp+ near point K and as -vp_ near point K',
where p± = px i ipy.
The Hamiltonian (8.23) features four bands with energies
2(n) = ItPI2 +E2 E22S2 Eo Eo 1 + 4|tpI2/EO. (8.24)
Near the points K and K', this gives two massless Dirac bands E1,2(p) that cross
quadratically at zero energy, and two high-energy bands 61',2 (p) - iEo. The
dispersion near K and K' can be obtained by expanding in small tp/Eo, giving
E1,2 = ItpI2/Eo = iv 2p2/Eo, 61',2, = ± (E0 + v2p2/Eo).
We now consider the effect of interactions. Interactions can open a bulk bandgap
between bands 1 and 2 [5, 3, 6, 2, 41, resulting in a bandstructure of the form Fig.8-
3(inset). One particularly interesting gapped state is the QAH state, [5, 6], the
mean field Hamiltonian of which we present below. To exhibit more clearly the block
structure we reorder basis vectors by interchanging the components V42 and #b4. In
this representation, we obtain
A 0 vp+ 0
o -A 0 vp_
HK(P, A) = = H ,*(-p, -A) (8.25)
vp_ 0 0 Eo
0 vp+ E0  0
where A is the order parameter describing gap opening at the K and K' points. The
other possible gapped states [2, 4, 3] have a similar mean field Hamiltonian, but the
sign of A is distributed differently among the spins and valleys. We note that under
time reversal, HK(A) D HK'(-A) -> HK'(A) E HK(-A), so this phase breaks TRS.
In consequence, the QAH state can exhibit a non-vanishing Hall conductance at zero
magnetic field. However, the gap preserves the isotropy of the bandstructure. Thus,
the QAH state must exhibit isotropic longitudinal conductivity.
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Next, we discuss the relation between the Hall response in the QAH phase and the
Kerr rotation. We consider an experimental setup where light is incident normally
on a BLG sheet that is placed on a substrate. If the BLG sheet has a non-vanishing
Hall conductance, then incident linearly polarized light will be reflected as elliptically
polarized light, with the major axis of the ellipse rotated with respect to the incident
polarization by the Kerr angle 9 K- The standard formula relating the Kerr angle to
the Hall conductance is OK - Im (o-p) [28]. However, this formula is derived for light
incident on a conducting half space, whereas we are considering a BLG sheet that is
much thinner than the optical wavelength. For this case, the relationship between
Hall conductivity and Kerr angle must be calculated afresh. This was accomplished
using topological field theoretic methods in [52, 51]. More straightforwardly, the
relationship may be obtained by solving the Maxwell equations on two sides of the
BLG sheet and matching solutions at the boundary [55]. This leads to an expression
in agreement with [51, 52], which takes the form
OK=Re -(81r/c) o-y, 87r Re oy,6K = e ~ .(8.26)1-(n + '(or. + ioxy)) 2 c (n2 _ 1)
where n is the refractive index of the substrate, which is taken to be real (complex
case considered in [55]).
We now calculate the magnitude of the Kerr rotation, by evaluating the conduc-
tivity. The AC conductivity can be written using the Kubo formula as
e2 (71XiP 
'1YiP2 (i~IV~Ijp)(jjIVpi0
-XY = -)(np - nyp), (8.27)
zw W - (Ey,, - ei,p) + i-y
where i and j are band indices, n ,p = n(E,p) is a Fermi function, and the sum
over momenta p stands for an integral. The velocity operators V are defined as
Va = &H(p)/&pa, and y describes the excited state lifetime.
We focus on the contributions which correspond to optical interband transitions
between the massless low energy bands (i=1,2), and the high energy bands (i=1',2'),
which are separated from the low energy bands by the energy E0 . We focus on these
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transitions because they are of resonant character at a frequency close to the band
separation energy E0 , and hence dominate the optical response. We now note that
(i,pVJi,p)(i,plVli,p) = Tr(VaJi,pV Hj,p), where Hi,p projects onto the state in
band i with momentum p. Assuming we are at a temperature T < Eo/kB = 4000K,
we obtain
OIXY(W) e2 J d 2p Tlr (VHi-VH2 + VlHiVy1U2')
iw] (27r) 2  W + Ei'(p) - E2(P) + i7
Tr (VjL2 Vyjli + Vl 2'VyTI1) (8.28)
w - Ei,(p) + E2(P) + i7'
where we used the relation E2' -E = E2 -Ei, that follows from particle/hole symmetry
of the Hamiltonian (8.25).
We evaluate the expression (8.28) for p near point K with the help of the projectors
1' h(p) 1+O (8.29
11i,2 = - 1 i , H1',2, = & (8.29)2 ||h(p)II) 2
Here &x acts on the BI and A2 sublattices (lower right corner of the Hamiltonian in
(8.25)) and H1',2' projects on this subspace. Meanwhile, H1,2 project on the Al and
B2 sublattices (upper left corner of Eq.(8.25)), and h(p) is the effective two band
Hamiltonian for the massless Dirac states, which has eigenvalues E(p) = t1|h(p)II.
The trace over projectors takes the form
2= Tr(VaHiVH 2) = (l'IV1H2Vai1')
1Tr1
1 - (8.30)
g2'= T1r (VaHiVF12') = (2'1VHiV|2')
1 Vat* (P) + h(p) Vt(p)
4 -Vat(p) 
-
h(p)It V,3t*(P) J
Here Va denotes O/Op,,. We now compute h(p) by using second order perturbation
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theory in vp/Eo, and obtain
[K A
hK(P) = v~?.E
This result agrees with
and obtain
vE I+ , hK'(A) = h(-A)
-A
(8.31)
[10]. We substitute this two band Hamiltonian into Eq. (8.30)
=2 12'
1 - 'p)| Vyt*(p)Vt(p)
+ (1 + |hp)| VYt(p)VXt*(P),
(8.32)
where we suppressed the terms arising from off-diagonal parts of h(p) - these terms
g12 -_g;'1= iV2  11give zero upon integration over d2p. Hence, we find gY' = 2' = jh(p)I. We
substitute these results into Eqs.(8.28),(8.30), to obtain
Ne 2 v 2 A f
-xy(W) = (2r)2W dp)P [ - +||h(p)|| .c + 47- Op
where N = 4 is the number of spin/valley flavors, and Q, = E2(p) - E1 (p).
We now specialize to optical frequencies w >> A, and also assume y >> A. We
approximate by taking ||h(p) ~ v2I 2/Eo and Q, ~ Eo + 2v 2p2/Eo, and perform the
momentum integral in polar co-ordinates. The log divergence near p2 = 0 is cut by
IAI, but there is no need for any high energy cutoff. In this manner, we obtain the
Hall conductivity
Ne2 A Eo Eo + w + iy
o-XY (W) =In h 2w w +Eo +i7 2|AI
+ Eo _ln (Eo - w - i . (8.34)w - Eo + i7 2|Al
There is also a contribution from 1 -+ 2 transitions, which may be evaluated in
the two band model [47, 56]. This contribution, extrapolated to optical frequencies
W ~ Eo > A is of order (AIAI/w 2 )e2/h. This is smaller than the contribution (8.34)
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(8.33)
by a large factor
E0 E0
- In > 1. (8.35)A A
Thus, the Hall conductivity at optical frequencies is dominated by transitions to the
higher bands, necessitating our four band analysis.
From the result Eq.(8.34) and the expression Eq.(8.26) we can extract the Kerr
angle OK- We take n = 1.5, which describes SiO 2 substrate, and take A ~ 10-3 eV [3].
To estimate y, we use the electron lifetime r 0.1 ps from [57], which corresponds to
Y ~ 0.01eV. We take y = 0.05 eV to be conservative, and plot the resulting Kerr angle
as a function of frequency in Fig.8-3. In optical experiments on cuprate materials,
Kerr angles as small as 10-9 radians have been measured [53]. The six orders of
magnitude larger Kerr rotation in the QAH phase should thus be comfortably within
reach of experiments.
The nematic state [7, 8, 9] is another interesting ordered state proposed to explain
the experiments [16, 15]. This state is time-reversal invariant, featuring no Kerr
rotation. Instead, it breaks rotation symmetry of graphene crystal lattice. The
Hamiltonian for this state is
0 A vp+ 0
A* 0 0 vp_
HK(P, A) = = H (-p, A). (8.36)
vp_ 0 0 E0
0 vp+ E0  0
After reduction to the two low-energy bands, it becomes
0 ~+ +A
hK(P, A) = 2 , Eo *(-p, A). (8.37)V2P 0 1 K
This Hamiltonian describes splitting of the quadratic band crossing into two linear
band crossings. The argument of the nematic order parameter A specifies the orien-
tation of the nematic axis, which is defined as the line joining the two linear band
crossings. The nematic axis makes an angle <p = -- r/2+ arg(A)/2 with respect to the
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p, axis. The nematic state manifestly breaks the approximate rotation invariance of
the low energy band-structure, which manifests itself in an anisotropic longitudinal
conductivity. Writing u(6) = ao + 6o-(G), where 0 is the angle with respect to the x
axis, we obtain an expression for the reflection amplitude r(6),
1 - n 87r
r(O) I - 8 0-(0) (8.38)
n + 1 c(n +1) 2
For high frequencies w >> A, we calculate using the formalism introduced above that
JU(9) ~ In cos(2(6 - <p)) (8.39)
Again, this exceeds the anisotropy calculated in the two band model [47] by the large
factor Eq.(8.35). We note that trigonal warping of the BLG bandstructure arising
from higher neighbor hopping can also lead to a reflection anisotropy. However,
these effects respect the threefold rotation symmetry of the lattice. In contrast,
the anisotropy resulting from formation of a nematic state exhibits a twofold rotation
symmetry. The breaking of the exact lattice rotation symmetry can serve as diagnostic
of the nematic state.
To conclude, optical experiments can be used to probe broken symmetries in BLG
by measuring the conductivity in a contact free manner. The polar Kerr effect, by
providing a means for measuring Hall conductivity, can be used to detect the QAH
phase. TRS breaking gapped states that do not display a Hall conductance [6] can
also be probed using the Kerr effect, although for these states the Kerr angle will be
smaller than that for the QAH state by the small parameter d/A, where d = 3A is the
BLG interlayer spacing and A is the wavelength of the light used in the experiment
[29]. Nevertheless, this much weaker Kerr rotation will still be much larger than that
measured in [53], and will be within reach of experiments. Meanwhile, the nematic
scenario for BLG may be probed by looking for an angle dependence of the reflection
amplitude, which provides a direct test of broken rotational symmetry.
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8.4 Summary and outlook for bilayer graphene
8.4.1 Theoretical methods
Which broken symmetry state do we expect to be realized in BLG, given realistic
interactions? Within the weak coupling framework that has been widely adopted,
the method of choice is the weak coupling renormalization group. The weak coupling
RG provides an unbiased and controlled way to sum up all diagrams in perturbation
theory. High energy states are successively integrated out, and their effect is absorbed
into a renormalization of the interaction matrix elements (or couplings), which flow
with energy scale. When the RG procedure is applied to BLG, the RG flow leads to
strong couplings at low energy scales, indicating a break down of the perturbation
theory at low energies. Tracking the susceptibilities to the various ordered states as
one flows to strong coupling allows one to identify the leading weak coupling instability
- it is the instability with the largest susceptibility.
We note that for a problem which flows to strong coupling (such as BLG), the
leading weak coupling instability may not be the same as the state that eventually
forms at low energies. This is because the perturbative RG procedure itself breaks
down at low energies, and following the perturbative RG flow into the strong coupling
region itself represents an unjustifiable approximation. In practice, the leading weak
instability represents an unbiased 'best guess' as to the likely strongly ordered state,
but the ultimate test of whether this guess is correct is whether the predictions thereby
obtained agree with experiment.
Numerous weak coupling RG studies have been performed on BLG. The first
studies [4, 7] assumed SU(4) symmetric, purely short range interactions. The work
[4] identified that the RG flows to strong coupling, but did not determine the weak
coupling instability, rather assuming that the flow to strong coupling represented
formation of a gapped state. The work [7] determined that, depending on the bare
interactions, the leading weak coupling instability is either the gapless nematic state,
or the gapped QAH state, with the QAH state forming only if the bare repulsion
between electrons on different layers was stronger than that between electrons in the
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same layer. Since the bare repulsion between different layer electrons is expected to
be weaker than that between same layer electrons, [7] concluded that the nematic
state represented the leading weak coupling instability for BLG. Similar results were
obtained in an extensive calculation [9] that considered all possible interactions (not
just the SU(4) invariant subset), but assumed all the interactions were short range.
A further layer of complexity is added when the long range nature of the inter-
actions is taken into account. This leads to an enhanced In2 divergence in individual
Feynman diagrams, with the In2 divergences canceling when all diagrams are added
together [60]. Some of these cancellations follow from charge conservation, whereas
others are decidedly non-trivial, and arise because the diagrams with enhanced (In2 )
divergences also conserve nAK - nBK - nAK'~+nBK', where nAK represents the density
of electrons on sublattice A with valley K, and the other labels follow similarly [60].
A possible consequence is that even when the In2 divergences cancel, there may be a
residual ln divergent contribution, which could alter the RG flow and the nature of the
weak coupling instability. In the work [8], the RG flow with long range interactions
was computed, assuming that no residual ln contributions are produced when the In2
divergent diagrams cancel. This assumption has not been justified, as far as we are
aware, but if this assumption is made then the calculation also leads to a nematic
state as the leading weak coupling instability for BLG.
8.4.2 What about experiments?
The experimental situation in BLG is somewhat muddled. The system of interest is
charge neutral BLG, however, it is essential that there be no transverse electric field,
because a transverse electric field explicitly breaks inversion symmetry and opens a
gap. Thus, it is necessary to be able to independently control density and transverse
electric field. This requires double gated samples. Moreover, the strongly ordered
states are only observed in suspended samples.
The first experiments with suspended, double gated BLG were [15, 16]. In the
experiments [15], a locally incompressible state was observed, with a characteristic
energy scale of a few meV. However, all the candidate states are incompressible:
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the gapped states are gapped, and the gapless states have a vanishing density of
states at low energy. In two probe transport measurements [16], this incompressible
state was observed to have a non-zero minimum conductivity, an observation which
again could be interpreted either in terms of a gapless nematic state, or a gapped state
with protected edge states. However, in compressibility measurements [15], it was also
observed that when a weak transverse magnetic field was applied, an incompressible
state at zero field was smoothly connected to an incompressible state at filling factor
t4. Only the QAH state and nematic state are expected to display such behavior,
hence the experiments [15, 16] were tentatively interpreted in terms of either a QAH
or a nematic state.
Two probe transport measurements can distinguish nematic and QAH states. The
nematic state should also give rise to strong incompressibility at weak fields at filling
factors v = +12, 20, 28..., whereas the QAH state should not. No such signatures were
observed in experiments, which was argued [5] to suggest a QAH state may be forming.
However, the lack of any signature at v = ±12,20... could simply have been due to
limited experimental resolution. Meanwhile, in experiments from the Manchester
group [65], a similar behavior was observed. However, various other features of this
experiment, such as the broadening and amplitude of the conductivity minimum as
a function of temperature, were argued to be more consistent with a nematic state
than a QAH state. Thus, the experiment was argued [65] to indicate formation of a
nematic state in BLG.
It should be noted that two probe transport measurements (as performed in
[16, 65]) cannot unambiguously identify the ground state of BLG, because they are
not directly sensitive to the broken symmetry. A direct identification of the broken
symmetry requires either four probe measurements, or optical experiments. However,
two probe transport measurements can determine whether the state is conducting or
insulating, and the first experiments [16, 65] seemed to indicate that the ground state
of BLG is conducting.
More recently, however, there have appeared a new set of experiments [64, 59, 17],
which all see insulating behavior in two probe transport measurements, with gaps on
205
the scale of a few meV. The observed insulating behavior cannot be reconciled with
either a gapless nematic state or a QAH state. However, the theoretical calculations
appeared to indicate that the nematic state should be the ground state [9, 7, 8], and
that if a gapped state does form, it should be a QAH state [5]. What went wrong?
One possibility is that the long range interactions were not properly treated. In [9],
an extensive numerical weak coupling RG has been constructed, taking into account
all possible interactions, and also the long range nature of Coulomb interactions. An
extremely complicated phase diagram in the space of interactions has been obtained
where the nematic and antiferromagnetic states are the most likely winners, with
the antiferromagnet state resulting for short screening lengths, and a nematic state
resulting for long screening lengths. Similar results were later obtained through a
similar calculation by [61]. The discrepancy in the experiments is then explained as
resulting from a difference in the screening length (which depends on the distance to
the gates). However, we believe this is unlikely to be the correct explanation, since
the distance to the gates in all the experiments [64, 59, 17] is significantly greater than
the correlation length of the ordered state. The correlation length may be straigh-
forwardly estimated as lA = 27rh(2mA)- 1 /2 , where A ~ 4meV is the characteristic
energy scale for the ordered state, and it seems unlikely that gates which are much
farther away than the correlation length could materially alter the physics.
Another possibility, which has not yet been addressed in the literature, is that the
electron phonon coupling might be important for understanding the phase structure
of BLG. The nature of the coupling between electrons and phonons, especially flexural
phonons, is not well understood, and it is not known how the electron phonon coupling
might alter the nature of the low energy phase. A theoretical analysis of the electron
phonon coupling is thus an important next step for bilayer graphene.
Finally, the most exciting possibility is that the strongly ordered state is not the
same as the leading weak coupling instability. This would be the case if the state in
[64, 59, 17] was not an antiferromagnet, or if the state in [65, 16] was not a nematic.
If this turns out to be the case, then it will imply that the low energy physics of
BLG is controlled by a non trivial strong coupling fixed point. Experiments on BLG
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could then shed light on one of the longest standing and most interesting questions in
many body theory - namely how to follow an RG flow to strong coupling, and how to
determine what happens when interactions can no longer be treated perturbatively.
Answering this question will require development of new theoretical techniques, and
experiments on BLG could provide valuable signposts on a road that could lead to
dramatic new progress in many body theory.
We now entertain the possibility that some of the commonly made assumptions
that underlie the existing literature could actually be incorrect. One possibility,
advanced in [62], is that the experiments do not see a strongly correlated broken
symmetry state at all, but rather see something that results from a combination of
trigonal warping and strain. This can lead to a nematic-like state which does not
break any of the symmetries of the strained BLG. This can in principle explain the
experiments [16, 65], but whether it is the correct explanation cannot be determined
until the symmetry structure of these states is determined. However, this theory
cannot explain the experiments [64, 59, 17], and thus cannot be the full story for
BLG.
An alternative explanation, advanced in [63], is that the weak coupling approach
itself is flawed, and that interactions are really strong, and necessitate a four band
treatment. The apparent success of the non-interacting model for BLG at all but the
lowest energy scales would appear to argue against this concern, but the possibility of
four band physics should be considered. In [63] it was proposed that the experiments
[64, 59, 17] are explained by a 'magneto-electric' state that has opposing current loops
in the two layers. This state breaks time reversal symmetry and parity, although it
preserves the combination of time reversal and parity. Such a state is predicted
to have a hard gap at charge neutrality, and is also predicted to display a non-
quantized anomalous Hall effect in the presence of a (parity breaking) weak electric
field. Pending four probe experiments, it is not yet possible to rule this scenario either
in or out.
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Chapter 9
Bilayer graphene in the quantum
Hall regime: quantum Hall
ferromagnetism and topological
defects
We discuss the nature of the quantum Hall ferromagnet (QHF) state in BLG. We
explain how screening effects cause the QHF gaps to scale as ~ B, rather than the
SIS scaling that is naively expected. We also explain how application of a transverse
electric field can be used to trigger phase transitions between different QHF states.
We interpret recent experiments on bilayer graphene (BLG) using the theory of
the quantum Hall ferromagnet (QHF) state. We explain several puzzling experimen-
tal observations, and interpret the observed high conductance region that is seen
at filling factor v = 2 as a signature of charge 2e topological defects known as
skyrmions. We propose that BLG could be used to detect deconfined merons (frac-
tionalized skyrmions), a form of topological defect that has not yet been observed
experimentally. Finally, we generalize our analysis to chiral n layer graphenes, and
show that they host skyrmions with charge ne.
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9.1 Phase diagram in external fields
Thus far we have concentrated on BLG in the absence of any external applied fields.
In this limit, there is a rich variety of possible interacting states, which may be
distinguished experimentally in the manner discussed in the previous chapter. We
now present the phase diagram in external electric and magnetic fields. It turns
out that the phase diagram in not-too small external fields is simple, and can be
straightforwardly written down.
First, we consider applying a transverse electric field to BLG, which imbalances
the potentials on the two layers. This breaks the approximate SU(4) symmetry of
the Hamiltonian down to SU(2) ;pi 0 U(1)vaiiey. We note that electric field favors
polarizing the layers by charge. This corresponds to a gapped state with Q = 1. Thus,
the mean field Hamiltonian in large transverse electric field has the form Eq.(8.1) with
Q = 1. We note that this state has the same symmetries as the Hamiltonian (at non-
zero electric field). Thus the state that is expected to form at large transverse electric
field is not a broken symmetry state - it is the same gapped state that arises through
the electric field effect in non-interacting bilayer graphene, with the gap enhanced by
exchange.
We note that such a state, which polarises the layers by charge, is not expected
to form at zero electric field. We estimate the critical electric field for formation of
a trivial insulating state, EO by equating eEod/r, to A, the order parameter in the
zero field ordered state. Here i is the dielectric constant of the substrate. Using
the value A ~ 1.5meVr,-2 from [5], we obtain an order of magnitude estimate of
E o < 2.6,-hmeV/A.
9.1.1 Quantum Hall Ferromagnet state
We now consider BLG in a magnetic field at E = 0. The main effect of magnetic field
is on the orbital physics, through the replacement p -+ p - eA in the Hamiltonian
Eq.(7.1). This preserves the SU(4) symmetry, but causes the spectrum to split into
Landau levels [14] with an energy spacing of order hwc, where wc = eB/mc. A
214
magnetic field also provides a Zeeman energy 2p1BB&3, which is not SU(4) invariant.
However, since hw > 2pBB, we begin by neglecting the Zeeman field, and restore it
only later on in our analysis.
The ground state in a sufficiently large magnetic field is a quantum Hall ferro-
magnetic (QHF) state [10], which spontaneously breaks SU(4) symmetry. The QHF
state in high magnetic field is smoothly connected to a SU(4) symmetry breaking
gapped state at zero field. If the zero field ground state is not a SU(4) symmetry
breaking gapped state, then there must be a phase transition to a QHF state at a
critical magnetic field BO. An order of magnitude estimate for the critical magnetic
field Bo may be estimated by equating the energy of the QHF state Eq.(9.4) to A, the
zero field order parameter. If we take A ~ 1.5meV from [5], we obtain Bo ~~ 0.5T.
We now review some basic properties of the QHF state, taking full account of
screening [10].
9.1.2 Exchange interaction and energetics of QHF state
The zeroth Landau level of BLG is eightfold degenerate, exhibiting an orbital n = 0, 1
degeneracy in addition to the spin and valley degeneracies. Exchange energy favors
a spontaneous ferromagnetic polarisation of the zeroth Landau level. At v = 0, the
system can choose whether to polarise in the spin, valley or orbital spaces. Spin
and valley polarisation are degenerate by SU(4) spin-valley symmetry, but the orbital
polarisation has a different energy. It turns out that spin or valley polarisation is
preferred energetically to orbital polarisation [10]. Intuitively, this is because electrons
with different spin or valley have no mutual exchange interaction, whereas electrons
with different orbital index have a partial exchange interaction. Therefore, a greater
amount of exchange energy is gained by polarising in the spin-valley space than by
polarising in the orbital space.
When evaluating the energy gain from QHF, it is essential to take into account
screening arising from inter-Landau level transitions. This is because the characteris-
tic energy scale for interactions within the zeroth Landau level e / 1rB greatly exceeds
the Landau level spacing hwc for all experimentally relevant magnetic fields, where
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we have introduced the magnetic length 1B = \/hc/eB. We therefore introduce the
screened Coulomb interaction V'+(q). We shall show that we only need to evaluate
V+ in the long wavelength limit qlB< , 1. The screened interaction in this limit was
computed in [15], and was found to take the form
2re 2 /K 27rh 2
+(ql < 1) = ~Nmq2lA (9-1)
where A = 0.88 is a purely numerical pre-factor. The right hand side provides an
approximate form of the potential which is valid for the large range of momentum
scales 1 > qlB > NlBa 1. Upon inverse Fourier transforming to real space, we note
that the potential V+(r) is logarithmic. We interpret this as a magnetic field induced
unscreening of the short range screened potential from [8]. This 'unscreening' will be
manifested by any state that opens a dipole active gap at the Fermi level.
There exists a simple intuitive argument that allows us to obtain the screened
potential Eq.(9.1) without any reference to Landau levels. We take the dynamical
polarization function from [5], at B = 0 and in the absence of any gap, and evaluate
it at frequency w = wc. In the limit qlB < 1, this intuitive argument yields the
screened interaction Eq.(9.1), with A = 1.
Having obtained the screened potential i+, we may then calculate the QHF ex-
change energy per electron J(B) in a 'jellium model' [16] as
J(B) = 2 (2Jr) (g(P) - 1) f+(p) (9.2)
2 (2g)2 V()
Here, N = 4 reflects the number of occupied states in the zeroth Landau level,
and g(p) is the Fourier transform of the exchange hole g(r) [16], defined as g(r) =
(po(r)po(0))/(po(0)) 2 , where po is the electron density in the zeroth Landau level, and
the average is taken with respect to the many body wavefunction I) of the system
((A) = (IAI)).
It is sufficient to consider a state I) that is polarised in spin, and to use it
to calculate g(r). Valley polarised states have the same exchange hole, by SU(4)
symmetry. The exchange hole for a spin polarised state may be calculated by working
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in Landau gauge, and remembering that single particle states with different flavor are
orthogonal, whereas single particle states with different orbital index or guiding center
coordinate are not orthogonal. After some algebra, we obtain
= 1 R 2 /2 2 )3(2) = (R 2 _4) , R (9.3)32 1B
We note from Eq.(9.2) and Eq.(9.3) that the exchange energy comes predominantly
from wavevectors qlB < 1, as expected, so we only need the screened interaction V+
in the long wavelength limit, Eq.(9.1).
The energy gain due to QHF ordering can be found by substituting the screened
interaction, Eq.(9.1), and the exchange hole profile, Eq.(9.3), into Eq.(9.2). We ob-
tain, with logarithmic accuracy,
2 re2ao7ln (1a+oN Trhoc BoJ(B) = - In B(9.4)8, All8 B'(94
where B0 is given by the condition NlBao = 1. This differs strongly from the
E ~ v prediction from [10]. The difference arises because we have taken account
of screening. The same result as (9.4) was obtained in [18], where screening was also
taken into account.
Our above analysis of the QHF state can be compared with recent experiments
[6], where a resistive state was observed at v = 0 for B > 0.1 T. This resistive state
was identified with QHF order. The resistance was observed to increase exponentially
with magnetic field, where the exponent scaled linearly with B/kBT. Both predictions
are consistent with our analysis above, if we identify the critical field for the onset
of QHF as Bc, and assume that transport in the QHF state is controlled by thermal
activation across the gap J(B)
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9.1.3 Phase transition between QHF state and the layer-
polarized gapped state
We can now analyse how the QHF state is affected by electric field. This is conve-
niently accomplished through the development of a 'sigma-model' framework, where
the sigma model field is the SU(4) symmetry breaking order parameter, and SU(4)
symmetry breaking perturbations like the external electric field, the 'capacitance en-
ergy', and the Zeeman term are treated as perturbation fields.
The ground state manifold in the charge neutral QHF state consists of all possible
spin or valley polarised SU(4) symmetry breaking states. States that are polarised in
the orbital index have a higher energy, and may be neglected. We therefore suppress
the orbital index, and characterise the structure of the QHF state by a 4 x 4 matrix Q'
acting in the spin-valley space. The matrix Q' is defined as Q' = -1 + 2P,, where P
projects onto the occupied spin and valley species in the spin-valley polarised zeroth
Landau level. We note that in the zeroth Landau level, different valleys are localized
on different layers, and so the valley and layer indices are interchangeable. We further
define the matrices ME = 13 0 1 and M, = (M, My, Mz) = (1 0 U1, 1 0 o 2 , 1 0 0-3)
and we recognise mE = TrQ'ME, and m. = TrQ'M, to be the charge and spin
dipole moments respectively. We denote the flux quantum by <bo. The free energy
per electron is then given by a functional F = f d2rF[Q'(r)], where
F = J(B1)TrIVQ'12 + 2e dB TrQME)2 (9.5)
<bon-n
+ pB Tr(Q'(B -Ms)) + d (TrQ'ME)-
Here, J'(B) equals J(B), Eq.(9.4), up to numerical prefactors of order unity. The
first term is the gradient energy cost of deformations of the order parameter, the
second term is the 'capacitor' energy cost of polarising the layers by charge, the third
term is the coupling to the Zeeman field, and the fourth term is the charge dipole
coupling to the external electric field. The 'capacitor energy' term is proportional to
B because the density of electrons in the zeroth Landau level is proportional to B. We
218
now note that the Zeeman term is parametrically smaller than the capacitor energy
by m/me < 1, where me is the free electron mass, and can therefore be neglected.
The capacitance term, meanwhile is parametrically smaller than J(B) by d/ao. The
perturbative treatment of SU(4) anisotropies is therefore valid provided the electric
field is not too large, so that the perturbation fields are all small compared to the
stiffness J(B).
The sigma model Eq.(9.11) has symmetry group SU(2)spin 0 U(1)vaney, when we
neglect the Zeeman coupling, which is the weakest of the SU(4) anisotropies. The
QHF state breaks this symmetry for any choice of Q other than Q = 773 0 1. In the
limit E --+ o the sigma model Eq. (9.11) predicts Q = 7301 - which is a layer polarized
gapped state that does not break any symmetries. However, for small electric fields,
such a state is disfavoured by the capacitor energy cost of polarising the layers by
charge. Thus, the symmetry preserving state is only realised for E > Ec, where Ec
may be calculated precisely from Eq.(9.11). We write Q' = cos OME + sin OQ, where
Q is a SU(4) symmetry breaking matrix that is orthogonal to ME, Tr(QME) = 0.
We now solve Eq.(9.11) for the critical electric field when 0 -+ 0. This yields the
universal and sample independent answer
Ec eEcd
c =4a- 2.5meV/T.. (9.6)B1 ' B I
Here a = 1/137 is the fine structure constant, and the first expression is in Gaussian
units, whereas the second expression is in SI. We stress that this critical electric field
is independent of screening in the substrate, and the same critical electric field applies
to suspended samples and to samples on a dielectric substrate.
This critical electric field marks a second order phase transition involving the
spontaneous breaking of either spin SU(2) or valley U(1) symmetry. We note that
at Ec the electric field energy is less than J(B) by d/ao, hence the phase transition
occurs within the realm of validity of the sigma model. Since for E > Ec the system
is already layer polarised by charge, we expect no further phase transitions as we raise
E beyond Ec.
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Figure 9-1: Phase diagram for BLG at charge neutrality (schematic). A layer polar-
ized state is obtained at high E and a quantum Hall ferromagnet state at high B.
The transition between the two occurs at a critical field Ec = 4aB (Eq.(9.13)). In the
zero field limit, there is a rich variety of possible strongly interacting states. How to
distinguish which of these states is realised in experiment was the subject of Sec.8.2.
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Thus, the phase diagram for BLG in external electric and magnetic fields has the
form shown in Fig.9-1. At large electric fields, the system is in a layer polarized
gapped state. At large magnetic fields, it is in a QHF state. The transition between
the QHF state and the layer polarized gapped state happens at a critical field given by
Eq.(9.13). Meanwhile, in the zero field limit there is a rich variety of possible ground
states that can arise. Identifying the experimental signatures of the candidate states
has been one of the main purposes of this paper.
9.2 Topological defects and their signatures
A recent series of experiments on dual gated bilayer graphene (BLG) [6, 8, 7] unveils
a cornucopia of interaction effects in the quantum Hall regime. Compressibility and
transport measurements performed on suspended, dual gated BLG reveal an incom-
pressible state at filling factors corresponding to a partially filled zeroth Landau level,
an observation which has been explained in terms of an interaction driven ferromag-
netic polarisation of the ground state [10]. However, tuning experimental knobs such
as the transverse electric field and the parallel magnetic field also reveals a complex
pattern of high conductance regimes (Fig.9-2), which require explanation.
We note in particular that the v = ±2 quantum Hall state, unlike the v = 0 state,
displays a high conductance region at zero bias (Fig.9-2), whereas in compressibility
measurements [6, 8], the v = 0 and v = i2 states are both incompressible. How can
the sample be simultaneously conducting and incompressible? Moreover, why does
the sample cease to be conducting once we move away from zero bias?
We argue that at the experimental temperature, the v = 2 region near zero
bias is everywhere gapped, but nonetheless contains deconfined topological defects
(skyrmions), which carry electric charge. A system with a local gap but mobile
skyrmions can be simultaneously incompressible and conducting. An applied voltage
bias increases the skyrmion mass, and confines the skyrmions, explaining the sup-
pression of conductivity by applied bias. This interpretation is not without problems.
The experimental temperature is much lower than the calculated temperature for
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EcE
Figure 9-2: Schematic representation of experimental measurements in eightfold de-
generate zeroth Landau level of BLG [14]. Blue line corresponds to filling factor v = 0
whereas red line corresponds to filling factor v = +2. Full (empty) zeroth LL correp-
sonds to v = 4(v = -4). We attribute the peak at u = +2 and E = 0 to skyrmions,
whereas the peak at v = 0 and E = ±Ec is attributed to gap collapse.
skyrmion deconfinement, and a certain amount of fine tuning of parameters is nec-
essary to explain the zero bias peak in terms of skyrmions. Nevertheless, this is the
only reasonable explanation we could conceive for the experimental results - and this
interpretation can be readily tested by measuring the charge of the current carriers
in the zero bias peak, since the skyrmions are predicted to have charge 2e.
We also consider whether there may be other interesting physics associated with
topological defects that may be uncovered in BLG. In particular, we point out that in a
particular region of parameter space, the skyrmions should unbind into merons - exotic
topological defects with continuously tunable charge which have a long history in the
theory literature [1, 2], but have not yet been conclusively observed experimentally.
Although there is no signature of merons in the experiments [8, 7], the detection
of merons seems a interesting direction for future work on BLG. We conclude by
generalizing the theory of topological defects to chiral n layer graphenes, of which
BLG is the simplest example.
The physics of BLG in the quantum hall regime is analagous to semiconductor
double well systems [3, 4], with the added advantage that the doping level and in-
terlayer bias are independently controllable by gating. We may thus analyze BLG
using the theoretical framework developed for semiconductor double wells [1, 2], even
though the parameter regime that describes BLG is very different to that relevant for
double well systems.
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We begin our analysis by projecting on the zeroth Landau level. Wavefunctions in
the zeroth Landau level are represented by eight component spinors O.,,n(r), where
s and v refer to spin and valley index, and n = 0, 1 refers to the orbital index
[14]. Different valleys are localised on different layers. The projected Hamiltonian
is dominated by exchange interactions between electrons, which are invariant under
SU(4) rotations in the spin-valley space, but are not invariant in the orbital space.
At all integer filling factors, exchange interactions trigger an instability to a QHF
state [10], whereby the zeroth Landau level spontaneously polarizes and opens a gap
at the chemical potential. Polarisation can occur in spin, valley or orbital (n=0,1)
space. However, particles of different spin-valley have no mutual exchange interaction,
whereas particles with different orbital index have a partial exchange interaction,
so spin and valley polarisation is preferable to orbital polarisation. Hence, theory
predicts [10] that the ground state at v = 0 is spin or valley polarised, the ground
state at v = ±2 is spin and valley polarised, and orbital polarisation only occurs
at v = 1, 3. For understanding the behavior at v = 0, 2, it is therefore sufficient
to suppress the orbital index, and to study the spontaneous breaking of the SU(4)
spin-valley symmetry.
We now introduce the effective low energy theory of the QHF states at V = 0, ±2.
We characterise the broken SU(4) spin-valley symmetry by the 4 x 4 order paramater
matrix Q = 1 - 2P, where P projects on the occupied spin-valley states. The QHF
states at u = 0, +2 are then described by matrices
Qo(r) = Ut(r)AoU(r);Ao = diag(+1, +1,-i, -1) (9.7)
Q2 (r) = Ut(r)A2U(r); A2 = diag(+1, +1, +1, -1) (9.8)
where U(r) is an SU(4) rotation matrix, and Q-2 = -Q2.
We now discuss topological defects in the QHF state. Formation of the QHF
state at u = 0 (Eq.9.7) reduces the symmetry of the Hamiltonian from SU(4) to
SU(2) 0 SU(2) 0 U(1)[9]. The manifold of the v = 0 QHF states is thus given by the
eight dimensional coset space SU(4)/(SU(2)OSU(2)&U(1)). Similarly, formation of a
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v = +2 QHF state (Eq.9.8) lowers the symmetry to SU(3)0U(1), so the the manifold
of the v = ±2 states is the six dimensional coset space SU(4)/(SU(3) 0 U(1)) = CP3 .
These coset spaces supports topological defects, because
72  SU(4) = Z; 7r2 (CP 3 ) = Z (9.9)( SU(2) 0 SU(2) 0 U(1) ]
Here r denotes the nth homotopy group, and we have made use of the identity [19]
7r2 (G/H) = iri(H), for simply connected groups G and H. The CP skyrmions at
v = 2 are standard [20, 22], whereas the SU(4) skyrmions at v = 0 are more exotic,
and have not (to our knowledge) been seen experimentally. The topological defects
are charged, because flavor and charge are entangled when one projects on the lowest
Landau level (LLL) [2].
Skyrmions are massive excitations, that can form in a system that is everywhere
gapped [1]. Thus, the QHF state has no gapless charged excitations, and will be
observed to be incompressible in local compressibility measurements. However, the
absence of gapless charged excitations at zero temperature does not imply that the
system must be insulating at finite temperature.
At finite temperature in two dimensions, there is no spontaneous breaking of SU(4)
symmetry. Therefore, in the absence of SU(4) anisotropies, there will be proliferation
of skyrmions, which are charged and can carry current. Thus, thermal fluctuations
at any non-zero temperature will establish a non-zero conductance, even in a locally
incompressible state.
The low temperature transport properties are altered significantly even by weak
SU(4) anisotropies, such as the Zeeman splitting, the finite layer separation, and the
external electric field. We will treat these anisotropies perturbatively. We introduce
p,(B), the stiffness of fluctuations in the QHF order parameter. We also introduce
the matrices ME= 73 1 and (MX, M, Mz) = (10®- 1, 100-2, 1 OU 3 ), where 7i and a
are Pauli matrices in layer and spin space respectively. The free energy per electron
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is then given by a functional F = f d2rF[Q(r)], where
F =-" Tr|VQ2 + 2wre 2 dB1 1rQ E- SIr 1 87r 2 %KB/L (rQME) 2  (9.10)8 <bon'_K 4
[ B(Tr(Q(B - M)) + eEd 1( TrQME)-+ (4 ) le2 ( d
Here, <bo is the flux quantum, and we have assumed that the n = 0, 1 orbital degrees
of freedom are slaved together, and exhibit the same spatial pattern of spin-valley
polarisation. We justify this assumption by noting that any misalignment of spin-
valley polarisations for the n = 0, 1 orbitals carries a large exchange energy cost
[22].
The stiffness p, can be extracted from the local compressibility measurements
[8]. These measure the cost of introducing charge into the system. Charge can be
introduced in the form of charge e electrons, or charge (4 - v) skyrmions [1]. At
v = 0, ±2, individual electrons are the cheapest way to introduce charge, carrying
energy cost 2A = 'p, [22]. From the compressibility experiments, which measure
a discontinuity of the chemical potential of magnitude
2A(v 0) = 1.7meV/T, 2A(v =2) 1.2meV/T. (9.11)
B 1  B 1
we conclude that
p, (v = 0) = 0.1meV/T; pS(v = 2) = 0.07meV/T (9.12)
While compressibility experiments probe electron excitations, low temperature
transport experiments should be controlled by skyrmion excitations. This is because
the energetic cost of (4 - v) electrons is higher than the energetic cost of a single
charge (4 - v)e skyrmion, at v = 0, t2 [22]. Therefore, provided we are at low enough
temperatures for energetic considerations to dominate over entropic ones, electrons
should spontaneously bind into skyrmions, which should dominate transport. As we
show below, the transport signatures of skyrmions are heavily influenced by the SU(4)
225
anisotropies in 9.11.
We now discuss the behavior of BLG in the presence of anisotropies, using Eq.9.11.
We first consider v = 0, when there is a competition between spin and valley polar-
isation. At E = 0, the Zeeman field uniquely selects a spin polarised ground state.
The E # 0 case will be discussed later. Long range order survives up to a critical
temperature T, = 47rp,/((No - 1)ln(A/2pBB)) [25], where No = 8 is the dimen-
sion of the v = 0 target space. This result can be understood by noting that the
disordering effect of thermal fluctuations (which is logarithmically divergent in two
dimensions) gets cutoff by the Zeeman energy. For T < T, there is long range order,
and the system is insulating, whereas for T > T., long range order is destroyed, SU(4)
skyrmions proliferate, and the system becomes conducting, even though the system
may be locally ferromagnetically polarised and incompressible. Substituting in the
experimentally extracted value for p, (v = 0) (9.12), we obtain a critical temperature
of T, = 700mK * B±/T. At the experimental [7] magnetic field of 0.78T, the criti-
cal temperature T, = 550mK is much greater than the experimental temperature of
60mK, suggesting that the system should be in the long range ordered, insulating
state. This agrees with experimental observation.
At v = ±2, there is no competition between spin and valley polarisation, since the
system must polarise in spin and valley. At E = 0 the ground state is spin polarised
along the Zeeman field and valley polarised in the XY plane, spontaneously breaking
valley symmetry. The order persists up-to a temperature of order T' = 27rp,/((N2 -
1) ln(A/ min(2pBB, Em,))), where Ea, is the capacitor energy and N 2 = 6 is the
dimension of the target space. Taking p, from compressibility measurements (9.12),
we obtain the critical temperature T' = 350mK * B±/T. The critical temperature is
lower at u = 2 than at v = 0 firstly because the bare stiffness is lower, and secondly
because skyrmions at v = 2 carry only half the charge of skyrmions at v = 0, and
hence have only half the mass.
At the experimental magnetic field of 0.78T, the critical temperature of 270mK
is still larger than the experimental temperature of 60mK. However, the two tem-
perature scales are much closer together than at v = 0, and it seems plausible that
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disorder could suppress T' sufficiently to cause skyrmions to proliferate, explaining
the high conductance peak at zero bias (Fig.9-2).
Attributing the high conductance peak to skyrmions also allows us to naturally
explain why the conductance drops when electric field is applied. The low energy
excitations above the v = 2 incompressible state are CP 3 skyrmions, which evolve
smoothly from valley skyrmions in the limit E -> 0 to spin skyrmions in the limit
E - oo [20]. The mass of the CP 3 skyrmions is minimal at the charge balanced
point, increasing with E field as Ect ~ 1.4A(1 + 3E 2/(2a2B2) + 0(4)) [20, 21].
Increasing the skyrmion mass raises the critical temperature required for skyrmions
to proliferate, and thus causes the system to revert to an insulating state.
Our proposal that the high conductance peak is due to skyrmions can be readily
tested. Firstly, the critical temperature increases rapidly with applied magnetic field,
so if our proposal is correct, then the high conductance feature at v = 2 should get
rapidly weaker as the applied magnetic field is increased. Secondly, the CP 3 skyrmions
carry charge 2e, where the factor of 2 reflects the fact that the n = 0, 1 orbital states
have their valley polarizations locked together by mutual exchange interactions [22].
The charge of the current carriers may be tested using shot noise experiments.
Experiments also observe a high conductance regime at v = 0 and finite bias Ec
(Fig.9-2). However, this feature has been attributed to gap collapse as the system
transitions from spin polarisation to layer polarisation [23, 18, 11]. A theoretical
calculation starting from Eq.9.11 [11] leads to the universal, sample independent
critical bias of
E eEcd
c = 4aB 2.5meV/T. (9.13)
where a = 1/137 is the fine structure constant, d ~ 3A is the interlayer spacing
and we are working in Gaussian units. This result is in good agreement with the
experimental measurements
eE=d = 1.45meV/T (9.14)
B_
We now turn to other exotic physics connected with topological defects that may
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Figure 9-3: Phase diagram at v = 2, in the limit of strong in plane magnetic field.
The spins are frozen out and the system behaves as an easy plane valley ferromagnet
in an axial field. The regions I break valley U(1) symmetry. In the regions III
the valley polarisation vector is aligned along the z axis. In the regions II, the
valley polarisation vector has an in-plane component, which is not ordered. The II
regions support de-confined merons. The meron deconfinement transition occurs at
T ~ rJ(1 - E 2/4a2B).The dashed line indicates the temperature for the proposed
experiment to detect merons.
be accessed using BLG. An interesting behaviour may be realised if we tune the
Zeeman splitting (by applying in plane magnetic field) until it is much larger than
the capacitor energy and interlayer bias, so the spin degrees of freedom are frozen out.
The CP skyrmions then approximate to SU(2) valley skyrmions. In this limit, at
intermediate bias and finite temperature (region II of Fig.9-3), the skyrmions unbind
into merons - vortex like configurations in the valley XY ordering, where the valley
pseudospin rotates out of the plane in the vortex core [1, 17]. Merons have non-
quantised charge, and in particular the charge of the low energy merons tends to zero
as |El --* 2aB [26]. The presence of deconfined merons should thus manifest itself not
just in a high conductance regime at v = 2 and finite bias, but also in a sharp increase
in the signal to noise ratio as we tune electric field through the meron deconfinement
transition, proceeding along the dashed line in Fig.9-3.
Although merons have a long history in the theory literature [1, 2], they have never
been observed experimentally. The elusiveness of merons in experiments on quantum
double wells was attributed to interlayer tunneling, which confines the merons into
skyrmions. However, in chiral graphenes, the states on different layers lie in different
valleys, and so interlayer tunneling is largely blocked. For this reason, we believe
BLG (and chiral n layer graphene) are promising candidate materials for observation
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of deconfined merons.
We now generalize the above results to n > 2 layer, ABC stacked multilayer
graphene. With this stacking order, each lattice site in the bulk is either directly
above or directly below another lattice site. Interlayer hopping causes all the bulk
sites to dimerize, opening up a bulk gap of size -y at the charge neutrality point.
However, on the top and bottom surfaces, there are undimersized lattice sites, which
give rise to gapless surface states. The low energy single particle Hamiltonian for the
surface states takes the form [27]
vnn
H(p) = , P+ = P. i iPy (9.15)
eyn1(j j1) n 0xim
written in a basis such that (1, 0) is a Bloch state in the A sublattice of the top layer,
and (0, 1) is a Bloch state in the B sublattice of the bottom layer. Here v is the Fermi
velocity for single layer graphene.
A perpendicular magnetic field may be introduced into the above Hamiltonian by
minimal substitution p -* fr = p - eA, where A is the vector potential. Choosing to
work in Landau gauge A = (0, eBix), we recognize that *+ = 2 af, where at is the1
B
Harmonic oscillator raising operator and 1B = he/eBL is the magnetic length. The
spectrum may then be obtained by squaring the Hamiltonian, and takes the form of
an infinite tower of Landau levels indexed by an integer m, with energy
Em = sign(m) 2  (ml - 1). (9.16)
The zeroth Landau level has an n-fold orbital degeneracy supplementing the spin and
valley degeneracies.
In the QHF regime, the spin and valley degeneracies will be lifted before the
orbital degeneracy, for the same reason as for bilayer graphene [11, 10]. At filling
factors v = 0, tn, the effective theory for the n layer chiral graphene ferromagnet
will be Eq.9.11, with the interlayer capacitance and external bias terms multiplied
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by a factor of n - 1. This is because the K and K' valleys are localized on the
top and bottom surfaces respectively, and the separation between the two surfaces is
(n - 1)d. The topological defects will have the same spin and valley structure, except
they will now be n fold degenerate in the orbital index, and will thus carry charge ne
and will have statistical angle nr. Thus, chiral n layer graphene allows us to realize
topological defects with arbitrary integer charge and statistical angle. The charge ne
may be readily measured by doing shot noise experiments at a temperature that is
sufficiently high for the skyrmions to be deconfined.
Thus, we have performed a detailed analysis of the experiments [7, 8] within
the framework of the theory of quantum Hall bilayers. Our analysis illuminates the
interaction driven origins of various features observed in experiments. We explain the
observed high conductance peak at zero bias in the v = 2 incompressible quantum
Hall state as a signature of skyrmions, which carry charge 2e. We propose that BLG
may allow detection of merons, a type of topological defect which has not yet been
observed experimentally. We generalized the BLG results to chiral n layer graphenes,
where the skyrmions have charge ne.
We thank B. Feldman, J. Martin, T. Weitz and A. Yacoby for sharing unpublished
experimental data with us, and we acknowledge useful conversations with A. Young,
P. Kim and K. Yang.
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Chapter 10
Summary and outlook
This thesis has focused on many body physics in graphene. We have studied three
distinct graphene based systems where there are significant departures from single
particle behavior: doped single layer graphene, bilayer graphene, and graphene in the
quantum Hall regime. We now review the essential results and the outlook for these
systems.
10.1 Single layer graphene doped to the Van Hove
point
We showed that when graphene is doped to a Van Hove singularity in the density of
states (which occurs at a doping level of either 3 or 5 electrons for every four carbon
atoms), there is a strong likelihood of realizing non-trivial correlated states. The
most likely correlated state is a d-wave superconductor, which forms even though the
bare interactions are repulsive. Moreover, the superconducting state is chiral, and
provides a realization of chiral, topological superconductivity. Meanwhile, the only
competing instability is a spin density wave, which also has unusual features, such as
having gapless charged excitations in one spin branch only.
Further development of this subfield largely depends on experiments. In order to
see the non-trivial many body physics described in this thesis, it is necessary to dope
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graphene without introducing enormous amounts of disorder, since disorder destroys
both d-wave superconductivity and spin density waves. One promising experimental
technique for doping graphene without introducing enormous disorder is ionic liquid
gating. Experimental efforts to dope graphene to the Van Hove point using ionic
liquid gating are currently underway and may soon be able to test the predictions
made in this thesis.
10.2 Bilayer graphene
We also showed that the quadratic band crossing in bilayer graphene is unstable to
arbitrarily weak interactions. There are a large number of possible phases which can
arise, both gapped and gapless, and we classified these phases, as well as indicating
the key experimental signatures.
The principal outstanding experimental problem is to directly probe the nature of
the broken symmetry in the strongly ordered states. This requires either four probe
transport measurements, or else use of optical techniques. Optical signatures such
as Kerr rotation (broken time reversal) and anisotropy in reflection (broken rotation
symmetry) in particular provide a direct test of the nature of the broken symmetry
state.
There are several major outstanding theoretical challenge. One challenge, for the
ab initio community, is to determine the 'microscopic' coupling constants that should
be input into the RG procedure. This would allow to identify a specific phase as
the leading weak coupling instability, rather than just constructing phase diagrams
in the space of unknown couplings. The second challenge is to understand the nature
of the electron phonon coupling, and to determine how it affects the phase structure
- a challenge which has thus far been ignored. The final challenge for the many body
theory community is to develop techniques that are capable of following the RG flow
into the strong coupling regime, to determine the nature of the strongly ordered phase
(which may not be the same as the weak coupling instability). A rigorous treatment
of the dynamically screened long range interactions also needs to be done, taking
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into account the possibility that cencelling In2 divergences may lead to residual In
divergences, which could alter the RG flow.
10.3 Graphene in the quantum Hall regime
A third set of exotic many body phenomena arise when a magnetic field is applied to
graphene. Quantum Hall phenomena were not the central focus of this thesis, but in
Chapter 9 we did present some calculations regarding the quantum Hall ferromagnet
state in graphene, and the unusual topological defects that may be found in this state.
There are a number of promising future directions for graphene in the quan-
tum Hall regime. One potential direction for experiments is to look for the unusual
topological defects that arise in the quantum Hall ferromagnet state. Another in-
teresting direction, for both theory and experiments, is to study fractional quantum
Hall physics in single and bilayer graphene. Abelian fractional quantum Hall states
have been observed in experiment, but non-Abelian quantum Hall states have not yet
been observed in graphene. Whether there are any unusual non-Abelian quantum
Hall states that can arise in graphene is a worthwhile topic for future investigation.
10.4 Future Directions
There are a number of additional promising future directions for research in many
body physics in graphene. One promising line of research involves chiral multilayers
(i.e. graphene layers stacked in an ABC arrangement, where each successive layer
is rotated by 21r/3 with respect to the previous one). Chiral multilayers have a
divergent density of states even at charge neutrality, and may well also realize exotic
strongly correlated states. Another interesting line of research may involve studying
dynamical many body effects, instead of just ground state properties. Time will tell
what surprises graphene still has in store for us, but it seems likely that there will be
many.
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Appendix A
Supplementary material for 'Chiral
superconductivity from repulsive
interactions in doped graphene'
A.0.1 Calculating Tc
We start by noting the tight binding dispersion
E = itV1 + 4 cos(7rka)(cos(7rk.a) + cos(v137rkya)) (A.1)
where t = 3eV is the nearest neighbor hopping for graphene and a ~ 1A is the lattice
constant. This defines a bandwidth W ~ 9ev. The linearization of the dispersion
about the M point is valid for irka < 1, which corresponds to an energy window of
width Ao ~ t. In this energy window, the density of states takes the form
v(E) ~ vo ln Ao/E (A.2)
with vo ~ 1/(27rt).
The RG is performed starting from some UV scale A. Since the RG is performed
with the linearized dispersion, it is essential that A < Ao. The natural choice would
be to take A = Ao = t. For technical reasons, however, it will prove convenient to
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take A to be close to but slightly smaller than A0 . For the present, we simply treat
A as a free parameter.
Now, we start with the Coulomb interaction V(q) = 27re 2/(qa 2 ) (we keep track of
the lattice scale, so that the Coulomb interaction in momentum space continues to
have dimensions of energy). Let us integrate out all states between the bandwidth
W and the UV cutoff A. We will take into account the effect of these states in the
RPA. The RPA can be formally justified by appealing to the large number of fermion
flavors present in the problem, N=6 (3 patches and 2 spins). The effect of the high
energy states in the RPA is to screen the Coulomb interaction
27re 2
V(q, w) = qa2  (A.3)
1 + 22 NIA(q, w)
where N = 6 is the number of fermion flavors participating in screening and IA
is the single species polarisation function obtained by integrating out states with
energies greater than A. The interactions gi and g4 do not alter the patch label
of electrons - treat these as having momentum transfer q = qA ~ 1/(7ra), where
tqAa 2 m A. Meanwhile, the interactions 92 and g3 transfer momentum Q = 1/a, equal
to the nesting vector connecting in-equivalent patches. Neglecting any frequency
dependence of the interaction,
91(0) r1_ g4(0) e- V(qA, 0); (A.4)
92(0) 93 (0) V(Q, 0) (A.5)
Now, HA should be like the polarisation function for an insulator with bandgap
A. In particular, for large momentum transfer q qA, there should be metallic type
screening, with HA(q 2 qA) e v(A) = vo ln(Ao/A). Thus, we get
V 4 - re 2 /(at)
1 + N7r ln(Ao/A)e 2/ (at)
e2/(at)
1 + N ln(Ao/A)e 2/(at) (A.7)
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where we have taken vo = 1/27t. Now e2/(at) ~ 5 for a = 1A and t = 3eV, so we
are close to unitarity. In this limit, we have
1
9i1 'o ~ g2vo ~ gavo ~ g4vo ~ gJovo N nA{/)A.8)91VO 2VO 3VO 9VO 9VO =N ln(Ao/A)(A8
Let us take ln Ao/A = 1, i.e. A = 1eV. There is admittedly an arbitrariness in
this choice. However, this arbitrariness reflects itself only in an 0(1) uncertainty
in the prefactor for our eventual expression for Tc. Calculation of this prefactor is
beyond the scope of RG, which can only calculate the exponent in the expression for
Tc (logarithmic accuracy). Thus, with logarithmic accuracy, we have gi = go = 1/6.
We take these to be the bare couplings at the UV scale A = leV, and henceforth do
RG. Substituting into the results obtained by integrating the In2 RG equations, we
obtain the result
Tc = A exp(-1.5/i/govo) ~ 200K (A.9)
(up to pre-factors of order unity). If true, this would be a remarkable result, exceeding
the critical temperature of all other known superconductors. However, we have made
some strong approximations in obtaining this result. For example, we have completely
neglected single log terms in the RG equations. While such single log terms are
formally subleading in the limit of weak coupling, they may well affect Tc. Moreover,
since Tc is exponentially sensitive to go, our approximate calculation of go carries an
exponentially large uncertainty in the value of Tc.
A.0.2 The fixed point trajectory
Here, we address the question of how large is the basin of attraction for the fixed
point investigated in the main text. We show that the basin of attraction for the
fixed trajectory includes the entire parameter space of weak repulsive interactions.
We recall the RG equations
dg1  = 2dig 1 (g2 -gi), dg2 = 2 + g2),dy dy =
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d93  -(n - 2)g2 -29394+ 2dig3(2g2- gi), (n- 1)g2 2dy 9 + (ni-3Izg2 gdy
(A. 10)
We note that the equations (A.10) are homogenous, and the # function for g2 is
positive definite. If we assume that the initial 92 interaction is positive (repulsive),
then 92 is monotonically increasing under RG, and can be treated as a proxy for the
RG time, following [1]. Making the substitutions gi = X 19 2 , ga = x 3g 2 and g4 = zag2,
we can rewrite (A.10) for n = 3 as
dxi 2x 1 (1 - x1) dX3  2diX3(2 - xi) - - 2x 3 X4
-= -Xzi+ =-z_3 +3dlng2  1+xz ' d ln92 d1(1 + X2)
dX4  2x2 + X2
= -X 4  (A.11)dln g2 d1(1+ X3)
The fixed points of (A.11) (e.g., solutions with constant x1, x 3 , and x4 ) correspond to
fixed trajectories of the RG flow. When solving (A.11) with dxi/d ln 92 = 0, di should
be interpreted as di(yc), and we should restrict ourselves to solutions with real values
of x 1 , x3 and X4 , with xi > 0 and Xs > 0. The latter constraint follows because the #
functions for gi and 93 (A.10) vanish when the respective couplings go to zero, and
so gi and gs cannot become negative if they start out positive.
The set of non-linear algebraic equations for x reduces to 7th order equation on.
say, x1 , hence in general there are 7 different fixed trajectory. However, three of
them correspond to negative values of either x1 or X3 , and three fixed trajectories
are unstable, as we verified by solving the set (A.11) near the fixed trajectory. This
leaves the fixed trajectory discussed in the main text as the only stable fixed point
of (A.11) that is compatible with the above constraints. Thus, any choice of weak
repulsive interactions leads to the same fixed trajectory.
The solutions for x along the fixed trajectory can be obtained analytically if we
assume that the bare value of the exchange coupling gi is zero, in which case gi = 0
holds during RG flow, and x1 = 0. The set of two algebraic equations for X3 and X4
at the fixed point then reduces to 4th order polynomial algebraic equation, which can
be solved exactly. Out of 4 soltions, two correspond to imaginary x3 and one to a
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negative g3 . This leaves only one fixed trajectory, consistent with intial conditions.
A.0.3 Ordering in 0(1n) divergent channels
Here we consider the possibility of ordering in an O(In) divergent channel, and show
that it cannot compete with superconductivity. First, we recall the scaling form of
the superconducting susceptibility,
Aa,b(y) = XSCd(y) ~ (YC - y)2(G4 -G 3) 90 ) 2(G4-G3), (A.12)
Aa,b(0) 94(M
We wish to contrast this with the susceptibility in an O(ln) divergent channel.
We therefore introduce a vertex corresponding to particle-hole pairing on the same
patch, and examine how it renormalizes under RG. We find a scaling solution for the
susceptibility, generic for any ordering in a O(ln) divergent channel, which takes the
form
X ~ (Yc - Y) - (go/g4(Y))" (A.13)
where a is some linear combination of the Gi with 0(1) coefficients. Naively, such
susceptibilities will also diverge as y -> yc if a < 0, although the exponent will
be parametrically smaller than (A.12) by Vdg. However, we argue that not only is
the exponent for these divergences parametrically small, but in fact such divergences
lie outside the range of justifiable applicability of the RG. To understand why, it is
essential to remember that the one loop RG only applies upto an energy scale y1
when the couplings become of order one. (The limiting scale y1 may actually be even
smaller once we take into account self energy E(w, kF) Oc g2wlog2 A/IwI (Ref12]))2
At the scale y1, (A.13) gives X(yi) = exp (ago lngo).In the weak coupling limit,
go -- 0 and X(Yi) ~ 1. Therefore, the susceptibility in a In' divergent channel is
not significantly enhanced within the region of applicability of the one loop RG. In
contrast, for In2 divergent channels like SCd, (A.12) gives Xscd(Yi) goSC, which
goes to infinity as go -* 0. Therefore, only susceptibilities in 1n2 divergent channels
are strongly enhanced in the regime of justifiable applicability of weak coupling RG.
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A.0.4 Hubbard-Stratanovich treatment of superconductivity
Here, we provide details of the Hubbard Stratanovich treatment used to investigate
the superconducting phase at temperatures lower than Tc. We begin by writing the
partition function in the path integral formalism as Z = f D[, @]exp(- f L[, ]),
where
94 93 93 i 1  1
= f (r -- Ek+)@c- 42 2f 3f 3 93 94 9 0 2 0 2
93 93 94 [ 3 4 3
(A. 14)
Here a is a patch index and the momentum, frequency and spin indices have been
suppressed for clarity. We have included only the 'pair hopping' interactions 93 and
g4 since these are the only interactions that contribute to d-wave superconductivity.
We demonstrated earlier that under the 3-patch RG, ga and g4 flow such that
93-9 4 = A > 0. (A.15)
When this is the case, then the interaction matrix in Eq.A.14 has two eigenvectors
with degenerate negative eigenvalues. These reflect the two possible d-wave super-
conducting phases, which have identical instability threshold. We introduce two 3 x 3
matrices in patch space, di and d2, where
1 1 1da = -diag(0, 1, -1); db = diag(1, -, - ) (A.16)
v32 2 2
These matrices obey Tr(d2) = 1, Tr(d2) = 1 and Tr(dadb) = 0, where the trace goes
over the patch space. Using these matrices, we can define the order parameters of the
two d-wave instabilities as Aa = 2A()daO@) and Ab = 2A($~dbV@). We can now decouple
the quartic interaction in Eq.A. 14 using a Hubbard Stratonovich transformation, and
can hence rewrite the partition function as Z = f D[/, 0k, A/a,b, ] exp(- f L'[/, @, A 1, A*, A 2, A*]),
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where
Gl- 1  Aada+ Adb 1 [a+ |Aa| 2 + |Ab2 (A.17)
A*da+ Aidb GJ-1 [ A
We have written the action in a Nambu spinor form, and we have introduced the
particle and hole Green functions G+ and G_ These Green functions are diagonal in
Fourier space, and have the form G± (w, k) = iw T (Ek - p) where w is a Matsubara
frequency, Ek is the energy of a state with momentum k and P is the chemical po-
tential. We now integrate out the fermions in Eq.A.17 to obtain an exact action in
terms of the order parameter fields alone. This action Z"(Aa, A*, AbAg) takes the
form
L1 =11-In( G+ Aada + Abdb | +Aa|2 + Ab 2
A*da+ Aidb G-1 4A
The trace goes over patch space and over the Nambu spinor space. We expand this
action in small Aa,b to order A4 , exploiting the fact that the Green functions commute
with the order parameter matrices, and the trace over patch space vanishes for any
expression with an odd number of da or db matrices. We make use of the identities
Tr(d ) = Tr(d 2 ) = 1, Tr(d4) = Tr(d4) = 1/2, Tr(dad2) = Tr(dadbdadb) = 1/6,
transform from partition function to free energy and obtain, up to an overall factor,
/1 N+/4 nAA+n A2
F = (IAa| 2+AbI| 2) + Tr(G+G)) +K (|Aa| 4 + Ab + 3IAa|2 Ab12 + a b3 b '
(A.19)
where K = Tr(G+GG+G_) > 0.
Superconductivity sets in when the coefficient of the quadratic terms first becomes
negative, which leads to
Tc ~ A'exp(-1/vX). (A.20)
The nature of the superconducting phase below Tc is controlled by the anisotropic
quartic term. Since K > 0, minimization of the quartic term leads to |AaI = |Abi
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and Arg(Aa/Ab) = r/2. The full superconducting order parameter is thus
a i =A ( , 1 i -
244
(A.21)
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Appendix B
Attraction in d-wave channel from
perturbation theory for doped
graphene
We recently demonstrated using a renormalization group (RG) method that graphene
doped to the M point of the Brillouin zone displays an instability to chiral d-wave
superconductivity, even when the bare interactions between electrons are repulsive.
An attraction in the d-wave channel is generated spontaneously by the RG. In this
Letter, we point out that the source of the attraction can be understood already
within second order perturbation theory, without invoking the full machinery of the
RG. We hope this will assist readers in developing an intuition for our results.
Non-interacting problem Let us first ignore interactions and focus on the tight-
binding dispersion for the honeycomb lattice. This takes the form
.E = t + 4cos(7rkza)(cos(7rkza) + cos(v'37rkya)) (B.1)
where t = 3eV is the nearest neighbor hopping for graphene and a ~ 1A is the lattice
constant. This defines a bandwidth W ~ 9ev. Near the energy E ~ ±t, the fermi
surface (FS) takes the form of a perfect hexagon, displaying perfect nesting when third
and higher neighbor hoppings are neglected. Moreover, the corners of the hexagonal
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FS are saddle points of the dispersion. The tight binding dispersion, expanded about
the saddle point M1, takes the form
e(k) = 3t(ira)2 (q. - \/Iqxqy) + O((rqa)4) (B.2)2
where e is the energy relative to the saddle point, and q is the momentum relative
to the saddle point. The expansion is valid for irka < 1, which corresponds to an
energy window of width Ao ~ t. A similar expansion is obtained about the other two
inequivalent saddle points. The existence of saddle points is a topological property
associated with a change from a two-piece to a one-piece Fermi surface, and thus is
robust against all small perturbations. It leads to a logarithmic divergence in the
density of states, such that the density of states for energies E < Ao takes the form
v(E) ~ vo ln Ao/E (B.3)
with vo ~ 1/(27rt).
Interactions: We introduce Coulomb interactions into the Hamiltonian, which
may be written (in second quantized notation) as
H = EkcLck,-- |k1 E 27e 2 tcckC ,ack46 (k1+k2-k 3 -k 4 -{Kj})
k,o k1,k 2 ,k3 ,k 4aa'
(B.4)
where k1 ,2 ,3 ,4 are momenta, 0, c' are spin labels, {Ki} denotes the set of reciprocal
lattice vectors and the 3 function enforces conservation of crystal momentum.
From this Hamiltonian, we can obtain a set of matrix elements {g} (loosely termed
'interactions'), defined as
gk'k 2 ,ka,k4 = ((ki, o-), (k2 , U')I Z (k3 , U'), (k4 , U)) (B.5)
where 3 is the inverse temperature.
We wish to study the scattering matrix elements {g} at low energy. The effective
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matrix elements at an energy scale E are obtained by tracing out all states with
energies E' > E. We follow a two-fold procedure for tracing out high energy states.
We integrate out states displaced from the M point by energies greater than A ~ AO
within the Random Phase Approximation (RPA). For technical reasons, it is conve-
nient to take A to be close to but slightly smaller than A0 . This defines for us an
RPA screened Coulomb interaction at the scale A, of the form
2ire2
V(q, w) = qa 2  (B.6)
1+ 2 NHA(q,w)
where q is the momentum transferred, N is the number of fermion flavors participating
in screening and HA is the single species polarisation function obtained by integrating
out states with energies greater than A.
We then calculate the perturbative corrections to the RPA screened Coulomb
interaction, arising from states with energy E < A. For these states, we do not use just
the RPA, but instead take into account all processes at second order in perturbation
theory. We show that the full second order perturbation theory already generates
an attraction in the d-wave channel. The attraction has two distinct sources: an
overscreening effect (Kohn Luttinger mechanism), and an attraction mediated by spin
fluctuation exchange, with spin fluctuation exchange being the dominant mechanism
for generating attraction.
Perturbation theory The effective interaction at the energy scale A is given by
,k, V(k 1 - k4 , A) (B.7)
where V(q, w) is defined by (B.6). However, we want to know the effective interaction
at energy scales E < A. We calculate this in perturbation theory. When we do
this, we note that we can make a great simplification. Namely, the matrix elements
where ki,2,3,4 lie near the saddle points of the dispersion will acquire much stronger
perturbative corrections (In2 A/E) than all other matrix elements (ln' A/E). This
is because the density of states is logarithmically enhanced near the saddle points,
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and thus the phase space for interactions is logarithmically enhanced near the saddle
points also. With logarithmic accuracy, we can thus restrict ourselves to only those
matrix elements where k1 ,2 ,3 ,4 all lie near a saddle point. We further approximate
by assuming that the Hamiltonian has no spin structure, which should be a safe
assumption given the weakness of the spin orbit coupling in graphene.
There are only four interactions that satisfy the above conditions. These are
illustrated in Fig.2-2, where we introduce also the shorthand labelling gi, 2 ,3 ,4. In
terms of these interactions, the effective Hamiltonian at the energy scale A takes the
form
TTA ~ ~ ~ A0t0 c
HA = @ak a + -94 a a aa (B-8)
+gO I~ A + tb~4 (B.9)
+ 93 a a,
Here a, # = 1,2, 3 label the three inequivalent saddle points. Meanwhile, the bare
couplings gA are defined at an energy scale A which is equal to the UV cutoff of
the theory. The interactions gi and g4 do not alter the patch label of electrons
- treat these as having momentum transfer q = qA P 1/(ra), where tqAa 2 _ A.
Meanwhile, the interactions g2 and 93 transfer momentum Q = 1/a, equal to the
nesting vector connecting in-equivalent patches. Neglecting any frequency dependence
of the interaction,
91(0) ~.. 94(0) ~.. V(gA, 0); (B. 10)
92 (0) r1_ 93 (0) r-_ V (Q, 0) (B. 11)
where V(q, w) is given by Eq.B.6.
Now, HA in (B.6) should be like the polarisation function for an insulator with
bandgap A. In particular, for large momentum transfer q ;> qA, there should be
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metallic type screening, with llA(q qA) - v(A) = vo ln(Ao/A). Thus, we get
giVO = g4vo = 7r2(t a)(B. 12)1 + N7r ln(Ao/A)e 2 /(at)
e2/(at)
1 + Nln(Ao/A)e 2 /(at)
where we have taken vo = 1/27rt. Now e2/(at) r 5 for a = 1A and t = 3eV, so we are
close to unitarity. Taking N = 6 to reflect the presence of three inequivalent saddle
points and two spin species per saddle point, we obtain
g2Av = g4 vo 0 .16, gAvo = gAv o  _ 0.15 (B.14)
We have taken In Ao/A = 1, i.e. A = leV. There is admittedly an arbitrariness in
this choice. However, since the parameter A sits inside the logarithm, we believe this
arbitrariness is inessential.
All four interactions in (B.8) are marginal at tree level, but acquire logarithmic
corrections in perturbation theory. The building blocks of the perturbation theory
are the susceptibilities in the particle-particle and particle-hole channels, H,, and
Hph, evaluated at momentum transfer zero and at momentum transfer Q"0 (Fig.2-1).
Similarly to [21], we have
Hl (0) = - In A n A4 max(Tp) T'
lphy(Qi) = AIn In A (B.15)4 max (T, p) max (T, P, t3)'
and Hh(0), H,(Q) = vo ln , where A is the maximum scale up to which higher
order terms in the dispersion can be neglected, (Fig.2-1) and T is the temperature.
One log factor reflects the divergent density of states (and is present only for the
interactions where all states are near the saddle points). The additional ln factor
in H,,(O) (Cooper channel) arises because Ek = E-k, generic for any system with
time reversal or inversion symmetry. In contrast, the additional In factor in 1ph (Qi)
requires nesting of the FS, and is cut by any term that spoils the nesting, such as
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third neighbor hopping t3 or doping p.
Using the above building blocks, we can readily write down the interactions, in-
cluding corrections to second order in perturbation theory. The perturbation theory
generates corrections of the form g In2 A/E and g In A/E, where g ~ 0.15 is one of
the interactions. The limits of justifiable applicability of the perturbation theory
are set by the condition gin 2  0 O(1). At this scale, the single log corrections are
g in ~ O(Jgg) < 1, where for the last inequality we have assumed we are in the weak
coupling limit. Therefore we can neglect all single log corrections and retain just
In2 corrections at second order in perturbation theory. The small parameter justify-
ing this approximation is Fg. For the RPA screened interaction (B.6), fd ~ 0.38.
This same parameter controls the patch approximation, whereby we take into ac-
count only those interactions where all incoming and outgoing states lie near a saddle
point. Within this leading log approximation, we find that at the scale E, the various
interactions are
g = gA + 2 lph(Qi)91(92 ~ 91)
E A _p Q)g 2
92 = 92 +Un 1 h )g2 3+3
g = g- (n - 2) H,,(0)g2 - 2l,,(0)gg4 + 2H1h(Qi)g3(292 - 91),
A A _P Og
94= - (n - 1)H,,(0)g - ,,(0)g4. (B.16)
where n = 3 is the number of inequivalent saddle points and the susceptibilities
are defined by (B.15). The limit of applicability of the perturbation theory is set
by the scale at which the corrections to these interactions become of order the bare
interaction i.e. gA! In2 A/E ~ 1. This happens when Q In2 A/E ~ 1 /gA ~ 6.7.
It is now useful to make a basis transformation, and to define
gscd = g4 - 93 gsdw =g3 + g2 9KL = 92 - 94 (B.17)
where 9scd is the coupling in the d-wave pairing channel, gsdw is the coupling to spin
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fluctuation at momentum equal to half a reciprocal lattice vector, and gKL reflects
the fact that screening in the presence of a fermi surface may depend on the relative
positions of the scattered states, and not just on the momentum transferred. At the
energy scale A, we obtain from (B.13) the bare couplings
9Scdvo = 0.01 gsdwvo = 0.31 gKLVO = 0 (B.18)
Note that 9Scd is positive, indicating the presence of a bare repulsion in the d-wave
channel. However, the size of this repulsion is much less than the size of the bare
repulsive interactions, gScdvo = 0.01 < gi, 2,3 ,4v0 0.15. This difference in scales
will allow us to generate an attraction in the d-wave channel within the limits of
applicability of the second order perturbation theory. Note also that although gaL =0
within RPA, a non-zero gKL will be generated in perturbation theory.
The perturbative correction in the d-wave pairing channel takes the form
=g E E A A [(A2 +g ~ A - 3 g A A+ (g ) 2] VO In 2 A (B. 19)9SCd Scd - SSCd ~2 LSsdw2 4sdwgSCd ~ sdwK KL 1 4 E
Firstly, note that the correction to 9Scd is negative i.e. perturbation theory intro-
duces an attractive correction. Secondly, note that there are two distinct routes to
generating attraction. If the screened interaction depends on the relative position of
the scattered states, and not just on the transferred momentum (gKL - 0) then this
generates an attractive correction. This is just the Kohn Luttinger mechanism. The
Kohn Luttinger effect is generic to any Fermi liquid - however, it is also a weak effect.
If we start from the RPA screened Coulomb interaction and work in the patch model,
then gK = 0. A nonzero gKL will be generated at second order in perturbation
theory, but this will feed back to produce an attraction in the d-wave channel only
at fourth order in perturbation theory. In contrast, spin fluctuation exchange can
already generate an attraction at second order in perturbation theory.
Attraction due to spin fluctuation exchange is represented by the first term in
(B. 19). This term arises only in the presence of a nested Fermi surface, and moreover
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it requires that the nesting vector connecting inequivalent saddle points must be
half of a reciprocal lattice vector (so that pair hopping is allowed). However, if
these conditions are met (as they are in graphene at the M point), then it allows to
generate an attrraction already at second order in perturbation theory. At the limit
of applicability of the perturbation theory, when ' 1n2 A/E ~ 6.7, we have
ogscdvo = -- 0.312 + 0.31 * 0.01 - 0 + 0 6.7 = -0.31 (B.20)2L
Adding this to the bare coupling, gscd = 0.01, we find that
s=cdv0 0.01 - 0.31 = -0.3 (B.21)
Note that this is negative i.e. there is an attraction in the d-wave pairing chan-
nel. This attraction is generated already at second order in perturbation theory. It
arises largely due to spin fluctuation exchange (with the Kohn Luttinger contribu-
tion kicking in only at fourth order in perturbation theory). Once an attraction is
generated, the standard BCS mechanism indicates that there will be an instability to
superconductivity.
Of course, there are also other competing instabilities in other ordering channels,
so the generation of an attraction does not estabish that superconductivity will arise.
Nor is it clear from the perturbation analysis how universal our results are. However,
it may be shown using RG methods that in fact out results apply for any choice
of weak repulsive interactions at the scale A, and moreover that superconductivity
dominates over all competing instabilities at weak coupling. We hope that exhibiting
the mechanism for generating attraction within second order perturbation theory will
make clearer the origin of our results.
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Appendix C
Uniaxial antiferromagnetic
half-metal on the hexagonal lattice:
Supplementary material
C.1 Coupling of interactions to spin density waves
The minimal low energy model for graphene doped to the vicinity of the Van Hove
point was presented in [1]. This model contains four interactions - density-density,
exchange, pair-hopping and forward scattering, labeled gi, 92, 93, g4, respectively. In
our calculations, we used only the interactions g2 and g3 , reasoning that gi and g4 do
not couple to spin density waves. We now justify this statement.
Firstly, the interaction g4 describes the process 1k, k) -+ |k, k). It is a forward
scattering interaction between two states at the same momentum. This interaction
cannot couple to density waves, which involve states at momenta separated by a
nesting vector Q.
Secondly, the interaction gi describes the process Ik, k + Q) - |k + Q, k). This
interaction does couple to charge density waves - it connects one particle-hole bubble
with momentum Q to the other bubble with the same momentum. However, this
interaction does not couple to the spin density wave vertex because of the property
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of spin o matrices: EZ of, = 0 (Ref. [2]).
Thus, to study SDW physics, it is sufficient to study the 92 - g3 sector of the low
energy model from [1]. We emphasize that this does not introduce any approxima-
tions.
C.2 Calculation of expansion co-efficients
In this supplement we present the calculations that were quoted in the main text.
We present analytic calculations, but we also did evaluate these integrals exactly
numerically and confirmed the analytic results.
C.2.1 Calculation of Z1
We wish to evaluate
Z 1 =T zJ dkj2G2(k, on)G2(k + Q 37 W) (C.1)
The integral over the Brillouin zone is dominated by those values of k where both
Green functions correspond to states near a saddle point. Expanding the energy
about the saddle points, we rewrite the integral as
ZI d2k1
Z1 T1 (C.2)Z T (27r) 2 (ion - 3" (3k2 - k2)) 2 (iwa - 32k,(k, - V5k2)) 2
Where the integral is understood to have a UV cutoff for k of order 1. We now define
a = /3t 1/4(ky - V5kx) and b = V3t 1/4(ky + v/kx), and rewrite the above integral
as
= T>Z 2 dadb 1 (C.3)
W 3v t1 _, (27r) 2 (iwn + ab)2 (iwo - a(a + b))2
We now define x = ab and rewrite the integral as
Z,= E 2 da 1 Radx 1CAZi Lon 3v/~t 1 u jaf J\/-Ya 2x + 1 (C.4)
3v'si -s27ral -. 2r (sn +x) 2 (iw. - a2 _-3
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We now assume TN <K t1 (which should certainly be the case for weak/moderate
coupling). In this limit, we can perform the integral over x approximately, using the
Cauchy integral formula, to get
Zj=TZ 32 f da 1 2isignwo,
30t, 5 ti 2Ir aI (a 2 - 2iw) 3
4 da 1 isignwn(a2 + 2iwn) 3
3v/ti _-v 27r ial (a4 + 4w2) 3
(C.5)
The imaginary part of the above integral is odd in w and hence vanishes upon per-
forming the Matsubara sum to leave an integral that is purely real
ZT 8Iwn da 1 4w2 - 3a 4 8|wn
Z, TE3 v/5t_ 27r I aI (a4 + 4W)3 TE33ti 1
with logarithmic accuracy.
accuracy) gives
J "tida 1 4w2
_27r ja (a4 +4w) 3
(C.6)
Performing the integral over a (again with logarithmic
Z1, Tj In = (16.8 In
127rv fti lon|3 on 487r4 Tt N
tl
T + 10.5)27rT
16.8 ln 11-
TN
48,r4/5Ty2ti
(C.7)
Where we take wn = 27r(n + 1/2)TN, T = TN and perform the discrete sum on
mathematica.
C.2.2 Calculation of Z2
This time we want to evaluate
Z2 = T j (2 )2 G2
Wn
(k, wn)G(k + Q3, Wn)G(k + Q1, wn)
Again, we anticipate this integral will be dominated by regions of the Brillouin zone
where all three Green functions correspond to states near saddle points. Expanding
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(C.8)
the dispersion about the saddle points, we obtain
Z2 
~ T E
w~n
I
d2k 1
(2r)2 (iwo - - (3kg - k2 - 2ky(ky - v'5k,))(ion - 3 '2ky(k + v3k,))
(C.9)
Making the same coordinate substitutions as in the preceding section, we recast this
as
2 I dadb3vf5ti j-a (27r) 2 (iw, + ab)2 (ijw 
-A s n
After scaling out win, we can rewrite it as
1
a(a + b))(iw - b(a + b))
2 ti dadb 1
Z2=T> E 3t,1|3_ (27r) 2 (i + ab)2 (i - a(a + b))(i - b(a + b)) - 2=T E 2{. 11IWn127r2-\/3t n 13
Where the rescaled integral is fully convergent, and can be done numerically on
mathematica. The sum over Matsubara frequencies can also be done on Mathematica,
and yields the answer
T2= j 2.9 x 16.848.rv/5t1Ty (C.12)
Comparing with the previous expression for Z 1, we see that Z 2 ~ Z1 x 2.9/ ln(T/ti).
Thus, Z 2 < Z1 provided the log is large. (If the log is not large then the evaluation
of Z1 with logarithmic accuracy does not suffice, and sub-logarithmic contributions
to Z1 must also be taken into account.)
C.2.3 Calculation of Z3
We want to evaluate
Z3 = TZJ
wn
(2)2 G(k, Wn)G(k + Q3, wn)G(k +
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(C. 10)
Qi, on)G(k +Q1+Q3,1Wn) (C.13)
This time it is not possible to place all the Green functions at the saddle points. In
fact, we cannot even place all the Green functions at the Fermi surface - the best
that can be done is to place three of the Green functions near a saddle point, but the
fourth has to be off Fermi surface. Thus, we obtain,
Z3 ~ T Ej
wn
d2 k 1
(2ir)2 (ion - ( - in - 3t2ky(ky - vkx))(ion - __2ky(ky + 5k2))(iw -
(C.14)
Making the usual substitutions, and assuming t1 > TN, we obtain
TN
Z3  12v/57r2t2w2
Wnn
Z TN
12v 57r2t2Lj2
I d(C.15)
_t (iwn + ab)(iW - a(a + b))(iow - b(a + b))
/n dadbC.16)
-ti/, (i + ab)(i - a(a + b))(i - b(a + b))
The integral is convergent. As usual, the imaginary part is odd in w and vanishes
and we care only about the real part. Performing the integral on mathematica and
taking the real part, we obtain
(C.17)6.5TN 6.5
12v/537r2t2w 48V/57r2t2TN
Which is parametrically smaller than Z1 and Z2 by TN/tI.
C.2.4 Calculation of Z4
We now calculate the coefficient of the sixth order chirality sensitive term in the free
energy, v(A1 - (A 2 X A 3 ))2 . After some analysis of diagrams we find that,
Z4 = TE
w~n
2G2(kWn)G2(k + Q 3 , Wn)G 2 (k + Q1, w) (C.18)
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We can now place all the Green functions on the near a saddle point. Making the
usual substitutions, we obtain
Z4TN ftl/wn dadb (C.19)12V/57r2tilo5 J _/,,1 (i + ab)2 (i - a(a + b))2(i - b(a + b)2 )
S TN tITN dadb (C.20)
Wn 12v/57r2ti|W5 1 t1 /T, (i + ab)2(i - a(a + - b(a + b) 2)
where in the second line we have assumed that the Matsubara sum is controlled by
the first few Matsubara frequencies. The integral can be done numerically, and it is
negative for small TN/ti. It then follows that at weak/moderate coupling Z 4 < 0, so
that the Free energy at sixth order also disfavors chirality.
C.2.5 Scaling functions
The above calculations were performed at weak/moderate coupling, assuming TN/ti <
1. However, the integrals can be evaluated at arbitrary TN/lt. To this end, it is useful
to define the scaling functions f 2 (TN/tl) = Zi(TN/1t)/Zi(0). These scaling functions
are evaluated numerically and shown in Fig.C-1. At small TN/tl we found perfect
agreement with analytical results: all fi(x) tend to 1 if we use our analytical results
for Zi(0).
C.3 Phase diagram at strong coupling
At strong coupling, when g2,3 > ti and TN- t1 , our analysis based on Ginzburg-
Landau expansion is less accurate because fermions can no longer be approximated
as free particles (the self-energy corrections to fermionic lines and vertex corrections
to square and hexagonal diagrams are generally of order one). Nevertheless, if we
apply our analysis to TN - tl, we find that Z 3 , Z4 and Z2 - Z1 - Z 3 all change signs
at some TN/ti (see Fig. C-1).
The first sign change occurs in the sixth order chirality sensitive term Z 4, which
becomes positive for TN/t > 0.1. When Z4 is positive, the chiral SDW state [3] is
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Figure C-1: (Color online) The behavior of scaling functions fi(x) = f . a)
The scaling functions fi (black) and f2 (blue). b) The scaling function f3. c) The
scaling function f5 corresponding to the term Z 2 - Z1 - Z 3 (solid line). Superimposed
on this is a discrete plot of f4 (points). Note that the scaling functions f3 (x), f4 (x)
and f 5(x) change sign between small TN/ti (weak/moderate coupling) and TN - t1
(strong coupling).
energetically favored, provided we are sufficiently far below TN for the sixth order
term to dominate over the quartic term Z3. Thus, at large TN/ti, the uniaxial SDW
phase has a much narrower region of stability, and the transition into the chiral SDW
phase happens quite close to TN.
The term Zi - Z2 - Z3 is next to change sign, becoming negative for TN/T> 0.35.
Once this term becomes negative, the system prefers instead a 1Q collinear state, of
the form discussed in [3], wherein SDW order develops only at a single nesting vector.
The subsequent sign change of Z3 at TN/t ~ 0.55 has no physical consequences.
The 1Q collinear SDW state that forms at TN/t > 0.35 is a (full) metal because
the entire FS is not gapped out. The competition between a metallic collinear state
and non-coplanar insulating state has been detected numerically in the mean-field
analysis at strong coupling [4], and our results for the strong coupling case are in
line with this earlier study. Our strong coupling results are also consistent with the
studies that found a non-coplanar, chiral SDW order in the models of spins of the
same fixed length at every lattice site [3, 4]. However, in the weak/moderate coupling
limit, our results indicate that the preferred state is a uniaxial 3Q state of a sort
not considered before, which can only be realized in a model starting from itinerant
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fermions.
We also analyzed the evolution of Zi with TN/ti for fermions on a triangular
lattice. We found similar trends, e.g., sign change of Z4. However, for a triangular
lattice, the first sign change (in Z4 ) occurs at a much larger TN/t1 r 0.5, when the
itinerant approach is very questionable.
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Appendix D
Ferroelectric-type Excitonic
Instability in Bilayer Graphene -
Supplement
D.O.1 Calculating polarisation function
Throughout this supplement, we use a shorthand whereby p2 represents p2/2m, unless
otherwise specified. We wish to evaluate the polarisation function at non-zero A. This
was defined as
-2 I dEd2pHe~g~ = -2 (27r)3 E+E_ - p2p2 cos(20pq) - A
2
(E_ + P+ + A2)(E- +p4 + A 2)'
where E+ = E t w/2, p± = p ± q/2 and 6pq is the angle between p+ and p_.
begin by integrating by residues over frequencies, to obtain
d p + + ) 2 sin(Opq)2
(27w) 2 CD2 + ( )
+ cos(2Opq)(1 
_+ .
(D.1)
We
_2
(D.2)
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Uw,q,A
We are using the notation ± = pa + A2 . Upon setting A = 0, we obtain the
polarisation function in the ungapped state. We take q to lie along the x axis without
loss of generality, change to polar coordinates px = p cos sp, py = p sin V and scale out
q. The integral then depends on a single dimensionless parameter & = w/q 2 , and may
be evaluated analytically by integrating in turn over so and p/q. This gives an exact
expression for the polarisation function f,,,qO = -Tf(), where
2 tan-1 - tan-' 20 W2 +1 In 4f () = + In - 1U~2 (D.3)CD 02 + 1 v/1J + CD2
with u = (2In 4/7r) 2 . We note that the polarisation function vanishes for q2 < w, so
that in this regime of parameter space, the interaction is not efficiently screened.
We now calculate UA - H1o by Taylor expanding HA to leading order in small A 2
to obtain
/ d2p p2 + P 21 1
UsA - o0 A2 (+ - + -)cos2(2r)2 W2 +(p +p2) 2 (2+2 2(pa pI_)cos2p
sin 2 Op -T+3 3(p2 +P p2 )_ + 2
(w2 + (p2 + p2 ) 2 )2  (DA)
We note that the integral has singularities at pi = 0, which must be regularised
by introducing an IR cutoff A. The singularities at p+ and p_ contribute equally, so
we evaluate just the contribution from the singularities at p_ = 0, and multiply by
two. We change variables to p_ -+ p, and p+ -+ p + q and work in polar coordinates,
taking q to lie along the x axis. Again, we scale out q and keep only the singular
terms, to obtain
2 1 Uw2
2 pdpdp 1 1 sin 9 pq (2 -2 (D5)3ri =2A2f - + F- ) (D5j(2-r) 2 W2 + 1p 2  (2 + 1)2 2
Here, we have measured all variables in units of q, have defined V to be the angle
between p and q, and have defined
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F(p) - 1+2 p2 + 2pcos p 1- 2sin2 6pq (D.6)
W2 +(2p 2 +2pcos c'+1)2  p4
We can readily determine that in this basis, sin 2pq = sin 2  ,(p2 + 2p cos + 1).
We can then expand F(p) as a power series in small p. We note that the terms at
O(p- 4 ) and O(p- 3 ) vanish upon angular integration, so that the leading term comes at
O(p- 2 ). After integration over angles p, and after making the substitution z = p2/2m
we obtain
ma2 -7 4 dz
6H =+ -(D.7)27r (2 + 1)2 (2 + 14)3) z
After restoring q, we obtain
mA 2  Vw2 I4 q 4 4q 8
SH = ln( ) +. (D.8)27r A (W2+ q4)2 (P2+q4)3
D.O.2 Calculating exchange energy
In the main text, we derived
V 1 3 In (1 - NUw,q(Hw,q,A - llw,q,o) . (D.9)
Substituting our expression Eqn.D.8 into this, and expanding the logarithm to
leading order in small A 2 , we obtain
dwd 2 q mA 2  w2 + q4  -7q 4  4q8
Eexchange - (2 3n( + 24) x
g J(27r)3  27r A (4 W2 + q4)2  (W 2 + q4)
2,7r (D.10)
q+Nq2 ln 4/q 4 +(2n 4/7r)2w 2
We have used the approximate form for the interaction, and have measured every-
thing in units of E0 and ao. We note that IHA - Hol vanishes in the limit q2 /W < 1,
when the Coulomb interaction is not efficiently screened. This is the region of phase
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space that is responsible for the vertex correction having an enhanced In2 infrared
divergence (see next section). The vanishing of HIA - 1 o in the region of phase space
where the Coulomb interaction is strongest is responsible for the weakened diver-
gence, and is another way of understanding the leading order cancellation between
the vertex correction and the self energy. To formally calculate the exchange energy,
we approximate the interaction by taking
1 20(N -q) (D.11)
q + Nq2 ln 4/ /q 4 + (2 n 4/r)2W2  N7rq2 /W
where 0(x) represents the Heaviside step function. We take the q2 > w limit of
the interaction, because this is where the interaction is strongest. We now substitute
into Eq.D-10, change to polar co-ordinates w = rcos0, q2 = r sin 0, and integrate in
turn over 6 and r to obtain the result quoted in the main text
Eecjane -13mL2Ee6c 3ange = 67r In2(N 2Eo/A) (D.12)
D.0.3 In2 divergence of vertex correction
We analyse the vertex correction oL with the dynamically screened effective interac-
tion. After including A in the fermion green functions, we obtain
I dedzd9 E2 + Z 2 _ A2 27re 2 ,A
o)P = 'P'' (D. 13)
' (27r) 3 (E2 + z2 + Ay,,) 2 rjp ql + me2Nf() (
We use the notation z = p2 and cD = w/|p - q12. We now measure energies and
wavevectors in the units E0 and 1/ao respectively, to recast the vertex correction in
the dimensionless form
fdedzd9 E2 + z2 - A2 27wAon ''E"' (D. 14)
'w (27r) 3 (62 + Z2 + A2,,) 2  2 + NfQ()'
where z' = (p - q)2 and ( = (e - w)/z'. We note that integration over z can be
extended to infinity without running into a UV divergence.
We approximate by treating the gap function A as a constant. Using the approx-
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imate form of f(&) ~ In4/ 1 + u&2, with u = (21n4/7r) 2 , and changing to polar
coordinates e = p sin Vp, z = p cos p, we integrate in turn over p and <. Working to
leading order in small A/(N 2 Eo), we obtain
1A = A 1In2 (aN2Eo/A). (D.15)
r2 N
One logarithm comes from the integration over 'angles' p, and reflects the singu-
larity of the dynamically screened interaction in the region q2 /w < 1, whereas the
second logarithm comes form the integration over p, and reflects the non-vanishing
density of states at low energies in BLG. This second logarithm would be present
even if we worked with short range (delta function) interations.
The self energy is also In2 divergent, for the same reasons, and cancels the loga-
rithmic divergence that comes from the singularity of the interaction as q -+ 0. This
manifests itself in the free energy calculation through 11A - Ho vanishing as ~ q4 in
the limit q --+ 0. However, we note that the cancellation between vertex correction
and self energy exists only to leading order. At subleading, logarithmic order, there
remains an instability, as was made evident through the free energy approach.
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Appendix E
Conductivity of bilayer graphene:
supplement
Here we derive a relationship between the AC Hall conductance of a 2D sheet and the
Kerr rotation in reflection 9 K. The standard formula 9 K ~ Im 0, [1] cannot be used
for BLG, because the standard formula is derived for reflection from a half-space,
whereas we are considering a BLG sheet that is much thinner than the optical wave-
length. As we will show, in this limit, the relationship between AC Hall conductance
and Kerr rotation is modified to K~ Re o-,,.
We consider light incident normally on a BLG sheet placed on a substrate with
refractive index n = n' + in". Incident and transmitted waves propagate in the +z
direction, while the reflected wave propagates in the -z direction. The BLG sheet is
taken to be in the z = 0 plane, whereas the substrate occupies the halfspace z > 0. We
calculate the reflection amplitudes for incident light that is linearly polarised along the
x axis. The reflected wave, Er = rxxx + rY4y, is linearly polarised if Im (ry /rxx) = 0,
and elliptically polarised otherwise. The major axis of the polarisation is rotated with
respect to the x axis by the Kerr angle 0 K = Re (rYX/rxx).
We start with rewriting Maxwell's equations k x H = -gD, k x E = (H as
kHx = "n2E. kHy ='n (E.1)
C C
kEx = -H, kEy= -- Hx
C C
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Similar relations hold in the vacuum region with n replaced by 1. At the interface
z = 0 we must match EM field amplitudes on both sides using continuity of the E
field E< = E> and the Ampere's law for the H field:
4w 4w(H> - H<)x = -(orE)y (H> - H<)y = (o-E).C C
For an incident wave polarised along the x axis, Ein = i, we have E> = txxi+tYzy,
E< = (1 + rox)k + ryxy, H> = n(txxr - tvxk), H< = (1 - rxx)y + ryxi. Applying
Ampere's law to the magnetic field leads to the continuity relations
4w
ntxx - 1 + rx = -- (XXtXX + oXYtYX)
47'
ntyx + ryx = -- (YtX + oYYtYX) (E.2)
c
Eliminating t using the continuity relations for electric field, E< = E>, we obtain the
single matrix equation
n+1+ oxx FXY rxxl [1 -4 XX[ 7r J [ r (E.3)
UYX n + 1+4o rY -Y
This equation can be solved to obtain
rx ] 1 - (n + jou2)2 + (4)2 (E.4= - ;-Y (E.4)
rYX D _7 Y
We have denoted D = (n + 1 + 0-2) 2 _ I A2 ~ (n + 1)2, and have assumed
isotropy, so that u = oyy. The Kerr angle is given by Re (ryx/rox), and thus takes
the form
87r o
0K Re[ c O ]K~~ (n + 47roXX) 2 + ( L|0-2,|y ) 2j
8x-
~ Re (o-y2
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87r[(n'2 _ - 1)Re (ohy) - 2n'n"Im (uy)]
c[(n'2 - n2 - 1)2 + 4n'2nn2]
where in the last line we have taken n = n' + in" with n' and n" real. Now if we
assume n = n' and n" = 0, we obtain the formula quoted in the main text
87r
OK = c(r 2 -1) Re u- (E.5)
E.1 2 band model calculations
E.1.1 Conductivity calculations
The conductivity for a chiral system like BLG may be calculated using the formalism
introduced in [2]. The conductance is given in the Matsubara (imaginary frequency)
representation by
1 Pde
o-,(iw) = -K ,(e, w) (E.6)
W _-00 27r
Kj,(w) = [Tr(G(E + ', p)j,(p)G(e - }, p)j,(p))
- Tr(G(e, p)j,(p)G(e, p)j,(p)) (E.7)
Here the trace is taken over momenta p, and over the sublattice, spin and valley
degrees of freedom. The subtraction of the term at w = 0 is a convenient way to
account for the contribution of the diamagnetic current. The Green functions are in
the imaginary time formalism, and take the form
G(ie, p) = i+H(p)(E8)
E 2+ H2 2(p)
where H(p) is the effective low energy Hamiltonian for the state that we are looking
at, and H 2 (p) has no matrix structure (is proportional to the identity in spin-valley-
sublattice space).
The current operator in Eq.(E.7) may be straightforwardly obtained by adding
a vector potential to the Hamiltonian through the minimal coupling prescription
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p -+ p - eA, and defining j = IA=o. This yields
1 1
Jx = (PxT1 + PyT 2 ) jy = (PxT2 -PyTI) (E.9)m m
The conductivity in any given state can be obtained by substituting Eq.(E.9) and
Eq.(E.8) into Eq.(E.7), and taking the Hamiltonian to be the appropriate low energy
Hamiltonian for the state. This will give the conductivity in the Matsubara frequency
representation. The conductivity in terms of real frequencies may then be obtained
by making the analytic continuation
iw -+w. + i6 (E. 10)
where J is a positive infinitesimal. To obtain the retarded correlation function (and
hence the conductivity), we must take the analytic continuation from the positive
imaginary w axis to the real axis.
First, we analyze the Hamiltonian to be that of the non-interacting bilayer,
2 2
Ho = T+ + _. (E.11)
2m 2m'-
This Hamiltonian is appropriate for calculating conductivity in the Fermi liquid
state. Substituting this Hamiltonian in Eq.(E.7), we find that the Hall conductivity
is zero. The longitudinal conductivity for a single species takes the form
UX (w) 4e 2 2z(E+E-) (E12
2mw kJ, (e2 + z 2 )(2 + z 2 )
f 2ze2
- (e2 + z2)2
where we have used the notation z = p2 /2m and F± = e i w/2. We integrate over e
by the method of residues to obtain
oxX(iw) = e2w A dz 2,r dp (E.13)
27r ]O 27r w 2 + 4z2
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where we have used d2p = mdzdo, we are working in units where h = 1, and A is the
UV cutoff for the two band model (A e:: 0.4eV). It is necessary to keep A finite, since
it sets the only energy scale in the problem. The integration over angles is trivial,
and the integration over z may also be performed straightforwardly. Restoring h, we
obtain
e2 2A
o-2 (iw) = - arctan (-) (E.14)
This must now be continued to real frequencies. It is useful to first rewrite the arctan
function in terms of logarithms, as
e2 2 io + 2A
o-22(iw) = - ln (E.15)2h 2 io - 2A)
The analytic continuation Eq.(E.10) may now be performed, and yields
e 2 w + 2A +re2
xx(w) =-i ln ~~ + O(w/A) (E.16)4h (w - 2A)e- 4h
Note that A sets the only energy scale in the problem. For w < A, we are in the DC
limit, and the conductivity is real, and of order the conductance quantum.
Next, we consider gapped states described by the low energy Hamiltonian
2 2
H = +-+ + - + AT 3  (E.17)2m 2m
Substituting in Eq.(E.7), we can straightforwardly obtain the Hall conductivity (for
a single species). It takes the form
8e 2  f ded2p z
o-X (io) = 8,AJddPz(E. 18)2m (27r)3 (E2 + z 2 + A 2)(2 + z 2 + A 2 )
using the same notation z = p2 /2m and e± = E w/2 that was introduced ear-
lier. Integrating over e by residues, using d2p = mdzdy, and performing the trivial
integration over angles p, we obtain
o-, (iw) = 4e2 A j z (E.19)
S dzrv/z2 +A 2(W2+4Z2 +4A2)
275
The frequency w is assumed to be positive, since the analytic continuation will be
taken from the positive imaginary axis. We have taken A -+ oo, since the gap A now
introduces an energy scale to which we can compare w. The integral over z may be
done exactly, to obtain (restoring h)
e2 2A 2|A|Ory(iw) - arccos ( 4A2) (E.20)
h w /2+4A2)
The arccos function is on the branch giving values from 0 to 7r. To simplify the
analytic continuation, we re-write the arccos function in terms of logarithms as
e2 2A 1 (2|Aj + iw\
o-y (io) = - -- In (E.21)h iw 2 21A| - iw
where the branch cut of the ln function is taken along the negative real axis. The
analytic continuation is now straightforward, and yields
e 2A (2|Al+ w
=xn (w)  - In (E.22)h w 2|AI - w
The branch cut of the ln function is taken along the negative real axis. The real
and imaginary parts of the conductivity are plotted in Fig.8-2. Note that the real
part of the conductivity is even in w and the imaginary part is odd in w, which
satisfies the Kramers Kronig relations. In the limit w - 0, we obtain the result
oxy = (e2 /h)sign(A) that is expected from [4], with an additional factor of 2 that
comes from the 27r Berry phase of BLG. Note too that in the conditional limit when we
first take w -> 0 and then take A -+ 0, there is a non-zero quantised Hall conductance.
Thus, the DC Hall conductivity in the limit A -> 0 is not the same as the DC Hall
conductivity at A = 0. This difference is a sign of the chiral anomaly that underlies
the QAH effect [3, 4].
Thus far, we have calculated the Hall conductivity in a single species. Summing
over spin and valley species multiplies the above result by Tr(Qq3 ) [[34]]. Thus, the
Hall conductivity is non-vanishing for the QAH states, with Tr(Qq3) # 0, and is
identically zero for the non-QAH gapped states with Tr(Qq3) = 0.
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The longitudinal conductivity may also be calculated through Eq.(E.7). For the
gapped states, we obtain (for a single species) the expression
UoX (iw) 4e
2 ( 2z(e+E- + A 2 )
2mo (J1,, (E2 + z 2 + A 2 )(E2 + z 2 + A 2 )
/2z (E2 + A2)
j (62 + z2 +A2)2)
Integrating over e by residues, rewriting d2p = mdzdp, and performing the trivial
integral over angles, we obtain
Uo-2(iW) = e2W 2 j
Z(Z 2 +2A 2 )
(w 2 + 4z 2 + 4A 2)(z 2 + A 2)3/2
The integral over z may be performed exactly, and yields
e2  A 2  |AI r 2A 2 1 .
h -7r W2sign(w)+ W+ 4sign(W)+ W2 2)in)arsn
21AI
(E.24)
where the arcsin is on the branch returning values from -7r/2 to 7r/2. Note that
in the limit A --+ 0, we recover the result obtained for non-interacting BLG, with
A -+ oo.
The analytic continuation will be taken from the positive imaginary axis to the
real axis. For the purposes of the analytic continuation, it is convenient to rewrite
the arcsin in terms of logarithms to obtain
1
4
n 21Al + iwJo
2|AI - iw (E.25)
Note that this expression vanishes identically as w -+ 0. The analytic continuation is
now straightforward, and yields
o-(w) = h;,I ZJA
A 2 1
W2 + 4)i (E.26)
The real and imaginary parts are plotted in Fig.8-1. Note that the real part of the
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(E.23)
oX (iw) =
h w
n2|A|+ w
l(2|A| - w)]
conductivity vanishes inside the gap. Note too the singularity at w = ±2A, which is
a signature of the gapped state.
We can apply the same procedure to the nematic states. Now the Hamiltonian
is
2
+ (p2m (E.27)
Note that A is now a complex number. The eigen-energies are E(p) = +((p), where
((p) = |z + A| = V/(z + A)(z* + A*);
2
z = 2+
2m
We have Izi = z = p2/2m. Substituting in Eq.(E.7), we obtain
o-XX
4e2 1 d2p 2+E-z - ((z 2z + A 2z* + 2Az 2 ) + c.c)
2mo J (27r) 3 L(e2 + (2)(E2 + (2)
2e 2 z - ((z 2z + A 2z* + 2Az 2) + c.c)
(2 + 2)2 J
We can integrate over e by the method of residues, and hence we obtain
4e2  d 2p
2mw] (2)
X4(2 +W2-
4e 2w f d2 p
((z 2z + A2z* + 2Az 2) + c.c) - 2( 2z
21
((z2z + A 2z* + 2Az 2) + c.c) - 2( 2z
2m f (27r) 2 '3(42 + w 2)
(E.30)
We now write d2p = m dd, and hence re-write the above as2i z
ie2UJ dzdz* ((z 2z + A2z* + 2Az 2 ) + c.c) - 21z + Al 2z
f (27r) 2 zlz + A13 (41z + A l2 + w2)
It is now convenient to shift variables, defining z' = z + A. Straightaway dropping
the primes, we obtain.
2iwf dzdz* z - A12(z + z* + A + A*) + A 2(z* - A*) + (A*) 2(z - A)
J(27r)2 Iz - AIz3(4z 2 + w2)
2
z(w 2 +4z 2)
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(E.28)
oUXX
(E.29)
-2XX
o-xx
2
H = +
2m + A* ) r_..
e 2iw dzdz* (z - A)z* 2 + (z* - A*)z2j (27r)2 Iz - Alz 3 (4z 2 + W2)
2
z(w 2 +4z 2)
(E.31)
We note that the integral is convergent. It is convenient to perform the integral
over the complex plane in polar coordinates, changing to z = r exp(ip), where 0 <
r < oo and 0 < o < 47r. The integral goes over the complex plane twice, because of
the way z is defined. We also write A = IAleiO and. In polar coordinates, we then
have
[= - dr 4' do r cos (p + |AI cos(6 - 2p)
= r 2w 27r Fr2 + Al2 - 2r|Al cos(9 - o)(w 2 + 4r 2 )
1
(w2 +4r 2)
(E.32)
The first term vanishes (by integration over angles) when JAI -+ 0, whereas the
second term reproduces the non-interacting result. Thus we have
60-2. = -8e 2w / drdp [* rcosW + AI cos(6 - 2p)
Jo (27r) 2 Jo Pr2 +|Al 2 - 2rIAI cos(O - p)(w 2 + 4r2 ) (E.33)
where the integral now goes over 0 < cp < 27r. We have not been able to find a
closed form solution for this integral, however, in the limit w > A, we can Taylor
expand in small A to obtain the leading contribution to the change in the conductivity.
To this end, we scale out w, redefining r - r/w and A = IA|/w, and Taylor expand
in small E, to find
8e 2
w Io dr f2' dch (r cos w + A cos(9 - 2p))(1 + (A/r) cos(O - o))-~+ - (10(A 2 )27r 27r r(1 + 4r 2 )
(E.34)
These integrals may now be performed. We find that the change in the conduc-
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tivity as a result of nematic state formation is
= -
2JAICO In 2 + O(A 2/W 2 ) (E.35)
Note that the change to the conductivity depends on the phase of A = |Ale-. There-
fore, there is an anisotropic conductivity. Analytic continuation is now straightfor-
ward, and we obtain
62, = Ac 7r+in 1 2 ) (E.36)
Now we note that a nematic order parameter A leads to the quadratic band crossing
splitting into two Dirac points. The line joining these two Dirac points is the ne-
matic axis, which makes angle 'p = -r/2 + arg(A)/2 with the px axis. Invoking the
overall rotational symmetry of the BLG Hamiltonian (which is spontaneously broken
by the nematic order parameter), we find a general expression for the longitudinal
conductivity (p)
o('p, A) = u(A = 0) + Socos(2p - argA) (E.37)
oo- = eA 7r +i ln w(E.38)W ( A1 21
Here 'p is the angle with respect to the x axis. The expression above is the result
for a single species. The total longitudinal conductivity is obtained by summing over
spins and valleys
We can also evaluate the Hall conductivity in the nematic state. We have
ie 2  ded2 p [z(z* + A*)2 z*(z + A)2
2mw] (2r)3 (E +z + A12)(.2 + lz + Al2)
z(z* + A*)2 - z*(z + A) 2
(e2 +Iz + A12)2  J
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performing the integral over frequencies, we obtain
e2 iw f d2p z(z* + A*)2 - z*(z + A) 2  (E.40)UXY 2m ](27r)2 lz + A| 3(W2 + 41z + A12)
Again, this is a convergent integral that can be done by similar methods to those
employed for evaluating Jo-2. We obtain
= e2|A sin(arg A) In W + O(A 2 /w 2 ) (E.41)
Analytic continuation then leads to
- e AI sin(arg A) (iir+In W2o-2(w =is + n-J=A)~ w (E.42)
This result is for a single spin valley species. The total Hall conductivity is obtained
by summing over different spin and valley species.
E.1.2 Transmission, reflection and Kerr rotation
We analyze transmission of EM waves through graphene placed on a substrate with
dielectric constant n. Incident and transmitted waves propagate in the +z direction,
reflected wave propagates in the -z direction. The graphene sheet is taken to be in
the z = 0 plane, the substrate occupies the halfspace z > 0.
We start with rewriting Maxwell's equations k x H = - D, k x E = 'H in
terms of the complex amplitudes E+ = E,, iZ'Ey, H* = H ±iH. describing circular
polarized waves. In the dielectric region we find the relations
kikH: = -- n2E±, ±ikE* = WH±.
c c
Similar relations hold in the vacuum region with n replaced by 1. At the interface
z = 0 we must match EM field amplitudes on both sides using continuity of the E
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field and the Ampere's law for the H field:
E = E±, H±= H± +iX ao- (w)E,
c
o±(w) =UoM)ii-z(W) (E.43)
where o-2(w), -,,(w) is the longitudinal and Hall parts of the AC conductivity of
graphene. Expressing the fields in terms of the incident wave amplitude Eo (and
suppressing the circular polarization superscripts ± for brevity), we have E> = tEo,
E< = Eo + rEo, H> = inE>, H< = iEo - irEo, where t and r are the transmission
and reflection coefficients. Eliminating E<, H<, E>, H>, we find equations for t and
4,7r1+r= t, 1-r= n + -o-(w) t
Solving these equations, and restoring the circular polarization notation, we find
t 2 _ 1 -n- o-±(w)
1- =1+n+ o(w)
To find the Kerr angle, we consider polarization rotation of the reflected wave. The
field
E = X E+ + + E- = Eoi + rr Eo (E.44)2 2 2 2i
describes linear polarization if arg (r+ - r-)/(r+ +r-) = 0, otherwise the polarization
is elliptic. The Kerr angle, which describes rotation of the major polarization axes of
the reflected wave relative to that of the incident wave, is
r+ _- 
tanOK OK = r+
4w . (1 1
~--Imio-s,,Iw) +
c ''1-n 1+n/
87r
= 
2  Re oxy (w) (E.45)
c(n2 - 1)
where we approximated r± taking into account that c-2 and oxy are small compared
to c at all frequencies. The above expression is appropriate for BLG on substrate,
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n f 1. For suspended BLG, where n = 1, the Kerr angle is equal to the Hall angle.
In the microwave limit hw < A, we have o-2, = e2 /h. The expression Eq.(E.45)
then predicts a fairly large optical rotation
K sign(A) - 2 sign(A) (E.46)137(n 2 
- 1)
For higher frequencies hw > A, we have
2 A 2  2
137(n 2 - 1) w2
This expression is valid for hw < A, where A ~ 0.4eV is the bandgap to the higher
BLG bands. For experiments at hw > A, the two band model is not sufficient, and a
four band model must be used.
E.1.3 Anisotropic transmission in nematic state
We now demonstrate that the broken rotational symmetry in the nematic states
manifests itself in an anisotropic transmission coefficient for linearly polarised light.
We consider an incident wave that is linearly polarised along the x axis, and calculate
the transmission coefficient through a BLG sample that is in the nematic state. We
then repeat for a wave that is linearly polarised along the y axis, and compare the two
transmission coefficients. For maximum simplicity, we consider the standard nematic
state, which preserves time reversal symmetry and has o-2, = 0. This is sufficient to
demonstrate the anisotropy in transmission.
We consider the same geometry that was used to study the Kerr angle. We
consider first a wave polarised such that E = Ei, H = H9. Maxwell's equations
kxH=-gD, k xE = gH with k = now read
kH=Wn2E kE=-H
C C
Similar relations hold in the vacuum region with n = 1. At the interface, we must
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match EM field amplitudes using the continuity equations
47r
E< = E>, H< = H> + -- xE>C
Now we have E> = tEo, E< = Eo + rEo, H> = nE>, H< = Eo - rEo. Eliminating
E<, H<, E>, H>, we find equations for t and r
1-47rv+r = t, 1h-r= n+ - -xxw t
Solving these equations, we obtain
2
Similarly, we obtain
2
This leads to the expressions quoted in the main text.
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