In earlier work, we presented a collection of 20 two-dimensional symmetric periodic orbits for the restricted three-body problem and compared the ubiquitous matlab integrators ode45 and ode113 on the orbits.
Introduction
The restricted three-body (R3B) problem has many important applications in astronomy and astrophysics. It is used to model the orbits of celestial bodies including the Trojan asteroids and comets of Jupiter, the Saturnian satellites Telesto, Calypso, Helene, Janus and Epimetheus, the interplanetary cloud in the Earth's orbit, and Near Earth Asteroids. It is also used to model the gamma-ray flux from binary stars and the stability of barred galaxies, and to find orbits for lunar probes and robotic observatories. References for these applications include [1] , [2] , [4] , [10] , [12] , [20] , [21] , [22] , [28] , [29] , [30, 31] .
In earlier work [25] , we presented a collection of 20 two-dimensional symmetric periodic orbits for the restricted three-body problem and compared the matlab integrators ode45 and ode113 on the orbits. The current work greatly extends this. We present a diverse collection of 28 orbits and compare the performance of the Taylor series integrator ATOMFT [5] , the Adams integrators DIVA [13, 14] , STEP [24] and ode113, the explicit Runge-Kutta integrators RKSUITE [3] , DXRK8 [15, 16] and ode45, and the extrapolation integrator ODEX [8] , pp. 440-443, on the orbits.
The orbits are divided into five groups G1 to G5, with G1 to G4 containing six problems each and G5 four problems. The orbits in G1 are two-dimensional and symmetric and those in G2 two-dimensional and asymmetric. G3 and G4 contain three-dimensional symmetric and asymmetric orbits respectively. G5 contains one orbit for each of the four combinations of symmetric and asymmetric orbits in two and three dimensions. The period T ranges two orders of magnitude across the 28 problems and µ ranges three orders of magnitude from 0.000953875, representing the Sun-Jupiter system, to 0.5, representing an equi-mass binary star. Orbits can be symmetric about different axises and in G3 we have two symmetries.
Unstable orbits have important applications such as transfer orbits between stable orbits. Instability can also be used to explain the small number of observed celestial bodies following a particular orbit. Hence, within each of G1 to G4, the orbits range from those that are stable or nearly so to those for which the magnitude λ M of the largest eigenvalue of the monodromy matrix is O (10 5 ). G5 contains problems for which λ M is O (10 10 ) to O (10 12 ). The equations of motion, µ, the period T and the initial conditions for the orbits are specified in §2. This is followed in §3 by a brief description of the integrators and in §4 by a summary of detailed comparisons between the integrators. We end in §5 with a discussion of our work. Unless stated otherwise, the testing of ATOMFT, DIVA, STEP, DXRK8, RKSUITE and ODEX was in double precision on a single processor of a SGI 3400, and the testing of ode45 and ode113 was in Matlab 6 on a IBM xSeries 350 processor.
Problems
We solve the R3B problem in rotating, three-dimensional, rectangular Cartesian coordinates with the origin at the centre of mass of the two massive bodies, the x − y plane in their plane of motion, and the x-axis along their line of centres. The distance between the two massive bodies is constant and is used as the unit of distance. The units of time and mass are chosen so the period of the massive bodies is 2π and the gravitational constant is one. The equations of motion for the particle of infinitesimal mass are (see for example [23] , p. 126)
where the prime operator denotes differentiation with respect to t,
The above equations of motion can be written as an autonomous Hamiltonian system with three degrees of freedom. The Hamiltonian function is
where p x = x − y, p y = y + x and p z = z are the momenta. The two-dimensional R3B problem has the particle restricted to the x − y plane -the third equation in (1) is omitted and z and p z are identically zero.
As we did in [25] , we had planned to use known orbits or those that were easily found from known orbits by continuation on the initial conditions. This approach worked well for G1 because symmetric two-dimensional orbits are often used in applications and many such orbits are known. Far fewer asymmetric two-dimensional orbits and even fewer threedimensional orbits are known and we found it necessary to do extensive searching using continuation on µ, T and the initial conditions to find realistic orbits that satisfied the criteria listed in §1.
On numerous occasions we continued along a family of orbits with the aim of finding an orbit with a large value of λ M only to have λ M reach a global maximum on the family less than the required value. This difficulty was compounded by the need to use quadruple precision on some orbits, slowing the calculations fifty-fold, and the need to use small continuation steps when λ M was large.
As part of this searching, we found many new families of orbits that bifurcated horizontally or vertically from known orbits. Some of these new families will be reported on elsewhere. Tables 1, 2 , 3, 4 and 5 list λ M , µ, the period T and the initial conditions for G1 to G5 respectively. The problems are numbered one to 28 from the first problem in G1 to the last one in G5. An accurate integration in quadruple precision using the values in Tables  1 to 4 produces a global error of 10 −15 or less after one period. Because of the larger value of λ M , the same accurate integration using the values in Table 5 produces a larger global error but the error is sufficiently small that the values may be used for testing at limiting precision in IEEE double precision arithmetic.
Integrators
The integrators ATOMFT, DIVA, DXRK8, ODEX, RKSUITE, STEP, ode45 and ode113 are all general purpose integrators that control the local error.
ATOMFT is a variable-order, variable-stepsize (VOVS) Taylor series integrator for initial value problems of q-th and mixed order, q > 0. It consists of a pre-processor and a runtime library; the pre-processor transforms Fortran-like statements of the problem into a form suitable for the run-time library.
DIVA is a VOVS Adams integrator for q-th order and mixed order problems. It uses PECE mode on the first step, PEC mode for the rest of the start phase and PECE mode thereafter. The predictor and corrector are orders k and k + 1 respectively, k ≤ 19, where 
k may differ from equation to equation. STEP is a VOVS Adams integrator for first order problems. It uses PECE mode on every step with the predictor order k and the corrector order k + 1, where k ≤ 12 and k is the same for all equations. STEP uses Møller's [17, 18] technique, also known as compensated summation, to reduce the round-off error when the local error tolerance TOL is less than 100u, where u is the unit round-off.
DXRK8 is a fixed-order, variable-stepsize explicit Runge-Kutta (ERK) integrator that advances the solution using an order eight formula and controls the stepsize using embedded formulae of orders three and five. Twelve derivative evaluations are performed on each accepted step. RKSUITE is a fixed-order, variable-stepsize ERK integrator that comes with a 2-3, a 4-5 and a 7-8 pair. We used the 7-8 pair because the order eight formulae in it is the same as in DXRK8, thus permitting a direct comparison between DXRK8 and RKSUITE. The 7-8 pair uses thirteen derivative evaluations per step.
ODEX is a VOVS extrapolation integrator for first order problems. ode45 is a variablestepsize ERK integrator in matlab that uses a 4-5 pair; ode113 is a VOVS Adams integrator in matlab that has features in common with STEP.
During an integration, DIVA and DXRK8 will recommend increasing TOL if the roundoff error is deemed too large. This recommendation was followed in all cases. The default value for the optional inputs to all integrators was used whenever possible. Table 2 : G2: Problems 7 (top) to 12 (bottom). The entry for each problem has three rows:
Comparisons
Our first comparisons were on G1 to G4 with TOL = 10 −i , i = 3, . . . , 12, and computational effort measured by the number of derivative evaluations 1 . The accuracy of a numerical solution was measured by the L 2 norm of the absolute global error in the position, velocity, or position and velocity after one period. We denote the norms by E r , E v and E rv respectively. Figure 1 contains log 10 − log 10 graphs of the number of derivative evaluations against E r for DIVA, STEP and ODEX on Problems 13 to 18. We observe ODEX is less efficient than the two Adams integrators on all six problems. This conclusion holds for the remaining 18 problems in G1 to G4 and for E v . The two Adams integrators were of similar efficiency on most problems in G1 to G4, the only marked exceptions being on Problems 13 and 14 (this is one of the reasons we included the graphs for these problems). For Problems 16, 17 and 18, ode113, DIVA and STEP all showed poor proportionality between TOL and E r at lax tolerances, possibly a reflection of the size of λ M . The poor tolerance proportionality also occurred for the last three problems in G1 and G4 and for the last problem in G2. If E v is used in place of E r for the comparisons, the efficiency of DIVA relative to STEP increases on some problems, but the increase is small and the conclusions for E r hold in the main.
There were some differences in performance between ode113 and the other two Adams 
integrators on individual problems, but these differences were not large and in general the performance of ode113 was similar to that for DIVA and STEP. Figure 2 contains log 10 − log 10 graphs of the the number of derivative evaluations against E v for DXRK8, RKSUITE and ODEX. We observe ODEX is less efficient than the two ERK integrators on all six problems at lax tolerances, but the difference in efficiency is less than in Figure 1 . At severe tolerances, ODEX is often of similar efficiency to the ERK integrators. Hairer, Nørsett and Wanner [8] , p. 241, reached a similar conclusion after comparing ODEX and the ERK integrator DOPRI8 on a collection of six problems, and attributed the gain in relative efficiency to the automatic order increase of ODEX.
The matlab integrator ode45 is of similar efficiency to RKSUITE and DXRK8 at lax tolerances and less efficient at severe tolerances. This latter observation is expected given ode45 is only order five.
The two ERK integrators, with one notable exception, are of similar efficiency. The exception occurs on Problem 13 at severe tolerances -DXRK8 performs many more derivative evaluations for just a small reduction in E v . This loss in efficiency is possibly due to round-off error and does not occur for other problems in G1 to G4. Our conclusions for DXRK8, RKSUITE and ODEX hold in general for the other 18 problems in G1 to G4 and for 
row 2 is x(0), x (0); row 3 is y(0), y (0); row 4 is z(0), z (0).
E r .
As noted in §3, ATOMFT transforms the right hand side of (1) before doing an integration. Hence it is difficult to use the number of derivative evaluations when comparing the efficiency of ATOMFT with the other integrators. A limited amount of insight into the performance of ATOMFT is possible by comparing E r (or E v or E rv ) as a function of TOL. Figure 3 contains the graphs of E r against TOL on Problems 13 to 18 for DXRK8, ODEX and ATOMFT. We observe ATOMFT is intermediate to DXRK8 and ODEX in performance.
As well as comparing integrators using the number of derivative evaluations, we did extensive comparisons using the CPU time. Figure 4 gives comparisons on three processors: a 500 MHz SGI processor, a 700MHz IBM xSeries 350 processor and a 2.2 GHz Dell PE2650 processor. The three plots in the left column of Figure 4 contain graphs of the CPU time for RKSUITE, DXRK8, ODEX and ATOMFT and the three plots in the right column the CPU time for STEP, DIVA, ODEX and ATOMFT. All times are relative to that for DXRK8. For completeness we have included the CPU time for DXRK8 in the left column of plotsthis appears as a row of ×. Within each plot, the left hand set of four graphs is for the twelve problems in G1 and G2 and the right hand set for the twelve problems in G3 and G4. The graphs within a set give the (relative) CPU time for TOL = 10 −3i , i = 1, 2, 3, 4. If the vertical scaling in Figure 4 is ignored, the general appearance of the graphs varies little among the three processors. This was unexpected -we had thought the differences in hardware and Fortran compilers would have produced greater variation in the graphs. We also observe from Figure 4 that ATOMFT uses seven to fifteen times the CPU time of DXRK8 for TOL = 10 −3 but no more than than four times as much for TOL = 10 −12 , a reduction probably due to the variable-order scheme used by ATOMFT.
Figures 5 and 6 contain log 10 − log 10 graphs of the CPU time against E rv for Problems 13 to 18. Figure 5 has the graphs for RKSUITE, DXRK8 and ODEX and Figure 6 for DIVA, STEP and ODEX. From Figure 5 we observe DXRK8 requires less CPU time than RKSUITE to achieve the same global error. We also observe the CPU time required by ODEX is usually between that of DXRK8 and RKSUITE and becomes less relative to that for DXRK8 as TOL is reduced. Similar conclusions hold for STEP, DIVA and ODEX ( Figure 6 ) except ODEX requires less CPU time relative to the other two integrators. The observations from Figures 5 and 6 suggest DXRK8 requires the least CPU time of the five integrators for the tolerances considered. This completes our comparisons on G1 to G4 for TOL = 10 −i , i = 3, . . . , 12. We now consider TOL = 10 −2 and TOL = 10 −i , i = 12, 13, 14, 15. We have included the results for TOL = 10 −12 to provide continuity with the previous results. When TOL was 10 −2 , all integrators completed their integrations. DXRK8 flagged possible stiffness on Problems 1, 2, 4, 5 and 14. Since we were using the default values for integrator options, we continued with the integration on these problems.
As a general statement, the performance of the integrators for TOL = 10 −i , i = 12, . . . , 15, was affected noticeably by round-off error. This caused poor tolerance proportionality, some failed integrations and some recommendations to increase TOL.
RKSUITE completed all 24 integrations with TOL = 10 15 with TOL = 10 −14 , with all failed integrations occurring because the stepsize became too small. RKSUITE failed to start all integrations for TOL = 10 −15 because TOL was smaller than the minimum allowed by the integrator.
When integrating Problems 7 to 13 with TOL = 10 −15 , DXRK8 recommended an increase in TOL partway through the integrations. All other integrations with TOL = 10 −i , i = 12, . . . , 15, were completed without comment from DXRK8.
DIVA made more recommendations than DXRK8 to increase the tolerance, doing so on 11, 12 and 16 problems for TOL = 10 −i , i = 12, 13, 14, respectively. The recommendation was made on all 24 problems when TOL = 10 −15 . STEP, ODEX, ATOMFT and ode113 completed all integrations for tolerances of 10 −12 , 10 −13 , 10 −14 and 10 −15 without setting error flags. We did not test ode45 for these tolerances because it is unlikely an order five method would be used at such severe tolerances.
The final set of comparisons was on G5. Because λ n is very large for the problems in G5, we used TOL = 10 −i , i = 10, . . . , 15. For each of the six tolerances on Problems 25 and 26, the numerical solution calculated by RKSUITE, DXRK8, STEP, DIVA and ODEX was unstable in the sense it spiralled outwards with t from the massive bodies. We re-attempted the integrations in quadruple precision using RKSUITE 2 and the same tolerances and obtained bounded solutions, suggesting the unstable solutions were caused by a lack of arithmetic precision. ATOMFT was more successful on Problems 25 and 26 as seen by the values of E rv in Table 6 .
RKSUITE, DXRK8, STEP, DIVA and ODEX fared better on Problems 27 and 28 than on Problems 25 and 26, possibly because λ M is one to two orders of magnitude smaller. Tables 7 and 8 give E rv and the number of derivative evaluations. The number of evaluations for ATOMFT is omitted because the derivative function differs markedly from that for the other integrators. RKSUITE failed on six of the 12 integrations, the stepsize becoming too small in each case, but it is interesting that on the six integrations RKSUITE completed, the global error was smaller than for the other integrators for the same tolerance.
With the exception of the integrations for TOL = 10 −15 , the integrators showed better tolerance proportionality than on G1 to G4, possibly because the truncation error was dominating the round-off error, As we could expect from the results for G1 to G4, the Adams integrators used fewer derivative evaluations than the ERK integrators.
Summary
We presented a diverse collection of 28 symmetric and asymmetric, stable and unstable periodic orbits for the two-and three-dimensional restricted three-body problem and compared the performance of the general purpose integrators RKSUITE, DXRK8, DIVA, STEP, ODEX, ATOMFT, ode113 and ode45 on the orbits. The comparisons were of the efficiency, measured using the number of derivative evaluations and the CPU time (on three different processors), and of qualitative factors such as the number of completed integrations. The collection was constructed so there was a large variation in µ, the period T and the magnitude λ M of the largest eigenvalue of the monodromy matrix among the orbits. Most orbits are new and were found after extensive searching using continuation on µ, T and the initial conditions.
Our work has several possible implications for the selection of an integrator for the restricted three-body problem. If λ M is not very large, say less than 10 5 , and round-off error is insignificant, the ERK integrator DXRK8 usually requires the least CPU time of the integrators to achieve a prescribed global error, followed by the Adams integrator STEP and the extrapolation integrator ODEX. DXRK8 may flag stiffness at lax tolerances but the integration can be continued efficiently using the integrator.
If λ M is very large, say O(10 12 ), and the calculations must be done in double precision, the Taylor series integrator ATOMFT can be used to advantage, although the global error will not be small. A more reliable way to integrate such problems is to do the calculations in higher precision. This increased reliability will usually come at the cost of an increase in CPU time.
STEP uses compensated summation at very severe tolerances and potentially has an advantage over DIVA, RKSUITE, DXRK8, ODEX and ATOMFT when the round-off error is significant. However, our testing showed the gains are modest and hence it is difficult to recommend one integrator as having a clear advantage over the remaining ones when round-off error is significant. 
