We study Brezis-Nirenberg type theorems for the equation
Introduction
We study existence and multiplicity of positive solutions for the equation
where q > 0, p > 1, λ > 0, and Ω is a bounded domain in R N with N 3 for the sake of simplicity. Coclite and Palmieri [7] showed that if ∂Ω is of class C 3 then there exists a positive real numberλ such that the problem has at least one positive solution belonging to C 2 (Ω)∩C (Ω) in the case of 0 < λ <λ and it has no positive solution in the case of λ >λ. See also the results due to Coclite [8] , Crandall, Rabinowitz and Tartar [12] , Lazer and McKenna [19] , Stuart [26] , Zhang and Yu [29] , and others. On the other hand, in the case 0 < −q < 1, Ambrosetti, Brezis and Cerami [2] considered multiplicity of positive solutions for (1.1) when ∂Ω is smooth. They showed that there exists Λ > 0 such that for every λ ∈ (0, Λ), (1.1) has at least one positive solution, for λ = Λ, (1.1) has at least one positive weak solution, and for λ > Λ, (1.1) has no positive solution, and moreover in the case of 1 < p (N + 2)/(N − 2) and λ ∈ (0, Λ), (1.1) has a second positive solution. In their proof, Brezis-Nirenberg's theorem [4] played an important role to find the second positive solution. In the case of 0 < q < 1, multiplicity of positive solutions for (1.1) were recently studied by Sun, Wu and Long [24] , Haitao [14] and the authors [16] . The case of q = 1 was partially investigated in [16] .
In this paper, we study existence and multiplicity of positive solutions for (1.1) not only in the case 0 < q < 1 but also for q 1. We employ a variational approach even if the natural associated functional
(here q = 1 for simplicity) for problem (1.1) is not differentiable, even in the sense of Gâteaux. If 0 < q < 1, the functional I is at least continuous on the whole space H 1 0 (Ω), but on the other hand, in the case of q 1, the functional is neither defined on the whole space H 1 0 (Ω) nor is it continuous on D(I ) ≡ {u ∈ H 1 0 (Ω): I (u) < ∞}. Actually the set D(I ) could even be empty and indeed, for q 3, it may happen that I ≡ ∞ on the whole space H 1 0 (Ω). On the other side, if q < 3 and ∂Ω is of class C 2 , then D(I ) = ∅. This can be seen by looking at the function e α 1 , where e 1 is a positive eigenfunction corresponding to the first eigenvalue of − with homogeneous boundary condition. Simple computations show that e α 1 ∈ H 1 0 (Ω) and Ω |e α 1 | 1−q dx < ∞ if and only if α > 1/2 and α(1 − q) > −1, that is if and only if q < 3. Thus, if q < 3, we can have at least D(I ) = ∅ under some regularity of ∂Ω. So in the case of q 1 and even more if q 3, it seems difficult to treat the problem by a variational approach. Another difficulty in treating (1.1) is that even if we can obtain positive weak solutions of (1.1), we cannot rely on the standard bootstrap arguments to show that they are classical. Overcoming these difficulties, we prove existence and multiplicity of solutions for (1.1) and we also show their regularity under suitable assumptions.
To provide a variational setting for the problem, we use an approach based on nonsmooth analysis, seeking solutions of (1.1) as critical points of I in some suitable nonsmooth sense. There is a vast literature on nonsmooth analysis. To mention just the results we need in our problem, we refer the reader to [5, [9] [10] [11] 18, 27] ; see also the book [17] which treats nonsmooth analysis in several chapters. The main nonsmooth tool we use is a linking theorem (see Theorem 2) for functions which are a C 1 -perturbation of a convex function; to be precise, we just use the mountain pass version of the above mentioned theorem.
To recover the mountain pass geometry needed for the multiplicity result, we develop BrezisNirenberg type theorems for the equation
Here, g : Ω × R → [−∞, ∞] is the derivative in u of a lower semicontinuous, convex function (see (A3) in Section 3) and f : Ω × R → R is a function satisfying a usual growth condition and some dissipativity assumption (see (A2) and (A4) in Section 3). Under the assumption that there exist a subsolution ϕ 1 and a supersolution ϕ 2 with ϕ 1 ϕ 2 , we show that if either ϕ 2 is a strict supersolution or ess sup{|∂f/∂t (x, t)| + |∂g/∂t (x, t)|: (x, t) ∈ Ω × R with ϕ 1 (x) < t < ϕ 2 (x)} < ∞ for any domain with Ω Ω, then there exists u between ϕ 1 and ϕ 2 such that u is a local minimizer for a suitable (nonsmooth) functional associated with the problem. This result is a Brezis-Nirenberg type theorem in the framework of nonsmooth analysis, which turns out to be new also in the smooth setting (g = 0). To prove it, we use the dissipativity of f instead of the regularity of ∂Ω (see Remark 8 in Section 3). This theorem plays an important role to show the existence of a second positive solutions of (1.1) as in Ambrosetti, Brezis and Cerami's argument [2] .
All these ideas work well when D(I ) = ∅, i.e., when q < 3. However we can treat also the general case by seeking solutions of the form u +ū, whereū ∈ C ∞ (Ω) ∩ L ∞ (Ω) is the unique positive function satisfying − ū =ū −q in Ω, (ū − ε) + ∈ H 1 0 (Ω) for every ε > 0, (1.2) whose existence has been proved in [12, 19] and recently, without regularity assumptions on the boundary of Ω, by Canino and Degiovanni in [6] . Passing to u leads to consider a modified problem to which we can apply the above discussed methods. This allows to prove an Ambrosetti-Brezis-Cerami type result for the modified problem (see Theorem 6 in Section 4), which in turn gives the following result for the original problem (1.1).
To be precise, we premise that, by a positive solution of (1.1), we mean a function u in L 1 loc (Ω) such that ess inf x∈B u(x) > 0 for every compact subset B of Ω, − u = u −q + λu p in Ω in the sense of distributions, and (u − ε) + ∈ H 1 0 (Ω) for every ε > 0. (I) In the case of 1 < p (N + 2)/(N − 2), there exists Λ > 0 such that (1) for every λ ∈ (0, Λ), there exist at least two positive solutions of (1.1) belonging to
, and one of them, say u λ , satisfies
(ii) u λ >ū and u λ is strictly increasing with respect to λ To obtain the third point in the above theorem, we prove that any bounded solutions we obtain lie between suitable powers ofē, whereē is the unique solution in H 1 0 (Ω) of − ē = 1. Then we can use Canino and Degiovanni's argument in [6] , which relates the continuity ofē with the smoothness of the boundary of Ω (which is measured via the so-called Wiener criterion).
This paper is organized as follows. In Section 2, we introduce some preliminaries, notations and a linking theorem in the framework of nonsmooth analysis. In Section 3, we prove Brezis-Nirenberg type theorems in the same framework. In Section 4, we show the existence and multiplicity of positive solutions for (1.1) and we consider their regularity. In Appendix A, we give the proof of the linking theorem given in Section 2.
Preliminaries and notations
Throughout this paper, we denote by R + the set of nonnegative real numbers. For two realvalued functions u and v, we define u ∨ v = max{u, v}, u ∧ v = min{u, v}, u + = max{u, 0} and u − = max{−u, 0}. For a real-valued function θ defined on a subset R, we denote by θ + (t) and θ + (t) the right derivative of θ at t and the right derivative of θ + at t, respectively. For a realvalued function f defined on a subset of the product of some set and R, we denote by f (x, u) the partial derivative ∂f/∂u(x, u). Unless otherwise stated, when we use these notations, we mean to impose that the above derivatives exist and are finite real numbers. For a subset A of a topological space, we denote by Int A and ∂A the set of all interior points of A and the set of all boundary points of A, respectively.
Let Ω be a bounded domain in R N with N 1. We say that f : Ω × R → R is a Carathéodory function if f (·, u) is measurable for every u ∈ R and f (x, ·) is continuous for almost every x ∈ Ω. We say that two functions u, v :
We denote by |Ω| the Lebesgue measure of Ω, and we also denote by | · | p the standard L p (Ω)-norm for 1 p ∞. We define an inner product ·,· and a norm · of H 1 0 (Ω) by u, v = Ω ∇u∇v dx and u 2 = u, u for u, v ∈ H 1 0 (Ω). In the case of N 3, we set 2 * = 2N/(N − 2). We know that the natural embedding from
into L r (Ω) is continuous and compact if N = 1, 2 and 1 r < ∞, or N 3 and 1 r < 2 * , and it is continuous but not compact if N 3 and r = 2 * . In the case of N 3, we also set
We remark that S does not depend on the domain Ω; see [28 
Lemma B (Brezis-Lieb) . Let Ω be an open subset of R N with N 1, let 1 r < ∞, and let {u n } be a bounded sequence in L r (Ω) which converges to u almost everywhere in Ω. Then
As we said before, we are going to use some tools of nonsmooth analysis to treat our problem. To introduce a notion of a critical point for a nonsmooth function we employ the Fréchet subdifferential, which we now recall. Let H be a Hilbert space and let I : H → (−∞, ∞]. We say I is proper if I ≡ ∞ and we denote by D(I ) the set {u ∈ H : I (u) < ∞}. Let I : H → (−∞, ∞] be a proper, lower semicontinuous function. For every u in D(I ), we define the Fréchet subdifferential of I at u as the set
We remark that ∂ − I (u) may be empty, it is closed and convex, and if u ∈ D(I ) is a local minimizer for I then 0 ∈ ∂ − I (u). We also remark that if I 0 : H → (−∞, ∞] is a proper, lower semicontinuous, convex function, I 1 : H → R is a C 1 -function and I = I 0 + I 1 , then
, where ∂I 0 denotes the usual subdifferential of the convex function I 0 . For every u ∈ H , we define |||∂ − I (u)||| by For regularity arguments, we need the following. For its proof, see [13, Theorem 8.15] . 
Let A be a relatively closed subset of D(I ) such that
To show that the solutions we obtain for our problem are classical ones, we use the following results. The equivalence of (iii) and (v) is the so-called Wiener's theorem. For the Wiener criterion and Wiener's theorem, see [1, 15, 20] . The equivalence of (iii) and (iv) is taken from [6, Theorem 5.1] . So the following is a slight generalization of it. But the proof is essentially the same. In particular, the following are equivalent:
Proof. First, we recall some results. By [20, Lemma 2 .85], given f ∈ C(∂Ω), there exists a
and lim 
0 (Ω) and − (f − H f +ē) = 0 in Ω in the sense of distributions. So we have f − H f +ē = 0 in Ω. Since x 0 satisfies the Wiener criterion, we obtain the conclusion.
(ii) ⇒ (i) Let f ∈ C(∂Ω)-we can suppose that f is defined and continuous on the whole
as the unique function which satisfies − u n = f n in Ω in the sense of distributions. By its uniqueness, we have u n = H f n − f n . By [20, Remark 2 .82] we have |u n | < f n ∞ē . Then for every y ∈ Ω, we have |f (
Hence we get the conclusion. 2 3. Brezis-Nirenberg type theorems in the framework of nonsmooth analysis-subsolution, supersolution and local minimizer
In this section, we consider the problem
and we show that a kind of Brezis-Nirenberg type theorems holds for (3.1). We label with (A * ) the assumptions we use in the sequel. First, we show our basic assumptions. In (A3)(ii)(b) below, we recall that G (x, u) means ∂G/∂u(x, u) as in the first paragraph in Section 2. 
Remark 1.
In (A1), we do not assume any regularity on the boundary of Ω.
Then we have
The following lemma addresses all measurability issues in our arguments.
Lemma 2. Assume (A1) and (A3). Assume also that there is a measurable function u
Then the following facts are true.
It is clear that v n < u < w n on Ω, and
) for almost every x ∈ Ω, we get the assertion. Since for almost every x ∈ Ω and for all s ∈ R,
for almost every x ∈ Ω. Hence, we obtain the conclusion.
(ii) Assume that g(·, u 0 ) is measurable. Let v n and w n be defined as in (3.2). Set
Using the measurability of g(·, u 0 ), we can show that g(·, u n ) is measurable for all n. Since G(x, u n (x)) ∈ R for almost every x ∈ Ω and for all n and u n (x) → u(x) for almost every x ∈ Ω,
Now, we introduce a variational setting for problem (3.1). We choose a Carathéodory function
We define a functional I :
Remark 3. We remind that in the conditions G(·, u) ∈ L 1 (Ω) above, and in all other similar conditions all around the paper, we are requiring both measurability and integrability.
Then the following are equivalent:
→ R is increasing and
the monotone convergence theorem yields (3.5). From (3.5), we have
Ω). Using (ii) and the convexity of s → G(x, s), we have
Now, we give some definitions. We say ϕ is a subsolution (resp. a supersolution) of (3.1) if
For the sake of completeness, we recall again that when writing g(·, ϕ) ∈ L 1 loc (Ω) we mean that g(·, ϕ) is both measurable and locally integrable on Ω. We say ϕ is a weak solution of (3.1) if ϕ is both a subsolution and a supersolution of (3.1). We say ϕ is a strict subsolution (resp. a strict supersolution) of (3.1) if ϕ is a subsolution (resp. a supersolution) of (3.1) and
and that ϕ is a weak solution of (3.1) if and only if
By considering ∞ and −∞ as the functions whose values are respectively always ∞ and −∞, we identify K ϕ and K ψ with K ∞ ϕ and K ψ −∞ , respectively. We investigate some conditions ensuring that a critical point of our functional is a weak solution of (3.1). We remark that the following is a generalization of [22 
Proposition 2. Assume (A1)-(A3). Assume also one of the following conditions:
(iii) ϕ 1 and ϕ 2 are respectively a subsolution and a supersolution of (3.1),
Then u is a weak solution of (3.1).
Proof. (i) We note that
We note that supp z t is compact and |z t (x)| t|ψ(x)| for each x ∈ Ω. Using Lemma 3, we have
Since we can find a sequence {w n } ⊂ C ∞ 0 (Ω) such that w n 0, n supp w n is contained in a compact subset of Ω, {|w n | ∞ } is bounded, and w n − z t → 0 as n → ∞, by using the fact that ϕ 1 is a subsolution and Lebesgue's convergence theorem, we have
Subtracting the last inequality from the previous one, we have
). Setting w t = ((u + tψ) − ϕ 2 ) + , we have v t − u = tψ − w t . Using Lemma 3 and the property that ϕ 2 is a supersolution, we can get (3.6) similarly. Hence u is a weak solution of (3.1).
(iii) We note that
Using Lemma 3 and the property that ϕ 1 , ϕ 2 are respectively a subsolution and a supersolution, we can get (3.6) similarly. Hence u is a weak solution of (3.1). 2
Although the following is not needed in the sequel, we think it is interesting from the viewpoint of nonsmooth analysis. We remark that the following is a generalization of [21, Proposition 4.2(a)].
Then the following facts are true:
(iii) if ϕ 1 and ϕ 2 are respectively a subsolution and a supersolution of (3.1) then 0 ∈ ∂ − I (u).
) by Lemma 1 and (A3). Then identifying w with ψ in the proof of Proposition 2(i), we can get (3.6) by a part of the same lines. Now let v be a general element of D(I K ϕ 2 ). By Lemma D, we can take a sequence
by Lemma 1 and (A3). Since every v n − u is bounded with compact support, we have
Applying Fatou's lemma, we obtain
Therefore by Lemma 3, we obtain 0 ∈ ∂ − I K ϕ 2 (u).
(ii) We can argue as in (i).
(iii) Assume that ϕ 1 and ϕ 2 are respectively a subsolution and a supersolution of (3.1). Using (i), we have 0 We now present a Brezis-Nirenberg type theorem in the framework of nonsmooth analysis. Even in the case of g ≡ 0, the result seems to be new. This assumption is what we referred to, in Section 1, as f being a dissipative nonlinearity. . Assume also one of the following conditions:
(ii) ϕ 2 is a strict supersolution of (3.1).
Then u is a local minimizer for I K ϕ 1 . Moreover, under the assumption (ii), if N = 1, 2, or N 3 andp < 2 * − 1, then there exists ρ 0 > 0 such that
Proof. We set
for any v ∈ K ϕ 1 . We also set
) are measurable by Lemma 2(i) and (iii). Using π(v) ∈ K ϕ 2 ϕ 1 , the convexity of G(x, ·) and (A4), we have
which implies
First, we consider our theorem under assumption (i). We choose C > 0 satisfying |w|p +1 C w for all w ∈ H 1 0 (Ω). We claim that there exists ρ > 0 such that
Using this claim and (3.8), we have
Thus, we have shown that u is a local minimizer for I K ϕ 1 . For the sake of completeness, we give the proof of the claim. Suppose that the claim does not hold. Then we can choose
, using Fatou's lemma, we have
. 
+1 , we have
If on the contrary
From these two inequalities, we obtain the conclusion.
Finally, under the assumption (ii), we consider the case N 3 andp = 2 * − 1. Suppose that the conclusion does not hold. Then we can choose a sequence {v n } ⊂ H 1 0 (Ω) such that
Then the function h = u + ∞ n=1 |v n − u| satisfies |v n | h almost everywhere for all n. Setting
for allM > 0 and n. Since we can chooseM > 0 such that 1 2S
for all n.
We can showν ≡ inf{Lw: w ∈B} > 0 as in the previous case, whereB = {w ∈ H 1 0 (Ω): w 0,
In the case
In both cases, we obtain a contradiction. 2
As a dual of the previous theorem, we have the following. . Assume also one of the following conditions:
(ii) ϕ 1 is a strict subsolution of (3.1).
Then u is a local minimizer for I K ϕ 2 . Moreover, under the assumption (ii), if N = 1, 2, or N 3 andp < 2 * − 1, then there exists ρ 0 > 0 such that
Now, we can show a Brezis-Nirenberg type theorem which says that there exists a weak solution u of (3.1) between a subsolution and a supersolution such that it is a local minimizer for I K ϕ 1 . Recall the meaning of u > v in Ω as in the second paragraph in Section 2.
Theorem 4. Assume (A1)-(A4)
. Let ϕ 1 , ϕ 2 be respectively a subsolution and a supersolution of (3.1) such that ϕ 2 is not a solution of (3.1),
and that one of the following conditions holds:
for (x, t) ∈ Ω × R with ϕ 1 (x) t < ϕ 2 (x); (ii) ϕ 2 is a strict supersolution of (3.1).
Then there exists a weak solution u of (3.1) with ϕ 1 u ϕ 2 such that u is a local minimizer for I K ϕ 1 . In addition, under the assumption (i), u < ϕ 2 in Ω, and under the assumption (ii), if N = 1, 2, or N 3 andp < 2 * − 1, then there exists ρ 0 > 0 satisfying (3.7).
or ∂Ω is smooth in some sense, we have ϕ 1 , ϕ 2 ∈ L 2 * (Ω), hence we do not need to assume ϕ 1 , ϕ 2 ∈ L p+1 (Ω).
Remark 6.
Under assumption (i) in the theorem above, if ϕ 1 is not either a solution of (3.1), then the obtained weak solution u satisfies ϕ 1 < u < ϕ 2 in Ω.
Remark 7.
In the case when g and f are differentiable with respect to the second variable, the condition that
Ω is a sufficient condition for (3.9).
Proof of Theorem 4. From our assumption, we have inf
. By (A2) and (A3), { u n } is bounded, hence we may assume that {u n } converges weakly and almost everywhere to u ∈ K (Ω) , and (3.1), Lebesgue's dominated convergence theorem yields Ω F (x, u) dx = lim n Ω F (x, u n ) dx. Since v → Ω |∇v| 2 dx and v → Ω G(x, v) dx are weakly sequentially lower semicontinuous on
(u). By Proposition 2(iii), u is a weak solution of (3.1). We will show that under the assumption (i) in this theorem, assumption (i) of Theorem 3 holds. We define a function h by
for every x ∈ Ω. We note that h ∈ L ∞ loc (Ω) by assumption (i). Since we have − (ϕ 2 − u) + h(ϕ 2 − u) 0 in Ω in the sense of distributions, by the strong maximum principle, we have u < ϕ 2 in Ω. Thus, under assumption (i), we have shown (i) in Theorem 3. Hence by Theorem 3, we obtain the conclusion. 2
In the case of g ≡ 0, i.e., for the problem
we have the following result, where
Corollary 1. Assume (A1), (A2) and (A4).
Let ϕ 1 , ϕ 2 be respectively a subsolution and a supersolution of (3.10) such that ϕ 2 is not a solution of (3.10),
Assume also one of the following conditions:
is a strict supersolution of (3.10).
Then there exists a weak solution u of (3.1) with ϕ 1 u ϕ 2 such that u is a local minimizer for J K ϕ 1 . In addition, under the assumption (i), u < ϕ 2 in Ω, and under the assumption (ii), if N = 1, 2, or N 3 andp < 2 * − 1, there exists ρ 0 > 0 satisfying
Remark 8. In Brezis and Nirenberg [4, Theorems 1 and 2]
, the smoothness of ∂Ω played a crucial role. The monotonicity of the function u → f (x, u) + ku with some k ∈ R was also assumed in [4, Theorem 2] in which they proved that a stronger inequality holds, i.e., u(x) ϕ 1 (x) + ε dist(x, ∂Ω) with ε > 0. Then they used the fact that u is a local minimizer in the convex set with respect to the C 1 topology to derive that u is a local minimizer in the whole space. In the proof of Theorem 3, the dissipativity of f allows us to prove the conclusion directly without using the stronger inequality above, although some monotonicity is still needed to apply the strong maximum principle when we are in case (i).
We finish this section with a result concerning on the case of N 3 and p > (N + 2)/(N − 2).
(A2 ) N 3 and f : Ω × R → R is a Carathéodory function such that for each M > 0, there is a function a 5 ∈ L 2N/(N+2) (Ω; R + ) such that
for almost every x ∈ Ω and for every u ∈ R with |u| M;
for almost every x ∈ Ω and for every u, v ∈ R with u = v and |u|, |v| M.
Under the assumptions (A1), (A2 ) and (A3), we choose a Carathéodory function F : Ω × R → R satisfying (3.3), and we redefine a functional I :
. We remark that I may not be lower semicontinuous on the whole space H 1 0 (Ω).
Theorem 5. Assume (A1), (A2 ), (A3), (A4 ).
Let ϕ 1 , ϕ 2 be respectively a subsolution and a supersolution of (3.1) such that ϕ 2 is not a solution of (3.1), 
and ϕ 2 is also a supersolution for (3.1) withf instead of f . Moreover, under the assumption (i), the right-hand side inequality in (3.9) holds withf instead of f , and under the assumption (ii), ϕ 2 is also a strict supersolution for (3.1) withf instead of f . Hence, by Theorem 3, u is a local minimizer forĨ K ϕ 1 , which implies that u is a local minimizer for
Existence and multiplicity of positive solutions for a singular elliptic problem with concave and convex nonlinearity
We study existence and multiplicity of positive weak solutions for the equation
where Ω is a bounded domain in R N , q > 0, p 1 and λ > 0. First, we recall the following result [6, Theorem 2.2].
Theorem E (Canino and Degiovanni). There exists one and only oneū
is the unique function which satisfies − ē = 1 in Ω in the sense of distributions, then
Throughout this section, we use the functionsū andē as above.
To find positive solutions of (4.1), we will use the theorems developed in Section 3. However, since solutions of (4.1) may not be expected to be in H 1 0 (Ω) unless q < 3, see [19] , we need to pass to a translated problem. Formal computations show that u +ū is a solution of (4.1) if and only if u solves
So in what follows, we will prove existence and multiplicity of solutions of (4.2); at the end of this section, we will go back to problem (4.1), giving the proof of Theorem 1.
In this section, we often denote the problem above by (4.2) λ to stress the dependence on λ. For instance, if we say that u is a solution of (4.2) μ , we mean that u is a solution with μ instead of λ. We say the case is subcritical if N = 1, 2, or N 3 and 1 < p < 2 * − 1, the case is critical if N 3 and p = 2 * − 1, and the case is supercritical if N 3 and p > 2 * − 1. We define g :
We can easily see that g and G satisfy (A3). We have the following properties for g and G.
Lemma 4.
For each x ∈ Ω, there hold the following:
Proof. Let x ∈ Ω. Let r 1. By the concavity of τ → g(x, τ ), we have
for each s, t with s t > −ē(x), which is (ii). (iii) corresponds to the case t = 0 in (ii). 2
We define I : (Ω) and for every λ > 0, we also define
there exists a positive weak solution of (4.2) λ which belongs to L ∞ (Ω) .
We may notice that, in the subcritical and critical cases, we have 
we have (ii). Let λ > 0 and let z be a positive weak solution of (4.2) μ for some μ > λ.
we have (iii). 2 Lemma 6. Λ > 0, and for every λ ∈ (0, Λ), there exists a positive weak solution u λ of (4. 
Moreover, in the subcritical case, there exists ρ 0 > 0 such that
Proof. By the previous lemma (i), we know that 0 is a strict subsolution of (4.2) λ for any λ > 0. Let λ > 0 such that there is a positive strict supersolution ϕ 2 of (4
Then it is easy to see that the assumptions of Theorem 4 or those of Theorem 5 are verified in the subcritical and critical cases or in the supercritical case, respectively. Using also the previous lemma (ii), (iii), I (0) < 0, Remarks 6, 7, and the interior regularity theorem, we can obtain a positive weak solution u λ which has the properties stated in our lemma. 2 Remark 9. Using Lemma 9 below one can prove that I K ϕ 2 0 has a unique minimizer, so u is uniquely defined.
Next, we consider the existence of multiple positive weak solutions for (4.2) λ . Till the end of Lemma 9, we fix λ ∈ (0, Λ) and we denote by u the positive weak solution u λ obtained in Lemma 6.
Proposition 4. I K u satisfies (CPS) c for every c ∈ R in the subcritical case and for each c satis-
Proof. Fix any c ∈ R in the subcritical case or c < I
Using (4.4), the inequality above and Lemma 4(ii), we have
Using Lemma B and the convexity of τ → |τ +ū(x)| 2 * −1 , we have
In the critical case, we need the following to apply the previous proposition. The proof below is essentially the same as those of [2, Lemma 4.4] or [16, Lemma 7] .
Lemma 7. In the critical case, there exists a nonnegative function
Proof. For the sake of simplicity, we assume 0 ∈ Ω. We choose a radially symmetric function ζ ∈ C ∞ 0 (Ω) such that 0 ζ 1 in Ω and ζ(x) = 1 near x = 0. We set
for x ∈ Ω and ε > 0.
We can see that there exist m, M > 0 such that m u(x) M for each x ∈ supp ζ . We assume ε > 0 is sufficiently small. Since ζ(x) = 1 near x = 0, from Lemma A, we can easily show that there exist c 1 , c 2 > 0 which are independent of ε > 0 and satisfy
respectively; see also [3, proof of Lemma by ζ(x) = 1 near x = 0. Since
it is easy to see that there exists α > 0 such that Since u is a positive weak solution of the problem, from the inequalities above, we have
for all 0 t < λ −(N −2)/4 /2. Since we can assume tΨ ε (x) 1 for each t λ −(N −2)/4 /2 and |x| ε, we have
for all t λ −(N −2)/4 /2. We define j ε : [0, ∞) → R by the right-hand sides of the two inequalities above on each interval [0, λ −(N −2)/4 /2) and [λ −(N −2)/4 /2, ∞), respectively. Since j ε attains its maximum at
, which completes the proof. 2
Proposition 5.
In the subcritical and critical cases, for each λ ∈ (0, Λ), there is a second positive weak solution of (4.2).
Proof. In the critical case, let Ψ be as in the previous lemma. We set w = u in the subcritical case, Ψ in the critical case.
Since u is a local minimizer for I K u , we can choose ρ > 0 such that Proof. Let v be a positive weak solution of (4.2) 
by Lemma 4(iii), and
as s ↓ 0, we have by the monotone convergence theorem,
for every t ∈ [0, 1), and θ(t) θ(0) for every sufficiently small t > 0, by using the monotone convergence theorem again, we have
for every t ∈ [0, 1), θ + (0) ∈ [0, ∞], and θ + (t) ∈ R for every t ∈ (0, 1). Noting θ + (0) = 0, θ + (t) → 0 as t ↑ 1, and t → θ + (t) is strictly decreasing on [0, 1), we can easily find
We can show the minimality of u obtained by Lemma 6 as follows. The proof is essentially the same as that of [16, Proposition 2] .
Lemma 9. Let z be a positive weak solution belonging to
. By Lemma 6, we know that θ(ε) θ(0) for any sufficiently small ε > 0. Then we can show
by arguing as in the previous lemma. We set h(x, t) = −g(x, t) + λ(t +ū(x)) p for x ∈ Ω and t > 0. By the convexity of h with respect to the second variable, there holds h(x, t) + h (x, t)(s − t) − h(x, s) < 0 for every x ∈ Ω and t, s > 0 with t = s. Then we have Proof. Suppose that the conclusion does not hold. By Lemma 6 and Lemma 12 below, for all λ > 0, there is a positive weak solution u λ of (4.2) λ satisfying
By Lemma 4(iii), we have
Then we may assume that {v λ } converges weakly to v in
for all λ > 0, we have Ω ∇v∇ψ dx = ∞, which is a contradiction. We have thus shown that Λ < ∞. 2
Lemma 11. Even if λ = Λ, there is a positive weak solution of (4.2) Λ belonging to L p+1 (Ω).
Proof. By arguing as in the proof of the previous lemma and Lemma 9, we find that there exists a bounded set {u λ : λ ∈ (0, Λ)} in L p+1 (Ω) such that each u λ is a positive weak solution of (4.2) λ and u μ u λ for 0 < λ < μ < Λ. We can easily see that {u λ : λ ∈ (0, Λ)} is also bounded in H 1 0 (Ω). We choose a sequence {λ n } ⊂ (0, Λ) such that λ n ↑ Λ and {u λ n } converges to v weakly both in H 1 0 (Ω) and L p+1 (Ω) and almost everywhere in Ω. Since {u λ n } is increasing with respect to n, v is a positive weak solution of (4.2) Λ belonging to L p+1 (Ω). 2
In Lemmas 12-15 below, we show some regularity properties of nonnegative weak solutions of (4.2) λ . The following is essentially the same as [16, Lemma 9] .
Lemma 12.
In the subcritical and critical cases, every nonnegative weak solution z of (4.2) λ satisfies g(x, z)w ∈ L 1 (Ω) and 
we have z cē. By Proposition 1 and the interior regularity theorem, we obtain the latter part of the conclusion. 2 Using Lemmas 6, 9-11, 14, 15 and Proposition 5, we can conclude the proof of Theorem 6.
Remark 11. By similar arguments, in the case of 0 < p < 1 and q > 0, we can also show the existence of a positive weak solution of (4.2) λ belonging to
With a regularity assumption on ∂Ω, such a result was already obtained by Stuart [26] by a super-subsolution method. In this case, since the proof of Lemma 9 does not work, we do not know the minimality of the positive weak solution. In the case of p = 1 and q > 0, if we set Λ in the same way, we can similarly show that for each λ ∈ (0, Λ), there exists a minimal positive weak solution of (4.2) λ belonging to C ∞ (Ω) ∩ L ∞ (Ω). With a regularity assumption on ∂Ω, such a result was already obtained by Coclite and Palmieri [7] . In this case, since the proofs of Lemmas 10 and 11 do not work, we do not know whether Λ < ∞, nor do we know, even if Λ < ∞, whether a positive weak solution of (4.2) Λ for λ = Λ exists.
In the rest of this section, we give the proof of Theorem 1. The following result is contained in the proof of [6, Theorem 3.4] . For the sake of completeness, we give its proof.
Then (u +ū − ε) + ∈ H 1 0 (Ω) for every ε > 0. In particular, every positive weak solution u of (4.2) belonging to L p+1 (Ω) has the same property.
Proof. Let ε, σ > 0 and set
, by arguing as in the proof of Lemma 12, we have We say that a point u ∈ X is lower critical, if |dI |(u) = 0. We say that a real number c is a lower critical value for I , if there exists a lower critical point u ∈ X such that I (u) = c. We remark that if u ∈ X is a local minimizer for I then |dI |(u) = 0. We say that I satisfies the Palais-Smale condition at level c, briefly I satisfies (PS) c , if any sequence {u n } ⊂ X satisfying I (u n ) → c and |dI |(u n ) → 0 has a convergent subsequence in X. We recall the following linking theorem obtained in [9, Theorem 3.7] . 
Theorem G (Corvellec, Degiovanni and Marzocchi

In particular, u ∈ D(I ) is lower critical for I if and only if 0 ∈ ∂ − I (u).
For the behavior of |dG I |(u, ξ ) for (u, ξ ) ∈ epi I with I (u) < ξ , the following is useful; see [11, Theorem 3.13] . Proof of Theorem 2. We define χ : H → R by χ(u) = 1 + u for each u ∈ H . Let E = {0} and θ(t) = (1 + t) for every t 0. Then by Propositions A, B and Theorem 7, we obtain the conclusions. 2
Proposition B (Degiovanni and Marzocchi). Let H and I be as in Proposition
