Regularity for convex viscosity solutions of special Lagrangian equation by Chen, Jingyi et al.
ar
X
iv
:1
91
1.
05
45
2v
1 
 [m
ath
.A
P]
  1
2 N
ov
 20
19
REGULARITY FOR CONVEX VISCOSITY SOLUTIONS OF
SPECIAL LAGRANGIAN EQUATION
JINGYI CHEN, RAVI SHANKAR, AND YU YUAN
Abstract. We establish interior regularity for convex viscosity solu-
tions of the special Lagrangian equation. Our result states that all such
solutions are real analytic in the interior of the domain.
1. Introduction
In this paper, we establish regularity for convex viscosity solutions of the
special Lagrangian equation
(1.1) F
(
D2u
)
=
n∑
i=1
arctan λi −Θ = 0,
where λ′is are the eigenvalues of the Hessian D
2u and Θ is constant.
The fully nonlinear equation (1.1) arises from the special Lagrangian ge-
ometry [HL]. The “gradient” graph (x,Du (x)) of the potential u is a La-
grangian submanifold in Rn × Rn. The Lagrangian graph is called special
when the phase, which at each point is the argument of the complex number(
1 +
√−1λ1
) · · · (1 +√−1λn) , is constant Θ, that is, u satisfies equation
(1.1). A special Lagrangian graph is a volume minimizing minimal subman-
ifold in
(
R
n × Rn, dx2 + dy2) .
A dual form of (1.1) is the Monge-Ampe`re equation
(1.2)
n∑
i=1
lnλi − Φ = 0
with Φ being constant, interpreted by Hitchin [Hi] as the potential equa-
tion for special Lagrangian submanifolds in (Rn × Rn, dxdy) . Warren [W]
demonstrated the “gradient” graph (x,Du (x)) is volume maximizing in this
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pseudo-Euclidean space. Under a rotation introduced in [Y2], (1.2) becomes
(1.3)
n∑
i=1
ln
1 + λi
1− λi − Φ = 0.
Earlier on, Mealy [Me] showed that an equivalent algebraic form of (1.3) is
the potential equation for his volume maximizing/special Lagrangian sub-
manifolds in
(
R
n × Rn, dx2 − dy2) .
A fundamental problem for those geometrically as well as analytically
significant equations is regularity. Our main result is
Theorem 1.1. Let u be a convex viscosity solution of (1.1) on ball B1(0) ⊂
R
n. Then u is analytic in B1 (0) and we have an effective Hessian bound
|D2u(0)| ≤ C(n) exp
[
C(n) osc
B1(0)
u
]2n−2
,
where C(n) is a certain dimensional constant.
One application of the above regularity result is that every entire con-
vex viscosity solution of (1.1) is a quadratic function; the smooth case was
done in [Y2]. In parallel, Caffarelli proved the rigidity for entire convex
viscosity solutions of the Monge-Ampe`re equation, while the smooth case
is the classic work by Jo¨rgens-Calabi-Pogorelov and also Cheng-Yau. An-
other consequence is the existence of interior smooth solutions of the second
boundary value problem for (1.1) between general convex domains Ω and
Ω˜ on Rn. For uniformly convex domains Ω and Ω˜ with smooth boundaries,
this problem was solved by Brendle-Warren [BW]. The extension can be
handled as follows: under smooth, uniformly convex approximations of the
two general convex domains, a C0 limit of Brendle-Warren solutions is still a
convex viscosity solution of (1.1), and in turn, interior smooth by Theorem
1.1. The boundary behavior of the solutions remains unclear to us. One by-
product of our arguments for the above theorem is that, by Lemma 2.1, we
can remove the local C1,1 assumption on the initial convex potential, for the
long time existence of Lagrangian mean curvature flow in [CCY, Theorem
1.2 and Theorem 1.3].
Regularity for two dimensional Monge-Ampe`re type equations includ-
ing (1.1) with n = 2 was achieved by Heinz [H] in the 1950’s. Regular-
ity for continuous viscosity solutions of (1.1) with critical and supercritical
phases |Θ| ≥ (n− 2) pi2 follows from the a priori estimates developed in
[WY1,2,3] [CWY] [WdY2]. Singular semiconvex viscosity solutions of (1.1)
certainly with subcritical phase |Θ| < (n− 2) pi2 and n ≥ 3 constructed by
Nadirashvili-Vla˘dut¸ [NV] and in [WdY1], show that the convexity condi-
tion in Theorem 1.1 is necessary. In comparison, there are singular con-
vex viscosity solutions (Pogorelov C1,1−2/n, or more singular ones) to the
Monge-Ampe`re equation detD2u = f(x). Under a necessary strict convex-
ity assumption on convex viscosity solutions, interior regularity was obtained
respectively by Pogorelov [P] for smooth enough right hand side f(x), by
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Urbas [U] for Lipschitz f(x) and C1,(1−2/n)
+
solutions, and by Caffarelli [C]
for Ho¨lder f(x).
There have been attempts for the regularity of convex viscosity solutions
of (1.1) since our work [CWY] in 2009 on a priori estimates for smooth
convex solutions, as in the critical and supercritical cases. In those latter
cases, one can smoothly solve the Dirichlet problem for (now concave [Y3])
equation (1.1) on any interior small ball, with smooth boundary data ap-
proximating the continuous viscosity solution on the boundary in C0 norm.
The a priori estimates in [WY1,3] [WdY2] depend only on C0 norm of the C0
viscosity solution on the boundary, thus allow one to draw a smooth limit
to the C0 viscosity solution. Hence, the regularity for viscosity solutions
follows. We are not able to find smooth convex solutions of (now saddle
[Y3]) equation (1.1) of subcritical phase Θ < (n− 2)pi2 , with smooth bound-
ary data approximating the convex viscosity solution there in C0 norm.
Even if we solve the Dirichlet problem for a modified concave equation
Fˆ (D2u) =
∑n
1 f(λi) − Θ = 0 with f(λ) = arctan λ for λ ≥ 0 and λ for
λ < 0, the smooth solutions with the approximated smooth boundary data
may not be convex. Unless one proves similar a priori estimates directly
for the modified equation, we cannot gain regularity by drawing a smooth
limit to the original convex viscosity solution, with the a priori estimates for
smooth convex special Lagrangian solutions in [CWY].
Another natural way is to work over a rotated coordinate system intro-
duced in [Y2], so that the slope of the “gradient” graph of the solution drops
to the range [−1, 1] from [0,+∞]. As every graphical tangent cone to the
minimal Lagrangian graph with such restricted slopes is flat, via the ma-
chinery from geometric measure theory, [Y1] gives a C2,α interior bound,
hence regularity in rotated coordinates.
The first difficulty is in dealing with the multivalued “gradient” graph
over the rotated coordinate system. We relate the above pi4 -rotation to the
conjugated pi2 -rotation, that is, at potential level, we rewrite the rotated
potential in terms of the Legendre transform (convex conjugate) of the old
potential (Proposition 2.1, Lemma 2.1. Geometrically, the “singular” multi-
valued gradient “graph” is a Lipschitz one in the rotated coordinates. This
leads to yet another proof for the Alexandrov Theorem: every semiconvex
function is second order differentiable almost everywhere.). The second one
is showing the rotated potential is still a viscosity solution of (1.1) (with a
decreased phase). The preservation of supersolutions is simple because of
the order preservation and the respect for uniform convergence of the rota-
tion operation (Proposition 2.2). The preservation of subsolutions under the
rotations is no quick matter. Unlike in the supersolution case, we are only
able to show the preservation of convex subsolutions, by convex smooth sub-
solution approximations of the original convex subsolution of (now concave)
equation (1.1) (Proposition 2.3). There is one last hurdle in making sure
the slope of the “gradient” graph over the pi4 -rotated coordinate is not 1,
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the largest possible. Otherwise the original potential cannot have bounded
Hessian. It turns out the maximum eigenvalue of the rotated Hessian is a
subsolution of the linearized equation of the now saddle equation (1.1). The
strong maximum principle then finishes the job; see Section 3.
2. Preliminaries
2.1. Smooth functions and solutions. Via the Legendre transform, we
directly connect the original potential u for the Lagrangian graph (x,Du (x))
on Rn×Rn = Cn, with the α-rotated potential u¯ (x¯) for the same Lagrangian
submanifold (x¯,Du (x¯)) on Cn, under (anti-clockwise α ∈ (0, pi2 )) coordinate
rotation z¯ = e−iαz. As in [Y2, p. 124], assuming semiconvexity D2u >
− cotα I and denoting (c, s) = (cosα, sinα) , the two “gradients” are related
by
{
x¯ = cx+ sDu (x)
Du¯ (x¯) = −sx+ cDu (x) .
Writing the original “gradient” ux (x) = Du (x) in terms of the old indepen-
dent x and the new variable x¯ = cx + sux, and applying the product rule,
one has the “gradient” connection
du¯ (x¯) = u¯x¯dx¯ = (−sx+ cux) dx¯
=
[
−sx+ cx¯− cx
s
]
dx¯ =
[
c
s
x¯− 1
s
x
]
dx¯
= d
{
1
2
c
s
x¯2 − 1
s
[
x¯x−
(
su (x) +
c
2
x2
)]}
,
and up to a constant, in formal notation instead of the above “abused” one,
the potential connection, as in [CW, p.334-335],
u¯ (x¯) =
1
2
c
s
|x¯|2 − 1
s
[
x¯ · x−
(
su (x) +
c
2
|x|2
)]
.
When α = pi2 , the rotated potential u¯ (x¯) = − [x¯ · x− u (x)] is the nega-
tive of the Legendre transform of u (x) . Recall the Legendre transform of
a strictly convex (not necessarily smooth) function f (x) on B1 is usually
formulated in an extremal form
(2.1) f∗(y) = sup
x∈B1
[y · x− f(x)]
for y ∈ ∂f (B1) . We record the following analytic interpretation of the α-
rotated potential in terms of the Legendre transform of the original one.
Proposition 2.1. Suppose u(x) is smooth and D2u > − cotα I on B1.
Then the smooth function
(2.2) u¯ (x¯) =
1
2
c
s
|x¯|2 − 1
s
[
su (x) +
c
2
|x|2
]∗
(x¯)
for x¯ ∈ [cx+ sDu (x)] (B1) , is a potential for the Lagrangian graph (x,Du (x))
under the anti-clockwise coordinate rotation z¯ = e−iαz.
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Observe that the canonical angles between each tangent plane of the La-
grangian graph (x,Du (x)) and the α-rotated x¯-plane, decrease from the
original ones with respect to the x-plane by α
arctan λ¯i
(
D2u¯
)
= arctan λi
(
D2u
)− α;
consequently we see the α-rotated potential u¯ satisfies the equation
(2.3) F¯
(
D2u¯
)
=
n∑
i=1
arctan λ¯i
(
D2u¯
)−Θ+ nα = 0,
given the equation (1.1) for u.
2.2. Convex functions and viscosity solutions. The α-rotation u¯ in
(2.2) still makes sense if u (x)+ 12 cotα |x|2 is strictly convex (not necessarily
smooth). Indeed, we have
Lemma 2.1. Let u+ 12 (cotα− δ) |x|2 be convex on B1 (0) for δ > 0. Then
the α-rotation u¯ in (2.2) is defined on Ω¯ = ∂u˜ (B1 (0)) with u˜ = su+
c
2 |x|2 .
Moreover, Ω¯ is open and connected.
Proof. Step 1. The subdifferential ∂f (a) for any convex function f (x) at
a is the set of all the gradients of those linear support functions for f (x)
at x = a. Recall ∂f (a) is bounded, closed, and convex. The convexity
of ∂f (a) is because convex combinations of those linear support functions
remain linear support ones at x = a. The sum rule is valid for subdifferentials
of two convex functions; see [R,Theorem 23.8]. For completeness, we include
a proof of the (still subtle) sum rule with the other convex function being a
quadratic one
∂ (v +Q) (x) = ∂v (x) + ∂Q (x) .
For the sake of simple notation, we only present the proof at x = 0. By
subtracting linear supporting functions from v and Q at x = 0, we assume
that v (0) = 0, v ≥ 0, ~0 ∈ ∂v (0) , and Q (x) = 0.5κ |x|2 with κ > 0. The
inclusion ∂ (v +Q) (0) ⊇ ∂v (0)+∂Q (0) is easy, because the sum of any two
linear supporting functions at the same point for two convex functions, is still
a linear supporting function for the sum function at that same point. On the
other hand, for any Y ∈ ∂ (v +Q) (0) , we show Y ∈ ∂v (0)+∂Q (0) = ∂v (0) .
Otherwise, even (1− η)Y for a small η > 0 is not in the bounded closed
convex set ∂v (0) ∋ ~0. This means non-vanishing linear function (1− η)Y ·x
would be larger than v (x) , along a sequence xγ going to 0 with Y · xγ > 0.
In turn
(1− η)Y · xγ + 0.5κ |xγ |2 ≥ v (xγ) + 0.5κ |xγ |2 ≥ Y · xγ .
Then 0.5κ |xγ |2 ≥ ηY · xγ > 0. Impossible for small xγ .
Step 2. We first prove Ω¯ contains B¯sδ (∂u˜ (0)) . For any subdifferential
x¯0 ∈ ∂u˜ (0) , by subtracting linear function x¯0 · x+ u˜ (0) from u˜, we assume
x¯0 = 0 ∈ ∂u˜ (0) and u˜ (0) = 0, then u˜ ≥ 0 in B1 (0) . For any |x¯∗| < sδ,
the linear function L (x) = x¯∗ ·
(
x− 1sδ x¯∗
)
+ 12sδ |x¯∗|2 touches Q (x) = sδ2 |x|2
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from below at x = 1sδ x¯∗. Because all the directional derivatives of u˜−Q are
nonnegative at 0, and also the directional derivative of v˜−Q along each ray
from 0 is increasing, we have the ordering u˜ (x) ≥ Q (x) ≥ L (x) . We move
up the linear function L (x) until it touches the graph of u˜ (x) in Rn×R1 the
first time at x = b. Without loss of generality, we assume that in the first
place, u˜ is already extended to an entire sδ-convex function on Rn. Note
that the point b cannot be outside B1 (0) . Otherwise, by the sum rule in
Step 1, x¯∗ ∈ ∂u˜ (b) = ∂v (b)+sδ ·b and 0 ∈ ∂u˜ (0) = ∂v (0)+∂Q (0) = ∂v (0)
with v = u˜−Q. Then we have the slope increasing property for u˜ :
|x¯∗ − 0|2 = |∂v (b) + sδb|2 = |∂v (b)|2+|sδb|2+2 〈∂v (b) , sδb〉 ≥ |sδb|2 ≥ |sδ|2 ,
where the “abused” notation ∂v (b) means x¯∗ − sδb, and the inequality
〈∂v (b) , b〉 ≥ 0 comes from the summation of the following two for convex
function v
v (b)− v (0) ≥ 〈0, b− 0〉 ,
v (0)− v (b) ≥ 〈∂v (b) , 0− b〉 .
It contradicts |x¯∗| < sδ. Thus Ω¯ contains B¯sδ (∂u˜ (0)) .
Similarly Ω¯ contains B¯sδ(1−|a|) (∂u˜ (a)) for all a ∈ B1 (0) , and in turn, as
a union of those open sets, Ω¯ is open.
Lastly, the connectedness of the Ω¯ = ∂u˜ (B1 (0)) follows from the continu-
ity of the mapping ∂u˜ : B1 (0)→ Ω¯ in the sense that, given any b ∈ B1 (0) ,
for any ε > 0, there exists η > 0 such that the convex, thus connected
subdifferential ∂u˜ (x) satisfies
∂u˜ (a) ⊂ Bε (∂u˜ (b)) for all |a− b| < η;
see [R, Corollary 24.5.1]. 
In order to proceed further, we observe some simple key facts. The Le-
gendre transform (2.1) is order reversing and respects constants: f ≤ g →
f∗ ≥ g∗, and (f + c)∗ = f∗ − c. In particular, if f − c ≤ g ≤ f + c, then
f∗ + c ≥ g∗ ≥ f∗ − c, so the transform respects C0 uniform convergence.
Consequently, the α-rotation (2.2) also enjoys these three properties, except
now the order is preserved: if u− c ≤ v ≤ u+ c, then u¯− c ≤ v¯ ≤ u¯+ c.
As an immediate application of the uniform respect for the α-rotation, by
taking smooth and cotα-semiconvex approximations of the cotα-semiconvex
function u (x) , we see u¯ is C1,1 from above, and if u (x) is (cotα− δ)-
semiconvex, also C1,1 from below
−K (α, δ) I ≤ D2u¯ ≤ cotα I.
A quick consequence of the order preservation is the preservation of the
supersolutions under the α-rotation.
Proposition 2.2. Let u + 12 (cotα− δ) |x|2 be convex and u be a viscos-
ity supersolution of (1.1) on B1 (0) . Then the α-rotation u¯ in (2.2) is a
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corresponding viscosity supersolution of (2.3) on open Ω¯ = ∂u˜ (B1 (0)) with
u˜ = su+ c2 |x|2 .
Proof. Let Q¯ be any quadratic function touching u¯ from below locally some-
where on the open set Ω¯, say the origin. Already D2Q¯ ≤ D2u¯ ≤ cotα I.
By subtracting ε |x¯|2 from Q¯, then taking the limit as ε goes to 0, we
assume D2Q¯ < cotα I. This guarantees the existence of its pre-rotated
quadratic function Q. From the order preservation of α-rotation, which is
also valid for any reverse rotation, we see the pre-rotated quadratic func-
tion Q touches u from below somewhere on B1 (0) . Because u is a su-
persolution there,
∑n
i=1 arctan λi
(
D2Q
) ≤ Θ, and in turn, F¯ (D2Q¯) =∑n
i=1 arctan λ¯i
(
D2Q¯
)−Θ+ nα ≤ 0. 
The preservation of subsolutions under α-rotation is no quick matter. Let
Q¯ be a quadratic function touching u¯ from above. When one, but not all, of
the eigenvalues is largest possible cotα, we are unable to check F¯
(
D2Q¯
) ≥ 0.
In this scenario, one cannot “lower” Q¯ so that all the eigenvalues are strictly
less than cotα and above u¯ at the same time. The pre-rotated function Q
touching u from above is not a quadratic function anymore. It is a cone
in some subspace, and only quadratic in the complementary subspace. One
cannot see F
(
D2Q
) ≥ 0. In fact, u is not C1,1 from above at this touching
point; the very definition of viscosity subsolution requires no checking at
such points (of no touching by quadratic functions), and in turn, gives no
information on Q. Moreover, we are unable to show that the points at such
Q¯ touching u¯ from above have zero measure. Otherwise, the C1,1 function
u¯ is readily a subsolution.
We are only able to show the preservation of convex subsolutions by con-
vex smooth subsolution approximations.
Proposition 2.3. Let u be a convex viscosity subsolution of (1.1) on B1.2 (0) .
Then the (anti-clockwise α ∈ (0, pi2 )) α-rotation u¯ in (2.2) is a corresponding
viscosity subsolution of (2.3) on open and connected Ω¯ = ∂u˜ (B1 (0)) with
u˜ (x) = 12c |x|2 + su (x) .
Proof. Step 1. By Lemma 2.1 with δ = c/s and the sum rule ∂u˜ = cx +
s∂u (x) , we see that α-rotation u¯ is indeed defined on the open and connected
set (cx+ s∂u (x)) (B1.2 (0)) . For convenience, we extend the convex u (x)
to an entire convex function on Rn. Set the standard convolution uε (x) =
u∗ρε (x) with ρε (x) = ε−nρ (x/ε) and nonnegative ρ (x) = ρ (|x|) ∈ C∞0 (Rn)
satisfying
∫
Rn
ρ (x) dx = 1. Given the C0 uniform continuity of u, we have
|uε (x)− u (x)| < o (1) for all small enough ε.
We claim that the smooth α-rotation u¯ε is defined at least on Ω¯ for all
small enough ε. We verify this by showing that for any a¯ ∈ ∂u˜ (a) with
a ∈ B1 (0) , there exists b such thatDu˜ε (b) = a¯ with u˜ε (x) = 12c |x|2+suε (x)
and |b− a| ≤ o (1) as ε goes to 0. Consequently, ∂u˜ (B1 (0)) ⊂ Du˜ε (B1.1 (0))
for all small enough ε.
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Now for any a¯ ∈ ∂u˜ (a) , given the uniform convexity of u˜ε, D2u˜ε ≥ cI,
there exists b ∈ Rn such that Du˜ε (b) = a¯. By subtracting linear function
a¯ ·x from both u˜ and u˜ε, we assume 0 ∈ ∂u˜ (a)∩∂u˜ε (b) . Then coupled with
the c-convexity of u˜ and u˜ε, we have
u˜ (b)− u˜ (a) ≥ c
2
|b− a|2 and u˜ε (a)− u˜ε (b) ≥ c
2
|a− b|2 .
For small enough ε, we always have
u˜ (a)− u˜ε (a) ≥ − |o (1)| and u˜ε(b)− u˜ (b) ≥ − |o (1)| .
Adding all the above four inequalities together, we get
|b− a|2 ≤ 2 |o (1)| /c.
for small enough ε. Therefore, we have proved that u¯ε is defined on Ω¯ =
∂u˜ (B1 (0)) ⊂ Du˜ε (B1.1 (0)) for all small enough ε.
Step 2. Note that the equation (1.1) is concave for convex u. By the
well-known result in [CC, p. 56], the solid convex average u ∗ ρε (instead of
the hollow spherical one there) is still a subsolution of (1.1) in B1.1 (0) for
small enough ε > 0. For smooth convex subsolutions uε, the corresponding
smooth α-rotation u¯ε is a subsolution of (2.3) on Ω¯ from Step 1 and the
end of Section 2.1. The viscosity solutions are stable under C0 uniform
convergence. Hence uniformly convergent limit limε→0 u¯ε = u¯ is a viscosity
subsolution of (2.3) on Ω¯. 
3. Proof of the theorem
By Proposition 2.2 and Proposition 2.3 with α = pi4 and δ = 1, the
pi
4 -
rotation u¯ is a viscosity solution of (2.3) on open and connected set Ω¯ =
(cx+ s∂u (x)) (B1 (0)) (we may assume u is defined on B1.2 (0) by scaling
1.22u (x/1.2) ). By the argument before Proposition 2.2, we have
−I ≤ D2u¯ ≤ I.
Step 1. We now claim u¯ is smooth by modifying the dimension-3 interior
C2,α a priori estimate arguments in [Y1], using the a priori calculation in
[Y2], Proposition 2.1. We can repeat the proof of Lemma 2.2 in [Y1] almost
verbatim, and blow up the Lipschitz minimal surface (x¯,Du¯(x¯)) at any point
p¯ ∈ Ω¯ to produce a graphical minimal tangent cone T at (p¯,Du¯(p¯)) satisfying
the same Hessian bounds. If T is not smooth away from the origin, then by
the dimension reduction argument, we produce a graphical minimal cone C
smooth away from its vertex at (p¯,Du¯(p¯)) which satisfies the same Hessian
bounds. Now, invoking the Hessian bounds and Proposition 2.1 in [Y2], we
conclude C is flat, hence that T is smooth away from its vertex as in [Y1].
Proposition 2.1 in [Y2] then implies that T is flat. The rest of the proof of
Theorem 1.1 in [Y1] now goes through. We conclude u¯ ∈ C2,α(Ω¯), hence
that the special Lagrangian submanifold (x¯,Du¯(x¯)) for x¯ ∈ Ω¯ is smooth and
even analytic, by the classical elliptic theory (cf. Theorem 17.16 in [GT] and
[M] p. 203).
REGULARITY FOR CONVEX SOLUTIONS 9
Step 2. Next we show the strict inequality D2u¯ < I on the open and
connected set Ω¯, which then implies that the original u satisfies D2u < +∞,
and hence is smooth and even analytic on B1 (0) .
Instead of invoking Lemma 4.1 in [CCY], we give another simple argu-
ment. Otherwise, there exists p¯ ∈ Ω¯ such that 1 = λ¯max = λ¯1 = · · · =
λ¯m > λ¯m+1 ≥ · · · ≥ λ¯n ≥ −1 at p¯, where λ¯′is are the eigenvalues of D2u¯. We
claim that the Lipschitz function λ¯max is subharmonic, or rather the smooth
function
bm =
1
m
m∑
i=1
ln
√
1 + λ¯2i
satisfies △g¯bm ≥ 0 near p¯, where g¯ = I + D2u¯D2u¯ is the induced metric
of (x¯,Du¯ (x¯)) in Rn × Rn. By the formula in [WdY, p. 487 ] with all the
coefficients for h2ijk re-arranged as sums of nonnegative terms for 1 ≥ λ¯1 ≥
· · · ≥ λ¯m > λ¯m+1 ≥ · · · ≥ λ¯n ≥ −1 near p¯, we have
m△g¯ bm =
m∑
γ=1
△g¯ ln
√
1 + λ¯2γ
=
∑
k≤m
(
1 + λ¯2k
)
h2kkk+(
∑
i<k≤m
+
∑
k<i≤m
)
(
3 + λ¯2i + 2λ¯iλ¯k
)
h2iik
+
∑
k≤m<i
2λ¯k
(
1 + λ¯kλ¯i
)
λ¯k − λ¯i
h2iik +
∑
i≤m<k
λ¯i − λ¯k + λ¯2i
(
2 + λ¯2i + λ¯iλ¯k
)
λ¯i − λ¯k
h2iik
+ 2
∑
i<j<k≤m
(
3 + λ¯iλ¯j + λ¯j λ¯k + λ¯kλ¯i
)
h2ijk
+ 2
∑
i<j≤m<k
(
1 + λ¯iλ¯j + λ¯i
1 + λ¯iλ¯k
λ¯i − λ¯k
+ λ¯j
1 + λ¯j λ¯k
λ¯j − λ¯k
)
h2ijk
+ 2
∑
i≤m<j<k
λ¯i
(
1 + λ¯iλ¯j
λ¯i − λ¯j
+
1 + λ¯j λ¯k
λ¯j − λ¯k
)
h2ijk
≥ 0 near p¯.
By the strong maximum principle λ¯max ≡ 1 everywhere on the connected
open set Ω¯ = ∂u˜ (B1 (0)) . Note that the constant rank result in [CGM, p.
1772] does not apply here, as our smooth solution u¯ with −I ≤ D2u¯ ≤ I
cannot be turned into a smooth convex solution of (1.1) yet.
But we can always arrange a quadratic function Q = 12K |x|2+ t touching
the bounded continuous function u from above at an interior point a in
B1 (0) . By the order preservation of the rotation, Q¯ =
K−1
2(K+1) |x|2+ t would
touch u¯ from above at the corresponding interior point a¯ in Ω¯. It follows
that D2u¯ (a¯) ≤ K−1(K+1)I < I. This contradiction shows that D2u¯ < I on Ω¯.
Step 3. We conclude by noting that now the original special Lagrangian
graph (x,Du(x)) is smooth and even analytic, and the effective Hessian
bound in Theorem 1.1 follows from Theorem 1.1 in [CWY]. In fact, a
sharper bound follows from the a priori estimate Theorem 1.1 in [WdY2],
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since all proofs there go through when Θ ≥ (n − 2)pi2 is replaced by λi ≥ 0.
An implicit Hessian bound would also follow from a compactness argument,
see e.g. [L].
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