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We identify the extreme points of the set of matrices (a<,) with a<, > 0, aij = ajt 
and Cj a, = r+ under the condition that C rI is finite. We also give an example 
to show that the condition that X rl is finite is essential. 
1. THE FINITE DIMENSIONAL CASE 
Let C,(r) be the set of all matrices of order IZ which satisfy the condi- 
tions: 
ai 3 0, (1) 
aij = Uji , (2) 
ail + **a + ai, = ri , (3) 
where r = (rl ,..., r>. Following [l] and [2], we determine the extreme 
points of C,(r). 
LEMMA. If A is extreme in &(r), then A has at most 2n positive entries. 
Proof. For this purpose we note that a matrix in Cn(r) is equivalent to 
a solution of 
c atrAil = r’, at3 > 0, (4) 
id 
where r’ is the transpose of the vector r and each Aij is an n x 1 vector 
containing units in the ith andjth places (only one unit if i = j) and zeroes 
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elsewhere. Condition (4) is a system of equations with n(n + 1)/2 
unknowns. It is well known that a solution of (4) is extremal if and only 
if the columns & corresponding to nonzero aii’s are linearly independent. 
Since there are at most n linearly independent columns and each column 
contains at most 2 nonzero entries, an extremal matrix contains at most 2n 
positive entries. 
Suppose A in C,(r) contains at most 2n positive entries. We distinguish 
between the following two cases: 
(a) every row of A contains exactly two positive elements, and 
(b) A has a row containing only one positive element. In order to 
describe the extreme points of C%(r), we prove the following. 
PROPOSITION. Let A be a matrix in C,(r) with two nonzero elements in 
each row. A is extreme in C,(r) tfand only zf 
(*) for any integer il between 1 and n there is a sequence of distinct 
integers iI ,..., i, between 1 and n, where s is an odd number, such that 
=il,i, , =i2.is ,..., =ia,i, y  
are nonzero. 
Proof Suppose A = +B + QC where B and C are in C,(r) and (*) is 
true. Clearly bij = cij = 0 if aii = 0. If A # B chose il, iZ such that 
ail,i2 < ci ,i - We consider the sequence iI, iZ ,..., i, guaranteed by (*). To 
ease the %dexing, we will assume ij = j. Then a,, = ibIz + $c12 so 
b12 < al2 < cl2 . Since b,, + b,, = cl2 + cZ3 = aI2 + aZ3 = r2 , we get 
c23 < a23 ( b2, . Continuing in this way, we find bi,i+l < ai,i+l < c~,~+~ if
i is odd and ci,i+l < ai,i+l < bi,i+l if i is even. Since s id odd, 
But rI = b,, + bSI < aI + a,, = rl is a contradiction. So A = B = C 
and A is extreme. 
Suppose A is extreme in C,(r). First we note that aii = 0 for all i. If not, 
since each row has exactly two nonzero entries, there exist distinct indices 
z1 ,..., i, such that ail,i, , ai, ,i, , aizSil ,..., aia,i, are nonzero. Again we let 
ii = j. With 0 < E < inf{all , aI ,..., aS,S}, define b,, = a,, - E, 
~11 = a,, + E, b 21 = b,, = a12 + E,..., bk+l.lc = b,,,,, = awe+1 - C-1)' E, 
ck+l,k = Ck.k+l = ak.k+l + c-1)" E, L = %s - (-1)' E and 
C s,s = us,8 + (--1)s E. Let bii = cii = aij otherwise. Then A = QB + gC, 
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B and C are in C,(r) and A # B which contradicts the fact A is extreme 
in C,(r). 
If A is extreme in C,(r) and each row has two nonzero entries, we now 
know that there exists a sequence of distinct indices i1 ,..., i, so that 
ail.i2 , aiasil , ai2.i, , ais,iz P.--, ais,i, , a+i, are not zero. We need only show s 
is odd. 
One more time we assume ij = j. If s is even, we define 
6 = Wa12 , a23 ,-, 4, 
bk,k+l = bk+l.k = ak.k+l + (-Ilk E, 
ck.k+l = c~+~,L = ak,k+l - C-1)” E, 
b,,, = bl,, = al,, + (-0” E, and 
c s,1 = clss = al,, - (-1)s E, l<k<s--1. 
Let bij = cii = aij for all other i, j. Then A = 4B + +C, B and C are in 
C,(r) and A # B which contradicts the assumption that A is extreme. Thus 
s is odd and the proof is complete. 
We give an example of an extreme matrix with exactly two positive 
entries in each row. 
rl + r2 - r3 
2 
0 
-rl + r2 + r3 
2 
rl - r2 f r3 
2 





rl + r2 > r3 , rl + r3 > r2 and r2 + r3 > rl . 
Now we consider case (b) where there is at least one row with only one 
positive entry. Let such a row be the ith row and aij the corresponding 
nonzero entry. Let r” be the vector r with the ith entry omitted and if 
j # i, the jth entry replaced by rj - ri . Let A0 be the matrix A with the 
ith row and ith column removed. With this notation, the following is 
clear: A is extreme in C,(r) if and only if A0 is extreme in Cnel(ro). Of 
course, A0 may have a row with only one positive entry in which case we 
could repeat the above reduction until we exhaust A or get a matrix with 
exactly two positive entries in each row. We then can apply the preceeding 
proposition to determine if this matrix is extreme in the appropriate set. 
We give here a second example which illustrates (b). 
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A= 
0 0 0 0 rl 
0 rl + r2 -t r3 - r4 - r5 0 r4 r5 - rl - r: 
0 0 0 0 r3 
0 r4 0 0 0 
rl r5 - r1 - r3 r3 0 0 
rl i- r2 + r3 > r4 -I- r5 and rl + r3 < r5 . 
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2. THE INFINITE DIMENSIONAL CASE 
We consider now the convex set C,(r) of symmetric infinite matrices 
with nonnegative entries and given row sums ri , where r = (rI , r2 ,...). 
Let A be a matrix in C&r) such that there exists an integer N with u%,~ = r, 
for n > N. If we let rN = (rl ,..., rN) and AN = (a&=, , then it is easy to 
see that A is extreme in C,(r) if and only if AN is extreme in C,(rN). 
Following a paper of D. G. Kendall [3], we note that C,(r) is the closed 
convex hull of such matrices if we give it the weakest topology for which 
the functions A -+ aij are continuous. The question arises whether all 
extreme points of Cm(r) can be determined by “finite dimensional” sub- 
matrices. To answer this negatively, we offer the following. 
EXAMPLE. Let a,, = a, and a le,k+l = uk+l,k = uk where a, is a sequence 
of nonnegative numbers. Let uij = 0 otherwise so that r, = @+I -I- uk . 
Then it is straightforward to show that (uij) is extreme in Cm(r) if and only 
if inf{u,} = 0. Further we note that AN is extreme in C,(r, ,..., rN - uN) 
for any choice of &‘s and any positive integer N. 
The last remark leads us to the following definitions. Let A be a matrix 
in Cm(r) and N a positive integer. Define 
r(A, N) = 5 ulj ,..., 5 6~~) and AN = (Q)& . 
j=l j=l 
THEOREM. Suppose C ri is$nite. Then A is extreme in Cm(r) tfund only 
rfAN is extreme in CJr(A, N)) for all positive integers N. 
In order to prove our theorem we use the following lemma. 
LEMMA. Let A be an extreme matrix in C,(r) for some vector r. Let B 
be a symmetric matrix with zero elements where A has zero elements. Then 
CC 1 Cj bij I 9 I b,, I for all P and 9. 
Proof of lemma. The proof proceeds by induction on the number of 
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nonzero entries in B. If B has 0 or 1 nonzero element the conclusion is 
obvious. To do the inductive step we consider two cases. 
The first case is that each row with a nonzero element contains exactly 
two nonzero elements. In this case we know that there exists a sequence 
of indices il ,..., i, with s odd such that bilsi, ,..., bi8,il are nonzero. Since s 
is odd, there must be a row such that both nonzero entries have the same 
sign. To see this, suppose the sign of bik,ik+l is different from the sign of 
b~k+l’%+2 for k = l,..., s - 2. Then the sign of bile,* is different from the 
SW of bi8-l,il and therefore the sign of bi8.iI must agree with one of them 
and either row il or row i, must have two entries with the same sign. Let 
il, be a row with both elements of the same sign. The new matrix B’ with 
b& = biiK = Oj = l,..., n and bij = bij otherwise has fewer nonzero 
entries than B. Furthermore Ci 1 xi bjj j < xi 1 Cj bij 1 so the inductive 
hypothesis applied to B’ yields the desired conclusion for B. 
The second case is easier. If there is a row of B which does not have 
zero or two nonzero elements, we know that there must be a row with 
only one nonzero entry. If this row is il, we consider the matrix with 
biIsj = b’jil = 0 and bij = bii otherwise. As before the inductive hypo- 
thesis applies and the proof is complete. 
Proof of theorem. If A is extreme in C,(r), it is clear that AN is always 
extreme in C,(r(A, IV)). 
If A is not extreme in C&r), let B = (bii) be a symmetric matrix such 
that A + B and A - B are in Cm(r). Suppose b,, # 0. Choose N so large 
that N is bigger than p and q and CnZN r, < / b,, 1 . Since A + B and 
A - B are in C&r), EL1 bij = 0 and therefore CL, 1 CE, bi* 1 < 
CL C~>N I bii I d C n,N r,, < I b,, I . By the preceeding lemma it follows 
that AN is not extreme in &(r(A, N)) and the theorem is proved. 
EXAMPLE. Let u&) = X for some 0 < h < 1 and a,,(h) = a,,(h) = 
a.&) = u&) = (1 - X)/2. In general, if n is even, and n > 2 let 
a2n-2+k,2n-l+2k = a2n-2+k,2n-1+2k+l = a2n-1+2k+l.2n-?+k = a2n-l+2k.2n-B+k = 
(1 --X)/2”-lfork = 0,...,2+‘- l.Ifnisoddandn ~3,1eta,,-a+,,,n-1+,,= 
a2"-2+k.2"-1+2k+1 = a2”-1+2k+1,2”-8+k = a2”-1+2k,2”-a+k = h/2+l for 
k = O,..., 2”~~ - 1. Let a,(X) = 0 otherwise and A(h) = (adi(h Then 
A(X) is in C,(r) where rZ”+k = 4% for n = 0, l,... and k = 0 ,..., 2” - 1. 
Since A(X) = AA(l) + (1 - h) A(O), A(h) is not extreme in C,(r) if 
0 < h < 1. Yet, for 0 < X < 1 and any N, AN(h) is extreme in 
G(444N, W as in case b) of the finite dimensional section of this 
paper. While the example could be altered for any sequence ri such that 
Z ri = 00, the indexing becomes more trouble than seems worth doing 
so we will just note that this example shows that Z ri is finite can not be 
removed from the theorem. 
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