ABSTRACT The advances in smart grids are enabling huge amount of data to be aggregated and analyzed for various smart grid applications. However, the traditional smart grid data management systems cannot scale and provide sufficient storage and processing capabilities. To address these challenges, this paper presents a smart grid big data eco-system based on the state-of-the-art Lambda architecture that is capable of performing parallel batch and real-time operations on distributed data. Furthermore, the presented eco-system utilizes a Hadoop Big Data Lake to store various types of smart grid data including smart meter, images, and video data. An implementation of the smart grid big data eco-system on a cloud computing platform is presented. To test the capability of the presented eco-system, real-time visualization and data mining applications were performed on the real smart grid data. The results of those applications on top of the eco-system suggest that it is capable of performing numerous smart grid big data analytics.
I. INTRODUCTION
The traditional electric grid based on centralized generation plants and unidirectional transmission and distribution systems is transitioning to a smart grid that is decentralized and multidirectional with a high integration of information and communication technologies. The IEEE 2030 standard [1] states that the smart grid system is based on an interconnection of three systems: 1) the electric power system which emphasis the power generation, transmission, distribution and consumption of power. 2) the communication system which emphasis the communication connectivity among systems, devices and applications. 3) the information technology system which includes technologies that store, process and manage data information for decision making on the power system operation. With this development of the smart grid, large amounts of smart meters and sensors are being deployed with huge coverage. As a result, a large number of multisourced heterogeneous smart grid data is being produced. Enormous value can be extracted from this smart grid data that can enhance the quality of the grid, also provide better service for different types of customers. The smart grid data is large in volume, high in velocity (moving from a system that is read once every month to a system that generates readings every few minutes), and wide in variety (different types of data are generated from various resources). Interestingly, the characteristics of the nature of smart grid data can be considered as a big data challenge that requires advanced information technology systems and cyberinfrastructure to handle and analyze this huge amount of data.
Data mining applications have been widely used to promote the reliability and automation of the electric grid, clustering [2] - [6] , classification [7] , [8] and prediction [8] - [10] have been main topics of research during past years. However, the traditional data management techniques and applications are not designed to handle big data. Therefore, developing frameworks that address the challenges of smart grid big data analytics are of research interest. A cloud based dynamic demand response platform for smart grid big data is presented in [11] . Also, a cloud based visual analytics framework to monitor the grid status, including micro-generators and prosumers, is presented in [12] . A recent framework that covers the life cycle of smart grid big data from generation to analytics is presented in [13] . The work in [13] introduces a framework utilizing state-of-the-art big data components to address the smart grid big data challenges. Also, various data analytical applications can be performed on top of the framework. However, the framework presented in [13] , is not able to scale with big data applications that require low latency updates, due to a missing layer in the architecture namely, the speed layer, which compensates for the high latency of updates and produce real-time views of recent data. In addition, a practical application of mining smart grid big data has not been performed. For that, this paper presents a smart grid big data eco-system that is based on the state-of-the-art big data platform namely, the Lambda architecture [14] which is designed to handle massive quantities of data by taking advantage of both batch and real-time processing methods. Consequently, this makes monitoring and decision making more precise than in the case of a batch processing systems. Furthermore, this work collects and stores the smart grid big data into a cloud Big Data Lake [15] , [16] to be later exploited via various processes. Data lakes allow to quickly consolidating various types of data in one repository. The data may come from numerous sources and can be logically related then stored in its raw form. The reason for using the Big Data Lake as a data repository is that it will allow collecting various types of smart grid data (structured, semi-structured and unstructured) such as, smart meter data, transmission monitoring data, and image and video data. Including image and video data of smart grids enables data mining in digital image and video processing applications such as, detecting physical attacks and deformations on power stations [17] . In addition, in this paper a practical data mining application on real smart grid big data is carried out to test the feasibility of the presented eco-system. The main contributions of this paper are summarized as follows:
-Presenting a smart grid big data eco-system that is able to effectively mine massive datasets at different levels in real-time or near real-time, to improve decision making and acquire further advantages. -Implementing the eco-system on a cloud computing platform. -Focus on utilizing state-of-the-art components and platforms, which are used by companies such as Google and Facebook, for addressing smart grids big data challenges. -Using a Hadoop Big Data Lake environment to collect various types of smart grid data including images and video footage. -Perform various smart grid data mining applications on top of the eco-system. -A trend towards providing an eco-system that can be built and utilized by non-data scientists for their smart grid big data applications.
The remainder of the paper is organized as follows: Section II, presents a brief overview of the Lambda architecture design and summarizes the features of using the Lambda architecture in smart grids. Section III, presents the smart grid big data eco-system based on the Lambda architecture. The implementation of the smart grid big data eco-system cluster on a cloud platform and the method to establish secure connections between the cluster nodes are highlighted in Section IV. A real-time visualization application and an unsupervised data mining application are performed in Section V, followed by the concluding remarks in Section VI.
II. LAMBDA ARCHITECTURE AND FEATURES FOR SMART GRIDS
In this section the Hadoop platform is briefly presented followed by an overview of the Lambda architecture design and principals for building real-time processing systems are presented. Further, the features of using the Lambda architecture in smart grids are summarized.
A. HADOOP PLATFORM
Hadoop [18] is an open-source platform that supports storing and processing large amount of data. It relays on distributed hardware to store and process data, which enables processing large amounts of data on distributed clusters of commodity servers. The core of Hadoop consists of two components: a storage component which is Hadoop's Distributed File System (HDFS) [19] and a processing component called MapReduce [20] .
HDFS [19] , [20] is a distributed storage file system that is developed to run on commodity hardware An HDFS cluster consists of NameNode(s) that manage the file system metadata, and numerous DataNodes that store data. A file is split into blocks, and these blocks are stored in a set of DataNodes. Each block has several replications distributed in different DataNodes for reliability purposes.
MapReduce [21] is the processing component of Hadoop. It mainly consists of master nodes (JobTracker) and slave nodes (TaskTracker) per cluster. The master is responsible for scheduling jobs for the slaves, monitoring them and reexecuting the failed tasks. The slaves execute the tasks as directed by the master. The MapReduce and HDFS run on the same set of nodes, which allows tasks to be scheduled on the nodes in which data are already available. In 2013, Hadoop was released with Yarn [22] (Yet Another Resource Negotiator). The fundamental idea of Yarn is to split the two major responsibilities of the JobTracker/TaskTracker of the MapReduce into separate entities. Yarn basically consists of a global ResourceManager and per-node slave NodeManager for managing applications in a distributed manner. An ApplicationMaster in Yarn negotiates resources from the ResourceManager and works with the NodeManager(s) to execute and monitor the component tasks. Each ApplicationMaster has responsibility for negotiating appropriate resource containers from the scheduler, tracking their status, and monitoring their progress.
B. LAMBDA ARCHITECTURE
The basis of the Lambda architecture is to compute arbitrary functions on distributed datasets in real-time; also, to combine batch and real-time processing capabilities to balance data latency throughput, and fault tolerance. However, there is no single tool that can accomplish this task. Instead, a variety of tools and techniques are used to build a complete big data system. The Lambda architecture addresses the problem of computing arbitrary functions parallel on distributed data in real-time by presenting a three layered architecture that consists of a batch layer, a speed layer, and a serving layer [14] .
1) THE BATCH LAYER
The batch layer is mainly responsible for two tasks. The first is to store the constantly growing master data in a distributed file system manner, which is in this case a Hadoop distributed file system (HDFS) [19] , [20] . The second task is to precompute batch views for this distributed data by using the MapReduce [21] processing paradigm. Those batch views can be used to answer incoming queries with low read latency. It should be noted that the Hadoop platform, which contains the HDFS and MapReduce components, can fulfil the functionality of the batch layer.
2) THE SPEED LAYER
Differently from the batch layer, the speed layer does not precompute the views for the entire data, instead, it uses an incremental approach which stores and updates the real-time views of the data. Thus, it supplements the gap that is left by the batch layer. The speed layer only computes views for recent data, due to the fact that older data is absorbed into the batch layer.
3) THE SERVING LAYER
The serving layer is a specialized distributed database that indexes the batch views so that they can be queried in a low-latency and ad-hoc manner. It is responsible for merging the results of batch and speed layer computations on the data. This way the serving layer can provide the real-time computation results over all data.
C. FEATURES OF LAMBDA ARCHITECTURE FOR SMART GRIDS
The following features make the Lambda architecture suitable for smart grid big data management and analytics.
1) ROBUSTNESS AND FAULT TOLERANCE
Computation failures and node breakdown are common in smart grid systems. The Lambda architecture is tolerant to machines failure and data corruption. The batch and realtime views can be always recomputed from the master data. Also, replicates of the data are stored in many nodes, and the computation tasks can be distributed to other healthy nodes in the cluster in case of machine failures or breakdowns.
2) LOW LATENCY
The Lambda architecture brings parallel computation, and allows achieving real-time read and updating without compromising robustness. This allows smart grid operators to monitor the status of the grid in real-time, in addition, to propose demand-side-management decisions to produce desired changes in the aggregated load shape during rapid imbalances in the smart grid.
3) SCALABILITY
Layers of the Lambda architecture can be scaled independently. This enables the system to automatically redistribute data and computation tasks to accommodate hardware changes without affecting the functionality of the cluster nodes. Also, this supports installing new smart meters to the grid by adding computation nodes and storage devices to the existing Lambda architecture cluster without affecting the existing infrastructure.
4) GENERALIZATION AND FLEXIBILITY
The Lambda architecture is able to store and compute views for various types of data from numerous sources, which makes it feasible to be used across a large number of different smart grid big data applications.
III. SMART GRID BIG DATA LAMBDA ARCHITECTURE
The architecture for smart grid data can be decomposed into five subsequent stages:
1-Smart grid data generation. 2-Smart grid data collecting. 3-Data storing and processing 4-Data Querying. 5-Data analytics. This smart grid big data eco-system includes a feedback loop that could assist the smart grid operators in observing the results of their decisions on the reliability of the grid. Fig. 1 presents the smart grid big data cycle eco-system based on the Lambda architecture, and the following subsections discuss the stages of the eco-system.
A. SMART GRID DATA
The deployment of smart meters and sensors throughout the grid results in massive amounts of data. This includes generation side data (wind farms and photovoltaic plants), consumption side data (residential homes, factories and electric vehicle charging stations), prosumers data (residential photovoltaic panels and vehicle-to-grid) and, weather and natural disasters data can be included in the smart grid system. Also, images and video footage could be included to detect physical attacks (California transmission substation sniper attack [23] ) or investigate power outages. The smart grid data is considered to be large in volume, high in velocity and wide in variety. The value of this smart grid big data becomes useful when integrated with multi-sourced existing smart grid data in an analytics environment, and can potentially enhance the functionality of the smart grid.
B. DATA COLLECTING
The multi-source smart grid data generated from the previous stage are to be sent pro-actively to the utility center. To accomplish this, the smart meter data is transmitted to a cloud storage platform through an Internet connection. A reliable tool that is capable of collecting the smart grid data from a single/multi source is Flume [24] . In this smart grid big data eco-system, Flume pulls the data and transfers VOLUME 6, 2018 FIGURE 1. The smart grid big data eco-system to deal with the smart grid big data from data collecting to data analytics, with visualization and feedback loop capabilities.
it to a specific master node in the Hadoop cluster. An advantage of using Flume for data aggregation and transmission is that it ensures the data is stored in the desired final destination, which in this eco-system is the cloud Big Data Lake. This ensures that the data will be delivered even in cases where disconnections and outages occur. Flume accomplishes this by keeping the actual data in a virtual memory channel until it is completely ingested into the Data Lake. As mentioned previously, the advantage of using Data Lake is to store the smart grid data in its various types (i.e., structured, semi-structured and un-structured) where it resides on a Hadoop cluster to be loaded and perform analytics on.
C. LAMBDA ARCHITECTURE (DATA STORING AND PROCESSING)
From the previous layer, the data is sent to a Hadoop master node. The HDFS component in the batch layer of the Lambda architecture manages storing the data across multiple nodes in the cluster. Also, the batch layer performs its second task, to precompute batch views for this distributed data by using the MapReduce processing component. Meanwhile, the speed layer in the lambda architecture stores, updates and computes the real-time views of the data collected from Flume. As mentioned previously in Section II-A, that the Hadoop platform can accomplish the operation of the batch layer of the Lambda architecture. In order to accomplish the functionality of the speed layer of the Lambda architecture in this smart grid big data eco-system, Apache Spark [25] , [26] is used. The main feature of Spark is its in-memory cluster computation capability that increases the processing speed of an application.
The serving layer of the Lambda architecture merges the results of batch and speed layer computations to provide realtime computation results for the subsequent data querying stage.
D. DATA QUERYING
The data querying stage includes tools that enable to extract, load and aggregate data stored in the Data Lake in HDFS form. In this smart grid big data eco-system, three querying tools can be used. Each querying tool differs in the way it functions and executes various parallel operations on a cluster. Hive [27] uses MapReduce operations to retrieve data. Impala [28] uses the nodes memory to execute the queries. While, Spark SQL [29] is a component on top of Spark in the speed layer of the Lambda architecture that uses resilient distributed dataset, which is a collection of objects partitioned across the nodes of the cluster that can be operated-on in parallel. The reason for including those querying tools is to enable using the suitable querying tool for a specific type of application. For example, for real-time visualization of the grid load, Impala and Spark SQL maybe options to use in this application. However, to compute the amount of power consumed by a specific region during the past year, Hive would be a suitable option to use. Also, including those three data querying components makes the smart grid big data ecosystem comply with the layers of Lambda architecture.
E. ANALYTICS
The data analytics is the most important stage in the smart grid big data eco-system. The main objectives of this stage are to extract useful information and insights, and assist the smart grid operators in making informed decisions that could essentially promote the stability and operation of the smart grid. Also, to observe the effects of the decisions made on the smart grid by using the feedback loop. In this eco-system, three analytical tools are presented. These tools can cover data mining and knowledge discovery, statistical and table manipulation, and visual analytics applications. It should be noted that other analytical tools maybe used on top of this eco-system, however, the tools illustrated in this section are able to perform an entire smart grid big data analytical application including observing the results of decision making using the feedback loop.
IV. IMPLEMENTATION ON A CLOUD COMPUTING PLATFORM
In this section the implementation of the smart grid big data eco-system on a cloud computing platform cluster and the method to establish secure connections between the cluster nodes are presented. A hierarchical view of the utilized tools to implement the smart grid big data eco-system is shown in Fig. 2 . Further, the settings to connect the analytical tools to the Lambda architecture are highlighted. The Infrastructure as a Service (IaaS) cloud computing platform can meet the smart grid big data requirements [13] , which provide reliability, scalability, cost-effectiveness, and service provisions for hardware services such as, virtual machines and storage. For this implementation, the Google cloud computing is used to host the eco-system. Six machines were used to build-up the eco-system cluster. This six node cluster consists of one master node and five worker nodes. The master node is 8 vCPUs 30 GB RAM machine and the worker nodes are 4 vCPUs 15 GB RAM machines, all running 64-bit Linux operating system. To establish a secure encrypted connection between the cluster nodes, the secureshell (SSH) [30] connection is used.
Once a secured connection is established, the various types of smart grid data are pro-actively sent to the IP address of the master node. The advantage of using a cloud computing platform is that the data can be sent from any location through an Internet connection. The data collection tool, Flume, is setup on the master node to actively poll for data and, is responsible to sink the data in the Data Lake repository. To organize the data present in the Data Lake, multiple Flume agents are setup. For example, residential smart meter and power plant generation data are stored in separate directories. This prevents ''Data Swamp'', which is a Data Lake phenomenon that occurs due to large volume of unorganized ingestion of data, from happening.
To implement the Lambda architecture the following components were setup on the cluster nodes: -Hadoop platform: includes the storing component HDFS and the processing components MapReduce and Yarn [22] .
-Spark Core [25] : contains the basic functionality of Spark, including components for scheduling, memory management, fault recovery, interacting with the storage system. -Spark SQL to query the data [29] . -Hive [27] : facilitates reading, writing, and managing the data stored in the Data Lake repository using queries. -Impala Cloudera [28] : to read, write, and manage the data stored in parallel on the node's memory. It should be noted that for readers that lack Linux and programming background experience that enable them to install and configure the above components, Hadoop open-source distributions can be used, such as, Cloudera distribution of Hadoop (CDH) and Hortonworks Hadoop distribution. Those distributions include most of the smart grid big data components that are used in this eco-system, and the average user is able to configure the settings. It should be noted that using the CDH distribution is more convenient; also, it includes the Impala querying tool.
To perform data analytic applications on top of the smart grid Lambda architecture eco-system, a machine that runs Windows operation system is used. The RapidMiner Radoop [31] , Matlab [32] and Tableau [33] tools are installed on this machine. Then a remote connection between those analytic tools and the cluster through the master node is established. This connection allows access to the Big Data Lake and run queries using Spark SQL, Hive and Impala. Those connections are established by using Open Database Connectivity (ODBC) drivers [34] and configuring the TCP port. For example, the TCP ports in the CDH distribution for Hive and Impala are 10000 and 21050, respectively. In this smart grid big data eco-system, Radoop is used for data mining, Matlab tall arrays for table organization, and Tableau for visual analytics. Matlab tall arrays provide working with data backed by a distributed data store. It should be noted that Radoop and Matlab can be used for many other applications such as, data mining and statistical applications.
Once the eco-system has been built and a remote connection to the cluster exists, analytical applications can be performed on top of the eco-system.
V. PRACTICAL APPLICATION OF THE ECO-SYSTEM
In this application of the smart grid big data eco-system it is desired to perform an unsupervised data mining application and a visualization of smart grid data. The data mining application carried is clustering the residential customer daily loads, and visualizing the residential load consumption of the smart grid. The utilized smart grid data is from the Pecan Street Dataport [35] . This data includes the smart meter data for 359 real households in Texas, Colorado and California recorded every ten-minutes. The following subsections present the steps to accomplish an analytics task on top of the smart grid big data eco-system.
A. STORING AND ORGANIZING THE DATA
Every ten-minute, Flume ingests the smart meter data into the batch layer (Data Lake in a specific location) and speed layer. This data includes the timestamp, ID and load of the smart meter. The configurations of Flume are presented in Appendix-A. For the specific application of clustering the daily residential loads, Matlab accesses this data through Spark SQL and organize it into daily loads of tall arrays. This corresponds to 144 ten-minute load observations per day from each smart meter. The commands to configure Spark for Matlab, and read/store into HDFS are presented in Appendix-B.
In order to extract, process and store the data of the Big Data Lake repository, the Extract, Process, Store (EPS) process [36] is used. This EPS process uses the smart grid data stored in the Big Data Lake by extracting appropriate information, structuralizing it, processing and querying, and storing the data in a desired form. The daily residential loads are stored into the HDFS repository using Hive queries. The results of this step are:
1-Real-time ten-minute smart meter readings of the smart grid for visualizing the residential load consumption. 2-The daily residential loads for clustering.
B. VISUALIZATION OF SMART GRID LOADS
The objective of this application is to visualize the residential loads as they are recorded every ten-minutes from the smart meters in real-time. Differently from [13] where Tableau was connected to the distributed smart grid data through an Impala connection, here the connection and visualization are run through Spark. The disadvantage of using Impala is that the recent smart meter data is first stored in the HDFS repository in the batch layer then can be accessed. This causes delays in the visualization especially when the number of smart meters within the smart grid is high, accordingly real-time visualizations of the smart grid loads cannot be achieved. However, in Lambda architecture this delay is overcome by introducing the speed layer for real-time access to the recent data. This Spark connection to Tableau allows the smart grid operators to monitor the loads in real-time. The result of this step is a real-time visualization of the residential loads (Fig. 3) . It is worth noting that the visualizations may be shared with customers through on-line dashboards to monitor the status of the smart grid, which makes them an active component in the reliability and operation of the grid.
C. CLUSTERING RESIDENTIAL CUSTOMER DAILY LOADS
In this application it is desired to group the residential customers into groups based on the shape of the load consumption on top of the smart grid big data eco-system. To accomplish this big data mining task, the Radoop tool is configured to connect to the cluster nodes through Spark. The Radoop process to preprocess the data and group the residential customers is presented in Fig. 4 . The first step in this process is to retrieve the daily residential customer loads from the distributed HDFS repository. This is achieved by the serving layer which merges the results of the batch and speed layers to compute views of the data. Once views of the desired data are available, it is necessary to preprocess the retrieved data, such as dropping daily loads with missing values, and selecting the load attributes and customers to cluster. After the data is preprocessed, a suitable clustering algorithm can be applied to the data. It should be noted that the chosen clustering algorithm should be designed to be applied parallel on distributed data. Data mining algorithms that run parallel on distributed data are still narrow and are a topic that is under research. In this application, the well-known K-means clustering algorithm is used to partition the residential customers into groups based on their load profiles. The results of applying the K-means algorithm are stored back into the HDFS repository for further analysis. This formation of customer groups based on the load consumptions can assist the smart grid operators in the tariff formation process. Also, those clusters can present detailed knowledge of the consumption nature to promote demand response programs. In this clustering application the customers are grouped into five clusters. It should be noted that choosing the number of clusters is beyond the scope of this paper; works that determine the optimum number of clusters can be found in [5] and [6] . In this smart grid big data eco-system, Tableau and Matlab can be used for collecting and visualizing the results of the K-means algorithm. Fig. 5 shows the clusters' representatives for January 2017. It can be observed that customers in cluster# 4 have abnormal load consumptions when comparing it with the other clusters. This cluster has higher load consumptions and maybe of interest to apply demand response strategies. The smart grid operators may decide to target those customers to promote the reliability of the smart grid or reassign tariff formation. Fig. 6 shows a zoomed view of cluster# 4. It should be noted that this data mining application can be applied to a larger number of customers, and as the scale of data is larger, more accurate knowledge and insights maybe achieved that could essentially assist the smart grid operators in decision making and promoting the reliability of the smart grid. To test the robustness of the presented eco-system in situations where cluster nodes breakdown or are disconnected, in the first case two nodes are randomly disconnected from the cluster, then the clustering of the daily residential loads application is run on those four remaining nodes. The remaining four nodes were able to retrieve the data and present the same results, however, the execution time of the Radoop process increased. This was accomplished by the storing of smart grid data in many nodes and distributing the computation work to other healthy nodes in the cluster.
Further, the same application was run on three nodes, this includes a master node and two worker nodes. The same Radoop clustering results were successfully achieved. This suggests that the presented smart grid big data architecture is robust to network outages and node failures. The execution times for the robustness tests for six, four and three nodes are presented in Table 1 . The success of a test in Table 1 indicates that the required data to perform the clustering of residential daily loads were retrieved from the healthy nodes in the cluster. The main objective of this data mining application was to test the feasibility of the smart grid Lambda architecture ecosystem in performing data analytical applications on large scale distributed smart grid big data. The results obtained from this application suggest that various data analytical applications can be applied on top of the presented ecosystem.
VI. CONCLUSIONS
This paper presented a smart grid big data eco-system based on the Lambda architecture. The Lambda architecture design and principals for building batch and real-time processing systems were discussed. Further, a smart grid big data ecosystem based on the Lambda architecture was presented. This eco-system can handle massive quantities of smart grid data by taking advantage of batch and real-time processing methods. Furthermore, this eco-system collects then stores the smart grid big data into a cloud Big Data Lake. This allows collecting various types of smart grid data including smart meter data, and image and video data to enable data mining in digital image and video processing applications.
The presented eco-system was implemented and setup on a cloud computing platform. Furthermore, data mining and visualization applications on real smart grid data were performed. The data mining application was to partition the daily smart meter readings into groups based on the load consumption. In the visualization application, the presented eco-system was able to overcome the delay in real-time visualization of previous smart grid big data frameworks by utilizing the Lambda architecture.
Due to the lack of a mature tool that can perform data analytic applications, this eco-system utilized a combination of analytic tools that were sufficient to perform the desired applications of visualization and data analytics. However, the impact of this smart grid big data eco-system goes beyond the VOLUME 6, 2018 applications performed in this paper. Also, it is worth noting that other analytics tools can be used on top of the eco-system, and as data mining algorithms develop to work parallel on distributed data they can be applied on top of the presented eco-system. 
