The interplay of seasonality, the system's nonlinearities and intrinsic stochasticity is studied for a seasonally forced susceptible-exposed-infective-recovered stochastic model. The model is explored in the parameter region that corresponds to childhood infectious diseases such as measles. The power spectrum of the stochastic fluctuations around the attractors of the deterministic system that describes the model in the thermodynamic limit is computed analytically and validated by stochastic simulations for large system sizes. Size effects are studied through additional simulations. Other effects such as switching between coexisting attractors induced by stochasticity often mentioned in the literature as playing an important role in the dynamics of childhood infectious diseases are also investigated. The main conclusion is that stochastic amplification, rather than these effects, is the key ingredient to understand the observed incidence patterns.
I. INTRODUCTION
Epidemic spread in human populations is a complex phenomenon whose comprehensive modeling has been a standing challenge for many years [1] . Several ingredients such as host population contact structure, host heterogeneity, transmission mechanisms, interplay between immune response and pathogen evolution or demographic and environmental factors have been identified as playing an important role in the short and in the long term behavior of infection spread [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Scarcity of data, especially for long term behavior, and model parameters that are hard to measure accurately add to the complexity of the problem, making it difficult to identify the key ingredients of a parsimonious model for a given disease or class of diseases [14, 15] .
Childhood infectious diseases have often been taken as a case study and model testing ground, because decades long of fairly well time resolved data records are available, on one hand, and because of their different phenomenology despite the similarities in contagion mechanisms and in infectious, latent and immunity waning typical times [16] . The common modeling approach for this class of diseases is a SEIR (susceptible-exposed-infectiverecovered) compartmental model, with a periodic forcing that represents seasonal environmental or social factors that influence the transmission of the disease [16] [17] [18] [19] [20] . Deterministic models based on this approach, where the role of stochasticity is merely that of making the system switch between coexisting attractors, successfully reproduce the main features of the observed time series for measles incidence, but fail conspicuously to model the behavior of other childhood diseases that exhibit nonseasonal sustained oscillations on several long term data records [21, 22] . This failure has been addressed in the literature by claiming that this different dynamics may be either the result of more realistic latent and infectious period distributions or the evidence of stochastic effects that would show up as noisy oscillations with the same frequency as the damped oscillations of the deterministic system [15, 22] . The idea that stochastic effects may play a more fundamental role has also been discussed in the epidemiological literature [14, 23] , prompting several recent analytical studies, all of which deal with unforced systems [24] [25] [26] .
Sustained oscillations typical of the incidence patterns of childhood infectious diseases are one of the features of the long term behavior of these unforced stochastic models. The power spectrum of the fluctuations around the endemic equilibrium computed analytically using van Kampen's system size expansion has well defined resonant like peaks [24] , which means that for moderate system sizes demographic stochasticity will generate sustained noisy oscillations, a phenomenon dubbed stochastic amplification when it was first studied in ecological and epidemiological models [24, 27] . Indeed, it has been shown that intrinsic noise enhanced by correlations in unforced epidemic models may give rise to oscillations that are comparable to those due to seasonal forcing in deterministic systems [28] [29] [30] . It has also been shown that the dominant frequency of these stochastic fluctuations may differ significantly from the characteristic frequency of the deterministic system, especially in the presence of correlations [28, 29, 31] . Adding seasonality to these unforced systems may also give rise to significant non trivial effects in their long term behavior. Therefore, the analytical results for the fluctuations power spectrum must be extended to the corresponding periodically forced models in order to assess the role of stochastic effects in childhood diseases epidemiology through the interplay between seasonality, the system's nonlinearities and intrinsic stochasticity.
The method developed in Ref. [27] was extended to fluctuations around cycles of forced or unforced systems in a series of recent papers [32, 33] . Here, we apply this method to a seasonally forced SEIR model in a realistic parameter region for childhood infectious diseases where different attractors exist or coexist. Since very little is known about the amplitude of seasonal forcing, we leave this as a free parameter in our study and consider separately the low, intermediate and high forcing regimes. In all cases, we find an excellent agreement between the analytical power spectra and the results of stochastic simulations. We use the latter to assess the role of competing attractors in explaining the observed time series of childhood diseases epidemics, and we use the former to predict the number and position of the dominant non-seasonal peaks as a function of the epidemiological parameters.
II. THE SEASONALLY FORCED DETERMINISTIC SEIR EPIDEMIC MODEL
In this section, we will review a seasonally forced deterministic SEIR model and its dynamics. Following most of the literature on childhood infectious diseases' modeling, we will take measles as a paradigmatic example throughout the paper, and the behavior of the system will be illustrated in the relevant parameter region [14, 17, 19] . Extensions of the SIR/SEIR model have also been considered, especially in the mathematical literature, in connection with acute infectious diseases' modeling. These extensions may include, for instance, higher order nonlinearities in the infection term [34] [35] [36] , immigration of infectives [24, 37] or age structure [38] . However, it is generally accepted that the seasonally forced SEIR model should capture the main features of the dynamics of childhood infections.
Consider then a homogeneously mixed population of constant size consisting of four classes of individuals: susceptibles (healthy individuals capable of contracting the infection), exposed (infected but not yet infectious individuals), infectives (infectious individuals capable of transmitting the infection) and recovered (permanently immune individuals). The dynamics of the SEIR model is governed by the following processes:
1) The susceptible individuals catch the infection from the infective individuals at a time dependent contact (or transmission) rate β(t). To incorporate seasonality in transmission of the infection, the contact rate is assumed to be a periodic sinusoidal function with period 1 year
where t is measured in years. In Eq.
(1), β 1 ∈ [0, 1] is the amplitude of the seasonal variation in transmission and β 0 > 0 is the time-averaged contact rate. This form of the seasonal contact rate captures the first mode of periodic change in disease transmission due to the school terms and holidays [39] .
2) The exposed individuals become infectious at the rate χ. Hence, 1/χ is the average latent period of the disease.
3) The infective individuals recover at the rate γ becoming permanently immune. The average infectious period of the disease is 1/γ. 4) All individuals are subjected to the per capita death rate µ which is equal to the birth rate of the population. The average lifespan is given by 1/µ.
The seasonally forced deterministic SEIR model can now be written as follows
where s(t), e(t) and i(t) denote the fraction of susceptible, exposed and infective individuals, respectively. Note that the equation for the fraction of recovered individuals, r(t), is redundant since s(t) + e(t) + i(t) + r(t) = 1, where the size of the total population was normalized to unity.
The unforced deterministic SEIR model is recovered by setting β 1 = 0 [1, 16] :
Both model (2)-(4) and model (5)-(7) have been extensively investigated in the literature [16] [17] [18] [19] [20] . Here, we will review well known facts about these models that are relevant for the present study. The dynamics of the unforced deterministic SEIR model (5)-(7) depends on the basic reproductive ratio of the infection [1, 16] 
defined as the average number of secondary cases caused by an infectious individual in a totally susceptible population in one infectious period. The stability analysis shows that Eqs. (5)- (7) have an asymptotically stable endemic equilibrium
is stable for R 0 < 1 and unstable for R 0 > 1. If the contact rate varies seasonally according to Eq. (1) then a wide range of dynamical behavior of the seasonally forced deterministic SEIR model (2)- (4) is possible, depending on R 0 and on the amplitude of seasonal forcing β 1 . In what follows, we will restrict our analysis to the case of measles and use the parameter values given in Refs. [17, 19] . The birth/death rate will be fixed at 0.02 year −1 which corresponds to the average lifespan of 50 years. The average latent and infectious periods will be equal to 10.18 days and 3.65 days, respectively, yielding 13.83 days for the average time interval between infection and recovery. These values correspond to 35.84 year −1 for the disease onset rate and 100 year −1 for the recovery rate. Finally, the average contact rate is adjusted to be 1575 year −1 so that the basic reproductive ratio is 15.74. The remaining parameter, the forcing amplitude, will be given different values in the interval [0.02, 0.2] (estimates for β 1 can be found in Ref. [14] ). The summary of the parameter values is shown in Table I .
The bifurcation analysis of the seasonally forced deterministic SEIR model (2)-(4) for the fixed set of parameter values considered above and β 1 as a single free parameter can be found in Refs. [17, 19] . In Ref. [18] an analysis of the same model was performed for variable β 1 and R 0 = 18 (corresponding to β 0 = 1800 year −1 ). For the interested reader, we recommend Ref. [20] where more general bifurcation diagrams of Eqs. (2)- (4) were computed with two free parameters R 0 and β 1 and the remaining parameters held constant as in Table I .
For the parameter values of Table I and variable β 1 , a brief summary of the bifurcation diagram is as follows [17, 19] . If β 1 is positive but small, a stable limit cycle of period 1 bifurcates from the endemic equilibrium point (9) . As β 1 is increased monotonically, it is found that at a value of β ′ 1 ≈ 0.11479 a stable branch of period 2 bifurcates from the period 1 branch, and the period 1 branch becomes unstable for β 1 > β ′ 1 . Additionally, in some range of β 1 these period 1 and period 2 limit cycles coexist with a pair of limit cycles of period 3 (one stable and one unstable) appearing from a saddle-node bifurcation. Finally, in a very narrow window of β 1 the period 2 and period 3 branches exhibit a cascade of period-doubling bifurcations as β 1 increases, leading to chaotic epidemics. The full bifurcation diagram contains yet another stable attractor of period 4 that coexists with stable period 2 and period 3 limit cycles, however this attractor has a very small basin of attraction and it is hard to spot both in numerical integrations of Eqs. (2)- (4) and in stochastic simulations.
Thus, in the realistic parameter region there are three main stable attractors, namely stable limit cycles of period 1, 2 and 3. We will consider typical values of β 1 for which i) only a limit cycle of period 1 exists (β 1 = 0.02, 0.05); ii) limit cycles of period 1 and 3 coexist (β 1 = 0.1); iii) limit cycles of period 2 and 3 coexist (β 1 = 0.12); iv) a limit cycle of period 2 exists (β 1 = 0.2). From now on the reader can refer to Table I where the periods T of the (co)existing limit cycles are indicated for each value of β 1 . Note that the regimes ii) and iii) lie in the vicinity of the bifurcation point where a stable limit cycle of period 2 is born (β
The fraction of infectives for stable periodic solutions of the seasonally forced SEIR model (2)-(4) is shown in Fig. 1 . The solid curves were computed by numerical integration of Eqs. (2)-(4) for the parameters values given in Table I and three values of the forcing amplitude. In all cases, initial conditions were chosen on a cycle so as to avoid transients. The annual epidemic cycle [β 1 = 0.05, Fig. 1 (a) ] corresponds to a small amplitude stable limit cycle of period 1 bifurcating from the endemic equilibrium (9) of the unforced SEIR model (5)- (7). This cycle is present in the system if 0 < β 1 < 0.11479. The equilibrium value of infectives, i * , in the unforced model (5)- (7) is also shown (the dashed line). The biennial epidemic cycle representing the alternating years of high and low incidence can be found for 0.11479 < β 1 ≤ 0.2 (here we do not consider values of β 1 > 0.2 where a stable limit cycle of period 2 is still present because such levels of forcing are considered unrealistically high). A plot of typical biennial epidemic is shown for β 1 = 0.2 in Fig.  1 (b). Such a behavior of measles is in accordance with the data from the New York City and from England and Wales recorded between 1950 and 1968 (before vaccination) [14, 16, 38] . As for other stable attractors coexisting with stable limit cycles of period 1 and 2 these are, mainly, limit cycles of period 3 as mentioned in this section before. A typical limit cycle of period 3 is characterized by higher amplitude outbreaks and by very low minima of infective incidence, see Fig. 1 (c) where the behavior of the solution for the fraction of infectives is shown for β 1 = 0.1.
III. THE SEASONALLY FORCED STOCHASTIC EPIDEMIC MODEL
In the seasonally forced stochastic SEIR model, a discrete population of the constant size N is divided into the classes of susceptibles (S), exposed (E), infectives (I) and recovered (R). At any instant of time, the total number of individuals equals N thus only three of the classes are independent. Denoting numbers of susceptible, exposed and infective individuals by m 1 , m 2 and m 3 , respectively, and considering the processes postulated in Section II, we can obtain the transition rates for the stochastic model as follows.
1) The infection process takes place between a susceptible and an infective individual at the time dependent contact rate β(t) and results in the transition of the susceptible to the exposed class, S + I β(t)
−→ E + I. The corresponding transition rate is
where the superscript and the subscript of T denote the final and the initial states of the system.
2) The transition of an individual from the exposed class to the infective class, E χ −→ I, occurs at the rate χ. The transition rate of this process equals
3) The transition rate of the recovery of an infective individual occurring at the rate γ, I γ −→ R, is given by
The recovered individuals are permanently immune. 4) Finally, there are four transition rates associated with the linked birth, R 
T m1−1,m2,m3 m1,m2,m3
Note that the initial and final states for the recovery of an infective individual and the death of an infective individual are equal, see Eqs. (13) and (17) but the corresponding transition rates are different. To distinguish between the latter we use a prime in Eq. (17) . The dynamics of the stochastic system determined by Eqs. (11)- (17) is completely described by the master equation [40, 41] . Given the initial and boundary conditions, this equation expresses the evolution of the probability of having a system in state with m 1 susceptibles, m 2 exposed and m 3 infectives, P(m, t), at any positive time. Denoting m as the shorthand for three numbers m 1 , m 2 , m 3 this equation is written in the following form:
The positive term on the r.h.s. of Eq. (18) is the increase of P(m, t) due to the transitions from states m ′ to state m, while the negative term is the decrease due to the transitions from state m to states m ′ . The term with m equal to m ′ is excluded because its contribution is zero. Substituting Eqs. (11)- (17) into Eq. (18) one obtains the master equation for the seasonally forced stochastic SEIR model (46) (see the Appendix). This equation is in fact a system of m 1 · m 2 · m 3 coupled differentialdifference equations similar to those used in studies of simple birth-death stochastic processes [41, 42] . In that case, an exact solution can be found in terms of generating functions or by other means but Eq. (46) with three variables m 1 , m 2 and m 3 is too complicated to be solved exactly. To get insight into the dynamics of the seasonally forced stochastic SEIR model for large system sizes, we will apply a method due to van Kampen [40] . Similarly to other studies [32, 33] , we will expand Eq. (46) in powers of the inverse of the system size N . First, let us rewrite Eq. (46) in terms of the step operators ǫ ±1 j , where j = 1, 2, 3, defined by their action on a smooth function f (m 1 , m 2 , m 3 , t) [40] :
Using Eqs. (19)- (21) For the seasonally forced stochastic SEIR model the expansion is made around a deterministic periodic solution of Eqs. (2)- (4) which is a stable limit cycle of period T (see Ref. [33] ). Thus, we make a transformation from the discrete variables m j (t) to the continuous variables x j (t), where j = 1, 2, 3, according to the equations
wheres(t),ē(t) andī(t) denote the deterministic trajectory of Eqs. (2)- (4) and x 1 (t), x 2 (t) and x 3 (t) are the corresponding stochastic fluctuations about it. After the substitution of Eqs. (11)- (17) and Eqs. (22)- (24) into Eq. (47), the terms of different orders in N can be identified in Eq. (47) . The leading order terms yield Eqs. (2)- (4) with the substitutions s(t) =s(t), e(t) =ē(t), i(t) =ī(t):
The next-to-leading order terms yield a multivariate linear Fokker-Plank equation for the probability distribution Π(x, t) [40, 41] 
where j, k = 1, 2, 3. In Eq. (28), A(t) is the Jacobian of Eqs. (2)- (4) A
and B(t) is the symmetric cross correlation matrix
where
and
Both matrices A(t) and B(t) are evaluated on the limit cycle solutions of Eqs. (2)- (4) and thus they are periodic functions of t with the same period T of the limit cycle,
In previous studies of unforced epidemic models [28] [29] [30] [31] , the power spectrum of stochastic fluctuations x j (t) was computed from the multivariate Langevin equation associated with Eq. (28) [40, 41] 
where L j (t) are Gaussian noise terms with zero mean
and with the correlator
The analytical calculation of the power spectrum through the Fourier transform of Eq. (37) done in those studies depends on the fact that the matrices A and B are constant in the unforced case. For the seasonally forced stochastic SEIR model, the matrices A(t) and B(t) are time dependent and this method does not work anymore. However, one can use the periodicity of A(t) and B(t) and Floquet's theory to find a solution of Eq. (37) and compute its power spectrum, as briefly outlined below. This method was developed to study the effects of external noise in nonlinear oscillations close to bifurcations [43, 44] , and it has been applied to intrinsic stochasticity for several systems similar to the model considered here [33] . The general solution of the inhomogeneous system of first-order linear differential equations (37) with matrix function A(t) and vector function L(t) can be written as a sum of the general solution of the homogeneous system
and a particular solution of the inhomogeneous system [45] . Furthermore, the general solution of the homogeneous system (40) with A(t) periodic with period T obeys Floquet's theorem [45, 46] . This theorem states that if X(t) is a fundamental matrix of Eq. (40), then there exists a periodic nonsingular matrix Q(t) with period T and a constant matrix R such that
The matrix D = e T R is sometimes referred to as the monodromy matrix of the fundamental matrix X(t)
where the principal value of the logarithm is taken. Using further Floquet's theory an analytical expression can be obtained for the autocorrelation function of the stochastic fluctuations
in terms of the matrices Q(t), R and B(t) [33, 43] . Note that Eq. (43) does not depend on the initial condition if the initialization time is set to the infinite past. The power spectrum (power spectral density) P j (ω) of the stochastic fluctuations can then be computed from the autocorrelation function C jj (τ ) via the Fourier transform (the Wiener-Khinchin theorem)
In the following section, we will compare the power spectra calculated analytically through the method described above with those measured from simulations of the stochastic process defined by Eqs. (11)- (17) . The spectra of the fluctuations of infectives are of particular interest to us because they can be compared with the spectra computed from real incidence data [22, 47] .
IV. RESULTS
The stochastic process is simulated with the use of a modified Gillespie algorithm [48] to account for the explicit time dependence in the transition rates [49, 50] . Unless explicitly stated otherwise, all simulations start from a random initial condition and time series of 500 years or 100 years are recorded (50 or 10 years of which Table I .
are considered as transient). By definition the model does not include injection of infectives, thus if an extinction occurs before this time a simulation is discarded. The largest system size we tested is N = 10 8 and the smallest one is N = 5×10
5 . For some amplitudes of seasonal forcing the number of extinctions gets huge and we were not able to run such long simulations for system sizes smaller than N = 10 6 . However, shorter time series could have been obtained (for comparison with the prevaccination era these should be about 20 years long [14] ).
There is one difficulty in the computation of the analytical autocorrelation functions and analytical power spectra. Although an explicit expression for the autocorrelation function can be found, the final results have to be obtained numerically because the stable limit cycle is not known in closed form. In the endemic equilibrium, the eigenvalues of the Jacobian of the unforced SEIR deterministic model (5)- (7) differ by two orders of magnitude for the parameter values typical of childhood infectious diseases. This is reflected in the seasonally forced deterministic SEIR model (2)-(4) [17] in the same parameter region. For the stable limit cycles given in Table I , two of the characteristic multipliers are always complex conjugate and have real part of order 1, while the third one, λ 3 , is of order 10 −59 , 10 −118 and 10 −177 for limit cycles of periods 1, 2 and 3, respectively. In this way, the monodromy matrix D becomes singular (det D = λ 1 λ 3 λ 3 ) in double precision numerical calculations and the periodic matrix Q(t) cannot be computed. One way to circumvent this difficulty is to reduce the computations to the two dimensional central manifold associated with the complex eigenvalues, disregarding the dynamics along the strongly stable manifold associated with the small real eigenvalue λ 3 where fluctuations will be strongly damped (a similar approach was used heuristically in Ref. [22] ). Here we adopt a direct approach by implementing a Runge-Kutta 7-8 method for the numerical integration of the differential equations on the limit cycle and by using arbitrary precision libraries NTL and GMP [51] . Typically the working precision set up in the integrations was 5 digits higher than the smallest characteristic multiplier (for example, 65 digits for limit cycles of period 1) and the numerical trajectory was correct up to 50 digits. Thus we could perform all the computations in the original variables of the full three dimensional system, which allows an immediate comparison with the power spectra of the simulations. The summary of the Floquet multipliers and Floquet exponents computed in this way is given in Table II .
Note that until now we have not raised the question of the stability of the deterministic limit cycles because we do know from previous studies that the cycles are stable [17, 19, 20] . However, we automatically check this by computing the absolute values of λ j which must be less than unity for a limit cycle to be asymptotically stable (or, alternatively, the real parts of ρ j must be negative) [45, 46] . The homogeneous equation (40) is, in fact, a variational equation for small perturbations x j (t) around the periodic solution of Eqs. (2)- (4) [45, 46] . The presence of two complex conjugate Floquet multipliers implies that deterministic perturbations decay to the cycle in a damped oscillatory way. This situation is similar to that of unforced systems with a stable focus in which resonant amplification of stochastic fluctuations was observed [27, 29] . It will become clear in what follows that in the stochastic system with seasonal forcing fluctuations around the limit cycles are significantly amplified too, and that the analytical and simulated power spectra cannot be explained by the deterministic theory alone.
To validate the theory developed in this study, we first compare analytical and simulated autocorrelation functions for the stochastic fluctuations of infectives. Typical values of the forcing amplitude are chosen in the annual and biennial regime (see left and right upper plots of Fig.  2 ). Far from bifurcation points and for large system sizes, we find an excellent agreement in both cases (a small divergence can occur because of the sparse discretization of the orbit which we are lead to do to avoid very heavy computations). The lower plots of Fig. 2 show the corresponding power spectra. More exactly, the x-axes stands for temporal frequency and the y-axes is the power of the discrete Fourier transform of the autocorrelation function time series. In this and in the following plots, the power spectra are normalized so that the total power is the summed squared amplitude of the time series [52] . One observes that the power spectra exhibit a number of peaks occurring regularly. As it has been noticed before by several authors [33, 43] , the peaks are located at frequencies
where n = 0, ±1, ±2, . . ., |Im ρ 1,2 | denotes the absolute value of the imaginary part of complex conjugate Floquet exponents (see Table II ), and T is period of a limit cycle. Note that for the annual limit cycle the main stochastic peak is situated at |Im ρ 1,2 |/(2π) while for the biennial cycle this peak is much smaller than the peak at 1/2 − |Im ρ 1,2 |/(2π) which is dominant. The plots are done in lin-log scale for a better observation of the structure of the power spectra. The analytical predictions for stochastic power spectra work well in a large range of β 1 for annual and biennial limit cycles. However, as the system size is decreased systematic deviations start to appear. We first consider the case of the annual limit cycle induced by a low forcing amplitude. In Fig. 3 we compare the power spectra for the number of infective individuals from simulations for several system sizes N . In all panels, sharp peaks due to the annual limit cycle can be observed at integer frequencies, as well as several broader stochastic peaks whose frequencies are given by Eq. (45) . For all system sizes the first (and largest) stochastic peak is situated at |Im ρ 1,2 |/(2π), the second is situated at 1−|Im ρ 1,2 |/(2π), etc. However, for N = 10 6 and N = 5×10 5 the dominant frequencies of the stochastic peaks are very slightly shifted to the left, so the characteristic period of the stochastic fluctuations gets higher. This effect has already been observed before in the spectra of fluctuations around a stable node, in unforced systems [28] . We also find that the spectra are fully described by the theory only for very large populations. Beginning with N = 10 7 a number of much smaller stochastic peaks starts to appear close to the deterministic peaks. Their amplitudes increase as the population size decreases but they stay orders of magnitudes lower than the dominant stochastic and deterministic peaks. These secondary peaks cannot be explained within the theory developed in this study and require considering corrections to the linear Fokker-Planck equation. Another effect apparent in small systems is the change in the relative amplitude of the main stochastic and deterministic peaks. For small populations the deterministic limit cycle does not dominate the dynamics of the system any more. The enhancement and broadening of the stochastic peaks show a much noisier and irregular dynamics. For comparison, see the panel for N = 5 × 10 5 in Fig. 3 where the main stochastic peak is significantly 5 . Averages over 10 4 (10 3 ) realizations were made to obtain the power spectra for N = 10 8 (for the remaining system sizes). The forcing amplitude is 2.5 higher than in Fig. 3 but the deterministic system is still in the annual limit cycle regime, β1 = 0.05. The vertical helper lines mark the frequencies predicted by Eq. (45).
higher and broader than the main deterministic peak.
The same picture of changes in the spectra for different population sizes is maintained if the amplitude of forcing is increased but the annual limit cycle is still stable. As an example, see Fig. 4 done for β 1 = 0.05 (this forcing amplitude is 2.5 larger than the one used in Fig. 3) .
If the forcing amplitude is increased even further the period doubling of the limit cycle occurs at β ′ 1 ≈ 0.11479 and everywhere in the interval 0.11479 < β 1 ≤ 0.2 a stable limit cycle of period 2 is present in the deterministic model. In Fig. 5 we compare the spectra from simulations and the analytical spectra for a range of system sizes. Again, the spectra demonstrate narrow deterministic peaks at multiples of 1/2 due to the limit cycle of period 2 and regular stochastic peaks. For the largest system size, the stochastic peaks are predicted correctly by the theory. The major stochastic peak is now located at 1/2 − |Im ρ 1,2 |/(2π). Note that the peak which used to be dominant in the annual regime was located at |Im ρ 1,2 |/(2π). But now this frequency corresponds to the smallest among all stochastic peaks in the range of frequencies shown in the plot. This observation de- serves a longer comment and we will go back to it later. For smaller values of N we observe that the deterministic peak at 1/2 gets smaller and merges with the two surrounding stochastic peaks. At some point it becomes impossible to distinguish between the stochastic and deterministic peaks which are represented by a single broad peak around 1/2. The stochastic peaks get significantly enhanced but also the range of frequencies present in the infective time series.
The next parameter range of interest is close to the point where the period doubling bifurcation occurs for the deterministic system. In this regime we do not expect to have an agreement between the theory and simulations because none of the cycles is stable enough, however there are interesting conclusions which can be drawn from the power spectra. Recall that the period doubling in the deterministic model occurs at β ′ 1 ≈ 0.11479 but in the stochastic model the transition from the annual limit cycle to the biennial limit cycle is shifted to a higher value of β 1 . In Fig. 6 we compare the spectra for the number of infectives from simulations performed for two close values of β 1 in the vicinity of the deterministic period doubling point, one before the bifurcation (β 1 = 0.1, corresponding to the stable annual limit cycle, gray (blue) curves) and one after (β 1 = 0.12, corresponding to the stable biennial limit cycle, black curves). As one can see the transition is blurred and shows up later in the stochastic system. The same behavior of the fluctuations power spectrum around a bifurcation was described in Ref. [43] . There is almost no difference between the simulated spectra. The first deterministic peak signaling the biennial limit cycle has to be present at 1/2 for the black curves, and this is where the stochastic peaks for the annual limit cycle are located. The two main stochastic peaks of the annual cycle move on to 1/2 and at some point give rise a deterministic peak of the biennial cycle. This is seen from the plot for the largest system size, however the deterministic peak becomes obvious if the β 1 is increased a bit further. A similar broadening and shifting of the bifurcation point in simulations has also been observed in the unforced model with a transition from a stable focus to a stable limit cycle through an Andronov-Hopf bifurcation [29, 32] . The last question one naturally poses is how does the coexistence of attractors influence the power spectrum, through possible switches between basins of attraction induced by stochasticity. The relevance of this mechanism has been argued for in the literature [53, 54] , in particular to try to provide an explanation for the diversity of patterns of childhood diseases [21, 22] . In the deterministic model there is a range of β 1 where stable annual and biennial limit cycles coexist with a stable triennial cycle. In particular, this happens for the parameter values of Fig. 6 . We, however, have not identified any deterministic peaks at multiples of 1/3 associated with a triennial limit cycle or even an indication of such a behavior in the stochastic system. The same was confirmed for other values of β 1 where the orbits coexist. To clarify this situation we performed an experiment in which one set of simulations started on a triennial limit cycle (these conditions are favorable for the triennial cycle as it will become clear later) and the other set started from a random initial condition. The resulting power spectra are shown in Fig. 7 for β 1 = 0.1. The black [respectively, gray (blue)] curves are the power spectra of the infective time series beginning from favorable (respectively, random) conditions. It is only for system size N = 10 8 that we were able to observe a triennial limit cycle with the fluctuations around it described by the van Kampen expansion (see the left panel in Fig. 7 , the helper lines mark the frequencies for the triennial limit cycle). For all other system sizes the power spectra are identical to those already shown in Fig. 6 .
In this case, a better insight into what happens in the simulations is given by inspecting the time series. In Fig.  8 we show the density of infectives in a typical single realization of the stochastic model starting from the triennial limit cycle (for the same value of β 1 as in Fig.  7 ). For system size N = 10 8 the density exhibits regular triennial oscillations. Their characteristic features are a high amplitude (at least twice as large as that of a typical annual or biennial cycle) and very low number of infectives between recurrent epidemics. For N = 10 8 the system tends to stay on the triennial limit cycle because the fluctuations are not large enough to drive it to the well defined dominant annual deterministic peak well defined dominant annual deterministic peak and two subdominant close to biennial broad stochastic peaks well defined annual deterministic peak and close to biennial broad stochastic peak 0.2 well defined dominant annual and biennial deterministic peaks well defined dominant annual deterministic peak and subdominant broad biennial stochastic peak well defined dominant annual deterministic peak and subdominant close to biennial much broader stochastic peak annual limit cycle. But for smaller N the system either goes extinct or drops very quickly to the annual limit cycle (or a biennial one if β 1 > 0.11479) and stays on it. For the population of one million of individuals not even one oscillation over the triennial cycle is followed by the stochastic system because the relative fluctuations are large at the first drop of infectives and drive the system to the basin of attraction of the annual cycle. In Fig. 9 we show some of the time series for the same parameter values as in the previous figure but for initial conditions starting on the annual limit cycle. The density exhibits alternating regions of annual and biennial oscillations for large population sizes with an ever increasing role of the stochastic fluctuations as N decreases. For small sizes the time series look quite irregular, occasionally exhibiting interepidemic intervals longer than 2 years. This case corresponds to the power spectra where the stochastic peaks are broad and high. It is remarkable that we have never observed the backward switching from an annual (or biennial) limit cycle to a triennial one.
The qualitative features of the power spectra for two different values of the forcing amplitude, β 1 , and different population sizes, N , are summarized in Table III . As discussed above, well defined high amplitude peaks show up in the time series as regular cycles, and broad stochastic peaks as lower amplitude noisy oscillations.
V. DISCUSSION AND CONCLUSIONS
In conclusion, in this study we have considered the deterministic and the stochastic SEIR models with sinusoidally varying contact rate. Depending on the forcing amplitude, the deterministic model exhibits a range of stable attractors, the most visible of which are limit cycles of periods 1, 2 and 3. Using the van Kampen's expansion of the master equation of the corresponding stochastic model we have calculated autocorrelation functions and power spectra of the stochastic fluctuations around these attractors. We have compared the analytical results with those obtained from direct simulations of the stochastic model. We have found that in a large range of the forcing amplitude there is an excellent agreement between the theory and simulations. The prerequisites for this are large system sizes (typically higher than 10 6 ) and the stability of attractors, namely the more stable the cycle and the higher the system size are the better the agreement between the simulated and analytical power spectra is. This is exactly what we would expect for the quality of the approximation given by the truncation at first order of the full van Kampen expansion.
The power spectra of the infective time series demonstrate peaks of two types. The narrow peaks are due to a limit cycle of a given period and the broader peaks are due to the resonant amplification of stochastic fluctuations around the limit cycle. It has been argued that the presence and position of deterministic and stochastic peaks in the power spectra obtained from real data records of childhood diseases can be predicted by the deterministic theory alone, and that, moreover, the frequency of the stochastic peak is defined by the frequency of the transients near a stable limit cycle [22, 23, 47] . We have identified the main frequencies of the stochastic peaks in the annual and biennial regimes and shown that these do not necessarily equal the frequency of the damped oscillations of deterministic perturbations around a cycle. Thus, neither the full structure of the power spectrum of the infective time series nor the most prominent frequency of the stochastic peak can be fully predicted by the deterministic model.
Another conclusion concerns the role of the coexistence of attractors in the seasonally forced stochastic and deterministic SEIR models. The coexistent stable limit cycles present in the deterministic epidemic models have been conjectured to be the reason why irregular dynamics is observed in the corresponding stochastic system. Namely, it has been a systematic assumption of several papers on childhood infectious diseases modeling [19, 21, 22] based exclusively on the deterministic analysis that for small populations the stochastic system should constantly switch between cycles of different periods due to demographic or environmental noise, thus exhibiting irregular dynamics. The results of the present study contradict this view. For values of β 1 close to the period doubling bifurcation value, demographic as well as environmental noise can promote switching between period 1 and period 2 cycles. However, for the stable limit cycles of period 1 or 2 coexisting with a stable cycle of pe-riod 3 such switching is absent in the stochastic system. Notwithstanding the basin of attraction of the triennial limit cycle being roughly 25% of the total initial conditions [19] for the deterministic system, it is extremely unstable in the simulations. Even for large system sizes the system is brought to a cycle of lower period after a very short time, and backwards switching is not observed. This can be understood from the shape of the periodic solutions of the triennial cycle of the deterministic model, together with the fact that most initial conditions with very low number of infectives are attracted to the lower period cycles.
We have become aware of a recent paper where the fluctuation power spectrum of a seasonally forced stochastic SIR model is computed through the same method [55] . In this paper, a transition representing injection of infectives is included in addition to the processes of infection, recovery, and birth-death. It is shown that, even for very low infective immigration rates, the inclusion of this term has a drastic impact on the bifurcation diagram of the deterministic model, leaving stable annual and biennial limit cycles as the only possible attractors [55] . This shows that the competing higher period attractors of the forced system are very fragile indeed. They are not robust, in the deterministic setting, with regard to small changes in the model. On the other hand, in the stochastic setting, their effective basin of attraction is negligibly small, except for unrealistically large population sizes. The results of this study and those of Ref. [55] concur to support the view that the main ingredient to understand the observed incidence patterns of childhood infectious diseases is stochastic amplification, rather than noise induced switching between competing attractors of the deterministic system. 
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