Abstract. We consider orthogonal polynomials p n with respect to an exponential weight function w(x) = exp(?P(x)). The related equations for the recurrence coe cients have been explored by many people, starting essentially with Laguerre 49], in order to study special continued fractions, recurrence relations, and various asymptotic expansions (G. Freud's contribution 28,56]).
Construction of orthogonal polynomials recurrence coefficients.
Consider the set fp n g 1 0 of orthonormal polynomials with respect to a weight function w on (a part of) the real line: Z 1 ?1 p n (x)p m (x)w(x) dx = n;m ; n; m = 0; 1; : : :
The very useful recurrence formula has the form a 1 p 1 (x) = (x ? b 0 )p 0 , a n+1 p n+1 (x) = (x ? b n )p n (x) ? a n p n?1 (x); n = 1; 2; : : : ( 2) The connection between the nonnegative integrable function w and the real sequences fa n g 1 1 ; fb n g 1 0 is of the widest interest. It is investigated in combinatorics 9,10,52], asymptotic analysis 11,12,28,30,53{55,61,77{79], numerical analysis 15, 21, 31, 32, 51, 57] , and, of course, Lax-Painlev e-Toda theory (all the other references, excepting perhaps Chaucer).
However, the connection may seem quite elementary and explicit: 1. From w to a n and b n : let k = ; (4) n = 0; 1; : : : ; H 0 = 1; e H 0 = 0. 2. From the a n 's and b n 's to w: consider the Jacobi matrix J = then, remarking that (2) may be written xp n (x) = a n p n?1 (x) + b n p n (x) + a n+1 p n+1 (x), (Remark that the coe cients appear now with positive signs, a very elementary fact, but always able to puzzle weak souls), or x p(x) = Jp(x), where p(x) is the column (in nite) vector of p 0 (x); p 1 (x); : : :, so that the expansion of x k p n (x) in the basis fp 0 ; p 1 ; : : :g is x k p n (x) = P`( J k ) n;`p`( x). As we are dealing with a basis of orthonormal polynomials, this means that (J k ) n;`i s the`t h Fourier coe cient of x k p n (x), (where row and column indexes start at zero), i.e., (J k ) n;`= R 1
In particular, (J k ) 0;0 = k = 0 . Direct numerical use of (3) is almost always unsatisfactory, for stability reasons. Together with various ways to cope with the numerical stability problem 31,32], compact formulas or equations for the recurrence coe cients a n and b n in special cases have been sought. Of course, quite a number of exact solutions are known (appendix of 14]) and new ones are steadily discovered (Askey-Wilson polynomials and other instances of the new \q?calculus " 4, 35,36,47] on the whole real line. Then, the Freud's equations F n (a) := a n (P 0 (J)) n;n?1 = n; n = 1; 2; : : : (6) hold, where ( ) n;n?1 means the element at row n and column n ? 1 of the (in nite) matrix P 0 (J). A nite number of computations is involved in each of these elements. The row and column indexes start at 0. We could as well take the indexes (n ? 1; n), as J and any polynomial function of J are symmetric matrices.
Remark. One has F 1 (a) = (JP 0 (J)) 0;0 :
Indeed, the rst element of the rst row of JP 0 (J) is a 1 times the element (1; 0) of P 0 (J), i.e., F 1 (a).
Examples.
w(x) = exp(?x 
The elementary Hermite polynomials case is of course immediately recovered in (8) . (9) and (10) were used by Freud 28] in investigations on asymptotic behaviour, see 11, 53, 56, 57, 67, 69] for more. The rich connection of (9) with discrete and continuous Painlev e theory will be recalled later on. For a much more general setting, see 1, Theor. 4.1].
Proof of (6) . We consider two di erent ways to write the integral I n = Z 1 ?1 p 0 n (x)p n?1 (x) exp(?P(x)) dx. First, let p n?1 (x) = n?1 x n?1 + : : : and p n (x) = n x n +: : :. From (2) (with n?1 instead of n), n = n?1 =a n ; so, p 0 n (x) = n n x n?1 +: : : = n a n p n?1 (x)+ a polynomial of degree 6 n?2. As p n?1 is orthogonal to all polynomials of degree 6 n ? 2, what remains is I n = n a n , as the orthonormal polynomials have a unit square integral. Next, we perform an integration by parts on I n = ?
?1 P 0 (x)p n (x)p n?1 (x) exp(?P(x)) dx, using the orthogonality of p n and p 0 n?1 of degree < n ? 1 < n, and the latter integral is (P 0 (J)) n;n?1 , according to the spectral representation (5). in the le freud00m.dat. freud2.f produces a readable (sort of) listing out of such a data le. Finally, freud3.f reads the coe cients of a polynomial P and computes in a stable way a sequence of positive recurrence coe cients a 1 ; a 2 ; : : : associated to the weight exp(?P(x)) on the whole real line. Actually, weight functions jxj exp(?P(x)), with P even, on the whole real line, and x exp(?Q(x)) on the positive real line are considered simultaneously (P(x) = Q( x 2 )).
4. Solution of Freud's equations. We started from the solution (3), and built the equation (6) afterwards, when the a n 's are recurrence coe cients of orthogonal polynomials associated to the weight exp(?P(x)).
We try now to discuss the general solution of (6). With P even of degree 2m, the n th equation of (6) involves a n?m+1 ; : : : ; a n+m?1 (see 56, 57] or the examples (8) (9), (10)), so that the general solution depends on 2m ? 2 arbitrary constants, for instance a n 0 ?m+1 ; : : :; a n 0 +m if n is odd; a n?1;k+1 a n;k+1 = a n;k a n+1;k ; if n is even;
then, F n (a (k) ) satis es a n?1;k+1 a n;k ? F n (a
) ? F n (a (k) ) = a n;k a n?1;k+1
) ; n even, F n (a ); n odd: (13) where F n (a (k) ) = a n;k (P 0 (J k )) n;n?1 , and where J k is the Jacobi matrix J k = The quotient-di erence equations are well known in orthogonal polynomials identities investigations, see 74, 75] for recent examples. The notation chosen here is motivated by the interpretation of a n;k as recurrence coe cient of orthogonal polynomials related to the weight x 2k w(x), but we do not need this interpretation in order to establish the theorem and the lemma. Actually, the theorem 2 is meant to recover an interpretation of the solutions of (6) in terms of orthogonal polynomials, but arbitrary initial data a 1 ; a 2 ; : : :; a m?1 will yield formal orthogonal polynomials through formal moments j which, from (11), can still be written j = Z S x j exp(?P(x)) dx, but where the support S is now a system of arcs in the complex plane, see 66, \Laplace's method"], 62, 63] .
Remark that, with a n;0 = a n and a 0;k = 0, all the a n;k 's are completely determined by (12) as functions of a 1 ; a 2 ; : : :
Proof of Lemma 1. The quotient-di erence equations (12) can be One nds also
k+1 , for any odd power, so P 0 (J k )L k = L k P 0 (J k+1 ), and we look at the element of indexes (n; n ? 1): (P 0 (J k )) n;n?1 (L k ) n?1;n?1 + (P 0 (J k )) n;n+1 (L k ) n+1;n?1 = (L k ) n;n?2 (P 0 (J k+1 )) n?2;n?1 + (L k ) n;n (P 0 (J k+1 )) n;n?1 ;
or F n (a k ) (L k ) n?1;n?1 a n;k + F n+1 (a k ) (L k ) n+1;n?1 a n+1;k = (L k ) n;n?2 a n?1;k+1 F n?1 (a k+1 ) + (L k ) n;n a n;k+1 F n (a k+1 ); leading to (13).
Proof of Theorem 2. From (13), with (6), (a Freud's equations as discrete Painlev e equations. As far as I understand the matter, discrete Painlev e equations were rst designed as clever discretisations of the genuine Painlev e equations, so to keep interesting features of these equations, especially integrability. For instance, n+m?1 is a rational function of preceding elements, so a meromorphic function of initial conditions. 5.2. Reversibility. There is no way to distinguish past and future, (6) is left unchanged when a n+1 ; a n+2 ; : : : are permuted with a n?1 ; a n?2 ; : : : Indeed ( 56, p.369]), (6) shows how (6) can be solved. The similarity of (3) with known solutions of discrete Painlev e equations is also striking 42, 45] . The structure of the solution leads also to 5.5. Singularity con nement. The movable poles property of continuous equations is replaced by the following 34]: if initial values are such that some a n , say a n 0 becomes very large, only a nite number of neighbours a n 0 +1 ; : : : ; a n 0 +p should be liable to be very large too; moreover, a n 0 +p+1 , etc. should be continuous functions of a n 0 ?1 ; a n 0 ?2 etc. The formula (3) shows that the singularities of a n are the zeros of H n which are determinants built with solutions of (11), therefore continuous functions of the initial data. n?1 ]p n?3 =(a n?2 a n?1 a n ) + from (2), to nd 2(a Thanks to the Conference organizers, and to Darwin's College hospitality, according to the highest quality standards since more than 600 years: 
