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ume courts. In some instances, this could happen state-
wide, especially if courts across the state share the same 
e-filing system, though this is often not the case. Vaden
noted the significance of that factor for wider docket
searching functionality. In any event, based on what 
the presenters shared, we should not expect a robust 
50-state docket search tool anytime in the foreseeable
future.
LEGAL ETHICS IN THE USE OF ARTIFICIAL INTELLIGENCE
ASHLEY AMES AHLBRAND
ASSISTANT DIRECTOR FOR PUBLIC SERVICES
INDIANA UNIVERSITY MAURER SCHOOL OF LAW
Moderator: Kim Nayyer (Cornell University)
Speakers: Kristin Johnson (Tulane University School of Law); Sarah Sutherland (CanLII) & Steven A. Lastres 
(Devevoise & Plimpton)
In this session, three panelists brought their expertise to 
the discussion of the ethical implications of artificial in-
telligence (AI). Because AI is a broadly conceived term, 
moderator Kim Nayyer began by defining their focus 
on AI narrowly as a component of a larger product or 
system: specifically, the discussion revolved around ma-
chine learning, in which the AI first learns from a given 
dataset, and then continues to learn based on its own 
activity, making the process of machine learning both 
iterative and cumulative. 
To provide further context for the importance of this 
conversation, Nayyer highlighted a recent ABA Reso-
lution in which it was “[r]esolved, that the American 
Bar Association urges courts and lawyers to address the 
emerging ethical and legal issues related to the usage of 
artificial intelligence (AI) in the practice of law includ-
ing: (1) bias, explainability, and transparency of auto-
mated decisions made by AI; (2) ethical and beneficial 
usage of AI; and (3) controls and oversight of AI and the 
vendors that provide AI.” With that as the framework 
for the session, each panelist presented their perspective 
on the role and boundaries of AI in practice. 
Kristin Johnson highlighted the blurry line between 
the benefits and ethical quagmires that AI usage pres-
ents. Using the current COVID-19 crisis as a use case, 
she discussed a method of contact tracing that could 
employ AI and Bluetooth technology to trace when and 
for how long a positive COVID patient’s Bluetooth-en-
abled device had been in close proximity to other 
Bluetooth-enabled devices. Citing the need to ensure 
the safety of employees or students, Johnson said, many 
employers and universities could see this use of AI as 
extremely positive; but on the other hand, such tracing 
threatens to violate the patient’s right to privacy. 
Sarah Sutherland took up the conversation from 
there, raising more concerns about the use of AI today. 
First, she noted the troubling manner in which people 
adopt AI tools without understanding how it operates 
and how it draws its conclusions. Second, she identified 
the frequent concern that these AI programs will start 
replacing people in the workforce, thereby eliminating 
jobs. To both of these concerns, Sutherland posited 
that the use of AI would be much more effective if the 
technology was placed in the hands of savvy individu-
als who understood how the AI worked and used it to 
improve their own work (not to replace actual people in 
the workforce). Sutherland cited e-discovery tools as a 
current example of the effective use of AI, where it does 
not replace the role of the attorney in discovery pro-
ceedings but makes the attorney’s work better and more 
efficient. Finally, Sutherland suggested that the devel-
opment of AI technology should proceed but called for 
greater oversight by the government to ensure that it is 
developed and harnessed in a safe manner.
As a strong compliment to the first two panelists, 
Steve Lastres rounded out the presentation by propos-
ing that, in terms of the use of AI in the legal industry, 
law librarians are the most logically positioned to be 
the leaders and experts in this emerging field. He called 
on us to educate ourselves in this area, get to know 
the tools, conduct comparative research with similar 
products (like the judge analytics products of Westlaw, 
LexisNexis, and Bloomberg Law) to get a sense of what 
data they pull from to render their predictions, and 
speak with the vendors themselves to become self-made 
experts on these tools. Then, share your expertise with 
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your constituents, whether that includes the attorneys 
in your firm or the students and faculty at your school. 
Lastres highlighted several educational resources his 
team brought to the attorneys at Debevoise & Plimpton. 
Other ongoing endeavors include professional devel-
opment trainings on the ethical implications of AI; the 
development of a resource center listing websites, books, 
articles, and white papers attorneys could peruse to 
educate themselves; and the development of an AI blog 
where they could continue the conversation. 




THURGOOD MARSHALL STATE LAW LIBRARY
Moderator: Cindy Guyer (University of Southern California)
Speakers: Jef Pearlman (University of Southern California) & Mary Rasenberger (Authors Guild)
This was a fascinating livestream program on copyright 
law, which turned out to be more than just an overview 
or guide to today’s law. The target audience was billed 
as being for “All librarians who conduct or teach legal 
research, and all private and government legal informa-
tion publishers; librarians who are or will be involved 
with increasing access to attorney/faculty publications; 
librarian-authors who want to increase their own 
publication citations for professional growth and tenure 
purposes; and librarians who need to ensure their posts 
on social media accounts are copyright compliant.” 
However, in many ways, it was a copyright expert law-
yer talking with a copyright expert law librarian.
Jef Pearlman discussed the recent U.S. Supreme 
Court case, Georgia, et al. v. Public.Resource.Org, Inc., 
which permitted the respondent Public.Resource.Org to 
copy and publicly share annotations from the Official 
Code of Georgia Annotated because they were written 
by the Georgia legislative branch itself. Such legislative-
ly developed annotations are ineligible for copyright, 
the Court held. This idea eventually may be broadened 
by other courts to include open access to those states’ 
laws adopting a copyrighted model code. Nevertheless, 
because so few other states author annotations them-
selves, the Supreme Court’s holding will be somewhat 
limited.
Pearlman also gave a short review of another po-
tentially consequential copyright case, involving the 
National Emergency Library (NEL) of the Internet 
Archive. The NEL opened in March 2020, making the 
Internet Archive’s entire database free for all users due 
to the coronavirus pandemic. This notably also includes 
scans of materials under copyright. Consequently, pub-
lishers sued the Internet Archive in early June 2020. A 
decision or settlement has not been reached.
Cindy Guyer was the final speaker, and she present-
ed a number of reminders on “Keeping Social Media 
Copyright Compliant.” Items include the fact that one 
grants an automatic license to the social media plat-
form for whatever one posts online and that whatever 
one posts may be appropriated by others. For that 
reason, it is preferable to embed or link to the original 
post. One of her sayings was “When in doubt, throw 
it out,” meaning that one must use their own material 
or a licensed or fair use image or text. Otherwise, such 
material should be omitted from a post.
It was the second speaker, Mary E. Rasenberger, 
who may have given the most thoughtful and insight-
ful remarks. The Authors Guild offers a very different 
perspective from usual librarian advocacy. Librarians 
at times may have their preconceived notions of authors. 
One such conception that this writer had was that the 
average full-time author made more than just $20,000, 
annually. “The average full-time writer makes just 
$20,000 per year,” Rasenberger said, clarifying the 
type of person for whom her organization advocates.
Rasenberger reviewed the 2020 Authors Guild Mod-
el Contract, which is the sample agreement between 
writers and publishers that the Guild promotes. The 
Model Contract contains two concepts beneficial to the 
author: contractual reversion rights and statutory ter-
mination rights. Reversion rights contractually spell out 
how and under what conditions an author may get her 
rights back from a publisher. An example of a reversion 
