Recent approaches to cross-lingual word embedding have generally been based on linear transformations between the sets of embedding vectors in the two languages. In this paper, we propose an approach that instead expresses the two monolingual embedding spaces as probability densities defined by a Gaussian mixture model, and matches the two densities using a method called normalizing flow. The method requires no explicit supervision, and can be learned with only a seed dictionary of words that have identical strings. We argue that this formulation has several intuitively attractive properties, particularly with the respect to improving robustness and generalization to mappings between difficult language pairs or word pairs. On a benchmark data set of bilingual lexicon induction and cross-lingual word similarity, our approach can achieve competitive or superior performance compared to state-of-the-art published results, with particularly strong results being found on etymologically distant and/or morphologically rich languages.
Introduction
Cross-lingual word embeddings represent words in different languages in a single vector space, capturing the syntactic and semantic similarity of words across languages in a way conducive to use in computational models (Upadhyay et al., 2016; Ruder et al., 2017) . These embeddings have been shown to be an effective tool for cross-lingual NLP, e.g. the transfer of models trained on highresource languages to low-resource ones (Klementiev et al., 2012; Guo et al., 2015; Zoph et al., 2016; Zhang et al., 2018; Gu et al., 2018) or unsupervised learning (Artetxe et al., 2018c) . There are two major paradigms in the learning of cross-lingual word embeddings: "online" and "offline". "Online" methods learn the crosslingual embeddings directly from parallel corpora (Hermann and Blunsom, 2014) , optionally augmented with monolingual corpora (Gouws et al., 2015) . In contrast, "offline" approaches learn a bilingual mapping function or multilingual projections from pre-trained monolingual word embeddings or feature vectors (Haghighi et al., 2008; Mikolov et al., 2013; Faruqui and Dyer, 2014) . In this work, we focus on this latter offline approach.
The goal of bilingual embedding is to learn a shared embedding space where words possessing similar meanings are projected to nearby points. Early work focused on supervised methods maximizes the similarity of the embeddings of words that exist in a manually-created dictionary, according to some similarity metric (Mikolov et al., 2013; Faruqui and Dyer, 2014; Jawanpuria et al., 2018; . In contrast, recently proposed unsupervised methods frame this problem as minimization of some form of distance between the whole set of discrete word vectors in the chosen vocabulary, e.g. Wasserstein distance or Jensen-Shannon divergence (Xu et al., 2018; Conneau et al., 2017; Zhang et al., 2017; . While these methods have shown impressive results for some language pairs despite the lack of supervision, regarding the embedding space as a set of discrete points has some limitations. First, expressing embeddings as a single point in the space doesn't take into account the inherent uncertainty involved in learning embeddings, which can cause embedding spaces to differ significantly between training runs (Wendlandt et al., 2018) . Second, even in a fixed embedding space the points surrounding those of words that actually exist in the pre-trained vocabulary also often are coherent points in the embedding space.
In this work, we propose a method for density matching for bilingual word embedding (DeMa-BWE). Instead of treating the embedding space as a collection of discrete points, we express it as a probability density function over the entire continuous space over word vectors. We assume each vector in the monolingual embedding space is generated from a Gaussian mixture model with components centered at the pretrained word embeddings ( Fig. 1) , and our approach then learns a bilingual mapping that most effectively matches the two probability densities of the two monolingual embedding spaces.
To learn in this paradigm, instead of using the pre-trained word embeddings as fixed training samples, at every training step we obtain samples from the Gaussian mixture space. Thus, our method is exploring the entire embedding space instead of only the specific points assigned for observed words. To calculate the density of the transformed samples, we use volume-preserving invertible transformations over the target word embeddings, which make it possible to perform density matching in a principled and efficient way (Rezende and Mohamed, 2015; Papamakarios et al., 2017; He et al., 2018) . We also have three additional ingredients in the model that proved useful in stabilizing training: (1) a back-translation loss to allow the model to learn the mapping jointly in both directions, (2) an identical-word-matching loss that provides weak supervision by encouraging the model to have words with identical spellings be mapped to a similar place in the space, and (3) frequency-matching based Gaussian mixture weights that accounts for the approximate frequencies of aligned words.
Empirical results are strong; our method is able to effectively learn bilingual embeddings that achieve competitive or superior results on the MUSE dataset (Conneau et al., 2017) over state-of-the-art published results on bilingual word translation and cross-lingual word similarity tasks. The results are particularly encouraging on etymologically distant or morphologically rich languages, as our model is able to explore the integration over the embedding space by treating the space as a continuous one. Moreover, unlike previous unsupervised methods that are usually sensitive to initialization or require sophisticated optimization procedures, our method is robust and requires no special initialization.
Background: Normalizing Flows
In this section, we will briefly describe normalizing flows -the backbone of DeMa-BWE.
As mentioned in the introduction and detailed later, our model is based on matching two probability density functions, one representing the source embedding space and one representing the target embedding space. To learn in this framework, we will use the concept of normalizing flows (Rezende and Mohamed, 2015) . We will explain them briefly here, but refer readers to Rezende and Mohamed (2015) for details due to space constraints.
Concretely, let u denote a high dimensional random vector (e.g. representing a point in the source embedding space) and z be a latent variable that corresponds to u (e.g. a point in the target embedding space). Flow-based generative models (Kingma et al., 2016; Kingma and Dhariwal, 2018) learn invertible transformations f θ (z) from the distribution over z to the distribution over u. The generative story of the model is defined as:
where p θ (z) is the prior distribution. This prior can be any distribution for which we can tractably compute the density of sample points z. A common choice of such distribution is a spherical multivariate Gaussian distribution: p θ (z) = N (z; 0, I) (Dinh et al., 2016) . Assuming the transformation function f θ (·) is invertible, using the rule for change of variables, the probability density of u can be calculated as:
where det(J(f −1 (u))) is determinant of the Jacobian matrix of the function inverse. This term accounts for the way in which f locally expands or contracts regions of z, and enforces the invertibility of the function. A "normalizing flow" is a cascaded sequence of such invertible transformations, which is learned by maximizing the density in Equation (2) over observed data points u. One computational issue with these models lies in calculating the Jacobian matrix, which is expensive in the general case. A common method is to choose transformations whose Jacobians' are a triangular matrix, which renders this computation tractable (Dinh et al., 2016; Papamakarios et al., 2017) .
Proposed Method
In this section, we present notation used in our method, describe the prior we define for the monolingual embedding space, then detail our density matching method.
Notation
Given two sets of independently trained monolingual embeddings, the problem of bilingual embedding mapping is to learn a mapping function that aligns the two sets in a shared space. Let x ∈ R d , y ∈ R d denote vectors in the source and target language embedding space respectively. Let x i and y j denote an actual word in the pretrained source and target vocabularies respectively. Words are sorted by their occurrence counts in the monolingual corpus and the index of the word represents its rank. We use x i and y j to denote the pretrained word embeddings for word x i in the source language and word y j in the target language respectively. Given a pair of languages s and t, our approach learns two mapping functions: f xy that maps the source embedding to the target space and f yx that gives the mapping in the reverse direction.
Density Estimation in Monolingual Space
To learn the mapping, we project a vector x in the source embedding space into the target space y. We learn this mapping by maximizing the density of data points in the source space. The density can be computed using the idea of normalizing flow described above. Thus, for the the monolingual embedding spaces, we need to define tractable density functions p(x) and p(y). While any number of functions could be conceived to calculate these densities, in the current method we opt to use a Gaussian Mixture Model (GMM) with Gaussian components centered at each pretrained word embedding. This is motivated by the assumption that embeddings are likely to appear in the neighborhood of other embeddings, where we define the "neighborhood" to be characterized as closeness in Euclidean space, and the uncertainty of each neighborhood as being Gaussian. Concretely, let N x and N y denote the number of pretrained word embeddings that serve as Gaussian component centers during training for the source and target languages, respectively. Then we can express the density of any point in the source embedding space as:
where π(x i ) is the frequency of word x i normalized within the N x component words, andp(x|x i ) is a Gaussian distribution centered at the embedding of word x i . We simply use a fixed variance σ 2 x for all Gaussian components:
Similarly, the density of any point in the target embedding space can be written as:
wherep(y|y j ) = N (y|y j , σ 2 y I).
Density Matching
With the Gaussian mixture model as the prior distribution in the monolingual space, our goal is to learn a mapping function from one embedding space to the other such that the log probabilistic density is maximized in the source space. While we are jointly learning the two mapping functions f xy and f yx simultaneously, for conciseness we will illustrate our approach using the source to target mapping f xy . First, a continuous vector x is sampled from the Gaussian mixture model (Eq. (3)) by sampling x i ∼ π(x i ) then x ∼ p(x|x i ) (4). Next, we apply the mapping function f xy to obtain the transformed vector y in the target space. Concretely, the mapping functions we employ in this work are two linear transformations: f xy (·) = W xy · and f yx = W yx ·. Connecting to the transformation function in Sec. 2, we see that x = f (y) = W −1 xy y, y = f −1 (x) = W xy x, and J(f −1 (x)) = W xy . We can then express the log density of a sample x as: log p(x; W xy ) = log p(y)+log det(W xy ) (6) where the Jacobian regularization term accounts for the volume expansion or contraction resulting from the projection matrix W xy .
We maximize the likelihood function which is equivalent to minimizing expectation of the KLdivergence between the prior distribution and the model distribution of x. This provides a natural objective for optimization:
By replacing W xy x with y, this is equivalent to maximizing the log density of transformed source samples in the target space (see Eq. (6)):
The objective L xy contains two parts: the log density function log p(y) and a regularization term log det(W xy ). Likewise, for the target to source mapping W yx , we have the density matching objective L yx .
Conditional Density Matching The above marginal density matching method does not take into account the dependency between the embeddings in the two monolingual spaces. To address this issue, we extend the density matching method to the conditional density function:
The conditional density p(y|x i ) is the prior distribution in this simple normalizing flow, and for this we use a Gaussian mixture model in the target monolingual space:
Similarly, wherep(y|y j ) is the Gaussian density function in the mixture model defined in Equation (5). π(y j |x i ) allows us to incorporate a-priori assumptions about whether two words are likely to match. In fact, the density matching method in Eq. (6) can be regarded as a special case of the conditional density matching method by adopting a naive prior π(y j |x i ) := π(y j ). However previous work (Zhang et al., 2017) has noted that word frequency information is a strong signal -words with similar frequency are likely to be matchedand thus we use π(y j |x i ) to incorporate this prior knowledge.
In this work, we assume that the frequencies of aligned bilingual words in the individual monolingual corpus should be correlated, and to match words that are ranked similarly, we model the Gaussian mixture weights as the negative absolute difference between log-scale word ranks and normalize over all the target Gaussian component words by a softmax function with temperature τ :
Thus, if a word x i has similarly frequency rank as word y j , the sample x from the Gaussian distribution centered at x i will be assigned higher weight for the componentp(y|y j ) =p(W xy x|y j ). Although this assumption will not hold always (e.g. for languages that have different levels of morphological complexity), intuitively we expect that using this signal will help more overall than it will hurt, and empirically we find that this weighting is not sensitive to language variation and works well in practice. The updated objective is
+ log det(W xy )
In the conditional density above, both the frequency-matching weight and the Gaussian density function play an important role in matching the density of a source-space sample with the target embedding space. The former matches bilingual words with their frequency ranks while the latter matches words with their vector distances.
Weak Orthogonality Constraint
A common choice of bilingual mapping function is a linear transformation with an orthogonality constraint. Various motivations have been proposed for the orthogonality constraint such as length normalization of embeddings (Xing et al., 2015) , and reversible mapping (Smith et al., 2017) . In this work, we add a weak orthogonality constraint to the bilingual mappings via a backtranslation loss as follows:
where g(·, ·) = 1 − cosine(·, ·) is the cosine loss. Jointly learning the two mapping matrices by minimizing this cyclic loss encourages W xy and W yx to be orthogonal to each other.
Weak Supervision with Identical Words
To reduce the search space of the mapped bilingual embeddings, we add an additional weakly supervised loss over words that have identical strings in both the source and target languages denoted W id .
where v x and v y are the pretrained word embedding of word v in the source and target side respectively, and g(·, ·) is the cosine loss described above. Although using identical strings for supervision is very noisy, especially for languages with little overlap in vocabularies, we find that they provide a enough guidance to training to prevent the model from being trapped in poor local optima. Putting everything together, the overall objective function of DeMa-BWE includes three parts: the density matching loss, the weak orthogonality loss and the weak supervised loss:
where λ and α are coefficients that tradeoff between different losses.
Retrieval and Refinement

Retrieval Method
One standard use case for bilingual embeddings is in bilingual lexicon induction, where the embeddings are used to select the most likely translation in the other language given these embeddings. In this case, it is necessary to have a retrieval metric that selects word or words likely to be translations given these embeddings. When performing this retrieval, it has been noted that high-dimensional embedding spaces tend to suffer from the "hubness" problem (Radovanović et al., 2010) where some vectors (known as hubs) are nearest neighbors of many other points, which is detrimental to reliably retrieving translations in the bilingual space. To mitigate the hubness problem, we adopt the Cross-Domain Similarity Local Scaling (CSLS) metric proposed in (Conneau et al., 2017) that penalizes the similarity score of the hubs. Specifically, given two mapped embeddings W xy x denoted x and y, CSLS first computes the average cosine similarity of x and y for their k nearest neighbors denoted r T (x ) and r S (y) in the other language respectively, then the corrected similarity measure CSLS(·, ·) is defined as:
where cos(·, ·) is the cosine similarity. Following (Conneau et al., 2017) , k is set to be 10. CSLS consistently outperform cosine similarity on nearest neighbor retrieval, however it does not consider the relative frequency of bilingual words which we hypothesize can be useful in disambiguation. As we discussed in Sec. 3.2, our density matching objective considers both the relative frequencies and vector similarities. The conditional density p(y|x i ) (Eq. (9)) in our density matching objective (Eq. (8)) is a marginalized distribution over all target component words y j where the density of each component p(y, y j |x i ) can be directly used as a similarity score for a pair of words (y j , x i ) to replace the cosine similarity cos(x , y) in CSLS. Let CSLS-D denote this modified CSLS metric, which we compare to standard CSLS in experiments. We find that using CSLS-D for nearest neighbor retrieval outperforms the CSLS metric in most cases on the bilingual dictionary induction task.
Iterative Procrustes Refinement
Iterative refinement, which learns the new mapping matrix by constructing a bilingual lexicon iteratively, has been shown as an effective method for improving the performance of unsupervised lexicon induction models (Conneau et al., 2017) . Given a learned bilingual embedding mapping W, the refinement starts by inferring an initial bilingual dictionary using the retrieval method above on the most frequent words. Let X and Y denote the ordered embedding matrices for the inferred dictionary words for source and target languages respectively. Then a new mapping matrix W * is induced by solving the Procrustes problem:
The step above can be applied iteratively by inducing a new dictionary with the new mapping W.
DeMa-BWE is able to achieve very competitive performance without further refinement, but for comparison we also report results with the refinement procedure, which brings small improvements in accuracy for most language pairs. Note that for bilingual dictionary induction during refinement, we use CSLS as the retrieval metric across all experiments for fair comparison to the refinement step in previous work.
Experiments
Dataset and Task
We evaluate our approach extensively on the bilingual lexicon induction (BLI) task, which measures the word translation accuracy in comparison to a gold standard. We report results on the widely used MUSE dataset (Conneau et al., 2017) , which consists of FastText monolingual embeddings pretrained on Wikipedia (Bojanowski et al., 2017) , and dictionaries for many language pairs divided into train and test sets. We follow the evaluation setups of (Conneau et al., 2017) . We evaluate DeMa-BWE by inducing lexicons between English and different languages including related languages, e.g. Spanish; etymologically distant languages, e.g. Japanese; and morphologically rich languages, e.g. Finnish.
Implementation Details
Embedding Normalization Following (Artetxe et al., 2018b) , we pre-process the monolingual embeddings by first applying length normalization, then mean center each dimension, and then length normalize again to ensure that the final embeddings have a unit length. We observe that this normalization method helps stabilize training and accelerate convergence.
Other Experimental Details We held out 1000 translation pairs randomly sampled from the training set in the MUSE dataset as our validation data. We also tried the unsupervised validation criterion proposed in (Conneau et al., 2017) as the model selection method that computes the average cosine similarity over the model induced dictionary pairs and found that this unsupervised criterion can select models that achieve similar performance as the supervised validation criterion. All hyperparameters are tuned on the validation set and include the following: For the number of base words used as Gaussian components in the GMM, we typically choose the most frequent 20,000 words for all language pairs but en-ja for which we use 10,000 which achieves better performance. We use a batch size of 2048 for all languages but enja for which we use 1024. We use Adam (Kingma and Ba, 2014) for optimization with default hyperparameters.
We empirically set the Gaussian variance to be 0.01 for both the source and target languages in en-es, en-de, en-fr, en-ru; in the experiments for morphologically rich languages (Sec. 5.4), we set the variance to be 0.015 for all these languages except for et whose variance is set to be 0.02 while keeping the variance of English to be 0.01. In the experiments for etymologically distant language pairs en-ja and en-zh, we set different variances for the source and target languages in different mapping directions. For details of the variance setting please check the scripts in our code base. We empirically find that for a language pair the variance of the language with relatively more complex morphological properties needed to be set larger than the other language, indicating that the model needs to explore more in the embedding space for the morphologically richer language.
We initialize mapping matrices W xy and W yx with a random orthogonal matrix. For the weak orthogonality constraint loss L bt , we set the weight λ to be 0.5 throughout all language pairs. For the weak supervision loss L sup , we set the weight α to be 10 for all languages except for en-zh where we find 5 performs better. We set the temperature τ used in the softmax function for Gaussian mixture weights to be 2 across all languages.
Main Results on BLI
In Tab. 1, we compare the performance of DeMa-BME extensively with the best performing unsupervised and supervised methods on the commonly benchmarked language pairs.
Our unsupervised baselines are: (1) MUSE (U+R) (Conneau et al., 2017) , a GAN-based unsupervised method with refinement. (2) A strong and robust unsupervised self-learning method SLunsup from (Artetxe et al., 2018b) . We also run their published code with identical words as the initial dictionary for fair comparison with our approach, denoted SL-unsup-ID. (3) Sinkhorn (Xu et al., 2018) that minimizes the Sinkhorn distance between the source and target word vectors. (4) An iterative matching method from (Hoshen and en-es es-en en-de de-en en-fr fr-en en-ru ru-en en-zh zh-en en-ja ja-en Table 1 : Precision@1 for the MUSE BLI task compared with previous work. All the baseline results employ CSLS as the retrieval metric except for Sinkhorn * which uses cosine similarity. R represents refinement. Bold and italic indicate the best unsupervised and overall numbers respectively. ('en' is English, 'es' is Spanish, 'de' is German, 'fr' is French, 'ru' is Russian, 'zh' is traditional Chinese, 'ja' is Japanese.) Wolf, 2018)): Non-Adv and Non-Adv (R) with refinement. (5) WS-Procrustes (R) using refinement by . Our supervised methods include: (1) The iterative Procrustes method Procrustes (R) (Smith et al., 2017) . (2) A multi-step framework MSF-ISF (Artetxe et al., 2018a) and its variant MSF which uses CSLS for retrieval, whose results are from (Jawanpuria et al., 2018) . (3) CSLS-Sp by that optimizes the CSLS score, and (4) a geometric approach GeoMM by (Jawanpuria et al., 2018) . For fair comparisons, all supervised results are trained with the training dictionaries in the MUSE dataset. All baseline methods employ CSLS for retrieval except for the Sinkhorn method.
For DeMa-BME, we present results with and without refinement, and with CSLS and CSLS-D as retrieval methods. From Tab. 1, we can see the overall performance of DeMa-BME is remarkable comparing with other unsupervised methods and is also competitive with strong supervised methods. The results without the iterative refinement CSLS (w/o R) are strong on almost all language pairs with particularly strong performance being observed on es-en, en-de and en-fr on which DeMa-BME outperforms or is on par with the best performing methods. Applying refinement to DeMa-BME brings slightly better performance on most language pairs but degrades the performance on some language pairs such as es-en, zh-en for which the DeMa-BME already obtains very good results.
Also, DeMa-BME demonstrates notably better performance on distant language pairs (en-ru, enja and en-zh) over other unsupervised methods, which often achieve good performance on etymologically close languages but fail to converge on the distant language pairs. However, when the dictionary is initialized with identical strings for SL-unsup, we obtain decent results on these languages. The strong performance of supervised methods on Russian and Chinese demonstrates that on some language pairs supervised seed lexicons are still necessary.
Finally, when our density-based metric CSLS-D is employed for retrieval, it could achieve further gains in accuracy for most language pairs compared to its counterpart. et al. (2018) found that the commonly en-et et-en en-fi fi-en en-el el-en en-hu hu-en en-pl pl-en en-tr tr-en Table 2 : BLI Precision (@1) for morphologically complex languages. id+Procrustes (R) * is the result reported in (Søgaard et al., 2018) . 5k+Procrustes (R) uses the training dictionary with 5k unique query words. ('et' is Estonian, 'fi' is Finnish, 'el' is Greek, 'hu' is Hungarian, 'pl' is Persian, 'tr' is Turkish.) benchmarked languages are morphologically poor isolating or exclusively concatenating languages. They select several languages with different morphological traits and complexity then studied the impacts of language similarities on the bilingual lexicon induction.
Morphologically Rich Language Results
Søgaard
They show that a simple trick, harvesting the identical word strings in both languages as an initial dictionary and running the iterative Procrustes analysis described in Sec. 4.2, enables more robust and competitive bilingual induction results over the GAN-based unsupervised method with refinement. We denote this method 'id+Procrustes (R)'.
Tab. 2 shows results on the morphologically complex languages used by Søgaard et al. (2018) . For each language pair we run experiments in both directions. The baseline methods in Søgaard et al. (2018) include id+Procrustes (R) and the MUSE (U+R). We run id+Procrustes (R) ourselves and obtain different results from them: except for enet and en-el, we obtain significantly better results on other language pairs. In addition, we add another strong supervised baseline (5k+Procrustes (R)) with the training dictionary in the MUSE dataset and iterative Procrustes refinement. From Tab. 2, we observe that even without refinement, DeMa-BME (CSLS (w/o R)) outperforms both the unsupervised and supervised baselines on even these difficult morphologically rich languages.
Cross-lingual Word Similarity
We evaluate DeMa-BWE on the cross-lingual word similarity task from SemEval 2017 (Camacho-Collados et al., 2016) and compare with some strong baselines in Xu et al. (2018) . In Tab. 5, following the convention in benchmark evaluation for this task, we report the Pearson correlation scores (×100). DeMa-BME achieves Table 4 : Ablation study on different components of DeMa-BME.
Ablation Study
Finally, we perform ablation studies in Tab. 4 to examine the effects of different components of DeMa-BWE. In comparison to the full model, we remove the density matching loss L xy & L yx , the weakly supervised loss L sup , the backtranslation loss L bt respectively. First, we observe that without the identical strings as the supervised loss, DeMa-BWE fails to converge as the density matching is difficult given a high-dimensional embedding space to search. Second, when we remove the proposed density matching loss, the model is able to produce reasonable accuracy for fr-en and ja-en, but has undesirable results on en-fr and enja, which verifies the necessity of the unsupervised density matching. Third, the back-translation loss is not a crucial component in DeMa-BME; removing it only degrades the model's performance by a small margin. This indicates that orthogonality is not must-have constraint given the model has enough capacity to learn a good transformation.
In addition, we also compare the frequencymatching based Gaussian mixture weights in (9) with the naive target frequency based weights. As shown in the fourth row of Tab. 4, the performance of DeMa-BWE with the naive weights is nominally worse than the model using the frequencymatching based mixture weights.
Conclusion
In this work, we propose a density matching based unsupervised method for learning bilingual word embedding mappings. DeMa-BWE performs well in the task of bilingual lexicon induction. In the future work, we will integrate Gaussian embeddings (Vilnis and McCallum, 2015) with our approach.
