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Abstract
A dual holonomy version of operator spin foam
models is presented, which is particularly adapted
to the notion of coarse graining. We discuss how
this leads to a natural way of comparing models on
different discretization scales, and a notion of renor-
malization group flow on the partially ordered set
of 2-complexes.
1 Introduction
In [1] a general class of models was presented, which
are a generalization of current spin foam models
(see [2] and references therein), called operator spin
foams (OSF). Based on the work [3], these models
are defined on a 2-complex κ, which can be seen as
either embedded in a manifold (to depict a history
of spin networks), or as abstract set of vertices,
edges, faces, and boundary relations, like it would
appear e.g. as term in a GFT expansion. They
are quite general, containing the Ponzano-Regge- ,
Barrett-Crane- and EPRL-FK model (for γ < 1)
as special cases.
In this article we will present a dual version of
the OSF in terms of certain holonomies. Introduc-
ing a notion of coarse graining, we will also discuss
how to compare models on different κ, leading to a
notion of renormalization group flow.
2 Operator spin foams
Let κ be a finite, locally finite, oriented 2-complex,
and G a compact Lie group. An operator spin foam
consists of the following data: an assignment of
irreducible, finite-dimensional, unitary representa-
tions ρf of G to faces f of κ. For each such assign-
ment, denote the Hilbert space
He = Vρf1 ⊗ · · ·Vρfn ⊗ V
∗
ρfn+1
⊗ · · ·V ∗ρfm (2.1)
for each edge e of κ, where f1, . . . , fn are the
faces incident to e with agreeing orientation, and
fn+1, . . . , fm the ones with opposite orientation
(see figure 1). For each edge, assign an operator
Pe : He −→ He (2.2)
Then, at each vertex v of κ, due to the index struc-
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Figure 1: An edge e and four incident faces, with
agreeing or opposite orientations.
ture of the operators Pe, there is a canonical way
of contracting the indices of all the Pe in order to
obtain a number, which is denoted by trv. More
generally, if κ has a non-empty boundary, which in
[3] was defined as the graph γ consisting of all edges
e in κ that are bounded by only one face, then the
Pe are only assigned to edges not in γ. The index
structure is such that contracting over all vertices
not in γ leads to a linear form on Hγ , the space
of G-spin networks on γ (with representations as-
signed to each edge equal to the ρf of the unique
face f touched by e).
Z(κ, ρf , Pe) =
∏
v
trv (⊗e⊃vPe) : Hγ → C (2.3)
1
When the graph γ = γi⊔γ
∗
f is disconnected (where
γ∗f denotes the graph γf with all orientations re-
versed), then Z(κ, ρf , Pe) : Hi → Hf is interpreted
as the transfer operator of the theory.
If Pe is chosen to commute with the group action
on eachHe, then the operator Z(κ, ρf , Pe) becomes
gauge-invariant, and Z(κ, ρf , Pe) is invariant un-
der trivially subdividing a face f by an additional
edge. If the Pe are chosen to be self-adjoint, then
Z(κ, ρf , Pe) is invariant under change of an edge-
orientation. If it furthermore commutes with the
isomorphisms Vρ → V
∗
ρ , it is also invariant under
change of a face-orientation. If Pe is chosen to be an
orthogonal projector, then Z(κ, ρf , Pe) is invariant
under changing κ by trivially subdividing an edge
by an additional vertex.
3 Dual formulation
In the following we introduce a dual formulation of
the OSF in terms of certain holonomies.1 This also
allows us to speak of the sum over all ρf . Denote
the set of edges in κ by E and faces in κ by F .
Then define the set
E ⋉ F :=
{
(e, f) ∈ E × F
∣∣ e ⊂ ∂f} (3.1)
The dual formulation is given in terms of integral
over GE⋉F , i.e. using holonomies h(e,f) with e ⊂
∂f . Define, for an edge, the function
Ce(h(e,f1), . . . , h(e,fn)) :=
∑
{ρfk}
(
m∏
k=1
dim ρf
)
×
n∏
k=1
ρk(he,fk)
mk
nk
m∏
k=n+1
ρ∗k(he,fk )mk
nk (3.2)
×(Pe)
m1···mn
mn+1···mm,n1···nn
nn+1···nm
If the norm of the operators Pe does not grow too
fast w. r. t. the ρf , then (3.2) exists as a distribution
on GE⋉F . For each face f consider a smooth class
function Sf (g) = Sf (hgh
−1), and denote its Fourier
coefficients by
Sˆf (ρ) =
∫
G
dg Sf (g)χρ(g) (3.3)
1This formulation is a generalization of the holonomy for-
mulations given in [4] for the Barrett-Crane-, and in [5] for
the EPRL-FK model.
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Figure 2: The holonomy gf around a face f is given
by an ordered product of h(e,f), e ⊂ ∂f . In this case
gf = h(e1,f)h
−1
(e2,f)
h−1(e3,f)h(e4,f)h
−1
(e5,f)
where χρ denotes the character in the representa-
tion ρ. Finally, for a face f denote the holonomy
around f by (see figure 2)
gf :=
−−→∏
e⊃∂f
h±1(e,f) (3.4)
Then it can be shown that
Z[κ] :=
∫
GE⋉F
dhe,f
∏
f
S(gf )
∏
e
Ce(h(e,f1),...)
=
∑
{ρf}

∏
f
Sˆf (ρf )

Z(κ, ρf , Pe) (3.5)
Note that formula (3.5), allows to write the sum
over spin foam amplitudes as either a sum over rep-
resentations or integral over GE⋉F . The Sˆf here
act as face amplitudes, and at the same time as
regulators (if Sf are chosen to be smooth) to make
the sum finite. Note that, in the case of BF the-
ory, when all Pe are the projectors onto the gauge-
invariant subspace ofHe, one has (if all orientations
of e and fk agree) that
C(BF )e (h(e,f1), . . .) =
m−1∏
k=1
δ(h(e,fk)h
−1
(e,fk+1)
) (3.6)
so the integral over GE⋉F collapses to an integral
over GE . In this case, one formally also chooses
Sf (g) = δ(g), so the edge amplitudes are given by
Sˆf (ρ) = dim ρ, reproducing e.g. the known formu-
lae for the Ponzano-Regge model.
The class of possible models which can arise by
choosing different functions Sf and distributions Ce
include not only BF theory, but also the BC- or the
2
EPRL-FK-model (for γ < 1), or the finite group
spin foam models introduced in [6].
Note that it is straightforward to include a
boundary graph γ ⊂ κ, in which case the action of
the operator Z[κ] on a state ψ can be either written
in terms of a sum over indices ψm···n···, or as inte-
gration over a wave function ψ(h1, . . .). The for-
malism can be easily extended to include boundary
edges with more than one face touching it. Details
will appear in a future publication.
4 Coarse graining
In quantum field theories and statistical systems,
coarse graining is a method to construct a theory
on a larger (macroscopic) scale from a theory on
a finer (microscopic) scale. The result is an ef-
fective theory which describes only the behaviour
of the long range degrees of freedom within the
microscopic theory. By repeated coarse graining
one can construct a series of theories, labeled by
their characteristic (length or energy) scale. Within
e.g. quantum field theory it is desirable to find
so-called renormalizable theories. These have the
same structure on all scales, differing only by a fi-
nite set of parameters, i.e. the coupling constants,
which are allowed to depend on the scale.
We now introduce a notion of coarse graining for
OSF. The motivation for this is two-fold: First of
all, the OSF are candidates for physical theories
which are truncated to finitely many degrees of
freedom by the 2-complex κ. The setup is tailored
to include background-independent theories, such
as quantum gravity, so having a notion of coarse
graining for these theories can address questions of
renormalizability within this context. Secondly, it
has been demonstrated that the discretization that
lies at the foundation of Spin Foam models, breaks
diffeomorphism-invariance [7]. It has also been ob-
served in toy models that one can regain the cor-
rect diffeomorphism symmetry on the discrete level
by following the renormalization trajectory to the
fixed point [8]. It is therefore important to investi-
gate renormalization in the Spin Foam context, in
order to see whether diffeomorphism symmetry can
be restored this way as well.
In the following we will think of the 2-complexes
κ as being embedded in a manifoldM , since this in-
duces a natural partial ordering on the set of (semi-
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Figure 3: Microscopic holonomies h′(e′
k
,f ′
k
) are com-
posed to macroscopic holonomy h(e,f).
analytic) 2-complexes. Consider two 2-complexes κ
and κ′ such that every edge/face in κ can be com-
posed of edges/faces in κ′. We then write κ ≤ κ′.
Let e be an edge in κ composed of edges e′k in κ
′.
Define
H(e,f) := h(e′
1
,f ′
1
) . . . h(e′n,f ′n) (4.1)
where the faces f ′k are uniquely determined by the
conditions of containing e′k and being contained in
f (see figure 3).
Two OSF models, one defined on κ, with func-
tions Sf and Ce, and the other defined on κ
′, with
functions S′f ′ and C
′
e′ are said to be cylindrically
consistent if
µ(h(e,f)) :=
∏
f
Sf (gf )
∏
e
Ce(h(e,f), . . .) (4.2)
!
=
∫
dh′(e′,f ′)
∏
f ′
S′f ′(gf ′)
∏
e′
C′e′(h
′
(e′,f ′), . . .)
×
∏
(e,f)
δ
(
h−1(e,f)H(e,f)
)
The construction in (4.2) is such that any function
ψ of the h′(e′,f ′) which only depends on the com-
binations H(e,f) (4.1) have the same expectation
values in the model defined on κ and the one on κ′,
i.e.∫
dh(e,f)µψ(h(e,h)) =
∫
dh′(e′,f ′)µ
′ ψ(H(e,f))(4.3)
In this sense, the model on κ is a coarse graining of
the model on κ′, defining an effective theory for the
macroscopic degrees of freedom. Some comments
are in order:
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• The setup can also be applied to abstract 2-
complexes, in which case one has to decide
what it means that κ ≤ κ′. In [9] a notion of
refinement has been considered where κ ≤ κ′ if
each edge/face in κ is already contained in κ′.
Note that this is a slightly weaker condition
than the one considered in this article.
• Eq. (4.2) can be viewed as renormaliza-
tion group flow equations for OSF. If one
parametrized the set of all OSF by {λn}, then
(4.2) would be equations relating {λn} and
{λ′n} on different 2-complexes. Hence, unlike
in background-dependent contexts, the {λn}
would not depend on just one length scale, but
on all of κ. The RG flow would therefore not
live on a single trajectory, but on the partially
ordered set of all 2-complexes.2 Note that for
these the notion of limit still exists, so it is
meaningful to ask where the {λn} are flowing
to some fixed point.
• If all the Sf and Ce are positive, then (4.3) is
in fact the condition for cylindrical consistency
for the measures µ dh(e,f) and µ
′ dh′(e′,f ′). If
these conditions are satisfied on all κ, then the
measures can be combined to a measure on the
projective limit of all the GE⋉F , which can be
seen as the phase space of the continuum the-
ory. This is in complete analogy to the con-
struction of the space of generalized connec-
tions in LQG. In this sense renormalizability
is tied to the existence of a continuum limit.
• A priori it is not clear whether, given any OSG
on κ′, (4.2) is enough to uniquely determine
the Sf and Ce on κ, or even that they exist
at all. If not, then it might be necessary to
go over to more general versions of the OSF,
which also include non-localities [11].
5 Summary
We have discussed a holonomy formulation for the
OSF models, utilizing holonomies h(e,f) labeled by
pairs of edges e and faces f , with e ⊂ ∂f . These
are related to the wedge holonomies. With this the
OSF can be either formulated in terms of sum over
2Ideas in this direction are in fact not new, see e.g. [10]
for more on this issue.
representations or integration over group variables.
In the latter form it gives rise to a natural coarse
graining procedure, allowing it to compare models
on different 2-complexes. We have also commented
on how this implies that renormalization group flow
for OSF is naturally defined along a partially or-
dered set, rather than a single scale, and discussed
how cylindrical consistency of the models is closely
connected to its continuum limit.
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