A Continuous-Time Nesterov Accelerated Gradient Method for Centralized
  and Distributed Online Convex Optimization by Sun, Chao & Hu, Guoqiang
A Continuous-Time Nesterov Accelerated Gradient
Method for Centralized and Distributed Online
Convex Optimization
Chao Sun and Guoqiang Hu
Abstract—This paper studies the online convex optimization
problem by using an Online Continuous-Time Nesterov Acceler-
ated Gradient method (OCT-NAG). We show that the continuous-
time dynamics generated by the online version of the Bregman
Lagrangian achieves a constant static regret c
σ
independent of
T , provided that some boundedness assumptions on the objective
functions and optimal solutions hold. To the best of the authors’
knowledge, this is the lowest static regret in the literature (lower
than O(log(T ))). We further show that under the same assump-
tions, the dynamic regret of the algorithm is O(T ), which is
comparable with the existing methods. Simulation results validate
the effectiveness and efficiency of the method. Furthermore, the
simulation shows that the algorithm performs well in terms
of the dynamic regret for some specific scaling conditions. In
addition, we consider the application of the proposed online
optimization method in distributed online optimization problems,
and show that the proposed algorithm achieves an O(
√
T )
static regret, which is comparable with the existing distributed
online optimization methods. Different from these methods, the
proposed method requires neither the gradient boundedness
assumption nor the compact constraint set assumption, which
allows different objective functions and different optimization
problems with those in the literature. A comparable dynamic
regret is obtained. Simulation results show the effectiveness and
efficiency of the distributed algorithm.
Index Terms—Online optimization; Nesterov Accelerated Gra-
dient; Continuous-time dynamics; Regret analysis; Distributed
online optimization
I. INTRODUCTION
Optimization plays an important role in many areas such
as robotics, machine learning, finance, power electronics, and
military, etc. Till now, numerous optimization methods have
been developed with applications to different scenarios and
for different algorithm requirements. Some popular meth-
ods include first-order gradient based methods (Gradient De-
scent, Projected Subgradient, Mirror Descent, Proximal Gra-
dient, Alternating Direction Method of Multiplier (ADMM),
etc), second-order Hessian based methods (Newton’s method,
Gauss-Newton, etc), Conjugate Gradient Method and stochas-
tic optimization methods (Stochastic Gradient Descent, etc),
to name a few [1], [2].
Convergence rate is one of the most important criteria to
evaluate the performance of an optimization algorithm. Among
all first-order gradient based methods, Nesterov Accelerated
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Gradient method has the optimal convergence rate according
to first-order oracle complexity [3], [4]. The acceleration
feature makes the method become one of the most popular
optimization methods and has a wide range of applications
in many areas such as deep learning. Recently, there are
also some further studies on Nesterov Accelerated Gradient
methods in multi-agent systems. For example, [5] studied
the applications of the algorithm in distributed optimization
problems and [6] applied the algorithm to distributively seek
a Nash equilibrium of a noncooperative game.
The Nesterov Accelerated Gradient method is being stud-
ied and explained from a continuous-time dynamical system
perspective [7], [8]. In [7], a second-order ordinary differen-
tial equation (ODE) was derived which has an approximate
equivalence to the discrete-time Nesterov Accelerated Gradient
method in terms of the convergence rate. Surprisingly, the
continuous-time ODE generates a family of schemes with
higher order convergence rates O( 1kr ), r ≥ 2 than O( 1k2 )
in [3]. In [8], a Bregman Lagrangian function was defined.
Taking the Euler-Lagrange curve of the function generates
a family of continuous-time ODEs, which are more general
than the ODEs in [7]. It was proven that these ODEs can
achieve an arbitrary polynomial-order convergence rate and
an exponential convergence rate under different scaling condi-
tions (similar to the step-size concept) for a convex function.
These interesting findings make the continuous-time methods
attract more and more attentions recently. For example, [9]
explored the differential inclusion version of the algorithm by
using nonsmooth analysis theory.
Online optimization was first defined in machine learning,
which solves a class of optimization problems where the
objective function is time-varying [10]. At each iteration k,
the decision maker makes a decision xk according to the
previous knowledge. After that, the decision maker receives
its objective function fk of iteration k. In other words, the
decision maker uses the previous information to help make a
decision for the present optimization problem. For example,
for an Online Gradient Descent method,
x(tk+1) = PC(x(tk)− ηk∇ftk(x(tk))), (1)
where x(tk) is the decision variable at iteration k, PC is
the projection onto the feasible set, ηk is the step-size and
ftk(x(tk)) is the objective function at iteration k. The infor-
mation at iteration k is used to generate a decision for iteration
k + 1. The online optimization problem was also studied in
ar
X
iv
:2
00
9.
12
54
5v
1 
 [m
ath
.O
C]
  2
6 S
ep
 20
20
a continuous-time sense. In [11], a continuous-time gradient-
based method was proposed as follows:
x˙ = −γ∇ft(x), (2)
where γ is a fixed gain. The present information ft(x) is used
to help generate the guidance (i.e., x˙) for the next moment. In
addition, some distributed continuous-time online optimization
algorithms were proposed in [12], [13].
The regret is usually used to evaluate the effectiveness
of an algorithm. The static regret refers to the accumulated
difference between the cost function computed according to
the value of the algorithm variable and the cost function
computed according to the best fixed point that minimizes the
accumulated cost function [10], i.e., for a positive integer K
and T = Kh with h being the sampling period,
Rds(T ) =
T∑
tk=T0
(ftk(x(tk))− ftk(x˜(T ))), (3)
where x˜(T ) = argminx∈C
∑K
k=0 ftk(x) is a comparator in
an offline sense. The dynamic regret is an online comparator
which can be defined as
Rdd(T ) =
T∑
tk=T0
(ftk(x(tk))− ftk(x∗(tk))), (4)
where x∗(tk) is the optimal solution of the optimization
problem at iteration k. Similarly, a recent paper defines the
regrets in a continuous-time perspective [14].
Some popular online optimization algorithms include On-
line Gradient Descent, Adaptive Gradient Method (AdaGrad),
Online Mirror Descent, Online Newton Step, Follow-The-
Approximate-Leader (FTAL), etc. Under the assumption that
the gradients are bounded, it was shown that the static regret
for Online Gradient Descent is O(
√
T ) [15] (under the gra-
dient boundedness assumption, the bound is tight ), and the
regret bound can be relaxed to O(log(T )) for strongly convex
functions. Under the gradient boundedness assumption and the
exp-concavity assumption on the convex cost functions (which
is more general than strong convexity [16]), it was proven that
the Online Newton Step and FTAL can achieve O(log(T ))
static regrets. See Table I for the static regrets and conditions
for these algorithms.
Distributed optimization aims to solve a class of network
optimization problems with multiple agents where the objec-
tive function is the sum of all the agents’ local objective
functions [12], [17], [18]. The agents collaborate with each
other to solve the optimization problem by using only neigh-
boring information in the communication topology. Distributed
online optimization deals with time-varying cost functions,
and is attracting more and more attentions in many areas
such as decentralized tracking [19] and swarm robots [13]. In
addition to the above-mentioned continuous-time algorithms
[12], [13], there are some discrete-time algorithms developed
for distributed online optimization problems. For example, a
distributed dual averaging method was proposed in [20] and
an O(
√
T ) static regret was proven. A Distributed Online
Mirror Descent method was proposed in [19] and the algo-
rithm achieves an O(
√
T (1 + VT )) dynamic regret, where
VT is a T -related function. An online subgradient descent
algorithm with proportional-integral disagreement feedback
was proposed in [21]. O(
√
T ) and O(log(T )) regrets were
proven under different assumptions. A saddle point algorithm
was proposed in [22] with an O(
√
T ) static regret. In [23],
Distributed Weighted Dual Averaging was proposed with an
O(
√
T ) static regret.
Based on the above knowledge, this work aims to answer
the following question: Whether the continuous-time Nesterov
Accelerated Gradient method could be used to solve online
optimization problems? Under what assumptions, what kind
of static regrets and dynamic regrets could be guaranteed?
What is the performance of the algorithm in distributed online
optimization problems?
Motivated by [8], We analyze the static regret and the
dynamic regret of the Euler-Lagrange ODE generated by the
online version of the Bregman Lagrangian function. Then,
we design a distributed algorithm for distributed online op-
timization problems and analyze its performance. The main
contributions are listed as follows:
(1) We prove that under some scaling conditions and under
some boundedness assumptions, the static regret of the OCT-
NAG is cσ which is a constant independent of T . This relaxes
the static regrets in the literature. As a comparison, in addition
to the O(log(T )) regrets for the algorithms in Table I, the most
related work may be [24] where a (log(T ) − log(log(T )) +
O( log(log(T ))log(T ) )) regret was found for some quadratic functions
with some additional assumptions on the cost functions. To the
best of the authors’ knowledge, the proposed method achieves
the lowest static regret bound in the literature.
(2) We prove that under the same scaling conditions, the
dynamic regret of OCT-NAG is O(T ). This regret is compa-
rable with the regrets of the existing methods in the literature.
Most of the algorithms achieve similar dynamic regrets. For
example, the Online Gradient Descent [15] achieves an O(T )
dynamic regret for fixed step-sizes. The Dynamic Mirror
Descent in [25] achieves an O(
√
T (1+VT )) dynamic regret. A
restarted Online Gradient Descent method in [26] was proven
to have a O(T
2
3 (VT+1)
1
3 ) dynamic regret. Moreover, we show
in the simulation that for some specific scaling conditions
(i.e., eαt+βt − β˙teβt = σ(t + b0)), the algorithm has a
better performance in terms of the dynamic regrets than other
compared algorithms.
(3) The proposed Distributed Online Continuous-Time Nes-
terov Accelerated Gradient method (DOCT-NAG) achieves a
comparable static regret with the methods in the literature
(O(
√
T )). The algorithm requires neither the gradient bound-
edness assumption nor the projection onto a compact set,
which could be used to solve different optimization problems
with the literature [19]–[23].
(4) The discrete-time Nesterov Accelerated Gradient meth-
ods have been studied from various perspectives for static
optimization/game problems [5], [6], and there are also some
literature on their applications to online optimization [27].
However, different from [5], [6], [27], we investigate the On-
line Continuous-Time Nesterov Accelerated Gradient method
and obtain lower static regrets than [27]. In addition, most
of the existing literature on online optimization are based on
discrete-time algorithms. The continuous-time framework in
this work allows for the possibility of solving optimization
problems using well-established theories in ODE and control
theory.
The rest of the paper is organized as follows: In Section
II, notations and preliminary knowledge on graph theory and
convex optimization is given. In Section III, the static regret
and the dynamic regret of OCT-NAG are analyzed. In Section
IV, the static regret and the dynamic regret of DOCT-NAG are
given. In Section V, simulation results show the effectiveness
and efficiency of the proposed algorithms. Finally, Section VI
concludes the paper.
II. NOTATIONS AND PRELIMINARIES
Notations: Letting C being a convex set, the notation
argmin
x∈C
f(x) represents the decision variable value x ∈ C
such that the function f(x) takes its minimum. ‖·‖ is the
Euclidean norm and |·| is the absolute value. log(·) represents
the natural logarithm. “0” represents a zero scalar or vector
with a appropriate dimension. 1N is an N × 1 column vector
with all elements being 1.
Graph Theory: Let G = {V, E} denote an undirected
graph, where V = {1, ..., N} is the vertex set and E ⊂ V × V
is the edge set. Ni = {j ∈ V |(j, i) ∈ E} denotes the set of
neighbors of vertex i. A path is referred by the sequence
of its vertices. Path P between v0 and vm is the sequence
{v0, ..., vm} where (vi−1, vi) ∈ E for i = 1, ...,m and the
vertices are distinct. The number m is defined as the length
of path P . Graph G is connected if for any two vertices, there
is a path in G. A matrix A = [aij ] ∈ RN×N denotes the
adjacency matrix of G, where aij > 0 if and only if (j, i) ∈ E
else aij = 0. In this paper, we suppose that aii = 0. The
degree of a vertex i in an undirected graph is the sum of the
weights in Ni. A matrix L , D − A ∈ RN×N is called the
Laplacian matrix of G, where D = diag{dii} ∈ RN×N is a
diagonal matrix with dii =
∑N
j=1 aij [28].
Convex Optimization: For a continuously differentiable
function f(x), it is convex over a convex set C if and only if
f(x)− f(y) ≥ (∇xf(y))T (x− y) for all x, y ∈ C.
III. ONLINE CONTINUOUS-TIME NESTEROV
ACCELERATED GRADIENT
A. Problem Formulation and Regrets
Consider a continuous-time online optimization problem:
minx∈Cft(x), (5)
where C ⊂ R is a convex set, x ∈ R is the decision
variable, ft(x) is a time-varying, continuously differentiable
cost function, which is convex at any time t, and smooth in
t. The objective is to design an algorithm to obtain and track
the optimal solution of the optimization problem at each time
instant. We assume that at any time t, the function ft(x) has
at least one minimizer.
The static regret function of the optimization problem at
time t = T > T0 can be defined as [14]:
Rs(T ) =
∫ T
T0
(ft(x(t))− ft(x˜(T )))dt, (6)
where x˜(T ) is a constant with respect to T defined as
x˜(T ) = argmin
x∈C
∫ T
T0
ft(x)dt, (7)
or equivalently,∫ T
T0
ft(x˜(T ))dt = minx∈C
∫ T
T0
ft(x)dt. (8)
In (6), the first term
∫ T
T0
ft(x(t))dt represents the integration
of the cost function computed according to the value of
the algorithm variable from T0 to T , and the second term∫ T
T0
ft(x˜(T ))dt represents the integration of the cost function
computed according to the best fixed point that minimizes the
integrated cost function from T0 to T (an offline minimizer).
The dynamic regret function of the optimization problem at
time t = T can be defined as
Rd(T ) =
∫ T
T0
(ft(x(t))− ft(x∗t ))dt, (9)
where x∗t is a time-varying optimal solution defined as
x∗t = argmin
x∈C
ft(x), (10)
or equivalently,
ft(x
∗
t ) = minx∈Cft(x). (11)
In this section, we focus on the case C = R, i.e., the
optimization problem defined in (5) is an unconstrained online
optimization problem.
B. Algorithm Design
Motivated by [8], consider the following Euler-Lagrange
equation
x¨+ (eαt − α˙t)x˙+ e2αt+βt∇ft(x) = 0, (12)
where ∇ft(x) is the time-varying gradient of the time-varying
cost function ft(x) at time t, αt and βt are time-varying
parameters determined later. For simplifying the notation
and without losing generality, we consider the Bregman La-
grangian [8] in an Euclidean setting as in (12). In addition, in
(12), we fix the Lagrangian damping to satisfy the ideal scaling
condition. See [8] on how to obtain the differential equation
described in (12). The contribution of this section compared
with [8] is the extension of the equation to an online version,
and the following regret analysis.
C. Static Regret
To analyze the static regret of (12), let z ∈ R be any
constant. Define a function Vz(t, x, x˙) ∈ R as
Vz =
1
2
(x+ e−αt x˙− z)2 + eβt(ft(x)− ft(z)). (13)
Note that Vz(t, x, x˙) is not necessarily larger than or equal
to 0. Furthermore,
Vz =
1
2
(x+ e−αt x˙− z)2
+eβt(ft(x)− ft(x∗t ))
+eβt(ft(x
∗
t )− ft(z))
≥ eβt(ft(x∗t )− ft(z)), (14)
where x∗t was defined in (10).
Taking the derivative of Vz gives
V˙z = (x+ e
−αt x˙− z)(x˙− α˙te−αt x˙+ e−αt x¨)
+β˙te
βt(ft(x)− ft(z)) + eβt(x˙∇ft(x)
+∇tft(x)−∇tft(z))
= (x+ e−αt x˙− z)(−eαt+βt∇ft(x))
+β˙te
βt(ft(x)− ft(z)) + eβt x˙∇ft(x)
+eβt(∇tft(x)−∇tft(z))
≤ −(eαt+βt − β˙teβt)(ft(x)− ft(z))
+eβt(∇tft(x)−∇tft(z)), (15)
where in the last step we use the fact that for any x and y,
ft(x)− ft(y) ≤ ∇ft(x)(x− y) for a convex function ft.
Integrating both sides of (15) from T0 to T > T0 gives∫ T
T0
(eαt+βt − β˙teβt)(ft(x(t))− ft(z))dt
≤ Vz(T0, x(T0), x˙(T0))− Vz(T, x(T ), x˙(T ))
+
∫ T
T0
eβt(∇tft(x(t))−∇tft(z))dt. (16)
Remark 1: For (16), let ft(x) ≡ f(x) which is a static
objective function, and let z = x∗ where f(x∗) is the minimal
function value of f(x). Then, Vz(T ) ≤ Vz(T0) if eαt−β˙t ≥ 0.
This conclusion is consistent with Theorem 1.1 of [8].
According to (14), we have
Vz(T, x(T ), x˙(T )) ≥ eβT (fT (x∗T )− fT (z)). (17)
In this section, we study the static regret defined in (6). To
this end, we consider the following scaling condition:
σ = (eαt+βt − β˙teβt), (18)
with σ being a positive constant 1.
To facilitate the following analysis, we make the following
assumptions:
1Instead, one can also define eαt+βt − β˙teβt = g(t) = σt to obtain
the regret in an average sense. Note that in this work, we only consider
some specific scaling conditions. There may exist other scaling conditions
that satisfy the conclusions in this work.
Assumption 1: x∗t exists and is bounded for t ∈ [T0, T ]
with the bound independent of T , i.e., there exists a positive
constant c0 independent of T such that |x∗t | ≤ c0.
Assumption 2: x˜(T ) = argmin
x∈R
∫ T
T0
ft(x)dt exists and is
bounded with the bound independent of T .
Assumption 3: If x is bounded, ft(x) is bounded for t ∈
[T0, T ] with the bound independent of T .
Assumption 4: ∇tft(x) is bounded for t ∈ [T0, T ] with the
bound independent of T and x.
Remark 2: (1) Assumption 1 is a standard assumption
which implies the boundedness of the optimal solutions and
the feasibility of the optimization problem. In a static opti-
mization problem, it is usually assumed that a finite optimal
solution exists. Assumption 1 is an extended form of this
assumption in an online optimization problem.
(2) Assumption 2 implies that the optimal solutions of the
integration function of ft are also bounded, i.e., the offline
minimizers exist at any time and are uniformly bounded.
This assumption is mild. In fact, x˜(T ) serves only as a
comparator of the algorithm. If this assumption does not hold,
the offline minimizer could be infinity when t tends to infinity.
In this case, the offline optimization problem may not have a
finite optimal solution. This implies that the static regret is
meaningless for algorithm comparisons.
(3) Assumption 3 implies that the boundedness of the time-
related component in the objective function. For example, the
component could be sin(t) or tanh(t).
(4) Assumption 4 restricts the partial derivative of the
function with respect to t to be uniformly bounded for x and
t. Note that Assumption 4 is similar to Assumption 9.1 of [29]
on discrete-time online primal methods, both of which imply
that the variation of the cost function with respect to t cannot
be too fast.
(5) A typical example that satisfies Assumptions 1-4 is
ft(x) = x
2 + sin(t)sin(x). See Section V for more details
on this point.
Remark 3: Assumptions 3 and 4 are restrictive compared
with other algorithms, e.g., Online Gradient Descent. How-
ever, in the following, we show that for objective functions
satisfying Assumptions 1-4, the algorithm has a lower regret.
Thus, the algorithm is of its own value despite of its restrictive
assumptions. In addition, Assumptions 3 and 4 are related to
the boundedness of some functions/components in the decision
variable and t. It is interesting to study the algorithm when
the feasible set C is a compact set.
Note that for any fixed T , x˜(T ) is fixed although it is related
to T (its bound is independent of T ). According to (16), (17),
and (18), and letting z = x˜(T ) gives
σ
∫ T
T0
(ft(x(t))− ft(x˜(T )))dt
≤ Vx˜(T0, x(T0), x˙(T0))− eβT (fT (x∗T )− fT (x˜(T )))
+
∫ T
T0
eβt(∇tft(x(t))−∇tft(x˜(T )))dt. (19)
To obtain a polynomial convergence rate, let
eβt = (t+ b0)
m, (20)
where m < 0 is a constant which influences the convergence
rate and b0 > (−mσ )
1
1−m is a positive constant that is used to
adjust the sign of some variables. Then, it can be calculated
that
β˙t = m(t+ b0)
−1,
eαt = m(t+ b0)
−1 + σ(t+ b0)−m > 0,
α˙t = (m(t+ b0)
−1 + σ(t+ b0)−m)−1
×(−m(t+ b0)−2 −mσ(t+ b0)−m−1). (21)
Based on Assumptions 1-3, there exists a positive constant
c1 such that
|ft(x∗t )− ft(x˜(t))| ≤ c1 (22)
hold for any t ∈ [T0,∞).
According to (19), it can be obtained that∫ T
T0
(ft(x(t))− ft(x˜(T )))dt
≤ 1
σ
|Vx˜(T0, x(T0), x˙(T0))|+ c1
σ
(T + b0)
m
+
1
σ
∫ T
T0
eβt(∇tft(x(t))−∇tft(x˜(T )))dt. (23)
Thus, if −1 < m < 0 or m < −1,∫ T
T0
(ft(x(t))− ft(x˜(T )))dt
≤ 1
σ
|Vx˜(T0, x(T0), x˙(T0))|+ c1
σ
(T + b0)
m
+
c2
σ|m+ 1| (|(T + b0)
m+1|+ |(T0 + b0)m+1|),(24)
where c2 is some positive constant satisfying
|∇tft(x(t))−∇tft(x˜(T ))| ≤ c2, and the boundedness
can be guaranteed by Assumption 4.
If m = −1,∫ T
T0
(ft(x(t))− ft(x˜(T )))dt
≤ 1
σ
|Vx˜(T0, x(T0), x˙(T0))|+ c1
σ
(T + b0)
m
+
c2
σ
log
T + b0
T0 + b0
. (25)
Based on Assumptions 1-4, Vx˜(T0, x(T0), x˙(T0)) can be
bounded by a constant c3 > 0 independent of T .
Then, we have the following conclusion:
Theorem 1: Assume that Assumptions 1-4 hold. The Online
Continuous-Time Nesterov Accelerated Gradient dynamics in
(12) satisfies that for all T > T0,∫ T
T0
(ft(x(t))− ft(x˜(T )))dt ≤ c
σ
, (26)
with c being some positive constant independent of T and σ
being any positive parameter, provided that the conditions in
(18), (20), and (21) hold and m < −1.
Remark 4: The conclusion in Theorem 1 does not imply
that limt→∞(ft(x(t)) − ft(x˜(T ))) = 0. For example, if for
all T0 ≤ t ≤ T , ft(x(t)) − ft(x˜(T )) ≤ 0, then, (26) holds.
In this case, it implies that the algorithm will always obtain a
smaller function value than the offline minimizer.
D. Dynamic Regret
Considering the scaling condition (18), based on (19),
σ
∫ T
T0
(ft(x(t))− ft(x∗t ))dt
≤ −σ
∫ T
T0
(ft(x
∗
t )− ft(x˜(T )))dt+ Vx˜(T0, x(T0), x˙(T0))
−eβT (fT (x∗T )− fT (x˜(T ))) +
∫ T
T0
eβt(∇tft(x(t))
−∇tft(x˜(T )))dt. (27)
Similar to Section III-C, letting (20) hold, it can be obtained
that if −1 < m < 0 and m < −1,∫ T
T0
(ft(x(t))− ft(x∗t ))dt
≤ (T − T0)c1 + 1
σ
|Vx˜(T0, x(T0), x˙(T0))|+ c1
σ
(T + b0)
m
+
c2
σ|m+ 1| ((T + b0)
m+1 + (T0 + b0)
m+1),
and if m = −1,∫ T
T0
(ft(x(t))− ft(x∗t ))dt
≤ (T − T0)c1 + 1
σ
|Vx˜(T0, x(T0), x˙(T0))|+ c1
σ
(T + b0)
m
+
c2
σ
log
T + b0
T0 + b0
.
Theorem 2: Assume that Assumptions 1-4 hold. The OCT-
NAG algorithm in (12) satisfies that for all T > T0,∫ T
T0
(ft(x(t))− ft(x∗t ))dt ≤ (T − T0)c1 +
c
σ
, (28)
provided that the conditions in (18), (20), and (21) hold and
m < −1.
Consider the following scaling condition
eαt+βt − β˙teβt = σ(t+ b0)p, (29)
with p ≥ 1 being a positive constant, and b0 ≥ (−mσ )
1
1−m+p .
Letting (20) hold, it can be obtained that
β˙t = m(t+ b0)
−1,
eαt = m(t+ b0)
−1 + σ(t+ b0)−m+p > 0,
α˙t = (m(t+ b0)
−1 + σ(t+ b0)−m+p)−1
×(−m(t+ b0)−2 − (m− p)σ(t+ b0)−m+p−1).
(30)
TABLE I: Static Regret Bounds and Conditions of Some Online Optimization Algorithms
Algorithms References Bounds Conditions
Online Gradient Descent [10]
∑T
tk=T0
(ftk (x(tk))− ftk (x˜(T ))) ≤ O(
√
T ) Convex, Gradient Boundedness
Online Gradient Descent [10]
∑T
tk=T0
(ftk (x(tk))− ftk (x˜(T ))) ≤ O(logT ) Strongly Convex, Gradient Boundedness
AdaGrad [10], [30]
∑T
tk=T0
(ftk (x(tk))− ftk (x˜(T ))) ≤ O(
√
T ) Convex, Gradient Boundedness
Online Mirror Descent [10], [31]
∑T
tk=T0
(ftk (x(tk))− ftk (x˜(T ))) ≤ O(
√
T ) Convex, Gradient Boundedness
Online Newton Step [16], [32]
∑T
tk=T0
(ftk (x(tk))− ftk (x˜(T ))) ≤ O(logT ) e−αftk (x) is concave, Gradient Boundedness
FTAL [16]
∑T
tk=T0
(ftk (x(tk))− ftk (x˜(T ))) ≤ O(logT ) e−αftk (x) is concave, Gradient Boundedness
Exponentially-Weighted-Online-Optimization [16]
∑T
tk=T0
(ftk (x(tk))− ftk (x˜(T ))) ≤ O(logT ) e−αftk (x) is concave
This work
∫ T
t=T0
(ft(x(t))− ft(x˜(T )))dt ≤ positive constant Convex, Boundedness Assumptions
Similar to the above analysis, we have the following con-
clusion:
Theorem 3: Assume that Assumptions 1-4 hold. The OCT-
NAG algorithm in (12) satisfies that for all T > T0,∫ T
T0
(t+ b0)
p(ft(x(t))− ft(x∗t ))dt
≤ ((T + b0)p+1 − (T0 + b0)p+1) c1
p+ 1
+
c4
σ
(31)
with c2 being some constant, provided that the conditions in
(20), (29), and (30) hold and m < −1.
Remark 5: The parameters selected in Theorem 3 does not
provide a better theoretical regret bound than the parameters
in Theorem 2. However, it is found in the simulation that the
algorithm with parameters in Theorem 3 may have a better
performance.
IV. DISTRIBUTED ONLINE CONTINUOUS-TIME NESTEROV
ACCELERATED GRADIENT METHOD
A. Problem Formulation and Regrets
Consider that a group of agents collaborate with each
other to solve the following distributed continuous-time online
optimization problem:
minx∈Rnft(x) =
N∑
i=1
fi,t(x), (32)
where x ∈ Rn is the decision variable, fi,t(x) is a time-
varying, continuously differentiable local cost function, which
is convex at any time t, and smooth in t, and ft(x) is the
global cost function.
Suppose that each agent can only get the information from
its neighbors via an undirected and connected graph G. The
objective is to design an algorithm to obtain and track the
optimal solution of the optimization problem at each time
instant in a distributed way. We assume that at any time t,
the functions ft(x) and fi,t(x) have at least one minimizer.
Motivated by [33], let xi ∈ Rn be agent i’s estimation
on the optimal solution. Then, the problem in (32) can be
reformulated as follows:
minxi∈Rn Ft(x) =
∑N
i=1 fi,t(xi),
subject to L˜x = 0, (33)
where x = [xT1 , · · · ,xTN ]T ∈ RNn, L˜ , L⊗ In and L is the
Laplacian matrix of graph G.
Let x∗(t) be an optimal solution of (33), it can be verified
that x∗(t) = 1N ⊗x∗t with x∗t = [x∗1,t, · · · , x∗n,t]T ∈ Rn being
an optimal solution of (32).
To evaluate the performance of the distributed online opti-
mization algorithm, we adopt the regrets defined in [19], where
the static regret was defined by
Rs,dis(T ) =
∫ T
T0
(
1
N
N∑
j=1
N∑
i=1
fi,t(xj(t))− Ft(x˜(T )))dt, (34)
where x˜(T ) = 1N ⊗ x˜(T ), x˜(T ) ∈ Rn is defined by
x˜(T ) = argmin
x∈Rn
∫ T
T0
ft(x)dt, (35)
and the sum operator over the time is replaced by the integra-
tion operator for the continuous-time algorithm.
The dynamic regret was defined by
Rd,dis(T ) =
∫ T
T0
(
1
N
N∑
j=1
N∑
i=1
fi,t(xj(t))− Ft(x∗(t)))dt. (36)
B. Algorithm Design
The distributed updating law for agent i is designed as
x¨i + (2e
αt − α˙t)x˙i + e2αt+βt∇fi,t(xi)
+
N∑
j=1
aijk1e
2αt(xi − xj) = 0, (37)
where k1 is a positive constant.
Compared with the centralized algorithm in (12), the term∑N
j=1 aijk1e
2αt(xi − xj) is added for the equality constraint
in (33). In addition, the time-varying parameter for x˙i is
changed to 2eαt − α˙t due to the requirement of the T -related
boundedness of xi in the following derivations.
Then, the concatenated form of (37) can be written as
x¨+ (2eαt − α˙t)x˙+ e2αt+βt∇Ft(x)
+ k1e
2αtL˜x = 0. (38)
In this section, the following assumptions will be used.
Assumption 5: x∗t exists and is bounded for t ∈ [T0, T ]
with the bound independent of T , i.e., there exists a positive
constant c′0 independent of T such that ‖x∗t ‖ ≤ c′0.
Assumption 6: x˜(T ) = argmin
x∈Rn
∫ T
T0
ft(x)dt exists and is
bounded with the bound independent of T .
Assumption 7: x†i (t) exists which is an optimal solution
of fi,t(x) and is bounded for t ∈ [T0, T ] with the bound
independent of T , i.e., there exists a positive constant c†
independent of T such that
∥∥∥x†i (t)∥∥∥ ≤ c†.
Assumption 8: If x is bounded, fi,t(x) is bounded for t ∈
[T0, T ] with the bound independent of T , for all i ∈ V .
Assumption 9: ∇tFt(x) is bounded for t ∈ [T0, T ] with the
bound independent of T and x.
Assumption 10: If for any T0 < t ≤ T , ‖x(t)‖ ≤ a1
√
t+b1,
then there exists a constant m0 such that ‖∇fi,t(x(t))‖ ≤
a2t
m0 + b2 for all i ∈ V , where a1, a2, b1, and b2 are positive
constants independent of T .
Remark 6: Assumptions 5 and 7 are similar to Assumption
1. Assumption 6 is similar to Assumption 2. Assumption 8 is
similar to Assumption 3. Assumption 9 is similar to Assump-
tion 4. Assumption 10 is a relaxed version of the gradient
boundedness assumption [21]. In the existing literature, most
of the work requires the gradient boundedness (or else, a com-
pact feasible solution set is required and projection onto the
compact set at each iteration is needed). Assumptions 5-10 are
indeed not weaker than those in the existing work. However,
the assumptions in this work allow some different objective
functions with those in the literature. An example that satisfies
Assumptions 5-10 but doesn’t satisfy the gradient boundedness
assumption is ft(x) =
∑N
i=1(i×x2i + sin(0.1× i× t)sin(xi)).
C. Static Regret
Let z1 ∈ Rn be any constant vector and z1 = 1N ⊗ z1.
Define a function Vz1 ∈ R as
Vz1(t,x, x˙) =
1
2
(x+ e−αt x˙− z1)T (x+ e−αt x˙− z1)
+
1
2
(x− z1)T (x− z1) + k1
2
xT L˜x
+eβt(Ft(x)− Ft(z1)). (39)
Then,
Vz1(t,x, x˙) =
1
2
(x+ e−αt x˙− z1)T (x+ e−αt x˙− z1)
+
1
2
(x− z1)T (x− z1) + k1
2
xT L˜x
+eβt(Ft(x)− Ft(z0(t)))
+eβt(Ft(z0(t))− Ft(z1))
≥ 1
2
(x− z1)T (x− z1)
+eβt(Ft(z0(t))− Ft(z1))
≥ eβt(Ft(z0(t))− Ft(z1)), (40)
where z0(t) = [x
†T
1 (t), · · · ,x†TN (t)]T .
Taking the derivative of Vz1(t,x, x˙) gives
V˙z1 = (x+ e
−αt x˙− z1)T (x˙− α˙te−αt x˙+ e−αt x¨)
+(x− z1)T x˙+ k1xT L˜x˙
+β˙te
βt(Ft(x)− Ft(z1))
+eβt(x˙T∇Ft(x) +∇tFt(x)−∇tFt(z1))
= (x+ e−αt x˙− z1)T (−eαt+βt∇Ft(x)
−x˙− k1eαtL˜x) + (x− z1)T x˙+ k1xT L˜x˙
+β˙te
βt(Ft(x)− Ft(z1)) + eβt x˙T∇Ft(x)
+eβt(∇tFt(x)−∇tFt(z1))
≤ −(eαt+βt − β˙teβt)(Ft(x)− Ft(z1))
+eβt(∇tFt(x)−∇tFt(z1))
−e−αt x˙T x˙− k1eαtxT L˜x, (41)
where in the last step we use the fact that L˜z1 = 0.
Similarly, let (18), (20), and (21) hold. Letting z1 = x˜(T )
and x˜(T ) = 1N ⊗ x˜(T ), it holds that∫ T
T0
(σ(Ft(x(t))− Ft(x˜(T ))) + k1eαtxT (t)L˜x(t))dt
≤ Vx˜(T0,x(T0), x˙(T0))
−1
2
(x(T )− x˜(T ))T (x(T )− x˜(T ))
−eβT (Ft(z0(T ))− Ft(x˜(T )))
+
∫ T
T0
eβt(∇tFt(x(t))−∇tFt(x˜(T )))dt (42)
≤ Vx˜(T0,x(T0), x˙(T0))− eβT (Ft(z0(T ))− Ft(x˜(T )))
+
∫ T
T0
eβt(∇tFt(x(t))−∇tFt(x˜(T )))dt. (43)
Based on Assumption 6, 7 and 8, there exists a constant
% > 0 independent of T such that
Ft(x(t))− Ft(x˜(T ))
≥ minx∈RNnFt(x)− Ft(x˜(T )) ≥ −%. (44)
Then,∫ T
T0
(−σ%+ k1eαtxT (t)L˜x(t))dt
≤ Vx˜(T0,x(T0), x˙(T0))− eβT (Ft(z0(T ))− Ft(x˜(T )))
+
∫ T
T0
eβt(∇tFt(x(t))−∇tFt(x˜(T )))dt. (45)
Similarly to Section III-C, according to Assumptions 5-9, it
can be verified that if m < −1,∫ T
T0
(eαtxT (t)L˜x(t)− σ%
k1
)dt ≤ $
k1
(46)
with $ being some positive constant independent of T .
Suppose that
b0 ≥ 1. (47)
Then,∫ T
T0
eαtxT (t)L˜x(t)dt ≤ σ%
k1
(T − T0) + $
k1
, 1(T ), (48)
and ∫ T
T0
xT (t)L˜x(t)dt ≤ %
k1b
−m
0
(T − T0) + $
k1σb
−m
0
, 2(T ), (49)
where we use the fact that eαt ≥ σb−m0 .
Then, for any i, j ∈ V ,∫ T
T0
eαt ‖xi(t)− xj(t)‖2 dt ≤ N
∫ T
T0
eαtxT (t)L˜x(t)dt
≤ N
wmin
1(T ), (50)
where wmin > 0 is the minimal weight of the graph.
According to the convexity of the square function, it holds
that
(
∫ T
T0
e
αt
2 ‖xi(t)− xj(t)‖ dt)2
≤
∫ T
T0
eαt ‖xi(t)− xj(t)‖2 dt ≤ N
wmin
1(T ). (51)
Then,∫ T
T0
e
αt
2 ‖xi(t)− xj(t)‖ dt ≤
√
N
wmin
1(T ). (52)
Similarly, the following inequality holds∫ T
T0
‖xi(t)− xj(t)‖ dt ≤
√
N
wmin
2(T ). (53)
According to (42), it can be obtained that
‖x(T )− x˜(T )‖2 ≤ 2($ + σ%(T − T0)). (54)
It follows that
‖x(T )‖ ≤ ‖x˜(T )‖+
√
2 |$ − σ%T0|+
√
2σ%T . (55)
Since (55) hold for any T > T0, and ‖x˜(T )‖ is upper
bounded and the bound is independent of T , it holds that for
any T0 < t ≤ T ,
‖x(t)‖ ≤ c˜+
√
2 |$ − σ%T0|+
√
2σ%t, (56)
where c˜ is the bound of ‖x˜(T )‖, which is independent of T .
According to Assumption 10, there exist a2 and b2 such
that
‖∇fi,t(xi(t))‖ ≤ a2tm0 + b2. (57)
Suppose that
m ≤ −2m0. (58)
It can be obtained that for any t > T0,
e
αt
2 ≥ √σtm0 . (59)
Define
Rsi(T ) =
∫ T
T0
(
N∑
j=1
fj,t(xi(t))−
N∑
j=1
fj,t(x˜(T )))dt. (60)
Then,
Rsi(T ) =
∫ T
T0
(
N∑
j=1
fj,t(xj(t))−
N∑
j=1
fj,t(x˜(T )))dt
−
∫ T
T0
(
N∑
j=1
fj,t(xj(t))−
N∑
j=1
fj,t(xi(t)))dt
≤
∫ T
T0
(Ft(x(t))− Ft(x˜(T )))dt
+
∫ T
T0
N∑
j=1
‖∇fj,t(xj(t))‖ ‖xi(t)− xj(t)‖ dt
≤ $
σ
+
∫ T
T0
N∑
j=1
(a2t
m0 + b2) ‖xi(t)− xj(t)‖ dt
≤ $
σ
+
∫ T
T0
N∑
j=1
(
a2√
σ
e
αt
2 + b2) ‖xi(t)− xj(t)‖ dt
≤ $
σ
+
Na2√
σ
√
N
wmin
1(T ) +Nb2
√
N
wmin
2(T ),
which implies that
Rs,dis(T ) ≤ $
σ
+
Na2√
σ
√
N
wmin
1(T ) +Nb2
√
N
wmin
2(T ).
Theorem 4: Assume that Assumptions 5-10 hold. The
DOCT-NAG algorithm in (37) satisfies that for all T > T0,
Rs,dis(T ) ≤ $
σ
+
Na2√
σ
√
N
wmin
1(T )
+Nb2
√
N
wmin
2(T ), (61)
provided that the conditions in (18), (20), (21), (47) and (58)
hold and m < −1, where σ is any positive parameter, wmin >
0 is the minimal weight, a2 and a3 are defined in Assumption
10, $ is defined in (46), and 1(T ) and 2(T ) are defined in
(48) and (49).
Remark 7: The proposed distributed algorithm in (37)
uses a proportional consensus term rather than a proportional-
integral term, which benefits from the introduction of time-
varying gains [34]. The time-varying parameters behave like
a penalty parameter which goes to infinity with time.
D. Dynamic Regret Analysis
Similar to Section III-D, we have the following conclusion.
Theorem 5: Assume that Assumptions 5-10 hold. The
DOCT-NAG algorithm in (37) satisfies that for all T > T0,
Rd,dis(T ) ≤ c4(T − T0) + $
σ
+
Na2√
σ
√
N1(T )
+Nb2
√
N2(T ), (62)
provided that the conditions in (18), (20), (21), (47) and (58)
hold and m < −1, where σ is any positive parameter, wmin >
0 is the minimal weight, a2 and a3 are defined in Assumption
10, $ is defined in (46), and 1(T ) and 2(T ) are defined in
(48) and (49), and c4 is a positive constant independent of T .
V. SIMULATION
A. OCT-NAG
Consider the following online convex optimization problem:
minx∈Rft(x) = x2 + sin(t)sin(x). (63)
The function is strictly convex at any time since its second
order derivative is positive definite. Furthermore,
∇ft(x∗t ) = 2x∗t + sin(t)cos(x∗t ) = 0, (64)
and x∗t exists and is uniformly bounded. In addition, for any
T > T0,∫ T
T0
ft(x)dt =
∫ T
T0
(x2 + sin(t)sin(x))dt
= x2(T − T0)− sin(x)cos(t)|TT0 , (65)
and
∇
∫ T
T0
ft(x)dt = 2(T − T0)x− (cos(T )
−cos(T0))cos(x), (66)
and
∇2
∫ T
T0
ft(x)dt = 2(T − T0) + (cos(T )
−cos(T0))sin(x). (67)
Since the function g(γ) = 2γ + cos(γ)sin(x) is a strictly
monotonically increasing function on γ for any x, we can
obtain that ∇2 ∫ T
T0
ft(x)dt > 0, which implies that
∫ T
T0
ft(x)dt
is strictly convex. Moreover, from (66), it can be verified that
the static optimal solution x˜(T ) satisfying ∇ ∫ T
T0
ft(x)dt = 0
exists and satisfies
|x˜(T )| =
∣∣∣∣cos(T )− cos(T0)2(T − T0) cos(x˜(T ))
∣∣∣∣
=
∣∣∣∣∣− sin(T+T02 )sin(T−T02 )T − T0 cos(x˜(T ))
∣∣∣∣∣ < 12 , (68)
where we use the fact that
∣∣∣ sin(a)a ∣∣∣ < 1 for a > 0, which
implies that x˜(T ) is bounded with the bound independent of
T . Then, it can be verified that Assumptions 1-4 hold.
Matlab Simulink is used in the simulation and the solver
is chosen as ode23tb. For better demonstration of both the
algorithm evolution and the final algorithm regret and errors,
we select the optimal solution x∗t |t=0 = 0 at t = 0 as the initial
point. For other initial points, the conclusions and analysis in
this section still hold. In addition, it is found that a large |m|
may lead to high stiffness of the system, which may affect the
performance of the algorithm in the simulation.
Consider the algorithm in (12) and let m = −20, σ = 20,
b0 = 2. Fig. 1 (a), (b) shows the comparison of the state
variable with the time-varying optimal solution x∗t when
eαt+βt − β˙teβt = σ and Fig. 1 (c), (d) shows the result
when eαt+βt − β˙teβt = σ(t + b0). Both the algorithms track
the optimal solution, but it can be seen that the tracking for
the parameter satisfying eαt+βt − β˙teβt = σ(t + b0) is more
precise.
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Fig. 1: The states when eαt+βt − β˙teβt = σ and eαt+βt −
β˙te
βt = σ(t+ b0). The dashed blue line represents x∗t and the
red line represents the state.
1) Static Regret: Let (12), (18), (20), and (21) be the
updating law with m = −20, σ = 20, b0 = 2, and
m = −50, σ = 50, b0 = 2, respectively. The simulation
results are shown in Figs. 2-4. Fig. 2 shows the function values
calculated by the algorithm when σ = 20 and σ = 50. Fig.
3 shows the differences of the algorithm function values with
the static optimal function value when σ = 20 and σ = 50
for T = 20, i.e., ft(x(t)) − ft(x˜(20)). Fig. 4 shows the
differences of the algorithm function values with the static
optimal function value when σ = 20 and σ = 50 for T = 50,
i.e., ft(x(t))−ft(x˜(50)). The curves are always in the negative
half plane. Thus, the conclusion in Theorem 1 is verified.
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Fig. 2: Function values when σ = 20 and σ = 50.
2) Dynamic Regret: We compare the real-time performance
of the algorithm with other algorithms according to the differ-
ence of the algorithm function value with the dynamic optimal
function value i.e., ft(x(t)) − ft(x∗t ). Since it is difficult
to obtain an explicit expression of the time-varying optimal
solution of the function, in the following comparisons, we
select enough discrete-time points and sample the algorithms
at these points for comparisons.
Letting (12), (18), (20), and (21) be the updating law, Fig.
5 shows the differences of the algorithm function values with
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Fig. 3: The differences with the static optimal function value
when σ = 20, T = 20 and σ = 50, T = 20.
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Fig. 4: The differences with the static optimal function value
when σ = 20, T = 50 and σ = 50, T = 50.
the dynamic optimal function value when σ = 20 and σ = 50.
It can be seen that the error is smaller when σ is larger.
In the following simulation, we select similar parameters
for the algorithms for more precise comparisons. The bound
of the gradients is selected to be G = 3 and the diameter of
the convex set is selected to be D = 2 [10], [16].
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Fig. 5: The differences with the dynamic optimal function
value when σ = 20 and σ = 50.
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Fig. 6: The differences with the dynamic optimal function
value for eαt+βt− β˙teβt = σ and eαt+βt− β˙teβt = σ(t+ b0).
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Fig. 7: The differences with the dynamic optimal function
value for the continuous-time Online Gradient Descent Meth-
ods with a time-varying gain and a time-invariant gain.
For the algorithm in (12), (18), (20), and (21) which corre-
sponds to the case where eαt+βt − β˙teβt = σ, Figs. 6(a) and
6(b) show the algorithm results for 10000s and 50s, respec-
tively. For the algorithm in (12), (20), (29), and (30), which
corresponds to the case where eαt+βt−β˙teβt = σ(t+b0), Figs.
6(c) and 6(d) show the results. The parameters are selected to
be m = −2, σ = 2, b0 = 2. It can be seen that the algorithm
with eαt+βt − β˙teβt = σ(t+ b0) has a better performance.
Fig. 7 shows the differences by using the continuous-time
Online Gradient Descent method, where Figs. 7(a) and 7(b)
show the case where the gain is selected to be 2t+1 and Figs.
7(c) and 7(d) show the case where the gain is fixed to be 2.
Fig. 8 shows the difference by using the discrete-time
Online Gradient Descent method [10] with a step-size 0.67√
t+1
(t = 0, 1, · · · ). The sampling period for the algorithm is 0.1s.
The algorithm runs for 100000 steps and a sampling point is
selected in every 1000 points to be compared with the dynamic
optimal function value.
Fig. 9 shows the difference by using the discrete-time
Online Gradient Descent method [10] with a step-size 1t+1 .
Fig. 10 shows the difference by using the discrete-time
Online Gradient Descent method [10] with a fixed step-size
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Fig. 8: The difference with the dynamic optimal function value
for the discrete-time Online Gradient Descent Method with a
step-size 0.67√
t+1
.
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Fig. 9: The difference with the dynamic optimal function value
for the discrete-time Online Gradient Descent Method with a
step-size 1t+1 .
0.8. According to [10], this case can be viewed as a special
case of the Online Mirror Descent algorithm in an agile
version. Thus, this figure can be viewed as a comparison with
the Online Mirror Descent method.
Fig. 11 shows the difference by using the AdaGrad method
[10] with parameter η = 2.
Fig. 12 shows the difference by using the FTAL method
[16] with parameter β = 0.02.
It can be seen that for the proposed method with a scaling
condition eαt+βt − β˙teβt = σ(t + b0), the upper bound of
the difference with the dynamic optimal function value is per-
sistently decreasing (approximately exponentially or polyno-
mially). This phenomenon doesn’t occur in other algorithms.
The simulation verifies the effectiveness and efficiency of the
proposed algorithm.
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Fig. 10: The difference with the dynamic optimal function
value for the discrete-time Online Gradient Descent Method
with a fixed step-size 0.8.
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Fig. 11: The difference with the dynamic optimal function
value for AdaGrad with η = 2.
B. DOCT-NAG
In this section, we consider a group of 6 agents that
coordinate with each other to solve an optimization problem
min ft(x) =
6∑
i=1
fi,t(x), (69)
where the decision variable x = [x1, · · · , x6]T ∈ R6, and
fi,t(x) = 10(x
Tx+ 0.2× i× sin(t)sin(xi)). (70)
The communication graph of the 6 agents is shown in Fig.
13.
Let xi ∈ R6 be agent i’s estimation on the optimal solution.
Similar to Section V-A, it can be verified that the optimization
problem in (69) satisfies Assumptions 5-10.
The initial value of x is selected as x(0) =
[2, 1, 0, 3, 0, 1, 1, 1, 0, 3, 0, 4, 2, 1, 0, 1, 0, 1, 2, 1, 0, 3, 0, 2, 2, 1, 0,
3, 0, 1, 2, 1, 0, 0, 0, 1]T , and the initial value of x˙ is zero.
Fig. 14 shows all agents’ estimation on the optimal solution
x∗6,t. It can be seen that the agents follow the exact optimal
solution with high accuracy.
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Fig. 12: The difference with the dynamic optimal function
value for FTAL with β = 0.02.
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Fig. 13: The communication graph of the 6 agents.
1) Static Regret: Let (38) be the updating law with (18),
(20), (21), (47) and (58), and the parameters being selected as:
m = −2, σ = 2, b0 = 2, k1 = 2. Fig. 15 shows the difference
of the integrated function in the static regret for T = 20, i.e.,
1
6
∑6
j=1
∑6
i=1 fi,t(xj)−
∑6
i=1 fi,t(x˜(20)), where
x˜(20) = argmin
x∈R6
∫ 20
0
ft(x)dt. (71)
It can be seen that the static regret (the integration of the
curve) is upper bounded, which verifies Theorem 4.
0 10 20 30 40 50 60 70 80
Time (sec)
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Fig. 14: The agents’ estimation on the optimal solution x∗6,t.
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Fig. 15: The difference 16
∑6
j=1
∑6
i=1 fi,t(xj) −∑6
i=1 fi,t(x˜(20)).
2) Dynamic Regret: Let (38) be the updating law with (18),
(20), (21), (47) and (58), and the parameters being selected
as: m = −2, σ = 2, b0 = 2, k1 = 2. Fig. 16 shows the
difference of the integrated function in the dynamic regret for
T = 80, i.e., 16
∑6
j=1
∑6
i=1 fi,t(xj) −
∑6
i=1 fi,t(x
∗
t ), where
eαt+βt − β˙teβt = σ. Fig. 17 shows the difference when
eαt+βt−β˙teβt = σ(t+b0). It can be seen that the performance
is not better when eαt+βt−β˙teβt = σ(t+b0) as the centralized
algorithm in Fig. 6.
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Fig. 16: The difference 16
∑6
j=1
∑6
i=1 fi,t(xj)−
∑6
i=1 fi,t(x
∗
t )
for eαt+βt − β˙teβt = σ.
VI. CONCLUSIONS
This paper studied the online convex optimization problem
by using the proposed OCT-NAG and DOCT-NAG. The on-
line Bregman Lagrangians can generate a family of online
optimization algorithms with different scaling conditions. It
was shown that for some scaling conditions and under some
assumptions, the algorithm achieves a constant static regret
and an O(T ) dynamic regret. The algorithm was further
applied to solve a distributed online optimization problem.
Comparable static and dynamic regrets were obtained. In
future, we will work on relaxing the assumptions, discretizing
0 10 20 30 40 50 60 70 80
Time (sec)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
D
iff
er
en
ce
Fig. 17: The difference 16
∑6
j=1
∑6
i=1 fi,t(xj)−
∑6
i=1 fi,t(x
∗
t )
for eαt+βt − β˙teβt = σ(t+ b0).
the algorithm, extending the work to stochastic settings and
solving constrained optimization problems.
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