In a previous paper, we constructed higher torsion elements in the symplectic cobordism ring and used chromatic computations in the Adams{ Novikov spectral sequence to obtain a lower bound for their order. In this paper we use the Adams spectral sequence to depict our understanding of the nature of higher torsion elements in the symplectic cobordism ring. We use Toda brackets and manifolds with singularities to improve upon our previous constructions and use higher di erentials in the Adams spectral sequence to determine an upper bound for the order of these elements.
Introduction
The symplectic cobordism ring MSp is the homotopy of the Thom spectrum MSp and classi es up to cobordism the ring of smooth manifolds with a symplectic structure on their stable normal bundles. Although MSp only has two{ torsion, its ring structure is very complicated and is only completely understood through the 100 stem 5], 11]. In 2], we constructed higher two torsion elements of all orders in MSp . In this paper, we use the Adams spectral sequence (ASS) to gain an overall understanding of where higher torsion elements occur in MSp and how their orders are determined. We use this insight to sharpen the results of 2]. A discussion of the signi cance of understanding the structure of MSp as well as a history of the subject is given in the introduction to 2].
We begin with a brief description of our construction of higher torsion elements in 2]. Let n = (P 1 ; :::; P n ) be sequences of closed Sp-manifolds which represent the Ray elements P 1 ] = and P i ] = 2 i?2 for i 2. Then MSp n denotes the ring of cobordism classes of symplectic manifolds with the n singularities n . For i = (i 1 ; : : :; i s ), 3 < i 1 < < i s , we de ned higher torsion elements 3 (i) 2 MSp 3 of order 2 (s+1)=2] such that 3 (i 1 ) = 2 i 1 ?2 ; 3 (i 1 ; : : :; i s ) 2 h 2 is?2 ; w 2 ; 3 (i 1 ; : : :; i s?1 )i:
Then we obtained torsion elements of higher order in MSp by bringing the elements 3 (i) back to MSp in two steps.
1. We applied the Bockstein operators MSp 3 3 ?! MSp 2 2 ?! MSp 1 to obtain the elements 0 (i) = 2 ( 3 ( 3 (i))) 2 MSp 1 . 2. We lifted the elements 2 0 (i) ? w 1 1 0 (i) to MSp to construct our higher torsion elements (i).
In passing from MSp 3 to MSp the order of these elements decreases by a factor of eight so that the i] have order at least 2 (s+1)=2]?3 . In particular, our rst element of order eight is in degree 32,769. Determining lower bounds for the order of the i] was done by chromatic arguments in the Adams-Novikov spectral sequence (ANSS) equipped with its \geometrical presentation" in terms of manifolds with singularities. On the other hand, elementary inductive manipulations with the Toda brackets which de ne the 3 (i) 2 MSp 3 show that 2 s is an upper bound for their order.
In this paper we construct elements of higher torsion using the ASS and the bordism theory with singularities MSp b n ( ) where b n = (P 2 ; :::; P n ). For any sequence j = (j 1 ; : : :j s ), we de ne higher torsion elements t j] in the ring MSp b 3 that determine the elements In Section 6, we show that the elements 2 k a j] for 0 k s ? 4 determine towers of in nite cycles in E 4 +1;2k+4 2 of the ASS for MSp. These towers are very intersting: their top halves bound by higher di erentials, so only their bottom halves survive. In Section 7, we conjecture that the elements 2 k a j] which project to the zero elements of the top half of these towers in E 1 of the ASS for MSp are in fact zero in MSp . This explains why our elements of higher torsion only have half of their potential order. Thus, we nd that the ANSS determines a lower bound and the ASS determines an upper bound for the order of our elements of higher torsion. In particular, we are able to improve the results of 2] by a factor of two in our Main Theorem below thereby detecting an element of order eight in MSp in degree 16,377. Moreover, the construction of the a j] and determination of an upper bound for their order applies to all sequences j of positive even integers although the methods of 2] which determine a lower bound for their order only applies to sequences j whose entries are powers of two. Nevertheless, we conjecture in Section 7 that the a j] are indecomposable elements of MSp of order 2 (s+1)=2]?2 for all sequences j of distinct positive even integers. The rst of these elements of order eight would then be in degree 729.
Main Theorem The element a 2 i1 ; : : :; 2 is 2 MSp 4 +1 has order at least 2 (s+1)=2]?2 for s 7 and 1 i 1 < < i s .
The following theorem provides the topological input which allows us to avoid -singularities in constructing elements of higher torsion in Sections 2 and 6. In particular, we generalize the construction of the higher torsion elements 3 Theorem I The Toda brackets h 1 ; 2; n i contain zero in the ring MSp for all n 0.
We give the proof of Theorem I and of the Main Theorem in Section 2. In particular, Theorem I follows from low degree calculations 7] in the AtiyahHirzebruch spectral sequence: E 2 ; = H (MSp; Z) S =) MSp :
Section 6 is devoted to the construction of higher order elements and the identi cation of their projections in the ASS. We determine the projections of the t j] in E 2 of the ASS for MSp b 3 , of the g j] in E 2 of the ASS for MSp b 2 and of the a j] in E 2 of the ASS for MSp where j = (j 1 ; : : :; j s ) and the j k are any even positive integers, not just powers of two. In particular, we prove Theorem II below which characterizes the higher torsion elements a j] 2 MSp inductively in terms of Toda brackets. The background information on the ASS necessary for Section 6 is given in Sections 3, 4 and 5. We compute the E 2 {terms of the ASS for the spectra MSp n , all the d 2 {di erentials and some of the d 3 {di erentials in Sections 3 and 4. As an immediate application, we deduce a technical result, Corollary 4.6, which we used in 2, Section 6]. In Section 5, we compute the A casual reader who is not interested in computations in the ASS can read Section 2 and then skip to Section 7 where we present our understanding of these higher torsion elements in MSp through a detailed discussion of the conjectures mentioned above. On the other hand, Section 6 (together with Sections 3{5 which give the background) provides the insight into this situation.
All groups, rings and spectra are two{local throughout this paper. We begin with the proof of Theorem I. Its proof relies on decomposing 1 as a triple Toda bracket based upon the smash product. Recall from 6] the de nition of this type of Toda bracket. We are given three maps of spectra : S ! E; : S ! F; : S ! G and associative pairings of spectra ! EF : E^F ! M; ! FG : F^G ! N; ! MG : M^G ! P; ! EN : E^N ! P such that ! EF ( ^ ) = 0 and ! FG ( ^ ) = 0: Let : D ! M be an extension of ! EF ( ^ ) to a disc and let : D 0 ! N be an extension of ! FG ( ^ ) to a disc. Then h ; ; i is de ned as the set of homotopy classes of all maps (! MG ( ^ )) (! EN ( ^ )) : S = (D^S) (S^D 0 ) ! P for all choices of and . We identify such a a Toda bracket in the case E = F = S and G = MSp which decomposes 1 . We also give a similar decomposition of 2 in terms of a four-fold Toda bracket even though this result is only used in the discussions of Section 7. Recall that MSp 8 = Z with the generator q 0 .
Lemma 2.1 Let : S ! MSp denote the unit of the spectrum MSp. Then (a) 1 = h ; ; i; (b) 2 2 h ; ; ; i = f 2 ; 2 + 1 q 0 g.
Proof. The proof of this lemma is based upon the analysis of the Atiyah{ Hirzebruch spectral sequence (2) . This spectral sequence was analyzed through degree 50 in 7] . Fortunately, we only require its structure through degree 5 which is depicted in Figure 1 Z) in the zero row of the Atiyah-Hirzebruch spectral sequence (2) which is not divisible by two. If b ! is a monomial summand of X with a coe cient that is nonzero modulo two then is a unionand of and s ! ( ) = . Since MSp 13 = Z 2 2 Z 2 1 q 0 and s ! ( 1 q 0 ) = 0, it follows that = 2 + k 1 q 0 for some k 2 Z=2. Note that the indeterminacy of h ; ; ; i contains h ; ; MSp 8 i which contains 1 q 0 by (a). Thus, h ; ; ; i = f 2 ; 2 + 1 q 0 g as asserted.
Our representative of 1 We use the action of the s 2k on our Toda brackets and the decomposition of 1 to prove Theorem I.
Proof of Theorem I. By Lemma 2.1, h n ; 2; 1 i = h n ; 2; h ; ; ii which contains an element which is also an element of h n ; h2; ; i; i + hh n ; 2; i; ; i = h n ; 0; i + h A; ; i:
The last equality uses Gorbunov's Theorem 1, Theorem 4.3.5] which says that 0 2 h n ; 2; i. Therefore, any element of h n ; 2; i is of the form A. By Lemma 2.1 and the observation that A MSp 4 = 0, we see that h n ; 2; 1 i contains an element which is also an element of n MSp 6 + A 1 modulo Image : This sum is contained in the ideal spanned by 1 modulo Image . Thus, for all n, we conclude that h n ; 2; 1 i contains an element which is in Image . By Lemma 2.2, s 2n h 2n ; 2; 1 i h n ; 2; 1 i:
Recall that an element in the image of the unit of MSp is annihilated by all Landweber{Novikov operations. It follows that h n ; 2; 1 i contains zero.
The main technique which we use in constructing the t j] is the existence of Sp{manifolds V j as in the following lemma. The proof of this lemma is based upon Theorem I. We abuse notation below by denoting a cobordism class n and an Sp{manifold representing n by the same symbol n . Lemma 2.3 There are Sp{manifolds n for n 0 and V n for n 2 such that @ 1 = 1 2; @ n = 2 n for n 6 = 1; @V n = 1 n 1 n : In particular, 1 does not depend on n.
Proof. By Theorem I, there are Sp{manifolds (n) 1 , n for n 1 and V 0 n for n 2 such that @ (n) 1 = 1 2; @ n = 2 n and @V 0 n = (n) 1 n 1 n : Let 1 = (2) 1 . Since MSp 6 = Z=2 1 , 1 ? (n) 1 is bordant to k n 1 for some k n 2 Z=2. By Theorem I, 0 = h n ; 2; 1 i2 = n h2; 1 ; 2i = n 1 in MSp noting that h2; 1 ; 2i = 1 (2) 
Our approach is analogous to that used in 3] in the case n = 0. In particular, we use a change of rings theorem to reduce the problem of calculating E 2 to computing Cotor B(n) (Z=2; Z=2) : (4) Here B (n) is a truncated polynomial algebra which we de ne as a quotient of the dual of the Steenrod algebra below. Then we use the May spectral sequence to compute the algebra (4). We compute E 2 of these May spectral sequences using the resolution constructed by May in 9]. Then we construct ltered polynomial DGA algebras P n as quotients of the cobar construction which induce these May spectral sequences. We prove this from the case n = 0 of 3] by using induction on n and a generalized Five Lemma. Then for n 1 we de ne representative cycles of the algebra generators of E 2 to show that these May spectral sequences collapse and that all the algebra extensions from E 1 to (4) are trivial. Thus, when n 1 the situation is much simpler than the case n = 0 where there are nonzero d 2 {di erentials and nontrivial extensions. Consequently, for n 1 we can describe E 2 of the ASS (3) in terms of ve families of algebra generators and four families of relations while for n = 0 nine families of algebra generators and forty families of relations were required. 
where the elements (1) j ; 1 j n + 1; (2) k ; n < k; are primitive and
1 for j n + 2:
Proof. This lemma is an immediate consequence of the coalgebra structure of A and the de nition of the B (n).
As in 3, Section 1], we compute the E 2 -term of these May spectral sequences by using the methods of May 9, x 5] to construct a DGA A (n) whose homology is isomorphic to Cotor E 0 B(n) (Z=2; Z=2). In the notation of 3] and 9], we de ne the DGA A (n) = Z=2 h s (1) j ; s (2) k j j 1; k > n i with di erential:
0 for j n + 1
The following lemma is a straightforward generalization of 3, Lemmas 1.4, 1.5 and Theorem 1.6].
Lemma 3.2 There is an isomorphism of algebras:
H A (n) = Cotor E 0 B(n) (Z=2; Z=2) :
We will use the elements de ned below to compute the homology of the A (n).
De nition 3. 
The homology of the A (n) can be computed as in 8, Proposition I.11].
Lemma 3.4 For n 1, the elements h; r k ; q j ; q 2 k ; p (m 1 ; : : :; m s ) for k n, 0 j < n, 0 m 1 < < m s are generators of the algebra Cotor E 0 B(n) (Z=2; Z=2) :
A complete set of relations among these generators is given by the degeneracy relations of Note 3.1 and by:
( 1) We use the methods of 3, x 3], to show that E 2 = E 1 and that all the extensions are trivial in the May spectral sequence of B(n) for n 1. That is, we construct polynomial DGAs P n whose homology is Cotor B(n) (Z 2 ; Z 2 ). To avoid repeating an analogue of the proof given in 3, x 3], we use the following lemma which shows how we automatically obtain the P n ; n 1; with the required properties from the P constructed in 3, x 3].
Let C (Z=2; A; Z=2) denote the cobar construction for A, a connected Z=2{
Hopf algebra. Suppose we have a DGA P and a Z=2{linear map : A ?! P:
The map induces an algebra homomorphism : C (Z 2 ; A; Z 2 ) ?! P which we assume is a map of DGAs. We also assume that the algebra homomorphism : Cotor A (Z=2; Z=2) ?! H P induced by is an isomorphism. Suppose that we have a primitive element x in the center of A which is not a zero-divisor. Let 
The short exact sequences on the top and bottom rows of this diagram induce the following long exact sequences in homology. We will need the following generalization of the previous lemma which follows from it by induction on n 1. Lemma 3.6 Let the Z=2{Hopf algebra A, the algebra P and the Z=2{linear map : A ! P be as above. Let x 1 ; : : :; x n ; : : : be a sequence of elements in the center of A. Let I 0 = 0, I n = (x 1 ; : : :; x n ) for n 1 and A n = A=I n . Let y n = (x n ) ; J n = (y 1 ; : : :; y n ), and P n = P=J n . Assume that:
(i) the ideals I n are prime and invariant; (ii) x 2 n 2 I n?1 for n 1;
(iii) the y n are central in P; (iv) (IA x n ) = 0 for n 1.
Then for n 1; induces maps of DGAs n : C (Z 2 ; A n ; Z 2 ) ! P n such that the n : Cotor An (Z 2 ; Z 2 ) ! H P n are algebra isomorphisms.
We apply this lemma to complete our analysis of the May spectral sequence for Cotor B(n) (Z=2; Z=2) thereby computing E 2 of the ASS (3). Recall from Lemma 6 that E 2 = Cotor B(n) (Z=2; Z=2) S ; where S is the polynomial algebra with generators V a ; a 6 = 2 k ? 1. Let jcj denote the degree of c. isomorphism. We apply Lemma 3.6 with A = B; P = P and x n = 2 n for n 1: Then y n = R n?1 ; I n = ? 2 1 ; : : :; 2 n ; A n = B(n); P n = P n = P 0 = (R 0 ; : : :; R n?1 ) and J n = (R 0 ; : : :; R n?1 ) :
Observe that since R 0 = 0 in P n for n 1, the algebra P n is the commutative polynomial algebra P n = Z=2 h 0 ; Q k ; R m j k 0 and m n]:
We check the hypotheses of Lemma 3.6.
(i) Since 2 n ; n 1, is a regular sequence of primitive elements, the ideals I n = ? 2 1 ; : : :; 2 n are prime and invariant.
(ii) E ? 2 1 ; : : :; 2 n ; : : : is a sub-Hopf algebra of B.
(iii) Clearly the R n are central in P.
(iv) By the de nition of , we see that ? 2 n = 0 for 2 IB.
By Lemma 3.6, induces maps of DGAs n : C (Z 2 ; B (n) ; Z 2 ) ! P n for n 1 such that the n : Cotor B(n) (Z=2; Z=2) ! H (P n ) are isomorphisms. We construct representative cycles in P n of the algebra generators of E 2 of the May spectral sequence for Cotor B(n) (Z 2 ; Z 2 ): h is represented by h 0 r k is represented by R k for k n; q 2 k is represented by Q 2 k for k n; q j is represented by Q j for 0 j < n; It follows that E 2 = E 1 in the May spectral sequences for the Cotor B(n) (Z 2 ; Z 2 ). Using these representative cycles of the algebra generators of E 1 , it is straightforward to check that all four families of relations in E 1 are also valid in Cotor B(n) (Z=2; Z=2). Thus, the structure of E 2 of the ASS follows from Lemmas 6 and 3.4.
Observe that the commutativity of the P n is the reason why the elements Q 2 k and P (m 1 ; : : :; m s ) are cycles in P n for n 1 while in P they are not cycles and support nonzero d 2 {di erentials in the May spectral sequence for Cotor B (Z=2; Z=2) when s 3.
Adams Spectral Sequence for MSp n
In the preceding section we obtained a concise algebraic description of E 2 of the ASS (3) for MSp n ; n 1. However, this algebraic description is not suitable for computing the di erentials in the ASS or for understanding MSp n which is determined by the topology of the spectrum MSp n . Thus, we begin this section with an alternate description of E 2 in terms of the projections n of the Ray elements n . Although this description may seems algebraicly awkward, it enables us to compute all of the d 2 {di erentials and some of the d 3 {di erentials. These d 3 {di erentials are used to prove a technical fact which we needed in 2, Section 6]. In addition, we will use this description of E 2 in Section 6 to identify and analyze the elements of higher torsion we construct there.
Recall In terms of these elements, the following description of E 2 follows from Theorem 3.7. B (1) is denoted as B. We compute the algebra (13) by showing that it is the tensor product of a polynomial algebra and a direct summand of Cotor B (Z=2; Z=2) which was computed in 3]. Thus, E 2 of the ASS (12) for n 2 has all the complexity of the E 2 {term of the ASS for MSp: it has nine families of algebra generators and forty families of relations. As in Section 4, we give an alternate description of E 2 in terms of the projections n of the Ray elements n into the ASS (12) . In Section 6, we use this description to identify and analyze the elements of higher torsion which we construct there.
V. Vershinin C(n) (Z=2; Z=2) S: For example, 2 (P (1; n)) = Q 1 R n while ( n 1) (P (1; n)) = 0.
We conclude with an alternate description of E 2 in terms of the projections n of the Ray elements n to the ASS. >From now on we only use the description of E 2 in terms of the F (k 1 ; : : :; k t ), and we abuse notation by denoting them as F (k 1 ; : : :; k t ). give the basic properties of these elements including Toda bracket decompositions culminating in the proof of Theorem II. In addition, we determine the projections of these elements to the ASS. In particular, we describe the tower of elements given by the projections of the 2 k a j]; k 0; to E 2 of the ASS for MSp and show that the top halves of these towers are zero in E 1 . This motivates and gives support to one of the conjectures of Section 7. where this sum is taken over all sequences (t 1 ; : : :; t 2r?k ) of distinct integers between 1 and s such that t 1 < < t k , t k+1 < t k+3 < < t 2r?k?1 and t k+2q?1 < t k+2q for 1 q r ? k. We introduce the following notation for the particular elements of this family which we will be studying. is true for some k with 0 k s ? 5 The Main Theorem implies that when the entries of j are distinct powers of two then the elements in the bottom half of the tower in Figure 2 represent nonzero elements of MSp . We will show that all of the remaining elements in the top half of the tower in Figure 2 are boundaries in the ASS. We begin by introducing notation that we will need to describe speci c elements in the ASS In the next two lemmas we identify the elements in the top half of the tower in Figure 2 in terms of various k Y (A 1 ; B 1 ; : : :; A n ; B n ). We will use the following notation. and j 2t+ +2 are large powers of two. Applying the Landweber{Novikov operation s 2j 2t+ +1 ?2+ 2j 2t+ +2 ?2 and dividing by q 1 , we obtain this lemma.
We combine the previous three lemmas to show that the elements of the top half of the tower of Figure 2 are boundaries in the ASS for MSp. It follows from this proposition that the order of a j] given in the Main Theorem is exact after projection into E 1 of the ASS.
Corollary 6.12 For s 7 and 0 j 1 < < j s , the projection of the element 7 Concluding Remarks There are two directions in which one might try to generalize the results of this paper and of 2]. One might try to weaken the hypotheses and strengthen the conclusion of the Main Theorem or one might try to construct other elements of higher torsion in MSp . We summarize our understanding of these phenomena in four conjectures. However, we believe that any approach to such generalizations requires more information about the basic torsion elements in MSp , the Ray elements j . The following conjecture is probably the best possible systematic generalization of the Main Theorem. Note that our proof of the Main Theorem uses chromatic arguments in the ANSS to prove this statement when the numbers j k are powers of two. (See the proof of Theorem C in 2, Section 7].) If one would try to apply the same ideas to prove Conjecture 7.1 then it would be necessary to identify precisely the projection of the Ray elements 2j to the one line of the ANSS for all j 1. However, even our partial understanding of these projections leads to serious computational problems in the ANSS.
Another possible approach to proving Conjecture 7.1 replaces the j , whose projection to the ANSS we can only identify when j is a power of two, by good imposters whose projection to the one line of the ANSS is easy to identify for all j. Begin by introducing the two singularities and 1 . Then starting with the elements u j = 2 j?2 construct elements u j1;:::;js , by induction on s 1 by u j1;:::;js 2 hu js ; w 1 ; u j1;:::;js?1 i for s 2:
Note that this construction is analogous to the construction of the elements n (i) in 2, Section 5]. The elements u j1;:::;js and m with m = 2 j1?2 + + 2 js?2 are very similar in the ring MSp 2 . Indeed, their projections to the one line of E 2 of the ANSS only di er by decomposable elements. One might now try to prove Conjecture 7.1 by replacing the elements m in all constructions by the u j1;:::;js . To carry out such a program requires more information about the elements u j1;:::;js . In particular, it is not even know whether 2u j1;:::;js is always equal to zero.
If Conjecture 7.1 were true then among all the elements a j] the lowest degree element of order 2 k would be a 2; : : :; 4k + 6] in degree 32k 2 + 120k + 81. The rst of these elements of order 8, 16 would be in degree 729, 2516, respectively. Note that we exclude odd entries from j in our conjecture because by Proposition 6.7(a) the a j] with a one entry project to d 2 {boundaries in the ASS for MSp, and the V 1;2jk+1 are all decomposable in E 0;4 2 of the ASS for MSp. We also exclude the entry zero from j because of Proposition 6.11(b) and because the chromatic arguments of 2, Section 7] do not apply to this case. First, observe that 2g j 1 ; j 2 ; j 3 ] = 0 and 2g j 1 ; j 2 ; j 3 ; j 4 ] 2 2h j4 ; w 2 ; j1 j2 j3 i = h2; j4 ; w 2 i j1 j2 j3 = j1 j2 h j3 ; 2; j4 iw 2 = 0: Our nal conjecture goes back to 2, Section 5] where we de ned higher torsion elements n (i) 2 MSp n 4 +1 for n 3. We studied carefully only the rst interesting case, the elements 3 (i). One of the key results that we applied to study these elements was Theorem I which says that all the Toda brackets h 1 ; 2; n i contain zero. It follows from 4, Theorem 8.13(c)] that the Toda brackets h m ; 2; n i do not contain zero if (m; n) (3; 5) in the lexicographical order. We conjecture that there is one more exceptional case. 
