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1 Einleitung
Von gro¼em wissenschaftlichem und praktischem Interesse ist die Untersuchung dy-
namischer Prozesse und Zeitreihenanalysen, wie beispielsweise in der BÄ orsenkurs-
prognose und der Sprachverarbeitung. Dabei erweisen sich rekurrente, neuronale
Netze (RNN) als eine geeignete Methode. In der Regel werden die Gewichte eines
neuronalen Netzes durch gradientenbasierte Verfahren anhand von Trainingsdaten
berechnet. Diese haben i.a. Schwierigkeiten zu einer optimalen LÄ osung zu gelan-
gen, wenn die Fehlerfunktion multimodal ist, da sie dann oft in lokale Extrema
konvergieren. Zudem hat sich gezeigt, da¼ die zum Training von RNN eingesetz-
ten Gradientenverfahren AbhÄ angigkeiten Ä uber zeitlich beliebige Dauer nicht lernen
kÄ onnen [B+94]. Es wurden verschiedene MÄ oglichkeiten zur LÄ osung oder Umgehung
dieses Problems [WÄ u94, G+96] vorgeschlagen. Diese haben jedoch den Nachteil des
erheblich vergrÄ o¼erten Speicherbedarfs und einer drastisch erhÄ ohten Anzahl der Ver-
bindungsgewichte.
In dieser Arbeit werden evolutionÄ are Algorithmen (EA) als alternativer Ansatz zur
Bestimmung der Verbindungsgewichte von RNN betrachtet. Die hier untersuchten
Verfahren sind evolutionÄ are Strategien (ES) und genetische Algorithmen (GA). Da-
bei handelt es sich um gerichtete stochastische Suchverfahren, die auf Modellvor-
stellungen Ä uber die der natÄ urlichen Evolution zugrundeliegenden Prozesse basieren.
Prinzipiell gelingt es mit derartigen Optimierungsverfahren lokale Extrema der Feh-
lerfunktion zu Ä uberwinden. Zudem wird nicht die Di®erenzierbarkeit der Fehler-
funktion gefordert. Nachteilig ist jedoch der im Vergleich zu Gradientenverfahren
drastisch erhÄ ohte Rechenaufwand und die i.a. verringerte Konvergenzgeschwindig-
keit.
Nach einer kurzen Darstellung rekurrenter Netze und des zugehÄ origen gradientenba-
sierten Lernverfahrens werden die Grundlagen der evolutionÄ aren Algorithmen vorge-
stellt. Anschlie¼end wird die prinzipielle LeistungsfÄ ahigkeit unteschiedlicher evoluti-1 EINLEITUNG 5
onÄ arer Algorithmen zum Training der Gewichte eines mehrschichtigen Perzeptrons
an einem PrÄ adiktionsproblem untersucht und miteinander verglichen. Im weiteren
wird anhand der Klassi¯kation von Zufallssignalen mit RNN die LeistungsfÄ ahigkeit
von Gradientenverfahren und ES hinsichtlich des Erlernens von langreichweitigen
zeitlichen AbhÄ angigkeiten untersucht. Abschlie¼end wird anhand eines, aufgrund
des hohen numerischen Aufwands der ES, sehr eingeschrÄ ankten Vokabulars der Ein-
satz der evolutionsbasierten Optimierungsverfahren zum Training von RNN fÄ ur die
sprecherunabhÄ angige Einzelworterkennung diskutiert. Die evolutionÄ aren Algorith-
men werden in dieser Arbeit auch im Hinblick darauf untersucht, ob sie die Be-
schrÄ ankungen der Gradientenverfahren hinsichtlich der Lernbarkeit von AbhÄ angig-
keiten Ä uber zeitlich beliebige Dauer Ä uberwinden kÄ onnen.2 GRUNDLAGEN NEURONALER NETZE 6
2 Grundlagen neuronaler Netze mit unterschied-
licher Topologie
Neuronale Netze bestehen aus formalen Neuronen, welche durch gewichtsbehaftete
Verbindungen miteinander verknÄ upft sind. Ein formales Neuron selbst bildet dabei
eine gewichtete Summe, die sogenannte Aktivierung, Ä uber alle zu ihm hinlaufenden
Eingangsdaten. Der AktivitÄ at genannte Ausgabewert des Neurons wird berechnet,
indem eine nichtlineare Transferfunktion auf die Aktivierung angewandt wird. Die
am hÄ au¯gst verwendeten Transferfunktionen sind Sigmoidfunktionen, wie beispiels-
weise der Tangens-Hyperbolicus oder die Fermi-Funktion.
Durch die unterschiedliche Anordnung der Neuronen in einem Netz entstehen ver-
schiedene Netzwerk-Topologien. Im einfachsten Fall des Perzeptrons besteht das
Netz nur aus einer Eingabeschicht und einer Ausgabeschicht. Die Eingabeschicht
wird nur aus formalen GrÄ unden aus Neuronen bestehend bezeichnet, da diese in
keiner Weise an der Informationsverarbeitung direkt beteiligt sind.
Damit neuronale Netze die FÄ ahigkeit zur LÄ osung von nichtlinear separierbaren Auf-
gabenstellungen erlangen, mu¼ eine weitere Schicht von Neuronen zwischen Ein-
gangsschicht und Ausgangsschicht eingefÄ ugt werden. Diese wird als verborgene
Schicht bezeichnet und besitzt eine nichtlineare Transferfunktion. Findet die Infor-
mationsweiterleitung innerhalb des Netzes unidirektional von der Eingangsschicht
Ä uber die verborgene Schicht zu der Ausgangsschicht statt, so bezeichnet man diese
Struktur als mehrschichtiges Perzeptron (MLP). Die Schwellwerte der informati-
onsverarbeitenden Neuronen werden dadurch gebildet, indem ein Neuron dem Netz
zusÄ atzlich hinzugefÄ ugt wird, welches als konstante Ausgabe den Wert 1 hat. Diese
AktivitÄ at wird in alle informationsverarbeitenden Neuronen Ä uber gewichtete Ver-
bindungen eingespeist. Damit geht die AktivitÄ at des Schwellwerts in Form eines
Gewichtes ein.2 GRUNDLAGEN NEURONALER NETZE 7
Wird die geschichtete Struktur des Netzwerkes aufgegeben und jedes Neuron mit je-
dem anderen und sich selbst verknÄ upft, so erhÄ alt man ein vollvernetztes, rekurrentes
neuronales Netz (RNN). Ein solches Netz mit 5 Neuronen und einem Schwellwert-
neuron ist in Bild 1 dargestellt.
1
Ausgabeneuron
verborgene Neuronen
Eingabeneuronen
Schwellwertneuron
Bild 1: Struktur eines RNN mit 5 Neuronen und einem Schwellwertneuron
Die Informationsweiterleitung innerhalb des Netzes ist nicht mehr unidirektional.
Vielmehr ist eine Unterscheidung zwischen vorwÄ arts- und rÄ uckwÄ artsgerichteten Ver-
bindungen nicht mehr mÄ oglich. Damit ein RNN physikalisch realisierbar wird,
mÄ ussen alle Verbindungen eine ZeitverzÄ ogerung, von mindestens einem Zeittakt er-
halten. Da alle Neuronen im Netz gleichberechtigt sind, mu¼ durch die Auswahl
von Teilmengen der Neuronen eine Eingabe-, Verarbeitungs- und Ausgabestruk-
tur erzeugt werden. Eine Teilmenge E mit Ne Neuronen wird als Eingabeneuronen
ausgewÄ ahlt, deren AktivitÄ aten gleich der angelegten Eingabewerte sind. Eine ande-
re Teilmenge A mit Na Neuronen reprÄ asentiert die Ausgabeneuronen, deren Akti-
vitÄ aten als Ausgabe gewertet werden. Ein RNN wird somit durch eine N ¤(N ¡Ne)
Gewichtsmatrix beschrieben.2 GRUNDLAGEN NEURONALER NETZE 8
Innerhalb des RNN kommt es zu SignalrÄ uckkopplungen, so da¼ ein zu einem be-
liebigen Zeitpunkt anliegendes Eingangsmuster die zukÄ unftigen AktivitÄ aten aller
informationsverarbeitenden Neuronen im Netz fÄ ur alle weiteren Zeiten beein°u¼en
kann. Dies bedeutet, da¼ ein RNN prinzipiell ein unendlich langes GedÄ achtnis hat,
da eine AbhÄ angigkeit der aktuellen Neuronenaktivierungen von allen frÄ uheren Akti-
vierungen existiert. RNN mit nichtlinearen Transferfunktionen stellen nichtlineare,
dynamische Systeme dar [Pin89, Pea89]. Die Ä uber die Zeit beobachteten AktivitÄ aten
der Ausgangsneuronen kÄ onnen daher eine komplexe zeitliche Dynamik bis hin zu
chaotischem Verhalten aufweisen.
Das grundlegende Ziel des Trainings eines neuronalen Netzes ist die Minimierung
eines beliebigen, di®ernzierbaren Fehlerma¼es Ä uber die gesamte Menge der Trai-
ningsmuster, wobei zumeist der quadratische Fehler verwendet wird.
2.1 Der Trainingsalgorithmus BPTT
Der gradientenbasierte Lernalgorithmus, der zu den Vergleichsmessungen benutzt
wird, ist eine Modi¯kation des Error-Backpropagation-Algorithmus fÄ ur MLP, wel-
chen man als Error-Backpropagation-Through-Time (BPTT) [Wer90] bezeichnet.
Gemein ist diesen Verfahren, da¼ der Gesamtfehler durch ein Gradientenab-
stiegsverfahren minimiert wird. Dabei existieren verschiedene BPTT-Varianten:
Backpropagation-Through-Time, Truncated-Backpropagation-Through-Time und
Epochwise-Backpropagation-Through-Time [Wer90]. Der Gradient ¢W ist de¯niert
als die partielle Ableitung des Fehlers nach den Netzgewichten W gemÄ a¼
¢Wij =
@F Total(ta;te)
@Wij
: (1)
Der Zeitparameter kann eliminiert werden, indem das rÄ uckgekoppelte Netz als MLP
betrachtet wird [RM86], dessen Anzahl der Schichten mit der Zeit t zunimmt. Be-
ginnend mit einer Schicht zur Zeit t = 0, fÄ ugt man mit jedem weiteren Zeittakt2 GRUNDLAGEN NEURONALER NETZE 9
eine Schicht mit identischer Gewichtsmatrix hinzu. Somit wird der Zeitparameter
t zu einem Parameter der Schichtenanzahl eines in der Zeit entfalteten MLP. Auf
diese Weise lÄ a¼t sich eine zeitliche Entkopplung beim Backpropagation-Algorithmus
erreichen. Bild 2 zeigt fÄ ur den Zeittakt t = 3 ein einfaches rÄ uckgekoppeltes Netz (a)
und ein dazu Ä aquivalentes MLP (b).
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Bild 2: Ä Aquivalente Darstellung eines RNN (a) durch ein MLP (b)
FÄ ur die weitere Beschreibung des Trainingsalgorithmus werden folgende Notationen
und De¯nitionen eingefÄ uhrt:
² t : diskreter Zeitpunkt
² N : Gesamtanzahl der Neuronen im Netz
² Ne : Anzahl der Eingabeneuronen2 GRUNDLAGEN NEURONALER NETZE 10
² Na : Anzahl der Ausgabeneuronen
² M : N - Ne
² E : Indexmenge der Eingabeneuronen
² A : Indexmenge der Ausgabeneuronen
² U : Indexmenge der verborgenen Neuronen
² T(t) : Indexmenge der Ausgabeneuronen fÄ ur die zur Zeit t ein Ausgabewert
bekannt ist
² W : (N x M)-Matrix der Verbindungsgewichte wij
² h(t) : Aktivierungen zur Zeit t
² X (t) : AktivitÄ aten aller Neuronen zur Zeit t
² f(x) : Transferfunktion
² f0(x): Ableitung der Transferfunktion
² e(t) : Eingabewerte fÄ ur die Menge der Eingabeneuronen zur Zeit t
² a(t) : Sollausgabewerte fÄ ur die Menge der Ausgabeneuronen zur Zeit t
² ²(t) : Fehlerwerte der Menge der Ausgabeneuronen zur Zeit t
Damit ergibt sich die neue NetzaktivitÄ at X (t + 1) nach Setzen der Eingabewerte
e(t) aus der NetzaktivitÄ at X (t) durch
hk(t + 1) =
X
l2E[A[U
Xl(t)Wlk fÄ ur k 2 A [ U (2)
Xk(t + 1) = fk(hk(t + 1)) fÄ ur k 2 A [ U: (3)
Entsprechend ist die Ausgabe des Netzes zum Zeitpunkt t + 1 gegeben durch die
AktivitÄ aten der Ausgabeneuronen Xk(t+1), wobei k 2 A. FÄ ur alle Ausgabeneuronen2 GRUNDLAGEN NEURONALER NETZE 11
T(t) ½ A, fÄ ur die ein Sollausgabewert a(t) zur Zeit t bekannt ist, errechnet sich damit
der Netzfehler als
²k(t) =
8
> <
> :
ak(t) ¡ Xk(t) : k 2 T(t)
0 : sonst
: (4)
Mit dieser De¯nition des Fehlers ist es nicht notwendig, da¼ zu jedem Zeitpunkt fÄ ur
alle Ausgabeneuronen ein Sollausgabewert bekannt ist. Der Gesamtfehler F(t) des
Netzes zum Zeitpunkt t ergibt sich zu
F(t) =
1
2
X
k2A
[²k(t)]
2 ; (5)
bzw. Ä uber eine Zeitperiode mit Anfangszeitpunkt ta und Endzeitpunkt te als
F
Total(ta;te) =
te X
t=ta+1
F(t): (6)
Damit ist die rekursive Berechnung des Gradienten nach jedem Zeittakt von ¿ = t
bis ¿ = 1 gegeben durch
±k(¿) =
8
> > <
> > :
f0 [hk(¿)]²k(¿) : ¿ = t
f0 [hk(¿)]
·
²k(¿) +
P
l
Wkl±l(¿ + 1)
¸
: 0 < ¿ < t;
(7)
wobei die GewichtsÄ anderung gemÄ a¼
¢Wij = ¡´
t X
¿=1
±j(¿)Xi(¿ ¡ 1) (8)
erfolgen kann. Der Faktor ´ bestimmt die Lernschrittweite und liegt im Intervall
0 < ´ < 1. Da das dem RNN Ä aquivalente MLP mit jedem Zeittakt um eine wei-
tere Schicht wÄ achst, steigt der Verarbeitungsaufwand betrÄ achtlich an. Bild 3 zeigt
graphisch den Verlauf der FehlerrÄ uckfÄ uhrung beim BPTT. Zur Kennzeichnung der
verschiedenen Fehler wurden die Indizes s und z benutzt. Der Index s kennzeichnet
den aus spÄ ateren NetzaktivitÄ aten hervorgerufen Fehler der zurÄ uckpropagiert wird,
analog dem Fehler der verborgenen Schichten in einem MLP. Index z bezeichnet den
Fehler, der zum aktuellen Zeitpunkt durch die NetzaktivitÄ aten und der Sollausgabe
a(t) gebildet wird.2 GRUNDLAGEN NEURONALER NETZE 12
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Bild 3: FehlerrÄ uckfÄ uhrung beim BPTT
Ist die Zeitspanne, in denen der Fehler zurÄ uckgefÄ uhrt werden mu¼, sehr lang, so
ist der Aufwand sehr gro¼, da fÄ ur jeden Zeitpunkt die Netzaktivierung zwischenge-
speichert und nach jedem Zeittakt die Gradientenberechnung immer wieder bis zum
Zeitpunkt Null rÄ uckgerechnet werden mu¼.
Um diesen Rechenaufwand zu reduzieren, kann der Algorithmus zu einem segment-
weisen Algorithmus verÄ andert werden. Dies setzt voraus, da¼ eine Segmentierung
der Lernmenge existiert oder die Lernmenge insgesamt nicht zu viele Trainingsmu-
ster enthÄ alt. Bei dieser Form des BPTT erfolgt die Gradientenberechnung erst am
Ende eines Segments, wodurch der Rechenaufwand erheblich sinkt. FÄ ur diese Art der
Berechnung mu¼ die Netzaktivierung eines Segments gespeichert werden. ZusÄ atzlich
mÄ ussen die anfallenden Netzfehler der Ausgabeneuronen zwischengespeichert wer-
den, um sie bei der Gradientenberechnung am Segmentende einbeziehen zu kÄ onnen.
Zu diesem erhÄ ohten Speicheraufwand gegenÄ uber dem Grundalgorithmus kann eine
unter UmstÄ anden grÄ o¼ere Anzahl der notwendigen Trainingsiterationen gegenÄ uber2 GRUNDLAGEN NEURONALER NETZE 13
dem zuvor beschriebenen BPTT hinzukommen, da pro Segmentdurchlauf nur je
eine GewichtsÄ anderung erfolgt. Dadurch kann der erzielte Aufwandsvorteil wieder
zunichte gemacht werden. Die modi¯zierte Gleichung mit den zwischengespeicherten
Fehlern ergibt sich zu
±k(¿) =
8
> > <
> > :
f0 [hk(¿)]²k(¿) : ¿ = t
f0 [hk(¿)]
·
²k(¿) +
P
l
Wkl±l(¿ + 1)
¸
: t ¡ R < ¿ < t:
(9)
Die hier verwendete Formel entspricht einer MLP-Backpropagation-Formel, bei der
die Sollausgabewerte nicht nur fÄ ur Neuronen der Ausgabeschicht, sondern auch fÄ ur
Neuronen der versteckten Schichten bekannt sind. Man spricht in diesem Fall vom
EinfÄ ugen des Fehlers zur Zeit t. Dieser Algorithmus wurde im weiteren verwendet.
Der Fehler wurde, wenn nicht anders beschrieben, immer nur am Ende eines Seg-
ments berechnet und anschlie¼end zurÄ uckpropagiert.
2.2 Eigenschaften von Gradientenverfahren
Allgemein ist die LeistungsfÄ ahigkeit von Gradientenverfahren stark von der Topolo-
gie der Funktionslandschaft, auf der sie angewendet werden abhÄ angig. Dies bedeutet
bei einer gro¼en Anzahl von Maxima und Minima auf dieser Landschaft, da¼ die
Wahrscheinlichkeit dafÄ ur, da¼ dieser Typus von Verfahren in ein lokales Optimum
hineinlÄ auft und nicht mehr aus diesem hinaus¯ndet, ebenfalls gro¼ ist.
Bei rÄ uckgekoppelten neuronalen Netzen, die Probleme mit langen ZeitabhÄ angigkei-
ten, im Sinne von langreichweitigen AbhÄ angigkeiten in den Eingangsmustern lÄ osen
sollen, besteht noch eine weitere Schwierigkeit. Dieser Netzwerkstyp kann auf Grund
der RÄ uckkopplung ein sehr komplexes, nichtlineares Verhalten in der Zeit aufweisen,
da ein zum Zeitpunkt t = 0 dem Netz prÄ asentiertes Eingabemuster alle folgenden
Ausgaben des Netzes beein°u¼t. Betrachtet man zum Beispiel den Fall, da¼ die
Klassi¯kation einer Mustersequenz der LÄ ange T nur von den ersten L Merkmals-
vektoren, mit L < T, abhÄ angt und das Klassi¯kationsergebnis nur am Ende einer2 GRUNDLAGEN NEURONALER NETZE 14
Sequenz bekannt ist, so stellen alle Merkmalsvektoren tL < t · T Rauschen dar.
Um das Problem lÄ osen zu kÄ onnen, mu¼ das Netz lernen, die Informationen, welche
zu den Zeitpunkten 0 · tL anliegen, robust Ä uber (T ¡ L)-Zeittakte zu speichern.
Die Ausgabe am Ende der Sequenz ist abhÄ angig von allen vorangegangen Netzak-
tivitÄ aten zu den Zeitpunkten t < T und damit auch von den StÄ orungen durch die
Merkmalsvektoren die zu den Zeitpunkten tL < t · T anliegen, welche Rauschen
darstellen.
Da das Netz ein nichtlineares Verhalten hat, kÄ onnen schon kleine StÄ orungen dazu
fÄ uhren, da¼ die NetzaktivitÄ aten sich vÄ ollig anders in der Zeit entwickeln als im un-
gestÄ orten Fall. Damit wird aber auch die Berechnung des Gradienten gestÄ ort, da
dieser von der Ausgabe des Netzes zur Zeit T abhÄ angt und nur zu diesem Zeitpunkt
der Netzfehler berechnet werden kann. Diese StÄ orungen werden mit wachsenden
SequenzlÄ angen, d.h. mit steigender Anzahl der Zeittakte, in der das Netz die Infor-
mation speichern mu¼, immer stÄ arker die Gradientenberechnung beein°u¼en. Damit
kann ein Lernen der robusten Informationsspeicherung fÄ ur diese Art des Training-
salgorithmus, ohne kompensierende Ma¼nahmen, nicht mehr mÄ oglich sein.
Verbunden damit ist das Problem des gegen Null strebenden Gradienten bei langen
ZeitabhÄ angigkeiten. In [B+94] wird eine analytische Beschreibung dieses Sachverhal-
tes dargestellt. Die Analyse geht von dem zuvor beschriebenen Sachverhalt bezÄ uglich
der Eingabe- und Sollausgabemuster aus. Folgende grundlegenden Anforderungen
werden an ein parametrisches, dynamische System gestellt, welches lernen soll rele-
vante Zustandsinformationen zu speichern:
1. Das System soll in der Lage sein, Informationen Ä uber eine beliebige Zeitdauer
zu speichern.
2. Das System soll robust gegenÄ uber StÄ orungen sein (beispielsweise Variationen
in den Eingabemustern, die Rauschen darstellen oder irrelevant fÄ ur die Be-
rechnung der richtigen Ausgabe sind).2 GRUNDLAGEN NEURONALER NETZE 15
3. Die Systemparameter mÄ ussen in begrenzter Zeit trainierbar sein.
Das Ergebnis dieser Analyse ist, da¼ ein solches System entweder stabil und unemp-
¯ndlich gegenÄ uber StÄ orungen oder gut trainierbar durch ein Gradientenverfahren ist,
jedoch nicht beides gleichzeitig. Es zeigt sich, da¼ bei dem Versuch die ersten beiden
Bedingungen zu erfÄ ullen, die Ableitung des Systemzustandes X (t) zum Zeitpunkt
t = ¿ nach dem Systemzustand zum Zeitpunkt t = 0 exponentiell mit wachsendem
¿ verschwindet. Das bedeutet, da¼ der Zustand des Systems zum Zeitpunkt t im
abnehmenden Ma¼e von den vorherigen ZustÄ anden bestimmt ist. Aus diesem Grund
sind diese Algorithmen nicht in der Lage ZeitabhÄ angigkeiten von langer Zeitdauer
im Gradienten zu reprÄ asentieren.
In der Regel werden alle hier angesprochenen Probleme beim Training eines RNN
in kombinierter Form auftreten.3 EVOLUTIONÄ ARE ALGORITHMEN 16
3 EvolutionÄ are Algorithmen
3.1 Historische Bemerkungen
Im Jahre 1859 verÄ o®entlichte Charles Darwin (1809 - 1882) sein aufsehenerregendes
Werk On the Origin of Species by Means of Natural Selection, in dem er die Ent-
wicklung der Arten auf einen Vorgang der Anpassung an die jeweilige Ä okologische
Nische durch die Auslese der am besten angepa¼ten Individuen einer Population
zurÄ uckfÄ uhrte. Bis dato war man im allgemeinen von einer Konstanz der Arten aus-
gegangen, welche seit Anbeginn der Zeiten, d.h. seit der UrschÄ opfung existierten.
Charles Darwin war nicht der Erste, der den Gedanken der Konstanz der Arten zu
widerlegen suchte, sondern er nahm die Gedanken anderer auf, zitierte und erwei-
terte diese in seinem Werk. So erkannte bereits Jean Baptiste de Lamarck, da¼ sich
Arten derart entwickeln, da¼ sie sich optimal an ihren Lebensraum anpassen. Er
konnte jedoch nicht schlÄ ussig erklÄ aren wie diese Anpassung erfolgt und ging letzt-
lich von bestimmten BedÄ urfnissen der einzelnen Arten aus. So sprach er den Arten
einen Drang zur Vervollkommnung zu, welcher die Triebfeder der Anpassung sei.
Wesentliche Teile der Evolutionstheorie wurden bereits 1855 in einem Artikel mit
dem Titel Ä Uber das Gesetz, welches die EinfÄ uhrung von neuen Arten reguliert von
Alfred Russell Wallace (1825 - 1913) formuliert. Darwin war sich der Tatsache be-
wu¼t, da¼ er den Evolutionsgedanken nicht erfunden hat und nennt in der deutschen
Ä Ubersetzung seines Werkes [Dar56] Ä uber zwei Dutzend Autoren, die Teile dieses Ge-
dankenwerkes schon vor ihm formulierten. Die Begri®e der Evolution fÄ ur den Proze¼
und survival of the ¯ttest fÄ ur das Selektionsprinzip wurden von einem Interpreten
der Werke Darwins, dem Philosophen Spencer (1820 - 1905) eingefÄ uhrt. Charles
Darwin entwickelte den Evolutionsgedanken aus den drei folgenden Beobachtungen
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1. In der Natur wird ein Ä Uberschu¼ von Lebewesen in Form von Nachkommen
produziert und trotzdem bleibt die PopulationsgrÄ o¼e beschrÄ ankt. Allein durch
die Tatsache, da¼ die Nahrungsmittel meist nur arithmetisch zunehmen, die
Populationen jedoch geometrisch wÄ uchsen, wenn das Wachstum ungehemmt
wÄ are, entsteht ein Selektionsdruck, um die fÄ ur die Ä okologische Nische angepa¼te
PopulationsgrÄ o¼e zu erreichen.
2. Die Individuen einer Art sind nicht identisch, sondern unterscheiden sich. Eine
Art besitzt eine mehr oder weniger starke Variationsbreite ihrer Erbanlagen.
3. Haben sich Varianten von Erbanlagen im Kampf um das Ä Uberleben bewÄ ahrt,
¯nden sich diese bevorzugt in den Folgegenerationen wieder.
Aus diesen drei Grundeinsichten leitete Darwin folgendes ab: Aufgrund des Selekti-
onsdruckes werden die Individuen mit den relativ zu den anderen besseren Erban-
lagen selektiert, so da¼ die im Regelfall nur geringen Abweichungen des Erbgutes in
der nÄ achsten Generationen hÄ au¯ger auftreten und damit langfristig eine schrittweise
bessere Adaption an die herrschenden Umweltbedingungen erfolgt.
Auf diesem Konzept basiert auch das heutige VerstÄ andnis der Evolution, jedoch
ist es noch wesentlich erweitert worden. So um die Au®assung der Evolution als
rÄ uckgekoppelter Proze¼ [FM93] , da die Arten wiederum auf ihre Ä okologische Ni-
sche einwirken und sie verÄ andern, zum Beispiel durch die Entnahme von Nahrung
aus ihrer Umgebung. Durch die Verringerung im Nahrungsangebot steigert sich der
Selektionsdruck.
Die Erforschung der Informationsweitergabe an Nachkommen auf Zellebene durch
die Meiose und Zellkernverschmelzung und speziell die Entdeckung der Codierung
und Speicherung der Erbinformationen in der DNS fÄ uhrten zu einem umfassenderen
VerstÄ andnis. Das erweiterte Wissen um die Vererbung auf zellularer Ebene und der
ihr zugrundeliegenden Mechanismen, wie die Speicherung bzw. die Codierung der3 EVOLUTIONÄ ARE ALGORITHMEN 18
Erbinformation, sowie der Informationsweitergabe und des Informationsaustauschs
und der damit verbundenen VerÄ anderung des Erbmaterials mittels Rekombination
und Mutation, ermÄ oglichte in Verbindung mit der Entwicklung von leistungsfÄ ahigen
Computern die technische Anwendung dieser Optimierungsverfahren. Die darauf
basierenden Arten der Optimierungsverfahren stellen idealisierte Modelle der Evo-
lution dar und unterscheiden sich unter anderem in ihrem Grad der Idealisierung.
Die bei den Optimierungsverfahren verwendeten Begri®e sind der Biologie entlehnt,
haben aber teilweise abweichende Bedeutungen. Ein Individuum ist in der Biologie
ein einzelnes Mitglied einer Gesellschaft. Gekennzeichnet ist das Individuum dabei
durch seine phÄ anotypische AusprÄ agung. In den EA wird der Begri® synonym so-
wohl fÄ ur den PhÄ anotypus, als auch fÄ ur die "Erbinformation\, d.h. die Vektoren der
problembeschreibenden Parameter, benutzt. Insbesondere kÄ onnen diese Vektoren
sowohl die eigentlichen Objektvariablen, die die problembeschreibenden Parameter
reprÄ asentieren, als auch zusÄ atzlich die einem Individuum zugeordneten Parameter
zur Steuerung der Optimierung enthalten.
Der Begri® der Population bezeichnet die Gesamtheit aller Individuen in einem
Gebiet die sich miteinander fortp°anzen kÄ onnen und wird auch bei den Optimie-
rungsverfahren in dieser Weise benutzt.
Die Algorithmen unterscheiden sich in der ReprÄ asentation der problembeschreiben-
den Parameter. So existieren Algorithmen, die eine Codierung dieser Variablen be-
nutzen, wie dies in der Natur der Fall ist. Wird eine solche ReprÄ asentation benutzt,
dann werden Vektoren dieser Art auch als Chromosomen bezeichnet. In der Natur
wird die "Erbinformation\ in Sequenzen von vier verschiedenen Basen in der DNS
abgelegt, wÄ ahrend in der technischen Anwendung der Optimierungsverfahren binÄ are
Codierungen bevorzugt Verwendung ¯nden.
Die Nachkommenerzeugung geschieht in erster Linie durch Verdoppelung der "Er-
binformation\ der Elternindividuen und Mutation. Sind mehrere Eltern beteiligt,3 EVOLUTIONÄ ARE ALGORITHMEN 19
so ¯ndet vor der Mutation eine Rekombination statt. Wie in der Natur bewirken
Mutation und Rekombination eine VerÄ anderung der in der Population enthaltenen
Individuen im Laufe der Zeit.
Mutation bedeutet eine zufÄ allige VerÄ anderung der "Erbinformation\. In der Natur
ist dies durch Strahlung, bestimmte chemische Verbindungen und durch die Einwir-
kung von WÄ arme, die zu ChromosomenbrÄ uchen fÄ uhren kann, gegeben. Dabei sind
verschiedene Formen der Mutation zu beobachten. Zum einen kÄ onnen einzelne Ba-
sen aus der DNS-Sequenz durch eine andere ausgetauscht werden, wobei dies als
Punktmutation bezeichnet wird. Zum anderen kÄ onnen ganze Gruppen von Basen
herausgelÄ ost und anschlie¼end in der Abfolge vertauscht wieder in die DNS ein-
gebaut werden. Diesen Proze¼ bezeichnet man als Inversion. Weiterhin kÄ onnen in
eine bestehende Basensequenz neue Basen eingebaut oder bestehende herausgelÄ ost
werden, was als Insertion bzw. Deletion bezeichnet wird. In ihrer Wirkung auf den
PhÄ anotyp unterscheiden sich die einzelnen Formen der Mutation erheblich. WÄ ahrend
Punktmutationen bei einer Basensequenz, die zum Beispiel ein Protein codiert, die
FunktionsfÄ ahigkeit weniger oft gravierend beein°u¼en, ist dies bei Insertion und De-
letion und insbesondere der Inversion eher die Regel. Alle genannten Formen der
Mutation ¯nden in den Optimierungsverfahren Anwendung. Insertion und Deletion
werden allerdings seltener genutzt, da meist mit konstanten VektorlÄ angen gearbeitet
wird.
Als zweite MÄ oglichkeit der Informationsweitergabe und der VerÄ anderung bzw. der
Kreation von neuen Individuen dient die Rekombination. Dabei tauschen mehrere
Elternindividuen zufÄ allig ausgewÄ ahlte TeilstÄ ucke ihrer "Erbinformation\ aus, die zu
einem neuen Individuum zusammengesetzt werden. Durch die Verwendung der Re-
kombination kann Information innerhalb einer Population verteilt und ausgetauscht
werden. Die Rekombination ¯ndet in der Natur innerhalb der Meiose, dem Vorgang
der Erzeugung der haploiden Geschlechtszellen, statt.3 EVOLUTIONÄ ARE ALGORITHMEN 20
3.2 EvolutionÄ are Strategien
Die ES wurden in den 60er und 70er Jahren von Ingo Rechenberg [Rec73] entwickelt
und spÄ ater hauptsÄ achlich im deutschsprachigen Raum weiterentwickelt. Der Pseu-
docode der ES lautet wie folgt:
Wahl einer geeigneten reellwertigen Darstellung des zu optimieren-
den Problemes
Initialisierung der Anfangspopulation
do
Bewertung des Grads der Optimierung der Individuen
mittels einer QualitÄ atsfunktion
Erzeugung der Nachkommenschaft mittels Mutation
und je nach Verfahren auch mit Rekombination
Bewertung des Grads der Optimierung der Nachkom-
men mittels einer QualitÄ atsfunktion
Bildung einer neuen Generation durch Auswahl von In-
dividuen aus den Scharen von Eltern und Nachkommen
durch ein Selektionsschema
while
Abbruchkriterien nicht erfÄ ullt
Zuerst wird eine Anfangspopulation initialisiert, wobei im Gegensatz zu GA als Re-
prÄ asentation eine reellwertige Darstellung einer Optimierungsaufgabe gewÄ ahlt wird.
Dies bedeutet, da¼ die relevanten Informationen eines Individuums in Vektoren x i
von reellen Zahlen codiert werden, weshalb dieser Ansatz als phÄ anotypisch orien-
tiert bezeichnet wird. Die Erbinformationen werden dadurch auf die qualitativen
MerkmalsausprÄ agungen, dies sind die Parameterwerte, reduziert. HÄ au¯g ist jedoch3 EVOLUTIONÄ ARE ALGORITHMEN 21
zusÄ atzlich noch eine phÄ anotypische Interpretation bzw. Umrechnung der Vektoren
erforderlich, um den Grad der Optimierung eines Individuums bewerten zu kÄ onnen.
Beispielsweise sind bei einem Roboterarm, der den kÄ urzesten Weg zwischen zwei
Punkten zurÄ ucklegen soll, die Winkelstellungen in der Zeit als reellwertiger Vektor
codiert. Die physikalische Realisierung dieser Information ist jedoch die Trajektorie,
die der Arm zurÄ ucklegt. Diese mu¼ aus dem Winkelvektor errechnet werden.
Aus der Grundpopulation werden einzelne Individuen mit gleichverteilter Wahr-
scheinlichkeit ausgewÄ ahlt. Diese dienen dann als Eltern von Nachkommen, die durch
Mutation und je nach Variante der ES auch durch Rekombination erzeugt werden.
Eine neue Generation wird durch Verwendung eines Ersetzungsschema mittels der
Bewertung der Individuen durch eine QualitÄ atsfunktion Q(x) gebildet, die die GÄ ute
der Optimierung beschreibt. Dieser Ablauf wird beginnend mit der Auswahl von In-
dividuen solange iterativ wiederholt, bis ein Abbruchkriterium erreicht worden ist.
Die QualitÄ atsfunktion sollte sich idealerweise bei kleinen Ä Anderungen auch nur ge-
ringfÄ ugig Ä andern, d.h. streng kausal verhalten. Das Abbruchkriterium besteht im
Regelfall entweder aus dem Erreichen einer maximal zulÄ assigen Anzahl von Genera-
tionen oder dem Unter- bzw. Ä Uberschreiten einer Schranke der QualitÄ atsfunktion.
3.2.1 Mutation
Der Mutation kommt bei den ES eine entscheidende Rolle als treibende Kraft bei
der Optimierung zu. Das Hauptprinzip der ES ist die Nachkommenerzeugung durch
die Verdoppelung von zufÄ allig ausgewÄ ahlten Individuen. Hierbei wird der Objektva-
riablenvektor eines Elter dupliziert und anschlie¼end mutiert. Die Mutation erfolgt
dadurch, da¼ auf die durch reellwertige Zahlen dargestellten Objektvariablen eine
Zufallszahl, die aus einer mittelwertfreien Normalverteilung stammt, addiert wird.
Dies bedeutet, da¼ auf den Ausgangsvektor des Elter ein Zufallsvektor addiert wird.3 EVOLUTIONÄ ARE ALGORITHMEN 22
Dabei gilt
x neu = x alt + n(0;¾) (10)
bzw. fÄ ur die einzelnen Komponenten
xj;neu = xj;alt + n; (11)
wobei der Summand n durch einen zweistu¯gen Zufallsproze¼ bestimmt wird. Im
ersten Schritt wird eine Zufallszahl z aus einer Normalverteilung bestimmt. Nur
falls diese kleiner als der Mutationsgrenzwert ®m ist, ¯ndet im zweiten Schritt die
Mutation statt. Der zweite Schritt besteht darin, eine Zufallszahl n aus einer mittel-
wertfreie Gau¼verteilung mit Varianz ¾m zu bestimmen. Aus der Wiederholung des
Zufallsproze¼ fÄ ur jede Vektorkomponente j ergibt sich der beschriebene Zufallsvek-
tor n(0;¾m), dessen Komponenten unabhÄ angig voneinander sind. Die Mutation ist
somit von zwei Parametern, den Strategieparameter ®m und ¾m, abhÄ angig. Der Mu-
tationsgrenzwert ®m regelt, ob eine Vektorkomponente mutiert wird oder nicht. In
der ursprÄ unglichen Formulierung der ES war der Parameter ®m nicht vorhanden. ¾m
ist die Varianz der Gau¼verteilung, aus der die zu addierende Zufallszahl ermittelt
wird und bestimmt damit die Schrittweite der Mutation.
Damit bilden die Nachkommen eines Elter eine Hyperkugel um das Elterindividuum.
Aufgrund der Charakteristik der Gau¼verteilung nimmt die Dichte der Nachkommen
um das Elter mit grÄ o¼er werdendem radialem Abstand ab, wobei durch die Mutation
keine Richtung im Suchraum bevorzugt wird.
Beide Strategieparameter sind an das Problem adaptiert zu wÄ ahlen. Sowohl eine zu
kleine, als auch eine zu gro¼e Wahl der Strategieparameter fÄ uhrt zu extrem langen
Konvergenzzeiten oder zu einem vorzeitigen Ende der Optimierung in einem lokalen
Extremum. So entartet der Algorithmus bei einer zu gro¼en Wahl der Strategiepa-
rameter zu einem total stochastischen Suchverfahren und pro¯tiert nicht mehr von
der impliziten, gerichteten Suche. Dieser Sachverhalt wird von Rechenberg [Rec92]3 EVOLUTIONÄ ARE ALGORITHMEN 23
durch den Begri® des Evolutionsfensters beschrieben. Eine Variation der Strate-
gieparameter verÄ andert die Konvergenzgeschwindigkeit des Algorithmus. Innerhalb
eines Sub-Intervalls des Intervalls aus denen die Strategieparameter bestimmt wer-
den, steigt die Konvergenzgeschwindigkeit an, um dann wieder abzufallen. Damit
ist ein Optimum der Konvergenzgeschwindigkeit gegeben. Bild 4 zeigt schematisch
die Entwicklung der Konvergenzgeschwindigkeit in AbhÄ angigkeit von einem Strate-
gieparameter.
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Bild 4: Evolutionsfenster
Es existieren verschiedene MÄ oglichkeiten der Adaption dieser Parameter. Einerseits
ist es mÄ oglich, diese Parameter global fÄ ur die gesamte Population und alle Generatio-
nen { d.h. fÄ ur alle Individuen und alle Zeiten { konstant zu wÄ ahlen. Andererseits kann
man den Mutationsgrenzwert ®m wie auch die Schrittweite ¾m fÄ ur alle Individuen zu
Beginn gleich wÄ ahlen, wobei diese Werte im Laufe der Optimierung jedoch verÄ andert
werden. Die verschiedenen vorgeschlagenen Verfahren zur ParameterverÄ anderung
sind alle stark von Heuristiken abhÄ angig [BÄ a93]. Eine hÄ au¯g verwandte Methode
nutzt als Kriterium die Geschwindigkeit der Konvergenz. Falls diese sehr gering ist
und die GÄ ute der Optimierung nur in geringem Ma¼e variiert, werden Mutations-
grenzwert und Schrittweite vergrÄ o¼ert, da anzunehmen ist, da¼ man sich in einem3 EVOLUTIONÄ ARE ALGORITHMEN 24
lokalen Optimum oder auf einem °ach verlaufenden StÄ uck der QualitÄ atsfunktion be-
¯ndet. Solange die QualitÄ atsfunktion starken Schwankungen unterliegt werden die
Parameter verkleinert, da anzunehmen ist, da¼ der Suchalgorithmus entweder nur
rein stochastisch den Raum absucht oder ein Optimum gefunden hat, jedoch auf
Grund der zu gro¼en Parameter wieder aus dem Optimum herausgetrieben wird.
Die Strategieparameter werden daher zu bestimmten, vom Adaptionsverfahren
abhÄ angigen Zeitpunkten anhand von
®m;neu =
8
> > > > > <
> > > > > :
®m;alt»sp
®m : wenn Q(x) alternierend und »sp
®m < 1
®m;alt»st
®m : wenn Q(x) stagnierend und »st
®m > 1
®m;alt : sonst
; (12)
und
¾m;neu =
8
> > > > > <
> > > > > :
¾m;alt»sp
¾m : wenn Q(x) alternierend und »sp
¾m < 1
¾m;alt»st
¾m : wenn Q(x) stagniernd und »st
¾m > 1
¾m;alt : sonst
(13)
berechnet. Dabei sind allerdings zusÄ atzlich die Parameter »sp
®m;»st
®m;»sp
¾m und »st
¾m em-
pirisch zu bestimmen.
Als dritte MÄ oglichkeit kÄ onnen die Parameter selbst als zu optimierende Variablen
aufgefa¼t werden. Jedem einzelnen Individuum i wird dazu ein Parameterpaar ®m;i
und ¾m;i zugeordnet, welche die Mutation dieses Individuums steuern. Sowohl die
Strategieparameter als auch die Objektvariablen werden dann dem selben Optimie-
rungsverfahren unterworfen. Die Optimierungsparameter werden in jeder Generation
durch
®
neu
m;i = ®
alt
m;i + ni; (14)
¾
neu
m;i = ¾
alt
m;i + ni; (15)
mit ni wie bei den Gleichungen (10) und (11) beschrieben, neu berechnet.3 EVOLUTIONÄ ARE ALGORITHMEN 25
Nicht selten werden Kombinationen der beiden letzten beschriebenen Verfahren rea-
lisiert. Die LeistungsfÄ ahigkeit von ES hÄ angt in einem sehr hohen Grad von der
Entwicklung einer problemadaptierten Mutationsregel ab, da diese die Konvergenz-
geschwindigkeit bestimmt und bei einer fehlerhaften Anpassung die Konvergenz ver-
hindern kann.
3.2.2 Rekombination
Bei einigen Varianten der ES erfolgt die Bildung der Nachkommen nicht ausschlie¼-
lich durch Mutation. Vielmehr erfolgt zusÄ atzlich eine als Cross-over bezeichnete
Rekombination mehrerer Elternindividuen, bevor die entstehenden Nachkommen
mutiert werden. Dabei werden mehrere { im Regelfall zwei { Eltern zufÄ allig aus-
gewÄ ahlt und die Objektvariablenvektoren an beliebig vielen zufÄ allig bestimmten {
jedoch fÄ ur alle Eltervektoren gleichen { Orten auseinandergeschnitten. Sodann wer-
den die entstehenden BruchstÄ ucke ausgetauscht. Die Rekombination ist dabei von
zwei Parametern, den Strategieparametern ®r und ¾r abhÄ angig. Der Rekombinati-
onsgrenzwert ®r und die Varianz ¾r regelt, ob ein Individuum mittels Rekombination
erzeugt wird. Ä Ahnlich wie bei der Mutation wird eine Zufallszahl aus einer mittel-
wertfreien Gau¼verteilung mit Varianz ¾r bestimmt und im Falle, da¼ diese kleiner
als der Rekombinationsgrenzwert ®r ist eine Rekombination durchgefÄ uhrt.
Findet eine Rekombination statt, so werden durch weitere Zufallsprozesse die Part-
nerindividuen und die Position des Crossover im Vektor der Objektvariablen be-
stimmt. Durch Wahl der Zufallsverteilung kÄ onnen dabei bestimmte Individuen oder
Positionen in den Objektvariablen bei der Rekombination bevorzugt werden. Bild
5 zeigt die Rekombination von drei Elternvektoren und zwei Schnittpunkten, bei
Bildung dreier Nachkommen.
Es existieren unterschiedliche Formen der Rekombination. Zum einen sind sowohl
die Anzahl der beteiligten Eltern, als auch die Anzahl der Schnittpunkte zu be-3 EVOLUTIONÄ ARE ALGORITHMEN 26
c1 c2 c3 c4 c5 c6 c7 c8
c1 c2 c3 c4 c5 c6 c7 c8
c1 c2 c3 c4 c5 c6 c7 c8
c1 c2 c3 c4 c5 c6 c7 c8
c1 c2 c3 c4 c5 c6 c7 c8
c1 c2 c3 c4 c5 c6 c7 c8
Bild 5: Rekombination dreier Eltervektoren mit zwei Schnittpunkten
stimmende Variablen. So unterscheidet man nach der Anzahl der Schnittpunkte
zwischen einpunktiger, zweipunktiger oder im Fall, da¼ an allen mÄ oglichen Schnitt-
stellen eines Objektvariablenvektors geschnitten wird, uniformer Rekombination.
Andererseits sind auch verschiedene Arten der Kombination der BruchstÄ ucke zu
einem neuen Individuum mÄ oglich. So ist neben dem einfachen Fall des Austauschs
von BruchstÄ ucken die Rekombination durch eine Mittelwertbildung der einzelnen
Komponenten der beteiligten BruchstÄ ucke realisierbar.
UnabhÄ angig von der algorithmischen Gestaltung ermÄ oglicht die Rekombination den
Informationsaustausch zwischen den Individuen.
3.2.3 Varianten der ES
Aus Kombinationen der unterschiedlichen Arten der Nachkommenerzeugung, im
besonderen von verschiedenen Selektions- bzw. Ersetzungsschemata, der Wahl der
GrÄ o¼e und Anzahl der Populationen sowie der Art des Informationsaustauschs er-
geben sich Varianten der ES mit unterschiedlichem Verhalten und Aufwand der
Berechnung bei der Optimierung. Um die Varianten bezeichnen zu kÄ onnen, fÄ uhrte
Rechenberg [Rec92] nachfolgende Notation ein, welche die verschiedenen Varianten
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² () Das runde Klammersymbol bezeichnet eine Population.
² + Das Pluszeichen gibt an, da¼ eine elitÄ are Auswahl aus der Schar der Eltern-
individuen und der Nachkommenindividuen erfolgt.
² , Das Komma gibt an, da¼ die Elternindividuen durch die Nachkommenindi-
viduen ersetzt werden.
² # Dieses Zeichen dient als Platzhalter fÄ ur das Plus und das Komma bei der
Beschreibung.
² / Der SchrÄ agstrich bedeutet entweder die Verwendung von Rekombination bei
der Erzeugung von Nachkommen innerhalb einer Population, oder bei mehre-
ren Populationen den Austausch ganzer Individuen zwischen den Populatio-
nen.
² ¹ Gibt die Anzahl der Elternindividuen an.
² ¸ Gibt die Anzahl der Nachkommenindividuen an.
² ½ Im Fall der Verwendung der Rekombinationen zur Nachkommenerzeugung
gibt dieser Parameter die Anzahl der jeweils beteiligten Elternindividuen an.
² [] Das eckige Klammersymbol bezeichnet eine Schar von Populationen.
² µ Gibt die Anzahl der Populationen an.
² » Gibt die Anzahl der Generationen der isolierten Entwicklung an.
Die einfachste Variante ist eine (¹ + ¸)-Strategie, bei der aus einer einzigen Popu-
lation von ¹ Elternindividuen ¸ Nachkommenindividuen erzeugt werden, und die
Selektion derart erfolgt, da¼ nur die besten Individuen beider Individuenscharen in
die nÄ achste Generation Ä ubernommen werden. Ein Problem bei der Anwendung dieser
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liegt darin begrÄ undet, da¼ ein Individuum, welches hinsichtlich der QualitÄ atsfunk-
tion wesentlich besser ist als alle anderen Individuen, Ä uber mehrere Generationen
"Ä uberlebt\. Unter der Voraussetzung einer kausalen QualitÄ atsfunktion hat das In-
dividuum viele Nachkommen in den Folgegenerationen, so da¼ die Population in
ein lokales Optimum gezwungen wird. Ein solches Verhalten kann bei einem (¹;¸)-
Algorithmus nicht auftreten, da die gesamte Elternpopulation durch die ¹-besten
Nachkommen ersetzt wird, und somit kein Individuum lÄ anger als eine Generation
"lebt\.
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Bild 6: Zeitliches Verhalten der QualitÄ atsfunktion bei einer (¹ + ¸)-Strategie
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Bild 7: Zeitliches Verhalten der QualitÄ atsfunktion bei einer (¹;¸)-Strategie3 EVOLUTIONÄ ARE ALGORITHMEN 29
WÄ ahrend die QualitÄ atsfunktion im Fall der (¹+¸)-Variante monoton verlÄ auft, kann
sie bei der (¹;¸)-Strategie auch im Vergleich zu vorigen Werten kleinere Werte
annehmne. Dies ist in den Bildern 3.2.3 und 3.2.3 schematisch dargestellt.
Durch die EinfÄ uhrung der Rekombination entsteht eine (¹=½#¸)-Strategie, bei der
aus ¹ Eltern immer ½ Eltern ausgewÄ ahlt werden, um einen der ¸ Nachkommen zu
zeugen. Sodann wird nach dem durch # bestimmten Ersetzungsschema die nÄ achste
Generation gebildet. Der Selektionsdruck wird durch das VerhÄ altnis von ¹=¸ be-
stimmt: Je kleiner das VerhÄ altnis ist, desto stÄ arker ist die Auslese. Bei gro¼en Werten
von ¹=¸ ¯ndet dagegen so gut wie keine Auslese statt.
Die in der Natur beobachtete temporÄ are Isolation von verschiedenen Populationen
gleicher Art wird bei den ES in einer [µ;»;(¹=½#¸)]-Strategie genutzt. Eine Anzahl
µ einzelner Populationen wird darin getrennt voneinander Ä uber eine vorgegebene
Anzahl von » Generationen entwickelt. Danach tauschen die Populationen Indivi-
duen aus indem entweder einzelne Individuen zwischen den Populationen getauscht
werden, oder im Extremfall eine gro¼e gemeinsame Population gebildet, Nachkom-
men erzeugt und die Population wieder getrennt wird. Dadurch lassen sich analog
zur Natur geschÄ utzte Subpopulationen simulieren, wie zum Beispiel Gruppen von
Jungtieren, welche sich erst nach einer Entwicklungszeit dem uneingeschrÄ ankten
Wettbewerb stellen mÄ ussen.
3.3 Genetische Algorithmen
Ein anderes Optimierungsverfahren, das auf der Grundlage der Evolution basiert,
sind die GA. Diese wurden von John Holland in den 60er und 70er Jahren entwickelt
[Hol75]. Der Pseudocode eines GA lautet wie folgt:3 EVOLUTIONÄ ARE ALGORITHMEN 30
Wahl einer geeigneten Codierung des Problems
Initialisierung der Anfangspopulation
do
Bewertung aller Individuen einer Generation und Be-
rechnung ihrer Fitness
Auswahl von Paaren/Gruppen von Individuen und Er-
zeugung von Nachkommen durch Rekombination nach
Heiratsschema
Mutation der Nachkommen
Bildung einer neuen Generation durch Ersetzung von
Individuen der aktuellen Generation durch die Nach-
kommen gemÄ a¼ Ersetzungsschema
while
Abbruchkriterien nicht erfÄ ullt
Bei den GA wird im Gegensatz zu den ES zuerst eine geeignete Form der Codie-
rung zur Darstellung der problembeschreibenden Parameter gesucht. Dies erfolgt
analog zur Natur, in der die verschiedenen Genome durch Basenpaarsequenzen co-
diert sind, weshalb dieser Ansatz auch als genotypisch orientiert bezeichnet wird. Im
Unterschied zur Codierung mit vier Basenpaaren in der Natur, bevorzugt man aus
GrÄ unden der e±zienteren numerischen Behandlung bei GA binÄ are Codierungen.
Nach der Wahl der Codierung ¯ndet eine Initialisierung der Anfangspopulation statt.
Die Individuen der aktuellen Generation werden mittels einer Bewertungsfunktion,
die die GÄ ute des Individuums darstellt, bewertet. In einem zweiten Schritt wird
aus diesem Wert die individuelle Fitness berechnet. Durch ein zufallsgesteuertes
Auswahlverfahren, in das die Fitness der Individuen eingeht, werden Chromoso-
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somenvektoren bilden durch Rekombination neue Nachkommen, wobei die Auswahl
und die Rekombination durch ein Heiratsschema gesteuert wird. Anschlie¼end wird
aus den Nachkommen und den Elternchromosomen durch das Ersetzungsschema
die neue Generation gebildet und der Vorgang, beginnend mit der Bewertung der
Individuen der aktuellen Generation, bis zum Erreichen eines Abbruchkriteriums
wiederholt durchlaufen.
3.3.1 Codierung
GA bieten durch die Codierung eine MÄ oglichkeit auf diskrete Optimierungsprobleme
angewendet zu werden. UnabhÄ angig davon ist die Frage der Codierung bei GA von
zentraler Bedeutung, da eine geeignete Wahl ein Problem unter UmstÄ anden gut
lÄ osbar machen kann. Jedoch entstehen durch die Codierung auch Probleme.
So existiert bei der Codierung von reellen Zahlen die Problematik, da¼ bei einer re-
gulÄ aren binÄ aren Codierung in Mantisse und Exponent eine bitweise und damit kleine
VerÄ anderung im Chromosom starke VerÄ anderungen im PhÄ anotyp hervorrufen kann.
Dies resultiert bereits bei Betrachtung von Exponent oder Mantisse aus der Tatsa-
che, da¼ sich im Bitmuster sehr Ä ahnliche Zahlen in der phÄ anotypischen AusprÄ agung
sehr unterscheiden kÄ onnen. Andererseits kann bei Betrachtung der gesamten binÄ aren
ReprÄ asentation eine Ä Anderung an unterschiedlichen Stellen im binÄ aren Muster un-
terschiedlich starke VerÄ anderungen in der Zahl zur Folge haben, da ein Eingri® in
dem Teil der binÄ aren Sequenz, der die Mantisse codiert, geringere Auswirkungen
zeigt, als eine Ä Anderung im Bereich des Exponenten.
Zur Umgehung des erstgenannten Problems bietet sich die Verwendung eines Gray-
Codes an, der den Vorteil hat, da¼ bei Ä Anderung eines Bits des Bitmusters die
resultierende Zahl in der Nachbarschaft der Ursprungszahl liegt. Das zweite Pro-
blem kann durch Verwendung von an die Darstellung in Mantisse und Exponent
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Ein Vorteil der binÄ aren Codierung ist ihre in einem herkÄ ommlichen Computer
einfache Speicherung. ZusÄ atzlich existieren in der Regel e±ziente Methoden zur
AusfÄ uhrung von bitweisen Operationen, allerdings kann der Vorteil durch die RÄ uck-
rechnung der in codierter Form vorliegenden Information bei der GÄ utebewertung
teilweise oder auch vÄ ollig wieder kompensiert werden.
3.3.2 Heiratsschema
Anders als bei den ES, bei denen die Wahrscheinlichkeit eines Individuums zur Ver-
mehrung gleichverteilt ist, ist die Wahrscheinlichkeit der Auswahl der Elternchromo-
somen bei den GA von der individuellen Fitness abhÄ angig. Die individuelle Fitness
wird aus dem OptimalitÄ atsgrad des Individuums auf Basis der Bewertungsfunktion
bestimmt.
Die Form der Auswahl wird durch das Heiratsschema beschrieben, wobei sehr viele
spezielle Arten dieses Schemas genutzt werden. Eine einfache Form der Auswahl ist
die Erzeugung einer Rangordnung auf Basis der GÄ utefunktion und der Zuordnung
eines mit besserem Rang grÄ o¼er werdenden Subintervalls aus einem Intervall posi-
tiver reeller Zahlen. Je besser ein Individuum bewertet wird, um so grÄ o¼er ist das
ihm zugeordnete Intervall. Dann wird eine Zufallszahl generiert, deren Wert inner-
halb des Intervalls liegt, durch die das Individuum bestimmt wird, in dessen vorher
zugeordneten Subintervall diese Zahl liegt.
Die Zuordnung des Ranges zu den disjunkten Subintervallen erfolgt durch die Fit-
nessfunktion. Mit Variation der GrÄ o¼e der Subintervalle kann die Auswahl der In-
dividuen verÄ andert werden. Diese Auswahl kann entweder konstant fÄ ur die Dauer
der Optimierung sein, oder die IntervallgrÄ o¼e kann direkt proportional dem Opti-
mierungsgrad sein oder an andere FunktionsverlÄ aufe angepa¼t werden, wobei eine
gebrÄ auchliche Funktion die Exponentialfunktion ist. Zielsetzung dabei ist, da¼ In-
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haben als solche mit nur durchschnittlicher Bewertung. Die Wahl des Heiratssche-
ma hat Ein°u¼ auf das Konvergenzverhalten des Optimierungsprozesses. Speziell
in einem frÄ uhen Stadium der Optimierung fÄ uhrt eine zu starke Bevorzugung von
Individuen mit einer guten Bewertung zu einer zu diesem Zeitpunkt unerwÄ unschten
Konzentration der Population auf ein Gebiet des Suchraums und damit zu einer vor-
zeitigen Konvergenz in ein lokales Optimum. Im Gegensatz dazu kann im Fall eines
zu geringen Selektionsdrucks eine sehr geringe Konvergenzgeschwindigkeit oder das
rein stochastische Absuchen des Suchraums die Folge sein.
Der Hauptmechanismus der Nachkommenserzeugung bei GA ist die Rekombinati-
on, wie sie bei ES beschrieben wurde. Die anschlie¼ende Mutation der Nachkommen
besteht bei binÄ aren Chromosomenvektoren im allgemeinen in der zufallsgesteuer-
ten Inversion von einzelnen Komponenten der Vektoren. Die Wahrscheinlichkeit ei-
ner Inversion ist dabei in der Regel sehr gering und fÄ uhrt, insbesondere bei sehr
langen Chromosomenvektoren, nur ein Rauschen in den Suchproze¼ ein. Beide Me-
chanismen, Rekombination und Mutation, werden oft in spezieller Weise an das
bestehende Problem bzw. die Codierung angepa¼t. Dies ist zum Beispiel bei der
Standard-Codierung fÄ ur reelle Zahlen der Fall, wenn die GrÄ o¼e der VerÄ anderung
von der Position innerhalb des Chromosoms abhÄ angig ist.
3.3.3 Ersetzungsschema
Die Bildung der Folgegeneration wird durch das Ersetzungsschema, das auch Ein°u¼
auf die Auswahl der Individuen zur Nachkommenerzeugung haben kann, geregelt.
Die wichtigsten Varianten sind folgende :
1. Komplette Ersetzung:
Ersetze die aktuelle Generation vollstÄ andig durch die Nachkommen.3 EVOLUTIONÄ ARE ALGORITHMEN 34
2. Elitismus:
Ä Ubernehme die n besten Chromosomenvektoren der aktuellen Generation in
unverÄ anderter Form in die nÄ achste Generation.
3. Schwacher Elitismus:
Ä Ubernehme die n besten Chromosomenvektoren der aktuellen Generation in
mutierter Form in die nÄ achste Generation.
4. Letzte-Elimination:
LÄ osche die n schlechtesten der aktuellen Generation und bilde aus den ver-
bleibenden Individuen n neue Individuen mittels Heiratsschema. Diese bilden
zusammen mit den alten Individuen die neue Generation.
5. Zufalls-Elimination:
LÄ osche n zufÄ allig ausgewÄ ahlte Individuen der aktuellen Generation und bilde
aus den verbleibenden Individuen n neue Individuen mittels Heiratsschema.
6. Zufalls-Elimination mit Elitismus:
Ersetze n zufÄ allig ausgewÄ ahlte Individuen der aktuellen Generation durch n
Nachkommen, wobei die besten Individuen der aktuellen Generation stets
Ä ubernommen werden.
7. Tournament:
Mit gleicher Wahrscheinlichkeit werden eine Anzahl q von Individuen mit 1 < q
aus der Gesamtpopulation ausgewÄ ahlt und deren GÄ ute bestimmt. Das beste
Individuum wird in die nÄ achste Generation Ä ubernommen und der Vorgang
solange wiederholt, bis eine neue Generation generiert wurde.
Die verschiedenen Ersetzungsschemata haben unterschiedliche Auswirkungen auf
das Konvergenzverhalten und sind wesentlich fÄ ur die Optimierung. Bei der kom-
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sowohl des jeweils besten Individuums als auch die durchschnittliche der Popula-
tion in der Folgegeneration schlechter werden, weshalb die Bewertungsfunktion in
der Zeit nicht monoton steigend und daher die Konvergenzgeschwindigkeit geringer
sein kann. Dem steht der Vorteil gegenÄ uber, da¼ eine Dominanz von einigen guten
Individuen zu Beginn der Optimierung durchbrochen wird, die unter UmstÄ anden zu
einer vorzeitigen Konvergenz in einem lokalen Optimum fÄ uhren kÄ onnte.
Um die Monotonie der Bewertungsfunktion zumindest fÄ ur die besten Individuen zu
erreichen, wird als Ersetzungsschema der Elitismus eingefÄ uhrt. Die n besten Indi-
viduen werden in unverÄ anderter Form in die nÄ achste Generation Ä ubernommen. In
der Regel werden allerdings nur sehr wenige Individuen Ä ubernommen. Um eine bei
diesem Verfahren mÄ ogliche Dominanz eines "Superindividuums\ in der Vermehrung
zu verhindern, kann der Elitismus derart abgeschwÄ acht werden, da¼ die n besten
Individuen nur in mutierter Form in die nÄ achste Generation Ä ubernommen werden.
Die Variante bei der die schlechtesten n gelÄ oscht werden hat die selben Vor- und
Nachteile wie der Elitismus, konzentriert jedoch in der Regel, abhÄ angig von der
Mutationsrate, die Individuen schnell auf einen Teil des Suchraums. Das Eliminieren
der schlechtesten Individuen ist zusÄ atzlich oft von Nachteil, da diese auch in Teilen
Informationen enthalten kÄ onnen, die zum LÄ osen eines Problems wichtig sind, die
aber nur in Kombination mit anderen Teilen zu einer guten Bewertung fÄ uhren.
Diese Erkenntnis fÄ uhrte zur Entwicklung der beiden letzten Ersetzungsschemata.
Zur Kombination der verschiedenen (Sub-)Populationen miteinander existieren auch
bei GA im Prinzip dieselben Verfahren wie bei ES, um auch hier E®ekte natÄ urlicher
Evolution nutzbringend implementieren zu kÄ onnen.
3.3.4 Schemata-Theorem
Im Rahmen der Konvergenzanalyse von GA wurde der Begri® des Schema [Hol75]
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Form reprÄ asentiert, jedoch an einer oder mehreren Stellen eine Variable enthÄ alt. Als
Symbol wird das Zeichen # eingefÄ uhrt und entspricht entweder einer "1\ oder "0\, so
da¼ demnach ein Schema der LÄ ange l ein Element aus f0;1;#gl ist. Der Gesamtraum
Ml aller mÄ oglichen Chromosomen enthÄ alt 3l UnterrÄ aume aller mÄ oglichen Schemata.
Als Instanz eines Schema h 2 f0;1;#gl wird ein Chromosom c =< c1;c2;:::;cl >2
Ml bezeichnet, wenn alle Komponenten des Instanzen-Chromosoms die ungleich #,
gleich denen des Schema-Chromosoms sind. Jedes Element aus dem Ml stellt eine
Instanz von 2l Schemata dar. Folglich reprÄ asentiert eine Population mit p Individuen
zwischen 2l und p¤2l Instanzen. Es existieren 2l Instanzen wenn alle Chromosomen
gleich sind und p ¤ 2l Instanzen falls alle Chromosomen unterschiedlich sind. Damit
wird pro Generation eine gro¼e Zahl von UnterrÄ aumen gleichzeitig abgesucht und
bewertet [Gol89]. Dieser Proze¼ wird als implizite ParallelitÄ at der GA bezeichnet.
Die Weitervererbung eines Schema unterliegt den restriktiven KrÄ aften der geneti-
schen Operatoren, der Selektion, Rekombination und Mutation. Durch die Anwen-
dung dieser genetischen Operatoren wird ein Schema mit einer gewissen Wahrschein-
lichkeit zerstÄ ort. Wenn ein Schema eine besondere TeillÄ osung eines Problems enthÄ alt,
so ist es unerwÄ unscht wenn dieses Schema zerstÄ ort wird. Das Schema-Theorem
[Hol75] gibt eine Antwort auf die Frage, welche "
Ä Uberlebenschance\ ein Schema
hat und lautet wie folgt:
m(h;t + 1) ¸ m(h;t)
f(h)
< f >
(1 ¡ pr
d(h)
l ¡ 1
¡ pmo(h)): (16)
Es sind m(l;t) die Instanzen eines Schema h innerhalb einer Population von Chromo-
somenvektoren, f(h) die durchschnittliche Fitness aller Instanzen von h und < f >
die durchschnittliche Fitness der gesamten Population zum Zeitpunkt t. Desweite-
ren sind pr und pm die jeweils auf ein Chromosom bezogene Rekombinations- bzw.
Mutationswahrscheinlichkeit. Die Ordnung o(h) eines Schema h ist die Anzahl der
Positionen, die nicht das Variablensymbol # enthalten. Der Durchmesser oder die
de¯nierende LÄ ange d(h) eines Schema h ist der Abstand k ¡ i zwischen der ersten
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Das Schema-Theorem lÄ a¼t sich wie folgt erklÄ aren. Sind die ¯xen Positionen eines
Schema fÄ ur die Ä uberdurchschnittliche Fitness eines Chromosoms verantwortlich, so
wird dieses Schema bei einem Heiratsschema, welches die Individuen proportional zu
ihrer Fitness bestimmt, entsprechend hÄ au¯ger ausgewÄ ahlt. Damit hÄ angt die HÄ au¯g-
keit des Auftretens davon ab, um wieviel die Fitness der Instanzen des Schema die
durchschnittliche Fitness Ä ubertri®t. Jedoch kÄ onnen die Schemata durch Rekombi-
nation und Mutation zerstÄ ort werden. Dabei spielt die Ordnung und der Durch-
messer des Schema eine Rolle, denn je lÄ anger ein Schema ist, desto grÄ o¼er ist die
Wahrscheinlichkeit, da¼ es durch Rekombination "zerbrochen\, oder von Mutation
betro®en ist.
Das Schema-Theorem macht eine Aussage darÄ uber, welche Eigenschaften eine ef-
fektive Codierung haben mu¼. Es besagt, da¼ Ä uberdurchschnittliche Schemata von
kurzer de¯nierender LÄ ange und niedriger Ordnung in den Folgegenerationen hÄ au¯ger
ausgewÄ ahlt werden als solche, die diese Eigenschaften nicht besitzen. Selbst wenn bei
der Rekombination und Mutation Information zerstÄ ort wird, behÄ alt der GA dieses
Verhalten bei. Daraus lÄ a¼t sich ableiten, da¼ eine Codierung inhaltlich zusammen-
gehÄ origer Information nicht getrennt auf dem Chromosom liegen sollten und die
Codierung mÄ oglichst kurz sein sollte.
Aus dem Schema-Theorem wird die Building-Block-Hypothese abgeleitet, welche
besagt, da¼ die GA aus Schemata niedriger Ordnung, kleinem Durchmesser und
Ä uberdurchschnittlicher Fitness, den sogenannten Building-Blocks, die LÄ osung suk-
zessive aufbauen. Diese Hypothese erklÄ art jedoch nicht das LÄ osungsverhalten von
GA bei Problemen, die nur durch Kombination von Schemata mit geringer Fitness
gelÄ ost werden kÄ onnen. Daher lÄ a¼t sie sich nicht verallgemeinern und ist nur be-
dingt als ErklÄ arungsmodell tauglich. Jedoch kann man daraus ableiten, da¼ ein GA
Schwierigkeiten bei der LÄ osung von Problemen haben wird, bei der zum einen die
Rekombination von kompakten Schemata mit sehr geringer Fitness zu Chromoso-
men mit hoher Fitness fÄ uhrt und zum anderen, die Rekombination von Schemata3 EVOLUTIONÄ ARE ALGORITHMEN 38
mit hoher Fitness zu solchen mit geringer Fitness fÄ uhrt.
3.4 Vergleich zwischen ES und GA
Beiden Verfahren ist zunÄ achst einmal gemein, da¼ sie zu Beginn eines Optimierungs-
prozesses mit einer breiten Verteilung im Suchraum starten und sich zum Abschlu¼
der Optimierung auf einen Ausschnitt des LÄ osungsraums konzentrieren. Es existie-
ren fÄ ur beide Arten von EA allerdings mittlerweile eine nahezu unÄ uberschaubare
Anzahl von Varianten, die auch die Grenze zwischen beiden Algorithmen °ie¼end
werden lassen. So werden beispielsweise bei den GA reelle anstatt binÄ arer Vektoren
bei bestimmten Problemstellungen verwandt.
Auch eine allgemeingÄ ultige Antwort auf die Frage welcher der Algorithmen in einem
speziellen Fall besser ist, kann nicht gegeben werden. Jeder der beiden Algorithmen
funktioniert je nach Aufgabenstellung [HB92] unterschiedlich gut.
Allgemein lÄ a¼t sich nur sagen, da¼ beide Algorithmen eine LÄ osung nur schwer ¯nden,
wenn die Landschaft der Bewertungs-, bzw. QualitÄ atsfunktion in der Nachbarschaft
eines sehr ausgeprÄ agten Optimums sehr °ach ist, d.h. da¼ die Fehlerfunktion sich
kaum oder Ä uberhaupt nicht Ä andert. Dort hat der Algorithmus keine Anhaltspunk-
te, in welche Richtung er die Population verschieben soll, wobei jedoch auch die
meisten klassischen Verfahren hierbei kein LÄ osung ¯nden. Jedoch haben die evoluti-
onÄ aren Algorithmen, aufgrund der stochastischen Komponente, die MÄ oglichkeit das
Optimum zufÄ allig zu ¯nden.
Neben der Wahl des geeigneten Verfahren ist die Wahl der einzelnen Strategie-
parameter der Optimierung stark problemabhÄ angig und es existieren keine gene-
rell gÄ ultigen Vorschriften wie diese einzustellen sind, um eine gute Konvergenz zu
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dieser Problematik. So ist ein hÄ au¯g gewÄ ahltes Verfahren die Einbeziehung der Steu-
erparameter in den Optimierungsproze¼. Jedoch beein°u¼t auch die Anforderungen
die an die Genauigkeit einer LÄ osung gestellt werden die Parameterwahl. So steigt in
der Regel neben der Genauigkeit auch die Rechenzeit betrÄ achtlich. Insgesamt ist es
jedoch die Feinabstimmung des, Algorithmus die einen betrÄ achtlichen Aufwand mit
sich bringt.
Zum aktuellen Stand des theoretischen VerstÄ andnisse sei folgendes zitiert ([B+97],
Seite 11):
In contrast, the theoretical foundations are to some extent still weak. To
say it more pithy: We know that they work, but we don't know why. As
a consequence, inexperienced user fall into the same traps repeatedly,
since there are only few rules of thumb for design and parametrization
of evolutionary algorithms.4 SIMULATIONSEXPERIMENTE 40
4 Simulationsexperimente mit Zufallssignalen
und einer deterministischen Funktion
4.1 Lernen am Beispiel der logistischen Abbildung
Um die prinzipielle LeistungsfÄ ahigkeit sowohl der GA, als auch der ES zu testen,
wurden neuronale Netze anhand verschiedener Testbeispiele mittels dieser Algorith-
men trainiert. Zur Untersuchung des Verhaltens der Algorithmen ist zunÄ achst eine
PrÄ adiktionsaufgabe ohne explizite ZeitabhÄ angigkeit gewÄ ahlt worden.
Die Aufgabe des neuronalen Netzes im Testbeispiel der logistischen Abbildung ist
die Approximation der quadratischen Abbildung
xt+1 = rxt(1 ¡ xt): (17)
Die logistische Abbildung beschreibt rekursiv das Wachstum von Populationen bei
vollstÄ andigem Generationenwechsel, wobei der Faktor r die Vermehrungsrate dar-
stellt und x die auf den Wert eins normierte Population ist. FÄ ur bestimmte Werte
von r weist die logistische Abbildung ein chaotisches Verhalten auf [KS86]. Die Test-
und Trainingsmenge enthielt jeweils P = 1000 Muster. Erzeugt wurden die Mengen
durch 2000 Iterationen von Gleichung (17), wobei der Parameter r zu 3.9 und als
Initialwert x0 ein Wert von 0.9 festgesetzt wurde. Mit dem so gewÄ ahlten Wert fÄ ur
r weist die Funktion kein chaotisches, sondern ein quasiperiodisches Verhalten auf.
Das Bild 8 zeigt einen Ausschnitt dieser Abbildung.
Als neuronales Netz wurde ein mehrschichtiges Perzeptron mit einer verborgenen
Schicht bestehend aus N = 10 Neuronen, sowie einem Eingabe- und einem Aus-
gabeneuron eingesetzt. Als Aktivierungsfunktion der verborgenen und der Ausga-
beneuronen fand die Fermi-Funktion Verwendung. Zum Training des Netzes wurde
das Muster xt am Eingang und die Sollausgabe xt+1 am Ausgabeneuron prÄ asentiert.4 SIMULATIONSEXPERIMENTE 41
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Bild 8: Logistische Abbildung
Der mittlere quadratische Fehler pro Muster 18 stellt die QualitÄ ats- bzw. Bewer-
tungsfunktion dar.
MSE =
1
P
P X
t=1
(xt ¡ xsoll
t )
2 (18)
4.1.1 Logistische Abbildung mit GA
Bei den GA ¯ndet durch die Codierung der Gewichtsvektoren eine Quantisierung des
Suchraumes statt. Dadurch wird der Suchraum bei diesen Algorithmen absichtlich
verkleinert. Das Intervall [¡g;g] wurde mit nach au¼en abnehmender Genauigkeit
quantisiert. Dies bewirkt eine AnnÄ aherung der HÄ au¯gkeitsverteilung an eine Gau¼-
glocke, da diese Verteilung oft bei trainierten Netzen zu beobachten ist. In Vortests
wurde als LÄ osungsraum das Intervall [¡5:0;5:0] bestimmt.
Als Codierungsverfahren fand ein Codebuch der quantisierten Gewichte Verwen-
dung, dessen Indizes durch einen Gray-Code nachbarschaftserhaltend angeordnet4 SIMULATIONSEXPERIMENTE 42
wurden. Diese Art der Codierung vermeidet, da¼ OrtsabhÄ angigkeiten innerhalb der
Chromosomen bei der Mutation oder der Rekombination berÄ ucksichtigt werden
mÄ ussen. Die Gewichte der Ausgabeschicht und der verborgenen Schicht wurden als
zwei getrennte, voneinander unabhÄ angige Chromosomen betrachtet und verarbeitet.
Als Ersetzungsschema wurde einmal Zufalls-Elimination und zum anderen Letzte-
Elimination mit n = 10 gewÄ ahlt. ZusÄ atzlich fand ein Test der beiden Varianten mit
und ohne Elitismus statt.
Vortests zeigten, da¼ eine uniforme Rekombination nicht oder nur sehr langsam zu
einer Konvergenz fÄ uhrt. Daher wurde die Untersuchung auf die Rekombination an
einer Stelle des Chromosomenstranges beschrÄ ankt. Der Mutationsoperator wurde
durch eine punktuelle Bitinversion pro Chromosom realisiert, mit einer Mutations-
wahrscheinlichkeit von einer Inversion auf 103 Bits.
Die Population bestand bei allen Tests aus 50 Individuen, da mit kleineren Po-
pulationsgrÄ o¼en in Vortests keine Konvergenz zu erreichen war. Die Fitness eines
Individuums wurde proportional zur Bewertung gewÄ ahlt und nach Erreichen von
1000 Generationen wurde das Training abgebrochen. Das Kriterium fÄ ur die LÄ osung
des Problems bestand darin, da¼ der MSE kleiner 0.1 auf der Testmenge war.
Tabelle 1: MSE der logistischen Abbildung, GA mit Elitismus
Ersetzungsschema Quant.-Stufen Generationen MSE
Letzte-Elimination 28 1000 0.14
Zufalls-Elimination 28 1000 0.17
Letzte-Elimination 212 780 0.065
Zufalls-Elimination 212 840 0.071
Letzte-Elimination 216 810 0.043
Zufalls-Elimination 216 920 0.0574 SIMULATIONSEXPERIMENTE 43
Tabelle 2: MSE der logistischen Abbildung, GA ohne Elitismus
Ersetzungsschema Quant.-Stufen Generationen MSE
Letzte-Elimination 28 1000 0.16
Zufalls-Elimination 28 1000 0.15
Letzte-Elimination 212 800 0.085
Zufalls-Elimination 212 820 0.092
Letzte-Elimination 216 850 0.080
Zufalls-Elimination 216 950 0.079
In den Tabellen 1 und 2 sind die Ergebnisse der einzelnen Tests, MSE pro Muster
und Anzahl der benÄ otigten Generationen, geordnet nach Ersetzungsschema und An-
zahl der Quantisierungsstufen dargestellt. Tabelle 1 enthÄ alt die Ergebnisse fÄ ur die
GA mit Elitismus und Tabelle 2 diese fÄ ur die GA ohne Elitismus. Wie in den Tabel-
len 1 und 2 zu sehen, gelingt es bei einer geringen Anzahl von Quantisierungsstufen
nicht, eine LÄ osung zu ¯nden. In den Bildern 9 und 10 sind sowohl die Ist-, als auch
die Soll-Ausgaben dargestellt, indem die Ausgabewerte x(t + 1) und die Eingabe-
werte x(t) gegeneinander aufgetragen sind. Bild 9 zeigt dies fÄ ur das beste Netz mit
216 Quantisierungsstufen und Bild 10 fÄ ur 212 Stufen.
Bei zunehmender Anzahl der Quantisierungstufen ¯ndet der Algorithmus eine
LÄ osung, jedoch nimmt neben der Approximationsgenauigkeit, zugleich die Anzahl
der benÄ otigten Generationen zu. Bei Verwendung zu weniger Quantisierungsstu-
fen kann das LÄ osungsverhalten qualitativ wie folgt beschrieben werden. Nach einer
raschen Abnahme des quadratischen Fehlers bis auf einen bestimmten Fehlerwert
war die weitere Verbesserung nur noch marginal. Dabei beschrieb der Fehler der
verÄ anderbaren Individuen eine Punktwolke um den besten Fehlerwert, mit einer
starken AusprÄ agung zu schlechteren Fehlerwerten hin. Im Gegensatz dazu wurde
der Fehler des jeweils besten Individuums im Experiment mit einer hÄ oheren Anzahl4 SIMULATIONSEXPERIMENTE 44
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Bild 9: Logistische Abbildung, 216 Quant.-Stufen, MSE = 0:045
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Bild 10: Logistische Abbildung, 212 Quant.-Stufen,MSE = 0:0654 SIMULATIONSEXPERIMENTE 45
von Quantisierungsstufen nahezu kontinuierlich kleiner, wobei dieser E®ekt zunahm,
je hÄ oher die Stufenanzahl war. Dieses Verhalten des GA bei einer zu geringen An-
zahl der Quantisierungsstufen resultiert aus der Tatsache, da¼ der Algorithmus nicht
mehr Informationen Ä uber eine Entwicklungsrichtung im Suchraum gewinnen kann,
da die Ä Anderungen der Bewertungsfunktion zu gro¼ waren. Au¼erdem gleichen sich
die Individuen einer Population im Laufe der Optimierung immer mehr an, d.h. sie
werden sich immer Ä ahnlicher. Die Bevorzugung von Individuen mit besserer Bewer-
tung bewirkt auf diese Weise, da¼ die anfÄ angliche Verteilung im Suchraum zuneh-
mend schmaler wird und die Suche leichter in einem lokalen Minimum enden kann.
VerstÄ arkung erfÄ ahrt dieser E®ekt zusÄ atzlich durch die geringe Anzahl der Quantisie-
rungsstufen, weil damit die Anzahl der mÄ oglichen Individuen, die durch Anwendung
der genetischen Operatoren aus einem Individuum entwickelbar sind, eingeschrÄ ankt
ist. Auch die Verwendung einer Variante des GA mit hÄ oherer Mutationsrate fÄ uhrte
nicht zu einer LÄ osung. Mit wachsender Anzahl der Quantisierungsstufen ist der Al-
gorithmus in der Lage, auch notwendige kleine Schritte auszufÄ uhren, die sukzessive
zu einer LÄ osung fÄ uhren.
FÄ ur die LÄ osbarkeit und Genauigkeit der Approximation zeigten die unterschiedli-
chen Varianten des Algorithmus bei gleicher Anzahl der Quantisierungsstufen kaum
einen Unterschied. Allerdings di®erierten Konvergenzgeschwindigkeit und Konver-
genzverhalten. Die grÄ o¼ere Anzahl der Quantisierungsstufen fÄ uhrte einerseits zu ei-
ner genaueren Approximation der logistischen Abbildung mit kleinerem Fehler, an-
dererseits war die Konvergenzgeschwindigkeit durch die geringere Schrittweite der
genetischen Operatoren geringer. Wie aus den Tabellen 1 und 2 ersichtlich ist, zeigen
die Varianten des GA, die die Vermehrung der Individuen mit einer hÄ oheren Bewer-
tung bevorzugen, d.h. jene mit Ersetzungsschema Letzte-Elimination und Elitismus,
eine in der Regel hÄ ohere Konvergenzgeschwindigkeit.4 SIMULATIONSEXPERIMENTE 46
4.1.2 Logistische Abbildung mit ES
Eine ES-Variante mit der das neuronale Netzwerk trainiert wurde, war eine
(25/2,25)-Strategie mit und ohne Elitismus. Die Mutationrate war global fÄ ur alle In-
dividuen gleich durch den Mutationsgrenzwert ®m = 1:25 und die Varianz ¾m = 0:5
festgelegt. Die HÄ au¯gkeit fÄ ur eine Rekombination wurde durch den Rekombinations-
grenzwert ®r = 0:5 und die Varianz von ¾r = 1:0 bestimmt. Neben diesen Varianten
wurde ein Algorithmus getestet, der eine Mischform zwischen ES und GA darstellt.
Dabei wurde ein Ersetzungsschema mit Fitnessfunktion anstatt der Bewertungs-
funktion der ES benutzt. Das Ersetzungsschema selbst war Letzte-Elimination mit
n = 10.
Auf diese Art sollte getestet werden, ob eine Bevorzugung der besten Individuen
auch bei diesem Algorithmus die Konvergenz beschleunigt. Wie bei GA wurde nach
Erreichen der maximalen Anzahl von 1000 Generationen das Training abgebrochen.
Das Problem galt als erfolgreich gelÄ ost, wenn der MSE · 0:1 auf der Testmenge
war.
Tabelle 3: MSE der logistischen Abbildung bei Gewichtstraining mit ES unter Ver-
wendung verschiedener Ersetzungsschemata
Ersetzungsschema Elitismus Generationen MSE
Standard Ja 770 0.04
Standard Nein 940 0.045
Letzte-Elimination Ja 600 0.03
Letzte-Elimination Nein 700 0.047
In Tabelle 3 ist der MSE pro Muster, geordnet nach dem verwendeten Ersetzungs-
schema, Elitismus und der Generationenanzahl, dargestellt. Wie der Tabelle zu ent-
nehmen ist, konvergieren solche Strategien schneller, bei denen die Individuen mit4 SIMULATIONSEXPERIMENTE 47
besserer Bewertung bevorzugt werden. Insbesondere die Variante Letzte-Elimination
mit Elitismus zeigt bei vergleichbarem Fehler eine deutlich hÄ ohere Konvergenzge-
schwindigkeit als alle anderen Varianten.
In einem separaten Test wurden Strategien zur Optimierung der Mutationsparame-
ter und Ein°Ä usse der PopulationsgrÄ o¼e untersucht, wobei die beste ES-Variante aus
dem vorangegangenen Test verwandt wurde. Im Falle der grÄ o¼eren Population mit
100 Individuen war die Anzahl der zu lÄ oschenden Elemente n = 35. Einmal wur-
den global fÄ ur alle Individuen in Vorversuchen optimierten Parameter der Mutation
wÄ ahrend des Trainings schrittweise auf ihren halben Ausgangswert am Ende des
Trainingszyklus verringert. Diese Vorgehensweise wurde gewÄ ahlt, um zu prÄ ufen, ob
der Algorithmus durch Reduktion der Mutation und damit der Schrittweite, leichter
ein Optimum erreicht. Vergleichen lÄ a¼t sich diese Vorgehensweise mit der Verringe-
rung der Lernschrittweite ´ bei Backpropagation-Algorithmen. Zum anderen wurden
die Parameter selbst als zu optimierende Variablen aufgefa¼t und jedem Individuum
ein eigenes Parameterpaar zugeordnet.
Tabelle 4: MSE der logistischen Abbildung bei Optimierung der Mutationsparame-
ter
Mutations-Optimierung Individuen Generationen MSE
Global 25 600 0.03
Global 100 550 0.016
Global mit Reduktion 25 480 0.014
Global mit Reduktion 100 570 0.01
Individuell 25 1000 0.14
Individuell 100 720 0.005
Tabelle 4 zeigt den Fehler pro Muster und die benÄ otigte Generationenzahl geordnet
nach der verwendeten Mutationsart und der Anzahl der Individuen. Die Ergebnis-4 SIMULATIONSEXPERIMENTE 48
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Bild 11: Logistische Abbildung, MSE = 0:005
se zeigen zum einen, da¼ der Aufwand, gemessen durch die Anzahl der getesteten
Individuen als Produkt aus PopulationsgrÄ o¼e und Zahl der durchlaufenen Genera-
tionen, mit der PopulationsgrÄ o¼e stark ansteigt. Andererseits steigt die Genauigkeit
der Approximation der Abbildung, wie in Bild 11 zu sehen ist, so da¼ die Wahl der
PopulationsgrÄ o¼e ma¼geblich von der gewÄ unschten QualitÄ at der LÄ osung abhÄ angt.
4.1.3 Bewertung und Vergleich
Insgesamt zeigt sich, da¼ ES eine hÄ ohere Konvergenzgeschwindigkeit aufweisen als
GA. Zum einen pro¯tieren sie von der direkten Verwendung der reellen Zahlen,
auf die die genetischen Operatoren angewendet werden. Zum anderen bietet o®en-
sichtlich die Verwendung der Mutation als treibender Optimierungsoperator den
Vorteil, den LÄ osungsraum e±zienter absuchen zu kÄ onnen. Die PopulationsgrÄ o¼e hat
zunÄ achst die Eigenschaft, die Konvergenzgeschwindigkeit zu reduzieren. Allerdings
ist bei grÄ o¼eren Populationen die Parameterwahl dann weniger emp¯ndlich. Dies
erleichtert die Bestimmung derselben, speziell wenn man die Optimierung der Pa-4 SIMULATIONSEXPERIMENTE 49
rameter automatisiert in den eigentlichen Optimierungsproze¼ integriert.
Desweiteren hat die PopulationsgrÄ o¼e Ein°u¼ auf die Genauigkeit der LÄ osung, da
Varianten mit geringeren PopulationsgrÄ o¼en vorzeitig in ein lokales Optimum kon-
vergieren kÄ onnen. Dies kann speziell bei Problemstellungen die eine exakte Pro-
blemlÄ osung verlangen { beispielsweise bei solchen, deren Fehlerlandschaft in der
Umgebung eines Optimum sehr steil ist { bedeuten, da¼ eine LÄ osung nur dann gefun-
den wird, wenn die PopulationsgrÄ o¼e einen bestimmten Wert Ä uberschreitet. Neben
der geringeren PopulationsgrÄ o¼e und der fÄ ur gute Konvergenz benÄ otigten hÄ oheren
Generationenanzahl sind die GA auch bezÄ uglich der reinen Rechengeschwindigkeit
langsamer, da trotz der Mutation auf binÄ arer Ebene schon allein die Decodierung
zusÄ atzliche Rechenzeit benÄ otigt. In den weiteren Tests wurden daher nur ES be-
trachtet.
Aus den vorgestellten Ergebnissen sollte nicht der falsche Eindruck entstehen, da¼
eine LÄ osung mit einer relativ geringen PopulationsgrÄ o¼e (· 100), also einem nied-
rigen Rechen- und Zeitaufwand zu ¯nden ist. Bei kleinen Populationen ist die Pa-
rameteroptimierung sehr aufwendig, da diese exakt eingestellt werden mÄ ussen, um
einerseits eine vorzeitige Konvergenz und andererseits eine ungerichtete, zufÄ allige
Suche zu verhindern. Die Verteilung der Population wird im ersten Fall zu schmal,
d.h. die Population kontrahiert und konzentriert dadurch die Suche in einem lokalen
Optimum. Im zweiten Fall werden lediglich zufÄ allige Ergebnisse erzielt und es erfolgt
keine zielgerichtete Absuche optimumverdÄ achtiger Gebiete des Suchraumes. Daher
sind die Ergebnisse kleinerer Netze wesentlich von einer guten Initialisierung, d.h.
von guten Startpunkten und einer guten Verteilung der Population im Suchraum
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4.2 Latching-Problem
Ein Ä uberschaubares Problem zur Untersuchung der Frage, ob ein Algorithmus in der
Lage ist lange ZeitabhÄ angigkeiten zu erkennen und zu trainieren bzw. Informationen
Ä uber lange Zeitdauern zu speichern,ist das Latching-Problem [B+94]. Das verwendete
neuronale Netz, in Bild 12 dargestellt, besteht aus einem einzigen Ausgabeneuron
y(t) mit einer rekurrenten Verbindung und drei Eingabeneuronen e1(t);e2(t) und
er(t). Es ist ein Klassi¯kationsproblem mit zwei Klassen, das in der modi¯zierten
Variante von [G+96] wie folgt de¯niert ist.
e(t) r e (t) 1 e (t) 2
y(t)
Bild 12: Netz des Latching-Problems
Beide Eingabeneuronen e1(t) und e2(t) sind Null fÄ ur alle Zeiten 1 < t · T. Zum
Zeitpunkt t = 1 sind fÄ ur Muster der Klasse 1 e1(t) = 1, e2(t) = 0 und fÄ ur Muster
der Klasse 2 e1(t) = 0 und e2(t) = 1. Das Eingabeneuron er(t) injiziert ab dem
Zeitpunkt t > tL ein gleichverteiltes Rauschen U(¡b;b) aus dem Intervall [¡b;b] mit
b = 0:155:
er(t) =
8
> <
> :
0 : t · tL
U(¡b;b) : tL < t · T
: (19)
Insbesondere haben zur Zeit t = f2;3g alle Eingabeneuronen die AktivitÄ at Null.
Die Transferfunktion des Ausgabeneurons ist der Tangens-Hyperbolicus und das
Gewicht wr = 1:25 der rekurrenten Verbindung ist so eingestellt, da¼ das Netz zwei4 SIMULATIONSEXPERIMENTE 51
stabile Fixpunkte um §0:710 und einen instabilen Fixpunkt bei Null hat. Dieses
Gewicht ist konstant wÄ ahrend des gesamten Trainings, ebenso das Gewicht von dem
Eingabeneuron er(t) das konstant wn = 1:0 ist. Das hei¼t, da¼ nur die Gewichte w1;2
von den beiden Eingabeneuronen e1(t) und e2(t) trainierbar sind, wobei die Initial-
werte der Gewichte aus der selben Verteilung U(¡b;b) wie das Rauschen stammen.
Alle Muster haben die gleiche LÄ ange T und das Rauschen beginnt zum Zeitpunkt
tL = 3. Der Fehler fÄ ur die anliegenden Muster wird nur am Schlu¼ einer Musterse-
quenz, d.h. zum Zeitpunkt t = T berechnet. Als Sollausgabe fÄ ur die Klasse 1 wird
asoll;1(T) = 0:8 und fÄ ur die Klasse 2 asoll;2(T) = ¡0:8 gewÄ ahlt. Ein Muster gilt als
richtig klassi¯ziert, wenn die quadratische Abweichung F(T) · 0:2 ist.
Be¯ndet sich das Netz in einem der Fixpunkte und wird im weiteren lediglich Rau-
schen aus dem angegebenen Intervall angelegt, so verbleibt es im angenommenen
Fixpunkt. Der Trainingsalgorithmus mu¼ daher die Gewichte w1;2 derart verÄ andern,
da¼ das Netz bei Anlegen eines Musters zum Zeitpunkt t = 1, in einen der entspre-
chenden Musterklasse zugeordneten Fixpunkt getrieben wird, den es dann wÄ ahrend
der gesamten Mustersequenz nicht mehr verlÄ a¼t. Dies ist mit Sicherheit dann der
Fall, wenn die Gewichte w1 ¸ 0:6 und w2 · ¡0:6 sind. Hat der Algorithmus eine
derartige LÄ osung gefunden, so kann das Netz Muster mit beliebiger SequenzlÄ ange
T korrekt klassi¯zieren, da die Einstellungen des Netzes und der Muster so gewÄ ahlt
sind, da¼ das Netz nicht mehr aus einem eingenommenen, stabilen Zustand heraus-
kommt. Also fÄ allt die Fehlerebene in der direkten Umgebung des Optimums steil ab
und das Optimum ist eine ausgedehnte, ebene Hyper°Ä ache. Damit ist dieses Pro-
blem prinzipiell sehr leicht zu lÄ osen, speziell fÄ ur einen Optimierungsalgorithmus der
stochastisch basiert ist.
FÄ ur die vergleichenden Messungen wurden jeweils eine Trainings- und eine Testmen-
ge bestehend aus 30 Mustern pro Klasse generiert, wobei die MustersequenzlÄ ange
T von 20{200 in Zweierschritten zunehmend vergrÄ o¼ert wurde. Eine Messung wur-
de dann als erfolgreich gewertet, wenn spÄ atestens nach Erreichen einer festgelegten4 SIMULATIONSEXPERIMENTE 52
Anzahl von Trainingsschritten die Erkennungsrate auf der Testmenge 100 Prozent
war.
Das Netzwerk wurde zum einen mittels BPTT trainiert, mit einem Wert fÄ ur ´ von 0.1
und einer maximalen Anzahl von 200 Epochen, wobei im Regelfall die Konvergenz
innerhalb einiger Dutzend Epochen erfolgte. Jeder Me¼punkt mit unterschiedlichem
T wurde zur Vermeidung von AbhÄ angigkeiten von der Anfangsinitialisierung, 100
mal gemessen. Zum anderen wurde das Netzwerk durch eine (25/2,25)-Strategie mit
Elitismus und Ersetzungsschema Letzte-Elimination mit n = 10 trainiert. Der Mu-
tationgrenzwert war ®m = 1:5 und die Varianz ¾m = 0:05. Der Rekombinationgrenz-
wert war ®r = 0:5 und die Varianz ¾r = 1:0. Das beste Netz wurde unverÄ andert in
die nÄ achste Generation Ä ubernommen. Speziell die Mutationsparameter wurden klein
gewÄ ahlt, um zu verhindern, da¼ die LÄ osung durch einen rein stochastischen Such-
vorgang gefunden wird. Aufgrund der Parameterwahl wurde die maximale Anzahl
der Generationen auf 300 begrenzt und aus GrÄ unden des hÄ oheren Rechenaufwands
wurde fÄ ur jeden Me¼punkt nur 10 mal statt wie beim BPTT 100 mal gemessen.
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Bild 13: AWS in AbhÄ angigkeit von der SequenzlÄ ange T4 SIMULATIONSEXPERIMENTE 53
Das Konvergenzverhalten ist bei beiden Verfahren sehr Ä ahnlich. Nach geringer suk-
zessiver Abnahme des Fehlers, wird innerhalb weniger Trainingsschritte der Fehler
sehr klein und die Erkennungsrate hoch. In Bild 13 ist der Anteil der erfolgreichen
Simulationen (AWS), normiert auf die Gesamtzahl der Simulationen, pro Me¼punkt
T aufgetragen, sowohl fÄ ur BPTT als auch fÄ ur ES. Es zeigt sich, da¼ die mit dem
BPTT-Algorithmus trainierten Netzwerke nicht in der Lage sind, Mustersequenzen,
die lÄ anger als 36 Zeittakte sind, zu verarbeiten Im Gegensatz dazu ist es mit evolu-
tionÄ ar trainierten Netzen mÄ oglich, bei dieser sehr eingeschrÄ ankten Problemstellung,
wesentlich lÄ angere Mustersequenzen, bis zu einer LÄ ange von T = 200, richtig zu
klassi¯zieren.
Um bei BPTT zu testen, ob die im Gradienten unterreprÄ asentierte Zeitinformation
fÄ ur die eingeschrÄ ankte LeistungsfÄ ahigkeit verantwortlich ist, wurde in einer weiteren
Messung dem BPTT zu jedem Zeitpunkt der Fehler eingespeist. Gibt man dem
BPTT zusÄ atzliche Informationen durch Berechnung des Fehlers zu jedem Zeitpunkt
und speist dies in die Gradientenberechnung ein, so ist auch der BPTT-Algorithmus
in der Lage dieses Problem fÄ ur beliebige Werte von T zu lÄ osen.
4.3 Automaton-Problem
Das Automaton-Problem stellt eine Klassi¯kationsaufgabe dar, bei der verschiede-
ne Restriktionen des Latching-Problems aufgehoben sind. Zum einen ist die Anzahl
der Neuronen grÄ o¼er und alle Gewichte sind trainierbar. Andererseits unterliegt der
Teil der Eingabe, der Rauschen darstellt, nicht mehr der Restriktion, da¼ das Netz-
werk trotz der StÄ orung fÄ ur immer in dem stabilen Attraktor des Fixpunktes des
Ausgabeknotens verbleibt. Das vollvernetzte Netz besteht aus 6 verborgenen Neu-
ronen, einem Ausgabe- und einem Eingabeneuron und besitzt damit 56 trainierbare
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Alle Gewichte wurden aus dem Intervall [¡0:5;0:5] mit gleichverteilter Wahrschein-
lichkeit initialisiert. Wie bei dem Latching-Problem dient als Transferfunktion der
verborgenen Neuronen und des Ausgabeneurons der Tangens-Hyperbolicus.
0/1 0/1
1
0/1
0
0/1
Bild 14: Endlicher Automat mit 5 ZustÄ anden
Das Eingabemuster besteht aus einer binÄ aren Sequenz der LÄ ange T, dadurch ist
das Rauschen auf den Maximalwert von Eins begrenzt. Die ZugehÄ origkeit zu einer
Klasse wird dadurch de¯niert, da¼ das Eingabeneuron e(t) zum Zeitpunkt tL = 3
entweder die AktivitÄ at 0 fÄ ur die Klasse 1, oder 1 fÄ ur die Klasse 2 annimmt.
e(t) =
8
> > > > > <
> > > > > :
0 oder 1 zufÄ allig : 0 < t < tL
0 2 Klasse 1 ;1 2 Klasse 2 : t = tL
0 oder 1 zufÄ allig : tL < t · T
(20)
Alle Mustersequenzen kÄ onnen durch einen endlichen Automaten mit 5 ZustÄ anden,
wie in Bild 14 gezeigt, erzeugt werden. Trainings- und Testmenge bestanden jeweils
aus 500 Mustern. Als Sollausgabe wurde fÄ ur die Klasse 1 asoll;1(T) = 1:0 und fÄ ur
die Klasse 2 asoll;2(T) = ¡1:0 gewÄ ahlt. Auch bei diesem Problem wurde nur der
Fehler am Ende einer Sequenz berechnet und in den entsprechenden Algorithmus
berÄ ucksichtigt. Ebenso galt ein Muster als richtig klassi¯ziert, wenn der quadratische
Fehler am Ende der Sequenz F(T) · 0:2 war.4 SIMULATIONSEXPERIMENTE 55
4.3.1 Konvergenzverhalten des ES bei unterschiedlichen Parameterein-
stellungen
Ein RNN stellt ein nichtlineares dynamisches System dar, das unter UmstÄ anden sehr
sensitiv auf Ä Anderungen der Gewichtsmatrix mit einer unerwÄ unschten VariabilitÄ at
der Ausgabe reagieren kann. Deshalb wurde bei diesem Testbeispiel speziell das
Konvergenzverhalten bei unterschiedlichen Parametereinstellungen betrachtet.
FÄ ur diese Untersuchung wurde eine ES mit Letzte-Elimination verwendet. Als
Trainings- und Testmenge fanden Mustersequenzen der LÄ ange T = 15 Einsatz.
Untersucht wurde zum einen der Ein°u¼ der Rekombination und der Mutation.
Au¼erdem wurde der Selektionsdruck durch Variation der PopulationsgrÄ o¼e und des
Parameters n fÄ ur die Anzahl der zu eliminierenden Individuen verÄ andert. Damit ver-
bunden war die Untersuchung des Ein°usses des Elitismus mit einem oder mehreren
Individuen, die unverÄ andert in die nÄ achste Generation Ä ubernommen wurden.
Es wurde zunÄ achst die Wirkung der Mutation auf das Konvergenzverhalten un-
tersucht. Dazu wurde eine (25/2,25)-Strategie mit Elitismus und Ersetzungssche-
ma Letzte-Elimination mit n = 10 und drei unterschiedlichen Einstellungen der
Mutations-Parameter getestet. Der Rekombinationsgrenzwert war ®r = 0:5, die Va-
rianz ¾r = 1:0 und das beste Individuum wurde unverÄ andert in die nÄ achste Generati-
on Ä ubernommen. Alle Mutationsparameter waren global fÄ ur die gesamte Population
eingestellt und wurden innerhalb der maximalen Generationenanzahl auf die HÄ alfte
ihres Anfangswertes reduziert. Zum Vergleich wurden die Parameter so eingestellt,
da¼ die Mutationsrate bei der ersten Messung sehr gering war und in den weite-
ren Messungen vergrÄ o¼ert wurde, wobei eine der verwendeten Parametereinstellung
empirisch optimiert wurde.
In Tabelle 5 sind die Mutationsparameter absteigend nach der Mutationsrate und
die Ergebnisse der Messungen, d.h. Generationenanzahl, und die prozentuale Er-4 SIMULATIONSEXPERIMENTE 56
kennungsrate aufgefÄ uhrt. Bild 15 zeigt in AbhÄ angigkeit von der Generationenanzahl
Tabelle 5: Verhalten einer ES bei Ä Anderung der Mutationsparameter
®m ¾m Generationen Erkennung in (%)
1.5 0.015 80 0.0
0.5 0.15 120 100.0
0.05 0.5 170 75.0
den Ä uber die Population summierten und gemittelten MSE pro Muster (PMSE)
fÄ ur die jeweilige Mutationsparameter-Einstellung. In Bild 16 ist die Ä Ahnlichkeit der
Population (AP) in AbhÄ angigkeit der Generationenanzahl dargestellt. Die Ä Ahnlich-
keit ergibt sich als mittlerer euklidischer Abstand der Objektvariablenvektoren aller
Individuen zu dem Objektvariablenvektor des besten Individuums. Zudem fand eine
Normierung des Ä Ahnlichkeitswertes in Bezug auf Gewichts- und Individuenanzahl
statt. Sie ist ein indirektes Ma¼ fÄ ur die Verteilung der Population im Suchraum.
0
0.2
0.4
0.6
0.8
1
1.2
1.4
0 20 40 60 80 100
P
M
S
E
Generationen
ES mit optimierter Mutationsrate
ES mit schwacher Mutationsrate
ES mit hoher Mutationsrate
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Bild 16: Ä Ahnlichkeit der Population bei unterschiedlichen Mutationsraten
Wie die Ergebnisse in Tabelle 5 zeigen, ist sowohl bei einer zu gro¼ als auch bei
einer zu gering gewÄ ahlten Mutationsrate keine LÄ osung des Problemes mÄ oglich. Bild
15 zeigt, da¼ bei zu gro¼ gewÄ ahlter Mutationsrate der PMSE erheblich variiert, im
Laufe der Optimierung aber nicht abnimmt. Die Ä Ahnlichkeit der Population variiert
stark und steigt an, wie in Bild 16 zu sehen ist. Dies bedeutet, da¼ der Algorith-
mus ungerichtet und rein stochastisch den Raum absucht und in der angegeben
Generationenanzahl keine LÄ osung ¯ndet.
Ein anderes Verhalten zeigte sich bei zu geringer Mutationsrate. Hierbei sinkt der
PMSE nur um einen geringen Betrag, und bleibt dann im Laufe der weiteren Op-
timierung konstant. Deutlicher wird das Verhalten bei zu geringer Mutationsrate
in Bezug auf die Ä Ahnlichkeit der Individuen der Population, da auch hier die Kur-
ve sehr schnell absinkt. ErklÄ arbar ist dies durch die fÄ ur die Aufrechterhaltung ei-
ner notwendigen Verteilungsbreite der Individuen im Suchraum nicht ausreichenden
Mutationsrate. Die Bevorzugung der besten Individuen bewirkt, da¼ die Verteilung
immer schmaler wird und die Population kontrahiert und der Algorithmus in ein4 SIMULATIONSEXPERIMENTE 58
lokales Minimum konvergiert.
Die Variante bei der die Mutationsparameter empirisch optimiert wurden zeigte
anderes Verhalten. Der PMSE sinkt bestÄ andig, um dann schnell kleiner zu werden.
Die Ä Ahnlichkeit der Individuen, d.h. die Verteilung der Population im Suchraum,
steigt hier erst an, um dann allmÄ ahlich kleiner zu werden. Bei dieser Variante ist
die Verteilung im Suchraum und die anschlie¼ende Konzentration auf ein Gebiet im
Suchraum durch die gewÄ ahlte Parametereinstellung gegeben.
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Bild 17: MSE pro Muster des besten Individuums bei unterschiedlichen Mutations-
raten
Der MSE pro Muster des jeweils besten Individuums pro Generation ist in Bild 17
dargestellt. Bei der zu gro¼ gewÄ ahlten Mutationsrate nimmt der Fehler aufgrund der
ungerichteten, stochastischen Suche nur zufÄ allig ab und bleibt ansonsten konstant
wegen des Elitismus. Die Variante mit zu kleiner Mutationsrate zeigt eine zunÄ achst
geringfÄ ugige Verbesserung, um im weiteren Verlauf konstant zu bleiben. Dies resul-
tiert aus der frÄ uhen Kontraktion der Population auf einen sehr kleines Gebiet des
Suchraumes. Bei der Variante mit der adaptierten Parametereinstellung wird der4 SIMULATIONSEXPERIMENTE 59
Fehler in Stufen sukzessive reduziert. Auch hier ist zu beobachten, da¼ speziell ge-
gen Ende der Optimierung der Fehler Ä uber eine grÄ o¼ere Generationenzahl konstant
bleibt.
Anschlie¼end wurde die Wirkung der Rekombination untersucht, indem zum einen
die Wahrscheinlichkeiten zur Rekombination und zum anderen die Mutationspara-
meter verÄ andert wurden. Eingesetzt wurde wie oben eine (25/2,25)-Strategie mit
Elitismus und Ersetzungsschema Letzte-Elimination mit n = 10. Die Parameter der
Rekombination wurden so variiert, da¼ einerseits zwei mÄ ogliche Extrema und ande-
rerseits eine optimierte Parametereinstellung einem Test unterzogen werden konn-
ten. Das eine Extrem bestand darin, da¼ keine Rekombination benutzt wurde. Im
anderen Extrem waren alle Nachkommen durch die Rekombination generiert.
Um die AbhÄ angigkeit der Rekombination von der Mutation zu untersuchen, sind
die Mutationsparameter ebenfalls variiert worden. Die Mutationsparameter waren
zum einen die im vorangegangenen Test als optimal bestimmten Werte ®m = 0:5,
¾m = 0:15 und ®m = 0:5, ¾m = 0:25. Im Laufe der Optimierung wurden diese Para-
meter wieder auf die HÄ alfte reduziert. Im Elitismus wurde nur das beste Individuum
unverÄ andert in die nÄ achste Generation Ä ubernommen. Alle Mutationsparameter wa-
ren global fÄ ur die gesamte Population festgelegt.
In Tabelle 6 sind Generationenanzahl und prozentuale Erkennungsrate in AbhÄ angig-
keit von den Rekombinationsparametern und den Mutationsparametern ¾m auf-
gefÄ uhrt. Die Ergebnisse aus Tabelle 6 zeigen, da¼ die Wirkung der Rekombination
auch abhÄ angig von der Mutationsrate ist. Eine LÄ osung wird unabhÄ angig von dem
gewÄ ahlten Wert fÄ ur ¾m nur von den Varianten mit optimierten Parameterwerten
erreicht.
Weitere Detailuntersuchungen zeigten, da¼ die Varianten ein unterschiedliches Kon-
vergenzverhalten aufweisen. Die erhÄ ohte Mutationsrate fÄ uhrt bei der optimierten
Einstellung der Rekombination zu einem punktuellem Auseinandertreiben der Po-4 SIMULATIONSEXPERIMENTE 60
Tabelle 6: Verhalten einer ES bei Ä Anderung der Parameter der Rekombination
®r ¾r ¾m Generationen Erkennung in (%)
1.0 0.0001 0.15 80 75.0
1.0 0.0001 0.25 210 35.0
0.5 1.0 0.15 130 100.0
0.5 1.0 0.25 190 100.0
0.0 0.0 0.15 110 0.0
0.0 0.0 0.25 180 0.0
pulation. Dies bedeutet, da¼ die Verteilung der Individuen zu bestimmten Zeit-
punkten plÄ otzlich viel grÄ o¼er wird. Das Konvergenzverhalten ist bei optimierten
Rekombinations- und Mutationsparametern wesentlich glatter, ebenso die Vertei-
lung der Population. Im Gegensatz zu der Variante mit den optimierten Einstellun-
gen, ist die Fehlerreduktion bei der Variante mit erhÄ ohter Mutationsrate wesentlich
sprunghafter.
Dieses Verhalten wird besonders deutlich falls alle Nachkommen durch Rekombina-
tion entstehen. Bei der geringeren Mutationsrate wird die Verteilung der Population
immer schmaler, d.h. dieser Algorithmus konvergiert vorzeitig in ein lokales Opti-
mum. Bei der hÄ oheren Mutationsrate bleibt die Verteilung der Population nahezu
konstant, weshalb der Algorithmus keine glatte Konvergenz aufweist, sondern den
Fehler sprunghaft verringert. Im Fall der Variante ohne Rekombination zeigt sich,
da¼ die Verteilungsbreite der Population bei geringerer Mutationsrate schnell schmal
wird. Allerdings erfolgt dies nicht so schnell wie bei den Algorithmen mit Rekombi-
nation.
Insgesamt mu¼ die Rekombination unter BerÄ ucksichtigung der Mutationsrate bewer-
tet werden. PrimÄ ar sorgt die Rekombination fÄ ur einen Austausch von Information4 SIMULATIONSEXPERIMENTE 61
zwischen den Individuen. Einerseits kann eine Rekombination in Verbund mit Mu-
tation die Verteilung einer Population nahezu konstant halten. Andererseits kann
sie diese ebenfalls schmaler machen. Bei geeigneter Parameterabstimmung sorgt die
Rekombination fÄ ur eine Konvergenz zur optimalen LÄ osung, indem die Verteilung der
Population richtig gesteuert wird. Dies bedeutet, da¼ die Verteilung der Population
zu Beginn breit und im Laufe der Optimierung schmaler wird. Damit kann eine
Konzentration auf den das globale Optimum umgebenden Suchraum statt¯nden.
Der Austausch von Informationen fÄ uhrt so zu einer gleichmÄ a¼igeren Konvergenz.
Der Selektionsdruck hat mitentscheidenden Ein°u¼ auf das Konvergenzverhalten
von ES. Gesteuert wird der Selektionsdruck sowohl durch die PopulationsgrÄ o¼e, die
Anzahl der fÄ ur die Vermehrung zugelassenen Individuen und deren Auswahl, als
auch durch den Elitismus. Im folgenden wird zuerst der Elitismus und nachfolgend
die Einstellung von PopulationsgrÄ o¼e und Anzahl der zur Nachkommenserzeugung
zugelassenen Individuen untersucht.
FÄ ur die Untersuchung des Elitismus wurde wie oben eine (25/2,25)-Strategie mit
Elitismus und Ersetzungsschema Letzte-Elimination mit n = 10 benutzt. Die Para-
meter der Mutation und der Rekombination waren zum einen die optimierten Werte
®m = 0:5, ¾m = 0:15 aus den obigen Tests und zum anderen ®r = 0:5, ¾r = 1:0.
Auch hierbei wurden die Mutationsparameter im Laufe der Optimierung auf die
HÄ alfte reduziert. Als Varianten wurde die Anzahl der unverÄ andert in die nÄ achste
Generation Ä ubernommenen Individuen zu nE = 0 oder nE = 3 gewÄ ahlt. Bei einem
Wert fÄ ur nE von 0 zeigte es sich, da¼ der Algorithmus nicht in der Lage war eine
LÄ osung zu ¯nden. Sowohl der PMSE, als auch der beste MSE pro Generation
schwankten stark. Damit variierte auch die Ä Ahnlichkeit der Population um einen
Wert.
Wurde die Mutationsrate reduziert, indem ¾m auf 0.07 und ®m auf 0.6 verkleinert
wurden, gelang es dem Algorithmus eine korrekt LÄ osung zu ¯nden. Dieses jedoch erst4 SIMULATIONSEXPERIMENTE 62
nach 250 Generationen. Die Variante mit nE = 3 konnte das Problem nicht lÄ osen, da
die Verteilung der Population zu frÄ uh zu schmal wurde und selbst eine VergrÄ o¼erung
der Mutationsrate dies nicht verhindern konnte. Wurde die Mutionsrate sehr gro¼,
so schwankte die Ä Ahnlichkeit der Population um einen Mittelwert herum und wurde
nicht schmaler. An dieser Stelle wurde die Variante mit nE = 1 in den Vergleich mit
einbezogen, da diese Variante in den vorangehenden Tests bereits untersucht wurde.
Im Vergleich zu den anderen Varianten zeigte es sich, da¼ der Elitismus mit nE = 1
die Konvergenz beschleunigt.
Bei der weiteren Untersuchung des Selektionsdruckes wurde der Parameter, der
die zur Erzeugung von Nachkommen benutzten Anzahl von Individuen angibt,
verÄ andert. Es wurden die folgenden beiden Extrema untersucht. Zum einen waren in
der Variante mit n = 0 alle Individuen zugelassen { d.h. es wurde mit Ausnahme des
Elitismus kein Selektionsdruck ausgeÄ ubt { und zum anderen waren mit n = 22 nur
sehr wenige Individuen zugelassen, dies bedeutet einen sehr starken Selektionsdruck.
Beide Varianten konnten aus jeweils unterschiedlichen GrÄ unden keine LÄ osung ¯n-
den. Im Falle von n = 0 wurde die Verteilung der Population nicht schmaler, und es
konnte auch keine Mutationsrate gefunden werden, die eine Kontraktion der Vertei-
lung ermÄ oglichte. Somit suchte der Algorithmus nur stochastisch den Raum ab. Bei
starkem Selektionsdruck wurde die Verteilung der Population hingegen sehr schnell
sehr schmal, wodurch der Algorithmus vorzeitig in ein lokales Optimum konvergierte.
Auch hier konnte dies durch ParameterÄ anderung, speziell VergrÄ o¼erung der Muta-
tionsrate, nicht verhindert werden. Das bedeutet, da¼ keine passende Abstimmung
zu den vorgegebenen Parametern gefunden werden konnte.
Desweiteren wurde die Wirkung der PopulationsgrÄ o¼e auf Konvergenzgeschwindig-
keit und -verhalten untersucht. Dabei besteht allerdings die Problematik, da¼ die
Ä Anderung der PopulationsgrÄ o¼e weitere ParameterÄ anderung bedingt, damit eine
Konvergenz eintritt. Der Ein°u¼ der PopulationsgrÄ o¼e kann also nicht isoliert be-4 SIMULATIONSEXPERIMENTE 63
trachtet werden. Es wurde der oben beschriebene Algorithmus genutzt, jedoch mit
empirisch voroptimierten Parametern der Mutation und der Rekombination. Die Po-
pulationsgrÄ o¼e betrug zum einen 25 mit n = 10 und zum anderen 100 mit n = 35.
Insgesamt wurden alle Parameter derart eingestellt, da¼ eine vollstÄ andige LÄ osung
gefunden wurde.
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Bild 18: MSE pro Muster des besten Individuums bei unterschiedlichen Populati-
onsgrÄ o¼en
Im Bild 18 ist der MSE pro Muster des besten Individuums pro Generation fÄ ur
beide Populationsanzahlen dargestellt. Bild 19 zeigt die Ä Ahnlichkeit der Population
gemessen am besten Individuum pro Generation fÄ ur beide PopulationsgrÄ o¼en. Im
Vergleich der beiden Varianten zeigt der Algorithmus mit grÄ o¼erer Individuenan-
zahl eine gleichmÄ a¼igere Konvergenz, sowohl bei der Fehlerkurve als auch bei der
Ä Ahnlichkeit der Population. Insbesondere ist die Fehlerminimierung kontinuierlicher
und nicht durch so lange Zeiten ohne Ä Anderung des jeweils am besten Individuums
gemessenen Fehlers gekennzeichnet. Dieses Verhalten kann dadurch erklÄ art werden,
da¼ der Algorithmus durch die grÄ o¼ere Anzahl der Individuen, speziell gegen Ende4 SIMULATIONSEXPERIMENTE 64
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Bild 19: Ä Ahnlichkeit der Populationen bei unterschiedlichen PopulationsgrÄ o¼en
der Optimierung, die Umgebung des Optimums besser abtasten kann. Gemessen an
der Generationenanzahl konvergiert diese Variante mit 80 Generationen schneller,
als der Algorithmus mit weniger Individuen, welcher 130 Generationen benÄ otigt. Be-
trachtet man allerdings die Anzahl der insgesamt getesteten Individuen, so sind es
bei der ersten Variante 8000, wÄ ahrend es bei der zweiten Variante 3250 sind. Folg-
lich ergibt sich fÄ ur die Variante mit der grÄ o¼eren Population eine Verdreifachung des
Rechenaufwandes.
Das Fazit dieser Untersuchungen ist, da¼ alle Strategieparameter passend aufeinan-
der abgestimmt sein mÄ ussen, da jeder Parameter in komplexer Weise Ein°u¼ auf die
Einstellungen der anderen Parameter hat. Insbesondere die Strategieparameter, die
die Mutation steuern, haben einen entscheidenden Ein°u¼ auf Konvergenzverhalten
bzw. Konvergenzgeschwindigkeit. Als ein guter Kompromi¼ zwischen Aufwand, d.h.
benÄ otigter Rechenzeit, und einer Konvergenz in einer begrenzten Generationenan-
zahl, kann die ES, in der Form als (25/2,25)-Strategie mit Elitismus und Ersetz-
ungsschema Letzte-Elimination mit n = 10 angesehen werden.4 SIMULATIONSEXPERIMENTE 65
4.3.2 Vergleich BPTT und ES
Zum Vergleich wurde einerseits BPTT-Algorithmus mit einer Lernschrittweite von
´ = 0:01 und einer maximalen Anzahl von 200 Epochen eingesetzt. Ein Trainings-
durchlauf wurde als erfolgreich gewertet, wenn alle Muster der Testmenge korrekt
klassi¯ziert wurden. Andererseits wurde das Netzwerk durch eine (25/2,25)-Strategie
mit Elitismus und Ersetzungsschema Letze-Elimination mit n = 10 trainiert. Der
Mutationsgrenzwert war ®m = 0:5 und die Varianz ¾m = 0:15. Der Rekombinations-
grenzwert war ®r = 0:5 und die Varianz ¾r = 1:0. Im Zuge des Elitismus wurde das
beste Individuum unverÄ andert in die nÄ achste Generation Ä ubernommen. Als alterna-
tives Abbruchkriterium diente die korrekte Erkennung aller Testmuster, wobei das
Training nach 300 Generationen abgebrochen wurde. Im Bild 20 ist der Anteil der
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Bild 20: AWS in AbhÄ angigkeit von der SequenzlÄ angen T
erfolgreichen Simulationen (AWS), normiert auf die Gesamtzahl der Simulationen
pro Me¼punkt T aufgetragen, sowohl fÄ ur BPTT als auch fÄ ur ES. Wie dort zu sehen
ist, kann ES im Vergleich zu BPTT die notwendigen Informationen Ä uber lÄ angere
ZeitrÄ aume verarbeiten. Der BPTT-Algorithmus ist nicht mehr in der Lage, Muster-4 SIMULATIONSEXPERIMENTE 66
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Bild 21: Exemplarische Ausgabe des RNN
sequenzen die lÄ anger als 27 Zeittakte sind, richtig zu klassi¯zieren. ES leistet dies
bis zu 41 Zeittakte.
In Bild 21 ist die Ausgabe des Netzes Ä uber einen Zeitraum von 100 Zeittakten, bei
einer SequenzlÄ ange von T = 20 dargestellt. Wie dort zu sehen ist, verbleibt das Netz
nicht in einem stabilen Zustand, unabhÄ angig vom Trainingsalgorithmus. Stattdessen
lernt das Netz zum Zeitpunkt T in dem richtigen Zustand zu sein, wÄ ahrend es in der
Ä ubrigen Zeit unterschiedliche ZustÄ ande annimmt. Das LÄ osungsverhalten des BPTT-
Algorithmus unterscheidet sich bei diesem Problem von dem der ES.
Bild 22 zeigt den MSE pro Muster in AbhÄ angigkeit der Anzahl der Generationen
bzw. der Epochen mit T = 15. Der BPTT-Algorithmus reduziert den Fehler im
Mittel zunÄ achst geringfÄ ugig, wobei der Fehler dann stÄ arker abfÄ allt, da der Algorith-
mus ein lokales Minimum gefunden hat, um dann sofort wieder anzusteigen. Der
beim Training mit BPTT wieder ansteigende MSE pro Muster wird dabei durch
die GewichtsÄ anderung nach jedem angelegten Muster verursacht. Dann wird inner-
halb weniger Epochen der Fehler sehr klein. Dies lÄ a¼t auf ein ausgeprÄ agtes globales4 SIMULATIONSEXPERIMENTE 67
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Bild 22: Vergleich des Verlaufes der Fehlerminimierung von BPTT und ES
Optimum schlie¼en, welches zwar von einigen lokalen Extrema, aber ansonsten von
einer verhÄ altnismÄ a¼ig °achen Ebene umgeben ist. Die ES dagegen minimiert den
Fehler monoton.
Da die VerÄ anderungen der Gewichte durch die Mutation zufÄ allig und nicht in irgend-
einer Form gerichtet ist, kann der Algorithmus die Topologie der Fehlerlandschaft
nicht direkt ausnutzen, wie dies der BPTT-Algorithmus durch den Gradienten kann.
Zum Testen eines optimumverdÄ achtigen Gebietes mu¼ bei ES zunÄ achst eine Subpo-
pulation in diesem Gebiet angesiedelt werden, die dieses absuchen kann. Erweist sich
die Suche als fruchtbar, so wird ein immer grÄ o¼erer Anteil der Gesamtpopulation
an dieser Stelle konzentriert. Werden jedoch innerhalb dieser Zeitspanne an anderen
Stellen gleich gute oder bessere Optima gefunden, so wird dort ebenfalls gesucht
und eventuell die Suche an dem ersten Optimum durch die genetischen Operatoren
wieder eingeschrÄ ankt. Damit wird verhindert, da¼ sich zu gro¼e Teil der Population
zu schnell in einem Optimum konzentrieren. Diese im Vergleich zu BPTT langsa-
me Vorgehensweise zur genaueren Evaluierung eines optimumverdÄ achtigen Bereiches4 SIMULATIONSEXPERIMENTE 68
des Suchraumes kommt in Bild 22 zum Ausdruck.
Um zu untersuchen, ob eine durch ES gefundene LÄ osung nicht doch durch eine
rein stochastische Suche gefunden wird, wurde der folgende Test durchgefÄ uhrt. Zu
diesem Zweck wurden 20000 Netze (wesentlich mehr als durch ES wÄ ahrend des
gesamten Trainings getestet wurden) zufÄ allig initialisiert und ihre Erkennungsra-
te gemessen. Das Intervall aus dem die initialen Gewichte entnommen wurden, war
mit dem LÄ osungsintervall [¡3:0;3:0] identisch. Die Trainingsmenge bestand aus Mu-
stersequenzen der LÄ ange T = 15. Es zeigte sich, da¼ das beste Netz nur auf eine
Erkennungsrate von 75% kam. Verglichen mit dem Training durch eine ES, in dem
eine vollstÄ andige LÄ osung gelang und nur 3250 Netze getestet wurden, zeigt sich, da¼
diese Verfahren reinen stochastischen Lernverfahren Ä uberlegen sind.5 UNTERSUCHUNGEN ZUR SPRACHERKENNUNG 69
5 Untersuchungen zur Spracherkennung
5.1 Sprachdaten und Merkmale
In weiteren Messungen wurde die FÄ ahigkeit der ES zum Training von RNN fÄ ur die
sprecherunabhÄ angige Einzelworterkennung untersucht. Das verwendete Vokabular
bestand aus sechs WÄ ortern, den ZahlwÄ ortern Null, Eins, Zwei, Drei, Neun und dem
Kommandowort Nein. Diese Worte wurden ausgewÄ ahlt, da sie aufgrund ihrer pho-
netischen Ä Ahnlichkeit eine hohe VerwechslungstrÄ achtigkeit aufweisen. In Tabelle 7
sind die WÄ orter sowie ihre phonetische Transkription wiedergegeben.
Tabelle 7: WÄ orter des Vokabulars und ihre phonetische Transkription
Vokabulareintrag Transkription
Null n U l
Eins a I n s
Zwei ts v a I
Drei d r a I
Neun n O Y n
Nein n a I n
Das Datenmaterial bestand aus Aufnahmen von insgesamt 100 Sprechern, die zur
UnterdrÄ uckung von StÄ orgerÄ auschen in einer Sprecherkabine aufgezeichnet wurden.
Dabei handelte es sich um 50 weibliche und 50 mÄ annliche Sprecher mit einer Alters-
verteilung zwischen 20{60 Jahren, die der demographischen Struktur der deutschen
BevÄ olkerung entspricht. Die Datenmenge wurde in eine Trainings- und eine Testmen-
ge unterteilt, indem sie unter Beachtung einer demographischen Ausgewogenheit der
Trainingsmenge halbiert wurde.
Die Aufnahmen liegen mit 8 kHz abgetastet und mit 16 Bit quantisiert vor.5 UNTERSUCHUNGEN ZUR SPRACHERKENNUNG 70
Durch eine digitale Filterung wurden die Signale auf Telefonbandbreite (300{3400
Hz) bandpa¼ge¯ltert. Darau®olgend wurde eine zusÄ atzliche Preemphase-Filterung
mit H(z) = 1:0 ¡ 0:925z¡1 durchgefÄ uhrt. Anschlie¼end wurde die Kurzzeit-
Autokorrelationsfunktion aus, mit einem Hamming-Fenster gewichteten, BlÄ ocken
von jeweils 256 Signalwerten mit einem beidseitigen Ä Uberlapp von 80 Werten be-
rechnet. Daraus wurden mittels des Durbin-Algorithmus die Koe±zienten eines op-
timalen linearen PrÄ adiktors mit einer Ordnung von 12 berechnet und diese in die
selbe Anzahl von Cepstral-Koe±zienten transformiert. Die pro Wort resultierende
Folge von 12-komponentigen Merkmalsvektoren diente als Eingabemuster.
ZunÄ achst fand ein Experiment mit zeitnormierten Daten statt, die aus den Original-
daten gewonnen wurden. Dazu wurden alle Merkmalsvektorfolgen der WÄ orter auf
die selbe Anzahl von Vektoren gebracht [Rei91, E+90]. Dazu wurden die Merkmals-
vektorfolgen in Segmente aufgeteilt, wobei die Anzahl der Segmente der gewÄ unschten
Anzahl der Vektoren entspricht. Diese Segmentation erfolgt derart, da¼ innerhalb
eines Segmentes die Summe der Abweichungen der Merkmalsvektoren von dem Mit-
telwertvektor des Segmentes minimal ist. Als reduzierte Merkmalsvektorfolge wur-
den die Mittelwertvektoren der Segmente genutzt. ZusÄ atzlich wurde die Anzahl der
Cepstral-Koe±zienten eines Vektors auf 8 beschrÄ ankt. Es wurden Daten mit jeweils
8, 20 und 30 Vektoren erzeugt.
5.2 Messung mit minimalem Vokabular
ZunÄ achst wurde mit den zeitnormierten Daten bei einem noch weiter eingeschrÄ ank-
ten Wortschatz, nÄ amlich den WÄ ortern Zwei und Drei, Untersuchungen durchgefÄ uhrt.
Diese beiden WÄ orter sind sich phonetisch sehr Ä ahnlich und unterscheiden sich im
besonderen nur in ihrem Beginn. Damit sind diese WÄ orter ideal geeignet, um
an ihnen die LeistungsfÄ ahigkeit von Algorithmen in Bezug auf die Erfassung von
ZeitabhÄ angigkeiten zu untersuchen. FÄ ur dieses Experiment wurde ein RNN mit 85 UNTERSUCHUNGEN ZUR SPRACHERKENNUNG 71
Eingabe-, 2 Ausgabe- und einem Schwellwertneuron und der Fermi-Funktion als
Transferfunktion der informationsverarbeitenden Neuronen genutzt. Die Anzahl der
verborgenen Neuronen betrug mit zunehmender Vektoranzahl 12, 16 und 20.
Die Sollausgabe entsprach einer (1-aus-2)-Codierung. Als erkannt galt ein Wort,
wenn das ihm zugeordnete Ausgabeneuron die grÄ o¼te AktivitÄ at hatte. Alle Merk-
malsvektoren wurden einzeln hintereinander angelegt und jeweils die Ausgabe be-
rechnet. Dabei wurde nach dem Ende eines Wortes das Netz zurÄ uckgesetzt, um nicht
von der Abfolge der WÄ orter abhÄ angig zu sein bzw. keine E®ekte durch die Wir-
kung vergangener Muster zu haben. Der Netzwerksfehler wurde nur am Ende einer
Sequenz berechnet. Beim BPTT-Algorithmus wurde er entsprechend zurÄ uckpropa-
giert. Bei den ES wurde er hingegen Ä uber alle Merkmalsvektorfolgen summiert und
als Bewertungsfunktion benutzt. Die Netzwerke wurden zum einen mit BPTT mit
einer Lernrate ´ von 0.15 und einer maximalen Anzahl von 500 Epochen trainiert.
Zum anderen wurden die Netzwerke durch eine (25/2,25)-Strategie mit Elitismus
und Ersetzungsschema Letzte-Elimination mit n = 10 trainiert. Der Mutationgrenz-
wert war ®m = 1:5 und die Varianz ¾m = 0:25. Der Rekombinationsgrenzwert war
®r = 0:8 und die Varianz ¾r = 1:0. Das beste Netz wurde unverÄ andert in die nÄ achste
Generation Ä ubernommen.
In Tabelle 8 sind die Ergebnisse der Messungen, prozentuale Erkennungsraten und
Epochen- bzw. Generationenanzahl, geordnet nach Algorithmus und Vektorenan-
zahl aufgelistet. Eine zusÄ atzliche Variante der ES mit 100 Individuen, im folgenden
mit ES-100 bezeichnet, ist in der letzten Zeile dargestellt, wird jedoch erst spÄ ater
betrachtet. Die besseren Ergebnisse zeigen, da¼ fÄ ur diese Datenmenge die ES im Ge-
gensatz zu BPTT die Netze so trainieren kÄ onnen, da¼ sie lÄ angere ZeitabhÄ angigkeiten
verarbeiten kÄ onnen. Allerdings ist selbst bei den evolutionÄ aren Algorithmen die Er-
kennungsleistung, speziell bei den lÄ angeren Mustersequenzen, nicht befriedigend.
Die Ursache fÄ ur dieses Verhalten der ES ist vermutlich in der gesteigerten Komple-5 UNTERSUCHUNGEN ZUR SPRACHERKENNUNG 72
Tabelle 8: Erkennungsraten bei zeitnormierten Daten der WÄ orter Zwei und Drei
Algorithmus Vektorenanzahl Trainingsiterationen Erkennungsrate
BPTT 8 100 91.0
BPTT 20 150 72.0
BPTT 30 170 61.0
ES 8 110 91.0
ES 20 130 86.0
ES 30 210 72.0
ES-100 20 4500 91.0
xitÄ at der Fehlerebene zu sehen, die aus der grÄ o¼eren Gewichtsanzahl und der viel
hÄ oheren Anzahl der zu verarbeitenden Merkmale resultiert. Der Lernvorgang der ES
kann als ungleichmÄ a¼ige Abtastung des Suchraumes interpretiert werden. Gesetzt
den Fall, die komplexe Struktur der Fehlerlandschaft erfordert zur LÄ osung eine eng-
maschige Abtastung { und sei es nur in der NÄ ahe des globalen Optimums { dann
stellt eine zu geringe Population eine Verletzung des "Abtasttheorems\ dar. Eng
lokalisierte Optima, deren Umgebung steil abfÄ allt kÄ onnen nicht gefunden werden.
Um diese Hypothese zu testen, wurde zunÄ achst am Automaton-Problem mit T = 60
eine Messung mit auf 100 Individuen vergrÄ o¼erter Population durchgefÄ uhrt. Dabei
erwies sich, da¼ diesmal, im Gegensatz zu den Tests mit einer Population von 25 In-
dividuen, eine vollstÄ andige LÄ osung gefunden wurde. Nach diesem Experiment wurde
dieser Test auch an den zeitnormierten Daten mit SequenzlÄ angen von 20 Vektoren
durchgefÄ uhrt, indem die Population auf 100 Individuen vervierfacht wurde. D.h.
es wurde eine (100/2,100)-Strategie mit Elitismus und Ersetzungsschema Letzte-
Elimination mit n = 55 trainiert. Der Mutationgrenzwert war ®m = 1:0 und die Va-
rianz ¾m = 0:15. Der Rekombinationsgrenzwert war ®r = 0:5, die Varianz ¾r = 1:0.
Das beste Netz wurde unverÄ andert in die nÄ achste Generation Ä ubernommen. Wie5 UNTERSUCHUNGEN ZUR SPRACHERKENNUNG 73
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Bild 23: Erkennungsrate (%) in AbhÄ angigkeit der Generationenanzahl
bei der Variante ES-100 in der letzten Zeile der Tabelle 8 dargestellt, ist nun die
Erkennungsleistung wieder auf dem Niveau der Erkennung bei einer SequenzlÄ ange
von 8 Vektoren. Damit zeigt sich auch bei diesem Experiment das zuvor beschrie-
bene Verhalten der ES. Dabei ist der Rechenaufwand in Anbetracht der benÄ otigten
Anzahl von 4500 Generationen und damit 450000 getesteten Netzen sehr gro¼.
In Bild 23 ist prozentuale Erkennungsrate in AbhÄ angigkeit von der Generationenan-
zahl dargestellt. Wie dort zu sehen ist, steigt die Erkennungsrate zu Beginn stark an,
um dann lange Zeit nahezu konstant zu bleiben und erst zum Schlu¼ nochmals an-
zuwachsen. Die globale Parameterabstimmung erwies sich dabei als problematisch,
da erst nach einer gro¼en Anzahl von Generationen Aussagen Ä uber die Konvergen-
zeigenschaften zu tre®en waren, d.h. ob die Strategie eine hohe Erkennung erzielen
wÄ urde. Aus diesem Grund konnten die Parameter nicht gezielt optimiert werden,
weshalb der beschriebene Parametersatz wahrscheinlich eine suboptimale Einstel-
lung darstellt.
Im anschlie¼enden Test war das Datenmaterial nicht mehr zeitnormiert. Da die5 UNTERSUCHUNGEN ZUR SPRACHERKENNUNG 74
Worte nur in den ersten 20{30 Vektoren unterschiedlich sind, mu¼ der Trainingsal-
gorithmus in der Lage sein, Zeitdauern von etwa 30{40 Zeittakten zu Ä uberblicken.
Es wurde ein neuronales Netz mit 25 verborgenen Neuronen und ansonsten gleicher
Parametereinstellung wie bei der Messung mit zeitnormierten Daten verwandt. Das
Netzwerk wurde zum einen mittels BPTT-Algorithmus mit einer Lernrate ´ von
0.15 und einer maximalen Anzahl von 600 Epochen trainiert. Zum anderen wurde
das Netzwerk durch eine (25/2,25)-Strategie mit Elitismus und Ersetzungsschema
Letzte-Elimination mit n = 10 trainiert. Der Mutationsgrenzwert war ®m = 0:5
und die Varianz ¾m = 0:1. Der Rekombinationsgrenzwert war ®r = 0:3, die Varianz
¾r = 1:0. Das beste Netz wurde unverÄ andert in die nÄ achste Generation Ä ubernommen.
Die PopulationsgrÄ o¼e wurde aus AufwandsgrÄ unden nicht erhÄ oht, zumal das Daten-
material eine andere Fehlerlandschaft bewirkt als bei den normierten Daten und das
Problem damit unter UmstÄ anden lernbar bleibt. Insbesondere zeigen die Experi-
mente am Automaton-Problem, da¼ bei diesen SequenzlÄ angen ES noch eine LÄ osung
¯nden kÄ onnen.
Tabelle 9: Erkennungsraten bei nicht zeitnormierten Daten der WÄ orter Zwei und
Drei
Algorithmus Trainingsiterationen Erkennungsrate
BPTT 100 58.0
EA 850 68.0
Die niedrige Erkennungsrate von 58 Prozent deutet darauf hin, da¼ die Informa-
tion zur Klassi¯kation der WÄ orter Ä uber einen Zeitraum verteilt war, der mit dem
BPTT-Algorithmus nicht erfa¼t werden konnte. Die ES ist etwas besser und liegt 10
Prozentpunkte Ä uber dem Ergebnis des Gradientenverfahrens. Prinzipiell deutet sich
jedoch eine bessere LeistungsfÄ ahigkeit im Gegensatz zum BPTT an. Diese jedoch
mit grÄ o¼eren Populationen zu veri¯zieren ist aus AufwandsgrÄ unden nicht mÄ oglich.5 UNTERSUCHUNGEN ZUR SPRACHERKENNUNG 75
5.3 Messungen mit erweitertem Vokabular
Das bei diesen Messungen verwandte Vokabular bestand aus den oben beschriebe-
nen sechs WÄ ortern. Die Daten waren zeitnormiert. Wie in den vorangegangenen
Messungen wurden die Netze derart trainiert, da¼ der Fehler erst am Ende einer
Mustersequenz errechnet und betrachtet wurde. FÄ ur die Ermittlung der Fehlerinfor-
mation erst am Ende einer Mustersequenz war fÄ ur die ES keine Parameterabstim-
mung zu erreichen, die zu einem akzeptablen Ergebnis fÄ uhrte. Die ES konvergierten
stets in ein lokales Optimum. Vermutlich war die Population fÄ ur diese Datenstruk-
tur zu klein. Ein Test mit grÄ o¼eren Populationen war aus AufwandsgrÄ unden nicht
durchfÄ uhrbar, da bereits mit der kleinen Population und ohne zusÄ atzliche Parame-
tertests Rechenzeiten von bis zu 4 Wochen nÄ otig waren.
In den folgenden Messungen wurde der Fehler hingegen bei jedem Merkmalsvektor
berechnet und in die Gradientenberechnung, bzw. in die QualitÄ atsfunktion einbe-
zogen. Damit wird zusÄ atzliche Information eingebracht. Diese sorgt in der Gradi-
entenberechnung dafÄ ur, da¼ nicht "irrelevante\ Information bezÄ uglich der Fehler-
landschaft extrahiert werden, was zur Konvergenz in ein lokales Extremum fÄ uhren
wÄ urde. Die Fragestellung war, ob ES auch bei dieser Datenkonstellation in der Lage
sind, bessere Erkennungsleistungen als BPTT zu erbringen.
Es wurde ein RNN mit bei zunehmender Merkmalsvektoranzahl auf 30, 35 und 40
steigender Anzahl an verborgenen Neuronen benutzt. Ansonsten wurde die gleiche
Parametereinstellung wie bei der Messung mit dem minimalen Vokabular verwandt.
Alternativ wurden die Netzwerke durch eine (25/2,25)-Strategie mit Elitismus und
Ersetzungsschema Letzte-Elimination mit n = 10 trainiert. Der Mutationsgrenzwert
war ®m = 0:5 und die Varianz ¾m = 0:1. Der Rekombinationsgrenzwert war ®r = 0:7,
die Varianz ¾r = 1:0. Das beste Netz wurde unverÄ andert in die nÄ achste Generation
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Tabelle 10: Erkennungsraten bei zeitnormierten Daten von 6 WÄ orter
Algorithmus Segmente Trainingsiterationen Erkennungsrate (%)
BPTT 8 210 88.3
BPTT 20 320 92.2
BPTT 30 520 93.6
ES 8 1280 88.1
ES 20 1830 91.8
ES 30 2210 93.4
In Tabelle 10 sind die prozentualen Erkennungsraten und die Epochen, bzw. die
Generationenanzahl fÄ ur dieses Experiment aufgelistet. Die Ergebnisse zeigen, da¼
ES bei dieser Problemstellung nicht bessere, sondern etwas geringere Leistungen als
BPTT erbringen.
Die im Gegensatz zu den vorherigen Experimenten besseren Leistungen von BPTT
beruhen auf der Tatsache, da¼ durch die Fehlerinformation der Zeitraum, den der
Algorithmus Ä uberblicken kann, vergrÄ o¼ert wird. Der Gradient erhÄ alt zu jedem Zeit-
punkt Information Ä uber die Fehlerlandschaft und kann dadurch, selbst wenn die
langreichweitigen AbhÄ angigkeiten im Gegensatz zu den kurzreichweitigen im Gra-
dienten unterreprÄ asentiert werden, aus der resultierenden Gesamtinformation Ge-
wichtsÄ anderungen extrahieren, die im Laufe des Trainings in ein hinreichend gutes
Optimum fÄ uhren.
Im Sinne der obigen Betrachtung der ES als Abtastung scheint die Fehlerlandschaft
nicht mehr so komplex zu sein, wodurch auch eine geringere PopulationsgrÄ o¼e zu
einer LÄ osung fÄ uhrt. Jedoch ist dadurch nicht ausgeschlossen, da¼ mit einer grÄ o¼e-
ren Populationsanzahl eine Steigerung der Erkennungsleistung Ä uber jene von BPTT
nicht mÄ oglich wÄ are. Dies konnte hier jedoch aus AufwandsgrÄ unden nicht getestet5 UNTERSUCHUNGEN ZUR SPRACHERKENNUNG 77
werden. Somit kann die Frage ob ES auch in dieser Datenkonstellation in der La-
ge sind, bessere Erkennungsleistungen als BPTT zu erbringen, nicht abschlie¼end
beantwortet werden. Insgesamt zeigt sich auch bei diesen Experimenten, da¼ Re-
chenzeiten fÄ ur ES im Vergleich zu denen des BPTT deutlich lÄ anger sind.
5.4 AbschÄ atzung und Vergleich des Rechenaufwandes von
ES und BPTT
Zur Betrachtung des Aufwands werden die zu vergleichenden Algorithmen, ES und
BPTT, in zwei Teilschritte zerlegt. Dies ist zum einen der fÄ ur beide Algorithmen
in der Grundstruktur gleiche Evaluations-Anteil, in dem die Ausgabe aller Mu-
ster und der Fehler errechnet wird. Zum anderern ist es der jeweils unterschied-
liche Adaptions-Anteil, in dem die Gewichte verÄ andert werden. Betrachtet man den
Evaluations-Anteil, mu¼ dieser bei ES mit einer der aktuellen PopulationsgrÄ o¼e in ei-
ner Generation entsprechenden HÄ au¯gkeit durchgefÄ uhrt werden, wÄ ahrend dies in ei-
ner Epoche des BPTT nur einmal geschieht. Im Adaptions-Anteil von BPTT wird die
Gradientenberechnung mit FehlerrÄ uckfÄ uhrung durchgefÄ uhrt. Der Adaptions-Anteil
von ES ist im wesentlichen durch die zweistu¯gen Zufallsprozesse gekennzeichnet,
in denen Mutationen und Rekombinationen ausgefÄ uhrt werden.
Angemerkt sei, da¼ innerhalb einer Epoche von BPTT die Gewichte einmal pro
Muster geÄ andert werden. Bei ES geschieht dies nur einmal pro Generation und Netz.
Ein direkter Vergleich bzw. eine Bewertung dieses Sachverhaltes ist nicht mÄ oglich,
da im Hinblick auf die Verringerung des Fehlers auf der Testmenge keine Aussage
Ä uber die QualitÄ at einer GewichtsÄ anderung folgt. Weil der Adaptions-Anteil von ES
aufgrund der Zufallsprozesse nur schwierig numerisch exakt zu erfassen ist, wurden
beide Verfahren empirisch im Hinblick auf die benÄ otigte Rechenzeit miteinander
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Der Vergleich wurde anhand von TestlÄ aufen des Automaton-Problems mit T = 15
durchgefÄ uhrt. Die maximale Generationen- bzw. Epochenanzahl war auf 10 fest-
gelegt. Es wurden die Kon¯gurationen der Verfahren benutzt, welche auch beim
direkten Vergleich der beiden Algorithmen in Bezug auf ihre LeistungsfÄ ahigkeit An-
wendung fanden. Die Einstellung einer Compileroption gestattete die Erfassung der
Zeitinformationen wÄ ahrend des Programmlaufes. Um den Ein°u¼ momentaner Be-
lastungen des Computers zu minimieren, wurde dieser Test mehrmals wiederholt
und die gemessenen Werte gemittelt.
In Tabelle 11 sind die Algorithmen, sowie die spezi¯schen Werte ihrer Anteile und
deren Summe aufgelistet. Insgesamt bedeutet dies, im Falle gleicher Epochen- ,
Tabelle 11: Messergebnisse der zeitvergleichenden Messungen an BPTT und ES
Algorithmus Zeittakte fÄ ur Evaluation Zeittakte fÄ ur Adaptions Summe
BPTT 13.3 10.9 23.2
ES 312.3 562.6 874.9
wie Generationenanzahl und einer PopulationsgrÄ o¼e von 25 Individuen, einen Ge-
schwindigkeitsverhÄ altnis von 1:37. Konkret bedeutet dies im Falle der Tests mit
sechs WÄ ortern und einer Vektoranzahl von 30 eine Rechenzeit der ES von bis zu 8
Wochen. Im Vergleich dazu benÄ otigt BPTT auf einem Computer mit folgenden Lei-
stungsmerkmalen etwa einen Tag. Der Rechner hatte eine Leistung nach SPEC 1 von
3.14 CINT95 und 7.50 CFP95. Aus diesem Grund konnten sowohl die Populations- ,
als auch die NetzgrÄ o¼en nicht sehr gro¼ gewÄ ahlt werden, da ansonsten die benÄ otigte
Rechenzeit zu lang geworden wÄ are.
1
"Standard Performance Evaluation Corporation\, eine Organisation, die sich mit der herstel-
lerÄ ubergreifenden Messung von praxisbezogenen Rechenleistungsdaten beschÄ aftigt. AusfÄ uhrliche
ErlÄ auterungen zu den Messmethoden und Resultaten fÄ ur viele Systeme sind im InterNet unter
http://www.specben.org/ verfÄ ugbar6 ZUSAMMENFASSUNG 79
6 Zusammenfassung
Im Rahmen der vorliegenden Diplomarbeit wurde die LeistungsfÄ ahigkeit von evo-
lutionÄ aren Algorithmen zum Training von RNN untersucht und mit gradientenba-
sierten Trainingsalgorithmen verglichen. Die Zielsetzung war dabei im besonderen
die PrÄ ufung der Verwendbarkeit in der Sprachverarbeitung, speziell der Spracher-
kennung.
ZunÄ achst wurde anhand eines PrÄ adiktionsproblems die prinzipielle LeistungsfÄ ahig-
keit von EA untersucht, indem ein MLP mit unterschiedlichen evolutionÄ aren Algo-
rithmen trainiert wurde. Verschiedene Varianten von GA und ES sind an diesem
Beispiel getestet und miteinander verglichen worden. Im Rahmen der Untersuchun-
gen an GA stellte sich heraus, da¼ eine Mindestgenauigkeit der Quantisierung zur
LÄ osung erforderlich ist. Es zeigt sich, da¼ die Genauigkeit der Approximation mit
abnehmendem Quantisierungsfehler besser wird. Damit ist eine Behandlung dieses
Problems mit grob quantisierten Gewichten nachteilig. DemgegenÄ uber pro¯tiert ES
sowohl in der Approximationsgenauigkeit, als auch in der Konvergenzgeschwindig-
keit von der direkten Darstellung der Objektvariablen als reelle Zahlen.
Weiterhin zeigte sich bei ES, da¼ die Genauigkeit einer LÄ osung auch von der Popu-
lationsgrÄ o¼e abhÄ angig ist, da mit wachsender PopulationsgrÄ o¼e der Parameterraum
besser abgetastet werden kann. Im Vergleich mit ES benÄ otigten GA lÄ angere Konver-
genzzeiten und bedingten zudem aufgrund der Codierung und Decodierung einen
hÄ oheren Rechenaufwand als ES, so da¼ die Untersuchungen an RNN nur mit ES
durchgefÄ uhrt wurden.
ZunÄ achst wurde mit dem Latching-Problem eine, in der KomplexitÄ at eng begrenzte,
Klassi¯kationsaufgabe mit ZeitabhÄ angigkeiten untersucht. Die zur VerfÄ ugung ge-
stellte Information war bei diesem Beispiel sehr gering, da der Fehler nur am Ende
einer Mustersequenz berechnet wurde. Es stellte sich heraus, da¼ selbst bei dieser6 ZUSAMMENFASSUNG 80
sehr einfachen Aufgabenstellung die gradientenbasierten Verfahren nach dem Ä Uber-
schreiten einer maximalen MustersequenzlÄ ange T keine LÄ osung ¯nden konnten. Im
Gegensatz dazu war ES in der Lage, das Problem fÄ ur alle gemessenen Variationen
des Parameters T zu lÄ osen. Erst wenn wÄ ahrend des Trainings dem Gradientenverfah-
ren zusÄ atzliche Informationen durch Fehlereinspeisung zur VerfÄ ugung gestellt wurde,
hatte der BPTT-Algorithmus die selbe LeistungsfÄ ahigkeit.
Als weiteres Experiment mit ZeitabhÄ angigkeiten wurde das Automaton-Problem un-
tersucht, welches mittels eines RNN gelÄ ost werden sollte. Bei diesem Problem wurde
besonderer Wert auf die Untersuchung des Konvergenzverhaltens bei Ä Anderungen
der Parameter von ES gelegt. Die Untersuchungen ergaben, da¼ die einzelnen Para-
meter in komplexer Weise miteinander interagieren und nur eine gute Abstimmung
aller Parameter aufeinander eine befriedigende Leistung in Bezug auf Konvergenzge-
schwindigkeit und Klassi¯kationsergebnis erbringt. Wie bei dem Latching-Problem
wurde der Fehler nur am Ende einer Mustersequenz berechnet. Dies bewirkt, da¼ der
BPTT-Algorithmus bereits bei SequenzlÄ angen von T = 27 nicht mehr in der Lage
ist, die ZeitabhÄ angigkeiten in dem Gradienten zu reprÄ asentieren. Mit ES dagegen
konnten RNN trainiert werden, die in der Lage sind, SequenzlÄ angen bis zu T = 41
richtig zu klassi¯zieren. Die Untersuchungen bestÄ atigen, da¼ der beschrÄ ankende Fak-
tor in erster Linie der Trainingsalgorithmus und nicht das Netzwerksparadigma ist.
Die Simulationsexperimente mit zeitnormierten Sprachdaten zeigen, da¼ mit ES
prinzipiell hÄ ohere Erkennungsleistungen als mit dem gradientenbasierten Algorith-
mus des BPTT erzielt werden kÄ onnen. Jedoch nimmt schon bei der Klassi¯kation der
ZahlwÄ orter Zwei und Drei die Klassi¯kationsleistung mit zunehmender SequenzlÄ ange
ab. Es erfordert eine drastische VergrÄ o¼erung der PopulationsgrÄ o¼e, um zumindest
gleich gute Ergebnisse zu erzielen. ZusÄ atzliche Tests am Automaton-Problem stÄ utzen
diese Aussage. Jedoch steigt der Rechenaufwand durch VergrÄ o¼erung der Populati-
onsgrÄ o¼e so stark an, da¼ bei nicht zeitnormierten Sprachdaten ES mit adÄ aquater
PopulationsgrÄ o¼e nicht mehr simulierbar waren.6 ZUSAMMENFASSUNG 81
In den Untersuchungen an dem Vokabular mit sechs WÄ ortern wurde der Fehler fÄ ur je-
den anliegenden Merkmalsvektor berechnet und im Gradienten bzw. zur Bewertung
bei ES im Training verwendet. In diesen Messungen erbringen beide Algorithmen
nahezu identische Klassi¯kationsergebnisse.
Insgesamt verhindert der drastisch ansteigende Rechenaufwand bei den Sprachdaten
die Verarbeitung von grÄ o¼eren Vokabularien und langen WÄ ortern durch ES. Aus der
BeschrÄ ankung der PopulationsgrÄ o¼e durch die vorhandene RechnerkapazitÄ at resul-
tierte eine nichtoptimale Anpassung von Selektionsdruck, Mutationsrate und Popu-
lationsverteilung im Suchraum. Insbesondere erweist sich die globale Anpassung der
Strategieparameter bei den vergrÄ o¼erten Populationen als problematisch. Weitere
Untersuchungen an ES mit Strategien zur Selbstadaption dieser Parameter bieten
sich daher fÄ ur zukÄ unftige Forschung an.LITERATUR 82
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