Learning the intensity of time events with change-points by Alaya, Mokhtar Z. et al.
Learning the intensity of time events with change-points
Mokhtar Zahdi Alaya, Ste´phane Ga¨ıffas, Agathe Guilloux
To cite this version:
Mokhtar Zahdi Alaya, Ste´phane Ga¨ıffas, Agathe Guilloux. Learning the intensity of time events
with change-points. 2015. <hal-01163415>
HAL Id: hal-01163415
https://hal.archives-ouvertes.fr/hal-01163415
Submitted on 12 Jun 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Learning the intensity of time events with change-points
Mokhtar Z. Alaya1 Ste´phane Ga¨ıffas2 Agathe Guilloux3
June 12, 2015
Abstract
We consider the problem of learning the inhomogeneous intensity of a counting
process, under a sparse segmentation assumption. We introduce a weighted total-
variation penalization, using data-driven weights that correctly scale the penalization
along the observation interval. We prove that this leads to a sharp tuning of the convex
relaxation of the segmentation prior, by stating oracle inequalities with fast rates of
convergence, and consistency for change-points detection. This provides first theoret-
ical guarantees for segmentation with a convex proxy beyond the standard i.i.d signal
+ white noise setting. We introduce a fast algorithm to solve this convex problem.
Numerical experiments illustrate our approach on simulated and on a high-frequency
genomics dataset.
Keywords. Counting processes, Total-variation, Oracle inequalities, Change-points
1 Introduction
Counting processes are widely used in engineering to describe systems where stochas-
tic events occur, such as genomics, biology, econometrics, communications and networks,
see [2]. In these problems, the aim is to estimate the intensity function, which determines
the instantaneous rate of occurrence of an event. In the statistical literature, this topic
has been extensively discussed in several previous works. Procedures based on kernel esti-
mation [29], cross-validation [20], wavelet methods [26], local polynomial estimators [13],
model selection [30] are considered for the non-parametric estimation of the intensity.
In this paper, we want to recover the intensity λ0(t) of a counting process {N(t), t ∈
[0, 1]} from n observations of N . We work under the assumption that λ0 can be well-
approximated by a piecewise constant function, and we deal with this problem with a
signal segmentation point-of-view, where the goal is to find the unknown times of abrupt
changes in the dynamic of the signal. This is referred to multiple change-point problem
in statistical literature, see [24] for a recent review with interesting references. A change-
point is a time or position where the structure of the object changes and the goal of
change-point detection is to estimate these positions.
Several examples of practical importance fulfill the model of multiple change-points. A
particularly interesting example comes from the next-generation sequencing (NGS) DNA
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2process. Indeed, an important application of NGS technologies is the study of the tran-
scriptome and the resulting experiment is called RNA-seq. In a typical RNA-seq exper-
iment, a sample of RNA is amplified, shattered, and converted to a library of a cDNA
fragments. Then, it is sequenced on a high-throughput platform which is available com-
mercially. Finally, the raw data result in large amounts of DNA fragments sequences called
reads. These reads are then mapped to the reference genome by an appropriate algorithm,
that tells us the region from which each read comes from. RNA-seq can be modelled math-
ematically as replications of an inhomogeneous counting process with a piecewise constant
intensity [32]. The counting process counts the number of reads whose first base maps to
the left base of a given chromosome’s location. In [32], a Bayesian approach for the de-
tection of change-points is considered. Other approaches based on Bayesian model-based
clustering and segmentation are given in [27].
In the present paper, we consider the estimation of τ0,` and β0,` in the following model:
λ0(t) =
L0∑
`=1
β0,`1(τ0,`−1,τ0,`](t) (1)
for 0 ≤ t ≤ 1, with the convention τ0,0 = 0 and τ0,L0 = 1. Our approach consists in
reframing this task as a variable selection task. We introduce a penalized least-squares
criterion with a data-driven total-variation penalization, which is `1-penalization of the
discrete gradient of the parameter.
This convex proxy for segmentation with an extra `1-penalization for sparsity, called
fused Lasso, is introduced in [33]. Theoretical guarantees for this procedure are given
in [21] in the white noise setting, for the segmentation of a one-dimensional signal. A
group fused Lasso is introduced in [7] for the detection of multiple change-points shared
by a set of co-occurring one-dimensional signals, and an algorithm is derived to solve the
corresponding convex problem. The determination of the number of structural changes in
multitask learning via the group fused Lasso is considered in [28].
Beyond the one-dimensional setting, total-variation penalization is well-known and
commonly used in image denoising, deblurring and segmentation, see for instance [12]
and [11]. In this context, one needs to define a graph of neighboring nodes (pixels), and
the problem can be solved efficiently by reformulating it as a min-cut problem and solving
it using a max-flow algorithm [22].
Other close references are the following: [18] proves sharp oracle inequalities for the
Lasso in hazards models, [15] studies Lasso-type estimators in a linear regression model
with multiple change-points, [31] considers denoising of a sparse and block signal, [9] stud-
ies the asymptotics for jump-penalized least squares regression aiming at approximating
a regression function by piecewise constant functions. An algorithm of majorization-
minimization for high dimensional fused Lasso regression is proposed in [35], a testing
approach for the segmentation of the hazard function is given in [19].
The papers [30], [33], [21], [7], [28], are most relevant to our work. In [30], a model
selection procedure is introduced to estimate the intensity function. In [21] and [33],
the authors propose an adaptation of the Lasso algorithm to detect change-points in the
standard i.i.d signal + Gaussian white noise framework. In [7] and [28], the authors use
group fused Lasso to solve the structural change-points in linear regression problems. This
paper is different from these works in the following aspects. First, a main feature of our
results is that they are derived for a signal in continuous time, as compared to [21], [28]
and [33]. Namely, we aim at detecting change-points in the intensity function. Hence, this
problem is prone to an unavoidable non-parametric bias of approximation by a piecewise
constant function, which makes our mathematical analysis very different. A second main
3feature of our results is that we introduce a weighted total-variation penalization, using
data-driven weights that correctly scale the penalization along the observation interval.
This is not necessary in the Gaussian and discrete signal + noise setting from [21] for
instance. As a side product, we are able to use the same tuning parameters both for
consistency in oracle inequalities, see Theorems 1 and 2, and detection of change-points, see
Theorems 3 and 4. A third main feature of our approach is that we use a convex surrogate
for the sparsity of the discrete gradient of the signal, that can be solved numerically
very efficiently, see Section 5, even for a large signal (using many bins). This is not the
case for the approach described in [30], which is based on `0 model-selection techniques.
Furthermore, our oracle inequalities are sharp in the sense that the leading constant in
front of the bias terms is equal to one.
The rest of the paper is organized as follows. In Section 2, we provide basic notations.
Then, we present our estimation procedure. Section 3 develops oracle inequalities for the
estimator, see Theorems 1 and 2. Section 4 gives results in change-points detection, see
Theorems 3 and 4. Section 5 describes a fast algorithm to solve the convex problem studied
in the paper. The proofs of the main statements are gathered in Sections 7, 8 and 9.
2 Counting processes with a sparse segmentation prior
Let (Ω,F ,P) be a probability space and (Ft)0≤t≤1 a filtration satisfying the usual condi-
tions [25]: increasing, right-continuous and complete. A counting process is a stochastic
process {N(t)}0≤t≤1 which is (Ft)-adapted to the filtration, with right-continuous and
piecewise constant paths almost surely (a.s.), with jump of size +1 at event times such
that N(0) = 0 and N(t) < ∞ a.s. The term counting process is natural: N(t) − N(s)
corresponds to the number of events of a certain type occurring in the interval (s, t]. The
Poisson process is the most common example of a counting process, where the jumps oc-
cur randomly and independently of each other on disjoint intervals, see for instance [10]
and [23] for references on point processes and their statistical estimation.
Since N is increasing, it is a submartingale, so it follows from the Doob-Meyer decom-
position theorem [1]. Namely, N = Λ0 +M, where Λ0 is a predictable increasing process
called the compensator of N and M is a (Ft)-martingale. We assume in the following that
Λ0(t) = E[N(t)] =
∫ t
0
λ0(s)ds (2)
for 0 ≤ t ≤ 1, where λ0 is a non-negative right-continuous function with left-hand limits
called intensity rate of N . Under this assumption, M(t) = N(t) − ∫ t0 λ0(s)ds is a local
square-integrable martingale with quadratic variation given by 〈M〉(t) = ∫ t0 λ0(s)ds and
optional variation [M ](t) =
∫ t
0 λ0(s)dN(s).
2.1 Sparse segmentation assumption
We work under the assumption that the intensity is piecewise constant, over unknown
inhomogeneous intervals of time. From now on, 1A stands for the indicator function of a
set A. For some results in the paper, we will use
Assumption 1. We assume that the intensity writes
λ0(t) =
L0∑
`=1
β0,`1J`(t), 0 ≤ t ≤ 1, (3)
4with L0 ≥ 1, β0,` are positive coefficients, and where J0 = {0}, J` = (τ0,`−1, τ0,`] for
` = 1, . . . , L0 and τ0,0 = 0 < τ0,1 < · · · < τ0,L0−1 < τ0,L0 = 1.
Assumption 1 means that L0 − 1 changes affect the value of λ0 at unknown instants
τ0,`. The number of change-points L0 − 1 is unknown. In this setting, we want to recover
the intensity λ0, by jointly estimating L0, τ0,` and β0,`, for ` = 1, . . . , L0 − 1. Throughout
the paper, we will assume the following.
Assumption 2. We observe n i.i.d copies of N on [0, 1], denoted N1, . . . , Nn.
The assumption that the process is in [0, 1] is for the sake of simplicity. Assumption 2
is equivalent to observing a single process N with intensity nλ0, which is only used to
have a notion of growing observations with an increasing n.
2.2 A procedure based on total-variation penalization
Fix m = mn ≥ 1, an integer that shall go to infinity as n → ∞. Let us define the set of
nonnegative piecewise constant functions on [0, 1] given by
Λm =
{
λβ =
m∑
j=1
βj,mλj,m : β = [βj,m]1≤j≤m ∈ Rm+
}
, (4)
where
λj,m =
√
m1Ij,m and Ij,m =
(j − 1
m
,
j
m
]
.
The linear space Λm is endowed by the norm ‖λ‖ = (
∫ 1
0 λ
2(t)dt)1/2. We introduce the
least-squares functional
Rn(λ) =
∫ 1
0
λ(t)2dt− 2
n
n∑
i=1
∫ 1
0
λ(t)dNi(t),
which is the goodness-of-fit criterion to be used in this setting, see among others [30].
Note that {λj,m : j = 1, . . . ,m} produces an orthonormal basis of Λm, it implies that
Rn(λβ) =
m∑
j=1
β2j,m −
2
√
m
n
m∑
j=1
n∑
i=1
βj,mNi(Ij,m)
for any β ∈ Rm+ . Now, let us introduce the weighted total-variation penalization
‖β‖TV,wˆ =
m∑
j=2
wˆj |βj − βj−1| (5)
for β = [βj ]1≤j≤m ∈ Rm, where wˆ = [wˆj ]1≤j≤m is a positive vector of weights (eventually
depending on data) to be defined later on, with wˆ1 = 0. The data-driven weights wˆ will
allow to design sharp tuning of the total-variation penalization. Then, given m ≥ 1 and a
weights vector wˆ, we introduce
βˆ = argminβ∈Rm+
{
Rn(λβ) + ‖β‖TV,wˆ
}
, (6)
hence an estimator of λ0 is given by λˆ = λβˆ. An estimation of the change-point locations
is obtained from the support of the discrete gradient of βˆ. Namely, define
Sˆ =
{
j : βˆj,m 6= βˆj−1,m for j = 2, . . . ,m
}
, (7)
5and denote by Lˆ = |Sˆ| the estimated number of change-points.
We denote the mean counting process N¯n = n
−1∑n
i=1Ni, and the unweighted TV
penalization by ‖β‖TV =
∑m
j=2 |βj − βj−1| for β ∈ Rm. We use also the notation N¯n(I) =∫
I dN¯n(t) for any I ⊂ [0, 1].
3 Sharp oracle inequalities
In this section we address the statistical properties of λˆ stated in (6), by proving two oracle
inequalities. Theorem 1 below is an oracle inequality of “slow-type” [6] that holds in full
generality, while Theorem 2 is a fast oracle inequality, that holds under the assumption
that the number of the estimated change-points is upper bounded by a known constant
Lmax. Both oracle inequalities are sharp in the sense that the constant term in front of
the oracle term infβ ‖λβ − λ‖ is equal to one.
Theorem 1. Fix x > 0 and introduce the data-driven weights,
wˆj = 5.66
√
m(x+ logm+ hˆn,x,j)Vˆj
n
+ 9.31
√
m(x+ 1 + logm+ hˆn,x,j)
n
,
where Vˆj = N¯n
(( j−1
m , 1
])
and
hˆn,x,j = 2 log log
(6enVˆj + 14e(x+ logm)
28(x+ logm)
∨ e
)
.
Then, if λˆ is given by (6), we have
‖λˆ− λ0‖2 ≤ inf
β∈Rm+
(
‖λβ − λ0‖2 + 2‖β‖TV,wˆ
)
(8)
with a probability larger than 1− 12.85e−x.
The proof of Theorem 1 is postponed in Section 7. We define β0,m = [β0,j,m]1≤j≤m the
coefficients vector of the projection of λ0 on Λm and ∆β,max = max
1≤`,`′≤L0
|β0,`−β0,`′ |, which
is the maximum jump size of λ0. Under Assumption 1, a control of the approximation
term leads to the following.
Corollary 1. Given Assumption 1, and under the same assumptions as the ones from
Theorem 1, we have
‖λˆ− λ0‖2 ≤
2(L0 − 1)∆2β,max
m
+ 2‖β0,m‖TV max
1≤j≤m
wˆj . (9)
The proof of Corollary 1 is given in Section 7. Theorem 1 uses a data-driven weighting
of the TV penalization, based on weights roughly given by
wˆj ≈
√
m logm
n
N¯n
((j − 1
m
, 1
])
. (10)
This exhibits a new scaling of the TV penalization, which is natural and of importance in
this setting. The shape of this data-driven weighting comes from a Bernstein’s concentra-
tion with data-driven variance, necessary for the control of the noise term (a martingale
with jumps), given in Proposition 1 below, see Section 7.1.
6Theorem 2. Fix x > 0 and let λˆ be the same as in Theorem 1. Assume that the estimated
number of change-points Lˆ satisfies Lˆ ≤ Lmax. Then, we have
‖λˆ− λ0‖2 ≤ inf
β∈Rm+
∥∥λβ − λ0∥∥2 + 6(Lmax + 2(L0 − 1)) max
1≤j≤m
wˆ2j
+K1
‖λ0‖∞
(
x+ Lmax(1 + logm)
)
n
+K2
m
(
x+ Lmax(1 + logm)
)2
n2
,
(11)
with a probability larger than 1 − Lmaxe−x, with ‖λ0‖∞ = supt∈[0,1] λ0(t), K1 = 1670.89,
and K2 = 6683.53.
The proof of Theorem 2 is provided in Section 7. This results proves that our procedure
has a fast rate of convergence of order
(Lmax ∨ L0)m logm
n
,
which scales in m/n.
Corollary 2. Given Assumption 1, and under the same assumptions as the ones from
Theorem 2, we have
‖λˆ− λ0‖2 ≤
2(L0 − 1)∆2β,max
m
+ 6(Lmax + 2(L0 − 1)) max
1≤j≤m
wˆ2j
+K1
‖λ0‖∞
(
x+ Lmax(1 + logm)
)
n
+K2
m
(
x+ Lmax(1 + logm)
)2
n2
,
(12)
with a probability larger than 1− Lmaxe−x, with the same notations as in Theorem 2.
The proof of Corollary 2 is presented in Section 7. A consequence of Corollary 2 is
that an optimal tradeoff between approximation and complexity is given by the choice
m ≈ n1/2. Note that we are able to use the same procedure in Theorems 1 and 2, namely
for the slow and fast rate, while it is not the case in the signal + white noise considered
in [21] for instance.
4 Change-point detection
In this section we prove that the proposed total-variation with data-driven weights pro-
cedure is consistent for the estimation of the change-point positions. Note that, however,
the context considered here is quite different from the more standard signal + white
noise setting: here we aim at detecting change-points in the intensity function, hence this
problem is prone to an unavoidable non-parametric bias of approximation by a piecewise
constant function. This means that we will not be able to recover the exact position of
two change-points if they lie on the same interval Ij,m. Therefore, we assume
Assumption 3. Grant Assumption 1 and assume that there is a positive constant c ≥ 8
such that
min
1≤`≤L0
|τ0,` − τ0,`−1| > c
m
. (13)
7This assumption entails that the change-points of λ0 are sufficiently far apart, and
that, in particular, there cannot be more than one change-point in the “high-resolution”
intervals Ij,m. Under Assumption 3, the procedure will be able to recover the (unique)
intervals Ij`,m, for ` = 0, . . . , L0, where the change-point belongs. Hence, we define the
approximate change-points sequence [j`]0≤`≤L0 as follows.
Definition 1. The approximate change-points sequence [j`]0≤`≤L0 relative to the level of
resolution m is defined as the right-hand side boundary of the unique interval Ij`,m that
contains the change-point τ0,`, namely
τ0,` ∈
(j` − 1
m
,
j`
m
]
(14)
for ` = 1, . . . , L0 − 1, where we put j0 = 0 and jL0 = m by convention.
Given the support Sˆ = {jˆ1, . . . , jˆLˆ} with jˆ1 < · · · < jˆLˆ of the discrete gradient of βˆ
defined in (7), and introducing jˆ0 = 0 and jˆLˆ+1 = m, we define simply
τˆ` =
jˆ`
m
(15)
for ` = 0, . . . , Lˆ + 1. In order to be able to prove a consistency results for change-points
detection, we need a set of assumptions that quantifies the asymptotic interplay between
several quantities:
• ∆j,min = min
1≤`≤L0−1
|j`+1−j`|, which is the minimum distance between two consecutive
terms in the change-points of λ0.
• ∆β,min = min
1≤q≤m−1
|β0,q+1,m−β0,q,m|, which is the smallest jump size of the projection
λ0,m of λ0 onto Λm.
• (εn)n≥1, a non-increasing and positive sequence that goes to zero as n → ∞, and
such that mεn ≥ 6 for any n ≥ 1.
Assumption 4. We assume that ∆j,min, ∆β,min and (εn)n≥1 satisfy
√
nmεn∆β,min√
logm
→∞ (16)
√
n∆j,min∆β,min√
m logm
→∞ (17)
as n→∞.
This assumption controls the rate (εn) of convergence of τˆ` towards τ0,`. The logarith-
mic factor is due to concentration inequalities for the control of the noise (the martingale
M obtained by compensation of N). The next Theorem proves the consistency of our
procedure for the detection of change-points, under the assumption that the estimated
number of change-points is the correct one.
Theorem 3. Under Assumptions 3 and 4, and if Lˆ = L0 − 1, then the change-points
estimators {τˆ1, . . . , τˆLˆ} given by (15) satisfy
P
[
max
1≤`≤L0−1
|τ0,` − τˆ`| ≤ εn
]
→ 1 (18)
as n→∞.
8The proof of Theorem 3 is quite involved and is presented in Section 8 and Appendix B.
It builds upon some techniques developed in [21], based on a careful inspection of the
Karush-Kuhn-Tucker (KKT) optimality conditions, see for instance [8], for the solutions
to the convex problem (6). The proof depends also heavily on a data-driven Bernstein’s
inequality for the control of the martingale errors, see Proposition 1 from Section 7.
Let us give examples of scaling for the quantities ∆j,min, ∆β,min and (εn)n≥1 that meet
Assumption 4. Assume for simplicity that
εn = n
−α and ∆β,min = n−γ
for some constants α, γ > 0.
• If m = n1/3 then Theorem 3 holds with any α, γ > 0 satisfying 0 < γ < 1/3 and
0 < α+ γ < 2/3, and if ∆j,min ≥ 6.
• If m = n1/2 then Theorem 3 holds with any 0 < γ < 1/4 and 0 < α + γ < 3/4 and
if ∆j,min ≥ 6.
In order to prove change-point consistency without the assumption that the estimated
number of change-points is the correct one, we need to relax a little bit the statement of
the result given in Theorem 3. Namely, we evaluate a non-symmetrized Hausdorff distance
E(Tˆ ‖T0) between the set of estimated change-points
Tˆ = {τˆ1, . . . , τˆLˆ}
and the set of true change-points
T0 =
{
τ0,1, . . . , τ0,L0−1
}
,
where for two sets A and B, the quantity E(A‖B) is given by
E(A‖B) = sup
b∈B
inf
a∈A
|a− b|.
Note that E(A‖B)∨E(B‖A) is the Hausdorff distance between A and B. When Lˆ = L0−1,
Theorem 3 implies that
P
[
E(Tˆ ‖T0) ≤ εn, E(T0‖Tˆ ) ≤ εn]→ 1 (19)
as n → ∞. When Lˆ > L0 − 1, we prove in Theorem 4 below that E(Tˆ ‖T0) ≤ εn with a
probability going to 1 as n→∞. This means that change-point consistency holds for our
procedure whenever the estimated number of change-points is not less than the true one.
Theorem 4. Under Assumptions 3 and 4, and if Lˆ ≥ L0 − 1, we have
P
[
E(Tˆ ‖T0) ≤ εn
]
→ 1 (20)
as n→∞.
Theorem 4 ensures that even when the number of change-points is over-estimated,
each true change-point is close to the estimated one. The proof of Theorem 4 is given in
Section 9. It is based, as for the proof of Theorem 3, on a repeated utilization of the KKT
optimality conditions of problem (6).
Note that a difference with [21] is that we are able to use the same regularization
parameters wˆj given by (10) in Theorems 3 and 4. Besides, we don’t need an upper bound
on the estimated number of change-points in Theorem 4, while it is necessary in [28].
95 Numerical experiments
In this section we propose a fast algorithm for solving the optimization problem (6) and
apply it on simulated and real datasets from genomics.
5.1 Algorithm
A concept of importance for convex optimization in machine learning is the proximal
operator [3, 4]. The proximal operator proxf of a proper, lower semicontinuous, convex
function f : Rm → (−∞,∞], is defined as
proxf (v) = argminx∈Rm
{1
2
‖v − x‖22 + f(x)
}
, for all v ∈ Rm.
In this section, we provide a fast algorithm to solve the optimization problem (6), that
computes the proximal operator of the weighted total-variation.
We observe n i.i.d observations of N over the interval [0, 1]. Recall that N¯n =
n−1
∑n
i=1Ni, and N¯n(I) =
∫
I dN¯n(t) for any I ⊂ [0, 1]. We also recall that λˆ(t) =∑m
j=1 βˆjλj,m(t), where βˆ = [βˆ1, . . . , βˆm] is given by (6). Hence, we have
βˆ = argminβ∈Rm+
{1
2
‖N− β‖22 + ‖β‖TV,wˆ
}
, (21)
where N = [Nj ]1≤j≤m ∈ Rm+ is given by
N =

√
mN¯n(I1,m)
...√
mN¯n(Im,m)
 .
Therefore, we see that (21) is equivalent to
βˆ = prox‖·‖TV,wˆ(N).
Next, we develop an algorithm that computes prox‖·‖TV,wˆ , which is an extension of [17]
to weighted total-variation. Towards this end, we introduce the following (m − 1) × m
bidiagonal matrix
Dwˆ =

−wˆ2 wˆ2 0 · · · 0
0 −wˆ3 wˆ3 . . .
...
...
. . .
. . .
. . . 0
0 · · · 0 −wˆm wˆm
 .
Then, one can express the primal problem (21) as follows:
βˆ = argminβ∈Rm+
{1
2
‖N− β‖22 + ‖Dwˆβ‖1
}
. (22)
Essentially, problem (22) is difficult to analyse directly because the nondifferentiable `1
norm is composed with a linear transformation of β. When solving (22) we may consider
its Fenchel dual form[4]. First, we rewrite the primal problem as
minimizeβ∈Rm, z∈Rm−1
1
2
‖N− β‖22 + ‖z‖1
subject to Dwˆβ = z,
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whose Lagrangian is
L(β, z, u) =
1
2
‖N− β‖22 + ‖z‖1 + u>(Dwˆβ − z),
and to derive a dual problem, we minimize this over β, z. A straightforward computation
gives
min
β
{1
2
‖N− β‖22 + u>Dwˆβ
}
= −1
2
‖N−D>wˆu‖22,
while
min
z
{
‖z‖1 − u>z
}
=
{
0, if ‖u‖∞ ≤ 1,
−∞, otherwise.
Introducing u0 = um = 0, we proved that a dual problem of (22) is given by
minimizeu∈Rm+1
1
2
m∑
k=1
(
Nk − wˆk+1uk + wˆkuk−1
)2
,
subject to |uj | ≤ 1, for k = 1, . . . ,m, and u0 = um = 0.
If we have a feasible dual variable uˆ, we can compute the primal solution βˆ using
βˆk = Nk − wˆk+1uˆk + wˆkuˆk−1, for k = 1, . . . ,m. (23)
For this problem, strong duality holds, see [8], meaning that the duality gap is zero. The
KKT optimality conditions characterize the unique solutions βˆ and θˆk := wˆk+1uˆk. They
yield, in addition to (23):
θˆ0 = θˆm = 0, and ∀ k = 1, . . . ,m− 1,

θˆk ∈ [−wˆk+1, wˆk+1], if βˆk = βˆk+1,
θˆk = −wˆk+1, if βˆk < βˆk+1,
θˆk = wˆk+1, if βˆk > βˆk+1.
(24)
Therefore, the proposed algorithm consists in running forwardly through the samples
[Nk]1≤k≤m. Using (24), at location k, βˆk stays constant where |θˆk| < wˆk+1. If this is not
possible, it goes back to the last location where a jump can be introduced in βˆ, validates the
current segment until this location, starts a new segment, and continues. This algorithm
is described precisely in Algorithm 1.
5.2 Simulated data
We conduct simulations on 2 examples of intensities. We simulate counting processes with
inhomogeneous piecewise intensities λ0, with 5 and 15 change-points, see Figure 1, with
an increasing sample size n. In order to assess the performance of the total-variation
procedure λˆ, we use a Monte-Carlo averaged mean integrated squared error (MISE) as a
performance measure, given by
MISE(λˆ, λ0) = E
∫ 1
0
(λˆ(t)− λ0(t))2dt.
We run 100 Monte-Carlo experiments, for an increasing sample size between n = 500 and
n = 30000, for each 2 examples. In Figure 2, we plot the MISEs of the weighted and
the unweighted total-variation (namely wˆ ≡ 1), for the 2 examples, as a function of the
sample size. We observe in Figure 2 that the estimation error is always decaying with
the sample size, and that both procedures behave similarly. Differences can be observed
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Algorithm 1: βˆ = prox‖·‖TV,wˆ(N)
Input: N =
(
N1, . . . ,Nm
)> ∈ Rm; wˆ = (wˆ1, . . . , wˆm) ∈ Rm+ .
Output:
(
βˆ1, . . . , βˆm
)>
.
1. Set k = k0 = k− = k+ ← 1;
βmin ← N1 − wˆ2; βmax ← N1 + wˆ2;
θmin ← wˆ2; θmax ← −wˆ2;
2. if k = m then
βˆm ← βmin + θmin;
3. if Nk+1 + θmin < βmin − wˆk+2 then /* negative jump */
βˆk0 = · · · = βˆk− ← βmin;
k = k0 = k− = k+ ← k− + 1;
βmin ← Nk − wˆk+1 + wˆk; βmax ← Nk + wˆk+1 + wˆk;
θmin ← wˆk+1; θmax ← −wˆk+1;
4. else if Nk+1 + θmax > βmax + wˆk+2 then /* positive jump */
βˆk0 = . . . = βˆk+ ← βmax;
k = k0 = k− = k+ ← k+ + 1;
βmin ← Nk − wˆk+1 − wˆk; βmax ← Nk + wˆk+1 − wˆk;
θmin ← wˆk+1; θmax ← −wˆk+1;
5. else /* no jump */
set k ← k + 1;
θmin ← Nk + wˆk+1 − βmin;
θmax ← Nk − wˆk+1 − βmax;
if θmin ≥ wˆk+1 then
βmin ← βmin + θmin−wˆk+1k−k0+1 ;
θmin ← wˆk+1;
k− ← k;
if θmax ≤ −wˆk+1 then
βmax ← βmax + θmax+wˆk+1k−k0+1 ;
θmax ← −wˆk+1;
k+ ← k;
6. if k < m then
go to 3.;
7. if θmin < 0 then
βˆk0 = · · · = βˆk− ← βmin;
k = k0 = k− ← k− + 1;
βmin ← Nk − wˆk+1 + wˆk;
θmin ← wˆk+1; θmax ← Nk + wˆk − vmax;
go to 2.;
8. else if θmax > 0 then
βˆk0 = · · · = βˆk+ ← βmax;
k = k0 = k+ ← k+ + 1;
βmax ← Nk + wˆk+1 − wˆk;
θmax ← −wˆk+1; θmin ← Nk − wˆk − θmin;
go to 2.;
9. else
βˆk0 = · · · = βˆm ← βmin + θmink−k0+1 ;
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below, using a genomics datasets. On each simulated dataset, we perform a 10-fold cross-
validation to select the best constant to use in front of the weights wˆj (both for the
weighted and unweighted total-variation). Cross-validation in this context is achieved by
choosing uniformly at random a label between 1 and 10 for each point, and by using points
with label k in the k-th testing fold and removing these points for the k-th training fold.
The estimated intensity is accordingly corrected, by this amount (as removing uniformly
a fraction of points from a counting process biases downwards the intensity by the same
fraction).
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Figure 1: Intensities used for Example 1 (left) and Example 2 (right), respectively with 5
and 15 change-points
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Figure 2: Average MISEs (bold lines) over 100 Monte-Carlo experiments and standard
deviations of the MISEs (dashed lines). First: weighted TV for Example 1; Second: non-
weighted TV for Example 1; Third: weighted TV for Example 2; Fourth: non-weighted
TV for Example 2
5.3 Real data
Our method is illustrated on NCI-60 tumor and normal cell lines, HCC1954 and BL1954.
This dataset was produced and investigated by [14] using the Illumina platform, where
the reads are 36bp long. After cleaning of this data, there are 7.72 million reads for the
tumor (HCC1954) and 6.65 million reads for the normal (BL1954) samples respectively.
A description of the sampling process for such data is described in Introduction. We
show in Figures 3 and 4 both tumor and cell lines data. This data consists of a list of
reads number, see Figure 4, where we plot a zoomed sequence of reads. For visualization
purposes, we give in Figure 4 the binned counts of reads over 10000 intervals equispaced
on the range of reads.
In Figure 5 we plot the best solution of the weighted and unweighted (wˆj = 1) total-
variation estimators on the normal and tumor reads data. For easier visualization we
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180000 185000 190000 195000 200000 185000 190000 195000 200000 205000 210000
Figure 3: A zoom into the sequence of reads for normal (left) and tumor (right) data
Figure 4: Binned counts of reads (log-scale) of the normal (left) and tumor (right) data
Figure 5: A zoom between reads number 0 and 50M of the weighted (left) and unweighted
(right) total-variation estimators applied to the tumor (top) and normal (bottom) data
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plot a zoom of the reads sequence. We perform a 10-fold cross-validation to select the
best constant to use in front of the weights wˆj (both for the weighted and unweighted
total-variation), as explained above. We observe in this figure that the weighted total-
variation gives sharper results: the piecewise constant intensity is smoother, and the
obtained change-points locations seem, at least visually, better. An important fact is
that the runtime of Algorithm 1 is extremely fast: a solution is obtained in less than one
millisecond, on a modern laptop (implementation is done using python with a C extension).
This is due to the fact that Algorithm 1 is typically linear in the signal size.
6 Conclusion
In this work, we prove that convex optimization for the detection of change-points in the
intensity of a counting process is a powerful tool. We introduce a data-driven weighted
total-variation penalization for this problem, with sharply tuned regularization parame-
ters, and prove two families of theoretical results: oracles inequalities for the prediction
error, and consistency in the estimation of change-points. We illustrate numerically our
approach via simulations and a genomics dataset application. Future directions for this
work are the study of maximum likelihood estimation instead of least-squares, and a mul-
tivariate extension of the proposed algorithm.
7 Proof of Theorems 1 and 2
Introduce µ = [µj ]1≤j≤m ∈ Rm given by µ1 = β1 and µj = βj − βj−1 for j = 2, . . . ,m.
Then, we have β = Tµ, where T is the m × m lower triangular matrix with entries
(T)j,k = 0 if j < k and (T)j,k = 1 otherwise. Note that βˆ = Tµˆ, where
µˆ = argminµ∈Rm
{1
2
‖N−Tµ‖22 +
m∑
j=2
wˆj |µj |
}
. (25)
7.1 Proof of Theorem 1
This proof follows a standard argument for proving slow oracle inequalities, see for in-
stance [6]. Due to the Doob-Meyer decomposition theorem, we have
Rn(λ) = ‖λ− λ0‖2 − ‖λ0‖2 −
∫ 1
0
λ(t)dM¯n(t),
which leads to
λˆ = λβˆ = argminβ∈Rm+
(
‖λβ − λ0‖2 − 2
∫ 1
0
λβ(t)dM¯n(t) + ‖β‖TV,wˆ
)
. (26)
Then, using (6), it implies that
‖λˆ− λ0‖2 ≤ inf
β
‖λβ − λ0‖2 + 2
n
νn(λˆ− λβ) + ‖β‖TV,wˆ − ‖βˆ‖TV,wˆ, (27)
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where νn(λ) =
∑n
i=1
∫ 1
0 λ(t)dMi(t) is a centered empirical process. Note that
1
n
νn(λˆ− λβ) =
m∑
j=1
(βˆj,m − βj,m)
∫ 1
0
λj,m(t)dM¯n(t)
=
m∑
j=1
((Tµˆ)j,m − (Tµ)j,m)
∫ 1
0
λj,m(t)dM¯n(t)
=
m∑
j=1
(µˆj,m − µj,m)
m∑
q=j
∫ 1
0
λq,m(t)dM¯n(t). (28)
Define the event Ωn by
Ωn =
m⋂
j=1
{∣∣∣ m∑
q=j
∫ 1
0
λq,m(t)dM¯n(t)
∣∣∣ ≤ wˆj
2
}
.
The probabilistic control of Ωn is given in Proposition 1 from Section 7 below. It relies on
a slight modification of an empirical Bernstein inequality from [18], see also [30]. On Ωn,
we have using (28)
2
n
νn(λˆ− λβ) ≤
m∑
j=1
wˆj
∣∣µˆj,m − µj,m∣∣,
Using (27), we obtain
‖λˆ− λ0‖2 ≤ ‖λβ − λ0‖2 +
m∑
j=1
wˆj |µˆj,m − µj,m|+
m∑
j=1
wˆj(|µj,m| − |µˆj,m|)
≤ ‖λβ − λ0‖2 + 2
m∑
j=1
wˆj |µj,m|
= ‖λβ − λ0‖2 + 2‖β‖TV,wˆ.
Then, on Ωn, (8) in Theorem 1 holds true . It remains now to control P(Ω
{
n). We have,
recalling λj,m(t) =
√
m1( j−1
m
, j
m
](t), that
P[Ω{n] ≤
m∑
j=1
P
[∣∣∣√m∫ 1
0
1( j−1
m
,1](t)dM¯n(t)
∣∣∣ > wˆj
2
]
,
so we need to control the tails of
Uj =
∫ 1
0
1( j−1
m
,1](t)dM¯n(t),
which is the goal of the next proposition.
Proposition 1. For any numerical constants ch > 1, ε > 0 and c0 > 0 such that ec0 >
2(4/3 + ε)ch, the following holds for any z > 0 :
P
[
|Uj | ≥ c1,ε
√
z + hˆn,z,j
n
Vˆj + c3,ε
z + 1 + hˆn,z,j
n
]
≤ ce−z
where
16
hˆn,z,j = ch log log
(
2enVˆj + 2e(
4
3 + ε)z
ec0(z + 1)− 2(43 + ε)ch
∨ e
)
,
c1,ε = 2
√
1 + ε, c3,ε =
√
2 max
(
c0, 2(1 + ε)(
4
3 + ε)
)
+13 , and c = 6+4
(
log(1+ε)
)−ch∑
q≥1 q
−ch .
The proof of Proposition 1 is given in Appendix A.1. Choosing z = x+ logm, it yields
that
m∑
j=1
P
[
|Uj | ≥ c1,ε
√
x+ logm+ hˆn,x,j
n
Vˆj + c3,ε
x+ logm+ hˆn,x,j + 1
n
]
≤ (6 + 4( log(1 + ε))−ch∑
q≥1
q−ch
)
e−x,
where
hˆn,x,j = ch log log
(
2enVˆj + 2e(
4
3 + ε)(x+ logm)
ec0(x+ logm+ 1)− 2(43 + ε)ch
∨ e
)
.
Then, the choice of data-driven weights is given by
wˆj = c1
√
m(x+ logm+ hˆn,x,j)Vˆj
n
+ c2
√
m(x+ 1 + logm+ hˆn,x,j)
n
,
where c1 = 2c1,ε and c2 = 2c3,ε gives P(Ω
{
n) ≤ ce−x. Finally, to get the numerical constants
in Theorem 1, we set ε = 1, ch = 2, and c0 = 28/3e in Proposition 1. 
7.2 Proof of Corollary 1
We denote by λ0,m the projection of λ0 onto Λm, that is λ0,m = argminλβ∈Λm ‖λβ − λ0‖2.
Using Pythagoras’ theorem, we have
‖λˆ− λ0‖2 ≤ ‖λ0,m − λ0‖2 + ‖λˆ− λ0,m‖2.
By the proof of Theorem 1, we obtain
‖λˆ− λ0,m‖2 ≤ 2‖β0,m‖TV,wˆ
≤ 2‖β0,m‖TV max
1≤j≤m
wˆj .
Now, the following approximation lemma comes in handy for the control of the bias term.
Lemma 1. Given Assumption 1, we have
‖λ0,m − λ0‖2 ≤
2(L0 − 1)∆2β,max
m
,
where ∆β,max = max
1≤`,`′≤L0
|β0,` − β0,`′ |.
The proof of Lemma 1 is given in Appendix A.2. 
17
7.3 Proof of Theorem 2
Using Pythagoras’ identity, we obtain the following decomposition
‖λβˆ − λ0‖2 = ‖λβ − λ0‖2 + ‖λβˆ − λβ‖2.
In view of the fact that {λj,m : j = 1, . . . ,m} is an orthonormal basis of Λm, we have
‖λβˆ − λβ‖2 = ‖βˆ − β‖22,
and by the definition of βˆ, we get
‖βˆ −N‖22 +
m∑
j=2
wˆj |βˆj,m − βˆj−1,m| ≤ ‖β −N‖22 +
m∑
j=2
wˆj |βj,m − βj−1,m|.
Then∥∥βˆ − β∥∥2
2
≤
m∑
j=2
wˆj
(
|βj,m − βj−1,m| − |βˆj,m − βˆj−1,m|
)
+ 2
∫ 1
0
m∑
j=2
(βˆj,m − βj,m)λj,m(t)dM¯n(t).
Assume that βˆ belongs to a set of dimension at most Lmax. Let S =
{
j : βj,m 6=
βj−1,m for j = 2, . . . ,m
}
, be the support of the discrete gradient of β.Using the Cauchy–Schwarz
inequality, we have
m∑
j=2
wˆj
(
|βj,m − βj−1,m| − |βˆj,m − βˆj−1,m|
)
≤
∑
j∈Sˆ∪S
wˆj
(
|βj,m − βˆj,m|+ |βj−1,m − βˆj−1,m|
)
≤
∑
j∈Sˆ∪S
wˆj
(
|βj,m − βˆj,m|
)
+
∑
j∈Sˆ∪S
wˆj
(
|βj−1,m − βˆj−1,m|
)
≤
∑
j∈Sˆ∪S∪(Sˆ∪S+1)
wˆj
(
|βˆj,m − βj,m|
)
≤
√∣∣Sˆ ∪ S ∪ (Sˆ + 1) ∪ (S + 1)∣∣
×
∥∥∥∥[βˆj,m − βj,m]
j∈Sˆ∪S∪(Sˆ+1)∪(S+1)
∥∥∥∥
2
× max
j∈Sˆ∪S∪(Sˆ+1)∪(S+1)
wˆj
≤
√
2
√
Lmax + 2(L0 − 1)
∥∥βˆ − β∥∥
2
max
j=1,...,m
wˆj .
Hence ∥∥βˆ − β∥∥2
2
≤
√
2
√
Lmax + 2(L0 − 1)
∥∥βˆ − β∥∥
2
max
j=1,...,m
wˆj
+ 2
∥∥βˆ − β∥∥
2
∫ 1
0
m∑
j=2
(βˆj,m − βj,m)λj,m(t)∥∥βˆ − β∥∥
2
dM¯n(t).
Now, define the functional G for all λβ ∈ Λm in the following way:
G(λβ) =
∫ 1
0
λβ(t)
‖λβ‖ dM¯n(t).
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Therefore, we obtain∥∥βˆ − β∥∥2
2
≤
√
2
√
Lmax + 2(L0 − 1)
∥∥βˆ − β∥∥
2
max
j=1,...,m
wˆj + 2
∥∥βˆ − β∥∥
2
G(βˆ − β).
Let
V =
Lmax⋃
L=1
VL =
Lmax⋃
L=1
⋃
J⊂{1,...,m−1}, |J |=L
VL,J ,
where
{
VL : L = 1, . . . , Lmax
}
is the collection of the spaces to which βˆ may belong and
VL,J denotes a space of dimension L containing signals with a support J .
It follows that,∥∥βˆ − β∥∥
2
≤
√
2
√
Lmax + 2(L0 − 1) max
j=1,...,m
wˆj + 2 sup
λ∈V,‖λ‖=1
G(λ). (29)
Then by Proposition 4 in [16], we have for any z > 0
P
[
sup
λ∈VL,J , ‖λ‖=1
G(λ) ≥ κ
(√‖λ0‖∞(L+ z)
n
+
2
√
m(L+ z)√
Ln
)]
≤ e−z,
where κ = 11.8. Then∑
L=1,...,Lmax
J⊂{1,...,m−1}, |J |=L
P
[
sup
λ∈VL,J , ‖λ‖=1
G(λ) ≥ κ
(√‖λ0‖∞(L+ z)
n
+
2
√
m(L+ z)√
Ln
)]
≤
∑
L=1,...,Lmax
J⊂{1,...,m−1}, |J |=L
e−z
≤ LmaxmLmaxe−z.
Choosing z = x+ Lmax logm for x > 0, leads to∑
L=1,...,Lmax
J⊂{1,...,m−1}, |J |=L
P
[
sup
λ∈VL,J , ‖λ‖=1
G(λ) ≥ κ
(√‖λ0‖∞(L+ x+ Lmax logm)
n
+
2
√
m(L+ x+ Lmax logm)√
Ln
)]
≤ Lmaxe−x.
Plugging this in inequality (29), we obtain for any x > 0 and with probability larger than
1− Lmaxe−x ∥∥βˆ − β∥∥
2
≤
√
2
√
Lmax + 2(L0 − 1) max
j=1,...,m
wˆj
+ 2κ
√
‖λ0‖∞(x+ Lmax(1 + logm))
n
+ 4κ
√
m(x+ Lmax(1 + logm))
n
,
and the result follows by using the inequality (a+b+c)2 ≤ 3(a2+b2+c2), for all a, b, c ∈ R.

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8 Proof of Theorem 3
Let us give first the overall structure of the proof, which is inspired from [21]. In this
proof, we repeatedly use the KKT optimality conditions of the optimization problem (25),
given by Lemma 2 below. We use also repeatedly deviation arguments of the data-driven
weights wˆj and a control of the martingale noise, which are provided by Lemma 3 be-
low. We prove consistency of τˆ` =
jˆ`
m , which is an estimator of the right-hand side
boundary j`m of the interval Ij`,m = (
j`−1
m ,
j`
m ], by showing that P[An,`] → 0 as n → ∞,
where An,` :=
{|jˆ` − j`| > mεn2 }, for all ` ∈ {1, . . . , L0 − 1}. We treat separately two
cases depending on the positions of j` and jˆ`,. In Case I, we consider jˆ` < j`, see
Section 8.1 and Figure 6. In Case II., we consider jˆ` > j`,, see Appendix B and Fig-
ure 7. We decompose even further, using the quantity ∆j,min (see Section 4), defining
the set Cn =
{
max1≤`≤L0−1 |jˆ` − j`| < ∆j,min2
}
. We prove that P[An,` ∩ Cn] → 0 and
P[An,` ∩ C{n]→ 0 as n→∞ for Case I in Sections 8.1.1, 8.1.2, and for Case II in Appen-
dices B.1, B.2.
t
τ0,`−1 τ0,` τ0,`+1
Ij`−1,m Ij`,m Ij`+1,m
τˆ`
Figure 6: Case I. jˆ` < j`
t
τ0,`−1 τ0,` τ0,`+1
Ij`−1,m Ij`,m Ij`+1,m
τˆ`
Figure 7: Case II. jˆ` > j`
Lemma 2. Consider the total-variation penalized problems in (21) and(25). Let βˆ =
[βˆj,m]1≤j≤m and µˆ = [µˆj,m]1≤j≤m denote the respective solutions. Then, the latter vec-
tors and the approximate change-points sequence estimators jˆ1, . . . , jˆ|Sˆ| satisfy for all
r = 1, . . . , |Sˆ|,
m∑
j=jˆr
β0,j,m −
m∑
j=jˆr
βˆj,m +
√
m
m∑
j=jˆr
M¯n(Ij,m) = wˆjˆr sign(µˆjˆr,m), (30)
and for all j ∈ {1, . . . ,m},∣∣∣∣ m∑
q=j
β0,q,m −
m∑
q=j
βˆq,m +
√
m
m∑
q=j
M¯n(Iq,m)
∣∣∣∣ ≤ wˆj , (31)
using the convention sign(µˆjˆr,m) = +1, if µˆjˆr,m > 0 and −1 otherwise. The vectors βˆ and
β0,m = [β0,j,m]1≤j≤m have the following additional properties{
βˆq,m = βˆjˆr−1,m, if jˆr−1 + 1 ≤ q ≤ jˆr, for r = 1, . . . , Lˆ,
β0,q,m = β0,j`−1,m, if j`−1 + 1 ≤ q ≤ j` − 1, for ` = 1, . . . , L0 − 1.
(32)
The proof of Lemma 2 is given in Appendix A.3. Let us now state a lemma which
allows us to control the martingale noise term.
Lemma 3. Given two integers a and b, such that 1 ≤ a < b ≤ m, let M¯n(a; b) :=∑b
q=a M¯n(Iq,m).Then, for all z > 0 we have
P
[∣∣M¯n(a; b)∣∣ ≥ z] ≤ 2 exp(− nz2
2
∫
1
(a−1m , bm ]
λ0(t)dt+
2
3z
)
, (33)
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and for all ξ > 0, the data driven weight wˆa satisfies
P
[
wˆ2a ≥
m logm
n
(
ξ −
∫
1
(a−1m ,1]
λ0(t)dt
)]
≤ 2 exp
(
− nξ
2
2
∫
1
(a−1m ,1]
λ0(t)dt+
2
3ξ
)
, (34)
where
∫
I λ0(t)dt = E[N¯(I)] for any I ⊂ [0, 1].
The proof of Lemma 3 is given in Appendix A.4. Let us now prove Theorem 3. Recall
that the sequence (εn)n satisfies mεn ≥ 6, for all n ≥ 1 . An application of the triangle
inequality entails that,
P
[
max
1≤`≤L0−1
|τ0,` − τˆ`| > εn
]
≤ P
[
max
1≤`≤L0−1
|τ0,` − j`
m
| > εn
2
]
+ P
[
max
1≤`≤L0−1
| j`
m
− τˆ`| > εn
2
]
.
Moreover, the true change-point τ0,` verifies (14) which implies that
P
[
max
1≤`≤L0−1
|τ0,` − τˆ`| > εn
]
≤ P
[
max
1≤`≤L0−1
|j` − jˆ`| > mεn
2
]
.
Due to
P
[
max
1≤`≤L0−1
|jˆ` − j`| > mεn
2
]
≤
L0−1∑
`=1
P
[|jˆ` − j`| > mεn
2
]
,
it suffices to prove that for all ` = 1, . . . , L0 − 1, P[An,`]→ 0, as n tending to infinity.
8.1 Case I
Due to the fact that mεn ≥ 6 for all n ≥ 1, it follows that the event
{
jˆ` < j` − 2
}
a.s.
8.1.1 Step I.1. Prove: P[An,` ∩ Cn]→ 0, as n→∞.
By the definition of Cn, we have
j`−1 < jˆ` < j`+1, for all ` = 1, . . . , L0 − 1. (35)
Applying (31) in Lemma 2 with j = j` and j = jˆ` + 1, we obtain
−(wˆj` + wˆjˆ`+1) ≤
j`−1∑
q=jˆ`+1
Nq −
j`−1∑
q=jˆ`+1
βˆq,m ≤ wˆj` + wˆjˆ`+1.
Put wˆa,b := wˆa + wˆb, for any two integers a and b. Thus
∣∣∣ j`−1∑
q=jˆ`+1
β0,q,m − βˆq,m +
√
mM¯n(Iq,m)
∣∣∣ ≤ wˆjˆ`+1,j` .
Using the property of the vector βˆ in Lemma 2, we get∣∣∣(j` − jˆ` − 2)(β0,j`−1,m − βˆjˆ`+1−1,m) +√mM¯n(jˆ` + 1; j` − 1)∣∣∣ ≤ wˆjˆ`+1,j` .
21
Therefore, on Cn ∩ {jˆ` < j` − 2}, we have∣∣∣(jˆ` − j` − 2)(βˆjˆ`+1−1,m − β0,j`+1−1,m)
+ (jˆ` − j` − 2)(β0,j`+1−1,m − β0,j`−1,m)
+
√
mM¯n(jˆ` + 1; j` − 1)
∣∣∣ ≤ wˆjˆ`+1,j` .
Defining the event
Cn,` =
{∣∣∣(jˆ` − j` − 2)(βˆjˆ`+1−1,m − β0,j`+1−1,m)
+ (jˆ` − j` − 2)(β0,j`+1−1,m − β0,j`−1,m)
+
√
mM¯n(jˆ` + 1; j` − 1) +
∣∣∣ ≤ wˆjˆ`+1,j`
}
,
We observe that Cn,` occurs with probability one. In addition, we remark that for all
n ≥ 1, mεn ≥ 6 entails mεn2 − 2 ≥ mεn6 . Then{
|jˆ` − j`| > mεn
2
}
⊂
{
|jˆ` − j` − 2| > mεn
2
− 2
}
⊂
{
|jˆ` − j` − 2| ≥ mεn
6
}
Therefore
P[An,` ∩ Cn ∩ Cn,`]
≤ P
[{
wˆjˆ`+1,j`
|jˆ` − j` − 2|
≥ |β0,j`+1−1,m − β0,j`−1,m|
3
}
∩
{
jˆ` < j` − 2
}]
+ P
[{
|βˆjˆ`+1−1,m − β0,j`+1−1,m| ≥
|β0,j`+1−1,m − β0,j`−1,m|
3
}
∩ Cn
]
+ P
[{∣∣∣∣√mM¯n(jˆ` + 1; j` − 1)jˆ` − j` − 2
∣∣∣∣∣ ≥ |β0,j`+1−1,m − β0,j`−1,m|3
}]
:= P[An,`,1] + P[An,`,2] + P[An,`,3].
Moreover, we have
P[An,`,1] ≤ P
[
wˆjˆ`+1,j` ≥
mεn∆β,min
18
]
≤ P
[
wˆjˆ`+1 ≥
mεn∆β,min
36
]
≤ P
[
wˆ2j`−1+1 ≥
m2ε2n∆
2
β,min
362
]
.
By (16) in Assumption 4, and (34) in Lemma 3 with ξ =
nmε2n∆
2
β,min
362 logm
+E
[
N¯n
(
(
j`−1
m , 1]
)]
,it
follows that
P[An,`,1] ≤ 2 exp
(
− nξ
2
2E
[
N¯n
(( j`−1
m , 1]
))]
+ 23ξ
)
→ 0,
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as n→∞. Next, consider the event
An,`,3 =
{∣∣∣∣∣
√
mM¯n(jˆ` + 1; j` − 1)
jˆ` − j` − 2
∣∣∣∣∣ ≥ |β0,j`+1−1,m − β0,j`−1,m|3
}
=
{∣∣∣M¯n(jˆ` + 1; j` − 1)∣∣∣ ≥ ∣∣∣jˆ` − j` − 2∣∣∣ ∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
3
√
m
}
⊂
{∣∣∣M¯n(jˆ` + 1; j` − 1)∣∣∣ ≥ mεn∆β,min
18
√
m
}⋂ j`−3⋃
q=j`−1+1
{
jˆ` = q
}
⊂
j`−2⋃
q=j`−1+2
{∣∣M¯n(q; j` − 1)∣∣ ≥ mεn∆β,min
18
√
m
}
.
Put ϕn =
√
mεn∆β,min
18 . By (33) in Lemma 3, we have
P[An,`,3] ≤ 2
j`−2∑
q=j`−1+2
exp
(
− nϕ
2
n
2E
[
N¯n
(( q−1
m ,
j`−1
m
])]
+ 23ϕn
)
≤ 2(j` − j`−1 − 3) exp
(
− nϕ
2
n
2E
[
N¯n
(( j`−1+1
m ,
j`−1
m
])]
+ 23ϕn
)
≤ 2 exp
(
− nϕ
2
n
2E
[
N¯n
(( j`−1+1
m ,
j`−1
m
])]
+ 23ϕn
+ logm
)
.
By (16) in Assumption 4 , it implies that P[An,`,3] goes to zero as n→∞. We now control
P[An,`,2]. Using Lemma 2 with j = d j`+j`+12 e and with j = j` + 1, and using the triangle
inequality, it follows that
∣∣∣∣∣
d j`+j`+1
2
e−1∑
q=j`+1
Nq −
d j`+j`+1
2
e−1∑
q=j`+1
βˆq,m
∣∣∣∣∣ ≤ wˆj`+1,d j`+j`+12 e.
Furthermore, on the event Cn ∩ {jˆ` < j` − 2}, the following inequalities
jˆ` < j` ≤ q ≤ dj` + j`+1
2
e − 1 ≤ j`+1 − 1,
hold true. Moreover, we note that βˆq,m = βˆjˆ`+1−1,m if j` ≤ q ≤ d
j`+j`+1
2 e − 1 ≤ jˆ`+1 − 1.
Consequently, we have
∣∣∣(j`+1 − j` − 2)(β0,j`+1−1,m − βˆjˆ`+1−1,m)
2
+
√
mM¯n(j` + 1; dj` + j`+1
2
e − 1)
∣∣∣ ≤ wˆ
j`+1,d j`+j`+12 e
,
which implies that
(j`+1 − j` − 2)
|βˆjˆ`+1−1,m − β0,j`+1−1,m|
2
≤ wˆ
j`+1,d j`+j`+12 e
+
∣∣∣√mM¯n(j` + 1; dj` + j`+1
2
e − 1)
∣∣∣.
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Therefore, we may upper bound P[An,`,2] as follows
P[An,`,2]
= P
[{
|βˆjˆ`+1−1,m − β0,j`+1−1,m| ≥
|β0,j`+1−1,m − β0,j`−1,m|
3
}
∩ Cn
]
= P
[{
(j`+1 − j` − 2)
|βˆjˆ`+1,m − β0,j`+1−1,m|
2
≥ (j`+1 − j` − 2)
|β0,j`+1−1,m − β0,j`−1,m|
6
}
∩ Cn
]
≤ P
[{
wˆ
j`+1,d j`+j`+12 e
+
∣∣√mM¯n(j` + 1; dj` + j`+1
2
e − 1)∣∣
≥ (j`+1 − j` − 2)
|β0,j`+1−1,m − β0,j`−1,m|
6
}
∩ Cn
]
≤ P
[
wˆ
j`+1,d j`+j`+12 e
≥ (j`+1 − j` − 2)
|β0,j`+1−1,m − β0,j`−1,m|
12
]
+ P
[∣∣∣√mM¯n(j` + 1; dj` + j`+1
2
e − 1)
∣∣∣ ≥ (j`+1 − j` − 2) |β0,j`+1−1,m − β0,j`−1,m|
12
]
≤ P
[
wˆ
j`+1,d j`+j`+12 e
≥ (∆j,min − 2)∆β,min
12
]
+ P
[∣∣∣M¯n(j` + 1; dj` + j`+1
2
e − 1)
∣∣∣ ≥ (∆j,min − 2)∆β,min
12
√
m
]
.
On the other hand, it is easy to see that (13) in Assumption 3 yields that ∆j,min − 2 ≥
∆j,min
2 − 2 ≥
∆j,min
6 . Thus
P[An,`,2] ≤ P
[
wˆ
j`+1,d j`+j`+12 e
≥ ∆j,min∆β,min
72
]
+ P
[∣∣∣M¯n(j` + 1; dj` + j`+1
2
e − 1)
∣∣∣ ≥ ∆j,min∆β,min
72
√
m
]
:= α
(1)
n,`,2 + α
(2)
n,`,2.
Using the property of the data-driven weights, we remark that
α
(1)
n,`,2 ≤ P
[
wˆ2j`+1 ≥
∆2j,min∆
2
β,min
1442
]
.
By (17) in Assumption 4, and (34) in Lemma 3 with ξ =
n∆2j,min∆
2
β,min
1442m logm
+ E
[
N¯n
(
( j`m , 1]
)]
,
it follows that
α
(1)
n,`,2 ≤ 2 exp
(
− nξ
2
2E
[
N¯n
(( j`
m , 1
])]
+ 23ξ
)
→ 0,
as n → ∞. Similarly, using (17) in Assumption 4, and (33) in Lemma 3 with z =
∆j,min∆β,min
72
√
m
, it implies that
α
(2)
n,`,2 ≤ 2 exp
(
− nz
2
2E
[
N¯n
(( j`
m ,
d j`+j`+1
2
e−1
m
])]
+ 23z
)
→ 0,
as n→∞. Therefore, we conclude that P[An,`,2]→ 0, as n→∞.
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8.1.2 Step I.2. Prove: P[An,` ∩ C{n]→ 0, as n→∞.
Recall that C{n =
{
max
1≤k≤L0−1
|jˆ` − j`| ≥ ∆j,min2
}
. We split P[An,` ∩ C{n] in three terms as
following
P[An,` ∩ C{n] = P[An,` ∩D(l)n ] + P[An,` ∩D(m)n ] + P[An,` ∩D(r)n ],
where
D(l)n := {there exists ` ∈ {1, . . . , L0 − 1} : jˆ` ≤ j`−1} ∩ C{n
D(m)n :=
{
for all ` ∈ {1, . . . , L0 − 1} : j`−1 < jˆ` < j`+1
}
∩ C{n,
D(r)n := {there exists ` ∈ {1, . . . , L0 − 1} : jˆ` ≥ j`+1} ∩ C{n.
Let us first focus on P[An,` ∩D(m)n ]. Observe that
P[An,` ∩D(m)n ] = P
[
An,` ∩ {jˆ`+1 − j` ≥ ∆j,min
2
} ∩D(m)n
]
+ P[An,` ∩ {jˆ`+1 − j` < ∆j,min
2
} ∩D(m)n ].
The fact that 0 ≤ jˆ`+1− j` < ∆j,min2 yields j`+1− jˆ`+1 ≥
∆j,min
2 . Then, it is easy to see that
j`+1 − jˆ`+1 = (j`+1 − j`)− (jˆ`+1 − j`) ≥ ∆j,min − ∆j,min2 ≥
∆j,min
2 .
Hence
P[An,` ∩D(m)n ] ≤ P
[
An,` ∩ {jˆ`+1 − j` ≥ ∆j,min
2
} ∩D(m)n
]
+ P
[
An,` ∩ {j`+1 − jˆ`+1 ≥ ∆j,min
2
} ∩D(m)n
]
.
Moreover, we note that
An,` ∩
{
j`+1 − jˆ`+1 ≥ ∆j,min
2
}
∩D(m)n
⊂
L0−2⋃
r=`+1
{
jr − jˆr ≥ ∆j,min
2
}
∩
{
jˆr+1 − jr ≥ ∆j,min
2
}
∩D(m)n .
Thus, we have
P[An,` ∩D(m)n ] ≤ P[An,` ∩B`+1,` ∩D(m)n ] +
L0−2∑
s=`+1
P[Cs,s ∩Bs+1,s ∩D(m)n ], (36)
where 
Bp,q = {(jˆp − jq) ≥ ∆j,min2 },
with the convention BL0,L0−1 = {m− jL0−1 ≥ ∆j,min2 },
Cp,q = {(jp − jˆq) ≥ ∆j,min2 }.
Let us now prove that the first term in the right hand side of (36) goes to zero as n tends
to infinity , the arguments for the other terms being similar. Using (31) in Lemma 2 with
j = j` and j = jˆ` + 1, on the one hand and (31) in Lemma 2 with j = j` + 1 and j = jˆ`+1
on the other hand, we obtain, respectively
|jˆ` − j` − 2||βˆjˆ`+1−1,m − β0,j`−1,m| ≤ wˆjˆ`+1,j` +
∣∣√mM¯n(jˆ` + 1; j` − 1)∣∣, (37)
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and
|jˆ`+1 − j` − 2||βˆjˆ`+1−1,m − β0,j`+1−1,m| ≤ wˆj`+1,jˆ`+1 + |
√
mM¯n(j` + 1; jˆ`+1 − 1)|. (38)
Besides, we have
|β0,j`+1−1,m − β0,j`−1,m|
= |(βˆjˆ`+1−1,m − β0,j`−1,m)− (βˆjˆ`+1−1,m − β0,j`+1−1)|
≤ |βˆjˆ`+1−1,m − β0,j`−1,m|+ |βˆjˆ`+1−1,m − β0,j`+1−1,m|
≤ wˆjˆ`+1,j`|jˆ` − j` − 2|
+
√
mM¯n(jˆ` + 1; j` − 1)|
|jˆ` − j` − 2|
+
wˆj`+1,jˆ`+1
|jˆ`+1 − j` − 2|
+
|√mM¯n(j` + 1; jˆ`+1 − 1)|
|jˆ`+1 − j` − 2|
≤ wˆjˆ`+1,j`mεn
6
+
√
mM¯n(jˆ` + 1; j` − 1)|
|jˆ` − j` − 2|
+
wˆj`+1,jˆ`+1
∆j,min
6
+
|√mM¯n(j` + 1; jˆ`+1 − 1)|
|jˆ`+1 − j` − 2|
.
Define the event En,` by
En,` =
{∣∣β0,j`+1−1,m − β0,j`−1,m∣∣ ≤ wˆjˆ`+1,j`mεn
6
+
wˆj`+1,jˆ`+1
∆j,min
6
+
∣∣∣√mM¯n(jˆ` + 1; j` − 1)
jˆ` − j` − 2
∣∣∣
+
∣∣∣√mM¯n(j` + 1; jˆ`+1 − 1)
jˆ`+1 − j` − 2
∣∣∣}.
We observe that En,` occurs with probability one. Therefore, we obtain
P[An,` ∩B`+1,` ∩D(m)n ]
≤ P
[
En,` ∩ {(j` − jˆ`) > mεn
2
} ∩ {(jˆ`+1 − j`) ≥ ∆j,min
2
}
]
≤ P
[
wˆjˆ`+1,j` ≥
mεn|β0,j`+1−1,m − β0,j`−1,m|
24
]
+ P
[
wˆj`+1,jˆ`+1 ≥
∆j,min|β0,j`+1−1,m − β0,j`−1,m|
24
]
+ P
[{∣∣∣√mM¯n(jˆ` + 1; j` − 1)
j` − jˆ` − 2
∣∣∣
≥ |β0,j`+1−1,m − β0,j`−1,m|
4
}⋂{
j` − jˆ` − 2 ≥ mεn
6
}]
+ P
[{∣∣∣√mM¯n(j` + 1; jˆ`+1 − 1)
jˆ`+1 − j` − 2
∣∣∣
≥ |β0,j`+1−1,m − β0,j`−1,m|
4
}⋂{
jˆ`+1 − j` − 2 ≥ ∆j,min
6
}]
.
:= θn,`,1 + θn,`,2 + θn,`,3 + θn,`,4
26
We note
θn,`,1 ≤ P
[
wˆjˆ`+1 ≥
mεn∆β,min
48
]
≤ P
[
wˆ2j`−1+1 ≥
m2ε2n∆
2
β,min
482
]
.
Using (16) in Assumption 4, and (34) in Lemma 3 with ξ =
nmε2n∆
2
β,min
482 logm
+E
[
N¯n
(( j`−1
m , 1
])]
,
we get
θn,`,1 ≤ 2 exp
(
− nξ
2
2E
[
N¯n
(( j`−1
m , 1
])]
+ 23ξ
)
→ 0,
as n→∞. Analogously,
θn,`,2 ≤ P
[
wˆjˆ`+1 ≥
∆j,min∆β,min
48
]
≤ P
[
wˆ2j`+1 ≥
∆2j,min∆
2
β,min
482
]
.
Using (17) in Assumption 4, and (34) in Lemma 3, with ξ =
n∆2j,min∆
2
β,min
482m logm
+E
[
N¯n
(
( j`m , 1]
)]
,
we have
θn,`,2 ≤ 2 exp
(
− nξ
2
2E
[
N¯n
(( j`
m , 1
])]
+ 23ξ
)
→ 0,
as n→∞. Furthermore, using (33) in Lemma 3, we have
θn,`,3 ≤ P
[ ∣∣∣M¯n (jˆ` + 1; j` − 1)∣∣∣ ≥ mεn∆β,min
24
√
m
]
≤ 2 exp
(
− nψ
2
n
2E
[
N¯n
(( j`−1+1
m ,
j`−1
m
])]
+ 23ψn
+ logm
)
,
where ψn =
√
mεn∆β,min
24 . By (16) in Assumption 4, we get that θn,`,3 → 0, as n → ∞.
Similarly, using (33) in Lemma 3, we have
θn,`,4 ≤ P
[∣∣M¯n(j` + 1; jˆ`+1 − 1)∣∣ ≥ ∆j,min∆β,min
24
√
m
]
≤ 2 exp
(
− nδ
2
n
2E
[
N¯n
(( j`
m ,
j`+2−2
m
])]
+ 23δn
+ logm
)
,
where δn =
∆j,min∆β,min
24
√
m
. By (17) in Assumption 4, we get that θn,`,4 → 0, as n → ∞.
Consequently, we obtain P[An,` ∩ B`+1,` ∩D(m)n ] → 0 as n → ∞. Now, we have P[An,` ∩
Dn
(l)] ≤ P[Dn(l)], and
P[Dn
(l)] = P
[{
∃ ` ∈ {1, . . . , L0 − 1} : jˆ` ≤ j`−1
}
∩ C{n
]
= P
[{ L0−1⋃
`=1
max{1 ≤ q ≤ L0 − 1 : jˆq ≤ jq−1} = `
}
∩ C{n
]
=
L0−1∑
`=1
P
[{
max{1 ≤ q ≤ L0 − 1 : jˆq ≤ jq−1} = `
}
∩ C{n
]
.
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We note that on the event {max{1 ≤ q ≤ L0 − 1; jˆq ≤ jq−1} = `}, it is clear to see that
jˆ` ≤ j`−1 and jˆq+1 > jq for all q = `, . . . , L0 − 1. Then, it follows that
P[Dn
(l)] ≤
L0−1∑
`=1
2`−1P
[ L0−1⋂
q≥`
{jˆ` ≤ j`−1} ∩ {jˆq+1 > jq}
]
.
In addition, we note that
L0−1⋂
q≥`
{jˆ` ≤ j`−1} ∩ {jˆq+1 > jq}
⊂ {j` ≤ jˆ`} ∩
(
{jˆ`+1 > j` + j`+1
2
} ∪ {jˆ`+1 < j` + j`+1
2
}
)
∩
(
{jˆ`+2 > j`+1 + j`+2
2
} ∪ {jˆ`+2 < j`+2 + j`+1
2
}
)
∩ . . . . ∩
(
{jˆL0−1 >
jL0−2 + jL0+1
2
} ∪ {jˆL0−1 <
jL0−2 + jL0+1
2
}
)
∩
(
{jˆL0 >
jL0−1 + jL0
2
} ∪ {jˆL0 <
jL0−1 + jL0
2
}
)
⊂ {j` − jˆ` > ∆j,min
2
} ∩
(
{jˆ`+1 − j` > ∆j,min
2
} ∪ {j`+1 − jˆ`+1 > ∆j,min
2
}
)
∩
(
{jˆ`+2 − j`+1 > ∆j,min
2
} ∪ {j`+2 − jˆ`+2 > ∆j,min
2
}
)
∩ . . . . ∩
(
{jˆL0−1 − jL0−2 >
∆j,min
2
} ∪ {jL0−2 − jˆL0−2 >
∆j,min
2
}
)
∩
(
{jˆL0 − jL0−1 >
∆j,min
2
} ∪ {jL0−1 − jˆL0−1 >
∆j,min
2
}
)
⊂
L0−2⋃
q=`
(
{jq − jˆq > ∆j,min
2
} ∩ {jˆq+1 − jq > ∆j,min
2
}
)
∪ {jL0−1 − jˆL0−1 >
∆j,min
2
}.
Hence
P[Dn
(l)] ≤ 2L0−2
L0−2∑
`=1
L0−2∑
q=`
P
[{
(jq − jˆq) > ∆j,min
2
} ∩ {jˆq+1 − jq > ∆j,min
2
}]
+ 2L0−2P
[
{jL0−1 − jˆL0−1 >
∆j,min
2
}
]
.
(39)
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Consider the first term of the sum in the right-hand side of (39). Using (37) and (38) with
` = q, we obtain
P
[{
jq − jˆq > ∆j,min
2
}
∩
{
jˆq+1 − jq > ∆j,min
2
}]
≤ P
[ wˆjˆq+1,jq
∆j,min
6
≥ |β0,jq+1−1,m − β0,jq−1,m|
4
]
+ P
[ wˆjq+1,jˆq+1
∆j,min
6
≥ |β0,jq+1−1,m − β0,jq−1,m|
4
]
+ P
[{∣∣∣√mM¯n(jˆq + 1; jq − 1)
jq − jˆq − 2
∣∣∣
≥ |β0,jq+1−1,m − β0,jq−1,m|
4
}⋂{
jq − jˆq ≥ ∆j,min
2
}]
+ P
[{∣∣∣√mM¯n(jq + 1; jˆq+1 − 1)
jˆq+1 − jq − 2
∣∣∣
≥ |β0,jq+1−1,m − β0,jq−1,m|
4
}⋂{
jˆq+1 − jq ≥ ∆j,min
2
}]
.
:= θn,q,1 + θn,q,2 + θn,q,3 + θn,q,4.
By (33)-(34) in Lemma 3, and (16)-(17) in Assumption 4, we show that for s = 1, . . . , 4, θn,q,s →
0, as n tending to infinity. Then
P
[{
jq − jˆq > ∆j,min
2
}⋂{
jˆq+1 − jq > ∆j,min
2
}]
→ 0.
Let us now consider the last term in the right hand of (39). Using the observations (37)
and (38) with ` = L0 − 1 leads to
P
[{
jL0−1 − jˆL0−1 >
∆j,min
2
}]
≤ P
[
wˆjˆL0−1+1,jL0−1
mεn
6
≥ |β0,jL0−1,m − β0,jL0−1−1,m|
4
]
+ P
[
wˆjL0−1+1,m
∆j,min
6
≥ |β0,jL0−1,m − β0,jL0−1−1,m|
4
]
+ P
[{∣∣∣√mM¯n(jˆL0−1 + 1; jL0−1 − 1)
jL0−1 − jˆL0−1 − 2
∣∣∣
≥ |β0,jL0−1,m − β0,jL0−1−1,m|
4
}⋂{
jL0−1 − jˆL0−1 ≥
∆j,min
2
}]
+ P
[{∣∣∣√mM¯n(jL0−1 + 1;m− 1)
m− jL0−1 − 2
∣∣∣ ≥ |β0,jL0−1,m − β0,jL0−1−1,m|
4
}]
:= θn,L0−1,1 + θn,L0−1,2 + θn,L0−1,3 + θn,L0−1,4.
By (33)-(34) in Lemma 3, and (16)-(17) in Assumption 4, we show that for s = 1, . . . , 4,
we obtain θn,L0−1,s → 0, as n→∞. Then
P
[{
jL0−1 − jˆL0−1 >
∆j,min
2
}⋂{
m− jL0−1 >
∆j,min
2
}]
→ 0.
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This implies that P[Dn
(l)] → 0, as n → ∞. Similarly, we prove that P[Dn(r)] → 0, as
n → ∞ which yields that P[An,` ∩ C{n] → 0, as n → ∞. This concludes the proof of
Theorem 3, up to the case {jˆ` > j`} for a fixed ` ∈ {1, . . . , L0 − 1} which is given in
Appendix B.
9 Proof of Theorem 4
This proof is based on the same arguments in the proof of Theorem 3. Let T approx0 ={ j1
m , . . . ,
jL0−1
m
}
be the set of the true approximate change-points. First, we note that
P
[
E(Tˆ ‖T0) > εn
]
≤ P
[
E(Tˆ ‖T approx0 ) > εn
]
+ P
[
E(T approx0 )‖T0) > εn
]
.
Obviously, since mεn ≥ 6, we have P
[
E(T approx0 )‖T0) > εn
]
= 0. It is clear to remark that
the inequality Lˆ ≤ m holds true. In order to prove that
P
[{
E(Tˆ ‖T approx0 ) > εn
}⋂{
Lˆ ≥ L0 − 1
}]
→ 0,
as n→∞, it is enough to prove that
P
[{
E(Tˆ ‖T approx0 ) > εn
}⋂{
L0 − 1 ≤ Lˆ ≤ m
}]
→ 0,
as n→∞. We have that
P
[{
E(Tˆ ‖T approx0 ) > εn
}⋂{
L0 − 1 ≤ Lˆ ≤ m
}]
≤ P
[{
E(Tˆ ‖T approx0 ) > εn
}⋂{
1Lˆ=L0−1
}]
+ P
[{
E(Tˆ ‖T approx0 ) > εn
}⋂{
1Lˆ>L0−1
}]
≤ P
[{
E(Tˆ ‖T approx0 ) > εn
}⋂{
1Lˆ=L0−1
}]
+
m∑
L=L0
P
[
E(Tˆ ‖T approx0 ) > εn
]
≤ P
[{
E(Tˆ ‖T approx0 ) > εn
}⋂{
1Lˆ=L0−1
}]
(40)
+
m∑
L=L0
L0−1∑
`=1
P
[
∀q ∈ {1, . . . , L}, | jˆq
m
− j`
m
| > εn
]
The first term of the right-hand side of (40) tends to zero as n tends to infinity since it
is upper bounded by P
[
max1≤`≤L0−1 |jˆ` − j`| > mεn
]
which tends to zero by the proof
of Theorem 3. Let us now focus on the second term on the right-hand side of (40). Note
that
m∑
L=L0
L0−1∑
`=1
P
[
∀ 1 ≤ q ≤ L, |jˆq − j`| > mεn
]
:=
m∑
L=L0
L0−1∑
`=1
P
[
Rn,`,1
]
+ P
[
Rn,`,2
]
+ P
[
Rn,`,3
]
,
where
Rn,`,1 :=
{
∀ 1 ≤ q ≤ L : |jˆq − j`| > mεn and jˆq < j`
}
Rn,`,2 :=
{
∀ 1 ≤ q ≤ L : |jˆq − j`| > mεn and jˆq > j`
}
Rn,`,3 :=
{
∃ 1 ≤ q ≤ L− 1 : {|jˆq − j`| > mεn},{|jˆq+1 − j`| > mεn}, and {jˆq < j` < jˆq+1}}.
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Note that
P
[
Rn,`,1
]
= P
[
Rn,`,1 ∩
{
jˆL > j`−1
}]
+ P
[
Rn,`,1 ∩
{
jˆL ≤ j`−1
}]
.
By applying (31) in Lemma 2 with j = j` and with j = jˆL+1 in the case where jˆL > j`−1,
it follows that, with probability one,∣∣∣(j` − jˆL − 2)((β0,j`−1,m − β0,j`+1−1,m)
+
(
β0,j`+1−1,m − βˆjˆL+1−1,m
))
+
√
mM¯n(jˆL + 1; j` − 1)
∣∣∣ ≤ wˆjˆL+1,j` .
Thus
P
[
Rn,`,1 ∩
{
jˆL > j`−1
}]
≤ P
[{ wˆjˆL+1,j`
mεn − 2 ≥
|β0,j`+1−1,m − β0,j`−1,m|
3
}
∩ {jˆL > j`−1}
]
+ P
[{
|βˆjˆL+1−1,m − β0,j`+1−1,m| ≥
|β0,j`+1−1,m − β0,j`−1,m|
3
}]
+ P
[{∣∣∣M¯n(jˆL + 1; j` − 1)
j` − jˆL − 2
∣∣∣ ≥ |β0,j`+1−1,m − β0,j`−1,m|
3
√
m
}
∩
{
|j` − jˆL| ≥ mεn
}]
:= P
[
R
(1)
n,`,1
]
+ P
[
R
(2)
n,`,1
]
+ P
[
R
(3)
n,`,1
]
.
Using (16) in Assumption 4, and (33)-(34) in Lemma 3 with ξ =
nmε2n∆
2
β,min
362 logm
+E
[
N¯n
(
(
j`−1
m , 1]
)]
,
we prove that
∑m
L=L0
∑L0−1
`=1 P
[
R
(3)
n,`,1
]→ 0, as n→∞. Let us now consider to P[R(2)n,`,2].
Using (31) in Lemma 2 with j = j` + 1 and with j = j`+1, we get(
j`+1 − j` − 2
)∣∣βˆjˆL+1−1,m − β0,j`+1−1,m∣∣ ≤ wˆj`+1,j`+1 + ∣∣√mM¯n(j` + 1; j`+1 − 1)∣∣.
Therefore, we may upper bound P
[
R
(2)
n,`,2
]
as follows:
P
[
|βˆjˆL+1−1,m − β0,j`+1−1,m| ≥
|β0,j`+1−1,m − β0,j`−1,m|
3
]
≤ P
[
wˆj`+1,j`+1 ≥ (j`+1 − j` − 2)
|β0,j`+1−1,m − β0,j`−1,m|
6
]
+ P
[∣∣∣M¯n(j` + 1; j`+1 − 1)
j`+1 − j` − 2
∣∣∣ ≥ |β0,j`+1−1,m − β0,j`−1,m|
6
√
m
]
.
By using Lemma 2, and (16)-(17) in Assumption 4, we conclude that
∑m
L=L0
∑L0−1
`=1 P
(
R
(2)
n,`,1
)→
0, as n→∞. Analogously, it can be shown that ∑mL=L0∑L0−1`=1 P[Rn,`,1∩{jˆL ≤ j`−1}]→
0, as n→∞. Moreover, we prove, similarly, that∑mL=L0∑L0−1`=1 P[Rn,`,2]→ 0, as n→∞.
Let us now focus on
∑m
L=L0
∑L0−1
`=1 P
[
Rn,`,3
]
. Note that P
[
Rn,`,3
]
can be split in four terms
as follows:
P
[
Rn,`,3
]
= P
[
R
(1)
n,`,3
]
+ P
[
R
(2)
n,`,3
]
+ P
[
R
(3)
n,`,3
]
+ P
[
R
(4)
n,`,3
]
,
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where
R
(1)
n,`,3 := Rn,`,3 ∩
{
j`−1 < jˆq < jˆq+1 < j`+1
}
R
(2)
n,`,3 := Rn,`,3 ∩
{
j`−1 < jˆq < j`+1, jˆq+1 ≥ j`+1
}
R
(3)
n,`,3 := Rn,`,3 ∩
{
jˆq ≤ j`−1, j`−1 < jˆq+1 < j`+1
}
R
(4)
n,`,3 := Rn,`,3 ∩
{
jˆq ≤ j`−1, j`+1 ≤ jˆq+1
}
.
We have to use Lemma 2 twice. For P
[
R
(1)
n,`,3
]
, we first use (31) in Lemma 2 with j = j`
and j = jˆq + 1, respectively, which gives with probability one∣∣∣(j` − jˆq − 2)(β0,j`−1,m − βˆjˆq+1−1,m)+√mM¯n(jˆq + 1; j` − 1)∣∣∣ ≤ wˆjˆq+1,j` . (41)
Thus, ∣∣β0,j`−1,m − βˆjˆq+1−1,m∣∣ ≤ wˆjˆq+1,j`j` − jˆq − 2 + ∣∣
√
mM¯n(jˆq + 1; j` − 1)
j` − jˆq − 2
∣∣.
Second, we use (31) in Lemma 2 with j = j` + 1 and j = jˆq+1, respectively, to get with
probability one∣∣∣(jˆq+1 − j` − 2){(β0,j`+1−1,m − βˆjˆq+1−1,m)}+√mM¯n(j` + 1; jˆq+1 − 1)∣∣∣ ≤ wˆj`+1,jˆq+1 .
Hence ∣∣β0,j`+1−1,m − βˆjˆq+1−1,m∣∣ ≤ wˆj`+1,jˆq+1jˆq+1 − j` − 2 + ∣∣
√
mM¯n(j` + 1; jˆq+1 − 1)
jˆq+1 − j` − 2
∣∣.
Define the event
Q
(1)
n,`,3 =
{∣∣β0,j`+1−1,m − β0,j`−1,m∣∣ ≤ wˆjˆq+1,j`|j` − jˆq − 2| +
∣∣∣√mM¯n(jˆq + 1; j` − 1)
j` − jˆq
∣∣∣
+
wˆj`+1,jˆq+1
|jˆq+1 − j` − 2|
+
∣∣∣√mM¯n(j` + 1; jˆq+1 − 1)
jˆq+1 − j` − 2
∣∣∣}
⊂
{∣∣β0,j`+1−1,m − β0,jk−1,m∣∣ ≤ wˆjˆq+1,j`mεn − 2 +
∣∣∣√mM¯n(jˆq + 1; j` − 1)
mεn − 2
∣∣∣
+
wˆj`+1,jˆq+1
mεn − 2 +
∣∣∣√mM¯n(j` + 1; jˆq+1 − 1)
mεn − 2
∣∣∣}.
We observe that the event Q
(1)
n,`,3 occurs with probability one, so
P[R
(1)
n,`,3] = P[R
(1)
n,`,3 ∩Q(1)n,`,3]
≤ P
[ wˆjˆq+1,j`
mεn − 2 ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[ wˆj`+1,jˆq+1
mεn − 2 ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[∣∣∣√mM¯n(jˆq + 1; j` − 1)
mεn − 2
∣∣∣ ≥ ∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[∣∣∣√mM¯n(j` + 1; jˆq+1 − 1)
mεn − 2
∣∣∣ ≥ ∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
.
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Using Lemmas 2 and 3, and (16)-(17) from Assumption 4, each term of the last inequality
goes to zero, as n → ∞. For P[R(2)n,`,3], we apply Lemma 2 with j = j` and j = jˆq + 1 to
obtain (41) and then with j = j` + 1 and j = j`+1 to get∣∣∣(j`+1 − j` − 2){(β0,j`+1−1,m − βˆjˆq+1−1,m)}+√mM¯n(j` + 1; j`+1 − 1)∣∣∣ ≤ wˆj`+1,j`+1 .
It follows that event Q
(2)
n,`,3 occurs with probability one, where
Q
(2)
n,`,3 =
{∣∣β0,j`+1−1,m − β0,j`−1,m∣∣ ≤ wˆjˆq+1,j`|j` − jˆq − 2| +
∣∣∣√mM¯n(jˆq + 1; j` − 1)
j` − jˆq
∣∣∣
+
wˆj`+1,j`+1
|j`+1 − j` − 2| +
∣∣∣√mM¯n(j` + 1; j`+1 − 1)
j`+1 − j` − 2
∣∣∣}
⊂
{∣∣β0,j`+1−1,m − β0,jk−1,m∣∣ ≤ wˆjˆq+1,j`mεn − 2 +
∣∣∣√mM¯n(jˆq + 1; j` − 1)
mεn − 2
∣∣∣
+
wˆj`+1,j`+1
∆j,min − 2 +
∣∣∣√mM¯n(j` + 1; jˆq+1 − 1)
∆j,min − 2
∣∣∣}.
Then
P[R
(2)
n,`,3] = P[R
(2)
n,`,3 ∩Q(2)n,`,3]
≤ P
[ wˆjˆq+1,j`
mεn − 2 ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[ wˆj`+1,j`+1
∆j,min − 2 ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[∣∣∣√mM¯n(jˆq + 1; j` − 1)
mεn − 2
∣∣∣ ≥ ∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[∣∣∣√mM¯n(j` + 1; j`+1 − 1)
∆j,min − 2
∣∣∣ ≥ ∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
.
Using Lemmas 2 and 3, (16)-(17) in Assumption 4, each term of the last inequality tends
to zero as n → +∞. For P[R(3)n,`,3], we first use Lemma 2 with j = j`−1 + 1 and j = j` to
get ∣∣∣(j` − j`−1 − 2)(β0,j`−1,m − βˆjˆq+1−1,m)+√mM¯n(j`−1 + 1; j` − 1)∣∣∣ ≤ wˆj`−1+1,j` .
And then with j = j` + 1 and j = jˆq+1, to obtain∣∣∣(jˆq+1 − j` − 2)(β0,j`+1−1,m − βˆjˆq+1−1,m)+√mM¯n(j` + 1; jˆq+1 − 1)∣∣∣ ≤ wˆj`+1,jˆq+1 .
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Hence the event Q
(3)
n,`,3 occurs with probability one, where
Q
(3)
n,`,3 =
{∣∣β0,j`+1−1,m − β0,j`−1,m∣∣ ≤ wˆj`−1+1,j`|j` − j`−1 − 2| +
∣∣∣√mM¯n(j`−1 + 1; j` − 1)
j` − j`−1 − 2
∣∣∣
+
wˆj`+1,jˆq+1
|jˆq+1 − j` − 2|
+
∣∣∣√mM¯n(j` + 1; jˆq+1 − 1)
jˆq+1 − j` − 2
∣∣∣}
⊂
{∣∣β0,j`+1−1,m − β0,jk−1,m∣∣ ≤ wˆj`−1+1,j`∆j,min − 2 +
∣∣∣√mM¯n(j`−1 + 1; j` − 1)
∆j,min − 2
∣∣∣
+
wˆj`+1,jˆq+1
mεn − 2 +
∣∣∣√mM¯n(j` + 1; jˆq+1 − 1)
mεn − 2
∣∣∣}.
Then
P[R
(3)
n,`,3] = P[R
(3)
n,`,3 ∩Q(3)n,`,3]
≤ P
[ wˆj`−1+1,j`
∆j,min − 2 ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[ wˆj`+1,jˆq+1
mεn − 2 ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[∣∣∣√mM¯n(j`−1 + 1; j` − 1)
∆j,min − 2
∣∣∣ ≥ ∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[∣∣∣√mM¯n(j` + 1; jˆq+1 − 1)
mεn − 2
∣∣∣ ≥ ∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
.
By Lemmas 2 and 3, and (16)-(17) in Assumption 4, it implies that each term of the last
inequality tends to zero as n → +∞.. Finally, for P[R(4)n,`,3], we first use Lemma 2 with
j = j`−1 + 1 and j = j` to obtain∣∣∣(j` − j`−1 − 2){(β0,j`−1,m − βˆjˆq+1−1,m)}+√mM¯n(j`−1 + 1; j` − 1)∣∣∣ ≤ wˆj`−1+1,j` .
Second, we use Lemma 2 with j = j` + 1 and j = j`+1 to obtain∣∣∣(j`+1 − j` − 2)(β0,j`+1−1,m − βˆjˆq+1−1,m)+√mM¯n(j` + 1; j`+1 − 1)∣∣∣ ≤ wˆj`+1,j`+1 .
It follows that the event Q
(4)
n,`,3 occurs with probability one, where
Q
(4)
n,`,3 =
{∣∣β0,j`+1−1,m − β0,j`−1,m∣∣ ≤ wˆj`−1+1,j`|j` − j`−1 − 2| +
∣∣∣√mM¯n(j`−1 + 1; j` − 1)
j` − j`−1 − 2
∣∣∣
+
wˆj`+1,j`+1
|j`+1 − j` − 2| +
∣∣∣√mM¯n(j` + 1; j`+1 − 1)
j`+1 − j` − 2
∣∣∣}
⊂
{∣∣β0,j`+1−1,m − β0,jk−1,m∣∣ ≤ wˆj`−1+1,j`∆j,min − 2 +
∣∣∣√mM¯n(j`−1 + 1; j` − 1)
∆j,min − 2
∣∣∣
+
wˆj`+1,j`+1
∆j,min − 2 +
∣∣∣√mM¯n(j` + 1; j`+1 − 1)
∆j,min − 2
∣∣∣}.
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Then
P[R
(4)
n,`,3] = P[R
(4)
n,`,3 ∩Q(4)n,`,3]
≤ P
[
wˆj`−1+1,j`
∆j,min − 2 ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[
wˆj`+1,j`+1
∆j,min − 2 ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[∣∣∣∣√mM¯n(j`−1 + 1; j` − 1)∆j,min − 2
∣∣∣∣ ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
+P
[∣∣∣∣√mM¯n(j` + 1; j`+1 − 1)∆j,min − 2
∣∣∣∣ ≥
∣∣β0,j`+1−1,m − β0,j`−1,m∣∣
4
]
→ 0.
as n→∞. This concludes the proof of Theorem 4. 
Appendix A
Here we prove Proposition 1 and Lemmas 1, 2 and 3
A.1 Proof of Proposition 1
Fix j ∈ {1, . . . ,m}. We have
Uj =
1
n
n∑
i=1
∫ 1
0
1( j−1
m
,1](s)dMi(s),
Vj = n〈Uj〉 = 1
n
∫ 1
0
1( j−1
m
,1](s)λ0(s)d(s),
Vˆj = n[Uj ] =
1
n
n∑
i=1
∫ 1
0
1( j−1
m
,1](s)dNi(s).
Classical Bernstein deviation inequality applied to Uj , see [34], yields that
P
[
|Uj | ≥
√
2θz +
z
3n
,
1
n
∫ 1
0
1( j−1
m
,1](s)λ0(s)d(s) ≤ θ
]
≤ 2e−z. (A.1)
for all θ > 0, and z > 0. It follows that
P
[
|Uj | ≥
√
2θz
n
+
z
3n
, Vj ≤ θ
]
≤ 2e−z. (A.2)
By choosing θ = c0(z + 1)/n, this gives
P
[
|Uj | ≥
(√
2c0 +
1
3
)z + 1
n
, Vj ≤ c0(z + 1)
n
]
≤ 2e−z. (A.3)
For any 0 < η < θ <∞, we have
{
|Uj | ≥
√
2θVjz
ηn
+
z
3n
}
∩
{
η < Vj ≤ θ
}
⊂
{
|Uj | ≥
√
2θz
n
+
z
3n
}
∩
{
η < Vj ≤ θ
}
.
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Together with (A.2), we obtain
P
[
|Uj | ≥
√
2θVjz
ηn
+
z
3n
, η < Vj ≤ θ
]
≤ 2e−z. (A.4)
Now we want to replace Vj by the observable Vˆj in the deviation (A.2). Define U˜j by
U˜j = Vˆj − Vj
=
1
n
n∑
i=1
∫ 1
0
1( j−1
m
,1](s)dMi(s).
Now writing again (A.4) and using the same argument as before, we arrive at
P
[
|U˜j | ≥
√
2θVjz
ηn
+
z
3n
, η < Vj ≤ θ
]
≤ 2e−z. (A.5)
But, if Vj satisfies
|U˜j | ≤
√
2θVjz
ηn
+
z
3n
,
then it satisfies
Vj ≤ 2Vˆj + 2
(θ
η
+
1
3
) z
n
,
and
Vˆj ≤ 2Vj + 2
(1
3
+ 2
√
θ
η
(θ
η
+
1
3
)
+ 2
θ
η
) z
n
,
simply using the fact that A ≤ b+√aA entails A ≤ a+ 2b for any a,A, b > 0. This proves
that {
|Uj | ≤
√
2θVjz
ηn
+
z
3n
}
∩
{∣∣∣U˜j∣∣∣ ≤
√
2θVjz
ηn
+
z
3n
}
⊂
{
|Uj | ≤ 2
√
θz
ηn
Vˆj +
(1
3
+ 2
√
θ
η
(θ
η
+
1
3
)
+ 2
θ
η
) z
n
}
.
(A.6)
So, using (A.4) and (A.5), we obtain
P
[
|Uj | ≥ 2
√
θz
n
Vˆj +
(1
3
+ 2
√
θ
η
(θ
η
+
1
3
)) z
n
, η < Vj ≤ θ
]
≤ 4e−z.
The inequality is similar to (A.4), where we replaced Vj by the observable Vˆj . It remains
to remove the event
{
η < Vj ≤ θ
}
from this inequality. First, recall that (A.3) holds, so
we can work on the event
{
Vj > c0(z + 1)/n
}
from now on. We use a peeling argument.
Define, for q ≥ 0:
θq = c0
(z + 1)
n
(1 + ε)q,
and use the following decomposition into disjoint sets:
{Vj > θ0} =
⋃
q≥0
{
θq < Vj ≤ θq+1
}
.
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We have
P
[
|Uj | ≥ c1,ε
√
z
n
Vˆj + c2,ε
z
n
, θq < Vj ≤ θq+1
]
≤ 4e−z
where
c1,ε = 2
√
1 + ε and c2,ε = 2
√
(1 + ε)
(4
3
+ ε
)
+
1
3
.
Let
hj = ch log log
(Vj
θ0
∨ e).
On the event {
|U˜j | ≤
√
2(1 + ε)Vj(z + hj)
n
+
(z + hj)
3n
}
we have
Vj ≤ 2Vˆj + 2(4
3
+ ε)
z
n
+ 2
4
3 + ε
n
ch log log
(Vj
θ0
∨ e),
which entails, assuming that ec0 > 2((1 + ε) +
1
3)ch,
Vj ≤ ec0(z + 1)
ec0(z + 1)− 2(43 + ε)ch
(
2Vˆj + 2(
4
3
+ ε)
z
n
)
,
where we used the fact that log log z ≤ z/e− 1 for any z ≥ e. This entails, together with
(A.6), the following embedding:{
|Uj | ≤
√
2(1 + ε)(z + hj)Vj
n
+
z + hj
3n
}
∩
{
|U˜j | ≤
√
2(1 + ε)(z + hj)Vj
n
+
(z + hj)
3n
}
⊂
{
|Uj | ≥ c1,ε
√
z + hˆn,z,j
n
Vˆj + c2,ε
z + hˆn,z,j
n
}
,
where
hˆn,z,j = ch log log
( 2enVˆj + 2e(43 + ε)z
ec0(z + 1)− 2(43 + ε)ch
∨ e
)
.
Now, using the previous embeddings together with (A.4) and (A.5) we obtain
P
[
|Uj | ≥ c1,ε
√
z + hˆn,z,j
n
Vˆj + c2,ε
z + hˆn,z,j
n
, Vj > θ0
]
≤
∑
q≥0
P
[
|Uj | ≥
√
2(1 + ε)Vj(z + hj)
n
+
z + hj
3n
, θq < Vj ≤ θq+1
]
+
∑
q≥0
P
[
|U˜j | ≥
√
2(1 + ε)Vj(z + hj)
n
+
z + hj
3n
, θq < Vj ≤ θq+1
]
≤ 4(e−z +∑
q≥1
e
−
(
z+ch log log(
Vj
θ0
)
))
= 4
(
1 +
(
log(1 + ε)
)−ch∑
q≥1
q−ch
)
e−z.
Then with (A.3), it implies that
P
[
|Uj | ≥ c1,ε
√
z + hˆn,z,j
n
Vˆj + c3,ε
z + 1 + hˆn,z,j
n
]
≤ (6 + 4( log(1 + ε))−ch∑
q≥1
q−ch
)
e−z,
where c3,ε =
√
2 max
(
c0, 2(1 + ε)(
4
3 + ε)
)
+ 13 . 
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A.2 Proof of Lemma 1
Using the fact that the functions {λj,m : j = 1, . . . ,m} form a basis of Λm, and under
Assumption 1, one can give the explicit form of λ0,m as following
λ0,m = m
m∑
j=1
L0∑
`=1
β0,`|J` ∩ Ij,m|1Ij,m =
m∑
j=1
β0,j,mλj,m, (A.7)
here |A| is the Lebesgue measure of the set A and β0,j,m =
√
m
∑L0
`=1 β0,`|J` ∩ Ij,m|. We
remark that the intervals J` do not share the same boundaries as the smaller intervals
Ij,m. Setting the sequence (¯`j)j=0,...,m be the sequence defining by:
¯`
0 = 1, and ¯`j = max{` = 1, . . . , L0 : J` ∩ Ij,m 6= ∅}, for j = 1, . . . ,m.
Using the sequence (¯`j)j=0,...,m, one has the expression of the functions λ0 and λ0,m as
follows:
λ0 =
m∑
j=1
¯`
j∑
`=¯`j−1
β0,`1J`∩Ij,m ,
and
λ0,m = m
m∑
j=1
¯`
j∑
`=¯`j−1
β0,`|J` ∩ Ij,m|1Ij,m =
m∑
j=1
α0,j,m1Ij,m =
m∑
j=1
α0,j,m
¯`
j∑
`=¯`j−1
1J`∩Ij,m ,
where α0,j,m = m
∑¯`
j
`=¯`j−1
β0,`|J`∩Ij,m|. From the fact that
{
1J`∩Ij,m : j = 1, . . . ,m and ` =
1, . . . , L0
}
is an orthogonal basis of Λm (with respect to the L2-norm), we obtain
‖λ0 − λ0,m‖2 =
∥∥∥∥∥
m∑
j=1
¯`
j∑
`=¯`j−1
(
β0,` −m
¯`
j∑
`′=¯`j−1
β0,`′ |J`′ ∩ Ij,m|
)
1J`∩Ij,m
∥∥∥∥∥
2
=
m∑
j=1
¯`
j∑
`=¯`j−1
(
β0,` −m
¯`
j∑
`′=¯`j−1
β0,`′ |J`′ ∩ Ij,m|
)2|J` ∩ Ij,m|
=
m∑
j=1
1[¯`j−¯`j−1>0]
¯`
j∑
`=¯`j−1
(
β0,` −m
¯`
j∑
`′=¯`j−1
β0,`′ |J`′ ∩ Ij,m|
)2|J` ∩ Ij,m|
≤
m∑
j=1
1[¯`j−¯`j−1>0]
¯`
j∑
`=¯`j−1
(¯`j − ¯`j−1 + 1) max
`,`′=kj−1,...,kj
(
β0,` − β0,`′
)2|J` ∩ Ij,m|
≤
m∑
j=1
1[¯`j−¯`j−1>0](
¯`
j − ¯`j−1 + 1) max
`,`′∈{¯`j−1,...,¯`j}
(
β0,` − β0,`′
)2|Ij,m|
≤ 2(L0 − 1)∆
2
β,max
m
.
This proves Lemma 1. 
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A.3 Proof of Lemma 2
To prove Lemma 2, we invoke subdifferential calculus, see [5]. We first write our objective
functional as
Φ(µ) =
1
2
m∑
j=1
(Nj − (Tµ)j)2 +
m∑
j=1
wˆj |µj,m|.
So a necessary and sufficient condition for a vector µˆ in Rm to minimize the function Φ is
that the zero vector in Rm belongs to the sub-differential of Φ(µ) at the point µˆ, that is,
the following optimality condition holds:
for all j = 1, . . . ,m

(
T>
(
N−Tµˆ))
j
= wˆjsign(µˆj,m), if µˆj,m 6= 0,∣∣∣(T>(N−Tµˆ))
j
∣∣∣ ≤ wˆjsign(µˆj,m), if µˆj,m = 0.
Using that (T>N)j =
∑m
q=j Nq and that (T
>βˆ)j =
∑m
q=j βˆq,m, since T is a m×m lower
triangular matrix having all its nonzero elements equal to one. Now, for q = 1, . . . ,m, we
observe that
Nq =
√
m
∫
Iq,m
λ0(t)dt+
√
mM¯n(Iq,m)
=
√
m
∫
Iq,m
(λ0(t)− λ0,m(t))dt+
√
m
∫
Iq,m
λ0,mdt+
√
mM¯n(Iq,m)
=
√
m
∫
Iq,m
( L0∑
`=1
β0,`1J` −
√
m
m∑
j=1
β0,j,m1Ij,m
)
dt
+
√
m
m∑
j=1
β0,j,m
∫
Iq,m
1Ij,m(t)dt+
√
mM¯n(Iq,m)
= β0,q,m +
√
mM¯n(Iq,m),
and we get the desired result.

A.4 Proof of Lemma 3
For the first statement, we have by definition,∣∣∣M¯n(a; b)∣∣∣ = ∣∣∣ b∑
q=a
M¯n(Iq,m)
∣∣∣
=
∣∣∣ 1
n
n∑
i=1
b∑
q=a
∫ 1
0
Iq,m(t)dMi(t)
∣∣∣
=
∣∣∣ 1
n
n∑
i=1
∫ 1
0
1(a−1
m
, b
m
](t)dMi(t)
∣∣∣.
Moreover, using Bernstein’s inequality, it follows that, for any z, α > 0,
P
[∣∣∣ 1
n
n∑
i=1
∫ 1
0
1(a−1
m
, b
m
](t)dMi(t)
∣∣∣ ≥ z,
〈 1
n
n∑
i=1
∫ 1
0
1(a−1
m
, b
m
](t)dMi(t)〉 ≤ α
]
≤ 2 exp
{
− z
2
2α+ 23ρz
}
,
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where ρ is a upper bound of
∥∥∥ 1n1(a−1
m
, b
m
]
∥∥∥
∞
. Here we can choose ρ = 1n and
α = n−1
∫ b
m
a−1
m
λ0(t)dt = n
−1E
[
N¯n
((a− 1
m
,
b
m
])]
.
Hence, we obtain the first statement. For the second one, recall that for any a = 2, . . . ,m
we have
wˆa = c1
√
m(x+ logm+ hˆn,x,a)Vˆa
n
+ c2
√
m(x+ 1 + logm+ hˆn,x,a)
n
.
Since each term of wˆa is positive and taking in account the dominant one, we have{
wˆ2a ≥
m logm
n
(
ξ −
∫
1
(a−1m ,1]
λ0(t)dt
)}
⊂
{
Vˆa ≥ ξ −
∫
1
(a−1m ,1]
λ0(t)dt
}
,
for all ξ > 0. By the Doob-Meyer decomposition theorem, we get{
wˆ2a ≥
m logm
n
(
ξ −
∫
1
(a−1m ,1]
λ0(t)dt
)}
⊂ {M¯n(a; 1) ≥ ξ},
Finally, by applying the first statement, see (33), to M¯n(a; 1), we concludes the proof of
Lemma 3. 
Appendix B
Here we prove the second case of the proof of Theorem 3 which is quite similar to the first
one with a careful choice of the bounded terms in the approximate change-points sequence
while applying the KKT optimality conditions. As mεn ≥ 6 for all n ≥ 1, it yields that
the event
{
j` + 2 < jˆ`
}
a.s.
B.1 Step II.1. Prove: P[An,` ∩ Cn]→ 0, as n→∞.
Applying (31) in Lemma 2 with j = j` + 1 and j = jˆ`, we get
−wˆj` ≤
m∑
q=j`+1
Nq −
m∑
q=j`
βˆq,m ≤ wˆj`+1,
and
−wˆjˆ` ≤
m∑
q=jˆ`
Nq −
m∑
q=jˆ`
βˆq,m ≤ wˆjˆ` .
It follows that
∣∣∣ jˆ`−1∑
q=j`+1
β0,q,m +
√
mM¯n(Iq,m)−
jˆ`−1∑
q=j`+1
βˆq,m
∣∣∣ ≤ wˆj`+1,jˆ` .
The property of the vector βˆ in Lemma 2 yields that∣∣∣(jˆ` − j` − 2)(β0,j`+1−1,m − βˆjˆ`−1,m) +√mM¯n(j` + 1; jˆ` − 1)∣∣∣ ≤ wˆj`+1,jˆ` .
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Therefore, on Cn ∩ {jˆ` > j` + 2} we have∣∣∣(jˆ` − j` − 2)(β0,j`−1,m − βˆjˆ`−1,m)
+
√
mM¯n(j` + 1; jˆ` − 1)
+ (jˆ` − j` − 2)(β0,j`+1−1,m − β0,j`−1,m)
∣∣∣ ≤ wˆj`+1,jˆ` .
Define the event
C ′n,` =
{∣∣∣(jˆ` − j` − 2)(β0,j`−1,m − βˆjˆ`−1,m)
+
√
mM¯n(j` + 1; jˆ` − 1)
+ (jˆ` − j` − 2)(β0,j`+1−1,m − β0,j`−1,m)
∣∣∣ ≤ wˆj`+1,jˆ`
}
.
It follows that C ′n,` occurs with probability one. We observe that, mεn ≥ 6 for all n,
entails that mεn2 − 2 ≥ mεn6 . Then{|jˆ` − j`| > mεn
2
} ⊂ {|jˆ` − j` − 2| > mεn
2
− 2} ⊂ {|jˆ` − j` − 2| ≥ mεn
6
}
.
Therefore
P[An,` ∩ Cn]
= P
[{∣∣∣(jˆ` − j` − 2)(β0,j`−1,m − βˆjˆ`−1,m) +√mM¯n(j` + 1; jˆ` − 1)
+ (jˆ` − j` − 2)(β0,j`+1−1,m − β0,j`−1,m)
∣∣∣ ≤ wˆj`+1,jˆ`}
∩An,` ∩ Cn ∩ {jˆ` > j` + 2}
]
≤ P
[{ wˆj`+1,jˆ`
mεn
6
≥ |β0,j`+1−1,m − β0,j`−1,m|
3
}
∩
{
jˆ` > j` + 2
}]
+ P
[{
|βˆjˆ`−1,m − β0,j`−1,m| ≥
|β0,j`+1−1,m − β0,j`−1,m|
3
}
∩ Cn
]
+ P
[∣∣∣√mM¯n(j`; jˆ` − 1)
jˆ` − j` − 2
∣∣∣ ≥ |β0,j`+1−1,m − β0,j`−1,m|
3
]
:= P[A′n,`,1] + P[A
′
n,`,2] + P[A
′
n,`,3].
We have
P[A′n,`,1] ≤ P
[
wˆj`+1,jˆ` ≥
mεn∆β,min
18
]
≤ P
[
wˆj`+1 ≥
mεn∆β,min
36
]
= P
[
wˆ2j`+1 ≥
m2ε2n∆
2
β,min
362
]
.
By (16) in Assumption 4, and (34) in Lemma 3 with ξ =
nmε2n∆
2
β,min
362 logm
+ E
[
N¯n
(
( j`m , 1]
)]
, it
follows that
P(A′n,`,1) ≤ 2 exp
(
− nξ
2
2E
[
N¯n
(( j`
m , 1
])]
+ 23ξ
)
→ 0,
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as n→∞. Now, we remark that
A′n,`,3 ⊂
{∣∣∣M¯n(j`; jˆ` − 1)∣∣∣ ≥ mεn∆β,min
18
√
m
}
⊂
j`+1−2⋃
q=j`+2
{∣∣∣M¯n(j`; q)∣∣∣ ≥ mεn∆β,min
18
√
m
}
Let ϕ′n :=
√
mεn∆β,min
18 . Hence, by (33) in Lemma 3 we get
P[A′n,`,3] ≤ 2
j`+1−2∑
q=j`+2
exp
(
− nϕ
′2
n
2E
[
N¯n
(( j`−1
m ,
q
m
])]
+ 23ϕ
′
n
)
≤ 2(j`+1 − j` − 3) exp
(
− nϕ
′2
n
2E
[
N¯n
(( j`−1
m ,
j`+1−2
m
])]
+ 23ϕ
′
n
)
≤ 2 exp
(
− nϕ
′2
n
2E
[
N¯n
(( j`−1
m ,
j`+1−2
m
])]
+ 23ϕ
′
n
+ logm
)
.
By (16) in Assumption 4, we get P[A′n,`,3] tends to zero as n tends to infinity. Let us now
address P[A′n,`,2]. Using (31) in Lemma 2 with j = j` and with j = d j`+j`−12 e, and using
the triangle inequality, it follows that∣∣∣ j`−1∑
q=d j`+j`−1
2
e
Nq −
j`−1∑
q=d j`+j`−1
2
e
βˆq,m
∣∣∣ ≤ wˆd j`+j`−1
2
e,j`
.
On the event Cn ∩ {jˆ` > j`}, we get∣∣∣j` − j`−1
2
(β0,j`−1,m − βˆjˆ`−1,m) +
√
mM¯n(dj` + j`−1
2
e; j` − 1)
∣∣∣ ≤ wˆd j`+j`−1
2
e,j`
.
This implies
|j` − j`−1
2
||βˆjˆ`−1,m − β0,j`−1,m| ≤ wˆd j`+j`−1
2
e,j`
+
∣∣∣√mM¯n(dj` + j`−1
2
e; j` − 1)
∣∣∣.
Therefore, we may upper bound P[A′n,`,2] as follows
P[A′n,`,2]
= P
[{
|βˆjˆ`−1,m − β0,j`−1,m| ≥
|β0,j`+1−1,m − β0,j`−1,m|
3
}
∩ Cn ∩ {jˆ` > j`}
]
= P
[{
|j` − j`−1
2
||βˆjˆ`−1,m − β0,j`−1,m|
≥ |j` − j`−1
2
| |β0,j`+1−1,m − β0,j`−1,m|
3
}
∩ Cn
]
≤ P
[{
wˆd j`+j`−1
2
e,j`
+
∣∣∣√mM¯n(dj` + j`−1
2
e; j` − 1)
∣∣∣
≥ |j` − j`−1
2
| |β0,j`+1−1,m − β0,j`−1,m|
3
}
∩ Cn
]
≤ P
[
wˆd j`+j`−1
2
e,j`
≥ (j` − j`−1)
|β0,j`+1−1,m − β0,j`−1,m|
6
]
+ P
[∣∣∣√mM¯n(dj` + j`−1
2
e; j` − 1)
∣∣∣ ≥ |β0,j`+1−1,m − β0,j`−1,m|
6
]
≤ P
[
wˆd j`+j`−1
2
e,j`
≥ ∆j,min∆β,min
12
]
+ P
[∣∣∣M¯n(dj` + j`−1
2
e; j` − 1)
∣∣∣ ≥ ∆j,min∆β,min
12
√
m
]
:= α′n,`,2
(1) + α′n,`,2
(2).
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We observe that
α′n,`,2
(1) ≤ P
[
wˆ2d j`+j`−1
2
e ≥
∆2j,min∆
2
β,min
242
]
≤ P
[
wˆ2j`−1 ≥
∆2j,min∆
2
β,min
242
]
.
By (17) in Assumption 4, (34) in Lemma 3 with ξ =
n∆2j,min∆
2
β,min
242m logm
+E
[
N¯n
(
(
j`−1−1
m , 1]
)]
, it
follows that
α′n,`,2
(1) ≤ 2 exp
(
− nξ
2
2E
[
N¯n
(( j`−1−1
m , 1
])]
+ 23ξ
)
→ 0,
as n→∞. By (33) in Lemma 3 with z = ∆j,min∆β,min
12
√
m
and (17) in Assumption 4, we obtain
α′n,`,2
(2) ≤ 2 exp
(
− nz
2
2E
[
N¯n
(( d j`+j`−1
2
e−1
m ,
j`−1
m
])]
+ 23z
)
→ 0,
as n→∞. Therefore, we conclude that P[A′n,`,2]→ 0, as n→∞.
B.2 Step II.2. Prove: P[An,` ∩ C{n]→ 0, as n→∞.
As in Case I from 8.1, we split P[An,` ∩ C{n] into
P[An,` ∩ C{n] = P[An,` ∩D(l)n ] + P[An,` ∩D(m)n ] + P[An,` ∩D(r)n ].
Let us first focus on P[An,` ∩D(m)n ]. Note that
P[An,` ∩D(m)n ∩ {jˆ` > j`}] ≤ P[An,` ∩B`+1,` ∩D(m)n ]
+
L0−2∑
l=`+1
P[Cl,l ∩Bl+1,l ∩D(m)n ].
(B.1)
Let us now prove that the first term in the right hand side of (B.1) goes to zero as n tends
to infinity. Using (31) in Lemma 2 with j = d j`+1+j`2 e and j = j`+1, on the first hand
and (31) in Lemma 2 with j = j`+1 + 1 and with j = j`+2 on the other hand, we obtain,
respectively
|j`+1 − j`
2
||βˆjˆ`+1−1,m − β0,j`+1−1,m| ≤ wˆd j`+1+j`
2
e,j`+1
+ |√mM¯n(dj`+1 + j`
2
e; j`+1 − 1)|,
(B.2)
and
|j`+2 − j`+1 − 2||βˆjˆ`+1−1,m − β0,j`+2−1,m| ≤ wˆj`+1+1,j`+2
+ |√mM¯n(j`+1 + 1; j`+2 − 1)|.
(B.3)
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In addition, we have
|β0,j`+2−1,m − β0,j`+1−1,m|
= |(βˆjˆ`+1−1,m − β0,j`+1−1,m)− (βˆjˆ`+1−1,m − β0,j`+2−1,m)|
≤ |βˆjˆ`+1−1,m − β0,j`+1−1,m|+ |βˆjˆ`+1−1,m − β0,j`+2−1,m|
≤
wˆd j`+1+j`
2
e,j`+1
| j`+1−j`2 |
+
√
mM¯n(d j`+1+j`2 e; j`+1 − 1)|
| j`+1−j`2 |
+
wˆj`+1+1,j`+2
|j`+2 − j`+1 − 2| +
|√mM¯n(j`+1 + 1; j`+2 − 1)|
|j`+2 − j`+1 − 2|
≤ 2
wˆd j`+1+j`
2
e,j`+1
∆j,min
+ 2
√
mM¯n(d j`+1+j`2 e; j`+1 − 1)|
∆j,min
+
wˆj`+1+1,j`+2
|∆j,min − 2| +
|√mM¯n(j`+1 + 1; j`+2 − 1)|
|∆j,min − 2| .
Define the event E′n,` by
E′n,` =
{
|β0,j`+2−1,m − β0,j`+1−1,m| ≤
2wˆd j`+1+j`
2
e,j`+1
∆j,min
+
6wˆj`+1+1,j`+2
∆j,min
+
2
√
mM¯n(d j`+1+j`2 e; j`+1 − 1)|
∆j,min
+
|6√mM¯n(j`+1 + 1; j`+2 − 1)|
∆j,min
}
.
E′n,` occurs with probability one. Therefore, we obtain
P[An,` ∩B`+1,` ∩D(m)n ]
≤ P[An,` ∩B`+1,` ∩D(m)n ∩ E′n,`]
≤ P
[
wˆd j`+1+j`
2
e,j`+1
≥ ∆j,min|β0,j`+2−1,m − β0,j`+1−1,m|
8
]
+ P
[
wˆj`+1+1,j`+2 ≥
|β0,j`+2−1,m − β0,j`+1−1,m|
24
]
+ P
[
|M¯n(dj`+1 + j`
2
e; j`+1 − 1)| ≥ ∆j,min
|β0,j`+2−1,m − β0,j`+1−1,m|
8
√
m
]
+ P
[
|M¯n(j`+1 + 1; j`+2 − 1)| ≥ ∆j,min
|β0,j`+2−1,m − β0,j`+1−1,m|
24
√
m
]
:= θ′n,`,1 + θ
′
n,`,2 + θ
′
n,`,3 + θ
′
n,`,4.
By (33)-(34) in Lemma 3, and (16)-(17) in Assumption 4, we show that for s = 1, . . . , 4, θ′n,`,s →
0, P[An,`∩B`+1,`∩D(m)n ]→ 0, as n→∞. Recall that in Case I from Section 8.1, we proved
P[An,` ∩D(l)n ] → 0, as n → ∞ and in a similar way P[An,` ∩D(r)n ] → 0, as n → ∞. This
concludes the proof of Theorem 3. 
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