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Abstract
We generalize the classical notion of Vapnik–Chernovenkis (VC) dimension to ordinal VC-dimension, in the context of logical
learning paradigms. Logical learning paradigms encompass the numerical learning paradigms commonly studied in Inductive
Inference. A logical learning paradigm is deﬁned as a setW of structures over some vocabulary, and a setD of ﬁrst-order formulas
that represent data. The sets of models of  inW, where  varies over D, generate a natural topology W overW.
We show that if D is closed under boolean operators, then the notion of ordinal VC-dimension offers a perfect characterization
for the problem of predicting the truth of the members of D in a member ofW, with an ordinal bound on the number of mistakes.
This shows that the notion of VC-dimension has a natural interpretation in Inductive Inference, when cast into a logical setting. We
also study the relationships between predictive complexity, selective complexity—a variation on predictive complexity—and mind
change complexity. The assumptions that D is closed under boolean operators and that W is compact often play a crucial role to
establish connections between these concepts.
We then consider a computable setting with effective versions of the complexity measures, and show that the equivalence between
ordinal VC-dimension and predictive complexity fails. More precisely, we prove that the effective ordinal VC-dimension of a
paradigm can be deﬁned when all other effective notions of complexity are undeﬁned. On a better note, when W is compact, all
effective notions of complexity are deﬁned, though they are not related as in the noncomputable version of the framework.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Generalized VC-dimension; Inductive inference; Predictive complexity
1. Introduction
The notion ofVapnik–Chernovenkis (VC)-dimension is a key concept in PAC-learning [6,12,13]. The notion of ﬁnite
telltale is a key concept in Inductive Inference [3,8]. It can be claimed that VC-dimension is to PAC-learning what
ﬁnite telltales are to Inductive Inference. Both provide a characterization of learnability, for fundamental classes of
learning paradigms, in the respective settings. Both take the form of a condition where ﬁniteness is a key requirement, in
frameworks that deal with inﬁnite objects. In logical learning paradigms of identiﬁcation in the limit, it has been shown
that the ﬁnite telltale condition can be seen as a generalization of the compactness property, the latter being the hallmark
of, equivalently, ﬁnite learning or deductive inference [10]. The ﬁnite telltale condition can even be generalized and
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be interpreted as a property of -weak compactness, that characterizes classiﬁcation with fewer than  mind changes
[10]. There are extensions of VC dimension to inﬁnite domains [4]. But there are few essential connection between
VC-dimension and some fundamental concepts from Inductive Inference: the relevance of the concept ofVC-dimension
seems to be closely related to the existence of probability distributions over the sample space. Though connections
exist between PAC learning and Inductive Inference (e.g., [5]), it does not seem that VC-dimension has any chance to
play a key role in learning paradigms of Inductive Inference that do not introduce probability distributions over the
sample space.
We will show that VC-dimension can still provide a perfect characterization for the problem of predicting whether a
possible datum is true or false in the underlyingworld, in the realmof Inductive Inference. But for such a characterization
to be possible, the condition that the set of possible data is closed under boolean operators has to be imposed. The fact
that we work in a logical setting is of course essential to express this condition in a simple, meaningful and natural
way. The notions and main results are stated with no computability condition on the procedures that analyze the data
and output hypotheses. This is necessary to obtain perfect equivalences, and provides strong evidence that the concepts
involved are naturally connected.We also examine other notions of complexity and their relationships.All these notions
can be abstractly deﬁned as lengths of some well orderings, or they can be described more intuitively as games. The
game version is used to deﬁne computable counterparts.
Unfortunately, when computability is a requirement, VC-dimension no longer characterizes prediction. We will
establish this result under the natural assumption that the sets of data true in one of the possible worlds constitute
an indexed family. More assumptions would be needed to reestablish the connection in a computable setting. Still all
results in the uncomputable version of the framework will be illustrated with examples that always involve effective
procedures. We proceed as follows. We introduce some background notions and notation in Section 2. We deﬁne the
various complexity measures in Section 3. We study the relationships between these complexity measures in Section
4. We examine the effective version of the framework in Section 5. We conclude in Section 6 with a brief overview of
the kind of results that have been obtained.
2. Background
The class of ordinals is denoted by Ord. Let a set X be given. The set of ﬁnite sequences of members of X, including
the empty sequence (), is represented by X. Given a  ∈ X, the set of members of X that occur in  is denoted by
rng(). Given an inﬁnite sequence  of members of X and a natural number i, we represent by |i the initial segment
of  of length i; we use the same notation for ﬁnite sequences  and natural numbers i smaller than the length of .
Concatenation between sequences is represented by , and sequences consisting of a unique element are often identiﬁed
with that element.We write⊂ (respect.,⊆) for strict (respect., nonstrict) inclusion between sets, as well as for the notion
of a ﬁnite sequence being a strict (respect., nonstrict) initial segment of another sequence. We also use the notation ⊃.
Let two sets X, Y and a partial function f from X into Y be given. Given x ∈ X, we write f (x) =↓ when f (x) is
deﬁned, and f (x) =↑ otherwise. The domain of f is the set of all x ∈ X such that f (x) = y for some y ∈ Y ; the
range of f is the set of all y ∈ Y such that f (x) = y for some x ∈ X; and the ﬁeld of f is the union of the domain
and the range of f . Given two members x, x′ of X, we write f (x) = f (x′) when both f (x) and f (x′) are deﬁned and
equal; we write f (x) 	= f (x′) otherwise. Let R be a binary relation over a set X. Recall that R is a well-founded iff
every nonempty subset Y of X contains an element x such that no member y of Y satisﬁes R(y, x). Suppose that R is
well founded. We then denote by R the unique function from X into Ord such that for all x ∈ X:
R(x) = sup{R(y) + 1 : y ∈ X, R(y, x)}.
The length of R, written as |R|, is the least ordinal not in the range of R . Note that |R| = 0 iff X = ∅. For example,
Fig. 1 depicts a ﬁnite binary relation R of length 5. In this diagram, an arrow joins a point x to a point y iff R(x, y)
holds. For all points x in the ﬁeld of R, the value of R(x) is indicated.
Let us introduce the logical learning paradigms and their constituents. We denote by V a countable vocabulary, i.e.,
a countable set of function symbols (possibly including constants) and predicate symbols. Let us adopt a convention.
If we say that V contains 0 and s, then 0 denotes a constant and s a unary function symbol. Moreover, given a nonnull
n ∈ N, n is used as an abbreviation for the term obtained from 0 by n applications of s to 0. Given a ﬁnite set D of
formulas,
∧
D denotes a formula equivalent to the conjunction of the members of D, and∨D a formula equivalent
to the disjunction of the members of D.
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Fig. 1. A ﬁnite binary relation of length 5.
We denote byD a nonempty set of ﬁrst-order sentences (closed formulas) over V that represent data. Three important
cases are sets of closed atoms (tomodel learning from texts), sets of closed literals (i.e., closed atoms and their negations,
to model learning from informants), and sets of sentences closed under boolean operators, a natural example being the
set of quantiﬁer-free sentences. Note that quantiﬁer-free sentences convey no more information than closed literals.
Still, the assumption that D is closed under boolean operators will play a key role in this paper. We denote by  some
symbol to be used when no datum is presented. Given a member  of (D ∪ {}), we let cnt() denote rng() ∩ D.
We denote byW a nonempty set of structures over V .An important case is given by the set of all Herbrand structures,
i.e., structures overV each ofwhose individuals interprets a unique closed term. (Whenwe considerHerbrand structures,
V contains at least one constant.) Given a member M of W and a set E of formulas, the E-diagram of M, denoted
DiagE(M), is the set of all members of E that are true inM. We say that a set T of ﬁrst-order formulas is consistent
in W iff T has a model in W . Given a set T of ﬁrst-order formulas over V , we denote by Mod(T ) the set of models
of T , and by ModW (T ) the set of models of T in W (i.e., ModW (T ) = Mod(T ) ∩ W).
We denote by P the triple (V,D,W). We call P a logical paradigm. This is a simpliﬁcation of the notion of logical
paradigm investigated in [9,10]. Learning paradigms in the numerical setting are naturally cast into the logical setting
as follows. Put V = {0, s, P } where P is a unary predicate symbol. Let E be the set {P(n) : n ∈ N}. If C is the set of
languages to be learnt, we deﬁne W as the set of Herbrand structures whose E-diagrams are {P(n) : n ∈ L} where L
varies over C. The choice of D depends on the type of data: D = E when data are positive, D = E ∪ {¬ :  ∈ E}
when data are positive or negative.
3. The notions of complexity
We now deﬁne the various concepts of complexity we need in this paper, starting with VC-dimension. The notion of
a set of hypotheses shattering a set of data takes the following form when hypotheses are represented as structures and
data as formulas.
Deﬁnition 1. Let a set E of formulas be given. We say that W shatters E iff E is ﬁnite and for all subsets D of E,
DiagE(M) = D for someM ∈ W .
Traditionally, the VC-dimension is deﬁned as the greatest number n such that some set consisting of n distinct
elements is shattered [13]. When such an n does not exist, the VC-dimension is considered to be either undeﬁned or
inﬁnite. We extend the notion of VC-dimension from natural numbers to ordinals as follows.
Deﬁnition 2. Let X be the set of nonempty subsets of D that W shatters. Let R be the restriction of ⊃ to X. The
VC-dimension of P is equal to the length of R if R is well-founded, and undeﬁned otherwise.
As an intuitive interpretation, the VC-dimension of P is determined by the following game, where we assume for
simplicity that D is inﬁnite. Consider two players Anke and Boris: Anke has to output an increasing sequence of
nonempty ﬁnite subsets of D and Boris a decreasing sequence of ordinals. Players can be undeﬁned. Still if in one of
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the following rounds either player does not output anything, or outputs something distinct from what they are expected
to output then that player looses. (Hence both players can loose.)
• In round 1, Anke outputs ∅ and Boris outputs .
• If in the nth round Anke has output a ﬁnite set D ⊆ D and Boris has output a nonnull ordinal , then the following
is done in round n + 1.
◦ Anke outputs a ﬁnite set E such that D ⊂ E ⊆ D and W shatters E.
◦ Boris outputs an ordinal strictly below .
If players have always been playing as expected then the game terminates when the ﬁrst player becomes undeﬁned (and
looses). The VC-dimension of P is the smallest ordinal  for which Boris has a winning strategy. If this ordinal does
not exist, the VC-dimension is undeﬁned. Note that, without loss of generality, Anke can always output ﬁnite sets.
Given a structure M, we call environment (in P) an inﬁnite sequence e of members of D ∪ {} such that for all
 ∈ D,  occurs in e iff  ∈ DiagD(M). So environments correspond to texts when D is the set of closed atoms, and
to informants when D is the set of closed literals. Identiﬁcation in the limit and the corresponding notion of complexity
are deﬁned next.
Deﬁnition 3. An identiﬁer (for P) is a partial function from (D ∪ {}) into {DiagD(M) :M ∈ W}. Let an identiﬁer
f be given.
• We say that a member  of (D ∪ {}) is consistent in W just in case there existsM ∈ W such that for all  ∈ D
that occur in ,M.
• We say that f is successful (in P) iff for everyM ∈ W and for every environment e forM, f (e|k) = DiagD(M)
for almost every k ∈ N.
• Let X be the set of all  ∈ (D ∪ {}) such that  is consistent in W and f () =↓ for some initial segment  of .
We denote by Rf the binary relation over X such that for all ,  ∈ X, Rf (, ) holds iff  ⊂  and f () 	= f ().
The identiﬁcation complexity of P is the least ordinal of the form |Rf |, where f is an identiﬁer that is successful in P
and Rf is well founded; if such an f does not exist, the identiﬁcation complexity of P is undeﬁned.
As an intuitive interpretation, the identiﬁcation complexity of P is determined by the following game betweenAnke
and Boris. Anke has to output a sequence of members of D ∪ {}. Boris has to output pairs of the form (X, ) where X
is a subset of D and  is an ordinal. Players can be undeﬁned and Boris can either pass or keep a hypothesis. Still if in
one of the following rounds Anke does not output anything, or Boris does not output anything whereas he has output
something at an earlier round, or either player outputs something distinct from what they are expected to output then
that player looses.
• In round 1, Anke chooses a memberM of W and Boris outputs .
• The following is done in round n + 1.
◦ Anke outputs a member of DiagD(M) ∪ {}.
◦ Either Boris passes, or Boris keeps the same hypothesis, or Boris outputs a pair (X, ) where  is an ordinal
smaller than the last output ordinal.
If players have always been playing as expected but the game has to stop because Boris cannot play any further then
Boris looses the game. If Anke does not output all members of DiagD(M), or if Boris’s last hypothesis is DiagD(M)
then Boris wins the game. Otherwise Anke wins the game. The identiﬁcation complexity of P is the smallest nonnull
ordinal  for which Boris has a winning strategy. If this ordinal does not exist, the identiﬁcation complexity is undeﬁned.
Without loss of generality, both players can be assumed to be total.
If the identiﬁcation complexity of P is equal to nonnull ordinal , then the D-diagrams of the members of W
are identiﬁable in the limit with fewer than  mind changes. (Note that the usual notion of mind change complexity
considers the least ordinal  such that at most, rather than fewer than,  mind changes are sometimes necessary for the
procedure to converge [1,2,7]. There are good theoretical reasons for preferring the ‘fewer than’ formulation.) Note that
if some identiﬁer is successful in P , then there are countably many D-diagrams of members of W only. The following
is a characterization of identiﬁcation complexity based on a generalization of Angluin’s ﬁnite telltale characterization
of learnability in the limit [3].
Proposition 4. The identiﬁcation complexity of P is deﬁned and equal to nonnull ordinal  iff there exists a sequence
(M)M∈W of ordinals smaller than  and for all M ∈ W , there exists a ﬁnite AM ⊆ DiagD(M) such that for all
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N ∈ W:
(∗) if AM ⊆ DiagD(N) and MN, then DiagD(N) = DiagD(M).
Suppose that the identiﬁcation complexity of P is equal to nonnull ordinal . Assume that sequence (M)M∈W of
ordinals and sequence (AM)M∈W of ﬁnite subsets of D are such that for allM ∈ W , AM ⊆ DiagD(M) and for all
N ∈ W , Condition (∗) in Proposition 4 holds. Deﬁne an identiﬁer f as follows. Let  ∈ (D ∪ {}) be given. Suppose
that there exists a least ordinal  such that for someM ∈ W , M =  and AM ⊆ cnt(). ChooseM ∈ W such that
M =  and AM ⊆ cnt(), and set f () = DiagD(M). Otherwise, set f () =↑. Then f succeeds in P and the length
of Rf is deﬁned and equal to . We say that f is a canonical identiﬁer for P(w.r.t. (M)M∈W and (AM)M∈W ).
The next notion of complexity we deﬁne is based on selectors. Intuitively, a selector for P is a procedure that, for
any givenM ∈ W , selects in the limit all formulas from DiagD(M) or their negations, and is correct coﬁnitely many
times. In order to be able to achieve this, the selector needs to receive for every selected formula , a feedback whether
 is true inM. Thus, one can represent the selector as a partial function where at stage n the input is from {0, 1}n and
represents the feedback on the previous selections.
Deﬁnition 5. A selector (for P) is a partial function f from {0, 1} into D. Let a selector f be given.
• We say that a member  of {0, 1} is consistent with W and f just in case there exists M ∈ W such that for all
 ∈ {0, 1} and i ∈ {0, 1} with i ⊆ , f () =↓, andMf () iff i = 1.
• We say that f is successful (in P) iff for everyM ∈ W , there is a string t of ﬁnitely many 0’s and inﬁnitely many 1’s
such that every ﬁnite initial segment of t is consistent with W and f and for all  ∈ DiagD(M), either f () = 
or f () = ¬ for some ﬁnite initial segment  of t .
• Let X be the set of all  ∈ {0, 1} that are consistent with W and f , and that end with a 0. We denote by Rf the
binary relation over X such that for all ,  ∈ X, Rf (, ) holds iff  ⊂ .
The selective complexity of P is the least ordinal of the form |Rf |, where f is a selector that is successful in P and
Rf is well-founded; if such a f does not exist, the selective complexity of P is undeﬁned.
As an intuitive interpretation, the selective complexity of P is determined by the following game betweenAnke and
Boris. Anke has to output a sequence of 0’s and 1’s. Boris has to output a sequence of pairs whose ﬁrst coordinate is a
member of D or the negation of a member of D, and whose second coordinate is an ordinal. Players can be undeﬁned.
Still if in one of the following rounds either player does not output anything, or outputs something distinct from what
they are expected to output, then that player looses.
• In round 1, Anke chooses a memberM of W . Boris outputs .
• The following is done in round n + 1.
◦ Boris outputs a member of D or the negation of a member of D.
◦ Anke outputs 1 ifM is a model of the formula output by Boris, and 0 otherwise.
◦ Boris outputs the ordinal from round n if Anke previously output 1 and a smaller ordinal otherwise.
If players have always been playing as expected but the game has to stop because Boris cannot play any further, then
Boris looses the game. If Boris has always been playing as expected and eventually outputs each member of D or its
negation, then Boris wins the game. Otherwise Anke wins the game. The selective complexity of P is the smallest
nonnull ordinal  for which Boris has a winning strategy. If this ordinal does not exist, the selective complexity is
undeﬁned. Without loss of generality, Anke can be assumed to be total.
The last notion of complexity we deﬁne is based on predictors. Whereas selectors have control over the formulas the
truth of which they want to predict, a predictor has to take the members of D as they come.
Deﬁnition 6. A predictor (for P) is a partial function from (D × {0, 1}) × D into {0, 1}. Let a predictor f be given.
• Let  = ((0, 	0), . . . , (p, 	p)) ∈ (D × {0, 1}) be given. We say that  is consistent with W and f iff there exists
M ∈ W such that for all ip:
◦ f (|i ,i ) =↓, and
◦ Mi iff 	i = 1.
If  is consistent with W and f , we call the number of ip such that f (|i ,i ) 	= 	i , the number of mispredictions
that f makes on  (in P).
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• We say that f is successful (in P) iff for allM ∈ W and t ∈ (D × {0, 1})N, the following holds. Assume that every
ﬁnite initial segment of t is consistent with W and f . Then there exists n ∈ N such that for all ﬁnite initial segments
 of t , f makes at most n mispredictions on .
• Let X be the set of all  ∈ (D × {0, 1}) that are consistent with W and f , and on which f makes at least one
misprediction. We denote by Rf the binary relation over X such that for all ,  ∈ X, Rf (, ) holds iff  ⊂  and
f makes more mispredictions on  than on .
The predictive complexity of P is the least ordinal of the form |Rf |, where f is a predictor that is successful in P and
Rf is well-founded; if such an f does not exist, the predictive complexity of P is undeﬁned.
As an intuitive interpretation, the predictive complexity of P is determined by the following game betweenAnke and
Boris. Anke has to output a sequence of pairs whose ﬁrst coordinate is a member of D, and whose second coordinate is
either 0 or 1. Boris has to output a sequence of pairs whose ﬁrst coordinate is either 0 or 1, and whose second coordinate
is an ordinal. Players can be undeﬁned. Still if in one of the following rounds either player does not output anything,
or outputs something distinct from what they are expected to output, then that player looses.
• In round 1, Anke chooses a memberM of W , and Boris outputs .
• The following is done in round n + 1:
◦ Anke outputs a member  of D;
◦ Boris outputs 0 or 1;
◦ Anke outputs 1 ifM is a model of , and 0 otherwise;
◦ Boris outputs the ordinal from round n if he has output the same number asAnke, and a smaller ordinal otherwise.
If players have always been playing as expected but the game has to stop because Boris cannot play any further, then
Boris looses the game. If Boris has always been playing as expected and Anke eventually outputs all members of D,
then Boris wins the game. Otherwise Anke wins the game. The predictive complexity of P is the smallest nonnull
ordinal  for which Boris has a winning strategy. If this ordinal does not exist, the predictive complexity is undeﬁned.
Without loss of generality, Anke can be assumed to be total. Clearly, if the predictive complexity of P is deﬁned, then
the selective complexity of P is deﬁned, and at most equal to the former.
4. Relationships between the complexity measures
Let us ﬁrst introduce an alternative deﬁnition of the selective complexity, followed by a deﬁnition and a lemma, that
are just technical tools for proving some of the main propositions.
Notation 7. Let  ∈ Ord be given, and suppose that 
 has been deﬁned for all  < . Let 
 be the set of all subsets
U of W such that for all  ∈ D, U ∩ Mod() or U ∩ Mod(¬) belongs to⋃< 
 ∪ {∅}. 1
Property 8. The predictive complexity of P is deﬁned iff W ∈ ⋃∈Ord 
; in this case it is equal to the least ordinal
 with W ∈ 
.
Deﬁnition 9. A shatterer (for P) is a sequence (Y)∈Ord of sets of subsets of D with the following properties.
• W shatters all members of⋃∈Ord Y;• for all ,  ∈ Ord with  and for all D,E ⊆ D with D ⊆ E, if E ∈ Y then D ∈ Y;
• for all ,  ∈ Ord with  <  and for all E ∈ Y, Y contains a proper superset of E.
Lemma 10. Let a sequence (M)∈Ord be inductively deﬁned as follows. For all  ∈ Ord, M is the set of all ﬁnite
subsets D of D such that W shatters D and for all  < , M contains a proper superset of D.
• (M)∈Ord is a shatterer.
• For all shatterers (Y)∈Ord and  ∈ Ord, Y ⊆ M.
• There exists a least ordinal  with M = M+1 ∪ {∅}; the VC-dimension of P is deﬁned and equal to  if M = {∅},
and undeﬁned otherwise.
1 In particular, 
0 is the set of all U ⊆ W such that for all  ∈ D, U ∩ Mod() or U ∩ Mod(¬) is empty.
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We are now in a position to state and prove one of the main results of the paper, which relates VC-dimension to
predictive complexity.
Proposition 11. Suppose that D is closed under boolean operators. Then the VC-dimension of P is deﬁned iff the
predictive complexity of P is deﬁned; moreover, if they are deﬁned then they are equal.
Proof. Given  ∈ Ord, let 
 denote the set of subsets of W as deﬁned in Notation 7. For all  ∈ Ord, set Z = {U ⊆
W : U /∈ ⋃< 
 ∪ {∅}}. For all ordinals , let Y be the set of all ﬁnite subsets E of D such that for all D ⊆ E,{M ∈ W : DiagE(M) = D} ∈ Z.
We show that (Y)∈Ord is a shatterer. Using the facts that ∅ /∈ Z and 
 ⊆ 
 for all ,  ∈ Ord with , it is
immediately veriﬁed that the ﬁrst two conditions in Deﬁnition 9 are satisﬁed. For the third condition, let ,  ∈ Ord with
 <  and E ∈ Y be given. Given D ⊆ E, set D =
∧
D ∧ ¬∨(E\D). By the deﬁnition of Y, ModW (D) ∈ Z.
Moreover, ModW (D) /∈ 
. Hence there existsD ∈ D with ModW (D ∧D) ∈ Z and ModW (D ∧¬D) ∈ Z.
Put  =∨{D ∧ D : D ⊆ E}. It is immediately veriﬁed that E ∪ {} ∈ Y.
Assume that the predictive complexity of P is undeﬁned. Let an ordinal  be given. Then W /∈ 
, hence W ∈ Z+1,
hence ∅ ∈ Y+1. This implies that Y contains a nonempty set, and by Lemma 10, the VC-dimension of P is not equal
to . It follows that the VC-dimension of P is undeﬁned.
Assume that the predictive complexity of P is deﬁned and equal to ordinal . So W ∈ 
 ∩Z. Let  ∈ D be given,
and suppose that {} ∈ Y. Then both ModW () and ModW (¬) are members of Z, which is in contradiction with
W ∈ 
. Hence Y = {∅}, and by Lemma 10 again, the VC-dimension of P is at least equal to . Finally, it is easy to
verify that:
• for all nonempty ﬁnite E ⊆ D, there exists a least ordinal o(E) such that {M ∈ W : DiagE(M) = D} belongs to

o(E) for some subset D of E;
• for all nonempty ﬁnite D ⊆ D and  ∈ D\D, if W shatters D ∪ {} then o(D) > o(D ∪ {}).
It follows immediately that the VC-dimension of P is deﬁned and at most equal to , and we are done. 
The assumption that D is closed under negation is essential in Proposition 11, as shown in the next result.
Proposition 12. For every nonnull n ∈ N, there exists a ﬁnite vocabulary V and a ﬁnite set B of formulas over V
with the following property. Suppose that V = V , W is the set of Herbrand models of B, and D is the set of positive
quantiﬁer-free sentences. Then the VC-dimension of P is equal to 1 and the predictive complexity of P is equal to
× n.
Proof. Let a nonnull n ∈ N be given. Let V consist of a unary function symbol s, a binary predicate symbol <, an
n-ary predicate symbol P and equality. Let B consist of the following formulas, which express that P is a predicate on
Nn that is downward closed for the lexicographic ordering.
• ∀x(x < s(x)) ∧ ∀xyz((x < y ∧ y < z) → (x < z)) ∧ ∀xy(x < y → ¬(y < x));
• ∀x1 . . . xny1 . . . yn((∨i<n(y1 = x1 ∧ . . . ∧ yi = xi ∧ yi+1 < xi+1) ∧
P(x1, . . . , xn)) → P(y1, . . . , yn)).
Clearly, the VC-dimension of P is equal to 1. It can be veriﬁed that the predictive complexity of P is equal to
× n. 
Denote by W the topological space over W generated by the sets of the form ModW (), where  varies over D. To
establish relationships between predictive, selective, and identiﬁcation complexities, we usually need to assume that
W is compact. This is the case for the next result.
Proposition 13. Assume that D is closed under negation and that W is compact. If the identiﬁcation complexity of
Pis deﬁned and equal to ordinal , then the predictive complexity of P is deﬁned and at most equal to × .
Proof. Suppose that the identiﬁcation complexity of P is deﬁned and equal to ordinal . Choose a canonical identiﬁer
f for P . Let a predictor h be deﬁned as follows. Given a member  = ((1, 	1), . . . , (n, 	n)) of (D × {0, 1}), put
̂ = (1, . . . ,n) where for all nonnull in, i = i if 	i = 1 and i = ¬i otherwise. Let  ∈ (D × {0, 1})
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and  ∈ D be given. If ModW (rng(̂)) is included in Mod() then h(,) = 1. If ModW (rng(̂)) ⊆ Mod(¬) then
h(,) = 0. If ModW (rng(̂)) is neither included in Mod() nor in Mod(¬), and if f (̂) is deﬁned and is a model
of , then h(,) = 1. Otherwise h(,) = 0. It is immediately veriﬁed that h is successful on P . The proof of the
proposition is completed if we show that the length of Rh is smaller than × . Let a member of the ﬁeld of Rh of the
form   (, 0) be given. Let X be the set of all  ∈ (D ∪ {}) such that rng(̂) ⊆ rng(), {,¬} ∩ rng() 	= ∅,  is
consistent in W , and f () =↓. By the choice of f , and since the restriction of W to ModW (rng(̂)) is compact, there
exists a ﬁnite F ⊆ X such that ModW (rng(̂)) =
⋃{ModW (rng()) :  ∈ F }. Let n be the sum of the lengths of the
members of F . It is easy to verify that Rh(  (, 0))× sup∈F Rf () + n. This implies immediately that Rh is
at most equal to × , as wanted. 
When D is closed under negation, identiﬁcation and selective complexities are very close concepts, as shown next.
Proposition 14. Suppose that D is closed under negation. If the selective complexity of P is deﬁned and equal to
ordinal , then the identiﬁcation complexity of P is deﬁned and at most equal to + 1.
Proof. Let a selector g be successful in P and such that the length of Rg is deﬁned and equal to ordinal . Without
loss of generality, we can assume that for all ,  ∈ {0, 1}, if  ⊂  then g() 	= g(). Let an identiﬁer f be deﬁned as
follows. Let  = (0, . . . ,n) ∈ (D ∪ {}) be such that cnt() is consistent in W . We deﬁne a p ∈ N, a member ̂ of
{0, 1} and a ﬁnite sequence (i )i<p of members of D as follows. Let i ∈ N be given, and suppose that j has been
deﬁned for all j < i. Let  = (	0, . . . , 	i−1) be the unique member of {0, 1} such that for all nonnull j < i, 	j = 1
if j occurs in , and 	j = 0 if ¬j occurs in . If g() =↓ and either g() or ¬g() occurs in , then i = g().
Otherwise p = i and we set ̂ = . Let f () consist of the set of all formulas occurring in  and of all formulas of the
form g(̂  ) where  ∈ {1} and g(̂  ) =↓. Put f () = X. It is easily veriﬁed that f is successful in P and that
the length of Rf is deﬁned at most equal to + 1. This completes the proof of the proposition. 
In case D is closed under boolean operators, countably many members of W have pairwise distinct D-diagrams, and
W is compact, then we can put together the results that have been obtained previously and derive new connections,
resulting in a complete picture of the relationships between all notions of complexity.
Proposition 15. Suppose that:
• D is closed under boolean operators;
• the set of D-diagrams of members of W is countably inﬁnite;
• W is compact.
Then there exists ordinals ,  such that:
• × × (+ 1);
• the VC-dimension of P is equal to ;
• the predictive complexity of P is equal to ;
• the identiﬁcation complexity of P is equal to + 1;
• the selective complexity of P is equal to  or + 1.
Proof. We ﬁrst show that the VC-dimension of P is deﬁned, which together with Propositions 11 and 14, implies
immediately that the predictive complexity of P , the identiﬁcation complexity of P , and the selective complex-
ity of P are also deﬁned. Suppose for a contradiction that there exists an inﬁnite subset X of D such that for
all ﬁnite E ⊆ X and D ⊆ E, D = DiagE(M) for some M ∈ W . Since W is compact, it follows that for
all Y ⊆ X, Y = DiagX(M) for some M ∈ W , which contradicts the assumption that W is countable. Thus,
every inﬁnite subset of D has a ﬁnite subset that W does not shatter, and the VC-dimension of P is deﬁned, as
wanted.
We now show that the identiﬁcation complexity of P is a successor ordinal. Choose a canonical identiﬁer f for P . It
sufﬁces to show that the length of Rf is not a limit ordinal. Suppose otherwise for a contradiction. Let X be the set of
all ﬁnite subsets D of D such that f (D) =↓. Since W is compact and f is successful in P , there exists a ﬁnite F ⊆ X
with W =⋃{ModW (D) : D ∈ F }. This implies that |Rf | is equal to sup(Rf ()+ 1 : D ∈ F), hence is smaller than|Rf | since F is ﬁnite and |Rf | is a limit ordinal. Contradiction.
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Denote by  + 1 the identiﬁcation complexity of P , and by  the predictive complexity of P . By Proposition 11,
the VC-dimension of P is equal to . By Proposition 14, the selective complexity of P is at least equal to . We show
that the selective complexity of P is at most equal to  + 1. Choose a canonical identiﬁer f for P (hence the length
of Rf is deﬁned and equal to ordinal  + 1). Fix an enumeration (i )i∈N of D. We deﬁne by induction a sequence
(hi)i∈N of selectors with ﬁnite domains such that for all i, j ∈ N, hi and hj have disjoint domains. Let i ∈ N be
given, and suppose that hj has been deﬁned for all j < i. If i = 0 put Z = {()}. If i 	= 0, let Z be the set of all
⊆-maximal members of the domain of hi−1. Let  ∈ Z be given. If  = () let ̂ = . If  is nonempty and equal to
(	0, . . . , 	k), denote by ̂ the sequence (0, . . . ,k) of members of D such that for all jk, j = f (|j ) if 	j = 1,
and j = ¬f (|j ) otherwise. If ModW (rng(̂)) ⊆ Mod(i ) then set hi() = i . If ModW (rng(̂)) ⊆ Mod(¬i )
then set hi() = ¬i . Suppose that neither ModW (rng(̂)) ⊆ Mod(i ) nor ModW (rng(̂)) ⊆ Mod(¬i ). Let X be
the set of all  ∈ (D ∪ {}) such that rng(̂) ⊆ rng(), {i ,¬i} ∩ rng() 	= ∅,  is consistent in W , and f () =↓.
By the choice of f , and since the restriction of W to ModW (rng(̂)) is compact, there exists a ﬁnite F ⊆ X such
that ModW (rng(̂)) =
⋃{ModW (rng()) :  ∈ F}. Without loss of generality, we can assume that there exists
0, . . . , k ∈ D such that for all  ∈ F and for all jk, either j or ¬j occurs in , and every formula that occurs in
 is of the form j or ¬j for some jk. Let n be the cardinality of F, and ﬁx an enumeration (Dp)p<n of F. Note
that for all distinct p, p′ < n, ModW (Dp) ∩ ModW (Dp′) = ∅. Given m < n, set m = 1m−101n−m−1. Now for all
 ∈ Z, m < n and p < n, set hi(  m|p) = ¬
∧
Dp; for all  ∈ Z and m < n, set hi(  m) = i if
∧
Dm i , and
hi(  m) = ¬i otherwise. Put h =
⋃
i∈N hi . It is easily veriﬁed that h succeeds in P , and that the length of Rh is
deﬁned and at most equal to + 1.
By Proposition 13, × (+ 1). So to complete the proof of the proposition, it sufﬁces to show that × .
We deﬁne an identiﬁer f , following some preliminary notion. Let  ∈ (D ∪ {}) be given. Given a member M of
W , say that  is a special sequence for M iff M cnt() and for all  ∈ (D ∪ {}), if M cnt() then the VC-
dimension of (V,D,ModW (cnt())) is equal to the VC-dimension of (V,D,ModW (cnt(  ))). Note that for all
M,N ∈ W , if  is a special sequence forM andN, then DiagD(M) = DiagD(N). Indeed, suppose for a contradiction
that there exists M,N ∈ W and  ∈ D such that  is a special sequence for M and N, M, and N¬. By
Notation 7, if  is the least ordinal such that ModW (cnt()) ∈ 
 then either ModW (cnt() ∪ {}) ∈
⋃
′< 
′ or
ModW (cnt() ∪ {¬}) ∈
⋃
′< 
′ . Hence by Property 8, either the VC-dimension of (V,D,ModW (cnt() ∪ {}))
or the VC-dimension of (V,D,ModW (cnt() ∪ {¬})) is smaller than the VC-dimension of (V,D,ModW (cnt())),
which contradicts the fact that  is a special sequence for bothM and N. Now put f (()) =↑. Let  ∈ (D ∪ {}) and
x ∈ D ∪ {} be given.
• Assume that there existsM ∈ W such that   x is a special sequence forM. By the previous remark,M is unique
and we put f (  x) = DiagD(M).
• Otherwise we put f (  x) = f ().
It is immediately veriﬁed that for allM ∈ W and environments e forM, some ﬁnite initial segment of e is a special
sequence forM. Hence f is successful in P . To prove that  × , it sufﬁces to show that for all  ∈ (D ∪ {})
and x ∈ D ∪ {}, if f (  x) is deﬁned and f () is either undeﬁned or distinct to f (), then the VC-dimension of
(V,D,ModW (cnt()∪ {})) is equal either to 0 or to a limit ordinal. For a contradiction, let ordinal , nonnull n ∈ N,
M ∈ W , and  ∈ (D ∪ {}) be such that  is equal to 0 or to a nonnull ordinal,  is a special sequence forM, and
the VC-dimension of (V,D,ModW (cnt())) is equal to  + n. Then there exists  ∈ D such that M and the
VC-dimension of (V,D,ModW (cnt() ∪ {})) is equal to  + n − 1. But this contradicts the fact that  is a special
sequence forM. 
We illustrate the previous results, especially the bounds that have been obtained, with a few examples.
Example 16. Let V consist of 0, s, and a unary predicate symbol P . Let W consist of the Herbrand models of
∀x(P (x)∧P(s(x)) → P(s(s(x))))∧ ∃y(P (y)∧P(s(y))). Put D = {P(n),¬P(n) : n ∈ N}. Then the identiﬁcation
complexity of P is 1, but the predictive complexity of P is undeﬁned. Observe (either directly, or as a consequence of
Proposition 13) that W is not compact.
Example 17. Assume that D is closed under boolean operators and the VC-dimension of P is a nonnull n ∈ N. By
Proposition 11, the predictive complexity of P is n. By Proposition 15, the identiﬁcation complexity of P is equal to 1,
and the selective complexity of P is equal to 0 or 1, hence obviously equal to 1.
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Proposition 18. Suppose that V consists of 0, s, and a unary predicate symbol P . Put D = {P(n),¬P(n) : n ∈ N}.
Assume that W is the set of Herbrand structuresM for which there exists a nonnull k ∈ N such that for all n ∈ N,
MP(n) iff k divides n. Then:
• W is compact;
• the identiﬁcation complexity of Pis 1;
• both the VC-dimension and the predictive complexity of P are .
Proof. Clearly, W is compact and some identiﬁer is successful in P with no mind change. It is easily veriﬁed that the
VC-dimension and the predictive complexity of P are at most equal to . To see that they are at least equal to , let
a nonnull n ∈ N be given, and let p0, p1, . . . , p2n−1 be an enumeration of the ﬁrst 2n prime numbers. For all k < n,
let qk be the product of all pi , 0 i < 2n, such that the (k + 1)st bit in the binary representation of i is equal to 1. It
is immediately veriﬁed that W shatters {P(q0), P (q1), . . . , P (qn−1)}, implying that the VC-dimension of P is at least
equal to n, hence the predictive complexity of P is also at least equal to n. 
Example 19. Suppose that V consists of 0, s, and a unary predicate symbol P . Assume that W is the set of Herbrand
structuresM such that for all members n of N, ifMP(n) then there exists at most n natural numbers m such that
MP(m). Suppose that D is the set of quantiﬁer-free sentences. It is then immediately veriﬁed that
• W is compact;
• the identiﬁcation complexity of P is + 1;
• the selective complexity of P is .
By Proposition 15, the VC-dimension of P is at least equal to 2. It is easily veriﬁed that the VC-dimension of P is at
most equal to 2, hence equal to 2.
Note that if in the previous example, we remove from W the structureM such thatM∀x¬P(x)—resulting in a
noncompact topological space W—, then the identiﬁcation complexity becomes ; but in both cases, the usual notion
of mind change complexity is . 2
Proposition 20. Let a countable ordinal  be given. There exists a ﬁnite vocabulary V and two sets K and E of
sentences over V such that if V = V , D = E, and W is the set of Herbrand models of K , then the identiﬁcation
complexity of P is + 1, the selective complexity of P is , and both the VC-dimension and the predictive complexity
of P are × .
Proof. Suppose that V consists of a constant, a unary function symbol, a unary predicate symbol P , and a binary
predicate symbol  . Identify the set X of closed terms with the set of ordinals smaller than : X = {c :  < }.
Let D be the closure of {P(c) :  < } under boolean operators. Suppose that W is the set of Herbrand models of
the set K deﬁned as
{cc :  < } ∪ {∀x∀y((P (x) ∧ xy) → P(y))} ∪ {¬P(0)}.
We deﬁne by induction for all  ∈ (D ∪ {}) three ordinals: counter, above, and below. Put counter() = ,
above() =  and below() = 0. Let a member  of (D ∪ {}) and a member x of D ∪ {} with   x ∈ (D ∪ {})
be given, and suppose that counter, above and below have been deﬁned. Let abovex be the minimal ordinal 
such that P(c) occurs (as one of the formulas) in   x if such a  exists, and let abovex be  otherwise. Let
belowx be the maximal ordinal  such that ¬P(c) occurs (as one of the formulas) in   x if such a  exists, and
let belowx be 0 otherwise. If there exist (unique) ordinals , ,  such that  < counter, abovex =  ×  + 
and abovexbelowx +, then set counterx = ; otherwise set counterx = counter. Let f be the identiﬁer
deﬁned as follows. Let  ∈ (D ∪ {}) be given. If counter =  then f () is the D-diagram of the memberM of W
such thatM∀x¬P(x); otherwise, f () is the D-diagram of the model of ∀x(P (x) ↔ xcabove) in W . Obviously,
f outputs {¬P(c) :  < } in response to any initial segment of any environment for the unique model of ∀x¬P(x)
in W . LetM ∈ W be such thatM∃xP (x). Let e be an environment forM. Then there exists a ﬁnite initial segment
2 See the remark before Proposition 4 about the distinction between the usual notion of mind change complexity and the notion of identiﬁcation
complexity formalized in Deﬁnition 3.
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 of e such that above is the least ordinal  withMP(c). Moreover, there exists a ﬁnite initial segment  of e that
extends  for which there exist ordinals , ,  with above =  × +  and abovebelow +. Then f outputs
DiagD(M) in response to all ﬁnite initial segments of e that extend . Hence f is successful in P . Note that f outputs
different hypotheses in response to the sequences  and   x,  ∈ (D ∪ {}), x ∈ D ∪ {},   x ∈ (D ∪ {}), only if
counterx < counter. As counter() = , we infer that the identiﬁcation complexity of P is at most equal to + 1. It
is easily veriﬁed that the identiﬁcation complexity of P cannot be smaller than , hence is actually equal to + 1, and
that the selective complexity of P is equal to .
Since W is a compact topological space, it follows from Propositions 11 and 15 that the VC-dimension and the
predictive complexity of P are equal, and at most equal to×. So to complete the proof of the proposition, it sufﬁces
to show that theVC-dimension ofP is at least equal to×. Suppose for a contradiction that theVC-dimension ofP is
equal to ordinal ′ with ′ < × . The argument uses the presentation of the VC-dimension as a game betweenAnke
and Boris.At round n,Anke deﬁnes a set of ordinalsOn and a formulan, then outputs a setEn, before Boris outputs an
ordinal n. Put O0 = {0}, 0 = P(c′), E0 = {0}, and 0 = ′. Let n ∈ N be given and suppose that On, n, En and
n have been deﬁned. Let ordinal  and m ∈ N be such that n = ×+m. Put On+1 = On∪{++2m :  ∈ On}.
Let n+1 be a formula expressing that the cardinality of the members x of On+1 that have property P is odd. Let
En+1 = {0 . . . ,n+1}. Note that On+1 expands On with exactly one ordinal between two ordinals in On with no
ordinal in On in between, plus an ordinal greater than all ordinals in On. It is easily veriﬁed that for all n ∈ N, W
shatters En. Hence Anke wins the game, contradiction. 
If the previous example were modiﬁed by taking {P(c) :  < } as set of possible data, resulting in a new
paradigm P ′, then the identiﬁcation complexity of P ′ would clearly be equal to  + 1. More generally, there exists a
relationship between the identiﬁcation complexities of two paradigms that differ in their sets of possible data—one set
of data being closed under negation in one paradigm, and not in the other. This relationship is considered in the next
proposition, and the previous example shows that the “exponential” difference between the identiﬁcation complexities
of both paradigms is almost as large as it can be. First note that Angluin’s ﬁnite telltale condition takes the following
form in the logical framework.
Lemma 21. Some identiﬁer is successful in P iff for all membersM of W , there exists a ﬁnite A ⊆ DiagD(M) such
that no member N of W satisﬁes A ⊆ DiagD(N) ⊂ DiagD(M).
Proposition 22. Suppose that D is the closure under negation of some set of sentences D′, and set P ′ = (V,D′,W).
Assume that W is compact, the identiﬁcation complexity of P is deﬁned and equal to nonnull ordinal , and some
identiﬁer is successful in P ′. Then the identiﬁcation complexity of P ′ is deﬁned and smaller than .
Proof. The proof is trivial if {DiagD(M) : M ∈ W} is ﬁnite, so suppose otherwise. Let (i )i∈N be a repetition-free
enumeration of D′. Let X be the set of ﬁnite sequences of the form (0, . . . ,n−1), n ∈ N, where for all i < n,
i = i or i = ¬i , such that {0, . . . ,n−1} is consistent in W . Let f be a canonical identiﬁer for P . Let a ﬁnite
subset E of D′ be consistent in W . Denote by UE the set of all ⊆-minimal members  of X such that f () is deﬁned
and contains E. Suppose for a contradiction that UE is inﬁnite. By König’s lemma, there exists a sequence (i )i∈N of
formulas such that for all n ∈ N, (0, . . . , n−1) = |n for some  ∈ UE . Note that E ⊆ rng() for coﬁnitely many
members  of UE , hence E ⊆ {i : i ∈ N}. Moreover, for all distinct ,  ∈ UE , neither  ⊆  nor  ⊆ , hence
 	⊂ {i : i ∈ N} for coﬁnitely many members  of UE . Hence f ((0, . . . , n)) is either undeﬁned or does not contain
E for inﬁnitely many n ∈ N. Let n ∈ N be given. By the choice of (i )i∈N, {i : in} is consistent in W and contains
one of i ,¬i for all in. Since W is compact, we infer that {i}i∈N is consistent in W , and hence is the D-diagram
of a member of W . But this is in contradiction with the fact that f is successful in P . So we have veriﬁed that UE is
ﬁnite. Note that since f is successful in P , ModW (E) is included in
⋃{ModW (cnt()) :  ∈ UE}. Let (1, . . . , p)
be a repetition-free enumeration of UE with Rf (1) · · · Rf (p). Put E = 
Rf (1) +· · ·+Rf (p). Let ﬁnite
E,F ⊆ D be such that E ⊆ F , UF \UE 	= ∅, and UF is nonempty. Let  ∈ UF \UE be given. Then there exists
i ∈ {1, . . . , p} such that i ⊂ , f (i ) 	= f (), and i /∈ UF . Let D be the set of all members of UF that strictly
extend i . Clearly, Rf (i ) > Rf () for all  ∈ D. Moreover, the factor 
Rf (i ) in the sum E is replaced in the
sum F by the factors 
Rf (), with  varying over D. Due to the powers of , it is easily veriﬁed that the extra factors
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Rf (),  ∈ D, ‘weight less’ than Rf (i ). Since every i ∈ UE is either also in UF or replaced in EF by a D with
the properties just described, we conclude that E > F .
Fix a repetition-free enumeration (Ti)i∈N of {DiagD′(M) : M ∈ W}. By Lemma 21, choose for all i ∈ N a ﬁnite
subset Ai of Ti such that no memberM of W satisﬁes Ai ⊆ DiagD′(M) ⊂ Ti . Let Y be the set of all  ∈ (D′ ∪ {})
such that Ai ⊆ cnt() ⊆ Ti for some i ∈ N and some initial segment  of . For all  ∈ Y , denote by ̂ the ⊆-maximal
initial segment of  such that Ai ⊆ cnt(̂) ⊆ Ti for some i ∈ N. Now deﬁne an identiﬁer f ′ for P ′ as follows. Let
 ∈ (D′ ∪ {}) be given. If  /∈ Y then f ′() =↑; otherwise, f ′() = Ti where i ∈ N is least with Ai ⊆ cnt(̂) ⊆ Ti .
Let ,  ∈ (D′ ∪ {}) be such that  ⊂ , and f ′() and f ′() are deﬁned but distinct. Then both  and  belong to Y .
Clearly, there exists i ∈ N such that cnt() ⊆ Ti but cnt() 	⊆ Ti , which implies that
Ti ∈
⋃
{ModW (cnt()) :  ∈ Ucnt()}
∖⋃
{ModW (cnt()) :  ∈ Ucnt()}.
We infer that Ucnt() is nonempty and distinct from Ucnt(), which we know implies that cnt(̂) > cnt(̂). It then follows
that the height of Rf ′ is deﬁned and at most equal to . Moreover, since W is compact, the reasoning in Proposition
15 shows that the identiﬁcation complexity of P is not a limit ordinal, hence is smaller than , as wanted. 
It was shown in [11] that every class of languages that is ﬁnitely identiﬁable from informants is also identiﬁable
in the limit from texts. But such a relationship does not generalize to identiﬁability from informants with one mind
change at most. Indeed, the class C consisting of N and all ﬁnite initial segments of N is not learnable in the limit from
texts, as proved in [8], whereas C is clearly learnable from informants with one mind change at most. Cast into the
logical framework, this provides an example of V , W , D, and D′ such that D is the closure of D′ under negation, W
is compact, the identiﬁcation complexity of P is equal to 1, but no identiﬁer is successful in P ′ = (V,D′,W). This
shows that Proposition 22 does not hold if the assumption that some identiﬁer is successful in P ′ is dropped. Without
this assumption, either the identiﬁcation complexity of P ′ is deﬁned and smaller than , or no identiﬁer for P ′ is
successful in P ′.
5. Effective setting
We assume that (e)e∈N is an acceptable numbering of the unary partial recursive functions, and that 〈〉 is a recursive
coding of
⋃
n∈N Nn onto N. For all e, s, x ∈ N, we set e,s(x) = e(x) if e(x) is deﬁned within s steps of
computation, and e,s(x) =↑ otherwise.
Deﬁnition 23. A recursive well ordering is a recursive subset of N2 that deﬁnes a well ordering on a recursive subset
of N. We identify a recursive well ordering  with any e ∈ N such that e is total and for all m, n ∈ N, mn iff
e(〈m, n〉) = 1.
Let e ∈ N be (identiﬁed with) a recursive well ordering . Given an ordinal  and x ∈ N, we say that x represents
 w.r.t. e iff the set of all y ∈ N with yx has order type .
Deﬁnition 24. {DiagD(M) :M ∈ W} is said to be uniformly recursive iff D is identiﬁed with a recursive subset of N
and there exists e ∈ N such that:
• e is total;
• for all i ∈ N, {x ∈ N : e(〈i, x〉) = 1} is (identiﬁed with) DiagD(M) for someM ∈ W;
• for allM ∈ W , DiagD(M) is (identiﬁed with) {x ∈ N : e(〈i, x〉) = 1} for some i ∈ N.
Assume that {DiagD(M) :M ∈ W} is uniformly recursive. Given a recursive well ordering e, the notions of effective
VC-dimension, effective identiﬁcation complexity, effective selective complexity, and effective predictive complexity
of P w.r.t. e are then deﬁned from the game versions of the corresponding notions of complexity given in Section 3,
where:
• Anke and Boris are assumed to be partial recursive functions;
• Boris outputs an x ∈ N of type  w.r.t. e, rather than  itself;
• rather than outputting a boolean combination of members of D, or a set of the form DiagD(M) forM ∈ W , both
players use a natural number that is identiﬁed with that formula or that set of formulas.
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Proposition 25. There exists a ﬁnite vocabulary V and a set K of sentences over V such that if V = V , D is a set of
quantiﬁer-free sentences that contains all atomic sentences, and W is the set of Herbrand models of K then:
• {DiagD(M) :M ∈ W} is uniformly recursive;
• for every recursive well ordering e, the effective VC-dimension of P w.r.t. e is less than or equal to × 2;
• for every recursive well ordering e, the effective predictive complexity of Pw.r.t. e is undeﬁned.
Proof. Assume that V consists of 0, s, and a unary predicate symbol P . Suppose that D is a set of quantiﬁer-free
sentences that contains all atomic sentences. We deﬁne for all p ∈ N a sequence (sp)s∈N of ﬁnite sequences of
members of D ∪ {} as follows.
• Put 0p = (P (0), . . . , P (p − 1),¬P(p), ).
• Let s ∈ Nbegiven, and assume thatsp has beendeﬁned.Wecan (uniquely)writesp as (0, . . . , i−1, , i+1, . . . , k)
with k = p + s + 1, for some ik. Then:
s+1p =
⎧⎨
⎩
(0, . . . , i−1,¬P(i), i+1, . . . , k, ) if p,s(〈0, . . . , i−1〉) = 1,
(0, . . . , i−1, P (i), i+1, . . . , k, ) if p,s(〈0, . . . , i−1〉) = 0,
sp  (P (k + 1)) otherwise.
Let W be the set of Herbrand structuresM satisfying one of the following cases:
• M is a model of ∀xP (x);
• there exists p, s ∈ N such thatM is associated with sp, in the sense thatM is a model of P(m) for all ms +p+2
andM for all formulas  occurring in sp.
It is immediately veriﬁed that W is uniformly recursive. Let a recursive well ordering e be given.
The construction diagonalizes the predictor e in one of two possible ways. The ﬁrst way is to force e to be
undeﬁned on some member of (D ∪ {}) that is consistent in W , because the third clause in the deﬁnition of s+1p
above applies. The second way is to force e to make inﬁnitely many mispredictions on some environment for some
member of W , because the ﬁrst and second clauses in the deﬁnition of s+1p above apply for all p ∈ N. Hence the
effective predictive complexity of P is undeﬁned.
We now show that the VC-dimension of P w.r.t. e is at most equal to  × 2. In round 1, Anke outputs ∅ and
Boris outputs a member of N that represents  × 2 w.r.t. e. In round 2 Anke outputs a member 1 of D. Let
n be the least member of N such that for all m > n, P(m) does not occur in 1. Then Boris outputs a mem-
ber of N that represents an ordinal at least equal to  + 2n + 3. In rounds 3 to 2n + 5, Anke outputs formulas
2, . . . ,2n+4, while Boris outputs members of N that represent a decreasing sequence of ordinals at least equal
to  + 2n + 2, . . . ,. Let N be the (unique) model of ∀xP (x) in W . Suppose that N¬1 (the proof is similar
if N1). Let l be the least member of N such that for all m > l, P(m) does not occur in 1, . . . ,2n+4. Let
X be the set of all models of 1 in W that are inconsistent with the set of all formulas that occur in lp, for any
pn.
We ﬁrst verify that X contains at most (n + 1)l elements. By the choice of n, the fact that D consists of quantiﬁer-
free sentences, and the fact that N / 1, 1 ¬P(0) ∨ · · · ∨ ¬P(n). Let M ∈ X be given, and let mn be
least with M¬P(m). Write lm as (0, . . . ,i−1, ,i+1, . . . ,k) with k = m + l + 1. Then there exists a
least j ∈ {m + 1, . . . , m + l + 1} with M / j . By the deﬁnition of W , there exists s < l such that sm =
(0, . . . ,j−1, ,j+1, . . . ,k′) (k′ < k) andM is the only member of W that is associated with sm and that is not
a model of j . We conclude that X contains at most (n + 1)l elements as claimed.
Put D = {P(0), . . . , P (l)}. By the choice of l, the fact that D consists of quantiﬁer-free sentences, and the fact that
W shatters {1, . . . ,2n+4}, there has to exist 22n+3 models of 1 in W such that any two of them disagree on the
interpretation of some member of D. On the other hand, there are precisely 2(n + 1) D-diagrams of models of 1 in
W that do not belong to X (because these are the structures that are models of all the formulas that occur in lm for
some mn, which comprises every member of D or its negation except for one member of D at most). We infer that
the conjunction of 1 with some boolean combination of members of {2, . . . ,2n+4} has to be inconsistent with the
2(n + 1) D-diagrams of models of  in W that do not belong to X, hence has to be true in some member of X. Since
there are (n + 1)l structures in W , Anke cannot then output m new formulas 1, . . . , m with 2m > (n + 1)l and be
able to shatter {1, . . . , m} with structures in X. Hence it sufﬁces for Boris to output members of N that represent a
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decreasing sequence of ordinals at least equal to (n + 1)l, (n + 1)l − 1, . . . , 0. Hence Boris wins the game, and the
VC-dimension of P is at most equal to × 2. 
An adaptation of the proof of the previous proposition yields:
Proposition 26. Let a recursive well ordering e be such that some natural number represents  × 2 w.r.t. e. There
exists a ﬁnite vocabulary V and a set K of sentences over V such that if V = V , D is a set of quantiﬁer-free sentences
that contains all atomic sentences, and W is the set of Herbrand models of K then:
• {DiagD(M) :M ∈ W} is uniformly recursive;
• W is compact;
• the effective VC-dimension of P w.r.t. e is less than or equal to × 2;
• the effective, predictive, and identiﬁcation complexity of P w.r.t. e are all undeﬁned.
The Kleene Brouwer ordering on r.e. trees provides a recursive well ordering that is useful in the context of language
identiﬁcation with a bounded number of mind changes [2]. This ordering can be used to show that the conclusion of
Proposition 25 cannot be established for compact paradigms.
Proposition 27. Assume that:
• {DiagD(M) :M ∈ W} is uniformly recursive;
• D contains all atomic sentences;
• W is compact.
Then there exists a recursive well ordering e such that the effective VC-dimension of P w.r.t. e as well as the effective
predictive, identiﬁcation and selective complexity of P w.r.t. e are deﬁned.
Proof. We prove that proposition for the notion of predictive complexity, showing that Boris has an effective winning
strategy using for system of ordinal representation the Kleene–Brouwer-ordering on the recursively enumerable tree
that codes some ﬁnite sequences of rounds in the game played betweenAnke and Boris. The proof for the other notions
of complexity is similar.
Fix a recursive enumeration (n)n∈N of the atomic sentences. LetM0,M1, . . . be an enumeration of W such that
the function that maps (i, n) to 1 if Mi is a model of n, and to 0 otherwise, is recursive. When Anke has output
0, . . . ,i , Boris knows the truth values of 0, . . . ,i−1 in the member of W chosen by Anke in round 1. He
can then compute the least k ∈ N such that Mk agrees with these truth values if such a k exists, and output 1 if
Mk i , and 0 otherwise (otherwise he is undeﬁned). It remains to deﬁne which (representations of) ordinals Boris
outputs.
Consider the following tree T associated with the game between Anke and Boris. T consists of the empty node
and all nodes  which code the game up to some round i when Boris’ prediction is wrong, for some possible choice
of structure in round 1 on the basis of which Anke gives a correct reply in rounds 2, . . . , i. This coding does not
include the structure chosen by Anke in round 1, but only Boris’s conjectures and Anke’s feedback. For all nodes
,  in T ,  iff  codes a possible extension of the rounds of the game coded by . Assume for a contradic-
tion that T is not well founded, i.e., has an inﬁnite branch 1, 2, . . . of nodes (hence 1 ≺ 2 ≺ · · ·). For all
i ∈ N, there is a least ki ∈ N such that Mki could be the world chosen by Anke in round 1 and yield the ﬁrst
rounds of the game coded by i . Since W is compact, there is m ∈ N such that Mm is an accumulation point of
{Mki : i ∈ N}. For all i ∈ N and j i, Mkj agrees with Mki on the interpretation of the formulas output by
Anke in the sequence of rounds coded by i . This together with the choice of m implies that for all i ∈ N, Mm
agrees withMki on the interpretation of the formulas output by Anke in the sequence of rounds coded by i . But if
Anke chooses Mm in round 1, Boris can make at most m wrong predictions. We immediately infer that 1, 2, . . .
cannot code initial rounds of the game played by Anke and Boris, hence cannot make up an inﬁnite branch in T .
Contradiction.
Since T is well-founded, there exists a recursive enumeration of T , and we can consider a recursive well ordering
(identiﬁed with) e ∈ N that represents the Kleene–Brouwer-ordering for T . In round 1 Boris outputs a representation
w.r.t. e of the ordinal assigned to the root of T . Whenever he makes a wrong prediction, he outputs the index of the
node in T that codes the game played so far. So the ordinal representations output by Boris correspond to a ﬁnite
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sequence of nodes that are deeper and deeper in T , which corresponds to a decreasing sequence of ordinals in the
Kleene–Brouwer-ordering. 
6. Conclusion
In ideals paradigms of Inductive Inference, ﬁnite telltale conditions offer characterizations of identiﬁcation in the limit
or of classiﬁcation,with orwithout amind change bound.Assuming that the set of data is closed under boolean operators,
the VC-dimension offers a characterization of prediction. An extra topological assumption of compactness enables to
provide a complete picture of the relationship betweenVC-dimension and other notions of complexity, including mind
change bound complexity. Unfortunately, the equivalence between VC-dimension and predictive complexity breaks
down in a computable setting.
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