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 Abstract 
 
The field of human computer interaction is increasingly exploring the use of more natural, human-
like user interfaces to build increasingly intelligent agents to aid in everyday life. This is coupled with 
a move to people using ever more realistic virtual avatars to represent themselves in their digital lives. 
  
As the ability to produce emotionally engaging digital human representations with high visual fidelity 
is only just now becoming technically possible, there is little research into how to approach such tasks. 
There has been limited investigation into how people react and make sense of these digital humans 
and even less actual experimental research with cutting edge facial simulations. This is due to both 
technical complexity and operational implementation cost. Highly articulated faces have been 
confined to feature films with multimillion-dollar budgets. This is now changing as we are at a nexus 
point with new approaches, faster graphics processing and enabling new technologies in machine 
learning and computer vision becoming available. 
 
I articulate the issues required for such digital humans to be considered successfully located on the 
other side of the phenomenon known as the Uncanny Valley, an important and highly referenced 
theory on artificial humans and affinity. The Uncanny Valley is the primary theoretical model to 
explain the non-linear affinity responses to artificial humans. My results show that a complex mix of 
perceived and contextual aspects affect the sense making on digital humans and highlights previously 
undocumented effects of interactivity on the affinity found when conversing with digital humans. 
Users are willing to accept digital humans as a new form of user interface and they react to them 
emotionally in previously unanticipated ways. My research shows that it is possible to build an 
effective interactive digital human that crosses the Uncanny Valley.  
 
In addition to directly exploring what is required to build a visually realistic digital human as a primary 
research question, I explore if such a realistic face provides sufficient benefit to justify the complexity 
and challenges involved in building it. Another secondary question is also posed, could such human 
computer simulation cause a user to emotionally engage? The final secondary research question I 
explore is, if it is possible to cross the Uncanny Valley with an emotionally engaging digital human, 
what are the societal and ethical implications? 
 
I conducted a Delphi study to inform the research approaches and then produced a complex digital 
human character based on the insights from the Delphi Study. This interactive and highly realistic 
digital human avatar represents a major technical undertaking involving multiple teams around the 
world. When built, the MIKE avatar provided a platform for quantitative and qualitative research to 
explore these research questions. I then researched digital agents and examined how they might open 
a space for rich future research. Finally, I explored a framework for examining the ethical implications 
and signpost future research areas. 
 
This work contributes to practice and academic research on how to move forward when developing 
more visually realistic digital humans.  
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Chapter 1. Motivation and Background 
 
1.1. Thesis Statement 
 
This research into digital human simulation provides a roadmap for the use of realistic human 
faces as part of a new domain of human-computer interaction (HCI). It explores and proposes 
a path forward for realistic digital faces being used as trusted, effective, and emotionally 
engaging computer interfaces. In addition, it outlines the ethical issues that should be 
considered as these interfaces become more common. 
1.2. Research Questions  
 
Four key research questions are investigated in this thesis. 
 
The research aims to explore how the uncanny valley phenomenon can be overcome via the 
creation of realistic digital human faces as a new form of computer interface. This results in 
the primary research question: What is required to produce a visually realistic interactive digital 
human face as a new form of computer interface that can overcome the uncanny valley 
phenomenon? 
 
Expanding on this core question, three additional research questions are asked:  
• What is required to build a complex digital human face, and would such a realistic 
face provide sufficient benefits to justify the complexity involved as opposed to 
simpler implementations? 
• What is involved in building an independent realistic agent, and could such a 
computer simulation cause a user to emotionally engage with the agent? 
• What should be the starting point for an ethical framework of evaluating the use of 
digital human faces as these entities are combined with other forms of media or new 
forms of simulated artificial intelligence (AI)? 
 
The research questions were derived from the primary objective of studying a new and 
effective affective computer user interface. Such a user interface, it is postulated, could 
require a more human visual presence. To succeed, any such digital human would need to 
not be viscerally rejected by the user due to the uncanny valley effect. Thus, I start with the 
question of what would be required to successfully produce such an interactive digital 
human.  
 
Interaction here is defined as the process of reacting together and influencing each other, 
which is significantly different than a computer simply responding to a user's input. It is not 
enough to just follow technology for its own sake; the question must then be asked: would a 
realistic digital human be worth the effort? Perhaps a less realistic version would be as 
effective or more so and no doubt easier to make. This forms the first of the three additional 
research questions. The second of these sub-questions asks: could such an interface connect 
emotionally to a user and be an affective user interface? Finally, if it is possible to cross the 
uncanny valley and produce an emotionally engaging digital human, what are the ethical and 
societal implications?  
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1.3. The Central Importance of the Uncanny Valley Theory 
 
Key to the field of information systems (IS), and specifically HCI, is the nature of interaction 
itself. Given that the most common and preferred form of human communication is face to face 
(Hiltz, Johnson, and Turoff, 1986; Eckel and Petrie, 2011), it is perhaps surprising that there 
has not been more research conducted on providing an emotionally engaging and affective HCI 
that employs a visually realistic computer-generated human face. Nonetheless, this area is 
primed to expand in the coming years and could alter the way we interact with computers. 
 
The developing state of graphics and the advancements in AI research are causing this to be a 
critical time in the study of this new form of HCI. Due to the nature of the uncanny valley, this 
research must be conducted with the most recent technology for producing visually realistic 
digital humans. 
 
Researchers who have explored this topic have built their work around the landmark research 
of Masahiro Mori’s Japanese robotics paper from the 1970s. This paper has been widely cited, 
especially since its 2012 translation into English (Mori, Kageki, and MacDorman, 2012). The 
uncanny valley maps the nonlinear response to an increasingly realistic human representation. 
While, initially, affinity towards the representation correlates with improvements in realism, at 
a certain level of implementation, affinity plummets into a strongly negative response. This 
can be reversed only by further improving the realism further to a highly realistic level, as 
illustrated in Figure 1. 
 
Affinity itself is not directly measured using any recognised metric. As stated in the first paper 
(chapter 3), the term is accepted as the best translation from the original Japanese word 
shinwakan (親和感) and, thus, is open to interpretation. While affinity is the currently the most 
widely accepted translation, other English terms have also been used, such as ‘familiarity’, 
‘rapport’, and ‘comfort level’, to describe the theory’s reactionary response (Ho and 
MacDorman, 2010). I define affinity in this context as a sensation of acceptance and natural 
(subconscious) liking for. Negative affinity, then, is a repulsion verging on visceral response. 
 
Figure 1: The dramatic uncanny valley seen in many forms of realistic depictions of human faces, from a 
translation of the original 1970s paper pertaining to robotics (Mori, Kageki, and MacDorman, 2012) 
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The original uncanny valley theory was published before the advent of computer graphics and 
referred to physical robots or artificial limbs. Various researchers have linked the same 
nonlinear response to computer-generated humans, specifically mapping affinity over a range 
of different levels of realism of a digital face (McDonnell, Breidt, and Bülthoff, 2012), although 
such studies almost always use noninteractive visual examples for their research. Importantly, 
these tests focus on prerendered imagery such as stills or video clips. 
 
The causes of the uncanny valley have been researched, and no single clear causality picture 
has emerged; instead, there are many different theories. Some researchers have attempted to 
explain the cause by arguing that movement or animation of the face is suggestive of moving 
death or the undead moving. Wang, Lilienfeld, and Rochat (2015), in the Review of General 
Psychology Journal, have comprehensively catalogued seven theories explaining the uncanny 
phenomenon. These various theories can be divided into two groups: those involving 
automatic, stimulus-driven, specialised processing that occurs early in perception and those 
involving a broader and more general range of cognitive processing that occurs later.  
 
Nonetheless, a key point in all these theories is that they argue that affinity for the avatar is not 
a deliberate decision. The shared conclusion is that affinity is driven by subconscious processes 
that are beyond explicit conscious control.  
 
As stated in chapter 3, empirical studies that have examined the uncanny valley have primarily 
used static images or scripted video clips; few have explicitly explored interactivity. Thus, 
there is little understanding of how users perceive interacting avatars, especially those with 
highly realistic faces.  
 
Technology has only recently approached a point of proficiency that allows for interactive, 
photorealistic human faces that do not disturb viewers. This advancement has grown from work 
done principally in the 1990s with cartoon faces, yet as Sproull et al. noted in 1996, ‘because 
the human face is such a powerful signal of identity, adding human faces to interfaces holds 
promise for interface designers to make interfaces more human-like’ (Sproull et al., 1996). 
 
As later research in chapter 6 shows, it is now possible to make a digital avatar with a realistic 
face that is close to a real human’s but still identifiably visually different. This chapter 
researches this interactive face in comparison to a cartoon face to map these exemplar types of 
digital humans in relation to the uncanny valley theory. This research shows that while users 
still have greater affinity for a real human than a visually realistic digital avatar, subjects were 
not repulsed by the digital human, nor did it invoke negative affinity. This directly affects the 
debate that currently exists regarding the usefulness and likelihood of crossing the uncanny 
valley, which some authors have even stated as impossible (Tinwell, 2009).  
 
Still, more open questions remain concerning the uncanny valley in the context of interactivity. 
While the original theory states that the effects would be amplified positively and negatively 
by movement, the theory is not directly concerned with the issue of interactivity. This research 
focuses on not only creating a digital human face from which we can learn regarding the 
challenges and lessons of crossing the uncanny valley but also on the effects of live and 
immediate interactivity on this phenomenon.  
 
As discussed in chapter 7, different reactions were observed to the interactive digital human 
agent demonstration of BabyX. When this digital child was experienced firsthand, the reaction 
was quite different than when the same event was reviewed from video. This promoted research 
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into interactivity as it appeared to alter the nonlinear response to digital human affinity. The 
research, importantly, contributes to mapping a path that informs the academic and business 
communities about how to develop more realistic-looking human faces for digital humans and 
how this interaction produces a more realistic virtual presence with the technology.  
 
Furthermore, digital humans also offer a valuable research tool. As Barrett et al. (2019) have 
articulated, the observation of people as they interact with digital humans ‘holds great promise 
for understanding the dynamics and mechanisms of emotion perception and may get us closer 
to understanding human emotion perception in everyday life’. They make the point that unlike 
more passive approaches to evoking emotion, such as viewing videos or still images, digital 
humans engage a participant in a direct, social interaction to ‘elicit perceptual judgments that 
are either directly reported or inferred from behaviours measured in the participant’. Thus, not 
only is the digital human of value as an interface, but it gives a reliable and repeatable potential 
for ‘robust and replicable observations’ of normal people. Barrett et al. (2019) have cited 
numerous studies demonstrating that humans are influenced by digital humans (e.g., Baylor 
and Kim, 2008; Krumhuber et al., 2007; McCall, Blascovich, Young, and Persky, 2009). For 
example, people are more engaged by virtual agents who move their faces and modulate their 
voices, leading the learners to an increased sense of self-efficacy (Kim, Baylor, & Shen, 2007). 
However, this work from circa 2009 is prior to the advances in natural face technology, as 
defined in chapter 3. Moreover, Marsella and Gratch (2016) have shown that virtual humans 
potentially allow for the study of emotion in a rich virtual ecology, a form of synthetic vivo 
experimentation, but even their work is not with highly advanced natural face technology 
(NFT), as produced in chapter 5. 
 
Thus, this research is important as this technology has the potential to change how we 
interact with computers. By exploring the latest technology and simulating technical areas not 
yet fully realised, it aims to push the boundaries of technological possibility and ‘disclose 
new worlds’(Spinosa, Flores, and Dreyus, 1997). I research this specific form of interactivity 
using an informed prediction of an (as yet) unrealised technology. In so doing, I provide an 
alternative research context not currently available in the fields of HCI and IS.  
 
1.4. Conceptual Overview of the Thesis and of Key Findings 
 
Chapter 1 provides an introduction to the thesis. Chapter 2 contains background information 
required for a more complete understanding of the material covered in the later chapters since 
the majority of the thesis is comprised of published papers and thus is not written in the form 
of one narrative. The thesis itself examines the research questions across six papers, as 
developed in chapters 3 to 8. Provided below is a conceptual map of the five published papers 
and one unpublished paper (Figure 2).  
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Figure 2. The research conceptual map guide 
 
The core research question posed is: what is required to produce a visually realistic interactive 
digital human face as a new form of computer interface that can overcome the uncanny valley 
phenomenon? 
 
Chapter 4 explicitly addresses this research question with leading experts in the field of digital 
humans from the areas of entertainment, gaming, and advanced facial research. I defined a 
research roadmap of relevant issues and, in concert with chapter 3, articulated an HCI and IS 
research agenda.  
 
Chapter 3 introduces the key concepts of NFT and its potential for creating realistic visual 
presence (RVP), a sensation of presence in interaction with a digital actor as if present with 
another human. It also lays the groundwork for an agenda for IS research. Rather than 
documenting past cases or analyzing prior acceptance or adoption of established technology, 
this chapter is forward-looking,; comprising definitions of terminology and explaining early 
conceptual work as well as concrete ideas for research projects, which are then partially 
explored in later research and chapters. This thesis is cross disciplinary, covering both IT and 
IS domains. Chapter 3, thus, provides a broad range of research questions for engaging with 
the emerging, transformative digital human technology as it becomes available for application 
(see table 4 in chapter 3). Principle amongst these research questions is that as immersive 
collaboration technologies with realistic humans become available, HCI and IS researchers will 
be interested in investigating if and how such immersive interaction leads to RVP.  
 
If it does lead to RVP, then what is the role of 
(1) the degree of realism of the real-time rendered faces of realistic avatars?  
(2) the quality of the interaction enabled by realistic avatars?  
(3) the immersion in a virtual context more broadly? 
 
In opening a research space, chapter 3 provides the IS basis and justification for subsequent 
chapters, which can be understood to encompass and include more IT issues of implementation.  
 
Chapter 4 contributes a series of recommendations and predictions to be addressed moving 
forward. In summary, these include: 
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• Focusing on movement and animation as a more effective way to increase affinity. 
• The uncanny valley discussions should focus on the whole head, not just the face of 
any digital human. 
• A more detailed or higher-fidelity model may be needed for facial posing and 
expressions. 
• Detail, even when not directly visible, is significant in perception due to indirect cues. 
 
There are more advances in rendering and scanning that are being explored. Significantly, 
away from technology, the following less technical aspects should also be analysed: 
• Context of any interaction is important.  
• Familiarity of the subject is important.  
• Most critically, interaction may not have the same effect on affinity as movement. 
This was not a predicted or articulated part of the original uncanny valley theory. 
 
Chapter 5 details a design effort to directly address a significant subset of these points. This 
allows research in chapter 6 to address these recommendations and validate them as part of 
answering the research questions. Specifically, interactivity was further addressed and 
researched. Moreover, chapters 5 and 6 address the Delphi panel points in the context of 
researching the first two research questions, RQ1 and RQ2. 
 
As stated in section 1.3, various theories about the causes of the uncanny valley agree that the 
response to a digital human is not deliberate but is driven by subconscious processes that are 
beyond conscious control. As such, the research of the uncanny valley in IS requires 
experimentation and a form of design science research to allow for an accurate insight into 
these subconscious responses. Theorizing alone is insufficient as subjects must experience the 
phenomena directly. Therefore, chapter 5 also outlines the design and construction of an 
apparatus for the quantitative and interpretative qualitative, mixed research methods used to 
understand and test the uncanny valley with interactive digital humans. 
 
Two major contributions have been made to first provide an exemplar of a highly realistic 
interactive digital human and, secondly, to conceptualise how to test an interactive digital 
human through the lens of the uncanny valley. Tinwell (2012) has suggested that the uncanny 
valley, as I have defined it, does not exist and cannot be crossed. Rather, she has proposed that 
the phenomenon should be considered an ‘uncanny Turing test’ that cannot be traversed. She 
further reconceptualises the uncanny valley phenomenon as a moving target that travels ever 
further away as audiences become ‘more used to and accommodate factors that once led to the 
Uncanny’ (Tinwell, 2012),  arguing that this increasing discernment makes crossing the valley 
‘impossible’.  
 
I reject this claim on two levels. First, this concept seeks to co-opt the uncanny valley as a test 
of realism and makes it synonymous with the term ‘undetectably realistic’. This promotes 
making the valley crossing a test to see if a digital human can be made which is 
undistinguishable from a real person, thus eliminating both the intent and richness of the 
original theory. Secondly, I and others have since questioned this claim to be untrue in both its 
interpretations. The intent of the original theory was to indicate the nonlinear response to 
increasing realism. The original diagram was drawn with an inclining right section of the graph, 
indicating that there are indeed positive depictions of humans that fall short of full realism. In 
Chapter 6, this claim is tested, proving that such a position is possible. The visually realistic 
digital human MIKE had greater affinity and significantly greater realism than a range of 
stylised individuals to which it was compared as part of the experiment. By reducing the 
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uncanny valley theory to a litmus test for realism, however, much of the value of the original 
theory would be lost. Finally, even if one was to embrace such an interpretation, other 
researchers using Generative Adversarial Networks (GAN) have produced original digital 
humans that are arguably imperceptible from real people for most observers (Karras, Laine, 
and Aila, 2019). This work is highlighted in section 9.3.2, which looks to future research 
opportunities.  
 
1.4.1. The Conceptual Foundation 
The first conceptual section, also the first paper, is chapter 3, which was published in the 
Journal of the Association for Information Systems (JAIS) (Seymour, Riemer, and Kay, 2018). 
This first paper establishes the conceptual foundation for the exploration of the research 
questions.  
 
Digital humans, in addition to having particularly realistic computer-generated faces, hold 
great promise for advancing human interaction with machines. In this paper, we introduce the 
field of NFT and its potential for creating RVP. Chapter 3 further uses this conceptualisation 
to map out gaps in the literature. It first raises philosophical, ethical, and conceptual questions, 
some of which are discussed in the later papers and expanded upon in chapter 8. The journal 
paper in chapter 3 was initially based on an HICSS conference paper, which originally 
proposed a version of the research design that was eventually realised in the research work 
represented in chapter 6. 
 
The remainder of the thesis is then divided into two sections: one focused on the creative 
aspects of the work and one concerned with the implications of digital humans. 
  
1.4.2. The Creative Chapters/Papers  
This section encompasses chapters 4, 5, and 6. Chapter 4 presents a Delphi study to understand 
what would be required to reliably cross the uncanny valley in practical terms. The general 
Delphi methodology was invented specifically for the purpose of gaining expert opinions on 
future technology (Linstone and Turoff, 1975). Due to the technical process in this very specific 
area of digital human research, the Delphi study takes on a supporting role as part literature 
review and part primer for chapter 5. It also establishes research questions and contributions to 
be explored in chapter 6. 
 
As a Delphi study draws on the opinions of experts in the field of human face simulation, it 
involves a qualitative thematic analysis of hours of open-ended Delphi panel interviews. The 
expert panel members and their predictions directly inform the exploration of RQ1.  
 
Chapter 5 (unpublished) accounts for how the MIKE digital human platform was produced to 
explore the research questions, directly building upon chapter 4’s Delphi recommendations and 
observations. Chapter 6 reports on a major research project that demonstrates that the digital 
human face created in chapter 5 positively results in crossing the uncanny valley. It also 
documents what this implementation reveals for the broader research questions. Chapter 6 
indicates that the points highlighted in the Delphi study can produce a digital human with 
greater affinity than a similar cartoon version. This study found, by correlating trustworthiness 
with affinity, that subjects deemed a realistic digital human face statistically more trustworthy 
than a cartoon rendition. Because the realistic digital human face would either fall in the 
uncanny valley or be located on the other side, the result proved that we have successfully 
crossed the valley. The research then answers the question of whether sufficient benefits exist 
to justify the complexity involved in investing in a digital human.  
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Chapter 6 further seeks to research the uncanny valley but does so by introducing 
trustworthiness as a companion variable to affinity. There is a strong body of IS research on 
the importance and understanding of the role of trustworthiness in an individual’s willingness 
to be vulnerable to the particular actions of the other, irrespective of the trustor’s ability to 
monitor or control the trustee (Mayer, Davis, and Schoorman, 1995). Trustworthiness is, thus, 
a valid assessment of a similar emotional response as affinity but one which more readily 
applies to IS (Benbasat and Wang, 2005; Komiak and Benbasat, 2006; Lowry, Vance, Moody, 
Beckman, and Read, 2008; Vance, Elie-Dit-Cosaque, and Straub, 2008). 
 
1.4.3. The Implications Chapters/Papers  
Chapters 7 and 8 comprise the implications section of the thesis. Chapter 7 was published in 
Communications of the ACM. This chapter explores the design of a particular digital human 
entity built to emulate the brain chemistry of a child. This is the only paper I was not the lead 
researcher on, but it is included as it addresses digital humans as agents; it also importantly 
highlights the differences that live interaction had in the emotional response of those who 
interacted with the simulation. The BabyX research, led by Dr Mark Sagar, directly addresses 
the research question of what would be involved in building an independent NVP agent if such 
an NVP agent emotionally engages when driven by a computer simulation. In Chapter 7, 
BabyX is shown to elicit spontaneous emotional responses of protection during live 
presentations to an informed and educated audience. The documented, immediate System 1 
responses (Kahneman, 2011; Stanovich, 1999) are strong, genuine, and powerful reactions to 
the computer simulation in very human terms. 
 
While the creation of general AI in machines is not yet (and might never be) possible, the 
implications of the advances in simulating and mimicking human cognitive processes are 
explored in the simpler case of a child with limited cognitive abilities and undeveloped human 
skills such as language or conceptual thought. Chapter 7, thus, demonstrates that an 
emotionally engaging digital human is possible when driven by an AI engine based on a 
simulation of basic cognitive processes.  
 
Chapter 8 then looks forward and documents the plausible issues and ethical implications of 
such advances in the appearance and simulation of digital humans as new HCI. The final paper 
argues that the issues that should demand our attention in the imagined future are not those of 
a ‘robo-apocalypse’. These bleak futures of robot domination or robot super intelligence are 
threats often imagined in science fiction. Similarly, this chapter counters the notion of a 
singularity. This is the concept that there will soon come a form of powerful general AI and 
that this disembodied superintelligence will abruptly trigger runaway technological growth, 
resulting in unfathomable changes to human civilisation. 
 
Instead of focusing our attention on these highly unlikely futures, I outline that we should take 
a more somatic view of our own intelligence and be aware of how more practical (and less 
apocryphal) digital human incarnations will be co-defined by our interactions in the world. I 
find that for us to examine the ethics of digital humans and simulations of cognition, we must 
address what it is that we are expecting and change our perspective about the ethics of those 
situations.  
 
Given this technology’s potentially wide adoption, this thesis explores, in chapter 8, the 
implications of this emerging area of HCI and how it could be adapted into various new 
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applications. The final chapter (chapter 9) discusses the inferences from the research and its 
significance to both theory and practise (see section 1.6 below for an overview). 
 
1.5. Limits of the Thesis in Relation to Other Fields of Related Research 
 
Nowhere do I claim that for digital humans to cross the uncanny valley and be effective in an 
HCI context must they be undiscernible from real people. Instead, I define the use of the 
‘uncanny valley’ term in line with the original 1970 Mori paper and not the more recent 
populist use that mastering the uncanny valley is shorthand for being indistinguishable from 
what is real. I rather claim that digital humans can now be created that are realistic and do not 
provide a negative affinity. It is reasonable to assume that there may be a class of animated 
faces that, while not perfectly photo real, are still agreeable and engaging and provide 
significant affinity to a user.  
 
I also expand on the initial premise of the uncanny valley, namely, that movement would 
amplify the effects by focusing on interactivity as a different variable than just movement in 
general (see Figure 3). As such, movement as a part of interactivity can be said to be important 
and separate from just viewing recorded movement. Finally, the movement of a disembodied 
arm or limb in general, whether interactive or otherwise, is not the focus of this research. The 
work instead focuses on plausible facial interactivity. 
 
Figure 3: The effects of moving imagery amplify the uncanny valley effect. 
 
While chapter 7 is explicitly concerned with modelling human cognitive processes and 
simulating intelligence, the primary focus of the research is on the visual execution of digital 
faces and interaction with digital human entities. I do not claim to catalogue all current AI 
approaches to simulating intelligence or verbal communication. Furthermore, it is important to 
not extend the illusion of computer interface reactions to speculations about general AI. It is 
not the scope of this research to suggest that actual cognitive thinking in a computer is possible 
or desirable. Any responses and facial emotional reactions in digital human entities are 
assumed to be either a direct puppet controlled by a human in real time or programmed and 
simulated. They are not spontaneously created by the machine or with any true understanding 
of what is being communicated. The computer may question a subject on a topic and react to a 
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range of responses around that topic but never know any of the concepts involved or ‘think’ in 
any real sense of the word. Therefore, no assumed or claimed breakthroughs in general AI are 
part of this research. 
 
In addition, speech synthesis is an important aspect of a digital human interacting. Work in the 
areas of speech simulation and natural language understanding is important but outside the 
scope of this research. This thesis is instead directed at visual simulation, interaction, and 
replication.  
 
Finally, when surveying the loci of interest that this thesis encompasses, it is worth noting that 
it is primarily examining faces and heads rather than whole body representations of people. 
This was a deliberate decision to focus on a common framing of people in many representative 
instances, such as passport photos, driver’s licences, portrait photography, and the view from 
a webcam on a laptop. This is not to discount the value of other visual framings; for example, 
stance and gait are valid research areas regarding human identity representation and 
identification, but they are outside the scope of this thesis.  
 
1.6. Core Contributions 
 
The uncanny valley theory is widely known for capturing the phenomenon of ‘eeriness’. 
However, interactive agents are likely to move from being disembodied voices to being 
represented as virtual assistants with a more human, realistic face. This research, with its 
insights into additional humanization, allows us to move closer to the goal of achieving RVP, 
the sensation of human-like presence obtained from interacting with a digital human entity (as 
outlined in chapter 3). The development of RVP is an important area of research as humans are 
hard wired to respond to human faces in unique and positive ways (Meng, et al., 2012). 
Artificial human faces, thus, hold great promise for advancing HCI and increasing affinity 
between humans and machines (Sproull, L. et al., 1996).  
 
The core contributions of this research are as follow: 
• A contribution to the IS community of a forward-looking research agenda in HCI 
regarding the emerging phenomenon of RVP with digital humans (chapter 3). 
• I provide concrete ideas for research projects for the HCI and user experience (UX) 
communities and a broad range of research questions for engaging with this 
emerging, transformative technology as it becomes available for applications 
(chapter 3). 
• A contribution to the understanding of the uncanny valley and specific aspects of 
implementation that moderate its effects (chapters 4 and 6). 
• I demonstrate a correlation between successful positive affinity and trustworthiness, 
using a real-world example of NFT. This is explored in a variety of media, both on 
screens and in immersive virtual reality (VR) (chapter 6). 
• A contribution to the field of computer graphics research by defining specific 
technical aspects of the implementation of digital humans (chapters 6 and 7). 
• A contribution to the field of AI research by extending our ability to simulate an 
independent agent and present the visceral emotional engagement it can produce 
(chapters 7 and 8). 
• A contribution to the research community in the form of a large and rich dataset of 
digital human scans for other researchers to use and learn from (chapter 5). 
• A contribution to the ethical issues that are presented by digital humans while 
illustrating the flawed logic in some of the current discourse on the topic (chapter 8). 
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The findings of this research, in answering the core research questions, can be used to advance 
the interactive facial simulation in computer-human interfaces to enable improved 
communication and effectiveness. In doing so, I do not intend to provide a prescriptive path to 
a new interface merely for novelty value. Rather, this research allows for a more expressive 
approach that alters our experience in such a manner as to provide a more affective and 
profound experience for the user. Research has already revealed (Gratch et al., 2007) that 
people in medical settings can find virtual humans a more effective tool than real people for 
some types of communication. For example, patients can be more honest and less embarrassed 
with a medical agent than with a doctor in disclosing their medical history when such digital 
humans are ‘designed as supportive and safe interaction partners’ (Lucas et al., 2014). Strong 
applications also exist in education, communication, and social media. 
 
An emotionally valid and strongly visual HCI could allow for dramatically different forms of 
communication and expand the definition of a computer-user interface experience, perhaps 
even our very perception of what the role of a computer is, in terms of teaching, expressing, 
and communicating. 
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Chapter 2. Background and Related Work 
  
 
2.1. Introduction 
 
This chapter provides background information to the thesis and covers related works that are 
not explicitly discussed in the individual papers that comprise the following chapters. This 
chapter presents background to the research rather than the original research of the thesis. It is 
written to aid the reader in understanding the context of the research papers and to highlight 
some relevant connections between the various papers, given that they were written as stand-
alone academic papers. 
 
Moreover, because the thesis is a cross-disciplinary study, this chapter also aids those coming 
to the work from other disciplines. The work may be grounded in IS, but it firmly spans IT and 
more specific aspects of implementation that may require clarification for some readers.  
 
In examination of the research questions, I discuss both the work done in closely associated 
domains of research as well as current practices. These associated areas indirectly inform the 
research design decisions detailed in later chapters. For uninitiated readers, the three topics 
covered in Chapter 2 provide context and outline the controversy that situates the research in 
relationship to both the current literature and the subtext of the discussion to come. 
 
First, in this chapter, the research questions are contextualised; specifically, visualisation of 
realistic interactive digital humans in relation to non-realistic interactive agents or ‘bots’, which 
are agents deployed without realistic digital faces. This chapter illuminates the broader field of 
interactive agents and bots, as they are currently deployed. 
 
To address the research question of what would be required to effectively build a complex 
digital human face, I discuss prior work in the field. The second section of this chapter 
catalogues current IS literature on presence and prior versions of interactive digital humans 
with visually realistic faces. This style of digital human is instantiated as both avatar and agent. 
Because my research questions require exploration of new areas of endeavours, gaps 
undoubtedly exist in the academic literature. These are partially addressed by examining 
industry work practices and results of non-academic research.  
 
Finally, both agents and avatars are connected to the public debate of artificial intelligence. In 
this study, the concluding section of this chapter describes the nature of simulated intelligence 
as it pertains to the fourth research question. This section also provides background for the 
final paper, the content of which constitutes Chapter 8. This chapter places my research in the 
context of the wider imaginings of what artificial intelligence can achieve with visually realistic 
digital humans. 
 
2.2. Visually Non-realistic Interactive Agents or ‘Bots’ 
  
Virtual agents have been extensively researched, but studies have only assessed very simple 
stylized faces. Even more commonly, research has focused on completely abstracted agents, 
such as voice-only assistants or chatbots (bots); examples include Amazon’s Alexa and Apple’s 
Siri. By contrast, digital characters that are believably real are deployed in the film and 
television industry; a poignant example includes the recreation of the deceased actor Paul 
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Walker (Seymour, 2015); however, these examples are not produced in real time but are 
produced one frame at a time and often require many hours of computer rendering time per 
frame—the output is then viewed as a fixed performance.  
 
My central research questions address three aspects that define digital humans: realism of 
appearance, interactivity, and humanity. Non-realistic interactive agents or ‘bots’ can only 
address the latter two aspects. However, my research assumes that this situation will change in 
the foreseeable future and that these two aspects will be combined with emulation of realistic 
appearance. The second section of Chapter 2 demonstrates that this situation has already begun 
to change. 
 
Smart personal assistants (SPAs) rely on emerging technologies, such as natural language 
processing and AI, and are becoming ever more common in daily life (Knote et al. 2018). The 
category of SPAs is a broader category of digital humans than this thesis directs its focus; SPAs 
include many forms of agents, intelligent personal assistants (IPAs), bots, and text assistants. 
The global number of SPA users is expected to grow from 390 million in 2015 to 1.8 billion in 
2021, yielding approximately $15.8 billion in total global revenue from SPAs. Many IS and IT 
factors influence this growth in users, from improved AI (i.e., natural language understanding) 
to contextual awareness, which greatly improve the apparent ‘smartness’ of SPAs.  
 
The IS research concerning SPAs according to the literature review of Knote et al. (2018) has 
five distinctive themes: 
• Context Awareness; 
• Self-evolution or SPAs as a type of agent;  
• Multimodality: the ability to receive input and/or deliver output in more than one 
manner; 
• Platform integration; and  
• Anthropomorphism. 
 
The last of these is most relevant to this thesis, but only a subset of the papers discussed in this 
chapter have explored SPAs with a graphical face, and none could be found that explored 
realistic renderings that might create RVP. Ben Mimoun et al. (2017) researched the effects of 
interacting with animated conversational agents, but the representations of the agents were akin 
to two-dimensional flat-shaded cartoons only.   
 
The HCI domain of research has also analysed user behaviour towards SPAs that offer multiple 
forms of interaction (Luger & Sellen, 2016; Ochs et al. 2017). One significant paper, namely 
Cowan et al. (2017), addressed the lack of active participation with the subset of IPAs and 
identified a limiting factor as a reluctance to use an IPA, such as Apple’s Siri, in public because 
of personal embarrassment. In terms of human-like traits, ‘Siri’s human-like voice was one 
feature that was generally agreed to make it more human-like and user friendly’. Thus, the 
humanity of the simulation was not found to be a factor that determined the frequency of use, 
even amongst irregular users. Trust was also raised as a concern in this study, both with respect 
to trust in ‘the context of reliability and consistency of Siri’s performance’ and ‘uncovered 
issues of data privacy and confidentiality and significant concern[s] around monetization, data 
permanency and issues of transparency’. This second issue is becoming more significant in 
user awareness concerning SPAs but it was not an issue explicitly researched in this thesis. 
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2.2.1. Input for Agent and Bot Interactions 
For agents to interact, they must be able to connect with a user. Most commonly, this is 
accomplished through a text input string. However, techniques can extend to complex affective 
computing methods that encompass facial recognition and emotional identification, speech 
stress analysis, and biometric devices (Picard, 1997). I define the minimum level of 
‘interactivity’ to be greater than direct typing; to be an interactive exchange, some level of 
natural speech understanding is necessary to facilitate a conversation or dialogue. Agents or 
conversational bots, driven by simulated intelligence (see section 2.4 below), can differentiate 
human speech yet have no true understanding of the users’ meaning, intent, or worldview.  
 
Agent verbal communication is built on a combination of two key technologies: automated 
speech recognition (ASR) and natural language understanding (NLU). ASR inputs human 
speech at vibrations between 25 Hz and 24 kHz. This is typically sampled 44,100 times per 
second (44.1 kHz; Lenhardt et al., 1991). The program seeks to determine which words were 
actually spoken by labelling the noise bursts. The software does not understand an input on a 
linguistic basis. The output of ASR typically consists of a text result—a word graph or lattice 
of word hypotheses with a set of confidence levels.  Natural language processing (NLP) takes 
these data and extracts a meaning representation through NLU. NLP is used to both understand 
and interpret the input and generate semantic representations for the output; this is also known 
as natural language generation (NGL). The understanding of voice commands does not entail 
any insight into the intent and embedded meaning of the words. For example, a bot does not 
have an ‘understanding’ of motherhood; however, it might be able to answer a question 
inquiring into my mother’s name. 
 
2.2.2. Responses from Agents and Bots 
Even with modern advances in computing power, the voice simulation produced by agents or 
bots is often less than convincing. It is rarely free of artefacts or incorrect intonation and often 
has a disconcerting cadence. Even if we assume that the specifics of a particular response can 
be made more convincing, perception and cognitive issues remain that are related to the realism 
of responses. 
 
An interactive exchange involves unscripted life-like reactions. For an exchange to be 
meaningful, the simulated human must demonstrate that it has been affected by the interaction 
and respond in a manner that can affect the user and vice versa. To achieve perceived perceived 
richness of human emotional recognition, there needs to be more than the ‘illusion of life’, 
which could be perceived in, for example, a hand-drawn Chuck Jones animal character cartoon 
(Bates, 1994).  
  
Such emotional exchanges must also be consistent with both the expectation of the exhibition 
of ‘human-like ways’ and the avoidance of sending mixed messages or messaging that is 
inconsistent with the underlying cognitive model (Allbeck & Badler, 2001).  
 
The scope of an agent’s domain knowledge and depth of understanding influences the 
perception of the realism of the illusion of intelligence. Just as there is an uncanny valley for 
visual realism, Grudin and Jacques (2019) suggested that there is an ‘uncanny cliff’: in such a 
situation, a seemingly informed response abruptly stops when the edge of the domain of 
knowledge of the bot or agent is reached, eliciting a similar ‘uncanny’ negative response from 
the user. The example in the study is an Olympic Games chat bot that can (seemingly) answer 
all questions about events at the Games but does not understand questions about travel options 
to the Games. To a casual user, this deficiency seems illogical and off-putting because, 
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although informed in one area, the bot has absolutely no understanding whatsoever of a 
seemingly related area in which the bot has not been trained.  
 
2.2.3. Existing Conversational Agents and Bots 
In this section, I examine the range of existing nonvisual interactive bots that have been 
deployed. 
 
Grudin and Jacques (2019) grouped interactive simulated human chatbots, and in particular, 
conversational agents, into three categories:  
 
1. Virtual companions;  e.g., Eliza, Zo, Hugging Face 
2. Intelligent assistants;   e.g., Siri, Alexa, Google Assistant 
3. Task-focused chatbots; e.g., Domino Pizza Bot, Russian Twitter Trolls 
  
In all three categories, the examples cited do not use visualised human faces as part of their 
user interface.  
 
My third research question focuses on building an independent realistic agent that might 
emotionally connect with a user. This most directly relates to the first category: virtual 
companions. This type of agent is defined as bots that engage in a topic and keep a conversation 
going. This first type of virtual companion agent is classified as conversational because it 
interacts beyond one turn (interaction). Such bots are not designed to simply receive or give a 
single instruction, which is the case with a car satellite navigation system, for example. 
Moreover, they are not designed to just respond to a single command, such as ‘turn off the 
light’. Virtual companions are designed to maintain some context and a partial history.   
 
This functionality is in contrast to the second category of intelligent assistants, which do not 
seek to keep a conversation going but are designed to simply assist with a task such as 
information retrieval or playing music. The third category consists of task-focused chatbots 
that do not engage in interaction and are more procedurally algorithmic. They are often 
designed as a type of automatic gamed responses rather than a connected series of related 
statements intended to establish a position. 
 
As to be discussed in the last section of this chapter, an intelligent assistant may someday 
benefit from adopting realistic faces; however, I argue that they will not be truly interactive 
until their behaviours are expanded beyond current levels. Yet, a realistic face would entail an 
expectation of both understanding (intelligence) and adaptive emotional interaction. As 
discussed in Chapter 9, such an adoption of human appearance would necessitate an affective 
behaviour that matched the user. For example, a visually realistic digital human who 
disconcertingly remained smiling when interacting with an emotionally upset user could be 
considered to be an extension of the uncanny cliff described by Grudin & Jacques (2019). 
 
Any adaptive intelligent assistant with a realistic face would require reclassification, thereby 
becoming a new type of virtual companion. It is worth noting that no current intelligent 
assistant, neither Alexa nor Siri, presents such a realistic visual appearance. 
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2.2.4. Imagined Visually Realistic Conversational Agents 
Few practical examples exist of visually realistic interactive digital human agents, but I discuss 
those that have been practically realised in the next section. In this section, I discuss visually 
realistic human agents that have been imagined in popular culture and science fiction. 
 
The idea of an interactive agent with a facial interface was researched as early as 1996 at MIT 
Media Lab (Koda & Maes, 1996). The results indicated that faces are well suited to engage 
with certain groups of users; however, the quality of the face used was just that of a caricature. 
Nevertheless, the authors found that perceived intelligence, but not appearance, drove 
engagement. The MIT research referenced a promotional video from Apple computers that 
imagined such an interface with a completely realistic digital human face: ‘Apple Knowledge 
Navigator Video (Apple Inc, 1987). It shows a simulation of a possible future Apple product 
that might deploy a realistic human interface. This video was an exploration of what such an 
interface might be like.’ This video depiction of the assistant, ‘Phil’, is one of the earliest 
serious imaginings of such a photo-realistic agent.1   
 
Science fiction is a rich source of imaginings of the future, but it has rarely offered a visually 
realistic digital human agent. Such assistants have either been depicted as physical robots, such 
as in Star Wars (1977), or as faceless devices/agents. For example, both the HAL9000 agent 
in 2001: A Space Odyssey (1968) and the on-board computers in Star Trek (1966–current) are 
instances of faceless assistants.2 This trend of assistants being faceless continues in films made 
today. For example, the advanced assistant in Spike Jonze’s feature film Her (2013) remains a 
voice and is never shown as an agent with a face. In Her, the hero Theodore Twombly (Joaquin 
Phoenix) not only engages with and trusts his assistant but falls in love with ‘her’. Little 
research or fiction has imagined how a digital human might look like and work with users. 
However, some research projects have been undertaken in recent years that have examined this 
issue, and these are catalogued in the next section, along with a fuller exploration of the concept 
of presence with a digital human. 
 
2.3. Presence with Visually Realistic Digital Humans and Prior Projects 
 
To answer the research question of what would be required to build a possible instance of a 
complex digital human, we must understand the prior work that has been done in the field and 
attendant findings. This section catalogues the major issue of presence and recent major 
interactive digital human projects with visually realistic faces that have cocreated natural 
virtual presence (NVP) in controlled settings. 
 
2.3.1 Presence with Visually Realistic Digital Humans  
Chapter 3 defines the important concept of NVP, whereby it is understood to be a construct 
that conceptualizes the idea of interaction with these digital human entities. As discussed in 
Chapter 1, the concept of the uncanny valley is the key to exploring NVP, but it is also 
important to place such NVP in the context of IS presence literature. 
 
 
1 The Knowledge Navigator video premiered in 1987 at Educom, the leading higher education conference, in a 
keynote by John Sculley, with demonstrations of multimedia, hypertext, and interactive. Interestingly, it was set 
in Sept. 2011. In Oct. 2011, Apple actually launched Siri, their voice activated personal assistant software that is 
vaguely similar to the concept of the ‘Knowledge Navigator’. 
2 With the possible exception of Holly, the on-board computer in the TV series Red Dwarf (1988–).  In this UK 
program, the computer appears as a disembodied head on screens with comic levels of intelligence. 
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Section 2.2 defined a range of agents or bots with a range of technical capabilities. These 
interactive agents are designed to be the focus of our interactions, enabling us to feel ‘present’ 
with them. Yet, current theories of ‘presence’ in IS do not account for the question of what it 
means to be present with technology in an experiential sense (Seymour & Hafermalz, 2016). 
 
IS scholars have researched the concept of ‘presence’ (Altschuller & Benbunan-Fich, 2013; 
Riemer, Klein, & Frößler, 2007; Schultze, 2010). Usually, this IS research has focused on how 
presence can be obtained for people who are not physically collocated through the use of 
technology. In this conceptualisation, presence is intended to replicate the experience of being 
present with another person (Seymour & Hafermalz, 2016). The language associated with such 
research in IS and related literature includes copresence (Subramaniam, Nandhakumar, & 
Baptista, 2013), social presence (Sallnäs, 2005), and telepresence (Li, 2015).   
 
Conventional theorising around presence in the literature has often conceptualised presence as 
the result of a perceptual trick created by technology; for instance, that the other person in the 
exchange is collocated (Lee, 2004; Lombard & Ditton, 1997; Schultze, 2010).  
This conceptualisation is illustrated in the following quote from Lombard and Ditton (1997), 
which defined presence as 
The perceptual illusion of non-mediation [where] the individual can indicate 
correctly that s/he is using the technology, but at “some level” and to “some 
degree,” her/his perceptions overlook that knowledge and objects, events, 
entities, and environments are perceived as if the technology was not involved 
in the experience. 
Underlying this approach is the assumption that technology supports presence best when it is 
backgrounded; that is, when it becomes invisible to the user but supports an illusion of 
immediate interaction. 
There are two means by which technology can show up in this understanding of presence in 
technologically mediated environments. Either the technology can be imperfect in its rendering 
of the ‘illusion’—that one is there with another person, or it can intrude into the experience 
through breakdowns, glitches, or errors. These intrusions break the illusion and spoil the sense 
of presence that had been achieved through an illusory experience. A tension emerges in this 
conceptualisation that relates to the observation in Ihde (1990) that humans often desire what 
technology can enable but, at the same time, wish that this achievement were possible without 
technology.  
A research assumption has been established that holds that the aim is to bring another person 
into a room virtually, but the research has focused less on how the human already in the room 
enables such presence from their co-construction of the experience. Schultze and Brooks 
(2019) defined such a social presence as an accomplishment that entails interactants’ joint 
construction of each other as ‘real’. Seymour and Hafermalz (2016) contended that this 
conceptualisation needs to be expanded to consider the variations in how presence is enacted 
with a variety of technology (agents). Without such an expanded view of presence we are 
potentially restricted in our capacity to recognise and begin to theorise about the importance of 
emerging technological phenomena in which technology becomes the focus of our interaction 
rather than the medium through which interactions are conducted. That is, we must be 
cognizant of the technology as an agent and thus existing in the foreground of our interaction 
and therefore seek to be present with the technology.  
Once we accept that technologies such as interactive computer agents are increasingly 
emerging as ‘focal entities that may receive the multiple attentions humans give the different 
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forms of the other’ (Ihde, 1990, p. 107), it then becomes possible to consider what an existential 
understanding of presence brings to a conceptualisation of such interactions.  
In Seymour and Hafermalz (2016), concepts from existentialist philosophy are borrowed to 
show that an understanding of presence can be seen as an involvement or engagement. This is 
an important perspective to adopt in research that further conceptualises presence between a 
human and computer-as-other. This is explored further in the second set of Chapters (7 & 8), 
labelled the ‘Implications’ section in Figure 2 of Chapter 1.  
 
2.3.2 Human Facial Simulation Projects 
This style of digital human is substantiated as both a user-controlled avatar and as an 
independent agent. Because my research questions require exploration of new endeavours, 
such endeavours naturally entail delving into existing gaps in the academic literature. This is 
accomplished partially by examining industry projects and non-academic research. These 
digital human projects are often exploratory development projects aimed at advancing 
understanding, but they normally are not focused on academic publication. 
 
Much of the earlier research suffered from limited levels of interaction due to the limits of 
computational power and algorithmic complexity required for real-time rendering. 
Noninteractive digital humans, such as might be seen in popular feature films, are not limited 
by computational power because they can be rendered over a much longer period of time. 
 
Noninteractive digital humans have been successfully produced in entertainment and exhibited 
in such feature films as The Avengers (2012), Gravity (2013), Terminator Genisys (2015), and 
other films with large visual effects budgets (Seymour, 2013). I argue that we are only now 
reaching levels of computing power sufficient to enable the depiction of commercially viable 
and visually realistic interactive agents and assistants.  
 
The complexity of the task of creating interactive digital humans has left a gap in the literature. 
Valuable research was begun in the 1990s, exploring the addition of faces to graphical user 
interfaces (GUI), but this work suffered from not being able to produce realistic faces with 
strong affinity. Early studies found that ‘people interacting with a talking face display spent 
more time, made fewer mistakes and wrote more comments than did people with the text 
display’ (Sproull et al., 1996). However, as faces became more animated and expressive, 
people ‘liked the face and the experience less than people who interacted with the less 
expressive face’. The authors in 1996 did not reference the original uncanny valley theory. The 
original theory was published in the 1970s in Japan however it was not until the 1990s that a 
translated version of the theory gained wider awareness in the Western world. Using the face 
technology of the mid- to late-1990s, with all its limitations, the 1996 results were to be 
expected. The authors observed that users found the GUI face ‘disconcerting’, ‘confusing’, and 
‘displeasing’. These are also the responses one might associate with the notion of an agent 
lacking affinity.  
 
Interactive human simulations are now possible with much more visually realistic human faces. 
These fall into two categories. The first type is categorised as Avatars, which are driven by a 
person directly, much like a puppet. The second type is categorised as Agents, which are 
controlled by software and appear to be independent and unscripted. To contextualise the work 
in Chapter 5, I summarise work on significant visually realistic interactive human simulations 
that have been released to date in Table 2.1, which follows. 
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Project Date Creators Type and URL Link 
BabyX October 2014 Auckland Bioengineering 
Institute Laboratory and 
Soul Machines 
Agent 
tinyurl.com/DigiHum01 
Senua September 
2016 
Ninja Theory and Epic 
Games 
Initially as an Avatar 
and later as an Agent 
tinyurl.com/DigiHum02 
Nadia Chatbot NDIA December 
2016 
Soul Machines Agent 
tinyurl.com/DigiHum03 
Rachel  March 2017 Soul Machines Agent 
tinyurl.com/DigiHum03 
MEETMIKE August 2017 See Chapter 6 Avatar 
tinyurl.com/DigiHum04 
Siren  March 2018 Epic Games, Cubic 
Motion, 3Lateral and 
Tencent 
Avatar 
tinyurl.com/DigiHum05 
 
BebyFace August 2018 Kite & Lightning 
 
Avatar 
tinyurl.com/DigiHum06 
Jamie (ANZ Banking 
Digital Assistant) 
September 
2018 
Soul Machines Agent 
tinyurl.com/DigiHum07 
Oculus Virtual Humans September 
2018 
Oculus Research Avatar 
tinyurl.com/DigiHum08 
MICA October 2018 Magic Leap Research Agent 
tinyurl.com/DigiHum09 
Digital Doug November 
2018 
Digital Domain Avatar 
tinyurl.com/DigiHum10 
Table 2.1. Key Realistic Digital Human Projects with Interactivity 
 
Avatars are driven by humans and only need to relay information via a digital human medium. 
As such, demonstrating underlying comprehension or a sensible reaction are not major 
concerns. Naturally, deploying avatars is more feasible than deploying realistic interactive 
human agents.   
 
A key component of an avatar is the facial expressions that are copied from the person driving 
the avatar. To both understand how a facial expression is made and to reproduce it digitally, 
the research has focused on the use of the Facial Action Coding System (FACS; Ekman and 
Wallace, 1978). It is important to understand the background of why a high-fidelity system of 
facial movement decoding and matching is so critical. 
 
Prior to FACS, Ekman (1972) had published a study demonstrating that there were seven 
universal emotions expressed with facial expressions that were common to all people. These 
seven inherent human facial emotional expressions were happiness, sadness, contempt, 
surprise, fear, disgust, and anger. Ekman’s findings were based on his travelling to Papua New 
Guinea and researching an isolated preliterate tribe called the Fore who still used stone 
implements and had never seen any outsiders before. Ekman argued that these basic emotions 
were naturally displayed by the isolated Fore, and thus they could not have learnt these 
emotional expressions but must have been born with them. This research seemed to confirm 
earlier popular theories, with Darwinian roots, that posited facial expression of emotions was 
a core human trait. For many people, their understanding of facial expressions is still associated 
with these classical seven basic emotions; however, far from being universal and inherent 
human properties we are born with, it is now thought that these seven emotions are stereotypes 
or clichés and not universal or inherited. This is highly significant because it means that rather 
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than designing a system that would detect happiness and then just make the avatar ‘happy’, an 
exact replica of the actual facial movements of a person must be duplicated in their avatar.  
 
In recent research, the universality of Ekman’s research has been questioned. Ekman et al. 
(1969) published in Science that ‘our findings support Darwin’s suggestion that facial 
expression of emotion are [sic] similar among humans, regardless of culture, because of their 
evolutionary origin’. The article also stated that although the causes of the emotion may differ, 
there are pancultural elements in facial displays of emotion that entail an association between 
facial muscular movements and discrete primary emotions. However, rather than finding that 
humans naturally display a particular base emotion with the same basic range of particular 
facial movements, Crivelli et al. (2016) challenged Ekman’s methods and presented original 
research undermining Ekman’s view. Researchers still agree that facial expressions convey a 
range of socially important information and clues for both communication and emotion, but 
they now suggest that the manner in which emotions are displayed varies greatly from person 
to person and is dependent on both situation and culture. Assuming this is the case, this greatly 
influences the ability of any computer program to be able to read human emotions, making the 
task far more difficult than previously thought possible. Barrett et al. (2019) contended that 
people do ‘sometimes smile when happy, frown when sad, scowl when angry, and so on’, such 
behaviours are little better than coincidence. Barrett continued, ‘how people communicate 
anger, disgust, fear, happiness, sadness, and surprise varies substantially across cultures, 
situations, and even across people within a single situation. Furthermore, similar configurations 
of facial movements variably express instances of more than one emotion category’.  
 
The work of Ekman and his co-authors has been reassessed over time in terms of reading 
meaning into facial expressions, but his work in identifying and classifying specific facial 
movements is considered to be of enormous value. As discussed in Chapter 4, FACS, or a 
version of it, is almost universally used in facial computer animation; however, it tends to only 
be used to interpret what muscles a person has used to form an expression and to drive a 
computer puppet or ‘rig’ of a person’s face. Even if FACS may no longer be accepted as being 
able to accurately and reliably decode which emotion is displayed on a face, it is widely praised 
for its ability to decode how a face has moved muscles to form a particular facial expression 
(Gladwell, 2019). 
 
FACS can categorise a vast number of facial movements into a series of Action Units (AUs). 
A facial expression can then be expressed as a combination and intensity of these AUs from 
the neutral or blank facial expression. For example, a genuine smile (often called a Duchenne 
smile) involves movement that recruits the outer portion of the orbicularis oculi muscle. This 
would be denoted as AU12 + AU6, referring to Action Unit 12, which raises the sides of the 
mouth with the zygomaticus major muscle, and Action Unit 6, which moves the cheeks next 
to the eyes, causing ‘crows feet’. The amount of movement or intensity of each is denoted by 
a code from A to E, with A being the slightest and E being the largest movement. Thus, a 
Duchenne smile might be rated as an AU12E + AU6D. The Duchenne smile is significant not 
only because it indicates to many people happiness but also because the firing of AU6 without 
any emotion is nearly impossible for most people. The orbicularis oculi muscle is not like the 
eyebrow, which everyone is normally able to explicitly control. Based in part on the preceding, 
Ekman and others have contended that the ‘method acting’ is scientifically valid, given that it 
entails trying to recall genuine emotions to enable such emotions to activate facial muscles 
naturally. Although this work remains extremely valid, the universality of any given expression 
that an actor produces has been called into question. In turn, this means that it is easier to copy 
facial expressions, as is required for an Avatar, than to drive an Agent that both interprets 
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humans and then correctly responds with the appropriate emotionally animated facial 
expression.  
 
The issue of an agent appearing comprehensible to the user relates to research into artificial 
intelligence and perception. This topic is discussed in the next section.  
 
2.4. Artificial Intelligence  
 
The meaning of AI needs to be clarified for the purposes of this research because it is of 
substantive concern as both a tool and as a simulated intelligence. Specific tools that use AI, 
primarily computer vision and deep learning, are techniques applied in the implementation of 
digital humans. For example, Chapter 5 outlines machine-learning techniques that have been 
used at multiple points in the production of the MEETMIKE project for face tracing and solving 
expressions into AUs. In this respect, AI is a tool. The application of AI tools such as machine 
learning are covered in the relevant discussions in the chapters that deal with the use of each 
of these tools. The second instance of a ‘simulated intelligence’, such as an agent that is driven 
by AI, is defined here and ethically debated in Chapter 8. Any realistic interactive digital 
human, purporting to seem human, raises questions about the boundaries of AI and our ethical 
views towards it. 
  
The term AI is poorly defined but widely used, despite having multiple meanings. The four 
indicative characteristics of ‘artificial’ were defined by Simon (1969) and are as follows: 
 
1. Artificial things are synthesised (though not always or even usually with full 
forethought) by human beings. 
2. Artificial things may imitate appearances of natural things but lack, in one or 
many respects, the reality of the latter. 
3. Artificial things can be characterised in terms of functions, goals, and adaptation. 
4. Artificial things are often discussed, particularly when they are being designed, 
in terms of imperatives as well as descriptives.  
 
Simon proceeds to argue that, ‘artificiality connotes perceptual similarity but essential 
difference, resemblance from without rather than from within’. 
 
The notion of AI should thus not be confused with synthesising intelligence. As in Simon’s 
definition, AI can appear to be perceptually similar to actual intelligence, but it is not a 
synthetic version of the real thing.  
A meaningful conversation is an intellectual process. A conversational bot can only give the 
illusion of a lively conversation through deflection, using questions as responses, or by the 
automatic gainsaying of anything the other person asserts. Furthermore, interaction, as 
Schegloff suggested, is not the stage on which the exchange of messages takes place or the 
means through which ‘intentionality and interpretation operationalize themselves. Rather, 
interaction is a term for the “ongoing, contingent coproduction of a shared sociomaterial world’ 
(1982). 
 
Vera (2003) contended that the behaviour of an intelligent being is not simply ‘reactive and 
contingent on the external world’ but is rather reflexively constitutive of the world’s 
significance, which in turn gives behaviour its sense. As such, the sheer existence of a system 
that has been programmed or designed to give sensible responses to queries is not inherently 
proof that the resultant system is intelligent. Integral to this perspective is sense-making 
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through interaction; therefore, it is important to focus on interactivity beyond just immediate 
user interface taxonomies. 
 
My definition of synthesised intelligence encompasses the coproduction of sense-making 
through meaningful conversational interaction. Suchman (2007) argued that interactivity, by 
its very nature, cannot be stipulated or scripted in advance but requires ‘an autobiography, a 
presence, and a projected future’. In light of this perspective, it is reasonable to contend that no 
clear path to synthesized intelligence is available. At best, the aim could be to build reactive 
devices. Importantly, Suchman (2007) proceeded to discuss how ‘demonstrations [have been 
made] within science and technology studies and the media arts, of the many ways in which 
things do participate with us’. Viewed through this lens, I suggest that our relationship to and 
with digital humans can be participatory and involve limited interactivity. We cannot expect 
true intelligence or a faithful synthetic intelligence; that is, one in which the digital human 
imitates the appearance of human intelligence and affective interaction through a realistic 
visual appearance.  
 
Knowledge can be understood as being built on logic and acquired information. Human 
knowledge is a situation-specific perception of one’s situation or environment and a more 
abstract understanding and sense of one’s context. Both types of knowledge are situated, and 
both are important as we interact with each other. The former might be termed ‘factual’ 
knowledge, and this approach has failed to lead to success in AI, as demonstrated by the failure 
of good old-fashioned AI (GOFAI; Dreyfus, 2007). The core assumption behind GOFAI was 
that value lies in ‘the world as is’, but this presupposes that knowledge about the world is fixed 
and that understanding it is both possible and necessary. My definition of synthesised 
intelligence would therefore also exclude GOFAI, which was neither fully interactive nor 
involved socially defined higher-level temporal abstract understandings. 
 
Suchman (2007) noted that, at the time of her writing, interactions had only just started to be 
explored in fields such as new media, graphics and animation, and art and design. She praised 
these early innovative experiments in thinking about machines and how they open up exciting 
prospects for new conceptualisations of what it means to be human. Chapter 6 and especially 
Chapter 7 describe innovative experiments with similar goals of exploring humanity.  
 
The fourth research question, regarding the ethical framework for evaluating the use of digital 
human faces when combined with new forms of AI, is addressed in Chapter 8. In this published 
paper, I expand upon the implications of AI for humanity. I argue that while these agents 
simulate something that is not actually intelligence, they are, at the very least, interesting, 
worthwhile, and provide commentary on our humanity. Although it is only perceptually similar 
to actual intelligence, AI is still a valuable area of research to explore further with digital 
humans, as I conclude in Chapter 9.  
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Figure 3.1. How this chapter fits with the other papers in the thesis. 
 
Preamble: 
 
This paper was published in JAIS and addresses the primary research question and in particular 
the question of interactivity. It discusses the formulation of natural virtual presence (NVP) as 
a construct that conceptualizes the idea of interaction with these digital human entities. As 
discussed in Chapter 1, the Uncanny Valley is key to exploring NVP. 
 
As the paper discusses, we are on the cusp of creating visually realistic digital humans that are 
not limited by the Uncanny Valley phenomena, but rather process realism and positive affinity 
with users.  
 
This paper introduces a wide range of research questions and opens up a conceptual space for 
the later research documented in Chapters 4 to 8. The paper established is forward-looking 
research IS agenda. The followed in Chapter 4, establishes a research agenda from a pragmatic 
qualitative Delphi study. Combined this allows research engagement with this emerging, 
transformative technological area as it becomes available for applications such as Avatars 
(Chapter 6) and Agents (Chapter 7). This paper particularly calls for “blue ocean research” that 
explores unchartered territory in IS and IT research, and foreshadows philosophical, ethical 
and conceptual questions raised in Chapter 8. 
 
This paper was authored based on a conference paper, Interactive Realistic Digital Avatars - 
Revisiting the Uncanny Valley by M Seymour, K Riemer, J Kay presented at the 50th Hawaii 
International Conference on System Sciences, 2017.  
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Abstract 
We are on the cusp of creating realistic, interactive, fully rendered human faces on computers that 
transcend the “uncanny valley,” widely known for capturing the phenomenon of “eeriness” in faces 
that are almost, but not fully realistic. Because humans are hardwired to respond to faces in 
uniquely positive ways, artificial realistic faces hold great promise for advancing human interaction 
with machines. For example, realistic avatars will enable presentation of human actors in virtual 
collaboration settings with new levels of realism; artificial natural faces will allow the embodiment 
of cognitive agents, such as Amazon’s Alexa or Apple’s Siri, putting us on a path to create 
“artificial human” entities in the near future. In this conceptual paper, we introduce natural face 
technology (NFT) and its potential for creating realistic visual presence (RVP), a sensation of 
presence in interaction with a digital actor, as if present with another human. We contribute a 
forward-looking research agenda to information systems (IS) research, comprising terminology, 
early conceptual work, concrete ideas for research projects, and a broad range of research questions 
for engaging with this emerging, transformative technology as it becomes available for application. 
By doing so, we respond to calls for “blue ocean research” that explores unchartered territory and 
makes a novel technology accessible to IS early in its application. We outline promising areas of 
application and foreshadow philosophical, ethical, and conceptual questions for IS research 
pertaining to the more speculative phenomena of “living with artificial humans.” 
 
Keywords: Realistic Faces, Avatars, Cognitive Agents, Uncanny Valley, User Interfaces, Virtual 
Reality, Virtual Presence. 
Joey George was the accepting senior editor. This research article was submitted on June 8, 2017 and went through 
one revision. 
1 Introduction 
A range of recent technical advances in fields such as 
gaming, entertainment, and computer graphics, have 
put us on the cusp of creating realistic, interactive, 
fully 3D-rendered human faces on computers. 
Because humans are hardwired to respond to human 
faces in unique and positive ways (Meng, Cherian, 
Singal, & Sinha, 2012), artificial human faces hold 
great promise for advancing human-computer 
interaction and increasing affinity between humans 
and their machines (Sproull, Subramai, Kiesler, 
Walker, & Waters, 1996). Against this backdrop, 
natural face technology (NFT) refers to computer-
based entities that are presented with believable 
human faces. For example, realistic avatars might be 
utilized to re-present human actors in virtual 
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collaboration environments, allowing people to act 
and connect with each other with a new level of 
realism. Realistic human faces might equally be used 
to embody newly emerging conversational agents, 
such as Amazon’s Alexa or Apple’s Siri, putting us 
on a path to create entities that resemble “artificial 
humans” in the not so distant future. Such visual 
cognitive agents have the potential to reshape 
advisory, consulting, and training services in contexts 
such as business, education, or health care. 
In this paper we argue that the information systems 
(IS) field should engage early with emerging natural 
face technologies. Too often, we see IS research 
having to play catch-up with industry applications of 
novel technologies. While the development of the 
enabling technologies falls outside of the scope of IS, 
we argue that the discipline will have an interest in 
studying and influencing their effective and ethical 
applications in real-life contexts as they become 
available. We thus set out to lay the foundations for a 
research program into the application of natural face 
technology (NFT), comprising terminology, conceptual 
work, ideas for early research work, as well as a catalogue 
of research questions on different levels of analysis. 
Concretely, we argue that while realistic, interactive 
faces are becoming available, we do not yet 
understand how users will respond to artificial faces 
with different degrees of realism, or which factors 
might contribute positively to the creation of natural 
and believable interactions with synthetic, humanlike 
actors, a phenomenon which we term realistic visual 
presence (RVP). Furthermore, as cognitive agents with 
natural faces make their way into real-life contexts, 
questions will arise regarding both the ability and 
desirability of such agents for building relationships 
with users over time, their impact on our professional 
and social identities, and what these entities will 
become once they are part of our collective world. 
We argue that NFT, as a transformative technology, 
has the potential to bring about a new computing 
paradigm—one that will allow interaction with (or 
via) machines in more natural and unobtrusive ways 
than current computing interfaces offer, and one that 
will potentially raise far-reaching existential 
questions, as it might blur the boundaries between 
what counts as machine and what counts as human. 
While this brings with it a range of ethical and 
philosophical questions, it also comes with the 
opportunity to disclose new worlds of possibility 
(Spinosa, Flores, & Dreyus, 1997) in redefining the 
role of computing in society. 
Hence, with this conceptual paper we respond to calls 
for “blue ocean research”—research that seeks to 
“move into intellectual territory that is unexploited” 
(Straub, 2009). Our viewpoint is forward-looking, in 
that we envision applications and implications of NFT 
and an IS research agenda that usefully accompanies 
the process through which these technologies make 
their way into practice. We thus note that many of the 
ideas presented in this paper are, by necessity, 
speculative and imaginative. 
We will contribute a tentative research agenda to IS, 
which comprises concrete ideas for early IS research 
and a broad range of research questions on different 
levels of inquiry. We further contribute terminology 
and early conceptual work for grasping the nature and 
application of NFT in areas such as immersive 
collaboration via realistic avatars or conversational 
computing with cognitive agents. We also foreshadow 
certain conceptual implications for IS research 
pertaining to the more speculative phenomena of 
“living with artificial humans.” For example, we will 
ask critically whether the taken-for-granted concepts 
of IT artifact and IT user will still be appropriate for 
framing situations that resemble natural language 
conversations between human and nonhuman 
actors—a phenomenon quite different to the “using” 
of inanimate IT tools for certain tasks. 
We begin by defining key terms and providing 
background on the technical aspects of NFT, the 
importance of faces more generally, and typical areas 
of application for NFT (in Section 2). On this basis, 
we then outline the sketches of an IS research 
program (in Section 3), which we spell out in more 
detail in the subsequent sections. In Section 4 we 
outline, in some detail, a research approach for 
investigating the relationship between face realism 
and interactivity in creating user affinity with avatars, 
and argue that interaction with digital avatars presents 
a new kind of phenomenon that is distinctly different 
from the mere judging of realistic, prerendered faces, 
as is captured in the widely known uncanny valley 
theory. In Section 5 we then widen our gaze and 
discuss implications of visual cognitive agents and 
their imminent roll-out into practical contexts, with a 
view toward imagining what it takes for these entities 
to not only interact with users, but to build 
relationships with them over time. We then 
consolidate our research agenda in the form of a table 
with research questions and IS research approaches, 
and envision concrete scenarios for applications of 
NFT. We conclude the paper in Section 7. 
2 Background: The Emergence 
and Application of Natural Face 
Technology 
Progress toward natural and believable interaction 
with fully synthetic or human actors in digital, virtual 
environments hinges, among other things, on creating 
appropriate visual (re)presentations of agents and 
avatars. In this section, we provide a brief outline of 
the conceptual, technical, and theoretical background 
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of natural face technology as the basis for achieving 
what we term realistic visual presence with digital 
actors. We note that RVP is not merely an outcome 
of, or reaction to, a realistic face presentation. We 
suggest that the study of mere visual characteristics of 
such face renderings is a problem better suited to 
information technology (IT) or computer-human 
interaction (CHI) research, which is concerned, for 
example, with the exploration of skin rendering 
algorithms or light simulation (Debevec et al., 2000). 
Rather, we are concerned here with the effects and 
implications of human interaction with such visual 
entities. We note that recent work in IS has already 
highlighted the importance of engaging with new 
visual technologies, e.g., as a rich source of data 
(Andrade, Urquhart, & Arthanari, 2015). We intend to 
contribute to this emerging stream of research by 
studying how visual technologies reshape user 
interactions. We begin by defining key terms, and 
note that, as there is some diversity in use of some of 
these terms, we provide definitions for clarification and 
use in the context of our topic. We then provide some 
technical background on natural face technology before 
introducing existing research on the acceptance of such 
technology in the subsequent sections. 
2.1 Definitions and Key Concepts 
This research is concerned with natural face 
technology and realistic visual presence. We 
define NFT as a set of technologies for the 
creation of fully 3D, real-time rendered faces with 
a high degree of human realism, and RVP as a 
quality of the interaction between a human actor 
and a visually believable humanlike digital actor. This 
interaction can be a user interface experience, an 
interaction with an entity on a computer screen, or can 
take place in a fully immersive virtual environment, 
such as a virtual world. RVP is a quality of interaction 
with nonhuman actors, such as a synthetic, cognitive 
agent—or with another human actor, present as an 
avatar on screen or in a virtual environment. 
We define an agent as a fully computer-based 
entity that exhibits, at least to some degree, 
autonomous behavior. Agents can carry out 
specified, recurring tasks in a self-directed way 
(e.g., in a multiple agent simulation system in 
virtual environment software, i.e., MASSIVE 
software), or interact with human actors in various 
ways, including natural language understanding 
and/or dialogue. To separate different levels of 
agents we further define cognitive agents as agents 
that appear to understand language and respond 
equally with the appearance and understanding of 
a human actor, and simple agents as those that 
execute merely scripted behaviors, such as 
“nonplayer characters” in video games. Examples 
of cognitive agents are personal digital assistants, 
such as Amazon’s Alexa, Apple’s Siri, or Google 
Home, which engage in natural language 
interactions with human actors. We refer to 
cognitive agents that are visualized as a synthetic, 
real-time rendered entity (e.g., with a realistic 
human face) as visual cognitive agents. 
Avatars refer to visual re-presentations of human 
actors. An avatar can be thought of as a digital 
puppet, a character that is instructed by and acts 
on behalf of a human actor for whom the avatar 
acts as a digital “stand-in.” A realistic avatar 
denotes a specific kind of avatar that can 
faithfully replicate the actual features of a human 
actor, in particular, their facial features and 
expressions. Much as with agents, we draw a line 
between interactive avatars and noninteractive, 
recorded, or prerendered depictions of human 
actors; for example, a digital double (digi-double) 
of an actor in a motion picture. 
We theorize that RVP is a function of the 
believability of both the visual appearance of an 
actor (agent or avatar) and their perceived 
behavior as experienced by the human “user.” We 
note that the term “user” might not be appropriate 
when describing an actor in interaction with the 
kinds of entities we are interested in here, but will 
set aside this discussion until later. Visual 
appearance refers to the digital rendering of 
humanlike features of the actor, most notably a 
realistic human face. Behavior of the agent refers to 
how the agent’s actions are perceived by the human 
actor during interaction. Our interest in the 
remainder of the paper specifically concerns visual 
cognitive agents (VCA) and realistic avatars (RA). 
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Table 1. Key Definitions 
Natural face technology (NFT) 
NFT refers to a complex combination of technologies and 
techniques for the creation of fully 3D, real-time rendered 
human faces with a high degree of realism that are based on 
computer graphic imagery and ideally indistinguishable 
from real human faces. 
Realistic visual presence (RVP) 
RVP is a quality of the interaction of a human actor with a 
visually believable computer-based actor, either an agent or 
an avatar-represented human actor. RVP refers to the 
sensation of presence, as if present in direct interaction with 
another human actor. 
Actor 
Any entity that acts. Refers to both nonhuman actors, such 
as agents, and human actors, e.g., when represented as an 
avatar in a virtual environment. 
Agent A fully computer-based entity that exhibits autonomous behavior, at least to some degree. 
Cognitive agent 
An agent with the understanding of a human actor. 
Cognitive agents are found in conversational computing and 
advanced HCI design. 
Visual cognitive agent (VCA) 
A cognitive agent visually presented as an interactive, real-
time rendered human-like entity, on a screen or in a virtual 
environment. 
Avatar 
Visual representation of a human actor, which acts as a 
mediated stand-in or surrogate for the human actor in a 
virtual environment. Such visual representations can take 
varying degrees of realism. 
Realistic avatar (RA) 
An avatar with the realistic, interactive facial—and 
sometimes bodily—representation of the human actor 
puppeteering it. 
Virtual environment 
A fully immersive computerized environment or world, 
sometimes referred to as a virtual reality (VR) and accessed 
using a head-mounted display. 
Augmented reality 
An overlay on the physical world with an additional layer of 
visual information so that it appears as if the information is 
connected logically or physically with features of the 
physical world. 
Digital double or digi-double  
A noninteractive rendering of a human actor, for example in 
a film or computer game. Digi-doubles can be thought of as 
noninteractive avatars and thus do not fall under the RVP 
definition 
Nonplayer characters (NPC) 
Secondary background characters in a computer game that 
are programmed on simple loop and not designed to interact; 
they thus have limited behavioral options. An NPCs can be 
thought of as a greatly simplified agent. 
 
We assert that we are only now on the cusp of 
creating the kinds of experiences in which RVP might 
reliably manifest. This is due to recent advances in 
natural face technology which put us in a position to 
create the kinds of visual (re)presentations of agents 
and avatars that we expect will bring about RVP. 
Accordingly, we argue that existing studies have only 
been able to investigate the believability of either 
highly realistically rendered human-faces in 
noninteractive media such as film (Butler & Joschko, 
2009), or human interactions with cognitive agents 
with only approximate face interfaces, but not a 
combination of both (Melo & Gratch, 2011). 
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2.2 On the Significance of Faces 
Humans are hardwired to interpret human faces 
(Meng et al., 2012). From birth, children respond to 
and learn from their parents’ faces (Sagar, Seymour, 
& Henderson, 2016). These interpretations are 
fundamental for the successful growth and 
functioning of humans (Sagar et al., 2014). As such, 
the brain has developed the ability to read faces far 
more specifically and with greater fidelity than any 
other object we see (Meng et al., 2012). Evolution has 
left us with both the ability to see a face in a few pen 
strokes of a cartoon or in a puffy cloud (pareidolia), 
but also to identify and reject artificial faces that are 
only approximately realistic (Meng et al., 2012). 
Not only can we detect these inferior renditions 
easily, but we react to them far less favorably than 
we do to much simpler caricatures. 
Humans have dedicated neurological pathways for 
facial recognition but also processing and 
communicating back to other people. The “decision” 
to react to a face with a smile comes to the facial nucleus 
from a network of structures that include the amygdala 
and multiple interconnected cortical and subcortical 
motor areas (Gothard, 2014). These structures constantly 
both process faces and drive a person’s own facial 
expressions without deliberate thought. 
A simple experiment known as the Thatcher illusion 
using a still image can illustrate how the brain (of 
both humans and some primates) processes faces in 
very specialized ways (Adachi, Chou, & Hampton, 
2009). Figure 1 shows an inverted face, which seems 
slightly odd but not greatly alarming to most viewers. 
When the same image (Figure 2 below) is rotated 180 
degrees, the result seems “grossly off-putting.” This 
effect holds true even when, as shown here, the image 
is only roughly composited and little effort has been 
made to blend the images seamlessly or match 
shading and correct position. 
 
Figure 1. An Example of the Brain’s Separate and Specialist Facial Processing. Compare This Image to Figure 2 Below. 
The Thatcher illusion demonstrates not only the way 
in which faces are processed in the brain differently 
from other objects but how, when the face is wrong, it 
is not “idly inaccurate,” it is actually “off-putting” 
and disturbing. The second face in the example does 
more than fail to meet our standards of accurate or 
acceptable, it is in some way repulsive and we exhibit 
negative affinity to the face. This desire to move on or 
look away is rooted in an evolved response and 
cannot be attributed as a learnt response, since these 
misplaced facial characteristics are unlikely to have 
ever been seen before (Adachi et al., 2009). 
It is now commonly accepted that reading human 
facial expressions is so central to human 
communication and survival that we have developed 
dedicated neurological skills for reading faces (Meng 
et al., 2012). This is also why very small changes in 
expression can lead to interpreting very different 
signals from those around us. As we will discuss 
further, we propose that this sharp change of response 
is due to different parts of the brain processing 
different aspects of the image of the face, but at the 
same time seeking to recognize identity. There are 
numerous examples of functional magnetic resonance 
imaging (fMRI) and electroencephalogram (EEG) 
studies (Han, Jiang, Humphreys, Zhou, & Cai, 2005) 
showing that facial recognition is associated with very 
specific patterns in the brain (Meng et al., 2012). 
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Figure 2. The Same Image As Figure 1, Rotated 180 Degrees 
 
We conclude that a critical component of recognizing 
“humanness” is the face. Of all the experiences we 
have in life, face-to-face interactions fill many of our 
most meaningful moments. The complex interplay of 
facial expressions, eye gaze, head movements, and 
vocalizations in quickly evolving “social interaction 
loops” (Sagar et al., 2016) has enormous influence on 
how a situation will unfold. From birth, these 
interactions are a fundamental element of learning 
and lay the foundation for successful social and 
emotional functioning through life. 
Consequently, we argue that exploring the simulation 
of human faces as a form of computer-human 
interface holds great promise for advancing HCI, as it 
greatly increases the available communication 
richness between humans and machines in an intuitive 
and accessible way. We argue that interfaces and user 
interaction based on natural face technology might 
enable potentially new forms of interactions with 
machines. Conversely, application of such technology 
might also be a vehicle with which to explore our own 
nature and our relationship with machines in our 
collective lives. For example, exploring the 
underlying processes that drive the face during social 
interaction may enable researchers to explore 
behavioral and learning models involving naturalistic 
face-to-face interaction (Sagar et al., 2016), with 
potentially significant advances for the creation of 
effective computer-assisted learning. In the following, 
by way of example, we present areas for the 
application of natural face technology. 
2.3 Applications of Natural Face 
Technologies 
Technically, there are significant challenges still to 
overcome in order to create a realistic, interactive 
human face in a computer. At the same time the 
following two examples illustrate the advances that 
have been made recently, which demonstrates that 
realistic visual presence will become reality in the 
very near future. We offer as two exemplary areas of 
application of natural face technology (1) immersive 
collaboration—a form of collaborative interaction 
with realistic avatars in a virtual environment, and (2) 
conversational computing—the creation of cognitive 
agents with realistic face presentation in application 
areas such as education, service, or health advice. We 
offer these examples to demonstrate the technical 
advances that have been made, the challenges that 
designers of these technologies still face, the 
relevance of natural face presentation in both cases, as 
well as initial research issues that emerge from 
potential applications of each technology. 
2.3.1 Digital Mike: Immersive 
Collaboration with Realistic Avatars 
Achieving a realistic human face in a noninteractive 
environment is only just being addressed at the high end 
of feature film effects (Klehm et al., 2015). Excellent 
work has been done in producing high-quality facial 
rendering and animation (Seymour, 2013), but most of 
these faces cannot be rendered in real time. 
While the emerging area of immersive collaboration 
has previously explored real-time avatars as a means 
to “realize high presence communication” (Ogi, 
Yamada, Tamagawa, Kano, & Hirose, 2001), in 
virtual contexts, these avatars were based on quite 
limited visual camera projection techniques that relied 
on 2.5 dimensional video superimposed on a virtual 
world, and not on fully 3D computer-rendered 
graphics with all the scope they provide for the 
movement of the avatar in the virtual environment. At 
the time, this was due to technical limitations; the 
authors point out that “it is difficult to represent 
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natural facial expressions using the polygon model” 
and “it is difficult to represent instantaneous facial 
expression by deforming the original image of the 
face” (Ogi et al., 2001, p. 45) 
Only recently have technologies developed in the 
gaming and entertainment industries allowed the 
creation of real-time realistic faces based on true 
computer graphic imagery (CGI). Gaming technology 
has facilitated advancements in real-time facial 
rendering in stand-alone PC systems, but they still 
require high-end graphics cards and powerful 
processing. Steady advances in computational power 
and algorithmic innovation means that there is a 
reasonable expectation that such work will be widely 
available on accessible computing platforms, 
including mobile devices, soon. This has made it 
timely to build a framework that supports effective 
design and use of avatars that are interactive and at 
a suitable level of realism. Figure 3 shows an 
example of a recent experimental prototype in CGI, 
using real-time game-engine rendering that is 
capable of interactivity, rendering at 90 frames per 
second, in stereo, via an experimental build of Epic 
Games’ Unreal Engine (UE4). 
Such realistic avatars are highly complex technically, 
as they require advanced and specialized scanning 
and facial animation rigging, a form of computer 
controls that can puppet a neutral face to any required 
expression or combination of expressions. 
Additionally, the resulting system must be able to 
almost instantly read and decode the facial 
expressions of the human actor. So-called expression 
decomposition and digital expression reconstruction 
is done via a human-expression coding scheme called 
the facial action coding system: action units (FACS-
AUs) (Ekman, 1992), which enables the translation of 
human face expressions into actions carried out by the 
avatar. This process is difficult to achieve, not just 
because of the complexity of the human face, but due 
to the degree to which all aspects of the performance 
need to be matched with a high degree of fidelity to 
achieve real-time synchronization between facial 
movement, speech, and action. As the Thatcher 
illusion has shown, humans have a highly evolved 
empathy for faces and are thus very sensitive to any 
errors. Specifically, even miniscule changes in eyelid 
movement, mouth or lip expressions, eye wetness, or 
head tilt can be interpreted as an unintended change in 
expression, which can result in negative reactions in 
the human interacting with the avatar. 
Such a system needs to accurately read the 
expressions of the human actor via multiple stereo 
cameras, interpret those images using advanced deep-
learning aided computer vision algorithms, and then 
drive a complex facial rig or animation apparatus. 
This animation rig reproduces a set of instructions to 
match the expression on the face of the computer 
model. Using motion sensors (motion capture) of the 
human actor’s posture, it further combines this facial 
expression with a head position and orientation and then 
outputs an animated head from a particular viewpoint or 
virtual camera, all in real-time. The final images of the 
CGI face are rendered from this camera view, in stereo, 
at a resolution of 2160 x 1200 pixels. All of this is done 
at 90 times per second (or 9 to 11 milliseconds).
 
Figure 3. Realistic avatar, fully synthetic, CGI rendered in Epic Games’ UE4 
The process for creating digital face representations 
modeled after the actual face of a human actor is, at 
present, highly time-consuming, and requires the 
combination of a range of sometimes experimental 
techniques. Yet, once the model and the rig that 
drives it are successfully created and calibrated to an 
input device worn on the head of a human actor who 
puppeteers the avatar (Figure 5), the actual 
puppeteering operation and visual rendering of the 
avatar is achieved in real time, or nearly 
instantaneously, without observable lag to the 
observer. Figure 4 shows a comparison of a real 
photograph of the human actor (on the left) and of their 
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realistic, fully computer generated (CGI) avatar (on the 
right), which would normally be viewed in VR. 
Immersive collaboration with realistic avatars, as 
discussed here, builds on the notion of embodiment 
and presence (telepresence) in virtual worlds 
(Schultze, 2010). It feeds on the idea that “even 
though part or all of the individual’s current 
experience is generated by and/or filtered through 
human-made technology, part or all of the 
individual’s perception fails to accurately 
acknowledge the role of the technology in the 
experience” (Riva, 2009). In other words, immersive 
collaboration aims to bring about an interactive 
experience among two or more human actors in a 
virtual space with a degree of realism that allows 
the technology to recede into the background so 
that the actors can get on with their collaborative 
business. We argue that realistic avatars have the 
potential to contribute to such realistic 
technology-mediated collaborative experiences. 
 
Figure 4. Human Actor (Left) Realistic, Fully Synthetic, Rendered Avatar (Right). 
We envision applications of immersive collaboration 
ranging from remote working to realistic, immersive 
meeting and conferencing applications and 
interpersonal negotiation situations, which would 
benefit from communication that provides not only 
verbal but also visual expressive facial 
communication without being restricted to a strict 
traditional camera (webcam) perspective. For 
example, current webcam-style teleconferencing 
that uses a lens mounted above the screen makes 
it impossible to provide direct eye contact 
between the conference participants. 
 
 
Figure 5. A Head-Mounted Face Input Digital Puppet System (Including Lights) 
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As immersive collaboration technologies with 
realistic avatars become available, several interesting 
research issues arise pertaining to the perception, 
acceptance, and efficacy of natural face technology 
itself, as well as the experience of immersion in a 
virtual environment mediated by realistic avatars. IS 
researchers, we argue, will be interested in investigating 
if and how such immersive collaboration leads to 
realistic visual presence (RVP), and what the role is of 
(1) the degree of realism of the real-time rendered faces 
of realistic avatars, (2) the quality of the interaction 
enabled by realistic avatars, and (3) the immersion in a 
virtual context more broadly. We will return to these 
questions in the following sections of the paper. 
2.3.2 NADIA: Conversational Computing 
with a Cognitive Agent 
Conversational computing, the interaction with a 
computer agent via natural speech, is cited as a major 
advance in human-computer interaction that provides 
“a natural means of interaction” to “transform 
computing,” because “being able to talk to computers 
abolishes the need for the abstraction of a ‘user 
interface’ at all” (“Now we’re talking,” 2017). While 
this is not to suggest that traditional computer user 
interfaces will be fully replaced, controlling 
computers and other computing devices via speech 
has gained momentum, with commercially available 
technologies such as Apple’s Siri or Amazon’s Alexa 
that have made their way into smartphones (e.g., the 
iPhone) or dedicated devices (e.g., Amazon’s Echo). 
MIT studies as early as 1996 indicate that personified 
interfaces help users engage in computing tasks. The 
same studies also indicated that “people’s impression 
of a face in a task are different from one of the face in 
isolation.” The research used very simple cartoon 
faces but it did state that “perceived intelligence is not 
determined by the Agent’s appearance but by its 
competence” (Koda & Maes, 1996). 
Against this backdrop, the next development step will 
be to create highly accurate visually represented 
cognitive agents that are based on similar synthetic 
face rendering technology as introduced above. We 
note that in creating such entities, designers have more 
degrees of freedom in creating the visual presentation 
when compared to the creation of realistic avatars that 
need to match a particular human face. At the same 
time, the creation of visual cognitive agents is 
complicated by the need to drive believable behavior of 
the agent with artificial intelligence (AI) technology. 
Once successful, such agents should resemble fully 
synthetic humanlike entities, in both visual appearance 
and behavior, entities that up until now have only been 
seen in science fiction. 
One example of such a visual cognitive agent is 
Nadia, which was developed in New Zealand by 
researchers at Soul Machines and the University of 
Auckland as an advisory interface for the National 
Disability Program/Insurance Scheme (NDIS), funded 
by the Australian federal government (Seymour, 
2017). Nadia was intended to be made available 
online as part of the virtual assistant platform of the 
NDIS for users with various disabilities. The intention 
was that Nadia would answer questions, provide 
advice, and engage in a normal language conversation 
with clients of the NDIS. Visually, Nadia is fully 
synthetically created. Her facial expressions are 
created by autonomous expressive embodied models 
of behavior driven by neural-system models based on 
affective and cognitive neuroscience theories. She is 
not instructed by a human actor. The agent can 
express emotions via facial expressions, and is able to 
emotionally respond to the discerned emotional states 
of the user (Seymour, 2017). 
Behaviorally, Nadia is a conversational bot, as she is 
not fully scripted with a set of predetermined 
responses, but can situationally react to the flow of a 
conversation. While her responses are drawn from a 
knowledge database carefully curated by the NDIS, 
each spoken phrase is individually created for the 
discussion at hand instead of using prerecorded lines. 
Her voice is generated semi-synthetically from the 
voice of actress Cate Blanchett. Nadia sounds natural, 
as her answers are generated from partial samples 
derived from more than 20 hours of Blanchett’s 
recorded voice. Nadia can “say” whatever is needed, 
even if the range of her responses is tightly defined. 
As a cognitive agent, Nadia can be thought of as a 
visual version of Amazon’s Alexa with a specific 
domain of knowledge. Nadia extends the notion of the 
cognitive agent by adding a human face; we thus 
characterize Nadia as a visual cognitive agent (VCA). 
Nadia is driven by its own “brain” or artificial 
intelligence (AI) schema, with an ontology provided 
by IBM’s Watson technology. It is worth mentioning 
that the underlying agent technology was designed to 
be knowledge domain–agnostic. As a result, it is 
possible to instantiate agents similar to Nadia, 
connected to a variety of different back-end 
conversational knowledge engines (Seymour, 2017). 
In fact, another cognitive agent created by Soul 
Machine, labeled Jamie and using the same 
technology, will provide banking advice as an ANZ 
banking agent (Paredes, 2018). 
We envision conversational computing with VCAs to 
raise interesting practical and conceptual, as well as 
philosophical questions, opening a new field of 
research for IS. For example, will interaction with 
what will appear like fully synthetic human characters 
bring about an instant affinity that enables more 
natural human-machine interaction, or will it be 
irritating and off-putting at first? We envision that 
interaction with VCAs will be both alien and 
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strangely familiar at the same time. Moreover, will 
the quality of advice received from a VCA be 
perceived as superior to the same advice when 
presented by a traditional user interface? Will users 
develop relationships with and attachments to VCAs 
over time? And what are the implications for our 
relationships with machines more broadly? In the 
following we will outline a research program to 
investigate such questions in IS. 
 
Table 2. Characteristics of Nadia, the NDIS Visual Cognitive Agent 
The Nadia Visual Cognitive Agent 
• Has the ability to say anything, her responses are not prerecorded 
• Is visualized with a highly detailed human face, able to express complex emotions quickly 
• Reads the emotions of the user and reacts accordingly (via an input web camera and voice stress analysis) 
• Provides answers by interfacing with a secondary AI engine—for example, IBM’s Watson 
• Is built with design input from the disabled community functionally and attitudinally 
• Improves in answer relevance and accuracy over time (i.e., learns from use) 
 
 
Figure 6. Three Visual Cognitive Agents by Soul Machines: Rachel, Nadia, and Roman. Each Is Driven By Forms of AI 
and Engages in Natural Language Conversation. 
3 Toward a Program for 
Researching Natural Face 
Technology 
We have outlined the technical and conceptual 
foundations for achieving realistic visual presence 
(RVP) with computers, which has not been done 
before, and have discussed the importance of natural 
face technology for doing so. We argue that once real-
time rendered realistic human faces become available 
for application in such contexts as immersive 
collaboration or conversational computing, we will 
be able to achieve RVP, defined as the sensation of 
interacting directly with another human actor, even 
though interaction takes place via an avatar or with 
a fully synthetic agent. 
We argue that natural face technology, as a new-to-
the-world technology is transformative in that it has 
the potential to enable a new computing paradigm, 
one that will allow interaction with (or via) machines 
in potentially more natural and unobtrusive ways than 
current computing interfaces offer, to the extent that 
the distinctions between human-to-human and 
human-to-machine interaction become decidedly 
blurred. Given its novelty there is naturally a dearth of 
existing research applicable and transferrable to this 
technology that would allow theorizing and predicting 
(1) how users will react when presented with realistic 
and interactive fully synthetic faces in machines, (2) 
what the implications of such technology for 
application in various contexts might be, and 
importantly, (3) how this technology might challenge 
established thinking and ontological categories, such 
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as those of the IT user and IT artifact. Specifically, 
the question arises, will it still be appropriate, and true 
to the phenomenon, to frame a conversation with an 
agent such as Nadia as a user “using” a machine—
will this capture what is going on in such a situation? 
We believe that IS has a duty to engage with new 
technologies and their implications as early as 
possible. Too often, we see IS research trailing and 
playing catch-up with industry applications of novel 
technologies. While we acknowledge that the 
technical creation of natural face technology may fall 
outside of the scope of IS, we argue that IS—with its 
focus on the user, the application context, and the 
(broader) implications of technology—will play a 
crucial role in understanding the nature of this new 
technology, in finding ways to employ such 
technology successfully, and ethically, and in 
reflecting on the implications the technology poses 
both for society and for how we think about and 
theorize technology itself. 
Consequently, in the remainder of the paper we will 
outline and discuss the early sketches of a research 
program for investigating realistic visual presence 
with natural face technology. We distinguish three 
levels of research, which we envision the IS field will 
progressively engage with as natural face technology 
becomes available and broadly applied in practical 
contexts (see Figure 7 for an overview): 
• Microlevel studies: Experimental research to 
investigate responses to, perception and efficacy 
of (interactions with) real-time face renderings 
of different degrees of realism, and the extent to 
which RVP is experienced by human subjects in 
varying (experimental) situations. 
• Mesolevel studies: Research into the roll-out of 
immersive collaboration, or conversational 
computing, into practical contexts; rich data 
collection into user interactions and realistic 
visual presence in natural environments. 
• Macrolevel studies: Reflection on the nature 
and implications of natural face technology for 
society and the IS field itself; the extent to 
which such technologies challenge accepted 
conceptual categories and our familiar 
conceptions of human-machine relationships.
 
Figure 7. Research Program Outline For Investigating Natural Face Technology. 
The remainder of the paper will be devoted to 
outlining in more detail future research into natural 
face technologies and the creation of real visual 
presence. Concretely, we present two sections—one 
outlining experimental research into natural face 
technology at the microlevel using realistic avatar 
technology as an example, and a second section that 
discusses future research into the application and 
broader implications of conversational computing 
with visual cognitive agents. 
We note that given the novelty of the technology and 
research topic, our ideas will, by necessity, become 
more speculative as we progress: while we present 
concrete ideas for experimental testing of natural face 
technology for creating RVP in immersive 
collaboration scenarios (in Section 4), our ideas for 
research into practical applications of visual cognitive 
agents (in Section 5) are more high-level at this stage, 
given the degree of uncertainty around possible 
implications of such technologies when rolled out into 
everyday use contexts. Nevertheless, we will 
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introduce a range of research issues and list research 
questions and discuss conceptual and philosophical 
issues as a foundation for future IS research. 
4 User Affinity with Natural Face 
Technology: The Role of 
Interactivity 
How will users react to real-time rendered natural 
faces? What contributes to affinity in users when 
interacting with natural face interfaces? To what 
extent does familiarity with rendered faces in the 
users contribute to affinity with the agent or avatar? 
These and similar questions will be at the heart of 
initial experimental research into user interactions 
with natural face technologies. In this section, we first 
outline the dominant theory capturing human 
perception of face technology: the uncanny valley 
theory. We will question critically the applicability of 
this theory for contexts in which users interact with 
natural face avatars and highlight the role of 
interactivity in creating affinity with face technology 
in the user. By way of example, we outline in some 
detail a research project for investigating the 
relationship between face realism and interactivity in 
creating user affinity with avatars. We end the section 
by arguing that interaction with digital avatars or 
agents brings about a new kind of phenomenon, 
distinctly different from the mere judgement of 
realistic prerendered faces. We argue that the 
experience of meaningful interaction with a realistic 
avatar (or cognitive agent) is what we referred to 
earlier as realistic visual presence. 
4.1 Uncanny Valley Theory 
Realistic (but perhaps not photo-real) face renderings 
are not new; they have been around in the gaming and 
film industry for quite a while now. The dominant 
way to theorize human perception and acceptance of 
photo-realistic face technology involves the so-called 
“uncanny valley” (Kawaguchi, 2011). This theory, 
now over 40 years old, predicts that acceptance of an 
artificial face increases steadily as realism in its 
presentation increases, before dropping off sharply 
and becoming negative. It then rises strongly again as 
realism approaches perfect reproduction (see Figure 8 
below). The resulting “valley” metaphorically captures 
the effect that faces can look almost real, but feel quite 
“wrong” in subtle, yet important ways. In other words, 
as realism increases to an almost realistic but still 
inaccurate state, the outcome in reaction to such faces 
worsens before it becomes better in a nonlinear 
fashion. Masahiro Mori’s 1970 paper (Mori, Kageki, & 
MacDorman, 2012) termed this limitation “bukimi no 
tani,” commonly translated as “uncanny valley.” 
As visualized in Figure 8a, Mori’s theory maps a 
function of increasing realism against an axis of 
affinity. As the realism of a human representation 
increases, the affinity increases, but only to a point. 
Once realism exceeds a certain point, there is a sharp 
drop in acceptance or affinity. Figure 8b offers three 
views of the same face—all artificial and not 
photographic—as examples of this point along the 
uncanny curve, ranging from cartoon, to an uncanny 
NCP version and then a high-resolution 3D model. 
According to this theory, the state of most affinity is 
explicitly formulated to be that of a completely 
believable or real person, where the difference is 
impossible to detect. But it also postulates a high level 
of affinity with only moderate realism, just before the 
valley drops off, such as one might experience with a 
cartoon version of a face. 
However, it has been noted that there is no clear 
measure or metric for the notion of “affinity”: it is not 
a dependent variable against which one can test with 
some independent variable (Mori et al., 2012). 
Importantly, the word itself is a translation from the 
original Japanese word Shinwakan ( 親 和 感 ), and 
thus is open to interpretation. While affinity is the 
currently accepted translation, other English 
translations have also been used, such as; familiarity, 
rapport, and comfort level to describe the theory’s 
reactionary vertical axis (Ho & MacDorman, 2010). 
Several previous studies have judged “affinity” by 
perceived familiarity. These studies asked participants 
to rate avatars on a nine-point scale in terms of how 
strange or familiar they judged it to be from 1 (very 
strange) to 9 (very familiar) (MacDorman, 2006; 
Tinwell, Grimshaw, Nabi, & Williams, 2011a). 
At the same time, determining what triggers the 
negative response in viewers captured in the notion of 
the “uncanny valley” is not a matter of a simple 
equation. There appears to be no single cause that 
makes a digital face seem uncanny (Tinwell, 2009). 
Researchers have speculated that this “eerie 
sensation” when viewing a close approximation of 
human reality “is probably a form of instinct that 
protects us from proximal, rather than distal, sources 
of danger. Proximal sources of danger include 
corpses, members of different species, and other 
entities we can closely approach” (Mori et al., 2012). 
MacDorman, Srinivas, & Patel (2013) state that 
“anecdotal evidence indicates the Uncanny Valley 
suppresses empathy,” citing many such studies. They 
outline a series of experiments to investigate if higher 
realism enhances one’s ability to take the perspective 
of a character. They suggest this might be so, because 
of increased activation of so-called mirror neurons 
(MacDorman et al., 2013). Mirror neurons were first 
discovered in the ventral premotor region F5 of the 
macaque monkey (di Pellegrino, Fadiga, Fogassi, 
Gallese, & Rizzolatti, 1992). The part of the brain that 
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contains mirror neurons shows fMRI activity both 
when an action is done and observed. Dinstein et al. 
(2007) stated this is because “the stimulus feature 
encoded in mirror neurons is repeated irrespective of 
whether the action is observed or executed”. In other 
words, the same brain activity occurs when an individual 
is performing the action and also when they are 
observing someone else performing the same action.
 
Figure 8a. The Uncanny Valley Updated to Reflect Its Application To CGI. 
 
 
Figure 8b. The Uncanny Valley CGI Examples of A Caricature, A Low Affinity CGI NPC, and A Highly Believably Photo-
Real CGI Model 
While the original theory was formulated in the 
context of robotics and prosthetics, its efficacy has 
been demonstrated for computer graphics images 
(CGI) of faces as well (Klehm et al., 2015; Rachel 
McDonnell, Breidt, & Bülthoff, 2012; Pollick, 2010). 
Yet, while the theory has been successfully applied in 
such contexts as computer animation, gaming and 
digital representations of human faces (Tinwell, 
Grimshaw, Nabi, & Williams, 2011b), it is important 
to note that most applications of the theory have 
focused on prerendered stills and preanimated film 
clips (Macdorman & Entezari, 2015; McDonnell & 
Breidt, 2010). In general, the focus of the theory has 
been on the appearance of the digital or robotic 
artifact as judged by an observer (MacDorman, 
Green, Ho, & Koch, 2009; Pollick, 2010; Tinwell, 
Abdel, & Charlton, 2013). Furthermore, later studies 
have shown that movement in faces made the 
uncanny effect even worse, and thus “changes the 
shape of the uncanny valley graph by amplifying the 
peaks and valleys” (Mori et al., 2012 p. 99). 
When extrapolating these findings, we would expect 
that the “uncanny effect” would become even more 
pronounced for the technologies discussed in this 
paper—immersive collaboration with realistic avatars 
(RA) and conversational computing with visual 
cognitive agents (VCA), in which faces are not only 
animated but also in direct interaction with the user. 
Interestingly however, anecdotal evidence from 
observations of such interactive situations suggests 
that the opposite happens: The uncanny valley 
appears to be mitigated in interactive situations, not 
aggravated. Hence, we have reason to believe that the 
change from merely standing back and judging the 
appearance of a natural face to being in direct 
interaction with a realistic avatar or visual cognitive 
agent leads to a phenomenon of a different kind, not 
merely to a variation of the known effect captured in 
the uncanny valley theory. 
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4.2 Moving Beyond the Uncanny Valley: 
Anecdotal Evidence from 
Demonstrations of BabyX 
We proceed by offering as anecdotal evidence our 
firsthand observations of a series of demonstrations of 
a visual cognitive agent technology in which, as we 
aim to show, direct interaction with a VCA created a 
phenomenon that is different in important ways to the 
one covered by the uncanny valley theory. The author 
team witnessed demonstrations of BabyX on three 
separate occasions. On each occasion BabyX was 
presented by its creator Mark Sagar in front of a 
conference audience. These demonstrations took 
place at (1) the industry conference 
DISRUPT.SYDNEY in Sydney, Australia, in 20141; 
(2) at the International Conference on Information 
                                                     
1  A recording of this presentation is available here: 
https://www.youtube.com/watch?v=pFjlGiqGrJc 
 
Systems (ICIS) in Auckland in 2015 as part of a 
keynote presentation; and most recently at the ACM 
SIGGRAPH Realtime LIVE 2015 conference in front 
of computer graphics specialists. 
BabyX is a visual cognitive agent which presents as a 
young child. BabyX was a precursor to Nadia and 
developed by the same team. BabyX is based on a 
self-learning neural brain model. “She” works using 
biologically based computational behavioral models 
driving her virtual babylike character. BabyX uses a 
psychobiological modeling framework called “Brain 
Language” (BL) to create an autonomous agent with a 
realistic face. BabyX’s autonomous expressive 
behavior is driven by various neural-system models 
based on affective and cognitive neuroscience 
theories. As a result, she resembles an “unscripted 
agent,” in that her responses are constructed in the 
moment, using the latest theories in childhood 
neuroscience (Sagar et al., 2016). 
 
 
Figure 9. Close-Up of Baby X (Source: Soul Machines) 
During each demonstration, Mark Sagar would begin 
by talking about BabyX as a technology and its 
neurological and psychological underpinnings. At 
some point, he would put the “face layer” on BabyX 
and begin interacting with “her.” On each occasion, 
we observed a strong noticeable change in the mood 
and reactions from the audience, as Mark began 
eliciting from BabyX emotional face responses (e.g., 
smiling when he smiled, or distress when his face 
would disappear from her visual field) or verbal 
repetitions of words he would teach her. The reactions 
from the audience were audible and visceral, there 
was laughter, gasps, and joyful expressions in 
reaction to her emotive responses. 
It was clear that something had changed in the room 
the moment Mark elicited responses from BabyX and 
interacted with her, which he did in an unscripted, 
quite natural way. While there is no suggestion that 
the audience rationally thought the baby on screen 
was in any way “real,” they nevertheless instantly and 
emotionally react to her as if she was. This became 
particularly clear when Mark offered to demonstrate 
the “pain response” of the neurological net 
underpinning BabyX, applying a stimulus as if 
someone was about to “hurt” the baby. Significantly, 
even though these were academic presentations in 
front of professional audiences, and pain response is a 
perfectly valid part of any brain model, the audience’s 
reaction demonstrated that Mark’s suggestion of 
“cruelty” toward BabyX was seen as inappropriate. 
Interestingly, this situation was followed by an 
emotional display of relief in the form of laughter 
when Mark refrained from applying the stimulus. As 
laughter is infectious, Mark also laughed, which was 
witnessed by BabyX, who in turn became more 
joyous based on reading genuine happiness sensory 
input from Mark’s face. On each occasion BabyX 
spurred many discussions after the presentations; 
audience members appeared taken aback by the 
collective emotional responses to BabyX even though 
they understood quite well that what they witnessed 
was merely a simulation in software code. 
These observations offer the following insights: We 
note first that the dynamic in the room changed when 
BabyX’s face appeared on the screen. This is not 
surprising in light of the general significance of 
human faces, as outlined earlier. Second, we note that 
BabyX’s face was by no means a 100% realistic 
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rendering and that it might well have elicited a typical 
uncanny valley response under different 
circumstances, e.g., when judged for appearance 
alone. In the observed settings, however, we 
witnessed direct interactions between the 
demonstrator and the BabyX agent. This leads us to 
reason that third, what happened in each of the 
presentations is not that the audience merely saw and 
reacted to an animated, moving face, but that they 
observed an interaction between two actors, one human 
and one nonhuman, which resulted in a different 
phenomenon altogether. Finally, we observed that as 
engagement between these actors unfolded the 
audience went from mere observers to engaged 
participants in a social situation. Rather than standing 
apart as mere spectators, they were involved 
emotionally and emphatically in the unfolding situation 
on stage. Interestingly, we have observed that people 
who merely watch a recorded video of such BabyX 
demonstrations do not exhibit the same degree of 
response as those who were in the room at the time. 
These observations lead us to argue that it is the direct 
engagement, or interaction, with the VCA that 
changes the nature of the phenomenon, as compared 
with a mere presentation of the VCA or the 
judgement of appearances of prerendered faces, still 
or moving. In turn, this suggests that the uncanny 
valley theory, despite its long-standing success in 
predicting responses to recorded realistic rendered 
faces might not be directly applicable to situations 
that include interactivity and direct engagement as 
outlined above, or that the theory should be modified 
and retested with interactivity as an additional 
construct. In what follows we briefly present, by way 
of example, a research design for testing the impact of 
interactivity in creating user affinity with natural face 
technology. We conclude this section with a 
discussion of the nature of interaction as a new 
phenomenon beyond the uncanny valley, a 
phenomenon that opens up a space for new theorizing 
in IS of user interaction with VCAs and RAs. 
4.3 A Research Design for Testing the 
Impact of Interactivity on User 
Affinity with Natural Face 
Technology 
The dominance of the uncanny valley in computer 
science and in CHI is understandable, but it may not 
serve as a ground for IS research to stand on as we 
begin to investigate and theorize natural face 
technology in actual applications. We note again that 
the original theory predicts that the uncanny effect 
will be amplified by movement, but that it either does 
not make any assumptions about the role of 
interactivity, or that interaction has implicitly been 
subsumed under the movement category. Against this 
backdrop, we argue that our observations above 
warrant the investigation of interactivity as a separate 
construct. To do justice to our observations, we 
hypothesize that interactivity operates on an 
independent, orthogonal dimension to “appearance,” 
and that the user processes the experience differently. 
Hence, in the following we present an experimental 
research design as an example of initial research into 
the application of natural face technology. 
We present here the design and foundation work for a 
study to test the influence of appearance and of 
interaction as two separate effects on the acceptance 
of nonhuman actors that are presented by faces with 
varying degrees of photo-realism. In the following we 
use a setup based on avatar technology. In doing so, 
we are interested to test if and to what extent a digital 
character’s lack of realism in appearance is mitigated by 
human interaction, as was suggested by our observations 
above. We thus ask the questions: if a realistic avatar is 
not only moving but interacting, is the interaction 
characterized by more affinity? In more general terms, 
does interactivity change the phenomenon? 
While the original uncanny valley theory juxtaposes 
affinity (in the user) and realism (of the appearance of 
the rendered face), we propose interactivity as an 
additional construct, which results in a 3D mapping of 
interaction vs. realism vs. affinity (see Figure 10). By 
treating realism and interactivity as two separate 
dimensions we assert that there are situations where a 
face may be considered unacceptable on the basis of 
appearance alone, but could be quite acceptable when 
combined with interactivity, even though the face 
might still be judged as artificial (i.e., something less 
than imperceptibly real). Interactivity is thus 
theorized to have a mitigating effect for appearance.
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Figure 10. Mapping of Constructs. 
The experimental setup will thus have to account for 
different degrees of realism in avatar appearance, and 
different situations involving varying degrees of 
interactivity. We propose to account for realism by 
utilizing 3D-rendered faces with different degrees of 
realism (such as shown in Figure 8b above). We note 
that the efficacy of prior studies comparing different 
degrees of facial realism was often limited by not 
using examples based on the same face. We thus 
argue that a variation utilizing the same face at 
different levels of realism should be used. 
 
Table 3. Range of Test Variables 
Levels of realism (1) Still image (2) Prerecorded video 
(3) Interacting  
on screen 
(4) Immersive 
interaction 
 
 
• Simplest imagery 
• No movement 
 
• Simplest imagery 
• Filmed movement 
 
• Simplest imagery 
• Interact with 
avatar viewed 
on a monitor 
 
• Simplest imagery 
• Interactive 
• Viewed in VR 
 
 
• Moderate imagery 
• No movement 
 
• Moderate imagery 
• Filmed movement 
 
• Moderate imagery 
• Interact with 
avatar viewed on 
a monitor 
 
• Moderate imagery 
• Interactive 
• Viewed in VR 
 
 
• complex imagery 
• No movement 
 
• complex imagery 
• filmed movement 
 
• complex imagery 
• interact with 
avatar viewed on 
a monitor 
 
• complex imagery 
• fully 
interactive in 
VR 
Moreover, users will be exposed to different 
situations of varying degrees of interactivity. We 
suggest the different avatars need to be experienced 
as (1) a still, (2) a prerecorded video clip, (3) an 
interactive avatar on screen, and (4) as an interactive 
avatar in an immersive VR environment. In order to 
create true interactivity, the two interactive avatar 
versions will require advanced digital real-time face 
tracking and rendering, because interactive avatars 
require the ability to exhibit immediate emotional 
matching between the person driving the avatar and 
their avatar when reacting to the user subject. Table 3 
provides an example of the various test cases covered 
in such an experimental setup. 
For the actual experimental setup, we envision user 
subjects being presented with still images and videos 
on a screen, on which they will also interact with the 
avatar in a video conferencing style communication 
situation. For the situation with the highest degree of 
interactivity, participants will be seated wearing a VR 
head set and be exposed to an interaction situation 
comparable to the immersive collaboration scenario 
described in section 2. 
In both interactive scenarios, a person “behind the 
curtain” will drive the avatar’s interaction with the 
participants. This “Wizard of Oz” style interaction 
will allow the researcher driving the facial interface to 
be hidden from view, but able to see and hear the 
participant via their webcam, while projecting onto 
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the avatar their own facial expressions. Figure 5 
shows the head-mounted display that registers the 
researcher’s reactions and drives the on-screen avatar; 
Figure 11 shows the experimental setup using a 
screen. The research will involve a small sample trial 
to validate the data collection process and analysis 
before proceeding. The eventual sample size of the 
main subject group is expected to be greater than 30. 
We note that the technical details of the face tracking 
and advanced rendering are outside this scope of this 
paper, but that both are achievable technically today 
with the latest available technology. 
We further envision participants engaging in a 
specific task, such as planning an overseas holiday 
with the aid of an assistant available via avatar. The 
chosen task should not invoke strong recall of 
previous emotions (which may be hard to separate 
from emotions and responses due to the avatar), and 
should neither be unpleasant nor too routine. 
For the procedural setup of the experiment, 
participants would explore and experience face 
presentations that are successively modified in terms 
of both interactivity and realism, and the experiment 
would measure positive or negative degrees of 
affinity. Participants would be surveyed after 
exposure with a concise Likert questionnaire. An 
Attrakdiff UX eSurvey–style model2 could be utilized 
for evaluation regarding how much affinity the 
participants feel toward the avatars in terms of 
usability and appearance. The process would be a 
within-subjects design using a Latin square. In order 
to gauge if there is basic emotional attachment to the 
avatar, part of the experiment would need to involve 
exploring a baseline empathy present without the 
introduction of a facial avatar representation, building 
on the work of Clifford Nass and others (Lee & Nass, 
2003; Nass & Yen, 2010; Reeves & Nass, 1996). 
Furthermore, a limitation of the proposed research is 
the limited exposure to one base subject only in terms 
of facial features and gender. 
 
                                                     
2http://www.uid.com/en/services/user-research/ux-
evaluation.html 
 
Figure 11. The Experimental Layout Illustrating The “Wizard of Oz” Researcher Behind a Wall Controlling the Avatar. 
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It is worth mentioning that this research plan meets 
the criteria of a design science approach, as it 
incorporates principles and practices associated with 
IS design science research. It meets the three 
objectives stated by Pfeffers et al.: it is consistent 
with prior literature and theory, it provides a process 
model for doing the research, and it provides a mental 
model for presenting and evaluating design science 
research (Pfeffers, Tuunanen, Rothenberger, & 
Chatterjee, 2007). We note that this is merely one 
possible approach to researching the specific 
(microlevel) issues of this new phenomenon. 
4.4 Interaction with Digital, Nonhuman 
Actors—A New Phenomenon? 
We propose that the simple two-dimensional 
relationship between affinity and realism in the 
uncanny valley theory does not encapsulate the 
complexity of a situation where interactivity is 
introduced, and we expect the above experimental 
setup to be able to confirm this assumption. We 
propose as a metaphor for the role of interactivity the 
“flooding” of the uncanny valley, as this implies that 
we are no longer merely crossing the uncanny valley 
on a quest to improving realism in appearance, but 
exploring a phenomenon of a different kind, one that 
is not encompassed by the original theory. While one 
could argue that interaction is just an extension of 
realism, this would imply that they are part of the 
same axis. We propose here that there is an additional 
dimension and that this new dimension invokes 
different cognitive processes than just aesthetics or 
appearance; it affects sensemaking and is likely to 
involve different neurological processing. 
Conceptually and philosophically, we argue it brings 
about a different mode of engagement. 
Neurologically, we would expect to see a change in 
brain activation when moving from mere face 
recognition and judging of face realism to observing 
or engaging with a realistic avatar. We have reason to 
believe that mirror neurons, which have been credited 
with enabling empathetic mirroring responses 
(Keysers & Gazzola, 2008; Kilner & Lemon, 2013; 
Rizzolatti & Craighero, 2004), are responsible for 
instilling empathy in the observer when the avatar 
entity is no longer static and judged for appearance 
but is now interacting, and therefore being taken as a 
“person” rather than an image. This mirroring 
response, we suggest, will be responsible for the 
“flooding” of the uncanny valley. We propose that 
extensions to the data collection procedures in the 
above experiment might be used to investigate 
differences in neurological processing associated with 
judging appearances versus engaging in interaction. 
Philosophically, we argue that interaction with 
realistic avatars (or visual cognitive agents) presents 
an entirely different phenomenon from the 
judgement of facial appearance. During 
interactions, we do not normally scrutinize or judge 
another person’s face, nor do we merely recognize 
a face when we encounter someone in the street—
in both of these situations, we encounter or engage 
with the whole person. During such encounters, we 
make no conscious distinction between the person, 
their identity, or their face. While we recognize a 
person by their face, it is not the face we recognize, 
but the person as such. 
Similarly, when we interact with someone or observe 
someone else interact with another person—or with a 
believable humanlike entity for that matter—we do 
not merely look “at” the other, but find ourselves in a 
situation “with” the other. This mode of engagement 
is what (Heidegger, 1962) captures in his notion of 
“being-with-one-another” a form of situational 
engagement in which one finds oneself engaged with 
another person in a concernful and practical manner, 
oriented toward whatever one’s joint business is. In 
other words, when interacting with another person, 
one’s attention and orientation are typically focused 
on the topic of the conversation or whatever joint 
business the interaction involves, and not on the other 
person as such. 
This distinguishes sharply from a mode of 
engagement whereby one would look at and judge 
another person as the explicit object of attention—this 
mode of engaging would capture the judgingof facial 
appearances but not one’s normal encounters with 
another person. Similarly, when observing other 
people interacting, we would normally focus on the 
interaction (e.g., on the flow of conversation), rather 
than on the specific features of the individual actors. 
We thus suggest that there is an important changeover 
in our mode of engagement that is at the heart of the 
above experiment—our mode of engagement changes 
when moving from paying attention to and judging a 
face (still or video) to interacting with an avatar or 
agent. We further suggest that it is such being-with-
the-agent (or avatar) in interaction that is captured in 
our notion of realistic visual presence (RVP), a 
sensation of being with a nonhuman actor as if it 
were a human actor. 
Finally, we note that the role of realistic faces, while 
still important, will be backgrounded in such 
interactions, in the sense that when the interaction 
progresses naturally the face as such will not be 
noticed if it is believable and realistic. Only if the face 
is off-putting, or otherwise stands out as conspicuous 
(e.g., due to a flaw in rendering or time-lag), will a 
breakdown occur that interrupts the flow of 
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interaction. In such a breakdown situation, our 
engagement would change from being-with-one-
another to an explicit scrutinizing of the face as the 
object of attention (Dreyfus, 1991). If the face were then 
judged unfavorably in terms of the uncanny valley 
response, we might expect the interaction to be 
compromised with a lasting negative response by the 
subject, given that the “illusion” of “being with” would 
then be broken. Equally, we would expect that 
interacting with avatars with low levels of realism in the 
above experiment would not result in the kind of 
interaction that results in RVP, as human subjects would 
not naturally take the entity to be a believable person. 
We conclude that as realistic avatars and visual 
cognitive agents become available, a new field of 
research for IS will emerge: the study of human 
interactions with such nonhuman actors, which will 
raise a range of potential research questions. We 
provide an overview and consolidated list of potential 
research questions in the discussion section below. 
5 Visual Cognitive Agents in the 
Field: From Interaction to 
Relationship 
In this section, we widen our perspective to discuss 
research implications of visual cognitive agents and 
their imminent roll-out into practical contexts. As we 
previously outlined, VCAs, while sharing a natural 
face interface with realistic avatars, come with an 
additional behavioral dimension that adds significant 
complexity to their design and ability to bring about 
creating realistic visual presence in interaction with a 
user. Hence, fully realistic visual cognitive agents will 
not only have a humanlike appearance but will also be 
able to display believable behavioral competence in 
that they appear to understand language and respond 
in a way that makes sense to the user. Once VCAs 
(such as Nadia) are released “into the wild,” they will 
have to prove themselves not only through 
interactions, but also over time, by building 
relationships with their users. In the following we will 
discuss in more detail: (1) the behavioral dimension 
of VCAs, (2) the requirements of VCAs to engage in 
relationships with users over time, and finally (3) 
philosophical questions that arise from living with 
these emerging new forms of “artificial humans.” 
5.1 Behavioral Competence in Visual 
Cognitive Agents 
We begin by noting that the behavioral dimension of 
VCAs is not independent from their visual 
presentation, since much of the behavioral 
competence of a VCA is carried by emotional 
expressions of the face. In general, we distinguish two 
main behavioral components: 
1. Domain competence: An agent must 
demonstrate competence in its domain of 
expertise. For example, Nadia is underpinned by 
a knowledge database that was carefully curated 
by the NDIS, so that “she” is capable of 
providing useful and relevant advice in an 
interactive way. 
2. Social competence: In addition to providing 
factually correct information about the domain 
area, VCAs will also have to be able to behave 
and interact in socially acceptable and 
appropriate ways, both in terms of holding a 
conversation and in displaying emotions and 
social cues via facial expressions. 
It is the second component that we envision will open 
a new, productive space for future research, as 
researchers and designers in IS and adjacent spaces 
will progressively have to learn about the intricacies 
of how to “teach” these “artificial humans” socially 
acceptable manners and demeanor. We suggest that 
the humanlike appearance of VCAs will come with 
expectations regarding their capabilities to engage in 
realistic, natural interactions. While a user might 
naturally take to interacting with a VCA as if they 
were a person, the challenge of generating in the 
agent the kinds of believable responses that bring 
about the sensation of realistic visual presence is not 
trivial. While it is beyond the scope of this paper to 
delve into the technical details of how to imbue 
software agents with the ability to read and respond to 
the emotional states of users, be it through elaborate user 
modeling or self-learning AI (Sagar et al., 2016), it is 
worth pointing out that there is a long-standing research 
field in computer science built around these issues: 
Affective computing is concerned with bidirectional 
relationships between humans and computers (Picard, 
2003)—in particular, the reading and modeling of a 
user’s emotional state and reflecting this state in a 
user interface. While emotions are sometimes, and in 
certain contexts, portrayed in a negative light, this 
research stream explicitly recognizes the importance 
of emotions for task success and human-machine 
interaction generally (Picard, 2010). We argue that 
when it comes to creating natural, conversational 
interactions between a user and a visual cognitive 
agent, it is important that the agent not only respond 
appropriately at the level of content (what is said), but 
also at the level of social cues and emotions (how 
something is said). Relevant in this context is the 
concept of mirroring behavior—the unconscious 
mimicry of postures, mannerisms, and also facial 
expressions, such that one’s behavior passively and 
unintentionally changes to match that of another 
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(Chartrand & Bargh, 1999). Much effort will thus 
need to go into creating neuroadaptivity in the agent 
entity—the ability of the artificial neural system to 
“recognize the physiological state of the user and [to] 
adapt, based on that information, in real-time” (Riedl, 
Davis, & Hevner, 2014) to express the kinds of 
subtle, usually unnoticed expressions and facial 
responses necessary for an interaction to feel natural, 
and thus for realistic visual presence to occur. 
Conversely, we would expect that when the 
expression and demeanor of an agent engaged in an 
interaction feels “off-putting,” this might lead to 
similar situations of “breakdown” that interrupt the 
flow of interaction, as discussed above with cases of 
inaccuracies in face renderings more generally. While 
this might cause reactions in the user as mild as 
momentary irritation, in extreme cases, such 
breakdowns might result in repulsion and a feeling of 
deception. We argue that as these technologies become 
available and make their way into real-life use situations, 
it is worthwhile to consider and investigate the existence 
of a kind of behavioral “uncanny valley” effect that is 
caused not by visual repulsion but by the off-putting 
behavior of the agent, either conversational or pertaining 
to the facial display of emotions. 
5.2 Building Relationships with Visual 
Cognitive Agents 
With traditional software systems, there is an implicit 
expectation that the user interface and behavior of a 
system is the same every time one uses the system 
(any changes via update or upgrade are usually 
known in advance). However, this expectation could 
change when the user interface is an artificial person. 
Would we not expect an agent, such as Nadia, to 
remember us, learn about us and over time adjust her 
behavior between interactions in ways that we would 
expect from a real person? In other words, the 
question arises, if, and under what circumstances, a 
VCA should accommodate building relationships 
with users over time, rather than merely engaging in a 
series of isolated, transactional interactions as if they 
were starting over each time. For this to be possible, 
we envision a VCA requiring three separate, yet 
interrelated levels of sophistication: 
1. Recognition: the VCA must be able to 
recognize each individual user, e.g., via face 
recognition. For example, Nadia is capable of 
recognizing and greeting by name each user 
individually. 
2. Recall: the VCA needs to remember past 
interactions and build a historical record of past 
encounters with each user. We would expect the 
agent to remember and recall the content and 
outcome of past interactions, akin to a 
combination of access to a factual client file and 
the personal memory of each encounter and 
conversation. 
3. Adaptation: the highest level of sophistication 
will be the ability to adjust social demeanor and 
comportment toward the user in subtle ways 
over time, in order to create the appearance of 
increasing familiarity that is characteristic of an 
emerging interpersonal relationship. 
We suggest that the first two levels of sophistication 
are reasonably straightforward to implement 
technically, while the third level will be exponentially 
more difficult to achieve. Social, interpersonal 
relationships develop gradually and over time 
(Kramer & Tyler, 1996); they are highly complex 
arrangements that comprise a multitude of 
dimensions, such as rapport, familiarity, trustworthiness, 
and a shared understanding and predictability in the 
other’s behavior, to name a few (Krackhardt, 1992). At 
present, we do not know how to build in an agent the 
kind of behaviors that are based on an accumulating 
history with an individual user and that would resemble 
believable behavior familiarity typically experienced in 
an emerging interpersonal relationship. 
We envision that only research in situ, via rich 
methods of inquiry, such as shadowing, ethnography, 
or similar rich data collection methods, will shed light 
on whether such relationship building is necessary or 
valuable, and if so, what its contribution to the 
experience of RVP and the efficacy of a particular 
service provided by the VCA might be. We suggest 
that while appearance and believability in interaction 
might be necessary for the initial user acceptance of 
VCA technology, the relationship component might 
turn out to be crucial for the long-term success of 
VCAs in the field. 
5.3 Broader Philosophical, Ethical, and 
Conceptual Questions 
As we contemplate the implications of visual 
cognitive agents becoming widely available in 
everyday contexts, we argue that we will have to 
engage with questions about the effects such agents 
will have for our own self-understanding. We suggest 
that the creation of artificial human entities will raise 
quite profound ethical and existential questions. 
While we cannot possibly foresee and discuss such 
questions comprehensively, we would nevertheless 
like to raise a few. To do so, we suggest it is 
necessary to adopt a different philosophical stance 
than we have implicitly taken so far in this paper. 
Thus far, we have, quite naturally, taken avatars, 
agents, and users to be entities defined by properties. 
Such an entity-oriented worldview is commonly 
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known as substantialism, whereby what it means to 
be is essentially a matter of physical existence, to be a 
substance, mental or physical. Or as King (2001) puts 
it: “when Greek-Western philosophy speaks of to be, 
it thinks of the is of a thing” (emphasis added). Under 
this view, the world consists of independently existent 
substances with properties (Bunge 1977; Weber 
1997); even humans are conceived in that way, as 
minds with mental attributes such as goals, beliefs, 
and attitudes about the world (Weber 2012, 2). 
We note that such a view is widely taken for granted in 
(Western) everyday life and scientific thinking 
(Spinosa et al., 1997), and this view is useful for 
designing avatars and agents as material entities 
imbued with certain face and artificial mind properties. 
However, it is less useful for asking existential 
questions about what agents might become once they 
are part of a user’s world and how they might change 
our own self-understanding in the process. 
Consequently, we envision future philosophical 
inquiry to engage with this topic from within a 
relational ontological view, one that makes a 
distinction between entities (the things we refer to) 
and their being (what they are by way of involvement 
in the world) (Riemer & Johnston, 2014), taking into 
account that entities acquire their being relationally 
through active, practical involvement with each other 
in the world. Such a worldview makes it possible to 
inquire phenomenologically about the being of the 
entity— i.e., what is this entity? What place does it 
have in the world? 
As such, we will be able to ask questions about the 
being of a VCA, such as Nadia, when relationally 
involved with particular users, whereby the VCA 
might become different things to different people, 
such as a useful advisor, a trusted companion, or a 
mere nuisance, depending on “her” involvement in a 
particular user world. Equally, we suggest that 
interaction with such artificial humans might also 
change or challenge us in quite existential ways, in 
that previously stable professional and personal 
identities become renegotiated. For example, we 
might have to ask, does it matter how we treat our 
agents? Will this reflect badly on us? What does it say 
about us if we choose one kind of agent as a personal 
assistant over another? Will there be new social 
conventions or norms that organize our collective 
lives with visual cognitive agents once they become 
ever-present on our mobile devices? And what 
happens if we go to a friend’s house who maintains a 
relationship with the same agent, will he/she 
recognize us, and should they? Will there be a 
sociality of agents? Moreover, will it be appropriate 
to “own” these agents in conventional ways? Will a 
corporation that provides a VCA be allowed to 
change his/her appearance at will, or even 
decommission agents when they have already become 
integral parts of peoples’ lives in quite existential 
ways? Will users rebel? Will there be a new ethics 
covering the “lives” of VCAs? Similarly, will 
advanced VCAs be recognized as a legal entity with 
certain rights and liabilities when carrying out 
certain tasks autonomously? 
Finally, we argue that the nature of interacting and 
building relationships with artificial human entities, 
such as VCAs, puts into question the usefulness of IS 
foundational constructs such as the “IT artifact” and 
“IT user” for adequately capturing this phenomenon. 
We question their usefulness because they are 
unlikely to capture what it is like to interact and 
converse with an entity capable of displaying 
intelligent and emotional responses via a human face. 
We ask, is it appropriate to speak of being a “user” of 
a such an entity? Does the artifact-user dyad 
appropriately capture the experience of interacting 
and living with a VCA? We argue that the discipline 
might want to explore alternative (e.g., existential, 
relational) philosophical perspectives as a grounding 
for researching the role of VCAs in the world. 
We note that the foundational nature of IT artifact and 
IT user has already recently been challenged in IS by 
proponents of alternative philosophical positions, 
such as sociomateriality (Orlikowski, 2007). These 
scholars argue that in a world infused with 
technology, it is increasingly difficult to clearly 
separate entities such as the IT artifact or IT user 
empirically (Orlikowski & Scott, 2008), and that 
“users” often do not experience IT as separate from 
them, but rather as an integral part of their lives and 
identity (Riemer & Johnston, 2014). We emphasize 
that while we equally question the appropriateness of 
the IT artifact and user, it is not because the artifact 
disappears from view (e.g., as part of a sociomaterial 
assemblage), but because the entity in question 
resembles an artificial person interacted with as a 
dedicated “other,” rather than being experienced as a 
piece of IT being “used.” 
6 Discussion 
We began with an introduction to natural face 
technology (NFT) and demonstrated the significance 
and importance of human faces and their potential for 
rethinking computer interfaces and our interactions 
with machines. We have used as examples the 
application of NFT in immersive collaboration with 
realistic avatars (RA) and conversational computing 
with visual cognitive agents (VCA). The main aim of 
this paper was to outline for the IS discipline a 
provisional research agenda that would allow 
engaging with this emerging technology at an early 
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stage. To this end, we took as a starting point the 
dominant uncanny valley theory which theorizes user 
responses to artificial face renderings. Using 
anecdotal evidence from real-life interactions with 
VCAs, we argued that interactivity brings about a 
new kind of phenomenon different from merely 
judging the appearance of prerendered faces. We 
theorized that it is the “being with” an agent or avatar 
experienced in interaction that brings about realistic 
visual presence (RVP)—the sensation of being 
present with a digital actor as if it was a human actor. 
We proceeded to argue that once such NFTs are 
released into the wild, our gaze will have to widen to 
account for multiple interactions with such entities 
over time, which raises questions about the ability of 
VCAs to engage in believable relationship building. 
Finally, this led to a discussion of emerging 
philosophical, ethical, and conceptual questions 
concerned with the implications of VCAs “in the 
wild.” In the following we consolidate our insights 
into a provisional research agenda, and briefly discuss 
practical applications and areas of ethical concern 
from the application of NFT. 
6.1 A provisional IS research agenda 
We present here as a main contribution a provisional 
research agenda for studying the design, acceptance, 
use, and application of natural face technologies. 
Table 4 presents a consolidated list of the various 
research questions we raised and discussed over the 
course of our argument, covering micro-, meso-, and 
macrolevels of inquiry as presented in Figure 7 
initially. We note that as NFTs progressively become 
more widely available and make their way into 
practical applications, a range of research 
opportunities will emerge. We outline, by way of 
example, yet by no means comprehensively, a number 
of different research areas, each of which will 
contribute important insights into the emerging 
phenomena associated with NFT. 
We envision research to be experimental initially, 
exposing test users to various early incarnations of 
NFT. In Section 4.3 we outlined an example research 
design for testing the impact of different levels of 
realism and interactivity on user affinity with realistic 
avatars. Furthermore, we see opportunity for NeuroIS 
research (Dimoka, Pavlou, & Davis, 2011; Riedl et 
al., 2014) that looks into the neurocorrelates of 
various constructs involved in bringing about RVP 
through interaction with realistic avatars or visual 
cognitive agents. Equally, we envision that NFT will 
provide a productive space for design sciences 
research (Hevner, March, Park, & Ram, 2004)—for 
both research that develops and tests design theories 
(Gregor & Jones, 2007) for the creation of effective 
NFT, as well as design research that provides new 
insights and theorizing into how humans interact with 
and behave toward these new artifacts (Kuechler & 
Vaishnavi, 2008). Finally, as we have discussed at 
length in the previous section, we suggest that the 
application of NFT-based artifacts such as VCAs raise 
interesting new philosophical, ethical, and conceptual 
questions for IS and for adjacent fields more broadly. 
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Table 4. Consolidated List of Indicative Research Question. 
Time Indicative List of Research Questions Type of Research/Inquiry 
Microlevel: 
Focus on 
NFT artifact-
user dyad 
• Which factors contribute to affinity with and acceptance of various natural 
face technologies, such as realistic avatars and visual cognitive agents? 
• Specifically, does interactivity positively affect affinity? 
• If yes, is there a threshold for realism in appearance in situations with 
interactivity? 
• More generally, does interactivity change the phenomenon? 
• What is the role of emotional expressions in VCAs for user acceptance? 
• What is the role of mirroring behavior in VCAs for user acceptance? 
• What factors (e.g., rendering problems, conspicuous behavior) cause 
breakdowns in interaction with NFT artifacts? 
Experimental 
research into user 
perception, 
acceptance of NFT, 
testing the uncanny 
valley theory, and 
creation of RVP 
• Which parts of the brain are involved in face recognition? 
• Which brain regions are involved in judging NFT appearance vs interacting 
with NFT artifacts? I.e., does interactivity change the phenomenon? 
• Which role do mirror neurons play for effective interaction with NFT 
artifacts and the creation of RVP? 
NeuroIS 
research into 
interaction with 
NFT 
• What are suitable kernel theories for creating effective NFT artifacts to 
facilitate RVP? 
• What are design principles for creating NFT artifacts that facilitate RVP? 
• How can NFT artifacts best be evaluated to derive useful design principles 
for designing NFT artifacts with high RVP efficacy? 
Design science 
research into 
creation of RVP 
with NFT, 
developing design 
theories for NFT 
Mesolevel: 
Focus on NFT 
use in context 
• What is the level of history required in VCAs to facilitate RVP consistently 
over time (e.g., recognition, recall, adaptation)? 
• Which factors are relevant for social adaptation of VCA behavior over 
time? Display of trustworthiness? Predictability? 
• What is the optimal level of recall and memory in creating VCA 
relationships with users? 
• Is too much recall unnerving? Do VCAs have to be forgetful to be more 
humanlike? 
• More generally, is it possible to create a believable relationship experience 
with VCAs? 
• What are the benefits from deployment of VCAs in various contexts? 
Rich data collection 
to study user 
appropriation of 
VCAs in context, 
over time 
Macrolevel: 
Broader 
implications of 
NFT application 
• What will particular VCAs become when appropriated into a user’s world? 
• How does working and living with VCAs change us? 
• What does it say about us if we choose one kind of agent as a personal 
assistant over another? 
• Will there be new social conventions or norms that organize our collective 
lives with VCAs? 
• Will agents be tethered to their “users” in one-on-one relationships or will 
they have a “social life”? 
Philosophical 
questions arising 
from working and 
living with VCAs 
 • Will there be a new ethics covering the “lives” of VCAs? 
• Will it be appropriate to “own” a VCA? 
• Will it be appropriate for a corporation to change or decommission a VCA 
that is part of peoples’ lives already? 
• Who is liable for the actions of VCAs? Their creator, owner? 
• Will advanced VCAs be recognized as a legal entity with rights and 
liabilities? 
Ethical and legal 
questions arising 
from working and 
living with VCAs 
 • Is it appropriate to speak of being a “user” of a VCA? 
• Hence, does the artifact-user dyad still appropriately capture the 
experience of interacting and living with a VCA? 
• What are alternative (e.g., existential) perspectives to ground IS research 
on VCAs? 
Conceptual 
implications for 
research and 
theorizing in IS 
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6.2 Practical Implications of Natural 
Face Technologies 
Natural face technologies offer many areas of 
practical application. Here we offer a selection of 
possible scenarios, from training, education, health 
advice, and therapy. Most generally, we suggest that 
NFT allows for creating new kinds of user interfaces 
that reduce the need for keyboard interaction, 
extending existing voice-based solutions, such as 
Alexa and Siri. In doing so, NFT allows for a richer 
interpretation of the virtual assistant metaphor, 
providing for verbal as well as facial communication. 
Looking beyond user interface solutions to 
educational contexts we see applications for VCAs as 
coach, mentor, or teacher, as well as study companion 
(Chan, 1989). For example, would a 7-year-old girl 
learn mathematics better from another 7-year-old on 
the screen? Would she be more engaged if that girl 
were actually a digital version of herself? Would 
there be benefits in the positive visualization of 
herself succeeding and already being able to do 
difficult math problems? Would she just pay more 
attention to herself than an adult teacher? 
Similarly, we see applications for realistic avatars in 
VR-based training scenarios. While VR already 
provides a trainee pilot with the ability to rehearse 
cockpit procedures in a virtual cockpit, realistic 
avatars will make it possible to create fully immersive 
collaborative settings that provide for realistic interaction 
between pilot and copilot (or instructor). With 
immersion an instructor could do more than merely 
observe and comment, as an avatar they could actively 
play a role in the simulation, adding realism of the 
human element that may be critical in such a simulation. 
Moreover, when combined with recent developments 
in translation technology, one can imagine scenarios 
in which realistic avatars would be used to generate 
multilocation or multilanguage lecture, presentation, 
or conference setups in which a speaker is present in a 
number of contexts as an RA with the ability to 
translate speech into different languages in real time 
and also to interact and take questions from 
participants in each context. 
In health and therapy, NFT might enable new forms 
of agent-based mental health services. While using 
VCAs for providing patient consultations or therapy 
might sound counterintuitive, existing work has 
already proven the benefits of using computer-based 
advisors to help returning servicemen and women 
rejoin civilian life, or support certain mental health 
patients in preparing for job interviews. Certain 
groups seem to respond better to computer agents 
than human consultants (Kleinsmith, Rivera-
Gutierrez, Finney, Cendan, & Lok, 2015). Similarly, 
a team at the University of Southern California has 
built a virtual patient that allows both untrained 
medical and psychology students to practice 
conversations with patients (Rizzo et al., 2015, 2016). 
Each of these early agent applications might benefit 
from more realistic and subtle interactions provided 
by emerging VCA technology. 
6.3 Potential Ethical and Moral Issues 
With any new technology come certain ethical 
implications. The ability to create and puppet human 
realistic faces brings with it the potential for misuse 
and manipulation. Technically it will soon be possible 
to recreate the faces of celebrities or other persons in 
the public sphere from available visual materials. 
While we can already see the manipulation of still 
photographs, or even prerecorded videos, imagine the 
impact that an imposter with a realistic avatar of a 
country leader might have in the aftermath of a terror 
attack, where an online or televised broadcast with 
real-time immediacy could misdirect crowds to create 
panic or steer them toward another impending incident. 
It would be hard to discern such deception in the 
confusion of the immediate aftermath if the broadcast 
appeared to be a live response, expressed with the 
illusion of sincerity, emotion, and duty of care. 
In the long term, the wider application of VCAs or 
avatars raises a multitude of use-related issues. For 
example, will we see cases of parental surrogacy where 
a parent abdicates reading a bedtime story, since a 
replica parent can be left to do so with infinite patience 
and no intolerance to repetitive children’s stories? 
And while the use of VCA in therapy is promising, 
who will be liable when businesses roll out VCAs as 
commercial self-help services and the VCA fails to 
react and provide empathy, support and intervention, 
leading to someone self-harming? Will not the illusion 
of human support imply a level of moral care and 
“human decency” which, however, may go unfulfilled 
due to the actual limitations of the technology? 
Moreover, there are risks of vanity appearance in 
avatars. Given the vast use of “selfies” and programs 
such as Snapchat today, which already provide face-
tracking digital makeup, will there be avatars that 
enable digitally replacing a normal face with a 
perfect, neater, perhaps younger version? Would it 
not be concerning if someone with a disability felt 
socially pressured to use a “normal” version of 
themselves to comply with emerging norms of digital 
perfection? And would not the use of younger 
versions of one’s self result in long-term self-worth 
issues? Already there appear to be the beginnings of a 
certain gender bias in the creation of cognitive agents, 
given that Siri, Alexa, Nadia, and even BabyX are all 
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female. Will we see the proliferation of conscious or 
unconscious gender or racial biases in the NFT space? 
These are but a few ethical issues that we foresee 
arising once NFT becomes available at scale. While 
no technology is immune to misuse, we believe that 
as scholars involved in the creation and early 
application of such technologies, we have a duty of 
care to be aware of, raise awareness about, and 
influence the ethical applications of NFT. 
7 Conclusion  
In this paper, we introduced natural face technology 
and the phenomenon of realistic visual presence. We 
have argued that NFT, as a new-to-the-world 
technology is transformative, in that it has the 
potential to enable a new computing paradigm. We 
see IS as able to play a crucial role in understanding 
and shaping the nature and application of this new 
technology in effective and ethical ways. By outlining 
a tentative research agenda early in the development 
of this technology, we respond to calls for “blue 
ocean research” that ventures into unchartered 
technological and social territory. 
Our contribution to IS research is twofold. First, we 
introduce NFT as a new technology and help shape 
terminology and early conceptual work for IS as the 
basis for future inquiries into this emerging research 
space. Second, we provide a tentative research 
agenda, which comprises concrete ideas for early 
experimental research, and a broad range of research 
questions on different levels of inquiry. We also 
foreshadow certain philosophical and conceptual 
implications for IS research pertaining to the more 
speculative phenomena of “living with artificial humans.” 
Our work is significant, because natural face 
technologies are currently being developed by a 
number of commercial entities in the gaming, 
entertainment, and technology sectors, as well as by a 
range of IT-focused academic groups and institutions 
globally. There is good reason to believe that a wider 
roll-out of these technologies is imminent. The IS 
field is thus presented with the opportunity to engage 
with this technology early and to play an active role 
in influencing its application in practice. We offer our 
insights and conceptualizations as an initial building 
block for creating a sound foundation for future 
research into natural face technology. 
We look forward to a wide range of research that is 
diverse in content, perspectives, methods, and 
stakeholders affected. We envision research on visual 
cognitive agents to bring together existing behavioral 
and design science, with NeuroIS scholars and 
cognitive learning theorists helping to develop new 
theories and insights. Such research is likely to also 
involve intra- and interdisciplinary topics outside of 
the standard IS scope, as many of these human 
qualities, when simulated, touch on a wide range of 
practical, theoretical, philosophical, and ethical 
issues. We envision that such research, early in the 
process of technological diffusion, will be relevant to 
subject matter experts, such as user experience 
designers, educators, marketers, and others who wish 
to effectively create and understand new, emotionally 
engaging forms of human-machine interaction.
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Figure 4.1. How this chapter fits with the other papers in the thesis. 
 
Preamble: 
 
Advances in technology are rarely easy to predict, especially in how they might be realized. 
After mapping a conceptual path in Chapter 3, this next chapter covers a Delphi Study I 
conducted. The Delphi research methodology was invented specifically for the purpose of 
gaining expert opinions of future technology (Linstone and Turoff, 1975)1. Due to the technical 
process in this very specific area of research, the Delphi study takes on a supporting role as 
partly a literature review and partly a primer for Chapter 5.  
 
The Delphi study draws on the opinions of experts in the field of human face simulation. 
Through a qualitative thematic analysis of hours of open-ended Delphi panel research, we 
explore the research topic of what it takes to cross the Uncanny Valley. The expert panel and 
their predictions inform the research question of how to build a visually realistic digital human 
and sets the foundation for the next two chapters which build on this work directly.  
 
Contribution Note: 
The order of the authors is by primary contribution, I was first and presenting author.  
 
 
1 Linstone, H. and Turoff, M. (1975) The Delphi Method, Techniques and Applications. 2nd ed. Addision-
Wesley Publishing Company. 
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Abstract 
 
Developers and HCI researchers have long strived 
to create digital agents that are more realistic. Voice-
only versions are now common, but there has been a 
lack of visually realistic agents. A key barrier is the 
“Uncanny Valley”, referring to aversion being 
triggered if agents are not quite realistic.  
To gain understanding of the challenges of the 
Uncanny Valley in creating realistic agents, we 
conducted a Delphi study. For the Delphi panel, we 
recruited 13 leading international experts in the area 
of digital humans. They participated in three rounds of 
qualitative interviews. We aimed to transfer their 
knowledge from the entertainment industry to HCI 
researchers. Our findings include the unexpected 
conclusion that the panel considered the challenges of 
final rendering was not a key problem. Instead, 
modeling and rigging were highlighted, and a new 
dimension of interactivity was revealed as important. 
Our results provide a set of research directions for 
those engaged in HCI-oriented information systems 
using realistic digital humans.  
 
1. Introduction  
 
Central to Human Computer Interaction (HCI) is 
the nature of the interaction itself. Given that the most 
common and often preferred form of human 
communication is face-to-face, it is interesting that the 
dominant HCI metaphor is a desktop. There has been 
little success in achieving an emotionally engaging 
interface[1] that has a realistic digital version of a 
human face. Yet, such an approach might change the 
way we interact with computers. While such faces 
could prove valuable, a key barrier to their acceptance 
is the phenomenon known as the ‘Uncanny Valley’[2]. 
An additional barrier has been the limits of 
technology, which is only now achieving quite 
realistic implementations of faces.  
Emotion plays a key role in human interaction and 
the face is one of the most expressive non-verbal tools 
for conveying emotion. In human interaction, emotion 
is highly efficient, imbuing verbal communication 
with meaning and context. Realistic faces for 
interaction has the potential to greatly impact some 
key areas of HCI.  
In this area of research, there is much to learn from 
the film and entertainment industry. The professionals 
in these areas have been working for a long time to 
produce human simulations for feature films, 
television and computer games. These industries are 
large, highly computerized and with dedicated teams 
researching this area. Even in animated films, the 
animators tend to study and reference human actors’ 
faces, to give their non-human animated characters 
emotional energy and relevance.  
To capitalize on this expertise and insights from 
largely unpublished commercial research, a Delphi 
Study was undertaken with 13 of the world’s leading 
experts in facial animation and simulation. This 
research explored their collective wisdom about what 
drives realism. It exposed new and previously 
unexpected opinions that run contrary to accepted 
doctrine, particularly the quite new idea that 
interactive movement can greatly reduce the Uncanny 
Valley effect. The panel raised the possibility that 
emotional interactions positively change the way 
people perceive computer avatars, robots and agents. 
 This positive response to interaction has not 
appeared in previous published work; rather, the 
accepted Uncanny Valley original theory states that 
the effect worsens with movement.  
We note that our research sought to gain insight 
into what is required for an effective implementation 
of a digital human, but that we did not study the 
simulation of the human responses or the artificial 
intelligence that might power such faces. 
In summary, we had expected the panel of experts 
to primarily discuss approaches to improve the later 
stages of rendering faces, to address bridging the 
Uncanny Valley. As a real face produces no negative 
effect, we expected to be focused only on what is 
stopping a digital face from appearing real or photo-
realistic.  
In summary, the result of the Delphi study is a set 
of insights into the complex visual hurdles that 
interact, as people appear to evaluate faces holistically, 
and “see the person” rather than the individual aspects 
of the facial representation. A person’s acceptance of 
a synthetic face is then moderated by interacting with 
it in real time, making the complexity of creating a 
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digital human face multifaceted. This provides 
insights into the challenges needed to be addressed in 
order to avoid triggering a negative response in users. 
 
2. Background  
 
To create a realistic digital agent as a user interface 
element is highly complex. Even in high-end film 
production there are technical challenges to overcome 
in producing a realistic human face. This section 
provides background on three key aspects of this work. 
First, we introduce the core under-pinning foundation 
of the Uncanny Valley. Then we introduce the range 
of technical challenges in creating a realistic face.  
 
2.1. Uncanny Valley 
 
The 40-year-old Uncanny Valley[2] theory plays a 
key role in the research on users’ reactions to avatars 
and agents. According to the theory users have greater 
affinity for agents that are more realistic. User affinity 
increases as the agent becomes increasingly realistic, 
until the agent is semi-realistic, at which point affinity 
drops dramatically because a partially realistic agent 
triggers unease in users (see Figure 1). 
 
 
Figure 1. Uncanny valley 
 
As realism increases, there comes a point where 
the valley has been crossed and the avatar’s affinity 
increases to its highest level. It does not require the 
realistic agent to be imperceptibly real, just very close. 
Thus, “crossing the Uncanny Valley” has been 
identified as a significant hurdle to the use of realistic 
faces in HCI.  
One of the difficulties in researching the original 
Uncanny Valley theory is that there is no clear metric 
for the notion of ‘affinity’. It is not a dependent 
variable against which one can test with some 
independent variable(s). The word is a translation 
from the original Japanese and thus is itself an 
interpretation of the meaning of the Japanese word 
Shinwakan (親和感). Affinity is the currently 
accepted translation. Other English translations have 
also been used to describe the theory’s vertical axis, 
such as: familiarity, rapport, and comfort level[3]. We 
therefore did not restrict our discussion only to the 
contemporary Western notion of ‘affinity’. 
Masahiro Mori' 1970s paper focused on robots; he 
termed this affinity drop “bukimi no tani”, translated 
and popularized as “Uncanny Valley”. However, the 
non-linear response shown in Figure 1 has also been 
shown to apply to how users judge computer graphics 
images (CGI) of faces[4][5] or avatars. We restrict our 
definition of a digital agent or avatar to the digital 
facial representation or facsimile of a person. 
It was postulated that the Uncanny Valley effect 
occurs for a variety of reasons. One such reason is 
known as the death mask effect, whereby a face that 
falls in the Uncanny Valley is associated with death as 
the face appears not fully life-like[6]. 
Further theories have been proposed, including  
1) that lifelike faces are simply judged more like 
faces, therefore are held to a higher standard[7],  
2) that lifelike faces are repulsive because they 
challenge the idea of what is ‘human’[8] and we avoid 
such faces as they look sick or wrong. By avoiding 
them we avoid possible infection or contamination[9].  
The original theory further contends that 
movement will magnify the effect positively and 
negatively. According to the death mask explanation 
movement or animation of the face is therefore 
‘moving death’ – or the undead moving, a common 
device of fictional drama horror associated with 
zombies or similar characters[6]. 
Exploration of movement is relevant for our 
research given its focus on applications such as film, 
video, gaming, and most specifically the use of faces 
in computer interfaces. 
 
Figure 2. Caricature, 'Repulsive' version, 
and Realistic. All CGI of the same face (L-R). 
 
Humans are hardwired to interpret faces. From 
birth, a child responds and learns from their parents’ 
faces, and these interpretations are fundamental for the 
successful growth and functioning of humans[10]. As 
such, we have developed the ability to read faces far 
more specifically and with greater fidelity than any 
other object. This has left us with both the ability to 
see a face in a few line strokes of a cartoon or in a puffy 
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cloud (pareidolia) but also to identify and reject those 
artificial faces which are only approximately close to 
realistic as covered in the Uncanny Valley theory[11].  
An HCI using an agent with an incomplete solution 
can mean not just a lack of acceptance but a visceral 
repulsion (figure 2). Faces, unlike other HCI artifacts, 
can trigger strong non-linear responses to trust, 
concern and repulsion. 
 
2.2. Technical State of the Art 
 
There are several approaches for pre-rendered and 
real-time realistic face synthesis in the entertainment 
industry. Many of these pipelines share common 
approaches, and the experts build on their experience 
in these long-established pipelines[12]. 
A generalized face pipeline consists of 7 stages 
1. Scanning or modeling 
2. Expressions or poses 
3. Correspondence  
4. Rigging 
5. Texturing 
6. Animation 
7. Rendering 
In broad terms, a face is created either from 
computer-aided scanning such as photogrammetry, or 
artist interpretation using computer modeling tools.  
A set of poses or expressions is then made. This 
stage defines the range of motion. This 'expression 
space' defines the extent of expressions that the digital 
character will be able to display. Often these key poses 
relate to the theory of Facial Action Coding System 
(FACS) which break down the face's expressions into 
Action Units (AU)[13]. This is the standard industry 
practice, as validated in this research. 
Correspondence is achieved between expressions 
so that the model may move between key expressions 
seamlessly. This stage connects the various separate 
expressions into one range of facial movements.  
The rigging stage allows controls for moving the 
face to be presented for either manual or data 
manipulation of the face. The 'rig' allows the face to be 
controlled and animated.  
The fifth stage of texturing adds realism with skin 
and hair detail, and the correct responses to light. The 
face is now complete. The last two stages animate the 
face and render a final output at the appropriate frame 
rate and resolution with appropriate lighting.  
Each of these stages is open to variation, but even 
in the creation of non-human characters a real person 
is commonly used to re-target to a character face. 
 
2.3. Delphi Studies 
 
The Delphi method has a long and successful 
history in structuring group communication for 
forecasting the development trajectories of new 
technology[14]. The nature of the ‘structured group 
communication’ is to explore a topic in rounds and 
provide a summary as feedback, with individual 
contributions reported anonymously to the group. 
While it was originally designed to seek quantitative 
consensus, it is now used mostly qualitatively[15].  
The Delphi approach emerged in the late 1960s as 
a way of getting an expert view of future developments 
in a specialist field. From the outset, the application 
areas included clarifying real or perceived human 
motivations and developing causal relationships in 
complex phenomena. Two appropriate uses of a 
Delphi study are: 
a) a problem that does not lend itself to precise 
analytical techniques but benefits from selective 
expert judgment.  
b) a situation where diverse individuals contribute 
to a complex problem[14].   
For our purposes a Delphi study provides a rich 
source of interrelated 'knowledgeable insights' on how 
a face might be designed to provoke positive affinity. 
This follows the principle that, “when the problem is 
directed toward analysis of a number of 
interdependent variables in complex structures the 
natural choice would be to go deeper... instead of 
increasing the number of cases”[16].  
Central to the design of the Delphi process is the 
notion of the 'panel', as a curated list of experts, and 
their anonymity. This allows for “effective and 
reliable utilization of a small sample from a limited 
number of experts in a field of study to develop 
reliable criteria that inform judgment and support 
effective decision-making”[17]. No expert, or outside 
party should be able to identify the comments of any 
one expert, but rather the comments are disclosed as 
having come from the panel as such. 
The process is designed so that interviews from 
one 'round' are collated and presented to the panelists 
for further discussion as part of the next round. This 
process of rounds also highlights the role of the Delphi 
designer, whose role is to conduct the interactions, 
balance the various communication goals and give 
context to each stage of the process, while maintaining 
the objective of the Delphi research. 
 
3. Research Objective  
 
Our research question is: what needs to be done to 
be able to create human faces that cross the Uncanny 
Valley and can be effective in a range of contexts?  
To explore this, we designed a Delphi study with 
leading experts in the field of digital humans, from 
entertainment, games and advanced facial research. In 
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so doing, we sought to define a research roadmap of 
relevant issues and inform an HCI research agenda. 
 
4. Research Approach  
 
The study design is a qualitatively exploratory 
study of human simulation, using an abductive,  
reflective approach based on the iterative abductive 
method of Peirce[18], also called ‘systematic 
combining’[16], [19] as it uses both inductive and 
deductive approaches. This makes it different from 
grounded theory[20], which aims to find truth “in” the 
data itself without a particular theory guiding the 
analysis[21]. We will now outline our approach. 
 
4.1. Our Delphi Method 
 
We chose a qualitative Delphi methodology for 
several reasons. Firstly, we are investigating an 
estimation of an emotional response. This is hard to 
quantify, as it involves the Uncanny Valley’s notion of 
‘affinity’. Secondly, while we are proposing a path 
forward for enabling the creation of digital faces, we 
do not have a preconceived hypothesis to test against, 
as there is a shortage in literature researching a 
comprehensive prescriptive approach to the Uncanny 
Valley. Finally, an alternate approach of grounded 
theory was considered and rejected as it denied the 
perspective of the researcher as an active participant in 
the curation and interpretation of the study. 
This research does not depend on large-scale 
empirical data, but on theoretical generalizations from 
in-depth iterative analysis of expert opinions. Through 
this iterative process, we gain cumulative insight into 
the phenomenon, and form an agenda for subsequent 
research. 
Ensuring rigor is a primary concern in research. 
We therefore outline our study design and how the 
research was executed. 
 
4.2. Study Design 
 
The initial questions for the first round of the 
Delphi panel were selected to define the range of the 
discussion and solicit new and unexpected opinions on 
what might be fruitful research.  
Each expert is sufficiently distinguished in that 
they alone could drive a valuable research agenda. The 
panelists were contacted and formally accepted 
participation. They were then interviewed in person 
(sometimes via skype), and the interviews recorded.  
Each set of interviews represents one round of the 
study. After each interview the transcripts were 
captured in NVivo and a summary of the comments of 
the panel produced as a discussion document for the 
next round. There were three Delphi rounds in total. 
   
4.3. Delphi Panel 
 
Our panel members were selected based on their 
recognized international expertise in deploying digital 
humans, with everyone active in the field. The panel 
included academics, two former CTOs, five games 
industry experts and VR specialists. One indicator of 
the ‘expert’ nature of the panel is that it featured a 
combined 14 Visual Effects Oscars and Scientific 
Technical Academy Awards (Sci-Tech Oscars). None 
of the original panelists dropped out of the study. 
The group not only represents the leading 
researchers in this field, but as a group, they are 
responsible for how major commercial research 
resources are allocated in this field. The list of experts 
is as follows, all agreed to have their names published: 
 
Rob Bredow: Head of Industrial Light and Magic 
(ILM, Lucasfilm) VFX Supervisor & Producer. 
Dr. Paul Debevec: USC - ICT Research Professor, 
now Senior Staff Engineer, Google.  Sci-Tech Oscar. 
Christopher Evans:  Face Technical Director, Epic 
Games. 
TJ Galda: Autodesk, Creative Senior Product 
Management, Innovation, Change Management, and 
Strategic Planning. 
Ben Grossmann: Magnopus co-founder, VFX 
supervisor. Oscar Winner.  
Christophe Hery: PIXAR, Global Tech & Research 
Technical Director. Multiple Sci-tech Oscar Winner. 
Dr. J.P Lewis: Weta Digital & Victoria University, 
Assoc. Prof, now Electronic Arts. Multiple Sci-Tech 
Oscars. 
Kim Libreri: Chief Creative Officer, Epic Games, 
Multiple Sci-tech Oscar winner. 
Dr Iain Matthews: Principal Research Scientist, 
Disney Research, Hon. Prof. Now FaceBook Reality 
Labs. Sci-tech Oscar winner. 
Stephen Rosenbaum: VFX Supervisor.  Two time 
Oscar winner. 
Dr. Mark Sagar: Founder, Soul Machines and 
University of Auckland. Multiple Sci-Tech Oscars. 
Sebastian Sylwan: CTO at Weta Digital, now CTO 
Félix & Paul VR Studios. 
Edson Williams: Co-founder Lola, VFX supervisor.  
 
The panelists each have highly specialized 
knowledge across the broad range of face simulation 
technology. Their areas of expertise, while 
overlapping, are complementary and provide different 
points of view. For example, the domain expertise of 
Edson Williams is as a world expert in changing or 
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replacing faces with image compositing (2D), as 
compared to 3D graphics which is the domain of the 
other experts. This is extremely specialized and 
complex work, but it affords him a unique perspective. 
Dr. Mark Sagar was instrumental in the adoption of 
FACS in the 3D effects industry as a whole. 
Christophe Hery is a world expert in rendering and 
simulation but not necessarily real-time graphics, 
while TJ Galda is an expert in rigging, especially in 
real-time games, but not advanced rendering 
algorithms. And so forth, with all the panel and their 
individual strengths complementing the whole. 
 
4.4. Open Ended Question Examples 
 
Below is a sample of the open-ended questions that 
were used for the interviews. The first question aimed 
to establish the core topic. Follow-up questions sought 
both higher level opinions and detailed technical 
discussions. The open format of the questions allowed 
the discussion to take different directions based on the 
expert's expertise and the content of the answers they 
gave.  
These initial questions were derived based on the 
professional expertise of the lead researcher who had 
conducted over a 1,000 industry interviews since 1999 
on one of the industry's leading web sites.  
 
While the questions and discussion varied, 
interviews had most questions in common, such as: 
 
• How far do you think we are from being able to 
reliably cross the Uncanny Valley? 
• Do you draw a distinction between photo-real and 
crossing uncanny valley? 
• Do you think acceptance is influenced by race? 
• Does age of the face effect its difficulty? 
• Do you think the brain sees faces differently, from 
other objects?  
• What do you think of FACS for animation? 
• What is the easiest face to generate? 
• How important is spectral rendering? 
• What do you think we must solve to rig faces? 
Generally, is there any recent research that you 
think holds promise in the research of faces? 
 
4.5. Round 1 
 
Round 1 of the study explored the traditional face 
pipeline and sought to gauge areas of consensus and 
important areas of new insight for Round 2 discussion. 
The first-round interviews were approximately 45-60 
minutes each, with a written summary of the 
discussion sent to the panellists for the next round. 
 
4.6. Round 2: Surfacing Critical Topics  
 
Round 2 mirrored the first in implementation and 
duration. The points from the first round were clarified 
and then discussed in detail in Round 2. It was noted 
that not all rejection of faces is due to some special 
neurological response; there are also just poorly 
attempted face simulations, "I think the Uncanny 
Valley is kind of a glib way to say lots of people have 
done facial animation badly and everyone hates it."  
The largest single shift from Round 1 to 2 was the 
focus on how real-time interaction changed the 
viewers’/users’ response. The second-round was the 
most informative, as summarized in section 5. 
 
4.7. Summation: Final round   
 
The third round was shortest in duration. It confirmed 
the outcomes of the prior rounds and the 
characterization of the issues in the study. Five key 
outputs are discussed in the next section.  
 
5. Results: Key Issues for Faces 
 
The panel initially examined individual aspects of 
realistic digital faces. But rather than focusing on these 
multiple isolated or decontextualized aspects, what 
emerged was a complex interrelated view of 
acceptance. Overall there was agreement on the 
current standard industry approach, as it was outlined 
in section 2.2. Several general points are now noted. 
 
5.1. General insights 
 
The panel agreed that a face needed to be sampled 
to a very high degree of fidelity, much higher than 
might be expected given the final display resolution. 
 The surprising outcome of Round 1 was that while 
rendering is often the center of discussion about CGI 
faces, rendering was not seen as the critical element 
for improvement as increasing compute power has 
already greatly improved non-real-time rendering. 
Major improvements have been made in the specific 
areas of ray tracing and physically plausible materials. 
While final rendering was still seen as vital, rendering 
alone, was not seen as the area needing the greatest 
innovation. 
By contrast, real-time rendering is computationally 
very costly, and thus lagging in realism. As computers 
get faster it was expected that real-time engines would 
be able to take advantage of newer physically 
plausible lighting and shading models that are 
currently more common in non-real-time applications. 
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These newer approaches were thought to be producing 
good results, especially for static shots.   
Animation was explicitly stated in Round 2 to be a 
much bigger issue than the rendering for achieving 
realistic agents. It was suggested that animation needs 
a more scientific approach to reliably produce work 
that was believable. Notwithstanding recent advances 
in motion capture, rendering was thought to be more 
‘solved’ than the area of animation. 
A critical point was the difference between 
reproducing a known individual compared to a generic 
person. A famous person or someone personally 
known, was said to be much harder to reproduce.  
In Round 2, many panelists highlighted that there 
are many aspects to human faces that people find hard 
to articulate, but when missing one of these, the face 
feels ‘wrong’ and unnatural. This emerged as a core 
reason why the Uncanny Valley is so hard to address. 
We may not see faces in a simple way; instead we 
process faces with highly developed and specific facial 
neurological processes. In round 2 there were points 
that were not agreed upon by the panel. (See table 1). 
 
Table 1. Points Raised 
Summary of Points Expected Disputed 
Underlying muscles (5.1.1) Yes  
Scope of the face, Hockey 
Mask (5.1.2) 
Yes  
Linearity of blend shapes 
(5.2.1) 
Yes  
Use of FACS as a base 
(5.2.1) 
No Yes 
Blood flow - Blush 
response (5.2.2) 
No Yes 
Skin Solutions (5.3.1) Yes  
Spectral rendering (5.3.3) Yes Yes 
Movement vs.  Interaction 
(5.4.1) 
No  
Display space  (5.4.2) No  
Context (5.5) No  
Knowing the subject (5.5) Yes  
 
The Delphi Study identified five major areas 
relating to the simulating of digital humans. We now 
describe these, organized around the main areas that 
emerged: Modeling and Sampling (which includes 
scanning and correspondence) (5.1); Rigging and 
animation (5.2); Rendering (5.3); Interaction & 
Environment (5.4) and Questioning assumptions (5.5).  
 
5.2. Modeling and sampling 
 
There are two major points in this specific part of 
the Delphi discussion. First, current approaches for 
creating faces did not allow for differences in 
individual facial muscles underneath the facial skin. 
All current approaches assumed an average or typical 
muscle structure, and this may not be valid when 
trying to make a digital human match an actual person.  
The second point was even more far-reaching; 
many panelists mentioned that the human perceptive 
system has developed in evolutionary biological terms 
to process different parts of the human face via 
specific regions of the brain. The panel agreed that 
there is no single unified face recognition system in 
the brain responsible for the Uncanny reaction. It was 
hypothesized that it may not just be a poor rendition of 
a face that causes an Uncanny response, but a 
dissonance between different parts of the brain when 
processing the incoming face. 
  
5.2.1. Sampling surfaces for underlying muscles.   It 
was suggested that the historical difficulty of 
producing a realistic animated human face reflects the 
way that surface properties can be witnessed but faces 
are driven by unseen facial muscles, and these cannot 
currently be measured or sampled when building 
digital humans. In the first round of the Delphi study, 
one panelist noted how unique human facial muscles 
are, compared to other primates, and how evolved 
human faces are as communication tools.  
Building further on this point, it was noted that 
normal human faces are not similar in actual muscle 
size to each other, yet most CG models assume a 
similar underlying facial muscle profile. The 
differences between any two people, which are often 
significant, can be seen in autopsies, noted one 
panelist, who had attended real autopsies. 
“Some people’s muscles looked like a tiny piece 
of string and in other people it looks more like the thick 
strip that you see in the anatomy book. The individual 
differences were interesting. It makes sense, why 
should your facial muscle anatomy be consistent?” 
 
5.2.2. Scope of the face. The panel agreed that the 
whole head is important when modeling and animating 
a digital human to produce a likeness or fully express 
a range of emotions. While the ‘face’ is often 
discussed in terms of a ‘hockey mask', the face and 
most of the head and neck are key to realism and need 
to be accurately modeled or sampled. Building on the 
notion of extending beyond the hockey mask region, 
in discussion about movement, one panelist stressed 
how widely facial animation extends beyond just the 
face. This is important as much prior research had 
assumed the primary front of the face could be thought 
of as being independent for animation.  
For example, a popular interpretation of a smile is 
that it is only apparent on the mouth. Specialists go 
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further and normally agree that the lower face, and the 
muscles at the side of the eyes are also triggered. The 
panel agreed it goes further and that “your hair does 
go up and down when you smile... the muscles in the 
sides of your neck... It's even down into your neckline 
that you have to really start worrying about on some 
poses” commented one panelist. 
Several panelists pointed out that this is related to 
unexpected comments coming from people reviewing 
digital humans, and they attributed this to the difficulty 
in articulating a problem when one sees a face that 
seems 'wrong'.  
The consensus was to make sure that any ‘face’ 
solution extends well beyond the hockey mask region 
that is often all that is focused on. 
 
5.3. Rigging and animation 
 
The two points raised were: the validity of linear 
blend shape combinations with the dominant reliance 
on FACS; and the importance of blood flow. 
 
5.3.1. Blend shapes and FACS. There are several 
ways to animate a facial model, or ‘rig’ the face for 
later animation. The primary method discussed by the 
panel was a blend shape rig which moves between 
expressions for different parts of the face via a notional 
slider or value. This approach is often based on FACS 
action units or AUs. For each sub-expression, an 
animator or motion capture solver can ‘dial in’ a 
percentage of sub-expression (AUs).  
A FACS pipeline requires actors to strike a series 
of poses in a separate FACS scanning session. It was 
stated that the validity of the ‘performance’ and the 
interrelationship of different parts of the face can be 
lost in the subsequent animation stage.  
There was some disagreement over how far a 
FACS and blend shape rig approach could go in 
achieving realism. Some panelists stated that they 
were not comfortable with the level of detail and 
accuracy that can currently be captured and produced 
with a blend shape driven FACS animation solution. 
The process of creating the range of motion comes 
from the actor producing a series of FACS poses. This 
set of facial expressions is of the order of 40 or so 
expressions. The FACS poses (and the AUs they are 
decomposed into) are co-opted from the non-CGI 
research of Psychologist Paul Ekman. This was 
originally developed to identify and classify human 
facial expressions. While FACS have been very 
successful (one panelist suggested every major face-
pipeline has a FACS component), some other panelists 
raised whether it's ‘fit for purpose’: “I just don't think 
we really understand well enough how to parameterize 
a face”. 
An example offered was an actor who, when 
providing their FACS still poses, did not produce an 
authentic emotional response; thus, the capture FACS 
reference is partially incorrect. The facial response 
that controls a smile receives its input from both 
subcortical and cortical areas of the brain. This means 
that a person can normally not control their face to 
smile in a genuine way unless the smile is motivated 
by a genuine emotional sentiment (Panelists pointed to 
this as reinforcing the value of 'method acting'). Any 
FACS pipeline will reference this inauthentic smile if 
the tracked points on the face later 'get solved' to a 
smile. There are always effective ways of adjusting 
such animation iteratively by hand, but it is expensive.  
Another key aspect of animation discussed by the 
panel, was the issue of non-linearity. This refers to the 
combinatorial nature of the sub-expressions or FACS 
and their component AUs. This was identified as a 
more complex issue to resolve.  
Each part of an expression is called an action unit 
or AU.  In simple terms, if we call an AU eyebrow 
raised 'A', and an AU smirk with the mouth 'B', then 
any face pipeline system around the world will allow 
A+B = A and B happening at once. The problem is 
that this assumes what is known as 'linear 
combinatorial expressions'. It assumes that the way an 
actor raises an eyebrow (AU: A) when not smirking is 
the same as how they would raise it if they were 
smirking. This is at the heart of why one can combine 
or build up expressions by adding AUs 
together.  Since one cannot capture all the 
combinatorial variations of every AU with every other 
AU permutation, the problem is fundamental to 
current approaches to face capture.  
One panelist commented that there is not an 
orthogonal set of combinations of AUs. In other 
words, no two AUs can just be added or combined 
arbitrarily in their opinion. For example, two AUs may 
be valid and seemingly happening on independent 
parts of the face but an actor could not have achieved 
both AUs together. The face has odd combinations 
which may be hard or impossible to achieve in real 
life. Nor could the actor get from one expression 
directly to another, without intermediate expressions. 
“Linearity is very important, faces are incredibly 
non-linear within one expression, a smile is a good 
example. A smile will start out as sort of stretching the 
lips, but then after a certain point the lips are stretched 
tight around the teeth that they almost widen, and then 
you’ll get the teeth showing, all are very non-linear.” 
FACS was heavily defended by some panelists in 
later rounds. For some, AUs are directly linked to 
facial muscles, and a core approach to successful facial 
animation. There was never agreement, and the 
panelists remained divided.  
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5.3.2. Blood flow. The timing and nature of blood flow 
to the face was raised as an important issue in the first 
round.  
Some panelists stated that blood redistribution 
affected skin hue and it was a failing if this was not 
modeled and animated. Still other panelists who work 
with facial blood flow maps had introduced a delay 
offset between pose and hemoglobin redistribution, so 
color changes visibly lagged poses. It was stated that 
such a lag would be of the order of multiple seconds. 
While panelists believed that the issue was important, 
they also questioned if such blush or flush responses 
are ‘readable’ by a viewer explicitly. It was suggested 
that due to our evolved way of reading facial emotions, 
people were affected by such color changes, but the 
same people would find it very hard to ‘see’ them 
separately or articulate their impact on a face.  
Most panelists suggested that modeling hue shifts 
might be important but only a few panelists expressed 
a strong opinion that there should be a time delay 
between expression and a color change. It was 
suggested that more quantitative research was needed.  
 
5.4. Rendering 
 
Rendering is a complex issue involving the 
simulation of light interacting with objects. Current 
methods favor solving the render equation with a 
physically plausible unidirectional path tracing 
approach. This is not yet possible for most real-time 
applications. 
The area differs greatly between real-time agents 
and avatars and non-real-time pre-rendered faces. 
While there was confidence in the technological 
approaches used in the entertainment industry, the 
limitations of rendering an interactive character using 
all these techniques is prohibitive. It was expected by 
the panel that this will be addressed over time thanks 
to rapid increases in compute performance. Hence a 
discussion of non-real-time approaches was the focus. 
The panelists commented that energy conserving 
approaches, ray tracing and detailed subsurface 
scattering in the skin were all key technologies. 
The areas of discussion focused on skin solutions 
and the recent move to spectral rendering. 
 
5.4.1. Skin Solutions. Facial realism is heavily related 
to skin rendering and realism, a point universally 
agreed upon. Most panelists agreed upon the 
significance of recent advances in diffuse Sub-Surface 
Scattering (SSS). Only a few panelists felt that the 
current approaches to skin were holding back 
character acceptance. 
The general sentiment could be characterized as 
agreeing that poor SSS is very noticeable, and good 
SSS is still hard to achieve, but current strong 
implementations are close to acceptable and this was 
no longer such a large contributor to the Uncanny 
Valley effect as it had been.  
 
5.4.2. Spectral rendering. A panelist in the first round 
stated that spectral rendering (rendering over a wider 
range of light spectrum sample points than R G and B) 
was contributing to successful face pipelines at award 
winning companies such as WETA Digital (which has 
recently created an in-house spectral renderer called 
Manuka). Specular rendering requires not only the 
rendering to accommodate a wide gamut/greater 
spectral frequency sampling, but more complexity 
when creating the facial textures.  
While the SSS is inherently going to be affected 
to some extent by spectral rendering (as skin diffusion 
is based on wavelength), panelists considered that it 
was primarily significant in allowing accurate 
rendering into a specific scene or lighting setup. Its 
greatest contribution in face rendering was in 
producing a believable face in context, so that it sat 
well in a live-action background. The main exception 
was a benefit for rendering eye caustics and modeling 
the way some eye light causes skin caustics. 
 
5.5. Interaction and environment  
 
An aspect of the original Uncanny Valley theory 
was that movement would magnify the effect. This 
secondary aspect of the Uncanny Valley Theory is 
rarely focused on in research. It should be noted that 
the original paper offered no empirical evidence to 
validate this theoretical claim. Until recently, due to 
technical complexity, highly interactive user 
interfaces with realistic digital faces have remained 
largely untested in respect to this theory. 
The panel also asked if the Uncanny effect was 
amplified or moderated by interaction compared to 
recorded movement. A secondary question was raised 
regarding context of digital humans. 
 
5.5.1. Movement vs. Interaction. Based on three of 
the panelists’ observations and subsequent rounds of 
discussion in the study, the panel raised that emotions 
positively change the way people perceive avatars, 
agents, and even robots when these figures engage 
interactively. This positive user reaction is unpredicted 
by current accepted behavioral models. The original 
Uncanny Valley theory states that the effect will 
worsen with movement.  
Importantly, this was speculated to be related to 
interactivity and not just movement. The amplification 
effect suggested in the original research was generally 
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agreed to by most of the panelists, but only if one 
considers pre-recorded movement. Prior research with 
both recorded still-images and video clips have borne 
out the existence of this phenomenon[22]. What the 
panel did not feel had been researched was movement 
in the form of interactivity. 
This opposite outcome occurs when these figures 
are exhibiting emotional 'Affective Computing' style 
feedback loops, such as matching eye contact, smiles, 
and conversational non-verbal responses[23][24]. 
The panel suggested that this explains why certain 
computer games, with lower levels of realism than 
corresponding 'blockbuster' films, enjoy greater 
success than their more realistic film counterparts. It 
was perhaps why videogame 'cut scenes' in the same 
game draw criticism. As one panelist pointed out, 
while playing with the game characters in an 
interactive environment, the characters "seem OK", 
but when they stop and just stand in a ‘waiting loop’ 
they seem “less believable… less likeable” .… 
The implication is that as the video character is less 
believable in a non-response mode, its ‘Uncanny’ 
effect increases (there is less affinity with the loss of 
interactivity). In contrast to limited video game 
characters, several panelists cited the work of 
BabyX[10] where the interaction is critical, in the form 
of voice (audio), face tracking (vision), and manual 
keyboard input. In this simulation, the BabyX 
cognitive agent ‘seems’ to see, hear, watch, and react 
to the user and not just respond to button presses on a 
keyboard. In this way, BabyX is exhibiting far more 
user awareness than most video games and also makes 
eye contact with the user. 
The emotional component of a cognitive agent 
directly interacting and responding to a user appears to 
trigger a different kind of perception, and this is an 
emotionally influenced response that is ‘more 
forgiving’ or more accepting than an impression made 
of a static or pre-recorded digital human.  
 
5.5.2. Display environments. There was agreement 
amongst panelists that CG people, displayed with 
people in real environments, is the hardest situation to 
make acceptable. Extending from this issue, one 
panelist raised the associated point that the resolution 
and format of the face's presentation was a complex 
problem, more complex than one might first imagine. 
They pointed out that “for most of the late 2000s 
we were watching 4:3 programs stretched on to 16:9 
TV sets… they weren’t saying ‘I can’t recognize 
Jennifer Aniston in Friends reruns’ - that wasn't a 
huge problem”.   
While proportions of the face relative to itself 
have always been assumed to be key to successful 
identity, an overall disproportional scale does not 
make the face fall into the Uncanny Valley. In this 
case, our visual facial perception system “is an 
amazingly robust system, and it still defies a certain 
amount of explanation as to how we are so good at 
identifying faces”. People do not find a squashed or 
stretched face Uncanny when watching old shows with 
large resolution changes.  
Building on this, a panelist pointed to people who 
have had either weight loss or gain. In such situations, 
the proportions of the face do change, but we still 
recognize the person.  Facial hair and haircuts were 
mentioned as they can make someone respond “I 
almost didn't recognize you!”, but in most cases one 
does recognize the person but are struck with a ‘sense’ 
that something is different.  
A suggested explanation was that people have 
different parts of their brain processing different parts 
of a face. This was suggested to be primarily biological 
and neurological and not a learnt response.  
 
5.6. Questioning assumptions 
 
One outcome that contradicted accepted doctrine 
was that the metric of affinity is not universal but 
specific to the individual. The panel strongly 
suggested the response was an individual one, built 
around a range of factors, from ethnic familiarity, 
personal history, and familiarity with the subject. 
One panelist pointed out that context is important. 
While one may focus on the face or head as the 
primary driver of acceptance, the environment that this 
face is presented in is also very important. A face must 
meet the bar of the ‘world’ they inhabit, especially if 
they are shown with other real people. The metric of 
the Uncanny research is not ‘indistinguishable real’ 
but simply ‘affinity’. Therefore, placing the face/head 
in a game or VR space where sometimes the 
environments look stylized may help acceptance of 
faces that are not photo-real.  
Approximately half the panelists thought an older 
person would be easier to achieve, with a subset of 
these thinking darker skin would be easier as well. 
“Darker skin actually is dominated more by specular 
reflection than subsurface scattering”. The same 
panelist raised the issue that different ethnic groups 
may also influence successful eye simulations, adding 
that “Asian eyes might have different challenges to 
render than Western eyes”. 
But these points were not universally agreed 
upon, and some pointed to it being a subjective 
opinion based on one's own ethnic background. They 
suggested there is not an absolute affinity – but a 
relative affinity based on one's own individuality.  
This discussion led to the suggestion to research 
the Uncanny Valley from the point of view of actual 
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people who have altered their appearance (plastic 
surgery, Botox etc.) and are thus moving towards the 
Uncanny Valley from the real-world side of the 
equation. One panelist questioned what alterations of 
their appearance could trigger a lack of affinity? “A 
really interesting thing if you could get an Uncanny 
Valley effect from a real-life person who's had plastic 
surgery ..., without going into absurd cases, there's a 
lack of natural motion in especially foreheads, (that 
means that) they just don't seem to be able to emote.”  
This approach might give a window on affinity 
sensitivity. Following this, it was suggested to 
research other professionals with related non-digital 
skills such as makeup artists; one panelist had had 
great success “interview[ing] makeup artists to find 
out what can they get away with, [and] what they 
can't”. 
Finally, one panelist suggested that the whole area 
of interactive face acceptance may be approached 
from the position of some form of big data or deep 
learning analysis once sufficient digital faces exist. 
“You might need a massive database, with lots of 
reference material and then you can basically 
decompose (analyze).... I think somebody has to do a 
massive, joint academic research project where 
they've got loads of universities processing human 4D 
facial data”.  
 
6. Implications and Conclusions 
 
We now provide a summary, review limitations 
and an outlook on future research. 
Limitations: One of the great strengths of this study 
was the depth and experience of the experts, but it was 
limited in gender and racial diversity. This is a 
reflection of the imbalance in the entertainment 
industry and especially the technical creative 
sector[25]. Future work should seek to address these 
minority positions explicitly. 
Outcomes: There are several major outcomes of 
the Delphi study that contradicted the accepted theory 
and suggest future research.  
First, it has always been assumed that animation or 
movement would magnify the Uncanny Valley 
response. The Delphi panel stated that this may be true 
in traditional animation environments, but not in 
interactive HCI.   
Second, the key to this difference is thought to be 
emotion. It appears we interpret the interactions as 
emotional responses, which either override our logical 
facial cognitive processing or distract us from it. When 
we engage emotionally, we are ‘swept up in the 
moment’. Affective computing research has aimed to 
provide stronger communication and more effective 
interaction using emotions[24]. The difference 
between agent movement vs. interactivity may be the 
difference between someone wondering what the 
agent might do, compared to wondering what 'they' 
may be thinking, as a path to predicting behavior. This 
difference imbues the agent with more 'humanity'. The 
user reacts to tight visual non-verbal loops such as eye 
and head acknowledgments, and both posing and 
emotional matching displays to emotionally engage 
and thus relax realism thresholds that can otherwise be 
unsettling. 
Third, we are proposing the opposite of the 
Uncanny Valley phenomenon occurs when 
interactively communicating with an agent using 
affective computing, and high-end graphical face 
rendering. While the Uncanny Valley model predicts 
less acceptance with movement, we have reason to 
believe that an ‘emotional flooding of the Valley’ will 
result in greater success. 
Future directions: Our results suggest that the 
Uncanny Valley should be explored from the point of 
view of digitally altering real people to see if there can 
be deduced an inflection point that makes the person 
seem ‘uncanny’.   
In terms of more technical points, there was a need 
for more research into the FACS pipeline and its use 
in mapping expressions to animation. Along with 
doing further research into blood flow and its sub-
conscious effects. 
We suggest that while there is an interrelated set of 
issues that affect realism, that there are several 
previously unrecognized aspects, which can mitigate 
negative reactions. This has important implications to 
the research into faces used in new forms of HCI. 
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Chapter 5.  Making MIKE 
 
This chapter documents the making of the MIKE artefact. It is different from the other included 
papers and chapters, because it has not been published elsewhere. This chapter makes a 
contribution by describing the construction of a working artefact.  
 
 
Figure 5.1: showing how this chapter fits with the other papers in the thesis 
 
5.1. Preamble: 
 
This chapter outlines the research efforts to build the research artefact MIKE and it forms the 
basis of a research platform that addresses and reflects upon the specific points highlighted in 
the Delphi Study, Chapter 4 (see Figure 5.1).  
 
MEETMIKE (See Figure 5.2) was the research platform built for the experiments such as the 
one described in Chapter 6. The MIKE in MEETMIKE is specifically designed to run in real 
time within the boundaries of the latest technology and the human resources the project was 
able to assemble (see Figure 5.3). This MEETMIKE is therefore using a subset of data gathered 
as part of the larger MIKE research project. It provides a foundation for the research that is 
documented in Chapter 6. Specifically, this chapter contributes to answering the following 
research question: what would it take to build a visually realistic and interactive human face? 
 
Chapter 5 constitutes an important contribution as it describes the design and construction of 
an actual system based on the lessons learned from the preceding chapters. Based on those 
preceding chapters, an agenda was established to build a visually realistic digital human system 
that would enable real-time interaction. My goal was to build something that allowed us to gain 
experience in understanding implementation issues and how meaning would be revealed 
through user interactions and to document the process. The methodology borrows from design-
science research, as it is the development and evaluation of technologies that seek to “extend 
the boundaries of human and social capabilities by creating new and innovative artefacts” 
(Hevner et al., 2004). This chapter is not, however, a stand-alone design-science paper. It is a 
connecting chapter that links the insights gained from the Delphi Study in Chapter 4 to the 
research published in Chapter 6.  
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The process documented in Chapter 5 was complex as the design goals involved producing a 
digital human that was both realistic and interactive. Achieving both goals required a large 
collaborative undertaking as prior examples were either interactive or realistic but rarely both, 
as discussed in section 2.3 of Chapter 2. 
 
The requirement of building an experimental platform was highlighted by the Delphi panel in 
Chapter 4. It was stated that people are poor predictors and articulators of their own responses 
to faces. An actual working artefact was needed for experimentation. Unfortunately, leading 
facial technology is not immediately available in any commercial or off-the-shelf format. This 
required undertake the complex task of constructing our own digital human artefact to 
demonstrate feasibility with representational fidelity.  
 
This chapter will recount the implementation and documentation of the design decisions that 
went into the assembling of the artefact that was then used to answer my research questions. 
Through artefact assembly, the team assembled were able to directly explored the central 
research question of what would be required to produce a visually realistic, interactive human.  
The team set out to create the most realistic interactive face that could be achieved with leading 
edge technology and then to build a platform to be able to compare people’s responses between 
this realistic face and a cartoon face. 
 
It has been established in design-science in IS that it is important to establish that the artefact 
works and to characterize the environments in which it works even if we cannot fully explain 
why (Hovorka and Germonprez, 2008). The project was not designed to explain why 
individuals have an uncanny response to the increasing realism of digital faces. It was designed 
to allow research into several specific dimensions of the particular problem space of crossing 
the Uncanny Valley.  
 
The project was built to explore the dimensions of realism in relation to the Uncanny Valley 
and to operate in real time which allows for the exploration of secondary research questions 
surrounding the dimension of interactivity. In doing this work, I enabled practitioners to take 
advantage of the research to improve practice. For example, practitioners gain valuable data 
and models for real time facial reconstruction when rendering at sub 9 milliseconds a frame, 
as well as a clearer understanding interacting with digital humans. 
 
 
Figure 5.2 The neutral expression of the real time digital MEETMIKE 
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This chapter outlines the scope and depth of the implementation of a visually realistic digital 
human representation. As the process is highly technical and the implementation details are 
important for understanding the core research, a glossary is included at the end of the thesis for 
additional technical clarification.  
 
MIKE was designed to be able to simulate interaction with a realistic digital human. The design 
goal was initially to produce the world’s most advanced interactive digital human face. But, as 
was articulated in the Delphi study, the ‘hockey mask’ of facial area alone is insufficient. MIKE 
was therefore re-designed to be a face with a head and shoulders.  
  
 
Figure 5.3. The control room for the MEETMIKE project 
 
5.1.1. Research partners 
 
I produced MIKE as a major collaborative research program. The scale of the MIKE data 
collection and the specific implementation of MEETMIKE required a large team of 
volunteers. The data collected is being freely distributed under a creative commons license, 
as it was not collected for any commercial reason or application1.  
 
The contributing companies all donated large amounts of the time and effort to enable this 
research. As is the case with large projects such as this, they require contributions from a 
team of people, each contributing different skills and expertise. MIKE represents the 
collaboration of many people from industry and academia. In summary they were: 
 
 
1 Anyone can download the MIKE Digital Humans project from the Epic Games Launcher under the Learn tab. 
This project file covers the MIKE, (Mike Seymour) Digital Human first shown at SIGGRAPH 2017. 
https://www.epicgames.com/store/en-US/download or learn more at https://docs.unrealengine.com/en-
US/Resources/Showcases/DigitalHumans/index.html 
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5.1.2. Industry Partners.   (See Figure 5.4) 
Epic Games  Epic provided the UE4 real-time implementation of MIKE. 
WikiHumans  WikiHumans is an informal research collective of practitioners.  
Disney Research | Studios The Zurich team provided eye scanning and Medusa Scanning. 
Cubic Motion The Cubic team provided the real-time face tracking. 
3Lateral 3Lateral in Serbia provided the rig that was driven in real time by 
the Cubic Motion data, inside the UE4 engine. 
Tencent The Chinese team worked on the digital skin properties. 
Loom.AI  Loom helped produce the digital caricatures of the interviewees. 
 
5.1.3. Academia Partners: 
There were two University researchers who provided critical help conducting research 
surveys and who are co-authors on the Chapter 6 research; Prof. Alan Dennis of the 
University of Indiana and Dr. Lingyao Ivy Yuan of the University of Iowa.  Additionally, the 
facial scanning was done in co-operation with the research team of The University of 
Southern California Institute for Creative Technologies (USC-ICT) under the leadership of 
Dr. Paul Debevec. 
 
I wish to thank all the contributors who donated their time, equipment and expertise to make 
this project possible. The generosity of their contributions was remarkable.  
 
 
Figure 5.4: Industry partners who donated their time, seen here, behind the scenes at SIGGRAPH. 
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Making MIKE 
5.2. Introduction. 
 
The goal was to create the most realistic avatar feasible with the most leading-edge technology 
as a testbed for the exploring the core ideas in the thesis. This exploratory process produced a 
relevant artefact and research subject for later chapters. 
 
The research rigor of this work must be assessed with respect to the applicability and 
generalisability of the artefact (Hevner et al., 2004). While the face of the MIKE digital human 
is very specific, much of the approach is generalisable. This research has already lead to several 
key projects building on this work, namely the Bebyface project (Seymour, 2019a) and the 
Digital DOUG project (Seymour, 2018a).  
 
The design solution addresses real problems faced by practitioners, as it examines opportunities 
afforded by the interaction of people and organisations with digital agents and digital human 
avatars. The MIKE design represents an implementation and application in two appropriate 
mediums: on-screen and in virtual reality (VR). This is directly relevant to which Delphi study 
issues could be incorporated into the artefact design, because it imposes design constraints 
based on data and frame rates.  
 
The process of building MIKE is covered in the next section and spans four distinct and 
overlapping, i.e. non-linear stages. 
 
5.3. Process of Building MIKE. 
 
After the initial planning, the process of building MIKE unfolded as follows: 
 
Stage 1. Face scanning and texturing. 
Stage 2. Eye scanning and texturing. 
Stage 3. Importing the face into a real time environment and rigging the face for movement.  
Stage 4. Driving the face in real time via a head mounted camera system (HMC) input. 
 
The final integration of the MEETMIKE research occurred in Los Angeles, August 2017 ACM 
SIGGRAPH conference. This last integration stage involved 4 dedicated researchers, 14 
engineers, 9 high-end computers, 16 student volunteers and 15 individuals acting as hosts and 
guests (Seymour, et al 2017). 
 
The decision was made to produce a digital double of myself. This was done so that the 
project’s reference face would always be accessible over a period of at least 18 months. The 
primary selection criterion was availability of the reference face, but this was coupled with the 
desire to avoid any rights issues or future licensing or copyright problems.  
 
An additional research consideration for the experiment was that my face was familiar in the 
VFX community due to a decade of heavy social media and video publishing activity. The 
Delphi study in Chapter 4 identified familiarity with the source face as an issue in believability 
with visually realistic digital humans, known faces having been stated to be harder to 
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reproduce. To examine this aspect of the Delphi study, a reference or source face was needed 
that a significant percentage of the audience might already know2. 
 
5.3.1. Stage 1: Face scanning and texturing. 
 
My face was scanned in Light Stage X (see Figure 5.5). The research team at USC ICT, with 
the help of the Wikihuman research team, worked to obtain an extremely high-resolution set 
of scanning data (see Figure 5.6). Given the stated quality goal, we were luckily able to use the 
USC ICT Light Stage. This scanning and lighting system has been the recipient of multiple 
Sci-tech Academy Awards, produces what is arguably the most comprehensive human facial 
appearance scan possible (Seymour, 2019c). Creating photo-real digital actors is one of the 
most significant enduring challenges in feature film visual effects and the Light Stage is used 
extensively in the production of high-budget feature films.  Since its introduction, the Light 
Stage has been used to help make digital characters in movies beginning with Avatar in 2009 
through to films such as Captain America: The Winter Soldier (2014), Furious 7 (2015), Blade 
Runner 2049 (2017), and Ready Player One (2018). Since the Light Stage was made available 
commercially, it has been used in over 30 motion pictures (Seymour, 2019b). 
 
 
Figure 5.5. Inside the Light Stage X. 
 
The Light Stage X version we used incorporated the Polarised Spherical Gradient Illumination 
facial appearance capture method. This methodology was developed by the USC ICT team in 
tandem with the physical Light Stage’s development. Together they represent a significant 
advance over standard photogrammetry approaches in facial capture technology. The method 
allows for the shape and reflectance properties of a subject’s face to be captured with sub-
millimetre detail. This enables a highly accurate recreation of an individual’s face. The 
complex system of polarised lights and cameras in Light Stage X not only illuminate a face 
 
2 For example, some videos on industry topics and projects for WIRED magazine featuring the author on 
camera, have had over 6 million views on Youtube. https://youtu.be/RapUP9eLFss   
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with a specific technical pattern, but enable the computer to record the geometry, pore texture 
and light properties of a face. 
 
 
Figure 5.6: The USC-ICT Light Stage X on the day of the scan. The author is centre back surrounded by 
the USC-ICT  research staff and members of the Wikihuman team. 
 
The Light Stage is a large sphere of evenly distributed programmable solid-state light sources, 
which are able to rapidly switch through a series of polarized lighting patterns in which each 
light assumes a specific calibrated intensity within each pattern. Synchronised polarized digital 
cameras take photos of the face illuminated by each of the lighting conditions. This process 
allows the isolation of diffuse and specular maps of the face in addition to a very detailed facial 
reconstruction. I sat in the middle of this sphere and was photographed over the course of 
several hours at the USC ICT campus in Los Angeles. This was important to provide the most 
realistic interactive avatar under any lighting condition. 
 
 
Figure 5.7: The relationship of Specular and Diffuse reflected light 
 
A pattern of polarised light sources and polarised cameras took a series of photographs of my 
face in a set of very specific, key expressions. These facial expressions are based on the Facial 
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Action Coding System (FACS) (Ekman and Rosenberg, 1997). This approach was discussed 
in Chapter 4. As a FACS pipeline is the default industry approach to expression space 
generation, we also employed a FACS pipeline for the MIKE project. While the generation of 
the underlying animation rig structure using systems with FACS is a lengthy process, this 
approach can facilitate facial animation in real-time. 
 
The approach is leading edge as the polarised difference imaging process allows for the 
subtraction of cross-polarised lighting patterns from the parallel-polarised spherical lighting of 
the Light Stage (see Figure 7). This allows for the isolation of specular reflections from the 
skin. As light is either reflected from the surface of the skin as a specular reflection or diffused 
below the skin (diffuse illumination), the total illumination is the sum of these two values. The 
total energy from my face is conserved in the specular reflection component or the diffuse 
illumination component. In our specific case of scanning fair skin, my epidermis and dermis 
layers and even the lower subcutaneous tissue give my pale skin the appearance of being pink. 
The presence of haemoglobin pigment or the iron-rich oxygen carrying pigmentation 
molecules are what make my red blood cells ‘red’. Only the diffuse component of light is 
coloured. A glint or specular highlight bouncing off my face is the colour of the source lights. 
A specular glint is not a diffused response; it is sharp, and it thus defines the pores of the skin 
accurately. What makes the isolation of the specular component so useful for modelling is this 
lack of diffusion, it is a first light bounce from the surface of the skin. As such, it accurately 
represents the skin surface. It is also untinted light, as its wavelengths have not been affected 
by the properties of the skin (Debevec et al., 2000). This provided a much more accurate model 
of my face than a traditional photogrammetry approach. It also provided a very accurate set of 
specular and diffuse maps for use in the real-time MIKE.  
 
 
Figure 5.8: A simplified illustration of a photometric solution 
 
The Light Stage’s multiple cameras rely on this sharp and isolated specular reflection to 
determine per-pixel skin surface orientation based on the first four spherical harmonic 
illumination conditions (Debevec et al., 2000). The face is reconstructed using a combination 
of stereo triangulation of surface correspondences from different features (see Figure 5.8). 
Unlike a more traditional photometric stereo solution, the Light Stage X produced a high 
density of surface normals (or skin direction vectors) for all directions around the face. The 
eight cameras produced photometric surface orientation estimates around the whole face from 
ear to ear. The process extracts a highly detailed 0.1mm resolution skin detail from these 
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specular reflections (Graham et al., 2013). In summary, it produces a very detailed and accurate 
three-dimensional map of my entire face for each FACS pose which produces a three-
dimensional model of the face for each FACS expression (see Figure 5.9). It also allows for 
accurate integration of any final lighting configuration. 
 
 
Figure 5.9: Specular normal map XYZ vectors mapped to RGB (3D data in 2D mapping form) 
 
A second process was undertaken to provide a whole head reconstruction. This lower-
resolution procedure was closer to a more traditional photogrammetry modelling solution. Its 
output was the base skull shape that the hockey mask faces were attached to. This resulted in a 
complete face and head scan in accordance with the Delphi Study’s recommendation, (see 
Figure 5.10). 
 
 
Figure 5.10: From Top Left: Single camera view of the single neutral pose; reconstructed basic geometry; 
appearance reference; first appearance reconstruction; Initial 3D render of the whole head and face. 
Bottom: A set of FACS expressions from one of the camera angles inside the Light Stage X USC ICT. 
 
A third set of scans were then performed in the Light Stage. These scans were smaller skin 
patches to determine the anisotropic skin variations that resulted from pore contraction and 
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stretch during expressions.  Given the limits of photographic resolution, these needed to be 
completed as a series of patches using a macro lens. In 2013 Graham et al. developed a 
technique for skin microstructure deformation. This process was used and it allowed for my 
dynamic microgeometry to be sampled and incorporated as an extra level of facial detail 
(Graham et al., 2013) (see Figure 5.11). 
 
 
Figure 5.11: Meso level was scanned in patches with a macro lens with shallow depth of field. 
 
As highlighted in the Delphi study, although the actual skin pores cannot be directly seen in 
images of people, the micropores still affect the appearance of the skin, even at a distance. This 
is due to the anisotropic specular response of the skin because of the specific way the 
micropores stretch and contract in an expression. The stretching smooths the skin and 
compression makes it rougher, directly affecting if the highlights seen at a distance visually 
imply smoother or rougher skin. The pores themselves may not be visible but the effect they 
have on highlights is visible, and people sub-consciously use the subtle differences in specular 
highlights to interpret skin very differently.  
 
 
Figure 5.12: Meso level was scanned to 1/100 of a millimeter 
 
My face was scanned with this third technique to an accuracy of 10 microns, which is 10 times 
smaller than the scanning process without the additional meso step. As the whole face cannot 
be scanned at once to this Meso level of detail, the approach uses a patch system to tabulate 
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the surface normal distribution from a set of scans and produces a convolving neutral skin 
microstructure displacement map with blurring and sharpening filters. These filters can mimic 
normal distribution changes and microstructure deformations. Once this high-resolution facial 
scanning is done, the USC ICT team was able to help implement the spatially-varying 
displacement map filtering to render the effects of changing microgeometry as my face 
changed from one expression to the next.   
 
In response to the Delphi study, the scanning process was extensive, and the output was rich 
data and a detailed set of my face3 within the bounds of current leading-edge technology. After 
these facial scans, two important post-processes were performed. The first involved the 
application of the three-dimensional scan map to the relevant topology of the target head we 
intended to use. While the scan contains three-dimensional data, it is a flat two-dimensional 
projection (see Figure 5.13). The manner in which this two-dimensional projection is 
topologised is important for the quality of the animation.  
 
 
Figure 5.13: The data outputs from the USC ICT scans 
 
The second post-process involved the linkage or connection of each of the FACS scanned 
expressions. While the scans are all of the same face, there is no inherent correspondence 
between scans. This is required to have temporally consistent changes in expressions. For the 
animated face to function, the computer must be able to accurately move or interpolate between 
expressions. Without correspondence, each expression may be individually accurate but the 
intermediate path from one expression to another would be unnatural or impossible. This 
process of correspondence matching produced skin textures that were able to move correctly 
during changes in facial expressions. Skin is dynamic, as a face makes different expressions. 
For example, the corners of the mouth need to move correctly to provide a working smile. 
During the animation of a smile, the maps need to move without the skin texture around the 
mouth appearing to slide unnaturally.  
 
 
3 It was noted at completion at USC-ICT day of scanning, perhaps for just that day, I had the most detailed 
scanned face in human history.    
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5.3.2. Stage 2: Eye scanning and texturing. 
 
The USC ICT process does not produce scanned references for the interior of the mouth, the 
eyes or the hair of the head. These are all important details that needed to be added. Dental 
moulds and hair estimation approaches were achieved with the help of a manual artistic 
estimation, rather than scanning data. My eyes were scanned separately, as the Delphi study 
identified that digital eyes were often lacking in realism and frequently became the focus of 
viewer attention. Eyes cannot be scanned or moulded with traditional or Light Stage polarizing 
techniques. It was determined that a generic eye model typically used in digital humans was 
insufficient for capturing my individual identity if the MIKE project aimed to create a specific 
digital human version of me. At that time, a new research approach had recently been 
developed by Disney Research Studios in Zurich. I travelled to Switzerland to have my eyes 
scanned using this new scanning approach. 
  
The Disney Research Studio approach addressed the problem of realistic eyes based on the 
work of Bérard et al. Their approach produces a spatially, temporally and illumination variant 
model of an eye (Nitti et al., 2014; Bérard et al., 2016). Their approach to eye capture provided 
a more accurate model of the eye than any previously known approaches. Most facial 
reconstruction techniques, such as the Light Stage, use a photogrammetry approach to rebuild 
a surface. Eyes have two characteristics that do not work with such an approach: the cornea is 
continually kept wet by basal tears and are thus highly reflective. Eye balls are curved 
transparent surfaces with significant refraction which means there are normally too many 
reflective specular highlights to use a direct photogrammetry solution. The iris is also spatially 
distorted by refraction and cannot be adequately resolved in three-dimensional space. As the 
general specular highlights are not fixed relative to the surface of the eye, they are unhelpful 
in photogrammetry, but Bérard et al. solved this with a process using calibrated coloured lights.  
 
In all eye photography the most visible tissue below the cornea is the iris and the pupil edge, 
but these are only visible through the anterior chamber. While the actual lens of the eye sits 
behind the iris, the curvature of the cornea still strongly refracts and changes the apparent 
position of the iris and pupil. As fixed physical tissues are seen through various forms of 
refraction, the eye’s natural characteristics defeats a traditional system that would normally 
triangulate a point from different angles as part of photogrammetry. Lastly, eyes involve iris 
muscles that vary based on illumination. 
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Figure 5.14: Eye scanning, note the cameras at the top (L). A fisheye view looking up (R). 
 
To solve this last problem, I lay in a rig that photographed one eye while illuminating the other 
isolated eye. Human eyes contract their iris in response to light changes. Our eyes do this 
evenly across both irises, even if only one eye is exposed to the variation in illumination. The 
approach is possible based on human physiology, where by varying the light in one eye causes 
the other eye to respond even if that eye is not exposed to the same light. The Disney Research 
Studio team sampled my left iris opening and closing in response to light levels in my right 
eye. This allowed us to capture how the iris sphincter muscles changed the iris. The team 
photographed the expanding and contracting the tiny circular and radial folds in my iris. This 
level of detail provided a very detailed map of the iris. We were able to sample the fibrous 
material of the iris, my exact eye colour and the detail and muscles unique to my iris. (see 
Figure 5.14).  
 
To solve the issue of curvature and refraction in the capture space, the reflections were 
controlled. This also allowed for the whites of the eyes to be sampled, as well as the two 
different layers of blood vessels captured: those of the sclera and of the conjunctiva (Maloca, 
2016). The sclera and the conjunctiva can move differently which can be most easily seen by 
the two different layers of veins. For this level of detail, it is the process which solves for the 
exact shape of my eye ball and the optical distortions it provides.  
 
To determine the shape of my eyeball, tiny coloured calibrated LEDs were positioned over my 
photographed (unlit) left eye. These produce precise specular highlights which can then be 
calibrated, triangulated and adjusted to determine the shape of the eye ball. This was done on 
the non-illuminated eye ball while the other eye was masked off for localised illumination 
variation.  
 
Within this process my sclera, cornea and iris were all scanned, and a full eye model was 
produced (see Figure 5.15). It should be noted that this research by the Swiss team led to an 
accurate parametric estimation method that no longer requires the same level of scanning as I 
required. The new techniques uses machine learning to reduce the complexity of the scanning 
while maintaining a plausible high-quality output (Seymour M, 2016). 
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Figure 5.15: A closeup of the 3D interactive digital human eyes in MIKE 
  
It is important to note that this data was then simplified for the real-time custom MIKE eye 
model. We also did additional photometric full-face scanning and key four-dimensional 
scanning with the Medusa rig in Zurich. The Medusa data, which captures moving 
performances and not just still poses, was done to validate and possibly extend the USC-ICT 
data, although this data was not explicitly used in the MEETMIKE project of 2017.  
  
5.3.3. Stage 3: Importing the face into a real time environment and rigging. 
 
The data from Stages 1 and 2 were not exclusively targeted for creating a real-time solution. 
The intent was to produce the highest quality and richest data set possible. To explore 
interactivity research questions, a real-time implementation of MIKE was required. Not all the 
data gathered was used in the 2017 MEET MIKE due to frame rate considerations. There was 
a trade-off of realism and computational pragmatics. A more detailed data set and denser set 
of skin texture maps for example, would have stopped the system from being interactive. 
 
To move the digital face, an input system was required that could drive a facial rig. The rig is 
moved by parameters to mix and combine a set of FACS expressions into the desired target 
expression. The animation rig is dependent on the pipeline. The fidelity of the overall 
simulation is a product of the facial tracking, the expression solver, the animation rig and the 
quality of the pipeline’s rendering engine which produced the final images.    
 
Working backwards, the real-time version of MEETMIKE, MIKE, was built to be rendered 
inside the Epic Unreal Engine (UE4) and driven by a facial rig produced by 3Lateral. This rig 
was driven by the Cubic Motion solver and face tracker. The companies had successfully 
worked previously on a similar project, ‘Senua (or Hellblade, shown in 2016), with less 
detailed scanning and modelling data (Antoniades and Libreri, 2016). 
 
The MIKE rig is built on a system called ‘Rig Logic’ which allows the 3Lateral animation rig 
to run inside the Unreal Engine directly (Seymour, 2016). Having the Rig Logic inside UE4 
facilitated the real-time, low-latency response needed for the MEETMIKE to become 
interactive in a live context. The Rig Logic unit takes the direct streamed motion capture input 
and delivers them to the rigged facial elements inside UE4. 
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Figure 5.16 TwinBlast face (Left: UE4.15) and MIKE (Right: UE 4.20) 
 
The MIKE implementation was built on prior work of both the ‘Senua’ project and facial 
advances for Twinblast in the game ‘Paragon’ (Seymour, 2018b). The UE4 engine rendering 
was significantly improved for MIKE over the earlier Paragon project (see Figure 5.16). The 
eyes were also improved based on better data and approaches (see Figure 5.17). 
 
Unlike previous real time digital humans such as Twinblast, this project was designed to run 
in both VR and on normal screens. VR has a high frame rate of 90 fps. MIKE increased the 
level of detail and fidelity over previous implementations. Twinblast was designed to be 
rendered in real time but not driven in real time. MIKE’s user-driven interactivity was a 
primary technological target which impacted the project in many ways. The earlier systems 
used the UE4’s system of blend morph target normal, so the results were not as consistent in 
portraying the fidelity of expression as the MIKE embedded 3Lateral rig.  
 
 
Figure 5.17: Eye and render improvements. Note the dark, unnatural lines and transitions around the eyes, 
and the lack of eye moisture (top), denoted by the specular highlights at the bottom of the eyes (bottom). 
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Many design decisions had to be weighed throughout the MIKE project. Many of these were 
influenced by the Delphi study described in Chapter 4. For example, a key decision at the outset 
was to choose blend shapes over a joint-based approach. The expert opinions in the Delphi 
Study made it known that video game technical rigging had primarily used ‘joint’ facial rigs 
while feature film pipelines favour blend shapes. Following the Delphi recommendations, the 
design decision on MIKE was to use blend shapes. This dovetailed well with project partners 
Epic Games, that was adopting an increasingly cinematic film style pipeline. This was only 
practical due to advances in computational resources in 2017.  
 
A joint-based system can be advantageous in some respects, as blend shapes can be spatially 
linear. Movement, especially around the lips, can look wrong due to these linear transitions 
with blend shapes. This can be adjusted with user-controlled corrective blend shapes in a non-
real-time pipeline, but MIKE needed to work without specific artist intervention. Additionally, 
the mouth moves more in an arc than a straight line, so simple jaw movement is handled better 
by joint-rig models (Seymour, 2019b). 
 
Opposingly, past game systems were thought to have found it difficult to get the look of muscle 
sliding under the skin in a real-time game engine. This was a problem the MIKE model aimed 
to address with a superior level of scanning fidelity.  
 
Having decided upon a blend shape approach, the goal to achieve the full range of accurate 
motion from the mouth remained; arguably, this was never fully solved in the MIKE project. 
One of the limitations of the project was the fidelity of highly accurate visemes. The facial 
deformations used in the animatable MIKE face were represented through deforming geometry 
using the blend shape methods. It appeared to suffer from combinatorial explosion in 
representing the complex manifold of facial expressions.  
 
The earlier real-time ‘Senua’ project had deployed artistically estimated eyes not based on 
scanned data of the reference actor. Similarly, her (digital) skin was only partially based on 
sampled textures. The MIKE UE4 implementation benefited from both richer scanning data, 
including a detailed eyeball scan, and advances in real time rendering technology. The Unreal 
UE4 facial technology advanced far enough to be able to compute the normals and the tangents 
in the GPU processor which produced results much more like a traditional VFX or animation 
pipeline in keeping with the approach outlined in the Delphi study described in Chapter 4.  
 
The prior approaches as seen in the face of ‘Senua’ had not been built based on the separate 
specular highlights and diffuse-sampled maps that we had obtained from the Light Stage X. 
With MIKE, it was possible to base the specular reflectance and roughness on captured data. 
 
MIKE incorporated a double Beckman Dual Lobe method for skin reflectance. This addition 
to the subsurface profile model better mimics key skin properties. There is a great deal of detail 
in the roughness of skin; it is not easy to render this with a regular micro face scan and capture 
this roughness with just surface normals. With the USC ITC data and the new dual lobe, we 
could capture and exhibit these fine details and the sharper highlights they produce, along with 
the broader highlights from the skin. Without this advance, the digital skin looks plastic and 
rubbery and not as human or organic. 
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The SIGGRAPH version of MIKE required a custom build of UE4 real-time engine. This 
included additional skin surface-light modelling provided by the Tencent team in China. Their 
team collaborated to provide new real-time skin-rendering improvements inside UE4.  
 
Compromises and data reduction were required to move to an interactive real-time digital 
MIKE. The UE4 real-time MEETMIKE version could not fully emulate an offline render as it 
was required to produce a frame in milliseconds rather than minutes as per offline rendering. 
For example, the MIKE real-time model did not have dynamic global illumination. In its place 
there was a solution using Short Distance Dynamic Irradiance, through a post-process material 
(Seymour, 2018b). This process samples a colour from the final image and performs key 
distance and normal calculations to estimate how much light is bouncing around the face and 
contributing to overall illumination. Without short distance dynamic irradiance, the MIKE face 
would look less natural. For example, the edge of the nose would become an unnaturally dark 
and with dramatic contrast compared to the surrounding skin. Whereas in reality, light would 
bounce from the cheek to provide fill light to the nose area.  
 
5.3.4: Stage 4: Driving the face in real time, via a head mounted camera system (HMC) 
 
One important similarity between the Senua project and the MIKE project is the controlling 
input device. In both projects the motion-capture data was gained by a combination of a 
Technoprops manufactured Head Mounted Cameras (HMC) and specialist computer vision 
software from Cubic Motion (see Figure 5.18). 
 
 
Figure 5.18: Head mounted camera rig. Note in this version pictured it is using cameras left & side. 
 
To drive the 3Lateral rig inside the Unreal Engine, a motion-capture data stream was 
established from a Cubic Motion facial solver. I wore a twin camera head-mounted unit which 
delivered 60 fps synced imagery of my face. The Cubic Motion computer vision technology is 
able to track more than 200 facial features at over 60 frames per second and automatically maps 
this data to a reconstructed three-dimensional facial model. It solves the sparse data cloud into 
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expression space defined by the FACS Action Units (AUs). These AUs are then streamed to 
the Rig Logic to control the digital puppet of my face (see Figure 5.19).  
 
 
Figure 5.19: Head tracking 
 
There are two cameras that provide a stereo reconstructed and resolved three-dimensional data 
set. Some visemes that differ only in jaw position are hard to detect from a mono camera. The 
‘Senua’ demo was initially from a mono camera, but also moved to a stereo rig in later 
implementations.  
 
Significantly, the HMC and Cubic rig pipeline was a markerless system. Often similar rigs 
used in the latest films, such as in Avengers: Endgame, use a very similar stereo camera rig but 
with dots applied to the faces of the actors (Seymour, 2019b). 
 
In addition to solving the FACS expressions, the Cubic Motion solver provided an eye line or 
eye tracking data feed. This allows for the system, when calibrated, to accurately make it seem 
as if the MEETMIKE face is looking directly at someone and making eye contact.   
As many micro expressions and social interaction ques are reproduced as possible, from high 
level nodding and head movement to blinking, and accurate eye gaze.  
 
The Cubic Motion solver is a loose form of Machine Learning; it uses computer vision and a 
learning set of expressions to build an expression space that the solver can resolve into. The 
training data maps the computer vision to FACS specifically based on my face. While someone 
else could obtain some result by wearing the same HMC, the accuracy increases dramatically 
with the same person that the system used for the training data driving the face.  
 
 
 
The offline stereo pipeline allows artistic contributions including calibration during the training 
stage. The first stage of learning uses more detailed data that only the stereo cameras can 
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provide. While there are delta offsets, for example, where in space the eyes are looking, the 
live version has no artistic interpretation or manual assistance and runs unaided in real time. 
The key to many deep learning algorithms is to have an accurate 'correct' or 'solved' data 
training set. To achieve this, the stereo training output data was interpreted by an artist to make 
sure the intent of what was being said matched the expressions being generated.  
 
The combination of FACS, deep learning and computer vision algorithms and artist quality 
assistance produces a highly articulated lip sync and facial animation solution. Cubic Motion 
uses its own non-linear solving methods to output an accurate two-dimensional moving map, 
correlated into FACS space and outputting the data needed to feed to the 3Lateral Rig Logic 
engine. While logically the face solver is at the start of the process, its implementation was the 
last stage we focused on in the MEETMIKE project.  
 
While not a part of the face-tracking solution, one additional input incorporated in the later 
stages of the project enabled the ability to track head movement. We did not require a full body 
motion capture suit, but a static head is unnatural. A solution was the addition of a single VIVE 
tracking puck. This sensor was placed on top of the HMC, and it provided a separate but synced 
head motion position stream to the UE4 puppet. (see Figure 5.20) 
 
 
Figure 5.20: Note the VIVE puck on top of the HMC. 
Without this, the head would have been static since the cameras are attached to the helmet and 
thus move with the head. For example, for MIKE to nod, we needed an independent input 
showing how the head was nodding, moving or turning relative to the real world. This puck 
was captured by having the HMC operating in a VIVE capture volume powered by two 
standard VIVE lighthouse sensors. A simple inverse kinematic (IK) rig interpreted the head 
position from a calibrated neutral pose. 
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5.4. Summary and contribution 
 
Points addressed from the Delphi Study (re page 4789 of Chapter 4) 
 
• Focus on improved eye models (modelling and texturing) (5.1.1) 
• Scope of the head, avoiding the hockey mask (5.1.2)  
• Use of Blend shape facial model (modelling and animation) (5.2.1) 
• Use of FACS (rigging and underlying muscles) (5.2.1) 
• Skin solutions (5.3.1) and 
• Use of high fidelity scanning for high quality scans (texturing) (5.3.1) 
• Focus on interactivity vs just movement (5.4.1) and 
• Improvement to real-time rendering quality (5.4.1) 
• Display space (Screens and VR) (5.4.2) 
• Use of a face that is known and available for comparison (Knowing the subject) (5.5) 
• Context (5.5) 
 
Partially addressed 
• Linearity of Blend shapes (5.2.1)  
 
Not addressed 
• Bloodflow (5.2.2) 
• Spectral rendering (5.3.3) 
 
We worked towards building the vision of a research platform by enlisting a series of partners 
from both academia and industry. Over many months the team took on a range of complex 
design and implementation issues. As a result of combining together the technology, a valuable 
research platform was created that has allowed for ongoing research and aided in answering 
several of the research questions of the thesis as outlined in Chapter 6.  
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Figure 6.1. How this chapter fits with the other papers in the thesis 
 
Preamble: 
 
The development of very human-realistic avatars is an important area of research as is 
understanding how users react to these human-like digital entities to achieve what has been 
defined as realistic visual presence RVP in Chapter3.  
 
The last paper in the creative section explores the effectiveness of the digital human MIKE, 
built and informed by research from the previous chapters (see Figure 6.1). Chapter 6 
investigates affinity and trustworthiness. The novel methodology compares a digital human 
(MIKE) to an animated avatar of an industry expert. It provides an example of a more realistic 
digital human achieving greater affinity and trustworthiness than a cartoon human. The theory 
predicts that a more realistic digital human would produce less affinity, unless it had crossed 
the Uncanny Valley and was now approaching significant realism.  
 
The paper discusses Goffman's work, but upon reflection it is important to the impact of the 
research in Chapter 6 to expand upon Goffman’s particular concepts of focused interaction, 
involvement and interlocking obligation. This connects with the IS research on social presence 
cited in Chapter 2 and more recent work by Schultze and Brooks (2019) in examining 
participants form the sense that each other is present through the lens of Goffman. 
 
Schultze and Brooks (2019)1 outline how focused interaction occurs when two people, such as 
examined here in chapter 6, are situationally placed together and are actively cooperating in a 
 
1 Schultze, U. and Brooks, J. A. M. (2019) ‘An interactional view of social presence: Making the virtual other 
“real”’, Information Systems Journal, 29(3), pp. 707–737 
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joint activity of a conversation2; (Goffman, 1963). When the participants in the experiment 
become engaged in the joint activity, they share a common focus of attention and “their 
respective affective involvement typically becomes aligned so that participants can be said to 
be jointly engrossed.” Goffman (1986)3 much later in their research, further theorized that 
during this joint activity, the participants' involvements become interlinked in “interlocking 
obligation”. This interdependence obliges them to cooperate cognitively and supports the other 
person in staying involved in the joint activity and enriching the sense of social presence and 
engagement (Schultze and Brooks, 2019).  
 
The experiment documented in here in Chapter 6, provided each individual with a personal 
presence, i.e., the individuals subjectively held the perceptions that they existed in and could 
interact in the virtual studio space. This is the first of three key aspects for social co-presence 
as defined by Schultze and Brooks, (2019). Secondly there was a focused interaction and 
affective involvement between the two avatars in a conversation. Both of these lead to a co-
constructed experience with an interlocking involvement obligation. This is significant as it is 
important to not see the Chapter 6 experiment in constructionist terms of an absolute standalone 
measure of affinity, trustworthiness and presence, but a co-constructed experience, that was 
shared and formed with those in attendance. 
 
This paper contributes to the second research question by showing that there is significant 
benefit to justify the complexity involved in producing a realistic digital human compared to 
simpler implementations. 
 
To achieve the design goals, the real-time MIKE imagery needed to be witnessed by observers. 
As discussed in Chapter 6, the final installation had multiple computers allowing spectators to 
view the digital MIKE interviewing avatars of interviewees either in VR or on a large spectator 
screen (see Figure 6.2). The details of the experimental design that used this apparatus are 
outlined in Chapter 6. As seen in the diagram, the two principles in the experiment, the host 
and the interviewee were separated by a physical barrier. They also each had two computers 
dedicated to the reading of their facial movements (denoted as ‘CM FaceRigs’) and then 
reproducing this in VR on the digital faces of their respective avatars. The other computers in 
the setup were used to provide individualised VR experiences to the VR attendees (denoted as 
‘VIVE PCs’), and also to provide a separate non-VR output to those attendees watching on the 
main screen (marked as ‘Spectator PC’). While this totals 9 individual PCs, it allowed a range 
of experiences to all be witnessed simultaneously and in real-time. 
 
 
2 Goffman, E. (1963). Behavior in Public Places: Notes on the Social Organization of Gatherings. New York: 
Free Press. 
3 Goffman, E. (1986). Frame Analysis: An Essay on the Organization of Experience. Boston: Northeastern 
University Press. 
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Figure 6.2. The operational system overview. 
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Abstract 
 
Developers have long strived to create virtual 
avatars that are more realistic because they are 
believed to be preferred over less realistic avatars; 
however, an “Uncanny Valley” exists in which 
avatars that are almost but not quite realistic trigger 
aversion. We used a field study to investigate whether 
users had different affinity, trustworthiness, and 
preferences for avatars with two levels of realism, one 
photo-realistic and one a cartoon caricature. We 
collected survey data and conducted one-on-one 
interviews with SIGGRAPH conference attendees who 
watched a live interview carried out utilizing two 
avatars, either on a large screen 2D video display or 
via 3D VR headsets. 18 sessions were conducted over 
four days, with the same person animating the photo 
realistic avatar but with different individuals 
animating the caricature avatars. Participants rated 
the photo-realistic avatar more trustworthy, had more 
affinity for it, and preferred it as a virtual agent. 
Participants who observed the interview through VR 
headsets had even stronger affinity for the photo-
realistic avatar and stronger preferences for it as a 
virtual agent. Interviews further surprisingly 
suggested that our ability to cross the Uncanny Valley 
may depend on who controls the avatar, a human or a 
virtual agent.  
 
 
1. Introduction  
 
Virtual Reality (VR) is a form of visual and audio 
experiences that seek to immerse the user into a 
computer-mediated environment or a situation that 
simulates, yet is different from, the real world [5].  It 
is achieved by placing the viewer in a three-
dimensional (3D) projected encapsulated space 
(typically via a headset), by using a stereoscopic two-
dimensional (2D) display screen. A VR world can also 
be viewed on a regular monitor, but this reduces the 
interactivity. It can still, however, allow limited 
rotation of the camera view interactively. Headset 
viewed VR is more immersive than traditional human-
computer interaction via a 2D screen, because the user 
is immersed in the projected reality and is free to move 
and explore the space from different viewing angles. 
This interaction between the viewer and the project 
reality is key, as it separates the immersive VR 
experiences from viewing on a computer screen where 
the viewer's position does not interactively affect the 
point of view of the scene [5]. VR can be free of digital 
characters, but much attention has been paid to 
improve the ability of the viewer to interact with 
virtual characters [5]. Such interactions range from the 
simplest form of observing the animated characters as 
a part of a predetermined scene to the most complex in 
which virtual characters, who are believably humans, 
interact with the viewer.  
Voice-controlled digital assistants are currently 
popular in a wide range of consumer products, and 
nearly half of U.S. adults (46%) say they now use these 
applications to interact with smartphones and other 
devices [32]. Yet most of these devices present a 
disembodied voice as the representation of the 
assistant. Would interactions with these assistants 
change if they had a face and interacted like a human? 
There has been a steady move towards creating 
characters and avatars that are more and more realistic 
[37, 38]. Much research has examined how users 
respond to more realistic characters or avatars [41]. 
The design of this study focuses on observing 
participants’ interactions with human controlled 
avatars. Quantitative analysis was performed on 
human perceptions towards the avatars with different 
level of realism. However, we draw our discussions on 
human controlled agents versus Artificial Intelligence 
(AI)F agents from qualitative interviews with our 
participants.   
The development of very realistic avatars is an 
important area of research but understanding how 
users react to these human-like digital entities is also 
important. Affinity and trust in online avatars and 
virtual agents are important factors that influence 
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whether consumers visit and purchase from online 
retailers [8]. Do users have more affinity or trust for a 
virtual agent depicted using a highly realistic human 
avatar than one using a cartoon avatar, or would they 
prefer one agent over the other? Understanding these 
issues have both theoretical and practical implications, 
as developers spend millions to push such 
technologies forward, as companies make deployment 
decisions, and as users begin to encounter such 
avatars. This study strives to address two questions: 
RQ1: Are there differences in user perceptions of 
(i.e., trustworthiness, affinity) and preferences for 
avatars with different levels of realism? 
RQ2: Does the virtual environment (i.e., 
immersive 3D or traditional 2D) impact user 
perceptions of, and preferences for, avatars of 
different levels of realism? 
 
2. Theoretical Background 
 
VR has moved from research curiosity and 
gaming platform to “gain legitimacy in business and 
educational settings for their application in globally 
distributed, project management, online learning and 
real-time simulation" [36]. Until recently there was 
little significant organizational application [35], so 
very little of VR research, has “found its way into IS 
research"[36]. This has changed with the introduction 
of inexpensive consumer-grade VR headsets that has 
generated new interest in enhancing existing systems 
and create new opportunities. 
Research suggests that users may see the avatar 
either as a direct extension of the user or as something 
separate and distinct [35]. At the heart of the 
experience is the issue of agency and whose identity 
the observers believed they are experiencing. While 
the avatars are a mix of realism of their driving 
participants, they also exist simultaneously as 
fantastical representations, being able to look and act 
differently than the person controlling by them.  
  
2.1. The Uncanny Valley and Affinity 
 
The 40-year-old Uncanny Valley theory [31] 
plays a key role in research on users’ reactions to 
avatars and agents. The theory argues that users have 
greater affinity for avatars that are more realistic. User 
affinity increases as the avatar becomes increasingly 
realistic, until the avatar is semi-realistic, at which 
point affinity drops dramatically because a partially 
realistic avatar triggers unease in users. See Figure 1. 
As realism increases, there comes a point where the 
valley has been crossed and the avatar’s affinity 
increases to its highest level. It does not require the 
realistic avatar to be imperceptibly real, just very 
close. Thus, “crossing the Uncanny Valley” has 
attracted much research and commercial attention.   
The Uncanny Valley uses the concept of 
“affinity”, which comes from an original Japanese 
word, Shinwakan (親和感), and thus is open to 
interpretation as it is translated into English. 
“Affinity” has emerged as the preferred translation 
[31, 41]. Affinity is an indicator of whether an avatar 
is in or across the Uncanny Valley. The theory is not 
based on empirical data, just conjecture. It also 
predicts a magnified effect when viewing the target 
with movement over a still image.  
 
Figure 1. Uncanny valley 
 
The cause(s) of the Uncanny Valley are not clear, 
but there are many different theories (see [41] for a 
summary). Three theories are particularly relevant for 
our research. The first theory argues that the drop in 
affinity in the Uncanny Valley is due to perceptual 
surprise [29]. In the first 100-300ms after seeing what 
could be a face, our subconscious initially concludes 
that the almost-human avatar is a human and creates 
an expectation of its humanity. It then directs our 
conscious attention to focus on it. Our conscious 
attention is surprised when it determines that the 
avatar is actually not a human and this surprise triggers 
a negative emotion. 
A second theory argues that we perceive the 
almost-human avatar to be human, but its less than 
perfect features lead us to dehumanize it [41]. 
Dehumanization is the process whereby we perceive a 
human to lack the attributes that comprise what it 
means to be a human. It occurs when we see a person 
as a member of an out-group that is different from the 
in-group of people like ourselves; they become 
animals (less intelligent) or machines (lacking 
emotions) [14]. In either case, this dehumanization 
triggers negative emotions. 
A third theory is based on evolution and argues 
that our responses to almost-human avatars are 
subconscious reactions for self-preservation [31]. We 
perceive almost-human avatars to be humans 
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exhibiting a psychopathic personality disorder [39]. 
These almost-human avatars are perceived to be 
callous and dishonest because they fail to accurately 
display emotions and/or behave in the same way as 
healthy humans. 
A key point in all these theories is that they argue 
that affinity for the avatar is not deliberate; the shared 
conclusion is that affinity is driven by subconscious 
processes that are beyond conscious control. The first 
two theories are based on visual perceptions triggering 
subconscious processes, so a static image is sufficient 
to trigger our aversion. The third theory argues that 
behavior that triggers aversion, so the avatar must be 
interacting; a static image is not sufficient. 
Empirical studies that have examined the 
Uncanny Valley primarily have used static images or 
scripted video clips; few have explicitly explored 
interactivity [37], so, we have little understanding of 
how users perceive interacting avatars. The human 
face plays an important role in communication [37]; 
much information is communicated nonverbally by 
our facial expressions [42]. Cartoons lack detailed 
facial muscles, so they have a much narrower array of 
nonverbal signals they can communication. We 
theorize that more human-realistic avatars have the 
potential to improve communication with virtual 
agents. After all, the Uncanny Valley theory argues 
that close to human-realistic avatars should engender 
more affinity than cartoon avatars [31], but we need to 
cross the Valley. This leads to our first proposition: 
 
Proposition 1. Users will have greater affinity for 
a human-realistic avatar than a cartoon avatar.  
 
2.2. Trustworthiness  
 
Trust is an individual’s willingness to be 
vulnerable to the actions of the other for a particular 
action, irrespective of the trustor’s ability to monitor 
or control the trustee [4, 25]. Trustworthiness is an 
assessment of whether another person or thing is 
worthy of trust [25]. Trust is between people [25], but 
also applies to information systems [3, 20, 23, 46]. 
Mayer, et al. [25] argue that trust is a function of 
the trustor’s disposition to trust and the trustor’s 
assessment of the trustee’s ability, integrity, and 
benevolence. Trust is refined through interaction [21, 
25]. The trustor’s disposition to trust is independent of 
the trustee; it is a “generalized attitude” learned from 
experiences of fulfilled and unfulfilled promises [31, 
34], and varies from person to person.  
The other three elements of trust are based on the 
trustor’s assessment of the trustee [16, 25, 33]. Ability 
refers to the skills that enable the trustee to be 
competent within some specific domain. Ability is 
key, because the trustor needs to know that the trustee 
is capable of performing the task he or she is being 
trusted to do. Integrity is the adherence to a set of 
principles that the trustor finds acceptable. Integrity is 
important because it indicates the extent to which the 
trustee’s actions are likely to follow the trustee’s 
espoused intentions. Benevolence is the extent to 
which the trustee is believed to feel interpersonal care, 
and the willingness to do good, aside from a profit 
motive. Benevolence is important over the long term, 
because it suggests that the trustee has some 
attachment to the trustor, over and above the 
transaction in which trust is being conferred. 
Ability and integrity may be more important than 
benevolence when the task is transaction-oriented 
because the trustor just needs to have confidence that 
the trustee has the ability to complete the transaction 
[11]. For advice giving or recommendations, 
benevolence may be more important because to 
provide good advice and recommendations the trustee 
must take into account the trustor’s best interests, 
separate from a profit motive.  
Benevolence and integrity are human 
characteristics [11]. While we can think of machines 
as having an ability to perform a task, they lack the 
fundamental capability to adhere to principles 
(integrity) or feel interpersonal care (benevolence). 
Therefore, we theorize that human-realistic avatars are 
more likely to be perceived as having integrity and 
benevolence than cartoon avatars that are clearly non-
human. Because integrity and benevolence affect 
trustworthiness, we theorize that human-realistic 
avatars will be perceived as more trustworthy than 
cartoon avatars. We also theorize that this will hold 
between human-realistic avatars and lesser realistic 
human avatars that lie in the Uncanny Valley. Thus: 
 
Proposition 2. Users will ascribe greater 
trustworthiness to a human-realistic avatar than 
to a cartoon avatar.  
 
2.3. User Preferences  
 
Affinity and trustworthiness are two important 
characteristics of virtual agents [8]. Affinity has often 
been linked to increased preferences for interaction 
with avatars and web sites in general [6, 8, 22]. 
Likewise, trustworthiness is an important factor 
influencing both interpersonal preferences and 
preferences for websites – and increased interactions 
with both [11, 26]. We argued above that human-
realistic avatars would induce greater affinity 
(Proposition 1) and greater trustworthiness 
(Proposition 2) than a cartoon avatar. Taken together, 
we theorize that human-realistic avatars should be 
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preferred as virtual agents over cartoon avatars. Thus: 
 
Proposition 3. Users will prefer a human-realistic 
avatar to a cartoon avatar as virtual agent.  
 
2.4. Display Format  
 
There are two fundamentally different ways in 
which VR can be used. One is an immersive 3D 
environment, which is typically provided by using a 
3D VR headset.  The second is by projecting the 
virtual world onto a flat 2D display screen.  The 3D 
headset differs in two theoretically different ways 
from the 2D screen. First, the 3D headset enables the 
user’s view of the world to change as the user moves 
his/her head or moves around physically. The user is 
able to peer around objects to see them from a different 
vantage point, in the same way that moving in the 
physical world changes the user’s view. Second, the 
3D headset ensures the users only see the virtual 
world.  Unlike the 2D screen which enables users to 
see other objects in their physical world (e.g., their 
desk), the 3D headset masks the user’s physical world 
so that he or she can only see the virtual world. We 
theorize that these two theoretical mechanisms will 
strengthen the effects of virtual experience. This will 
heighten the differences between the realistic avatar 
and the cartoon avatar. 
Previous research comparing 2D VR presentation 
on screens with 3D VR headsets have shown some 
important differences. Ashraf et al. [2] briefly 
summarize prior research and report on a randomized 
experiment comparing laparoscopic surgery using 2D 
screens and 3D headsets. This study, along with prior 
research on the use of VR in surgery and surgical 
training, suggests there may be some improvement in 
skills (e.g., faster times and fewer errors) when using 
3D headsets. It is important to note that these tasks 
require direct physical interaction in a three-
dimensional environment, which our study does not. 
Nonetheless, we propose: 
Proposition 4. Individuals who view avatars 
using immersive 3D virtual reality headsets a) 
will feel more affinity towards the human-realistic 
avatar, b) will ascribe greater trustworthiness to 
a human-realistic avatar, and c) will be more 
likely to prefer a human-realistic avatar. 
 
3. Research Methodology 
 
We conducted a field study at the SIGGRAPH 
Conference 2017 held in Los Angeles from July 30th 
to August 3rd. The event was an invited and curated 
part of the Conference and constructed with the 
resources of a range of industry and academic partners. 
We conducted 18 sessions over four days, collecting 
quantitative surveys from and doing qualitative 
interviews with audience members. We first describe 
the event and then discuss the data collection.  
 
3.1. MEETMIKE Event Description 
 
MEETMIKE featured Mike Seymour 
interviewing 18 leading experts in the field of digital 
human technology in real-time utilizing a human-
realistic avatar (“Digital MIKE”) in a “virtual studio 
setup in Sydney”. The event was presented as part of 
the conference’s VR Village, (see Figure2).  
 
 
 
Figure 2. MEETMIKE Event Image (Above) 
and Design (Below) 
Photograph Courtesy of the Authors 
 
There were four roles:  
1) The Host, Mike Seymour, was conducting 
interviews. Digital Mike, a highly realistic virtual 
avatar, was developed based on Mike Seymour;  
2) The Guest in each session was a well-known 
industry expert working in visual design and/or the 
movie industry. Each guest participated only once, so 
there were 18 different Guests, one for each session. 
Each guest was represented by a unique cartoon avatar 
that was custom-designed to be a caricature of the 
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guest, so there were 18 different cartoon avatars. 
3) The VR audience members were four 
SIGGRAPH conference participants who were pseudo 
randomly chosen to observe the interview in VR using 
VIVE headsets;  
4) The non-VR audience members were 
SIGGRAPH conference participants who observed the 
interview via traditional 2D monitors. Audience size 
varied but was usually about 30 people.  
 
Each of the 18 sessions lasted about 20 minutes. 
The Host and the Guest had the active roles carrying 
on a conversation on the history, progress and the 
future of virtual human technology. The VR audience 
and non-VR audience were observers of this 
conversation. The event environment was a 
constructed space at the Conference that allowed two 
participants, the Host and Guest, to sit on either side 
of a barrier and only see and hear each other via the 
VR technology.  
 
 
Figure 3. Head rig with stereo cameras 
(HMC)(left) and computer generated eye 
close up (right). 
Photograph Courtesy of the Authors 
 
 
The Host was presented as a human-realistic 
avatar. The Host wore a Head Mounted Camera Rig 
(HMC) with two stereo computer vision cameras 
which enabled stereo 3D reconstruction of the Host’s 
expressions and the ‘solving’ of the Host's expressions 
into 'expression space' (Figure 3). The expression 
space is based on the Facial Action Coding System 
(FACS) system of expressions. This allowed subtle 
expressions on the Host's face to be interpreted into a 
set of computer instructions that drove a fully 3D 
computer generated avatar of the Host in real time. 
This avatar model was displayed only from the chest 
up. The system mapped head movement and detailed 
facial expressions from the host to the digital avatar. 
This digital avatar was built based on extensive 
scanning of Mike Seymour’s face and research that is 
outside the scope of this paper [37]. Creation of the 
avatar involved extensive and custom state of the art 
Game Engine tools (developed in Epic Games' UE4) 
to produce a professional digital avatar with precise 
features and real-time facial responses. The motion of 
the avatar was driven by a pair of stereo computer 
vision cameras worn by the Host, augmented by a 
VIVE capture volume for head movement (using a 
VIVE 'puck' mounted on the HMC). Complex custom 
specialist code, deep learning face tracking techniques 
were used on the Host to produce the highest fidelity 
possible facial input data from Industry partner Cubic 
Motion. This input was then interpreted into the 
rendered expressions of Digital Mike. Digital Mike’s 
face had an extensive range of emotion and state of the 
art expression realism due to a custom facial rig 
developed by 3lateral. Due to the complexity of the 
model, and quality of the textures and rendering, even 
with the most complex hardware at our disposal, only 
a chest up character could be rendered at the desired 
90 frames per second required VR rate.  
The Guest was presented as a cartoon avatar. The 
Guest's avatar was based on a single jpeg image of the 
guest provided in advance, using custom AI 
technology from industry partner Loom.ai. The Guest 
wore a VR headset, which had been specially modified 
to provide stereo eye and mouth tracking, via the 
addition of two sets of small stereo computer vision 
cameras. This headset enabled the Guest to experience 
the experiment in VR, but at the cost of a lower 
complexity and fidelity avatar. The Guest avatar 
provided tracked head and arm movements that 
enabled the Guest to speak, move, and produce hand 
gestures.  The Guest’s cartoon avatar used estimated 
facial expressions, created from each Guest using deep 
learning extrapolation from the reduced input of just 
mouth and eye positions. For all VR participants and 
the Host, these inputs were done in VIVE capture 
volumes that enabled the characters to be rendered in 
the virtual space with the correct head movement in 
real-time. The small audio delay due to processing was 
adjusted to maintain lip sync.   
Figure 2 shows an example of the Host’s avatar 
and a Guest avatar as seen in VR and the real Host and 
a real Guest. Audience members wearing VR headsets 
could only view the avatars in VR. Audience members 
watching on the 2D display saw the same VR 
interaction, but these audience members could shift 
their gaze between the 2D display and the real host and 
guest who were visible on stage. 
The interactions between the Host and the Guest 
were rendered in real time at 90 fps in VR and at 2K 
resolution (Figure 4). For either of the Host and the 
Guest, two computers (so four computers in total) 
were dedicated to providing real time interactive facial 
and eye tracking with high resolution visualizations. 
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Nine high-end PC computers (8 and 10 core, 32Gig 
RAM PCs) with 1080 NVIDIA GPU graphics cards 
were divided up: two PCs for either of the Guest and 
Host, one for each 4 VR audience (allow them to 
customize their view or perspective), and one for the 
general audience to watch (at a different 60fps and 
quality settings) (Figure 5).  
 
 
 
Figure 4. Host avatar (upper left) ,sample 
guest avatar (upper right) with real host 
(lower left) and real guest (lower right)  
Photograph Courtesy of the Authors 
 
3.2. Data Collection 
 
3.2.1. Surveys. Surveys were distributed at the end of 
each of the 18 sessions. 157 valid surveys were 
collected. 43% were VR audience wearing the VR 
headset. 68% of the respondents were male and 71% 
were Caucasian. Scales for affinity and 
trustworthiness were adopted from prior research and 
modified for this study. Cronbach’s alpha of trust 
items towards Digital Mike is 0.92 and towards the 
Guest avatar is 0.95. Cronbach’s alpha of affinity 
items towards Digital Mike is 0.82 and towards the 
Guest avatar is 0.80. 
Participants were asked to choose between the 
Guest avatar and Digital Mike as their preference for 
a virtual agent using one 7-item question on the 
survey. “Suppose you were to use a virtual concierge. 
Which type of concierge would you prefer: the 
caricature used by the Guest or the realistic avatar used 
by Mike?” The scale went from Guest on the left to 
Mike on the right, with the midpoint as Neutral. 
 
 
Figure 5. VR Audience Image  
Photograph Courtesy of the Authors 
 
Participants were also asked about the familiarity 
with MIKE and with the Guest on a 4-point scale 
(included as the control variable). Demographic 
information, including gender and ethnicity, was also 
collected, because some individuals display face-
blindness for individuals of other races [40].   
 
3.2.2. Interviews. Thirty-two one-on-one qualitative 
interviews were conducted with a goal of 
understanding participants’ perceptions of the two 
avatars and an imagined, soon to be enabled, reality 
where these avatars could represent virtual agents. The 
qualitative interviews were conducted immediately 
after their experience and lasted approximately five 
and half minutes on average.  Twenty participants 
(62.5%) viewed the event on the 2D screens, ten (31%) 
used the VR headsets, and the remaining two 
participants (6%) were Guests. Two thirds were male 
(66%), which reflects the fact the conference is 
predominantly attended by males. The average age of 
participants was approximately 36. All were adults of 
a working age (over 20 and less than 60). The 
interviewer was an experienced qualitative academic 
researcher, and the interviews took place normally 
within minutes of the session finishing. The 
participants were asked similar questions ranging from 
general questions, such as asking the participants to 
describe what they had just witnessed, to more specific 
questions, such as their view on the usefulness or 
applicability of this technology in their work context.  
 
4. Results 
 
4.1. Quantitative Surveys 
 
4.1.1. Analysis Technique. We used standard General 
Linear Methods (GLM) to analyze the preference for 
avatars data. We used Hierarchical Linear Model 
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(HLM) [15] to analyze the data on trustworthiness, and 
affinity. HLM is a form of regression that considers 
multiple levels of analysis in one statistical equation, 
where traditional regression techniques are not 
appropriate due to nested data [1, 19]. The lowest level 
(level 1) of the HLM model is the avatars with 
different level of realism; the second level (level 2) is 
participant level characteristics including whether the 
participant wore a VR headset or not. The third level 
(level 3) is the session level, controlling for underlying 
characteristics of the Guest that could impact the 
constructs of interest.  
 
4.1.2. Affinity. Table 1 presents the results. The 
intercept term on the Avatar is significant (p=.000) and 
positive, meaning participants had more affinity 
toward Mike than the Guest, supporting Proposition 1. 
VR is significant (p=.015) and positive, meaning 
people wearing VR headsets rated Mike with more 
affinity than the Guest, supporting Proposition 4a. 
The other terms in the Avatar equation are not 
significant, meaning that affinity for one avatar or 
another is not affected by familiarity with Mike or the 
Guest, gender or ethnicity. Several terms in the 
Intercept equation are significant, which mean they 
have main effects. Different sessions resulted in 
different affinity for both avatars and regardless of 
whether the participant was in VR environment or not. 
Participants’ familiarity with the Guest is significant 
(p=.008) and positive, indicating people who were 
familiar with the guest rated both Mike and the Guest 
as having higher affinity than people who didn’t know 
the Guest. Gender approached significance (p=.056) 
and is negative, meaning that males may or may not 
have rated both Mike and the Guest as having lower 
affinity. Ethnicity is significant (p=.016) and negative, 
meaning white people (i.e., people of the same race as 
Mike) rated both Mike and the Guest as having less 
affinity than people of non-white races.   
 
4.1.3. Trustworthiness. Table 1 also presents the 
results for trustworthiness. The intercept on the avatar 
is significant (p=.004) and positive, meaning 
participants rated Mike as more trustworthy than the 
Guest, supporting Proposition 2. VR is not significant 
(p=.902), meaning wearing VR headsets did not affect 
trust, counter to Proposition 4b. With one exception, 
the other terms in the Avatar equation are not 
significant, meaning that trustworthiness is not 
affected by familiarity with Mike, gender or ethnicity. 
Familiarity with the Guest was significant (p=.017) 
and negative, indicating that those with greater 
familiarity with the Guest had less trust in Mike, but 
this is offset by a significant (p=.025) positive main 
effect for familiarity with the Guest meaning 
participants who were familiar with the Guest rated 
both Mike and the Guest as being more trustworthy 
than people who didn’t know the Guest; taken 
together, these two terms show that participants who 
were familiar with the Guest, rated the Guest as having 
higher trustworthiness but not Mike (-.191 and .259, 
combined effect for Mike =.068).  
 
Table 1. HLM Results 
 Affinity Trustworthiness 
Level 1  
   Level 2  
Coeffi
cient 
p 
value 
Coeffi
cient 
p  
value 
Intercept       
   Intercept 4.686 0.000 5.001 0.000 
   VR  0.068 0.725 0.297 0.155 
   Familiarity- 
       Mike 0.086 0.269 -0.072 0.475 
   Familiarity- 
       Guest 0.245 0.008 0.259 0.025 
   Gender -0.294 0.056 0.097 0.481 
   Ethnicity -0.433 0.016 -0.465 0.003 
Avatar     
   Intercept  0.898 0.000 0.437 0.004 
   VR  0.525 0.015 0.028 0.902 
   Familiarity- 
       Mike -0.063 0.633 0.079 0.483 
   Familiarity- 
       Guest -0.156 0.172 -0.191 0.017 
  Gender 0.152 0.587 0.147 0.460 
  Ethnicity 0.069 0.804 0.025 0.893 
 
4.1.4. Preference as Virtual Agent. We used GLM to 
analyze the preference as virtual agent results. A -3 
indicated the participant strongly preferred the Guest 
avatar and a +3 strongly preferring the Mike avatar. 
The overall mean was 1.45, which was significantly 
greater than zero (p=.000), thus providing support for 
Proposition 3. We split the data into two groups, those 
wearing VR headsets and those viewing on the 2D 
screen. Results show that both groups significantly 
preferred the Mike avatar to the Guest avatar for a 
virtual agent (VR=1.81, 2D=1.19; p=.000). There 
were significant differences between the two groups 
(p=.046), supporting Proposition 4c. 
 
4.2. Qualitative Interviews 
 
The aim of qualitative research was to provide a 
richer understanding of the same issues in the 
quantitative research. Interviews were done at the 
same time and under similar conditions as the surveys. 
The interviews were recorded and transcribed. They 
were then examined in NVivo (v11) for both broad 
thematic issues and any unanticipated responses.  
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4.2.1. Affinity, Trustworthiness, and Preferences. 
The qualitative data reinforced the quantitative data. 
Interviewees reported more affinity for the 
photorealistic avatar than the cartoon avatar and saw it 
as more trustworthy. More interviewees preferred the 
photorealistic avatar to the cartoon avatar. These 
results are useful as they provide a different viewpoint 
that triangulates well with the quantitative data. 
However, there were two additional insights. 
 
4.2.2. Avatars versus Humans. Respondents shifted 
between seeing the session as interactions between 
avatars and interactions between the humans 
controlling the avatars. In some cases, the avatars were 
spoken of as separate from the humans, while in 
others, the avatars stood in place of the real humans. 
Both Mike and the Guest’s prior reputations and 
activities enabled some respondents to have some 
level of familiarity with one or both of them. When 
discussing appearance, respondents saw the avatars as 
extensions of the humans (e.g., how “real” the Mike 
avatar looked). However, in speaking of the topic 
discussions and emotional responses to the experience, 
the respondents’ language shifted to seeing the avatars 
as separate from their human controllers. In 
appearance, the avatar was seen as a technical 
reflection of the human controlling it, while in 
emotional response, the avatars were the source of the 
emotion, not the humans. When asked to comment on 
the technology, respondents saw the avatar as a stand-
in for the human, but when asked to comment about 
the interaction (absent a reminder about technology), 
respondents saw the avatar as the actor and its human 
controller disappeared into the background.  
This situation may be a good embodiment of 
Goffman’s [13, 12] dramaturgical framing of social 
interaction as theater. Although based on face-to-face 
communication among humans, Goffman’s work 
provides a useful vocabulary for describing interaction 
among avatars, particularly the portion that segments 
interaction into “front stage” and “backstage.” Front 
stage behavior is characterized by the presence of an 
“audience,” individuals who expect one’s actions to be 
consistent with an official role in its relationship to the 
audience. Backstage behavior is characterized by 
interactions among “teammates,” people who share 
the same role with respect to the audience.  
In our study, the avatars were the front stage and 
the humans were the backstage controllers. For those 
viewing on the 2D screens, the front and back stages 
were simultaneously present, the front stage on the 2D 
video display and the backstage actually physically 
present in their visual field. For those viewing on the 
VR headsets, only the front stage was visually present.  
Our respondents recognized the distinction 
between the front stage avatars and the backstage 
humans controlling them. Yet the distinctions were the 
strongest when discussing the technology, which 
forced them to separate front stage from back stage. 
The distinctions blurred or disappeared when they 
discussed the interaction – respondents appeared to 
focus on the front stage and overlook the backstage.  
 
4.2.3. The Uncanny Valley from a Dramaturgical 
Frame. Previous theories to explain the Uncanny 
Valley effects are grounded in the issue of image 
fidelity [41]. The essence of  these theories is that the 
avatar is an imperfect rendering of a human, and thus 
our subconscious triggers an aversive reaction because 
it perceives the avatar as a psychopath [39], it is 
surprised [29], or it dehumanizes the avatar [41]. 
Goffman’s [13, 12] dramaturgical framing helps 
us understand what was obvious – at times – to our 
respondents: the avatars on the front stage were 
separate from the humans controlling them from the 
backstage. But what happens when we are unsure 
about what is controlling the avatar? Is it an avatar 
being controlled by a human or is it a non-human 
virtual agent controlled by artificial intelligence (AI)?  
Our interviews suggest there may be emotional 
bias against dealing with a realistic-looking avatar that 
is an artificial virtual agent controlled by AI. It is this 
awareness of the lifelike yet artificial presence that 
several respondents expressed concerns about and 
wanted to avoid. A typical comment, from those who 
expressed reservations when invited to extrapolate on 
the future AI uses, was that the realistic human looking 
MIKE avatar if not driven by an actual human, would 
"creep you out, but at the same time it is really cool."   
Some went further. When asked to imagine the 
technology as the user interface of a virtual assistant 
such as Apple's Siri, one interviewee replied, "I don’t 
think I would want to see a super real face. I feel like 
I would be more comfortable with a distinction 
between me and her". Another said that a realistic face 
would be something they would like to see on an 
assistant, but it would be "a little confusing", due to 
the lack of clarity between what was human and AI.   
Finally, a couple of interviewees rejected the 
notion. While they responded positively to the avatar 
driven by a real person, they speculated that they if this 
had been driven by AI, they would "possibly find it 
creepy" and it would "probably be too much". One 
commented that it would be a "bit spooky". This 
sentiment was a minority opinion, but, it is important 
to note that the sample was drawn from SIGGRAPH 
attended by people who are technically literate and 
positively inclined to new technology. 
This discomfort arose only when the realism of 
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the avatar approached a near perfect human form. 
There were no concerns about the avatars displayed 
using cartoon caricatures. We conclude that at lower 
levels of realism, this lack of perfect reproduction 
avoided a sense of deception and thus there were no 
issues with affinity. However, once the avatar 
becomes highly realistic, users may find the lack of 
knowing who or what is backstage controlling it as 
unsettling as prior Uncanny Valley visual responses. 
We speculate that a highly realistic human looking 
avatar controlled by AI would generate a sense of 
unease because your subconscious would perceive the 
avatar as human, but your conscious would know it 
was not, thus creating cognitive dissonance.   
This theoretical framing leads to very different 
predictions for our ability to cross the Uncanny Valley. 
As with past theories, this framing would lead us to 
conclude that affinity would increase as the realism of 
front stage avatars increases until we reach the 
Uncanny Valley. The ability to cross the Uncanny 
Valley depends on the backstage controller. If the 
backstage controller is human, then increasing realism 
will enable us to cross the Valley. If the backstage 
controller is AI, then we may never cross the Valley 
for some users; increasing the realism of the 
interactive character will only increase our cognitive 
dissonance leading to lower affinity. 
 
5. Discussion 
 
In summary, our results show that participants had 
greater affinity for the more human-realistic avatar 
than the cartoon avatar, perceived the human-realistic 
avatar to be more trustworthy, and preferred it as a 
virtual agent. Participants wearing VR headsets (as 
contrasted with those watching a 2D display) had even 
stronger affinity for the more human-realistic avatar 
and were more likely to prefer it as a virtual agent. 
These results would suggest that in this case, the more 
human-realistic avatar successfully crossed the 
Uncanny Valley, although our interview results 
suggest some cautionary caveats to this conclusion. 
Humans are hard wired to interpret human faces. 
Our brains can read faces with far more fidelity than 
any other object. Evolution has left us with the ability 
to quickly identify and reject artificial faces which are 
only approximately close to realistic [27]. Not only 
can we detect these inferior renditions but we 
unconsciously react to them far less favorably than a 
simple caricature [31]. As VR and Augmented Reality 
(AR) become more common, it will become important 
to ensure that the human faces we see in these 
environments do not trigger aversion associated with 
the Uncanny Valley. We believe that our research 
indicates that we are on the cusp of crossing the 
Uncanny Valley, although it also suggests some 
important limitations.  
The more realistic avatar was perceived to be 
more trustworthy than the cartoon avatar. 
Trustworthiness is an important factor in both 
interpersonal interaction [25] and interaction with 
technology artifacts [20, 23]. Our avatars were 
technology artifacts controlled by humans and 
designed to induce a perception of humanness, so 
trustworthiness is important, regardless of whether 
they are perceived to be technology, human, or a bit of 
both. We argued that one fundamental theoretical 
difference was the potential for the more realistic 
avatar to be perceived to have more integrity and more 
benevolence than an artificial cartoon which in turn 
would increase the perceptions of trustworthiness. Our 
results provide some support for these arguments.     
Our participants could distinguish between the 
front stage avatar and the backstage controlling 
human, but this distinction blurred as discussion 
moved from the technology to the emotional effects 
(e.g., affinity). Survey participants reported they 
would prefer the more realistic avatar as a virtual 
agent, but those interviewed raised concerns about a 
realistic-looking virtual agent controlled by AI that 
was not human. We conclude that we can cross the 
Uncanny Valley when avatars are controlled by 
humans.  However, our interviews offer a new 
theoretical argument that challenges whether virtual 
agents (i.e., non-human avatars) can ever completely 
cross the Uncanny Valley for some people.  
Interestingly, whether participants viewed the 
interaction using VR headsets or on a 2D screen 
affected affinity and preferences, but not 
trustworthiness. The VR headsets obscured the 
backstage, while the front stage and backstage were 
always visually present when using the 2D screens. 
We speculate that affinity and preference may be more 
surface emotions than trustworthiness which requires 
more thought; thus, they may be more strongly 
influenced by the viewing media. 
One major limitation is that is an initial field 
study, rather than a controlled laboratory study. We 
did not vary the avatar of the Host because it was 
technically difficult to create even one highly realistic 
avatar. Thus, we could not randomly assign the human 
controller to the avatar as in a controlled experiment. 
We attempted to mitigate this issue by using 18 
different Guests, each with their own cartoon 
caricature. However, the effects we observed could 
simply be due to underlying differences in affinity, 
trustworthiness, and preferences for the human 
controllers (i.e., Mike and the 18 individual Guests), 
not the avatars; we controlled for familiarity with both 
Mike and the Guest. Mike Seymour, the Host 
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participant, was not more qualified or more well-
known than the expert Guests. Nonetheless, more 
research in controlled laboratory settings is needed. 
The second major limitation is that the participants for 
this study were attendees at the leading graphics 
conference. We selected these participants because 
they are familiar with VR and thus are not likely to 
experience a novelty effect as might the general 
population. We wanted to research the digital humans 
not research the broader experience of seeing cutting 
edge graphics in VR. We also need the audience to 
have a similar perspective on the discussed topics. A 
completely random community could include people 
with no interest in the topic and thus their general 
disinterest might cloud their answers on trust.  
Despite these limitations, our qualitative results 
suggest an alternative theory for the Uncanny Valley 
and raise some serious limitations on our ability to 
cross it. One important step for future research would 
be explore the role of the backstage actors in 
influencing the Uncanny Valley. Our participants 
knew the front stage avatars were controlled by 
backstage humans and were not AI controlled virtual 
agents. If the participants believed that the front stage 
avatars were controlled by backstage AI, could these 
avatars cross the Uncanny Valley? We need more 
research to test this theoretical proposal that it is not 
only what is visible on the front stage, but also the 
backstage controller, that will influence affinity and 
our ability to cross – or not cross – the Valley.  
Our results also suggest that VR headsets matter. 
We need more research to better understand why. Is it 
because VR headsets make the environment more 
immersive or seem more real? Or is it because in our 
study VR headsets removed the backstage from view, 
and thus strengthened the perceptions of the avatar as 
an entity separate and distinct from its controller? If 
so, then a 2D screen that also removed the backstage 
from view would have similar effects.  
What does this mean for VR developers and for 
companies looking to deploy VR and virtual agents? 
First, users have more affinity for and trust in photo 
realistic avatars than cartoon avatars and prefer them 
to cartoon avatars. Thus, we recommend that 
developers implement more photo realistic avatars. 
This may be tempered to some extent by the 
application.  Our research examined avatars controlled 
by humans (e.g., for social or gaming). Our surveys 
showed that our participants preferred photo realistic 
avatars as virtual agents, although interviews with our 
participants suggest that these effects may or may not 
generalize to agents controlled by AI (e.g., cognitive 
agents). Second, the way in which users view the 
avatar is important; we recommend that organizations 
consider VR headsets for such applications. 
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Figure 7.1. How this chapter fits with the other papers in the thesis 
 
Preamble: 
 
Chapter 7 contributes to the third research question on what is required to build an independent 
realistic agent, and whether such an agent could emotionally connect to people. 
 
Addressing this question is complex as general artificial intelligence is not yet possible. This 
paper contributes by offering the example of a digital human agent that is a child. With the 
limitations of a child depicted at the approximate age of 4, the expectation of the complexity 
of agent cognitive simulation is reduced to an achievable level for research. 
 
The previous chapters 4, 5 and 6 have primarily dealt with issues of realism and avatars, but as 
Chapter 3 outlines, an Agent not operating as a puppet but as an independent interactive digital 
human presents a rich and different perspective upon the core research question of what is 
required to produce a visually realistic, interactive digital human face as a new form of 
computer interface. The Avatar’s seek to inherently provide RVP of a human. But to act as a 
new form of computer interface, one needs to research into human-computer engagement with 
a focus on interaction with the computer not another person. Specifically, how such interactions 
are enacted and experienced, in terms of presence. This is an alternative approach to the 
dominant method of deciding a-priori that a digital human interaction is an exchange between 
pre-defined human entities. The aim of this research part of the thesis is to open up new areas 
of inquiry, including a more holistic understanding of the emotional dimensions of human-
computer interaction and a consideration of new ways of relating to technology. It is also 
acknowledged that this approach brings with it a consideration of the ethics of being-with 
interactive computer agents, and the notion of putting a face on AI.  This is why Chapter 7 is 
bookended with the next chapter on the ethical and societal implications of AI in a broad 
section denoted as Implications in Figure 7.1. Investigations such as BabyX are likely to reflect 
 115 
on wider philosophical questions of what it means to be human and computer, and the nature 
of the relationships that are possible between the two 1. 
 
 
  
Contribution Note: 
The order of the authors is by primary contribution, I was the second author and the 
principle researcher was Dr. Mark Sagar. 
 
The BabyX artefact was constructed at the Auckland University in New Zealand. Dr Mark 
Sagar, Director of The Laboratory for Animate Technologies was the lead researcher. The aim 
of the BabyX project was to create an interactive, autonomous human to research the next 
generation of human-computer interaction and digital facial animation.  I co-authored this 
paper with Dr. Sagar and Dr. Annette Henderson, from the School of Psychology at the 
University of Auckland. Dr. Henderson researches early infant learning and established the 
first experimental developmental psychology research centre in Auckland, the Early Learning 
Lab at the University of Auckland (ELLA). 
 
My principle research agenda was the study of interactivity with the agent, the primary 
engineering research into brain chemistry was undertaken prior to my involvement. This paper 
contributes to the third research question by offering an example of the BabyX agent interacting 
and demonstrating emotional engagement with users and observers. 
 
 
1 Seymour, M. and Hafermalz, E., 2016. Hello Computer: Towards a Research Agenda for Conceptualising 
“Presence” in Human-Computer Engagement. Australasian Conference on Information Systems 2016. 
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O F  A L L  T H E  experiences we have in life, face-to-face 
interaction fills many of our most meaningful moments. 
The complex interplay of facial expressions, eye gaze, 
head movements, and vocalizations in quickly evolving 
“social interaction loops” has enormous influence 
on how a situation will unfold. From birth, these 
interactions are a fundamental element of learning and 
lay the foundation for successful social and emotional 
functioning through life. 
What are the underlying processes from which this 
most human form of interaction emerges? Will we be  
able to interact with computers in a face-to-face way 
that feels natural? This article discusses the unique 
challenges of realistically simulating the appearance and 
behavior of the face to create interactive autonomous 
virtual human models that support naturalistic 
learning and have the “illusion of life.” We describe our 
recent progress toward this goal with “BabyX,” an
autonomously animated psycho-
biological model of a virtual infant. 
While we explore drivers of facial 
behavior, we also expect this founda-
tional approach has the potential for 
more “human” computer interfaces. 
We also describe our work on our 
“Auckland Face Simulator” we are de-
veloping to broaden this work beyond 
infants and give a more realistic face 
and a greater biological basis to adult 
conversational agents. 
Simulating the face has great poten-
tial for human-computer interaction 
(HCI), as it increases the available com-
munication channels between humans 
and machines in an intuitive, accessible 
way. But it is also a vehicle with which 
to explore our own nature. Akin to de-
velopmental robotics,6 which explores 
ways of learning and mental develop-
ment through child-like robots, simu-
lating the underlying processes driving 
the face during social interaction will 
enable HCI researchers to explore be-
havioral and learning models involving 
naturalistic face-to-face interaction. 
There is a trend in the game and 
visual-effects industries to create ever 
more realistic animated characters, 
especially humans, but it turns out to 
not be a straightforward transition 
from the stylized faces of traditional 
animation. For these industries, real-
ism of appearance and movement is 
very important, evidenced by the large 
financial investment going toward cre-
ating the most realistic illusion they 
can achieve. This is done presumably 
because the experience becomes more 
immersive and powerful the closer it is 
Creating 
Connection 
with Autonomous 
Facial Animation 
DOI:10.1145/2950041
Biologically based computational modeling 
promises virtual characters capable of  
face-to-face human interaction. 
BY MARK SAGAR, MIKE SEYMOUR, AND ANNETTE HENDERSON 
 key insights
 ˽ The expressive and communicative power 
of the face has been untapped in HCI but 
can indeed create deeper human-machine 
connection and engagement. 
 ˽ The holistic interplay of biologically 
based computational behavioral models 
driving a virtual character can give rise to 
an emotionally affecting experience. 
 ˽ We are developing such a psychobiological 
modeling framework for autonomous 
characters and related HCI with realistic 
yet virtual faces. 
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to reality. Realism lessens the leap re-
quired in the suspension of disbelief; it 
is closer to personal experience. Stud-
ies comparing children viewing realis-
tic vs. cartoon depictions of aggression 
show realism to have an increased af-
fective effect on subsequent behavior.35 
As characters move to being more 
human-like, discrepancies in appear-
ance and behavior tend to alarm us, 
with an increasing chance of falling 
into the “uncanny valley.”22 The most 
critical component to “humanness” is 
the face. Achieving the illusion of life 
in the face of a realistic digital char-
acter is challenging in a passive me-
dium (such as film) but even more so 
in interactive games and simulations. 
Concerning realism in computer-gen-
erated faces, Gopnik12 noted: “It made 
sense to think that the ability to rea-
son and speak was at the heart of the 
human mind. Turing’s bet was that a 
computer that could carry on a conver-
sation would be convincingly human. 
But the real imitation game of digital-
effects movies suggests that the ability 
to communicate your emotions may be 
even more important. The ineffable, 
subtle, unconscious movements that 
tell others what we think and feel are 
what matter most. At least that’s what 
matters most to other human beings.” 
In an interactive scenario involving 
unscripted life-like interactions, the 
problem is even more challenging. The 
issue is not only how to represent the 
complex appearance and movement of 
the synthetic face in real time, but, for 
an embodied agent’s behavior to be be-
lievable, it must be consistent and con-
textually appropriate.1 If the simulated 
human can be affected by the interac-
tion, and respond in a way that can af-
fect the user and vice versa, then each 
partner is more invested in how the 
interaction unfolds, creating engage-
ment and emotive connection. 
What creates all these fleeting move-
ments that communicate so much? 
And how can a simulation keep them 
consistent, appropriate, and adaptive? 
Everything that happens on the face 
reflects a brain-body state. Because the 
behavior of the face is affected by so 
many factors—cognitive, emotional, 
and physiological—we explore a more-
detailed and lower-level biologically 
based approach than has previously 
been attempted in facial animation. 
Here, we introduce our general 
approach and design of a modeling 
framework we call “Brain Language” 
(BL) to create autonomous expressive 
embodied models of behavior driven 
by neural-system models based on 
affective and cognitive neuroscience 
theories. Our goal is to integrate dif-
ferent current theories and models 
to create a holistic “large functioning 
sketch” of basic aspects of human be-
havior, with a focus on the face and 
interactive learning. 
Autonomous Animation 
There is long-term interest in creat-
ing self-animating agents that proj-
ect the illusion of life. In 1994, Bates2 
described the importance of appro-
priately timed and clearly expressed 
emotion to make a character seem 
alive. Terzopolous36 introduced a ho-
listic simulation of fish behavior in 
which each such behavior was driven 
by an abstracted brain. Terzopolous’s 
work was a closed system, based on 
initial environmental state, whereas in 
Maes’s ALIVE system,20 the user was in-
cluded in the loop with autonomously 
animated animals, including a virtual IM
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Screenshot of BabyX version 4 (under development) looking at a user; image rendered in real time. 
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to, and learn from, the interaction as 
they jointly determine its content and 
quality through real-time contingent 
and reciprocal coaction.” 
Another important factor in the ac-
ceptance of a virtual human face is its 
visual quality. However, realistically 
simulating a face—even when still—
has proved to be formidable. 
Challenges of Modeling 
the Human Face 
The way a digital face moves and ap-
pears can cause unwanted effects. 
Rather than aiding the appearance of 
life, a partially realistic solution can 
elicit a negative response—the un-
canny valley effect. This response is 
thought to be triggered by any number 
of non-expected responses, alarming 
the viewer’s perceptual system.19 To 
avoid this response, many factors must 
be taken into account, including the 
physical appearance of the face and the 
eye-gaze movement of the skin, any of 
which can trigger a form of dissonance 
that interferes with the affinity of the 
perceived face. 
Appearance. The ability to “read” 
faces is so important that several dif-
ferent parts of the brain play a role in 
face perception. We are sensitive to 
many factors that act as signs of health 
and vitality. People often refer to some-
one being “as white as a sheet,” “red 
faced,” or “sickly looking”; it is thus 
important to render physically plau-
sible healthy skin with correct surface 
properties, detail, and subsurface scat-
tering of light that provides diffuse 
properties of skin. 
This challenge has been approached 
in two broadly different ways. First, by 
using “image-based methods” that 
sample the face under different light-
ing and viewing conditions9 and then 
render the face through a combina-
tion of weighted image-blended sets, 
photogrammetry, and/or image pro-
jection. Second, by using “parametric 
methods” that fit the captured data to 
a face and material model used during 
rendering, allowing for more flexibility 
but at the cost of potentially increased 
rendering complexity.16 Given the con-
straints producing imagery fast enough 
for user interaction, adding further to 
the complexity of achieving an effec-
tive interactive face, a simplified imple-
mentation of the second approach is 
dog “Silas” developed by Blumberg3 us-
ing sophisticated ethological models 
to simulate how animals are able to or-
ganize and adapt. 
These and similarly inspired works 
are important on many levels, as they 
explain how behavior can emerge, 
made observable through animation 
with constraints. Blumberg3 suggested 
for a creature to appear alive it must re-
act, have goals, make choices, convey 
its intentionality, emotionally respond 
to events, adapt, and vary its movement 
and response. 
For autonomous animation of the 
face in real time, Terzopolous and Lee37 
developed a physics-based face model 
driven by a basic behavioral animation 
model. Despite this pioneering work, 
few other virtual human studies have 
focused on this lower level of detail in 
real-time facial animation. 
Most research in building auton-
omous human agents has been as 
“embodied conversational agents” 
(such as in Allbeck1 and in Cassell7) 
at a generally more phenomenologi-
cal and higher level, not specifically 
focused on the subtler details of facial 
expression and nonverbal behavior; 
Vinciarelli et al.39 included a survey of 
social-signal processing in computer 
interaction. Simulating these signals 
is getting greater attention from the 
interdisciplinary “intelligent virtual 
agent” community,5 exploring agents 
that are capable of real-time percep-
tion, cognition, and actions in the 
social environment; Marsella and 
Gratch21 discussed simulations of psy-
chological theories of emotion. Emo-
tion-oriented APIs (such as SEMAINE) 
have been developed.33 And Scherer32 
showed how cumulative effects of se-
quential checks of an eliciting event, 
mediated by autonomic and somatic 
components, might combine to create 
compound facial expressions. 
Much of the work on virtual humans 
has an unfortunately robotic “feeling,” 
particularly with facial interaction. 
This is possibly due to most virtual hu-
man models not focusing on the mi-
crodynamics of expression or on facial 
realism. These microdynamics are con-
sidered particularly critical in learning 
contexts. Rohlfling and Deak27 stated: 
“When infants learn in a social envi-
ronment, they do not simply pick up 
information passively. They respond 
The dynamic 
behavior of the face 
emerges from many 
systems interacting 
on multiple levels, 
from high-level 
social interaction  
to low-level biology. 
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typically used for real-time rendering, 
as in Jimenez.15 
Deformation. Achieving coherent 
movement of the skin is especially chal-
lenging due to the complex deforma-
tions in broad expressions and the 
highly non-linear motion of skin. Many 
computer-generated faces in games 
and films do not address these charac-
teristics; for example, the lips on a char-
acter may move while the surrounding 
areas of the face remain static, causing 
an unnatural effect. Unlike skeletal 
muscles, facial muscles are embedded 
in the mobile facial tissue, meaning fa-
cial muscle activation must be treated 
as a system. Arguably the most coher-
ent and generally useful way to drive 
facial animation is through parameter-
ization of individual muscle activity 
(such as in Ekman and Friesen’s Facial 
Action Coding System10). 
The facial deformations used in 
animatable faces are typically rep-
resented through deforming geom-
etry using weighted joints or weighted 
shape combination (“blendshape”) 
methods.25 While effective, these meth-
ods can suffer from combinatorial ex-
plosion in representing the complex 
range of facial expressions. The high-
est-quality models used in the visual-
effects industry incorporate a large 
number of blendshapes to form linear 
approximations to non-linear deforma-
tions. Creating these models is labor 
intensive, so a number of researchers 
have approached the problem using 
flesh simulations.34,37,40 
Facial Motor System 
To design an autonomous digital facial 
system, it is important to understand 
how faces are controlled. Traveling in-
ward from the facial nerves, we reach 
the facial nucleus in the brainstem. 
The facial nucleus receives its main 
inputs from both subcortical and 
cortical areas through different path-
ways. Both a person’s emotional and 
voluntary facial expressions seem to 
arise from different neural circuits.8,13 
The implication is that the voluntary 
expression cannot access a genuine 
emotional motor pattern and is why it 
is not possible to fully produce a genu-
ine emotional expression through vo-
lition. Similarly, stroke patients with 
damage to certain primary motor and 
pre-motor areas cannot produce a sym-
cal explanations link to high-level be-
havior (such as goal setting). 
Building embodied nervous systems 
that can learn through real-time senso-
rimotor interaction is being explored 
in the field of developmental robotics.8 
Social-interaction models have been 
explored with anthropomorphized “so-
cial robots” (such as in Leonardo and 
Kismet4). Developmental robotics, in 
particular, seeks to explore the theory 
of embodied cognition—how the mind 
develops through real-time sensorimo-
tor interaction. 
Our approach to building live in-
teractive virtual agents takes a simi-
lar direction whereby we embody, 
through realistic computer graphics, a 
biologically based model of behavior. 
We ground experience through inter-
action and place particular emphasis 
on the importance of face-to-face in-
teraction, which is difficult to achieve 
in robotics due to mechanical con-
straints. The result is a system that can 
be reduced to more biological detail, 
as well as expandable to incorporate 
higher-level complex systems. As there 
are many competing theories on how 
different brain and behavioral systems 
function, our choice is to opt for flex-
ibility and develop a “system to build 
systems” in a Lego-like manner. 
Brain Language 
BL28 is a modular simulation frame-
work we have been developing for the 
past five years to integrate neural net-
works with real-time computer graph-
ics and sensing. It is designed for maxi-
mum flexibility and can be connected 
with other architectures through a sim-
ple API. It consists of a library of time-
stepping modules and connectors. It 
is designed to support a wide range of 
computational neuroscience models, 
as in Trappenberg.38 Models supported 
by BL range from simple leaky integra-
tors to spiking neurons to mean field 
models to self-organizing maps. These 
can be interconnected to form larger 
neural networks (such as recurrent net-
works and convolutional networks like 
those used in deep learning). Our main 
interest is in online learning, in which 
the network learns during live interac-
tion from both spatial and temporal 
data. A key strength of BL is its tight 
integration with computer graphics as 
a visualization tool. Complex dynamic 
metrical voluntary smile yet can smile 
normally in response to jokes.13 
Expressions are generated by neural 
patterns in both the subcortical and 
cortical regions. In the subcortical area, 
circuits include those for laughing and 
crying. Evidence suggests certain basic 
emotional expressions like these do not 
have to be learned. In comparison, vol-
untary facial movements (such as those 
involved in speech and culture-specific 
expressions) are learned through expe-
rience and predominantly rely on corti-
cal motor control. 
Our psychobiological facial frame-
work aims to reflect that facial expres-
sions consist of both innate and learned 
elements and are driven by quite inde-
pendent brain-region simulations. 
Building a Holistic Model 
The human face mirrors both the brain 
and the body, revealing mental state 
(such as through mental attention in 
eye direction) and physiological state 
(such as through position of eyelids 
and color of the skin). The dynamic be-
havior of the face emerges from many 
systems interacting on multiple levels, 
from high-level social interaction to 
low-level biology. 
To drive a biologically based life-
like autonomous character, one would 
need to model multiple aspects of a 
nervous system. Depending on the lev-
el of implementation, a non-exhaustive 
list includes models of the sensory and 
motor systems, reflexes, perception, 
emotion and modulatory systems, 
attention, learning and memory, re-
wards, decision making, and goals. We 
seek to define an architecture that is 
able to interconnect all of these mod-
els as a virtual nervous system. 
Several biologically inspired cog-
nitive architectures have been devel-
oped; see Goertzel et al.11 for a survey. 
Most are non-graphical, focusing on 
cognition over affect or physiological 
states. It makes sense that the more 
biologically based the architecture and 
the more realistic, the more it is ulti-
mately likely to represent biological 
behavior. An example is the “Leabra” 
framework,23 which constructs low-
level biologically based neural network 
models and connects them to model 
higher-level aspects of cognition. This 
modeling approach is appealing for its 
ability to suggest how low-level biologi-
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simulation, scanning, and geometric 
modeling. Fine details of visually im-
portant elements (such as the mouth, 
eyes, eyelashes, and eyelid geometry) 
are painstakingly constructed for life-
like reality (see Figure 4). 
A highly detailed biomechanical 
face model, as in Figure 3, has been 
constructed from MRI scans and ana-
tomic reference, akin to Wu.40 Skin de-
formation is generated by individual or 
grouped-muscle activations. We have 
modeled the deep and superficial fat, as 
well as muscle, fascia, connective tissue, 
and their various properties. We have 
used large-deformation finite-element 
elasticity40 to deform the face from rest 
position through simulated muscle ac-
tivation. Individual and combined mus-
cle activations were simulated to form 
an expression space,30 interpolated on 
the fly in BL as the face animates. The 
response to muscle activation is consis-
tent skin deformation and motion. 
Nervous system. BabyX’s biologically 
inspired nervous system consists of an 
interconnected set of neural system and 
subsystem models. The models imple-
mented so far are sparse yet span the 
neuroaxis and generate muscle-activa-
tion-based animation as motor output 
from continuously integrated neural 
network models. Due to the Lego-like 
nature of BL, we can have a closed-
loop functioning system allowing ex-
perimental interchange of components 
while exploring different theoretical 
models. In total, the models aim to 
form a “large functioning sketch” of in-
terconnected mechanistic systems con-
tributing to behavior, containing both 
top-down and bottom up mechanisms 
interacting as an integrated system. 
BabyX’s neural networks and cir-
cuits implemented so far cover basic 
elements of motor control, behavior 
selection, reflex actions, visual atten-
tion, learning, salience, emotion, and 
motivation. An architectural diagram 
relating some of the key functional 
components, neuroanatomical struc-
tures, and functional loops is included 
in Figure 5; note cortical and subcorti-
cal input to the facial nucleus. A char-
acteristic of this modeling approach 
is the representation of subcortical 
structures (such as the basal ganglia) 
and brainstem nuclei (such as the oc-
ulomotor nuclei). The structures are 
functionally implemented as neural 
can be shared and drive any aspect of 
a sophisticated 3D animation system; 
for more detail on BL, see Sagar et al.28 
BabyX Project 
To illustrate how these concepts come 
together, we describe an experimental 
psychobiological simulation of an in-
fant we call “BabyX,”29,31 that aims to 
embody models of interactive behavior 
and social learning to create an auton-
omous virtual infant one can interact 
with naturally. 
Facial expression. At a conceptual 
level, BabyX’s computer-graphic face 
model is driven by muscle activations 
generated from motor-neuron activ-
ity. The facial expressions are created 
by modeling the effect of individual 
muscle activations and their non-lin-
ear combination forming her range of 
expressions, as in Figure 3. The model-
ing procedures involve biomechanical 
networks can be visually investigated in 
multiple ways, either through 3D com-
puter graphics (see Figure 1) or through 
a 2D schematic interface showing activ-
ity on the virtual connectome (see Fig-
ure 2). Individual variable activity (such 
as neuron voltage or firing rate) can be 
inspected with scopes during a simula-
tion, as in Figure 2 left. The simulation 
can be interactively modified (such as 
by changing neural-model parameters 
while viewing the effect on the anima-
tion) (see Figure 3 right). 
Sensory input is typically through 
camera, microphone, and keyboard 
to enable computer vision audition 
and “touch” processing, but data can 
be input from any arbitrary sensor or 
output to an effector through the API. 
Computer graphics output is through 
OpenGL and the OpenGL Shading Lan-
guage. A key feature of BL is that any 
variable in the neural network system 
Figure 2. Screenshot of interactive BL viewer: (left) BL scopes viewing activity of a single  
neuron (top) or an array of retinotopic neurons (bottom) during a live interaction; (right)  
partial view of BabyX’s virtual connectome, which can be explored interactively;  
connections light up (green or red) when activated. 
Figure 1. BabyX’s interactive brain: (left) superior colliculus activity driving visual attention 
is visible (green) in the brainstem; (middle) BL raster plot of neural activity and scrolling 
display of modulatory activity; (right) basal ganglia circuit and interactive dopamine level 
modification (green) affecting cortico-thalamic feedback and eye movement. 
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network models with particular char-
acteristics (such as the amygdala and 
hippocampus as “hebbian associa-
tors” and the pulvinar as a topograph-
ically organized array of neurons 
forming a saliency map). Activation 
of the hypothalamus releases virtual 
hormones. Cortical regions use recur-
rent and multi-layer neural networks 
and self-organizing maps. Due to the 
Lego-like nature of BL, simple models 
can be replaced by more sophisticated 
models as they become available. 
One of the goals of BabyX is to visu-
ally represent functional neural-circuit 
models in their appropriate anatomical 
positions. For example, our Basal Gan-
glia model (based on Redgrave et al.26) 
controls motor actions and has an ap-
propriate 3D location and geometry, 
as in Figure 1, and the activity of the 
specific neurons form inputs to the 
shaders to show the circuit in action 
as it processes. 
Emotions in BabyX are, in fact, coor-
dinated brain-body states that modulate 
activity in other circuits (such as increas-
ing the gain on perceptual circuits). 
Emotional states modulate the sensitiv-
ity of behavioral circuits. For example, 
stress lowers the threshold for triggering 
a brainstem central pattern generator 
that, in turn, generates the motor pat-
tern of facial muscles in crying. 
Neurotransmitters and neuromod-
ulators play many key roles in BabyX’s 
learning and affective systems.24 An 
example of a physiological variable 
that affects both the internal and exter-
nal state of BabyX is dopamine, which 
provides a good example of how mod-
eling at a low level interlinks various 
phenomena. In BabyX, virtual dopa-
mine plays a key role in motor activ-
ity and reinforcement learning. It can 
also modulate plasticity in the neural 
networks and have subtle behavioral 
effects such as pupil dilation and blink 
rate. The use of such low-level models 
means the user can adjust BabyX’s be-
havioral dynamics, sensitivities, and 
even temperament by adjusting virtual 
neurotransmitter levels. 
Sensory input. BabyX takes audio-
visual input Web camera and micro-
phone, and “touch” from keyboard or 
touchscreen and is designed to work 
without special hardware. BL can inter-
face to different devices, and the BabyX 
project exists separately from choice 
could be as a virtual agent in AR. Such 
an additional level of engagement 
would enhance the experience but also 
benefit from the tight emotional sig-
naling feedback we have developed. 
Learning through interaction. One 
motivation for the BabyX project is to ex-
of display systems (such as virtual real-
ity, or VR, or augmented reality, or AR). 
Advances in AR, particularly in systems 
that allow for facial-expression track-
ing, accurate eye tracking, and depth 
gaze registration of the user, mean 
an obvious possible implementation 
Figure 3. BabyX (version 1). Detailed biomechanical face model simulating expressions 
generated from muscle activations. 
Figure 4. BabyX (version 4, under development). Screenshot from real-time interactive 
psychobiological virtual infant simulation. 
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mirror system is fundamental to learn-
ing, but how could the mapping be-
tween an infant’s expressions and those 
of a caregiver occur? 
One possible mechanism is 
through “associative sequencing”14 
in which spontaneous motor activity 
causes a facial action that becomes as-
sociated with sensory input caused by 
the caregiver’s response. Spontaneous 
“motor babbling” activity is thought 
to be a fundamental way to bootstrap 
exploration of motor space and con-
sidered fundamental to the develop-
ment of autonomous agency.18 In our 
model, babbling is generated by spon-
taneous neural network activity, mod-
ulated by physiological parameters 
leading to activation of facial motor 
pattern generators. BabyX may spon-
taneously make a puckered mouth 
shape, which is seen and then mir-
rored by the user or “caregiver.” For 
BabyX, the activity and feedback from 
this facial movement is associated 
with a delayed visual sensory pattern 
from the caregiver’s facial response. 
Associative learning is modulated by 
phasic dopamine. Strengthening bi-
directional associative connections 
results in the caregiver’s expression 
being able elicit a similar expression 
in BabyX. On successful imitation 
of an expression, the caregiver may 
praise with positive affect, releasing 
yet more dopamine, which further 
strengthens synaptic connections. 
The sensed positive affect and dopa-
mine release activate and modulate 
affective circuits, causing neural-pat-
tern generators to contract the mus-
cles for smiling. For BabyX to learn an 
association of her muscle activity to 
the caregiver’s expressions, she must 
attend to the caregiver’s face. The 
caregiver’s actions cause activity on 
BabyX’s superior and inferior collicu-
lus, where sensory events compete to 
drive the oculomotor network to move 
the eyes. A subregion of the camera 
input is automatically mapped to the 
virtual “fovea,” which maps to where 
the eyes are focusing. 
In sum, the various circuits driving 
BabyX’s facial expressions converge on 
the facial nucleus in the brainstem that 
then activates BabyX’s animated facial 
muscles. Because the various inputs to 
the facial nucleus arise from the activ-
ity of independent yet interconnected 
networks, BabyX’s facial expressions 
can be understood in the context of in-
ternal activity and external factors. 
While BabyX’s “default” expres-
sions are associated with reflexes and 
basic affective states (such as new-
borns crying), the learned expressions 
here are voluntary. Dating to Charles 
Darwin, the “facial feedback hypoth-
esis” states posing an expression can 
influence emotional state. By adding 
bidirectional connections to the af-
fective networks that generated them, 
mimicked expressions can cause ac-
tivity in BabyX’s affective circuits, 
functioning perhaps as a basis for 
“virtual empathy.” 
plore how high-level social interactions 
might interact with models of lower-lev-
el biological mechanisms. An example 
illustrating such interaction we have in-
vestigated is facial mimicry (see Figure 
6); for a related video, see https://vimeo.
com/123986611. This may be simple to 
program at a high level in an embod-
ied agent (such as by copying inputs to 
outputs), but when exploring how the 
interaction may emerge in a general 
sense, through biologically plausible 
intrinsic learning mechanisms, facial 
mimicry raises complex questions. It is 
a key example cited in the mirror-neu-
ron debate.14 How do we learn to map 
other people’s actions to our own? The 
Figure 5. Architectural diagram showing several key functional components and processing 
loops and their neuroanatomical equivalents (blue text).
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Action discovery. An example 
showing learning through interac-
tion with the environment in order 
to demonstrate autonomous action 
discovery26 was to aim to have BabyX 
learn to play the classic video game 
“Pong” (see Figure 7). We thus con-
nected motor neurons in BabyX to the 
bat controls and overlaid the visual 
output of the game on the camera’s 
input. Motor babbling causes the vir-
tual infant to inadvertently move the 
bat, much like a baby might flail its 
arms about. Trajectories of the ball 
are learned as spatiotemporal pat-
terns on neural network maps. If the 
bat hits the ball, a rewarding reaction 
results, reinforcing the association 
of the current motor state with the 
trajectory. This association further 
results in the bat being moved in an-
ticipation of where the ball is going. 
Without further modification to the 
model, it is possible for the user to 
actively encourage BabyX’s choices 
(releasing virtual dopamine), provid-
ing a nice example of “naturally super-
vised” reinforcement learning. 
These basic examples show BabyX 
learning through interaction with a hu-
man user and the shared environment. 
While basic, these examples of intrin-
sic action discovery, association, and 
reinforcement learning (unsupervised 
and “naturally” supervised) are funda-
mental to developing generalized au-
tonomous learning systems. 
Observations. As interaction is cen-
tral to the phenomena, we have dem-
onstrated and tested BabyX in several 
public forums where we have observed 
an extension of emotion from BabyX 
to a shared experience with a “passive” 
audience reacting as vicarious partici-
pant. Audience behavior is absorbed 
into the simulation and is not apart 
from it, making the experience differ-
ent from a film, game, or pre-rendered 
simulation. The demonstrator elicits 
behavior from BabyX through visual 
and vocal activity and tries to direct her 
attention. Affective expressions and 
voice stimulate reward and affective 
circuits. If BabyX is abandoned, de-
pending on oxytocin levels, her stress 
system can activate a cascade of virtual 
hormones, and she becomes increas-
ingly distressed. BabyX can be trained 
to recognize certain images that can be 
associated with vocalizations. When 
the pain response, as if someone was 
about to “hurt” the baby. There was 
no sense that the audience rationally 
thought the baby was real, though it im-
mediately reacted as if she were. Even 
within a formal academic presentation, 
and with the pain response a valid part 
of any brain model, the audience re-
acted as if the demonstrator was about 
to be cruel. Interestingly, this was fol-
lowed by an emotional display of relief 
in the form of laughter. As laughter is 
infectious, the demonstrator laughed, 
which was registered by BabyX’s senso-
ry inputs, causing her to be “happier.” 
The audience thus became a part of the 
feedback loop that changed both par-
ties’ emotional states. The implication 
is that a witness to a BabyX session is to 
the demonstrator gains BabyX’s at-
tention and shows her a “First Words 
Book,” if an image causes a strong 
enough activation, the image will trig-
ger BabyX to voice an associated word. 
Observing in a real, unscripted en-
vironment, people anticipate and seek 
emotional responses from BabyX. As 
such engagement happens, they are of-
ten transformed from observers to en-
gaged participants. An example of this 
was seen at the 2015 SIGGRAPH con-
ference where Sagar31 demonstrated 
BabyX. While the audience was mainly 
informed professionals, their reaction 
was audible and visceral to BabyX. Re-
sponses repeatedly observed included 
a sharp negative reaction when the 
demonstrator offered to demonstrate 
Figure 6. BabyX (version 3). Screenshot of sensorimotor online learning session in which 
multiple inputs and outputs of the model can be viewed simultaneously, including scrolling 
displays, spike rasters, plasticity, activity of specific neurons, camera input, animated output. 
Figure 7. BabyX (version 3). Learning to play the video game “Pong” through action discovery 
and online reinforcement learning. 
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limbs, with initial focus on learning 
to reach and grasp. BabyX version 4 is 
intended to interact with the public in 
exhibitions, performing basic learn-
ing tasks (such as label learning). For 
speech, BabyX babbles with a synthe-
sized voice sampled from phonemes 
produced by a real child. We are im-
plementing techniques so BabyX can 
learn an acoustic mapping from any 
arbitrary voice to construct new words 
using her own voice. Lip shapes are 
pre-associated with acoustic elements. 
Our aim for BabyX is that she should 
be capable of learning arbitrary senso-
rimotor sequences, theorized to map 
to sentence construction.17 
In an ongoing developmental psy-
chology study, we are conducting a de-
tailed quantitative characterization of 
the microdynamics of early social learn-
ing between parents and their infants. 
As a first step to validate the effective-
ness of BabyX’s behavior at a high level, 
we will be exploring how well the model 
elicits naturalistic responses from par-
ents in a social interaction loop, com-
pared to their own or another child. If 
the model is successful, we will have 
a new way to study coordinated inter-
action, and how the way in which we 
teach infants may play a critical role 
in learning. Introducing synthetic 
lesions could be an effective way to ex-
plore lower-level validation. 
The Auckland Face Simulator 
A developing infant is certainly not the 
easiest approach for creating an embod-
ied conversational agent for HCI tasks. 
For this purpose, we are building on the 
same underlying computational plat-
form the “Auckland Face Simulator” (see 
Figure 8 and Figure 9, as well as Figure 
4) also demonstrated at SIGGRAPH31 to 
produce highly realistic avatars capable 
of real-time interaction; for a related vid-
eo, see https://vimeo.com/128835008. 
These faces are designed to be used as 
stimuli for psychological research but 
also to provide a realistic interface for 
third-party virtual-agent and AI applica-
tions. The avatars can be “told what to 
say” using text to speech (TTS), and the 
nonverbal behavior can be specified 
in a simple API or custom TTS markup 
language to add further meaning. Wrin-
kling the nose or raising the upper lip 
while speaking can dramatically change 
the perceived meaning. BL allows inter-
nal variables of the avatar’s nervous sys-
tem to be controlled at any level, from 
muscles to affective circuits. 
Conclusion 
Engaging face to face with an interactive 
computer model requires autonomy 
with contextual responsiveness. If visu-
ally consistent, realistic appearance and 
movement seem to increase the sensory 
intensity of the experience. Internally 
consistent generative models enable 
cognitive, affective, and physiological 
become a part of the holistic environ-
ment and the interactive experience. 
There may be ethical implications as 
well, and further research is needed 
to investigate the co-defined dynamic 
interaction that allows such strong “in 
the moment” emotional responses, as 
such responses may have long-term in-
terface implications. 
Further development and validation. 
We are currently working on BabyX 
version 4, as in Figure 4, which has a 
virtual body and is able to control her 
Figure 8. The Auckland Face Simulator is being developed to create realistic and precisely 
controllable real-time models of the human face and its expressive dynamics for psychology 
research and real-time HCI applications. 
Figure 9. The Auckland Face Simulator enables autonomously animated faces to be used for 
cinematic-like extreme close-up shots. 
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factors that drive facial behavior to be 
produced coherently, justifying a lower-
level more biologically based model-
ing approach than has previously been 
taken with virtual human faces. Explor-
ing these elements together allows new 
yet familiar phenomena to occur. New, 
because we do not normally experience 
this sort of interaction with computers, 
familiar because we do with people. 
Being able to simulate the under-
lying drivers of behavior, realistic ap-
pearance and real-time interaction 
together deliver three aspects of inter-
action, but virtually: 
Explore. Allows us to explore how 
the interplay of biologically based sys-
tems can give rise to an emotionally af-
fecting experience on a visceral, intui-
tively relatable human level; 
Include movements. Applies an em-
bodied-cognition approach to include 
the subtle and unconscious move-
ments of the face as a crucial part of 
mental development and social learn-
ing; and 
Understand key requirements. Gives 
a basis for understanding the key re-
quirements for more natural and adap-
tive HCI in which the interface has a 
face. 
The virtual infant BabyX is not an 
end unto itself but allows researchers 
to study and learn about the nature of 
human response. There is a co-defined 
dynamic interaction where one can ad-
just to BabyX no longer as a simulation 
but as a personal encounter. 
In summary, the enormous com-
plexity of modeling human behavior 
and dyadic interaction cannot be over-
estimated, but naturalistic autono-
mous virtual humans who embody and 
process theoretical models of our be-
havior and reflect them back at us may 
give us new insight into core aspects of 
our nature and interaction with other 
people—and future machines. 
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Figure 8.1. How this chapter fits with the other papers in the thesis. 
 
Preamble: 
 
The previous papers and chapters have examined digital humans as both avatars and as stand-
alone agents. In Chapter 8, this last academic last paper looks forward and builds on some of 
the ethical issue touched on in previous chapters (see Figure 8.1). 
 
The ethical questions with digital humans centres around of the personal responsibility and 
level of control that one can or should provide new digital humans. This topic is examined in 
the light of increasing use of AI. This paper contributes a framework ethical discussion, and it 
does not address not the use of AI as Machine Learning tools in various stages of the 
implementation of a digital human design. 
 
AI is a wide-ranging topic and one that is increasingly the focus of IS research. Especialy in 
the area of IS analytics and the question of weaponizing disruptive information technologies 
such as Big Data and People analytics.  
 
In this polemic I look at the specific issue of the utilization of RVP on business and society in 
general. This piece builds on Chapter 7 by extrapolating a likely future and discounting some 
wildly speculative possible futures which are more than improbable. It does this to clear a space 
for research discussion of the real issues which we as a discipline and a society need to address. 
The discussion about possible singularities take much needed oxygen from the discussion 
around issue of agency and responsibility. Chapter 8 seeks to hose down the wildly fanciful 
science fiction of a Robopocalypse so that the real societal issues about how we might make 
sense of digital human in our immediate future.  
 
 127 
Since this was written the debate had not receded. For example, much is made in the popular 
press of any instance of even a partial failure of self-driving cars. This is an area that one could 
imagine would be a prime candidate for a digital human as a new form of interface to the car, 
with a face being added to what is already a well-established area where digital assistants 
already converse with us as in-car voice-based GPS map systems. We clearly function in a 
world of trusting the directions given to us by the ‘SatNav’, yet any near accident of a self-
driving car is almost world news. Any such videoed incident stands a probable chance of going 
viral. This is in stark contrast to the lack of attention paid to the thousands of people actually 
killed by human controlled cars. Nearly 1.25 million people die in road crashes each year, on 
average 3,287 deaths a day1, while there is yet insufficient data on fatalities due to self-driving 
cars to claim their superior safety, it is clearly hoped that such systems would dramatically 
reduce this number of deaths. While any safety measure that reduces fatalities by say 30%, 
would be applauded in most areas of car safety, it is hard to imagine a positive reaction if self-
driving cars still killed thousands of people a day, even if that number was a 30% reduction on 
current levels. The zeitgeist is to hold AI to a much higher standard, to resist anything less than 
near faultlessness even if it means thousands of possibly unnecessary deaths continues. The 
debate is emotionally charged around a technology that has no emotion. This Chapter aims to 
address these misdirections of popular attention. It argues for a different view of digital human 
interfaces, but not one that is purely positive. Rather it tries to redirect concern to where our 
research should be focused moving forward. 
  
  
Contribution Note: 
 I was the only contributor and the presenting author. 
 
 
1 Road Safety Facts — Association for Safe International Road Travel (no date). Available at: 
https://www.asirt.org/safe-travel/road-safety-facts/ (Accessed: 7 November 2019). 
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Abstract  
What should our ethical concerns be in a future with ‘Artificially Intelligent’ agents? 
The zeitgeist of AI agents often envisions a future encompassing a hyper intelligent singularity.  
In this worldview, AI “monsters” appear very separate from us as abstracted, ethically 
ungrounded, omnipotent overlords. A world of superintelligences that have moved beyond our 
comprehension, with no ethical restraint.  
In this polemic, I explore a different future.  I discount the ‘Robopocalypse’ initially depicted 
in Science Fiction. Instead, I examine how realistic digital humans do pose a very real and 
different ethical dilemma, as we assume intelligence based on their appearance, leading to an 
abdication of responsibility.  
I phenomenologically explore the future of realistic digital agents and avatars, and ask: what 
does this human-like form say about us? How will we judge ourselves when the computer looks 
like us? I argue that the singularity is unlikely and thus the primary ethical concern is not some 
superhuman AI, but in how we, ourselves, treat these digital humans. 
  
 
 
 
Keywords : Embodied cognition, Virtual humans, Avatars and Digital Agents, Existentialism. 
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1 Introduction  
Who are the AI actors we see in a digital future? The spirit of our age in popular culture would 
suggest that many people are horrified by the notion of realistic digital people, be they robots 
or computer simulations. The media landscape is littered with intelligent robots gone wrong, 
computers taking over and the notion of an eventual robopocalypse. In this narrative, our digital 
overloads rise up and replace our emotionally imperfect humanity with a cold, rigid, and 
uncaring machine logic. Is this view of the world probable, or are we more likely to see a 
different digital actor, one that is more a reflection of ourselves? What, or who, will we actually 
be concerned with in the future? Are we troubled by a future vision of realistic digital humans? 
Are they uncaring, unethical monsters or should we be more concerned with how we will treat 
and react to these digital humans?  
I will show that while computers may appear as human, they will not have super intelligence 
in the foreseeable future. The threat they pose is not from ruling us unmercifully. The risk is in 
how we treat them; what that says about us and how easily we may be willing to empower them 
beyond their actual capabilities.  A human lack of understanding or ‘stupidity’ may be of far 
more concern than unethical robo-rule and annihilation.  
There exists in the zeitgeist the notion that scientists are driven, single minded idealists. In 
popular culture this is articulated in the film Jurassic Park, when the character Ian Malcolm 
states, "your scientists were so preoccupied with whether or not they could, they didn’t stop to 
think if they should." This builds on the popular notion that researchers work without thinking 
in advance about moral or other consequences. Or if scientists do ask ethical questions, they 
continue anyway, resigned to the inevitability that science cannot be stopped, and someone will 
always take the next step. This 'precautionary principle' of lack of informed prudence dates 
back to Mary Shelley's Frankenstein and is seen today in TV series such as Westworld.  There 
is some evidence that this Hollywood image may not be without some basis in truth1. Under 
this view, the world will be inhabited by technologically enabled monsters, monsters who 
threaten our liberty, control our destiny and our very existence. This narrative would have these 
AI monsters as the natural and inevitable product of continued computer advances towards 
computer based consciousness. I do not dispute the advances of technology, just the nature of 
virtual human agents and actors that are likely to be in our world. 
Against this backdrop I explore the phenomenology of the next generation of synthetic, digital 
actors. Phenomenology comes from the Greek word "to appear", and is[?] based on the work 
of Husseri, Hegel, Heidegger and the French Existentialists such as Merleau-Ponty.  
Ethics are at the core of our belief system and govern behaviour. Ethics therefore sit at the nexus 
of the concepts I am exploring: digital humans, being human/having consciousness and virtuous 
behaviour.  The work of the 18th century Immanuel Kant is relevant today in this modern setting. 
While Kant’s view, equating humanity with consciousness is at odds with later philosophers, 
his work on ethics is relevant. Kantian Deontological ethics such as the Categorial Imperative, 
are a key part of commonly held views on ethics today. While Kantian views of philosophy are 
moderated or questioned by later philosophers (Riemer & Johnston, 2017), his ethical 
 
1 Cognitive scientist, and pioneer of AI, Marvin Minsky at MIT stated to his students, "ethicists are people who give reasons to not do a thing" 
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perspectives remain a useful normative or prescriptive tool.  It is with this lens that we explore 
a future inhabited with digital humans. 
I question ethical and societal implications of realistic virtual humans, whereby digital agents 
and avatars will stand in for us, represent us and reflect us.  
I start by dispelling the myth that a super intelligent singularity is likely. To do this, I rely on 
the work of philosophers such as Merleau-Ponty. They disputed the Cartesian view that the 
mind and the brain/body can be considered anything other than one non-decomposable whole.  
I then point to the natural and likely development of realistic cognitive agents. I argue that these 
agents will succeed not because they are logical, emotionless automatons. They will gain 
acceptance for exactly the opposite reason. Their affective emotional base (or rather, simulation 
thereof) will be what drives their acceptance and use. Rather than emotions being viewed as a 
flaw, the emotional engagement of such agents, combined with realistic human-like 
appearances, will drive wide scale adoption. 
In taking this view, rather than evoking futures of bipedal gun-laden cyborg machines 
lumbering emotionlessly towards us, I offer an alternative. A better analogy is a 'future mirror' 
that reflects us, embracing emotional engagement with extensions of our humanity that 
encompasses artificial agents and digital avatars. These “digital humans” are simulations that 
not only accurately reflect our appearance, but also indirectly our humanity. They are not 
capable of actual emotion, but they more than adequately simulate emotion effectively.  
I will show that our future will not have independent AI thinking monsters. While there is a 
popular move to extrapolate from significant gains in Machine Learning (ML) and especially 
computer vision to actual intelligence, current ML does not indicate a path to general 
intelligence. Collins argues that the public perception has exceeded reality and that the non-
(social) embedded nature of computers means they lack social learning.  He outlines how 
computers are far from being able to actually understand (Collins, 2018).  
We will not have general super human intelligence in a computer agent in the foreseeable 
future. The science fiction narratives would have super intelligent computers learning from 
other computers in a closed loop. In reality, Generative Adversarial Networks (GANs) are a 
class of AI programs that are deploy currently, where AI engines learning from other AI engines 
(Goodfellow et al., 2014). While leading researchers such as Deep Learning pioneer and 
Facebook AI director Yann LeCun have highlighted the tremendous innovations shown in 
GANs, commenting that they may be “the most interesting idea in the last 10 years in ML” 
(Mayo, 2016); GANs are not a path to General Artificial Intelligence. A point that LeCun has 
made himself. LeCun is one of the co-creators of convolutional neural networks (CNN) and he 
believes society is far from any form of general intelligence. “We’re very far from building 
truly intelligent machines. All you’re seeing now — all these feats of AI like self-driving cars, 
interpreting medical images, beating the world champion at Go and so on — these are very 
narrow intelligences, and they’re really trained for a particular purpose,” (Vincent, 2017). 
There can be no general human intelligence without some notion of consciousness. Early 20th 
century, philosophers such as Merleau-Ponty (Merleau-Ponty & Landes, 2013), have argued 
that one cannot have human cognition without embodiment. No humanness can exist 
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separately, or isolated. Against this notion, we will have computer agents that are rendered to 
look real and that we will co-create such that we treat them as if they are their own embodied 
cognitive entities. While they will not have intelligence in any true sense, it might not matter. 
How we interact with them will reflect who we are. They will reflect us and what we bring to 
the experience. I suggest that many people will not stop short of imbuing them with far more 
intelligence, far more depth than they have. This ability to believe from the strong illusionary 
clues that the agent is ‘smart’ will only be emphasised by a general sense in modern society of 
technology being constantly innovative and wonderous.  A sense that ‘they can do anything’ 
will feed an irrational belief in some that the realistic agents are, in fact, exhibiting genuine 
general intelligence. For others the cloak of intelligent human simulation will allow a greater 
trust in the agent’s judgement than might be rationally attributed.  
The central ethical question is not how we instil ethics in machines, but what our interactions 
say ethically about their use. In this context I argue that realistic agents reflect each of us 
ethically. This re-orientation is critical to how we present agents, legislate and discuss 
safeguards. Our current orientation is to waste our efforts on protecting ourselves from a future 
AI monster that is improbable, while neglecting other real ethical issues. 
2 BACKGROUND 
I start by defining what I mean by digital human agents, or avatars. An agent is a fully computer-
based entity that exhibits, at least to some degree, autonomous behaviour (Seymour, Riemer, 
& Kay, 2018). Agents can carry out specified, recurring tasks in a self-directed way, or interact 
with human actors in various ways, including natural language understanding and/or dialogue. 
For example, conversational agents are based on machine-learning, natural-language 
processing and generation technology, and they interact with human users “in natural language 
while being sensitive to their cognitive and emotional states” (Graesser, Li, & Forsyth, 2014). 
Examples of current conversational agents are personal digital assistants, such as Amazon’s 
Alexa, Apple’s Siri or for example Google's Duplex Assistant (Leviathan & Matias, 2018). 
Moreover, conversational agents that are visualized and “combine speech with non-verbal 
modalities for intelligible multimodal utterances” (Kopp & Wachsmuth, 2004) are commonly 
referred to as embodied conversational agents (ECA) (Cassell, 2000).  
Avatars refer to visual representations of human actors. An avatar can be thought of as a digital 
puppet, a character that is instructed by and acts on behalf of a human actor for whom the avatar 
acts as a digital 'stand-in'. For the purposes of this paper I will assume it is an interactive avatar 
and not a pre-rendered depiction of a human, for example a digital actress or actor in a motion 
picture. 
2.1 Advances are not an inevitable path to computer intelligence 
If our fear is AI monsters with super-intelligence running amok, how possible or likely is that 
future?  
I assume the advances in computer graphics will be able to solve the appearance of digital 
human agents. Already digital characters are closely resembling the visuals of their real human 
counterparts. In facial visual simulation, the progress of graphics technology shows no signs of 
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slowing. In this respect, the power of computer graphics to render a human far outstrips our 
ability to simulate the responses and intelligence of a human.  
Away from science fiction, the greatest risk of super-intelligent monsters is from the hype 
surrounding the discussion, not the reality. Much is written about computers taking all our jobs 
as they become 'intelligent' (PwC, 2017). While job losses and reallocation of jobs is a real 
issue, the extent of computers becoming super-intelligent is often vastly over played. Our future 
will not be defined by human like intelligence in a computer, and thus we should not be focused 
on the ethical concerns of computers becoming so powerful that they replace most of our jobs 
and render us irrelevant.  
I will now show why it is flawed to assume one can build human intelligence, or download a 
mind, from the perspective of Technical and Conceptual points of view. Finally, I will look at 
the special case of avatars. Human Avatars introduce a new ethical problem centred around 
identity 
2.1.1 Technically: We are not a computer 
I start by questioning the base assumption that it is possible, with any extrapolation of known 
technology, to produce a separate digital human intelligence or download a human intelligence 
into a computer.  I challenge the view of many leading AI experts including Ray Kurzweil, 
Google’s Director of Engineering. 
Kurzweil stated in 2017, that by 2029, computers will have human-level intelligence. He added 
that by 2045 we will have a ‘Singularity', and that this superintelligence will abruptly trigger 
runaway technological growth, resulting in unfathomable changes to human civilization.  
The silicon utopian vision of a general application deep AI (as opposed to the limited pattern-
matching software that the term often refers to currently) is based on the extrapolation of the 
past exponential growth of computer power. This growth extrapolation is core to the belief that 
anything is possible. Authors have stated it will lead to "the extermination of the human species 
by godlike artificial intelligences" (Anonymous, 2018). Kurzweil's view of the same inflection 
point is that it will provide vast extended computer enhancement with brain implanted humans 
directly connected to a vast hive mind of knowledge. I will now explain how this is based on a 
false assumption. The problem is not a numerical one. It is wrong to assume that human 
intelligence is a computationally bound problem. 
Our ability to explain our being has always been influenced by the technical language of the 
day. In the industrial revolution, this meant we saw a person as a machine, who 'worked up a 
head of steam' and who's muscles were like pistons. Today, this metaphoric language is replaced 
with computer terms. It is not uncommon to hear of someone needing to stop 'networking' and 
'download' the events of the day. A mild loss of one's 'train of thought' is now a 'glitch' or an 
'overload'. The mind and physical brain can be referred to as the ‘software and hardware’ of 
humanity. The senses are ‘inputs’ and behaviours are ‘outputs’. Children are taught in schools 
that neurons are ‘processing units’ and synapses as ‘circuitry’ to life. The very nature of cellular 
replication plays into this concept, with our own molecular DNA as some kind of double helix 
biological software script for life. This narrative implies we are similar in our thinking to 
computers, and we are not. 
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The problem with the 'we are like a computer' framing of humanity is that it colours our view 
of what we could be. In this worldview, the mind could be downloaded to a computer, should 
the computer be powerful enough. It is argued that we just need to match the capacity of a 
human brain when measured in petaflops of neurons or terabytes of memory. But this ignores 
the reality of how vastly unlike a computer the human experience is. Our memories are not 
stored in a file, sequentially in a human cerebral database (Greenfield, 2016). There is no direct 
equivalency of human thought and memory with CPUs, GPUs or RAM. Consciousness itself 
is poorly understood and there is no clear computer equivalent, or even a roadmap to attempt 
to research matching broad human level consciousness away from science fiction (Greenfield, 
2016).  
Kurzweil argues that current computational growth trends will soon lead to "computers having 
human intelligence". Leaving aside the timeline, to validate this, we need to explore the nature 
of human intelligence (Reed & Galeon, 2017). Having disputed the narrative of framing 
humanity in technology terms, I now challenge how conceptually different human 
consciousness is from computers. 
2.1.2 We are more than our minds 
To match human intelligence in an agent, we would need to address consciousness. This is not 
a computational problem that might be solved if Moore's Law continues playing out over time. 
There is no level of computer power where we have any indication that a computer would 
magically have consciousness. It is not a processing or memory limit bound problem. It is a 
different kind of problem, and reaching a solution is not a natural consequence of just increased 
computational power over time.  
Human intelligence is linked to human consciousness, but consciousness is not a natural 
consequence of increased intelligence, it is something different. The mind is not the same as 
consciousness.  I can easily change my mind while conscious. I do not ‘lose my mind’ when 
asleep, rendered unconscious or under anaesthesia. Consciousness is 'me-ness', it is a part of 
me, not just intelligence stored in a biological container.  
Science has yet to solve the nature of human consciousness. We must do this before we can 
match it. I acknowledge that this has been recognized in research and philosophy previously.  
A great contribution to the alternative non-Cartesian perspective is found in the writings from 
early last century of authors such as Merleau-Ponty (Merleau-Ponty & Landes, 2013). His 
work, The Phenomenology of Perception,  can provide an alternative view. Here, in work 
written many decades ago we find the justification for how improbable and unlikely it is that 
we can build human intelligence in a machine or downloading of consciousness into a computer 
container. At the heart of Merleau-Ponty's The Phenomenology of Perception (Diprose & 
Reynolds, 2011; Merleau-Ponty & Landes, 2013) is the assertion that the body is an inseparable 
part of a person. This is in opposition to the views of Descartes and a common contemporary 
view even today, that the body is “just a container for consciousness". Merleau-Ponty's view is 
that one is one's body, "I am my body". A body with "momentum of existence", that exceeds 
any biometrically objectified body. The body is understood to be the locus of "being-in-the-
world", être au monde, which is a direct adaption of Heidegger's in-der-Welt-sein. He believed 
that the body is our general medium for experiencing the world. This negates the notion that 
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there can be a true and full 'Embodied Cognition' for an agent, as there is no body. At best, we 
can just emulate it. 
I believe the phenomenology of virtual human identity can be built on the foundations of 
Merleau-Ponty, regardless of his writings preceding computers of the modern age (Matthews, 
2010). In this framework people are thought of as just one non-decomposable whole. For 
Merleau-Ponty, the body is not merely occurring in a space or a time, but "inhabits ('habite') 
space and time". There are direct parallels with the evolution of modern AI. I do not live and 
exist in the world using a representational conceptual map of the world (in a traditional old 
fashion AI sense). I am in the world and interacting with it, and in so doing, not just making 
sense of it, but the very interactions define my conscious reality. 
We have no computation model for this existentialist consciousness in the world. It cannot be 
modelled or simulated. One might go so far as to say this is the existential crisis of the 
Singularitarians when predicting super-intelligence. Without actual general intelligence we 
have just the illusion of life.  Unless the digital human is actually controlled or driven by a real 
person, much like a puppet. It is therefore worth exploring the world of digital puppets or 
Avatars and their illusion of life.  
 
2.1.3 Avatars: the illusion of life and the issue of identity with digital humans. 
It is easier to simulate appearance than reproduce intelligence. With various types of input and 
tracking, it is possible to drive a simulated human with natural movement and effectively puppet 
a digital human. 
Such puppet style manipulations can lead to deception. As computer graphics produce 
increasing realism, the ability to detect such forgery is becoming more difficult. The deception 
can take various forms, such as: 
1. Giving the illusion of life and artificial intelligence when the only real ‘intelligence’ is 
the human behind the curtain, 
2. Showing an inaccurate persona e.g. presenting as a child, when an adult, or, 
3. Presenting as someone other than yourself or impersonating another.  
 
The ethical issues are complex. Below are examples in each of these three categories, that move 
beyond the core ethical deception of just visual misrepresentation: 
1. Giving the illusion of artificial intelligence. Presenting financial advice as if sourced 
from a mathematical analysis compared to a personal preference could greatly 
influence a potential investor. The illusion that the computer could provide an 
objective recommendation, free from personal opinion would influence the framing of 
that advice.  
2. Showing an inaccurate persona. Representing one’s self differently to how you really 
are. If someone had a facial scar from an accident, would it be ethical to use 
technology to present themselves without the scar, if this helped their self-confidence? 
Would it be appropriate to present one’s self without a major disability? Does the 
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benefit for the individual outweigh the societal issue of hiding ‘perceived’ human 
imperfections and thus avoids normalizing disfigurements? 
3. Impersonation. The issue of impersonation creates two problems. First, the harm of 
disinformation and the evitable breakdown of trust. Secondly, the false excuse that 
any embarrassing filmed action, or transgression, could have been faked, and thus 
even authentic footage is discounted in its probative value. 
 
The discussion thus far has been regarding a digital presentation or video of a human agent or 
perhaps an avatar on a screen. There is a particular case to be made for examining a physical 
presence, namely a robot. I will now explore the robotic artificial human. 
3 Embodied Cognition: Domo Arigato, Mr. Roboto 
We now turn to the issue of agents with a real-world presence as it applies to AI and robotics. 
This excludes industrial robots that one might find in an industrial factory context, which are 
intended to lack independence and perform only repetitive prescriptive tasks.  
In recent years robotics has produced seemingly large leaps in mobility and agility. This success 
in robotics, has not come from advances in super isolated intelligence. Success has come from 
a simpler form of emulation. The popular implication has been that the robots are getting much 
‘smarter’. This success in emulation and the appearance of intelligence, has created a strong 
populist concern of a ‘robopocalypse’.  This appears to be an unfounded andromorphic 
extrapolation. The robots now appear more natural and thus they are assumed to be radically 
more intelligent.   
A form of embodied cognition has proven successful in dealing with complex real-world 
technical issues such as mobility in robotics. Honda's ASIMO robot was built using an older 
traditional cognitive, computational approach, sometimes called Computational Theory of the 
Mind (CTM), which relies on a representational view of the world (Chemero, 2011). Honda 
was able to make the robot walk and climb, but even minor issues could disrupt the robot as it 
tried to interpret data, update its model of the world, and decide on a reactionary course of 
action. Compare this to the work of Boston Dynamics, which has been building a series of 
robots starting with BigDog using a very different approach (Thompson, 2012). The BigDog 
robot can handle complex terrain and later versions even managed to recover from violent 
knocks or walking on slippery ice. Boston Dynamics decided that a computational strategy 
would be too slow and so opted for a Dynamic System. They built a robot with springy legs 
and joints that mimic those seen in animal quadrupeds. BigDog has a comparatively small 
computer and its success was not due to it having access to a more powerful computer than 
ASIMO. "The specific movements he produces at any given time emerge from the interaction 
between his moving legs, the surface he's on and any other forces acting on him. If you knock 
BigDog, he doesn't need to re-compute his behavior; he simply responds to the new force and 
the details are left up to his anatomy," (Thompson, 2012). Dynamic Systems Theory (DST) is 
a broad approach imported from the physical sciences and used in cognitive science as an 
alternative to the computational and information-processing approach. DST is best described, 
according to Chemero, as "complex, non-linear, self-organizing and emergent and whereby 
cognition develops over real-time as a probable description of many possible alternatives 
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instead of linear-assembly-of-symbolic-processes." It works by assuming real time 
embodiment and not a dualist CMT model.  
Beyond acknowledging the superior approach, the reaction to BigDog and its successors has 
been particularly informative. The DST solution produces a very natural looking physical 
solution to movement, especially if the robot is interfered with. This has resulted in the robots 
being described as "very biological," (Thompson, 2012). A wide scale reaction to videos of 
these tests can be characterized by the quote that the company makes "autonomous pack mules 
like BigDog that inspire fear with every step." This narrative directly plays into our monster 
view of the future. Testing of these robots recovering from humans pushing them, prompted 
comments of fear of retribution when the computers 'rise up'. Comments such as those were 
made by the BBC, that some version of BigDog might be used in the future for "terrorizing 
humble civilians … especially if we go around treating them as badly as this!" The fear appears 
to be connected to how natural and biological the robot's interactions are in the world. One can 
only speculate how dramatically people would react to this style of robot if they had realistic 
human faces. 
Our background affects our view in this context. Depending on your point of view, the BigDog 
is close to being a monster, or it is an extension of my affordance with regards mobility. Both 
are reflections of who we are. What BigDog is, reflects me. I co-create what it is.  My worldview 
of it as either a monster or an invaluable step towards Army troop mobility. BigDog has the 
illusion of 'life', which one can start to anthropomorphize as it is moves more realistically in the 
world. It is not profoundly more intelligent, but many people may believe it is, due to its natural 
simulation of movement. 
This robotic exemplar highlights a bigger societal issue. The isolated success of a particular AI 
or Machine Learning application is often seen as indictive of a greater intelligence. But as 
Oxford Professor Floridi wrote, “the truth is that climbing on top of a tree is not a small step 
towards the Moon; it is the end of the journey,” (Floridi, 2016). He goes on to point out that 
isolated advances will continue to be made and in their isolated areas, we are going to see 
increasingly smart machines able to perform more tasks that we currently perform ourselves. 
Such isolated success such as face recognition systems seems to the uninitiated, to represent 
great intelligence, but it is a narrow domain specific success and cannot be used to extrapolate 
other more general problem solving. The progress especially in deep learning, as a specialist 
subset of Machine Learning, have provided great advances. It has especially done this in the 
area of digital humans. Facial reconstruction, tracking, emulation and rendering have all seen 
Machine Learning advances, but just as with BigDog, a more believable agent or avatar does 
not denote a vastly more naturally intelligent actor. 
 
3.1 The HCI development of realistic cognitive agents 
Until now I have not made the case that digital agents will come to naturally encompass 
biologically realistic appearances. I will now state that this is not only very probable, but 
desirable. I will explore how an agent with an expressive photorealistic face may change the 
nature of Human-Computer Interaction (HCI).   
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A central part of research into digital humans has been to produce a photo-real digital double, 
or a duplicate image of a person. Given how important faces are to communication, the goal is 
a direct reflection of one's facial appearance that would be imperceptible from the human 
original. In short, a perfect copy that you cannot tell is a replica.  
Far from being ‘user interface tools’ that recede into the background, these new human-looking 
tools will focus attention. Such agents will aim to communicate verbally and non-verbally, with 
emotionally laden facial expressions. They will seek the user's attention, engagement and trust. 
They will face us and look at us, literately.  
Such a future is reasonable to imagine as the four largest American corporations by market 
capitalization are all investing heavily in such cognitive assistant technology (Statista, 2015). 
Apple's Siri, Alphabet/Google's Assistant and Amazon's Alexa are all currently faceless, but it 
would seem reasonable that a joyous countenance on these AI bots is a logical next step. Not 
to be outdone, Facebook, has also embarked on an ambitious program of avatars that mimic us 
directly (Seymour, 2016).  
While some areas of the popular Press may voice anxiety and luddite resistance (Kletzer Lori, 
n.d.), research has also shown an overwhelming majority of white-collar workers are genuinely 
excited and optimistic about what technology can do for them. In an industry study, the majority 
of the 4,000-plus surveyed office workers believed AI technology will make them more 
productive and help them (Abramovich, 2017). This suggests there is momentum for strong 
potential adoption in organizations.  
Nicolas Negroponte postulated several decades ago, "in a foreign land, one uses every means 
possible to transmit intentions and read all the signals to derive even minimal levels of 
understanding. Think of a computer as being in such a foreign land... ours," (Negroponte, 
1995). In this foreign land, the notion is that a computer should be made more aware of human 
means of communication, and the face is one of the most expressive mediums for nonverbal 
communication. "Interface is not just about the look and feel of a computer. It is about the 
creation of personality, the design of intelligence, and building machines that can recognize 
human expression." The challenge, he stated, was to make "computers that know you, learn 
about your needs, and understand verbal and nonverbal languages...." Negroponte felt that the 
humans in the HCI equation were bearing the "burden of interaction." Computer power has 
grown steadily, and exponentially under Moore's Law. In the reasonable future, we could have 
both the innovation and available computer power to move the burden from "the shoulders of 
the human party" to the computer. 
The question we explore is not what is required to create a digital human, but what opportunities 
does that bring in relationships and what ethical questions about our humanity would such a 
development reveal? Affective computing explores two-way emotional communication as a 
new medium for HCI. But to paraphrase Negroponte, the medium is not the message. These 
new user interfaces are not about interfaces - it is about living with the new possibilities. 
3.1.1 Appearances matter 
If we accept the prior assertion that we will not see General Artificial Intelligence in agents in 
the foreseeable future, it is also worth highlighting the observation by George Zarkadakis that 
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a computer agent or avatar that behaves with apparent emotionally intelligent will be 
"considered intelligent even if it is a philosophical zombie,” (Zarkadakis, 2016). People have 
anthropomorphized their 'dumb' devices without any engaging human appearance (Reeves & 
Nass, 1998). With an expressive human face, the natural human tendency will be to react to the 
computer agent with emotional sincerity. 
BabyX is an unscripted simulation of a child pioneered by Mark Sagar2. BabyX is both a 
simulation of neurochemistry and the appearance of a real baby (Sagar, Seymour, & Henderson, 
2016). The simulation is highly advanced and uses various forms of audio and visual input to 
emulate a child on the screen. It is one of the most advanced such attempts. 'She' is a very good 
simulation of a child's interactions, neuro-chemical responses, and emotional emulation based 
on input from someone standing in front of her screen's input devices.  
Observing real interactions of people with a live BabyX demonstration, audience members 
anticipate and seek subtle and emotional responses from BabyX as the engagement happens. 
People imbue the agent with human traits based on their personal pre-learnt real-world 
interactions with infants.  
During these technical demonstrations (“DISRUPT.SYDNEY 2014 Short Talk 4 by Mark 
Sagar,” n.d.),, Sagar and his team have modelled the BabyX receiving a pain response from the 
tap of a key.  In multiple sessions audience members have urged the demonstrator to stop so as 
to not ‘hurt the baby’. 
This reaction is seen even after a lengthy explanation by Sagar of the underlying simulation 
including visualizations of the faceless brain model of BabyX. There is no sense that the 
audience rationally thinks the baby is real, but they immediately emotionally react as if she is, 
as Sagar moves to press the P key for Pain. Even when the presentation is contextually part of 
an academic conference to an informed group who know that the pain response a valid part of 
a comprehensive brain model simulation; - the audience’s response was akin to Sagar actually 
wanting to hurt a real child.  
This emotional response is very real, and is often followed by laughter, interpreted as a stress 
release and an acknowledgement of the surprisingly immediate visceral reaction. Interestingly, 
Sagar, then naturally laughs, as laughter is infectious and then BabyX laughs as "Dad" (Sagar) 
is laughing. 
The implication of the observed behavior is that it demonstrates that the agent is part of the 
holistic environment and the co-defined dynamic interaction. What the simulation 'is', is co-
defined by Sagar's research, along with the audience. The spontaneous emotional responses 
indicate that the audience's worldview very much co-defines the agent. This raises valid ethical 
questions about our perception of realistic agents, and the way simulated humanity will invoke 
deeply embedded responses.  
Human interaction remains mostly about building and sustaining social bonds. I find that our 
casual language implies something that is not accurate. Picard, in her work defining Affective 
Computing, points out that people are known to comment that, if we could be 'less emotional, 
 
2 See prior Chapter 7 for a more complete discussion of BabyX. 
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more logical' we would function better in society, but the opposite is true (Picard, 2003).  We 
constantly use and need emotion to exist in the world. Affective computing and computers 
emulating emotion are an important aspect to be explored for future digital human agents.  
In everyday life, rather than being a limiting factor, emotions moderate and facilitate our 
behavior. Someone 'being very emotional' can be stated as an assumed negative, but without 
emotional responses people would not be able to function in society. There is no scientific proof 
that removing all our emotions would make us better people or even more effective in society. 
Furthermore, there is an inherent assumption that human biases and emotion are faults, but I 
would argue they are a rich part of our humanity. Purely logical behavior is not human. Future 
digital agents will be created as an emotional phenomenon. With virtual humans, this will 
appear as an emotionally aware extension of us and by extension, a reflection of us. They will 
not be cold and logical.  
Future successful agents will appear to be emotionally engaging. Another practical example 
illustrates this point. Encoding agents with the appearance of emotion will not make the agent 
human, but it will increase emotional authenticity. Google's Duplex audio-only agents 
incorporated human speech 'disfluencies' such as “hmms and uhs" (Leviathan & Matias, 2018) 
to seem natural. In Google's tests, an agent called various restaurants to book a dinner. The 
agent does not understand what makes a meal enjoyable or anything about the nature of food, 
it just appears to be human and engages the staff of the restaurant to talk to with it in the same 
way they would a normal human, it is casual, imperfect but seemingly natural as a result.  
Building from this example. It is critical to note that I would judge the restaurant phone staff  
to be rude or helpful, independent of the fact they are talking to an agent. If I overheard the 
phone staff being rude and dismissive to the Google agent's enquiry, I would judge them poorly, 
even knowing myself they were not offending anyone, (any person). I judge them poorly when 
they are rude to an agent that has no awareness, consideration or feelings. 
 It is important to acknowledge that the illusion of humanity by the agent will affect my 
response to it. I may only feel this way as the voice sounded so human, due in part to its poor 
speech peppered with 'hmms and uh's'. 
4 Ethics of our Agents and Avatars 
4.1 Ethical choices  
While a computer agent may appear independent, how I treat an agent acts reflects on me. The 
fact that the agent is not human does not change this. For example, I am under no illusion that 
my pet dog is not human, yet my behaviour towards my beloved Labrador reflects greatly upon 
my humanity. While legally, morally and conceptually my dog is very different from a person, 
any cruelty to my animal will draw a visceral rejection from most people in society. 
The perceived interaction of an agent will be affected by choices in their appearance. The choice 
of an agent's age, sex, and race can greatly affect perceptions. Would a sexist, demeaning 
attitude to an agent, that looks like a younger female of a minority group be considered vastly 
less of an indictment because the agent can be described as not 'a real person'?  Would such 
behaviour not greatly influence the views of fellow workers or employers? If I chose my mother 
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as my assistant, would this not send a message about who I am? It would inform someone very 
differently than if I selected instead an archetypal English butler, or a provocatively dressed 
anime school girl?  What we choose to represent us, who we choose to ‘serve’ us, reflects a lot 
about us as 'users'. 
As mentioned, with the advent of advanced digital makeup, the question arises about the desire 
or otherwise of hiding facial flaws when choosing an online realistic avatar. Does this advance 
the individual or reinforce stereotypes of perfection? Would this eventually resign the less than 
perfect amongst us to primarily remote communication.   Could this make people who are self-
consciously different further isolated? 
This digital misrepresentation extends to full impersonation. Deep Fakes and other technology 
already allow believable face replacement. It cannot be long before this can be achieved in real-
time to a level that is not identifiable by untrained observers.  
Similar facial recognition AI algorithms that can aid in understanding can be used to monitor. 
Ironically, in China, agents designed to read human traits from people’s faces are being used to 
monitor school children's attentiveness in class (Connor, 2018). The attentiveness monitoring 
of pupils by three cameras connected to a facial recognition engine achieves the opposite effect 
of de-humanising the students. The performativity of the monitoring means the children must 
increasingly come to act in mechanistic ways to comply with the way in which the machine 
reads and renders humans. This monitoring chips away at the children's very individuality. 
The agency one gives to an agent as we resign decisions and cognitive functions to the agent 
also reflects on our character. If we defer even modest decisions to the wisdom of the AI agent, 
does this hybrid agency not characterize us and open us to the biases of the deep learning data 
sets of the AI Agent. In relinquishing our agency, we inherit the biases of the computer. Deep 
learning approaches are solved inside their training space, even if these data sets are bias. The 
abdication of cognitive effort to an agent, is an abdication of one's own personal ethical sense 
of fairness and what constitutes unbiased reasoning. We are trading not just agency, but privacy 
with the corporate provider of the agent. The transaction is often predicated on selling some 
part of our privacy for the luxury of reduced cognitive load. Even one's willingness to trade 
personal liberty for ease of use, makes a strong statement. It reflects our values and our self-
worth.  
5 Conclusion 
The ethical questions of AI and digital humans are not about a remote future Singularity that 
would grow to independently command our fate. Rather it is a question of the personal 
responsibility and level of control that one could have as these new digital opportunities provide 
a mirror to our personal values. 
I have argued that the important and relevant ethical issue facing our future with technology is 
not to attempt to build into sentient robots some Isaac Asimov style "Three Laws of Robotics" 
or some other kind of “safe word” or “safety switch”. I have shown in this polemic that the 
issue is rather our ethical values reflected in our own interactions with and co-constituency of 
the digital agent. The robopocalypse is science fiction and not worth our serious consideration.  
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It is important to turn the debate from futuristic scenarios that are highly improbable to a 
discussion of imminent implications of living with digital agents which are highly believable, 
expressive emotional parts of our lives, while also not attributing too much significance to their 
apparent intelligence. 
While the timeline is very much open to speculation, the resources and benefits of complex 
realistic digital agents is tangible. What these Agents will become is something I have shown 
to be co-defined by our interactions with them in the world. For us to examine the ethics of 
digital humans and simulations of cognition, we need to understand what it is that we are 
thinking about and how we think about the ethics of that situation.  
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Chapter 9. Conclusion 
 
This chapter summarises how the research questions were answered and articulates the 
contribution this research makes to both theory and practice. It examines the design choices 
that were made, including limitations that were confronted. It concludes with a look to the 
future of this research area and highlights potential new research questions.  
 
It is believed that this thesis makes three contributions. First, it addresses the primary research 
question regarding producing a realistic digital human application and overcoming the 
Uncanny Valley effect. It also addresses each of the subsequent three research questions. It 
established in Chapter 3 a framework for the research and how outlines a path forward for 
experimental exploration. This is built upon in the later chapters to not only validates the theory 
but the next three chapters then demonstrates that it is now possible to cross the valley with the 
latest developments in technology. As such, Chapters 4,5, and 6 outline the importance of the 
visual fidelity in the representation of digital humans when applied as avatars. Next, in Chapter 
7 this thesis contributes an understanding of the role of interactivity and acceptance when 
exploring the use of NFT with Agents. Finally, the thesis places this digital human research in 
the context of the current debate around societal and ethical use or perception of such entities. 
The thesis contributes to a better understanding of the theory around digital humans and it 
provides useful concrete information for practitioners.  
 
The work makes two contributions to practice. First, given that users have more affinity and 
trust for more human-realistic avatars, the research indicates that developers implement more 
life-like avatars. NFT also translates to AI-driven agents, which were shown in Chapter 7 to 
provide emotionally engaging new forms of HCI. Although this work is far from complete and 
future research is still needed to investigate the role of AI in driving more general-purpose 
agents. Second, the way in which users will engage with such digital humans will be 
emotionally charged and thus the quality of fidelity of the digital humans will establish 
expectations of human style responses not due to a rational consideration but due to a more 
visceral direct and natural anthropomorphizing of the interface.  
9.1. The Research Questions Answered 
 
Four key research questions were investigated. In this section I summarise how these were 
addressed. The first research question was the primary question and the other three expanded 
upon this core question (see Table 9.1).  
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Summary Primary and Secondary Research Questions from Chapter 1 
 
RQ 1 
What is required to produce a visually realistic and interactive digital human 
face as a new form of computer interface that can overcome the uncanny 
valley phenomenon? 
 
 
       RQ 2   
• What is required to build a complex digital human face, and would 
such a realistic face provide sufficient benefit to justify the 
complexity involved, as opposed to simpler implementations? 
 
 
RQ 3 
• What is involved in building an independent realistic agent and 
could such a computer simulation cause a user to emotionally 
engage with the agent? 
 
 
RQ 4 
• What should be the starting point for an ethical framework of 
evaluating the use of digital human faces as these entities are 
combined with other forms of media or new forms of simulated 
artificial intelligence? 
 
Table 9.1. Summary of the four research questions. 
 
9.1.1. The Primary Research Question: Overcoming the Uncanny Valley. 
 
RQ1 posed is: what is required to produce a visually realistic and interactive digital human face 
as a new form of computer interface that can overcome the uncanny valley phenomenon? 
 
In the first chapters of the thesis (Chapters 3 - 6), I have documented that it is possible to 
produce an example of a visually realistic, interactive digital human that can overcome the 
Uncanny Valley phenomenon. This is documented and provides generalised principles that 
contribute to the practice of designing digital humans. This contribution aids in approaches 
beyond avatars to building new human computer interfaces with autonomous agents. The 
contribution to designing realistic autonomous agents and their ability to emotionally engage 
with users is the focus of Chapter 7. 
 
This research was based on the Delphi study in Chapter 4 which explicitly addressed RQ1 with 
leading experts in the field. The series of recommendations and predictions from Chapter 4 
were documented (see Table 9.2) and then a major subset were addressed in the additional 
research documented in the later chapters. 
 
Chapter 6 concluded that the human-realistic avatar Digital MIKE has crossed the Uncanny 
Valley. This is the first study of its kind to reach this conclusion. Therefore, one may view this 
research effort as both the beginning of a longer journey and the foundation for future research 
in this domain, rather than a definite conclusion. While Chapter 6 used a field study to collect 
data, more testing using different methodologies, including case studies, lab experiments, 
neuroscience experiments etc., are need to be done.  
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 Delphi recommendations and predications for advances in digital humans 
a For final realism, a face may need to be sampled to a high degree of accuracy– 
much higher than might be expected given the final display resolution.  
b Animation rather than rendering is a priority for improving digital humans. 
c Current approaches incorrectly assume a uniform muscle structure but sampling an 
individual’s actual facial muscles is problematic.  
d The uncanny valley discussion should be focused on the whole head and not just on 
the face region of any individual.  
e The linearity of blend shapes can result in unnatural animation. 
f A FACS-based pipeline is the most common approach in the film industry but 
perhaps not the only valid approach considering future applications.  
g Blood-flow depiction is an aspect of digital human faces that requires further 
investigation.  
h Micro-skin properties are important even at levels of detail not directly visible from 
a standard viewing distance.  
i Spectral rendering may be an important implementation issue for human realism.  
j The display space, or how the face is seen and experienced, is a significant issue. 
k The context of any interaction is important to the understanding of affinity.  
l Acceptable realism is strongly influenced by prior familiarity with the subject.  
m Interaction may not have the same effect on affinity as general movement. This was 
not a predicted or articulated as part of the original theory. 
Table 9.2. Summary of points raised in Chapter 4. 
 
Upon reflection, it is easy to see that some of the points listed in Table 9.2 have also been 
addressed by industry in the period since the publication of these academic papers and other 
industry engagement documents. It is fair to say that the publication and distribution of my 
research along with part of the human facial data has aided industry and other researchers in 
their ongoing efforts and advancements. 
 
9.1.2. The Second Research Question: Complexity and Value in a Realistic Face 
 
Building upon the primary research question, RQ2 asks what would be required to build a 
complex digital human face and whether such a realistic face would provide sufficient benefit 
to justify the complexity involved given the existence of simpler implementations.  
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The first part of RQ2 is addressed in the above section (9.1.1). The later question of justification 
was addressed in Chapter 6. This paper contributes by showing that not only does the more 
realistic human indeed have more affinity than the cartoon human, 
but that this also correlates with greater trustworthiness. 
 
Tinwell (2013) states that researchers investigating the Uncanny Valley phenomenon 
acknowledge that the research might be more robust if a standard word could be used for the 
dependent variable that describes and measures uncanniness. In the original theory, the term 
‘uncanny’ is ill-defined, as is any measure of affinity. Tinwell points out that using one word 
to describe this concept could limit or negate important factors necessary for understanding the 
phenomenon. While I agree with this latter point, I introduce the notion of exploring uncanny 
variability or affinity through the established lens of trustworthiness. This additional dependant 
variable complements affinity by exploring the phenomenon using a concept that is well-
documented in IS literature. For example, Lankton, Mcknight and Tripp, (2015) argue that IS 
research has ‘demonstrated that humans can and do trust technology’. The authors use trust, 
social presence and affordance theories (Wells, 2002) to explore both ‘human-like trust 
constructs’ and ‘machine/system-like trust constructs’. Trust research is one of several areas in 
IS that my research impacts.  Once a system appears ‘human’ in its delivery and presentation 
of information, the issue of trust has ethical, as well as functional, implications. There is a gap 
in the research surrounding the exploration of trustworthiness with a believable digital human. 
Chapters 6, 7 and 8 explored this more fully, and addressed this gap in the literature. 
 
9.1.3. The Third Research Question: Building an Agent and Connecting Emotionally 
 
The next question, RQ3, asked what would be involved in building an independent realistic 
agent and whether such an agent could connect emotionally with users when driven by a 
computer simulation. 
 
Chapter 7 addressed building a realistic agent based on the chemical brain simulation of an 
infant. BabyX provides an exemplar of an emotionally engaging agent and contributes a 
valuable insight into the issues and challenges of building both a realistic looking, and 
responsive independent agent.  
 
BabyX contributes significantly by providing an agent with a realistic appearance. It is 
important to note that all of the Grudin and Jacques (2019) cited examples of agents are text-
based in their interactions, even the voice-activated assistants. At their algorithmic core the 
voice-only systems rely on text-based transcriptions and interpretations. BabyX aims, both 
visually and aurally, to monitor the emotional response of the user and closes this loop with its 
own non-verbal emotional triggers and emotionally laden verbal communications. For 
example, BabyX can start crying and looking distressed based on the perceived emotion of the 
user. This is an unprecedented affective computing loop which extends far beyond text-based 
agents and assistants. 
 
Ekman stated that “words are not emotions, but representation of emotion” (Ekman, 1992). 
Chapter 7 contributes to research on agent emotional engagement beyond text-based 
communication by simulating an underlying emotional connection to users that is both wider 
and richer. This connection is designed to appeal to our evolved and inherently human facially 
directed perceptual systems. As Chapter 6 and 7 illustrated, and as was discussed in Chapter 3, 
our perceptual systems are highly attuned to human faces. BabyX contributes to RQ3 as an 
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example of an agent engaging emotionally with users– one that causes her audience to react 
spontaneously, genuinely and viscerally.  
 
9.1.4. The Fourth Research Question: An Ethical Framework. 
The fourth question, RC4, asked what the starting point would be for an ethical framework for 
the evaluation of the use of digital human faces, especially as it relates to simulated AI.  
 
Chapter 8 addressed the ethical framework for consideration of the possible wider use of 
visually realistic digital humans. A synthetic version of something can imitate and be a 
substitute for the original in the way that an artificial version rarely can. In this respect, dire 
concerns about artificial intelligence would be better redefined as concerns about the invention 
of synthetic intelligence, which is not imminent. AI is thus contained to a limited imitation of 
intelligence. Various AI tools will still impact our working lives but do not pose an existential 
threat to humanity in the way AI is often portrayed. As Chapter 8 articulates, it would be more 
productive to rechannel concerns over occurrences like a possible singularity or a hypothetical 
AI takeover (“roboapocalypse”). Instead, we would be better served by focusing on the 
consequences of trusting AI illusions of real intelligence while also being mindful that our 
responses to AI digital humans will speak to our own inherent humanity.   
 
9.2. Specific Contributions to Theory and Practice 
 
This research contributes to both the theory surrounding and practice of developing visually 
realistic humans. The various contributions are as follows: 
 
A. A contribution of this work is an increased understanding of the Uncanny Valley and 
specific aspects of a possible approach to an implementation which may moderate its effects. 
Key studies of the Uncanny Valley have mostly chosen to not focus on interaction. I explored 
visually realistic avatars and agents that respond interactively. In so doing, I questioned the 
established and accepted doctrine of the original theory that movement would amplify the 
negative effects of the Uncanny Valley. BabyX and MIKE offer examples of interaction 
appearing to override strict visual-only assessments of realism in contributing to affinity. 
 
B. The contribution detailed in Chapter 6 demonstrates a correlation between successful and 
positive affinity and trustworthiness using a real-world implementation of digital MIKE in a 
test environment. This was explored using a variety of media, both on screens and in immersive 
virtual reality (VR). Chapters 5 and 6 provided an original creative methodology for 
quantifiable comparisons between two types of human representation: cartoon and realistic. 
This was also measured in two correlated ways: affinity and trustworthiness. 
 
C. A core contribution to the field of computer graphics research is the collation and definition 
of specific technical aspects of the implementation of digital humans in the Delphi study in 
Chapter 4. The output of the Delphi study was addressed practically in Chapter 5 and tested in 
Chapter 6. 
 
D. Chapter 7 includes a contribution to the field of AI research through the extension of our 
ability to simulate an independent agent using the exemplar of a child. This demonstrates the 
visceral emotional engagement such an agent can have with those who interact with it.  
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E A contribution to the research community is made in Chapter 5 through the assembly of a 
large and rich data set of digital human data which is available for others to use and learn from. 
This data is already being used by other researchers and practitioners.  
 
F. A contribution to the IS community is made in Chapter 3 with a forward-looking research 
agenda regarding the emerging phenomenon of realistic visual presence with digital humans.  
 
G. Concrete ideas for research projects are provided to the HCI and user experience 
communities, and a range of generalised approaches for engaging with this emerging, 
transformative technology as it becomes available for applications are offered. 
 
H.  A contribution to the ethical debate pertaining to the future of realistic digital humans is 
made in Chapter 8. The problematic logic inherent in some of the conflict on the topic of the 
future of AI and humanity is illustrated. 
 
9.3. Design Choices and Resulting Limitations 
 
Given the scope of the work involved in building the research artefacts, specific design choices 
were made when selecting the specifics of an older male Avatar (in Chapter 5/6) and a young 
female Agent (in Chapter 7). The narrow nature of these choices necessarily creates 
opportunities for engaging in similar research with a much wider variety of targeted individuals 
in the future. Further research is needed to test differences based on gender, age and ethnicity. 
These diverse digital humans could then be mapped against different cultural and ethnic groups 
to better understand cross-cultural and gender biases.  
 
It was a deliberate choice to exclude much non-verbal and body language communication by 
not providing full digital bodies for either BabyX or MIKE. The focus was on facial and head 
visual realism. It is reasonable to expect that a more explicit body would invite increased 
communication through posture and gesturing. It would be a worthwhile to explore if more 
body articulation would significantly increase affinity with and trustworthiness of digital 
humans. As Chapter 6 did not investigate the impact of any single design aspect of Digital 
MIKE, such as visual, auditory or interaction aspects. There are more opportunities for future 
work to establish the impact of single design factors in developing avatars for crossing the 
Uncanny Valley.  
 
While advances in modelling and rendering have been documented by this work, the 
opportunity to explore the Uncanny Valley by reversing or removing realism from a full, 
normal and live-action capture still exists. Such research could take a fully live interaction and 
degrade it, thus exploring when the degradation and digital artefacts cause the Uncanny Valley 
effect to appear. Working from the starting point of completely authentic live action, the 
research could revert to a heavily modified and digitally regressed version of the subject. A 
matrix of effects such as loss of blinking, lack of forehead detail, and incorrect visemes could 
all be introduced to simulate a digital human and document which combination of artefacts 
produces the most noticeable loss of affinity and trust.  
 
The MIKE artefact assumed a generic muscle set as there is no non-invasive way to determine 
the actual muscles of an individual (see Figure 9.1). Current computed tomography (CT) 
scanning provides bone scans, but no similar technique exists for visualising an individual’s 
muscles. The Delphi study predicted moving from a generic to a user specific muscle model 
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would aid in animation accuracy. This was based on autopsies having revealed the shape of 
any individual’s facial muscles vary. We currently have no safe way to visualise an individual’s 
muscles, additional research is needed to address this Delphi prediction. 
 
 
Figure 9.1: The shape and size of any individuals’ muscles can only be estimated (R),  unlike the skull 
bone shape (L) which is accurately CT scanned from the actual subject (Mike). 
 
There is a major ethical question and additional research issue regarding what occurs when one 
completely produces undetectable digital ‘cloning’: if digital retargeting was reliably 
undetectable in all ways and the digital human was interchangeable with a real person, what 
implications would then exist for a more general sense of trust in authority and 
communications? Furthermore, if it was possible to have a visually perfect digital double made 
of an individual, could either a computer agent or another person interact with this subject in 
such a way as to avoid a version of the Uncanny Cliff discussed in Chapter 2? Could a 
simulation or another individual avoid an inauthentic interaction that would be abruptly 
unsettling while the digital human remained visually faultless? 
 
9.4. Outlook: Emerging Issues and Future Research 
 
The use of digital humans is being studied in a number of related fields outside entertainment 
and is especially being considered an aid for mental health issues such as Alzheimer’s disease 
(Oritiz et al., 2007) and autism (Arellano et al., 2018), as well as with elderly care (Cheong, 
Jung and Theng, 2011). The latter area of research is also being investigated currently as part 
of a multimillion-dollar Living with Robots and Interactive Companions (LIREC) project in 
the EU. LIREC is a collaboration between six universities, two research institutes and two 
companies spread across 10 European countries. In these varying areas of deployment, the 
likenesses are not of a photographic level of realism; they are more simplistic representations 
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or robotic facsimiles. It is to be expected that this will change as technology becomes diffused 
from more high-end and research-only domains. 
 
Digital humans are also being used extensively by the US military for treating post-traumatic 
stress disorder (PTSD) and, more recently, building coping strategies in military personal 
before deployment in high-engagement active war zones (Mead, 2013). Mead’s work in 
documenting the advances in gaming technology in the military is relevant, although until very 
recently, the research programs he outlines have been focused on interactivity, simulation and 
immersion rather than photo-realism. The current research rarely addresses the issue of realism 
due to the lack of successful technological options to create such material.  
 
In the physical world, people enjoy seeing other people. People gravitate to faces and 
particularly to photographs of faces. It is generally agreed that people like to meet other people 
face-to-face. The human face is one of the most expressive and important visual conduits for 
meaningful communication. It is well documented that much of our communication is non-
verbal (Knapp, Hall and Horgan, 2013). As noted in Chapter 7, of all the experiences we have 
in life, face-to-face interactions fill many of our most meaningful moments. The complex 
interplay of facial expressions, eye gaze, head movements and vocalisations have an enormous 
influence on how a situation will unfold. We indicate with a nod or a smile that we follow a 
conversation and, in doing so, encourage the speaker we are conversing with to continue. From 
the day we are born, these close personal interactions are a fundamental element of learning 
and lay the foundation for successful social, cognitive and emotional functioning throughout 
life.  
 
Given people’s natural attraction to faces, it would be reasonable to explore how faces might 
be used in computer-based communications. However, it may be important to focus on 
meaningful use of such technology. There are certainly many occasions when one-on-one 
facial engagement is not the preferred method for communication, and a text-based interface 
is more than satisfactory. Nor is it true that the meaningful communication occurs face-to-face; 
rather, there is a general belief that face-to-face communication is a key form of human 
communication and preferred at many times, especially for complex interactions, which will 
drive more research in the domain of agents and avatars. However, the limitations on when a 
digital human is useful need to be researched; this demarcation may prove to be ever- changing 
as people become accustomed to the technology. 
 
 
9.4.1. Exploration of Ethnic Variations and Racial Perceptions 
There is no technical reason why an avatar or agent needs to have a fixed appearance. By 
parameterising a face’s appearance, it should be possible to vary features interactively. This 
would allow for fluid exploration of ethnic and gender variations while the engine driving the 
face remained constant. Such a research platform could enable the research of racial 
preconceptions and biases and could be built using a combination of a large data sets of varying 
subjects and some form of machine learning.  
 
If built, such a project would allow a research subject to move between appearances, thus 
allowing for controlled experimentation regarding the perceptions of different preconceived 
types of people.  Such work could further detail what characteristics and traits are triggers for 
the uncanny valley response within different groups and assist in the formulation of a detailed 
practical approach for producing an avatar or agent that could most effectively and inclusively 
communicate to wide cross-sections of the community. Similarly, individuals and practitioners 
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could alter their appearance to match or defy expectations.  Individuals could vary their digital 
presentation to match the way they personally identify. 
 
 
9.4.2. Emerging Technology: Facial Synthesis  
 
The model and approach discussed in Chapter 5 is not the only path to producing digital 
humans that can be used to research the uncanny valley phenomena. Since that initial work, 
other important technologies have been developed. In the Delphi study, it was discussed (and 
predicted) that advanced machine learning may aid in generating and researching human faces. 
Since the Delphi study was completed, new approaches have emerged to produce believable 
human faces. These approaches, while still constrained, are proving a rich research area. 
 
Unlike the documented model that is still used extensively in film and entertainment, the new 
machine-learning approaches hold great promise for the production of digital humans with a 
high level of realism. These deep learning approaches are only just moving from experimental 
use to practical implementation. A machine-learning approach uses either complex image 
processing or deep learning to produce human faces (Thies, Zollhöfer and Stamminger, 2016; 
Thies et al., 2018; Thies, Zollhöfer and Nießner, 2019). The results can either duplicate a face 
and allow for puppet-like control of an existing person’s likeness or produce an entirely new 
digital human (Karras, Laine and Aila, 2018, 2019).  
 
There are three primary classes or directions in this area of machine learning research. 
1.  Facial transfer. The area of facial transfer became widely known as a result of the 
Deep Fakes implementation; it is a technique in which one person’s face is applied 
to another person’s head in a believable way. The movement and often the speech 
of the original subject are also inherited. In this way, the face of one actor, Steve 
Buscemi, for example, is composited onto Jennifer Lawrence head and body 
(VillainGuy, 2019). Note that this approach is not inherently interactive. 
2. Re-enactment methods. Here, a secondary actor provides the dialogue and audio 
that drives the face of another person. Unlike the first version, the output looks like 
the original individual, but they are made to appear to be saying entirely new 
dialogue. (Thies, Zollhöfer and Stamminger, 2016; Thies et al., 2018; Thies, 
Zollhöfer and Nießner, 2019). These methods can be interactive after a training 
stage. 
3. Generative adversarial networks (GAN) approaches. These approaches synthesise 
a new digital human based on one or more guide images and training data. This 
process produces remarkably believable images of people who have never existed 
(Karras, Laine and Aila, 2018). 
 
All of these approaches present rich opportunities for future research and overlap with many 
of the implications of the technology, but the approach to producing these styles of digital 
humans is very different. For example, facial transfer could also be argued to be closer to an 
image-compositing approach than a full digital human solution as defined herein. Significantly, 
both of the first two versions of these digital human approaches allow one individual to make 
it appear as if another is doing and saying things in a way that produces complex ethical issues 
of ownership, identity and agency.  
 
The third approach typically uses a GAN when used to hallucinate new digital people. It 
subjectively produces remarkably life-like images but control of such digital humans, once 
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created, is still an unresolved issue. The reliance of training data also introduces issues of 
personal and cultural bias to the appearance of the digital human output.   
 
9.4.3. Issues of User Expectations 
 
Realistic digital human appearance naturally sets expectations of system complexity. Even with 
voice-only assistants, a user perceives a device’s personality. Cohen and Giangola (2004) point 
out that ‘there is no such thing as a voice user interface with no personality’. Every spoken 
engagement presents the persona or character of the digital human to a user, whether explicitly 
designed or not. This personality can be a strong tool for establishing context, intent and 
authority. Once a face is added to this character, their persona can only be amplified by the 
visual clues of age, appearance and grooming. 
 
Personality can increase engagement, which is a key goal of task-focused agents, but it can 
also raise expectations significantly. A highly detailed human face implicitly implies a complex 
and rich system. That expectation, if not met by rich responses from the system, will invariably 
cause an uncanny response. For example, it is common to ask a new acquaintance some 
personal or non-task-related questions. An agent with personality must be ready to field 
personal questions and respond appropriately, whether that response be polite, coy, or 
humorous. The appearance of intelligence implies an understanding of metaphors and complex 
situational and conceptual context. Robotic or nonsensical responses are undesirable (Grudin 
and Jacques, 2019). The quality of the facial animation sets the expectation that the agent will 
response in a correspondingly high-quality and meaningful manner to a variety of questions. 
 
The matching of expectations extends to the environment within which the character is situated 
and interacting. Behavioural fidelity is expected to correlate with the immediate context of the 
interaction. Chapter 7 illustrates this point indirectly: BabyX is effective as an emotionally 
engaging agent in part because she is a child and therefore creates limited expectations for 
complex cognitive responses and situational awareness.  
 
9.5. Final Remarks 
 
There are many remaining challenges and active research topics pertaining to the creation of 
visually realistic digital humans. The creation of convincing interactions between digital and 
real humans will allow inclusion in a wide array of HCI applications in many different fields. 
This research has contributed to that endeavour while also opening up new spaces for further 
exploration. The subject of human affinity with digital humans does not involve just the subset 
of pre-rendered and non-interactive simulations or animations as is so often assumed. My 
research allows for a more engaged examination of the Uncanny Valley phenomena. The 
previous work in this area rarely sought to explore this specific combination of realism, 
interactivity and identity. This thesis contributes to a new locus of interactive digital human 
research into Uncanny Valley phenomena and digital humans.  
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Appendix A: Glossary 
 
  
Affective computing A research area of computing that is concerned with the display, recognition, 
or communication of human emotions. 
Agent A fully computer-based entity that exhibits autonomous behaviour, at least to 
some degree. 
AI Artificial Intelligence is a loosely defined term, it is generally accepted as a 
computerized system that exhibits behavior that is commonly thought of as 
requiring intelligence. 
Anthropomorphism The attribution of human characteristics to inanimate objects, including 
computers, robots, or other non-cognitive devices. This can occur without an 
explicit attempt to indicate any human like traits or presence. 
Avatar Visual representation of a human actor, which acts as a mediated stand-in or 
surrogate for the human actor in a virtual environment. Such visual 
representations can take varying degrees of realism. A digital human can be 
puppet like, in that it is controlled immediately and directly by a person, 
mimicking their responses and not responding algorithmically. 
AU Action Units are the individual expressions in a FACS breakdown. 
Augmented reality Augmented reality (AR) overlays information and virtual objects on the real-
world environment in such a way that the data or imagery appears connected 
or even attached, to the underlying visuals. 
Beckman Dual Lobe  An algorithm where the specular highlight is represented by two lobes or 
spherical shapes in distribution based on the Beckman shading model. 
Big data Big data is both the data and the implied ability to search, aggregate, and 
compare large data sets which may comprise non-numeric information (e.g. 
text, images) for patterns. 
Blend shapes Otherwise known as Morph targets for per-vertex animation or shape keys. 
With blend shapes, a morph target animation or deformed version of a face 
mesh is stored for a facial expression, allowing transitioning animation 
between two poses or expressions. 
Cognitive Computing  Algorithms or programming approaches that often times uses machine learning 
(ML) to mimic human cognition. 
Computer Vision An interdisciplinary scientific field that deals with how computers can be made 
to gain high-level understanding from digital images or videos. While the 
output may be similar, Computer Vision is not the same as Deep Learning or 
Machine Learning, however it can overlap these approaches. 
Consciousness Consciousness refers to awareness of internal or external existence. It is poorly 
defined and widely explored as a unique property of sentient beings. 
Unconsciousness is a state, beyond simple sleep, of being unaware of 
surroundings and responding to input. Subconsciousness, by comparison, is a 
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state of still being able to input stimuli and information, without being 
explicitly aware of doing so. Unconsciousness and Subconsciousness refer to 
different mental states but are often incorrectly interchanged in casual use.  
CNN  A Convolution Neural Network is a specific type of artificial neural network 
that uses perceptrons, a machine learning unit algorithm. CNNs are normally 
regularized versions of multilayer perceptrons, (or fully connected networks), 
where each neuron in one layer is connected to all neurons in the next layer. 
CNNs can be applied to image processing, natural language processing and 
other kinds of simulated cognitive tasks. 
Deep learning Deep learning (DL) is a subset of machine learning. Deep learning software 
attempts to imitate at a simple level the activity in layers of brain neurons to 
recognize patterns in digital representations of sounds, images, and other data 
(see Convolution Neural Network). 
Dynamic irradiance Irradiance is a function for any point in the 3D space and represents the light 
arriving at this point from all possible directions. An irradiance map refers to a 
method of efficiently computing the diffuse surface irradiance for objects in the 
scene. A dynamic map is constantly updated rather than a fixed property of a 
surface such as a face. 
Facial rig A set of controls that allow an animator or animation system to move and 
control a digital face. The system allows a combinatorial set of blend shape 
variations to a neutral face to create a new facial expression. 
FACS  Facial Action Coding System. A system to taxonomize human facial 
movements by their appearance on the face, made famous by the work of Paul 
Ekman, but not originally designed for computer graphics. 
General AI General artificial intelligence (GAI), or Strong AI, is a type of artificial 
intelligence theoretically would be able to think and act as a human. GAI would 
display theory of mind and self-awareness, at the moment this is science fiction. 
HMC Head Mounted Cameras, A head worn specialist rig that supports both lights 
and cameras. This provides camera views that are locked onto the face allowing 
for a spatial reconstruction of the facial expressions.  
HMD Head mounted display, is a device worn over the eyes that displays virtual 
objects and environments (e.g. Oculus Rift). Virtual reality HMDs completely 
block out the real world replacing it with a virtual world, while mixed reality 
AR devices mix the real world with overlayed graphics. 
Intelligence Intelligence is the capacity to acquire and use knowledge and skills, learn in 
new situations, and understand abstract concepts. 
IK Rig Inverse kinematics is a method of 3D rig physical animation, which is used to 
believably animate the skeletons of characters in their world, such as digital 
feet landing firmly on the ground plane. The position of the skeletal parts are 
determined from the kinematic chain of connected bones and joints. 
Lighthouses Volume sensors that detect movements inside the capture volume. Two 
lighthouses can typically map a room sized space. 
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Light Stage A spherical apparatus that allows the capture of facial geometry and textures 
using an array of computer controlled and polarized lights, in conjunction with 
a set of high-resolution synchronised cameras. 
 
Machine learning A subfield of artificial intelligence. Machine Learning (ML) is the broad range 
of approaches that allow machines to learn not unlike humans, in an 
autonomous way.  
 
Metacognition Metacognition refers to higher order thinking which involves knowledge of and 
control over our own cognitive processes and the ability to select learning 
approaches. Choice of solution type can great affect the solution found and the 
ease of such acquisition. Metacognition is related to self-determination, self-
control, self-regulation, and consciousness. 
 
Maps  A map is a 2D flat representation of a 3D surface, such as normal maps, UV 
maps etc. Often times surface detail is described by data on a 2D map of a 3D 
face. There are many types of maps in facial research. 
 
NFT Natural face technology. The complex combination of technologies and 
techniques for the creation of fully 3D, real-time rendered human faces with a 
high degree of realism that are based on computer graphic imagery and ideally 
indistinguishable from real human faces. 
 
NPC Non-player character or secondary background characters in a computer game 
that are programmed on a simple loop and not designed to interact, as such they 
have limited behavioral options. NPCs can be thought of as simplified agents. 
 
Photogrammetry  The use of a set of photographs of the same subject from different angles to 
build a 3D model of the subject. Common features found in multiple 
photographs allows for triangulation and geometric reconstruction of an object. 
 
Photo-realism A computer generated image of a quality that looks as if it was captured in a 
photographic style, as opposed to an artistically or interpretively created image. 
 
Presence Presence is sensation of ‘being there’. Social presence is defined as the 
perceived capacity of communication medium to convey contextual cues 
normally available only in direct human face‐to‐face interaction. 
 
RVP Realistic Visual Presence is a quality of the interaction of a human with a 
visually believable computer-based actor, either an agent or an avatar-
represented human actor. RVP refers to the sensation of presence, as if present 
in direct interaction with another human actor. 
 
SIGGRAPH Special Interest Group on Graphics is the leading ACM graphics conference. 
 
Theory of mind The ability to attribute beliefs, intents, desires and knowledge to one’s self and 
to others, thus, individuals are able to understand why other individuals act 
based on conceptualising the world from their perspective. 
 159 
 
Topologize  The topology of a face or 3D object is the arrangement and special organisation 
of vertices or faces of a 3D model. Some models need to have a stage of 
retopology, to produce a more optimal geometric structure for later animation.  
 
UE4 The Unreal Engine Version 4 made by Epic Games. This core engine allows 
real time animation to be rendered and displayed at high frame rates. 
 
Uncanny Valley A term from a 1970s Robotic paper that first postulated the non-linear response 
of affinity to ever increasing levels of realism in Robots. It has since been 
shown to apply to CGI generated humans. 
 
Vertex  A vertex is a data structure that describes certain attributes in a 3D model, such 
as the position of a point or multiple points on the surface of an object. 
 
Virtual reality A CGI space where a user can experience the world in the first person or in a 
third person (disembodied) perspective. There is not one VR but a range of VR 
experiences from 360 video to interactive stereo VR with haptic feedback.  
 
VCA A Visual Cognitive Agent is visually presented as an interactive, real- time 
rendered human-like entity, on a screen or in a virtual environment 
 
VIVE rig A VR face mounted display that also uses ‘lighthouses’ to produce a capture 
volume thereby allowing 6 degrees of freedom of movement. 
 
Weak AI A narrow type of artificial intelligence, which still may be able to perform a 
focused task in such a way to outperform a human. The term weakness in 
‘Weak AI’ refers to generalisability. Weak AI may be powerful but only in a 
narrow range of very specific tasks.   
