In this paper, we present an efficient index structure for NAND flash memory, called the Dynamic Forest (D-Forest). Since write operations incur high overhead on NAND flash memory, D-Forest is designed to minimize write operations for index updates. The experimental results show that D-Forest significantly reduces write operations compared to the conventional B+-tree. key words: NAND flash memory, D-Forest, index structure
Introduction
NAND flash memory is becoming widely adopted as storage media for many mobile devices. However, write operations incur high overhead on NAND flash memory since it has following characteristics [1] : (1) A write operation is 5-10 times slower than a read operation. (2) A write operation consumes 5-10 times more energy than a read operation. (3) Overwriting a page must be preceded by a block erase operation, which is even much slower than a write operation. (4) The number of write-erase cycles for a block is limited to 10,000-100,000. Therefore, it is important to reduce write operations (and erase operations as well) to improve overall system performance and the lifetime of NAND flash memory. As the volume of data stored in flash memory increases, the use of embedded database systems on flash memory is rapidly increasing. In order to quickly retrieve requested data from a large amount of data, database systems or file systems require efficient index structures. In this paper, we propose an efficient index structure for NAND flash memory, called the Dynamic Forest (D-Forest) . By minimizing write operations for index updates, D-Forest can reduce the latency and energy consumption of a mobile device equipped with NAND flash memory.
Motivation
The B+-tree is one of the most popular index structures in database systems [2] . Although the B+-tree has been successfully used in disk-based systems, it suffers from serious problems in NAND flash memory. Consider a B+-tree with seven nodes in Fig. 1 (a) . Assume that each node of a B+-tree is stored in a page of NAND flash memory. Since in-place updates are not allowed in NAND flash memory, if node C is to be updated by insertion of a key, i.e., 11, the updated C, denoted by C , needs to be written to another empty page that has been erased in advance. Furthermore, since the physical location of C has been changed, node B that has the address of node C also needs to be updated and written to another empty page. The same procedure continues until the root node A is updated to A and written into another page, as illustrated in Fig. 1 (b) . Thus, even a single update to a node can cause many page writes. To make matters worse, if the leaf node is full before insertion or has too small number of keys after deletion, the node split or merge operations are performed throughout several nodes to balance the tree, resulting in even more page writes. There are many strategies for allocating empty pages for page writes [1] . However, the above problem arises in any case when the nodes of a B+-tree have the physical addresses of other nodes.
Dynamic Forest

Overview
Suppose that a B+-tree T is stored in NAND flash memory.
Since it is very expensive to write updated nodes into flash memory on each index update, we maintain a small B+-tree T R in RAM. Let M be the maximum allowed size for T R . When a key is inserted, instead of updating T stored in flash memory, we insert the key into T R . Similarly, when a key is deleted, we insert the key into T R with a deletion mark. When an inserted key in T R is deleted, we delete the key from T R . When a key is looked up, we first search T R . If the key is not found in T R , then we search T . The use of T R allows us to coalesce many page updates into far fewer page writes, as will be described below. • Merge: We merge T R and T into a new B+-tree T and write T into flash memory. By merging, we mean that we construct a completely new B+-tree T from scratch that contains all keys in T R and T . (The detail of this merge operation will be described in Sect. 3.3.) Then, T is invalidated in flash memory. As a result, we have only one B+-tree T in flash memory.
• No Merge: We just write T R into flash memory as another B+-tree T without touching T . As a result, we have two B+-trees T and T in flash memory.
Although the merge operation creates a completely new B+-tree from keys in T R and T , it can be performed very efficiently, as will be described in Sect. 3.3.
If we choose to perform No Merge, i.e., we do not merge T R and T , the number of page writes is minimized but the search performance of the index degrades because we have to search two trees T and T in the worst case. Furthermore, if we do not merge T R and B+-trees stored in flash memory as more keys are inserted or deleted, the number of B+-trees in flash memory increases, resulting in poorer search performance. On the other hand, if we merge T R and T every time the size of T R reaches M, although the number of B+-trees in flash memory is minimized to 1, it may cause a significant number of page writes. Therefore, we need an effective merge strategy to reduce the number of page writes while providing acceptable search performance. In the next section, we describe the proposed index structure, D-Forest.
Construction of D-Forest
Let |T | be the size of a B+-tree T . Our proposed index structure, called the D-Forest, consists of a set of B+-trees with different sizes:
where T k is a B+-tree stored in flash memory whose size satisfies the following condition:
Here, k is called the order of T k . When |T R | reaches M, we merge T R and the following set of trees in DF into a new tree T new :
where m is the lowest order such that T m DF. For example, when
When DF = ∅, we just write T R into flash memory as T 0 . Note that the order k of T new is determined by |T new | according to the above condition (0 ≤ k ≤ m). As a result of the merge operation, T new is written sequentially at the end of the index. Then, all trees in S is invalidated in flash memory and T R is removed from RAM. For
each tree T , we keep track of the number of keys that have deletion marks, D(T ), and that do not have deletion marks, I(T ). The total number of keys in T , denoted by N(T ), is then N(T ) = D(T ) + I(T ). Whenever |T
R | reaches M, we check whether the following condition holds:
where H = {T R } ∪ DF. Especially when |T R | reaches M and the above condition does not hold, we merge T R and all trees in DF into only one single tree T new in DF. As a result of this merge operation, all keys that have deletion marks are removed from T new , as will be described in detail in the next subsection. Otherwise, we merge T R and only trees in S as described above. This prevents the number of valid keys, i.e., non-deleted keys, in DF from falling below half the total number of keys in DF.
Merge Operation
In this subsection, we describe the merge operation in detail. Suppose that we merge T R and a set of B+-tree {T 0 , T 1 , . . ., T m−1 } into T new . As mentioned in Sect. 3.1, this means that we construct a completely new B+-tree T new from scratch that contains all keys in T R and {T 0 , T 1 , . . ., T m−1 }. Efficient construction of a B+-tree from a given set of keys has already been investigated [3] . In our paper, we use an algorithm similar to that proposed in [3] . Figure 3 shows an example of merging two B+-trees. Note that a B+-tree keeps all keys in sorted order in its leaf nodes (Fig. 3 (a) ). In this algorithm, we construct the leaf nodes of T new by scanning and paginating the sorted keys in the leaf nodes of B+-trees to be merged. Whenever a leaf node of T new is constructed, we form an entry corresponding to this node and then hand it over to the first internal level. Similarly, when a node of the first internal level is constructed, we also form an entry corresponding to this node and then hand it over to its next higher level. We repeat this process until all the keys in the leaf nodes of B+-trees to be merged are paginated. For example, in Fig. 3 (b) , after keys 1, 2, . . . , 6 are paginated, node N 1 , N 2 , and N 3 in the leaf level are constructed and then N 4 in the first internal level is constructed. In Fig. 3 (c) , after keys 7, 8, 9, 10 are paginated, N 5 and N 6 in the leaf level are constructed and then N 7 in the first internal level is constructed. After that, in Fig. 3 (d) , N 8 in the second internal level, i.e., the root node, is constructed. When we construct each page, we store the maximum number of entries in each page without leaving extra storage space. This makes D-Forest maximize storage utilization and, as a result, the number of page writes required to store the merged B+-tree is minimized. Note that B+-trees stored in flash memory are never updated in D-Forest. Therefore, the merge operation can be performed in O(N) time, where N is the number of keys. More importantly, this merge operation requires no additional write operations, except for writing the merged tree T new into flash memory. Refer to [3] for more detail. Although the D-Forest requires merge operations, these operations incur a smaller number of page writes than applying the insert or delete operation repeatedly, as will be shown in Sect. 3.5. Note that the same key can appear more than one B+-tree in a D-Forest. If the same key appears in more than one B+-tree to be merged, we insert only the one in the lowest order tree (with or without a deletion mark) into T new . Note that the lower the order of a tree, the more recently it has been constructed. We regard T R as the lowest order tree. Especially when T R and all trees in DF are merged into only one single tree T new in DF, those keys that have deletion marks in their lowest level trees are not inserted into T new . Note that in this case T new has only those keys that have no deletion marks.
Search in D-Forest
To find a key in a D-Forest, we first search T R . If the key is not found in T R , we search B+-trees stored in flash memory in order of increasing order. That is, we search more recently constructed trees first. If the key is found with a deletion mark, we return Not found. According to the proposed merge strategy, the number of valid keys, i.e., nondeleted keys, in a D-Forest cannot fall below half the total number of keys in the D-Forest. Therefore, when the number of valid keys is N, the total number of keys in the DForest cannot exceed 2N. Since the number of keys in a tree T k is O(2 k ), the number of trees in the D-Forest for storing 2N keys is O(log N) . Therefore, the worst case time complexity of search in a D-Forest is O ((log N) 2 ). Although this worst case time complexity is higher than that in a B+-tree, i.e., O(log N), read operations are very fast in flash memory.
Concurrent Access to D-Forest
During the merge operation of T R and {T 0 ,
. ., T m−1 cannot be updated. It can reduce concurrency of index access especially when a tree with a high order is involved in the merge operation. To address this problem, we use the following technique. First of all, note that T R , T 0 , T 1 , . . ., T m−1 are never updated during the merge operation. They are invalidated only after the merge operation is completed. When the merge operation is started, we create an empty tree T R in RAM. The role of T R is essentially the same as that of T R . That is, during the merge operation, if a key is inserted or deleted, we insert the key into T R instead of T R . If a key is looked up, we first search T R , then we search T R , T 0 , T 1 , . . ., T m−1 . When the merge operation is completed, T R is removed from RAM and T R becomes T R . In this way, insertion, deletion, and lookup of keys can be concurrently performed during the merge operation. Note that |T R | can also reach its maximum allowed size during the merge operation. In this case, we can create another empty tree T R in RAM.
Analysis of D-Forest
The Number of Page Writes
In this subsection, we compare the number of page writes in D-Forest and the conventional B+-tree. Let N be the number of keys to be inserted into the index. We count the number of page writes occurring during the insertion of N keys into an initially empty D-Forest and B+-tree, respectively. For simplicity, we assume that after the insertion of N keys, all the trees in DF are merged into one single tree T L such that DF = {T L }. We also assume that all keys are unique. B is the blocking factor, which represents the maximum number of entries in each B+-tree page. P is the size of a page in NAND flash memory. When a key is inserted into a B+-tree with i keys, at least log B i page writes are required since the height of the B+-tree is log B i . If we ignore the number of page writes due to the node split operations, the total number of page writes W Btree for inserting N keys into a B+-tree is as follows:
[4]. In the D-Forest, DF is constructed as follows:
L−i times and the number of pages required to store T i is |T i |/P = (2 i · M)/P, the total number of page writes W DF in the D-Forest is as follows:
Recall that the number of keys in T L is N. Since the number of pages in a level i 1) ). Consequently, W DF can be expressed as follows:
Thus, when N is sufficiently large, the ratio of W Btree to W DF approaches (B − 1)/ log 2 B. For example, when B = 64, (B − 1)/ log 2 B = 10.5. This means that the number of page writes in the D-Forest is about ten times less than that in the conventional B+-tree. Therefore, in many practical applications, D-Forest can be effectively used to reduce the number of page writes.
The Number of Pages
In this subsection, we compare the number of pages required for storing N keys in the conventional B+-tree and D-Forest. B is the blocking factor and P is the size of a page as defined above.
For a B+-tree, the average storage utilization S U is known to be about 0.7 [2] . Since the number of pages in a level i (1 ≤ i ≤ log B N) ) of a B+-tree is N/B i in case of maximizing storage utilization, the average number of pages for a B+-tree, P Btree , is as follows:
For a D-Forest, the number of pages for DF = {T 0 , T 1 , . . . , T K } is expressed as
Note that the storage utilization of T i is always maximized in D-Forest, as described in Sect. 3.3. In the best case, where there is no key in DF that has a deletion mark, the total number of keys in DF is N.
/P, the number of pages for DF, denoted by P DF (Best) , is as follows:
In the worst case, where the number of valid keys in DF is only half the total number of keys in DF, the total number of keys in DF is 2N.
/P, the number of pages for DF, denoted by P DF (Worst) , is as follows:
Therefore, when N is sufficiently large, P DF(Best) ≤ P Btree ≤ P DF(Worst) .
Performance Evaluation
In order to evaluate the performance of D-Forest, we have implemented B+-tree and D-Forest on a NAND flash simulator with a page size of 4 KB. We conducted trace-driven simulations using the following two types of traces. The size of a key was set to 16 bytes.
• Synthetic traces: We generated the following three traces using synthetic data.
1. Insert trace: 1,000,000 randomly generated records are inserted. 2. Delete trace: 500,000 records are randomly deleted after the insert trace is completed. 3. Lookup trace: 10,000,000 records are randomly retrieved according to the Pareto distribution after the insert trace is completed.
• Real traces: we used three traces received from [5] that contain B+-tree operations performed in the Reiser file system for executing the following tasks.
1. Kernel-compile trace: the Linux kernel source is untarred, compiled, cleaned, and removed. 2. Postmark trace: the postmark benchmark is executed, where lots of files are created and deleted. 3. MP3 trace: the storage of 8 GB is filled with MP3 files and then 50% of the files are deleted and copied again five times.
Because D-Forest maintains T R in RAM, we allocated the same amount of RAM to B+-tree for the read/write cache in order to make a fair comparison. M, the maximum size of T R , was set to 16 KB in the experiments. Figure 4 shows the performance of two indexes on the synthetic traces. Here, BT and DF represent the B+-tree and D-Forest, respectively. Figure 4 (a) shows the number of read and write operations performed in two indexes for each trace, while Fig. 4 (b) shows the total estimated time spent performing both read and write operations. The total estimated time t e is calculated as t e = 165.6μs × (the number of read operations) + 905.8μs × (the number of write operations). The average read latency (165.6μs) and write latency (905.8μs) are taken from [6] . For the insert and delete traces, D-Forest shows a substantial improvement over B+-tree in term of the number of write operations in even several orders of magnitude. (Note that the Y-axis is log scale.) However, as expected, D-Forest shows slightly worse performance than B+-tree for the lookup trace. Figure 5 shows the performance of two indexes on the real traces. Also in this case, D-Forest significantly outperforms B+-tree in terms of the number of write operations. Note that D-Forest results in even less number of read operations than B+-tree for the real traces. This is because D-Forest keeps recently inserted keys in lower order trees.
In the real traces, recently inserted keys are quite frequently looked up. Since D-Forest searches the trees in order of increasing order, those keys can be quickly found in lower order trees.
Conclusion
We proposed an efficient index structure for NAND flash memory, called the Dynamic Forest (D-Forest) . By coalescing many index updates into far fewer page writes, D-Forest can significantly reduce write operations, resulting in lower latency and lower energy consumption for NAND flashequipped devices. Through our experiments, we showed the performance advantage of D-Forest over the conventional B+-tree.
