Suppose we have n elements from a totally ordered domain, and we are allowed to perform p parallel comparisons in each time unit (--round). In this paper we determine, up to a constant factor, the time complexity of several approximation problems in the common parallel comparison tree model of Valiant, for all admissible values of n, p and e, where e is an accuracy parameter determining the quality of the required approximation. The problems considered include the approximate maximum problem, approximate sorting and approximate merging. Our results imply as special cases, all the known results about the time complexity for parallel sorting, parallel merging and parallel selection of the maximum (in the comparison model), up to a constant factor. We mention one very special but representative result concerning the approximate maximum problem; suppose we wish to find, among the given n elements, one which belongs to the biggest n/2, where in each round we are allowed to ask n binary comparisons. We show that log* n + O(1) rounds are both necessary and sufficient in the best algorithm for this problem.
Introduction

The model and previous results
Parallel comparison algorithms received a lot of attention during the last decade. The problems considered include sorting ( [1] , [2] , [5] , [6] , [9] , [10] , [13] , [17] , [20] , [22] , [24] , [25] , [26] , [27] , [30] ), merging ([20] , [23] , [25] , [29] , [30] ), selecting ( [1] , [7] , [12] , [27] , [30] ) and approximate sorting ( [1] , [5] , [8] , [14] , [16] ). The common model of computation considered in the parallel comparison model, introduced by Valiant [30] , where only comparisons are counted. In this model, during each time unit (called a round) a set of binary comparisons is performed. The actual set of comparisons asked is chosen according to the results of the comparisons done in the previous rounds. The objective is to solve the problem at hand, trying to minimize the number of comparison rounds as well as the number of comparisons performed in each round. Note that this model ignores the time corresponding to deducing consequences from comparisons performed, as well as communication and memory addressing time. However, in some situations, the comparisons cost more than the rest of the algorithm and hence this seems to be the relevant model. Moreover, any lower bound here, applies to any comparison based algorithm.
Let n denote the number of elements we have (from a totally ordered domain), and suppose we have p parallel processors, i.e., we are allowed to perform p comparisons in each round. The (worst-case) time complexity of the best deterministic AMS subject classification (1980) : 68 E 05 *Research supported in part by Allon Fellowship, by a Bat Sheva de Rothschild grant and by the Fund for Basic Research administered by the Israel Academy of Sciences. algorithm for each of the basic comparison problems is known, up to a constant factor, for all admissible values of n and p. For sorting, this time is O(log n~ log(1 +p/n)), as shown in [9] , [13] , [5] (and as proved in [2] the same bounds hold for the average-case complexity, as well). Here, and throughout the paper, the notation g(n) = O(f(n)) means, as usual, that g(n) = O(f(n)) and f(n) = O(g(n)). For finding the maximum the time complexity is O(n/p + log((logn)/(log(2 + p/n))), as shown in [30] , and. ,the results of [7] and [12] show that the same bounds hold for general selection. Finally, the time complexity for merging two sorted lists of n elements each is O(n/p + log((log n)/(log(2 + p/n))), as proved in [30] , [20] .
All the above problems are special cases of the more general corresponding approximation problems. In these problems, one is satisfied with an approximate solution of the problem at hand. Thus, for example, in approximate sorting we wish to know all the order relations between pairs of elements but at most Cn 2, where 1/(2n 2) <_ c < 1/4 is a given accuracy parameter (which may depend on n). The problem of approximate merging and that of finding an approximate maximum are defined similarly, as described in detail in the next subsection. Notice that approximate sorting with r = 1/(2n 2) corresponds to usual sorting, and hence a solution to the approximation problem contains the result for sorting as a special case, Similarly, each of the other approximation problems is more general than the corresponding problem it approximates.
There are several known results about approximate sorting, most of which deal with the minimum number of comparisons p = p(n) that suffices to determine all order relations between pairs but at most o(n 2) in one rbund. See [16] , [1] , [8] , [14] . The ~problem of finding an approximate maximum also arises naturally in various situations, and as we show below can be solved considerably more efficiently than that :of finding the exact maximum.
The main results
We determine, up to a constant factor, the time complexity for finding an approximate maximum, for approximate sorting and for approximate merging for all admissible values of the three parameters n, p and ~. This implies, as a special casei all the known results about the time complexity of the corresponding comparison problems. In addition, it reveals certain surprising differences between the time complexities of some of the problems and these of their approximation generalizations. All our upper bounds are obtained by explicit algorithms that apply several known explicit expanders, and only the constants can be somewhat improved by Using random graphs instead of explicit ones. We next state our results in this futl generality. The functions appearing in these results are somewhat complicated, and/hence it is not easy to see the exact implications of the theorems below. It is thus worth mentioning, before the statements of the theorems below, one somewhat surprising special case which appears in [3] and answers a question raised by N. Pippenger and by J. Koml6s. Suppose we wish to find, among our n elements, an element which belongs to the biggest n/2, where in each round we allow n comparisons:, We show in [3] that log* n -4 rounds are necessary and log* n + 2 are sufficient for this problem. Here log*n denotes the minimum number k such that, starting with ~, k applications of logarithms in base 2 suffice to reach a number smaller than or equal to 1.
We now turn to the general problems.
1/2, let r(n,p, c) denote the time complexity of the best deterministic comparison algorithm that finds, among n elements, an element whose rank belongs to the top cn ranks, using p comparisons in each round. The case e = 1/2 corresponds to finding an element in the top n/2 ranks and hence the result stated above and proved in [3] is:
Proposition 1.O. log* n -4 < r(n, n, 1/2) _< log* n + 2.
For e -l/n, the problem is that of finding the exact maximum, and the case p = 1 corresponds to serial algorithms. The general case is the following: Theorem 1.1. For all admissible n, p, c r(n,p,c)=O + log log(2 + p/n ) +log*n-log*
Thus for ~1I n, p <_ 2n, c r(n'P'C) = O(p + l~176 l +
and for ali n, p > 2n, E ( log(l/c) -log*(p/n)) r(n,p,c) = 0 log log(p/n) + log* n For E = 1/n this theorem reduces to Valiant's result about finding the maximum [30] . For c = 1/2, p = n this reduces to our Proposition 1.0 (with a somewhat cruder estimate).
(n) and 1/(2n2) < Next we consider approximate sorting. For n _> 2, 1 _< p _< 2 ' c _< 1/4, let a(n, p, c) denote the time complexity of the best deterministic comparison algorithm, that uses p comparisons in each round and finds, given n elements, all the order relations between pairs but at most en 2. The results of [16] , [1] , [8] , [14] deal with the minimum p for which a(n,p,c) = 1 for some e = o(1). Note that a precise determination of a(n,p, c) contains all the known results about the time complexity of deterministic comparison sorting or approximate sorting algorithms. The following result determines a(n, p, ~) up to a constant factor, for all possible n, p, c. (1 a(n, p, c) = O \log(1 + p/n) + log* n -log* Thus, for p < 2n, a(n,p,e)= o(nl~ log*n), and for p > 2n, a(n,p,e) = O(l~
\log(p/n) + log* n -log* n " For e = 1/(2n 2) this theorem corresponds to sorting, and gives the known O(log n/log(1 + p/n)) bound (which is O((nlog n)/p) for p < 2n and is O(logn/log(p/n)) for p > 2n), (see [9] , [13] , [5] ). Notice that for p = n and for any e _> 1/2 l~ a(n,n,r = O(log* n).
By Theorem 1.1, ft(log* n) rounds are required (with p = n) even if we wish to find one element known to be greater than n/2 others. By the last equality, O(log* n) rounds are already sufficient to get almost all the order relations between pairs. Finally, we consider the problem of approximate merging. In this case the results and the methods are simpler, (the function log* does not appear in the statement of the result), and are similar to the methods of [30] , [20] . For n, 1 <_ p < n 2 and 1/n 2 < e < 1/2, let m(n,p,e) denote the time complexity of the best comparison merging algorithm, that uses p comparisons in each round and finds, given 2 sorted lists, each of size n, all the order relation between pairs but at most en 2.
The results of [30] , [20] deal with full merging, i.e. the case r < 1/n 2. The following theorem determines m(n,p, e), up to a constant factor, for all admissible n, p, e. Theorem 1.3 . For all admissible n, p and lln < e < 1/2 0(1 . log 1/r m(n, p, e) = \Ep +log iog(2 + r Thus for p _< 2/e, m(n,p, e) = O(1/(cp) + log log l/e) and for p > 2/e, {. log 1/r = o t,,og lo-7-77-) 9
For the case ~ < 1/n, the bounds are the same as for e = 1/n (up to a constant factor), which are the same bounds as for exact merging: log n ~.
Consequences of the results
As already mentioned, Theorems 1.1, 1.2 and 1.3 include, as special cases, all the known results for the time complexities of deterministic parallel comparison algorithms for sorting, merging and finding the maximum, up to a constant factor. However, it seems that the most interesting consequence of these theorems is the fact that some of the approximation problems can be solved much more efficiently than their precise versions. This corresponds to the log* terms that appear in the results for the approximation problems. To be specific, consider, for example, the special case considered in Proposition 1.0. This corresponds to the approximate maximum problem, i.e., the problem of finding, among n elements, an element whose rank belongs to the top n/2 ranks, using n comparisons in each round. It is trivial to show that in the serial comparison model this problem requires n/2 comparisons: only a constant factor better than the problem of finding the exact maximum. It is therefore rather surprising that with n comparisons in each round this problem can be solved much faster than that of finding the exact maximum in the same conditions. As shown in Proposition 1.0, log* n + O(1) rounds are both necessary and sufficient for finding an approximate maximum among n elements, using n comparisons in each round. This is considerably faster than the best algorithm for finding the exact maximum with n comparisons in each round, whmh requires, as shown in [30] , log log n+ e(1) rounds. Moreover, as shown in Theorem 1.1, O(log* n) rounds suffice to find an element in the top n/221~ ranks, i.e., a rather good approximation for the maximum (and, in fact, by Theorem 1.2 that many rounds suffice for finding good approximation for any other rank). In several cases, the parallel comparison model seems to be the relevant model. An example is the test of consumer preferences among n items (see [28] ). If we wish to find the best choice of a consumer (with n comparisons in each round) log log n + e(1) rounds are required. On the other hand, if we are satisfied with the more modest choice of an almost best candidate (say, finding an item in the top n/l, 000,000 ones), log*n + O(1) rounds suffice (and are also necessary). As our algorithm for the upper bound can be described explicitly, such a choice can actually be done in such a small number of rounds.
We say that a parallel algorithm achieves optimal speed up if the product of its running time by the number of processors it uses is equal, up to a constant factor, to the running time of the best serial algorithm for the same problem. I.e., if
, where p(n) is the number of processors, T(n) and Seq(n) are the running times of the parallel algorithm and the best serial one, respectively, and n is the size of the input. It is easy to see that if T~(n) > T(n) and there is an optimal speed up algorithm with running time T(n), then there is also an optimal speed up algorithm for the same problem with running time Tl(n). The parallelism break point of a problem is the minimum T(n) so that there is an optimal speed up algorithm with running time T(n). A considerable amount of effort in the study of parallel algorithms is done in attempts of trying to identify the break points of various algorithmic problems. The break point for sorting n elements (in the comparison model) is O(log n), as follows from the results of [9] , [5] , [13] . The break point of merging two lists of size n is O(loglogn), (see [20] , [25] ), and the break point for selection is also O(log log n), (see [30] , [7] , [12] ). Theorems 1.1, 1.2 and 1.3 supply the break points of each of the approximation problems considered here. Notice that as the accuracy parameter e varies so does the corresponding problem and its break point. Consequently, we obtain the previously known break points (and, in particular, for the extreme values of E, we obtain the previously known break points for the non-approximation problems, mentioned above). As a special case let us note that Theorem 1.1 shows that O(log* n) is the parallelism break point of the approximate maximum problem, i.e., of the problem of finding an element among the top n/2 ones. The rest of this paper is organized as follows: Section 2 includes the proofs of the lower bounds in all the theorems. In Section 3 the corresponding upper bounds are proved. Section 4 contains some concluding remarks and results about approximate selection, where the exact complexity is still open. The proofs of Sections 2 and 3 are quite lengthy and complicated. They combine certain probabilistic arguments and results from Extremal Graph Theory, with various properties of random graphs (or explicit expanders) and several known results about selecting and sorting in rounds.
The Lower Bounds
In this section we prove the lower bounds for all the problems, i.e., for finding the approximate maximum, for approximate sorting and at the end for approximate merging. We split the proofs into several theorems and lemmas.
We start (2.1-2.5) with a crucial special case for the approximate maximum problem; p > n and c = 1/2. Define a = p/n. We show that in this case log* n -log* a -O(1) rounds are needed. The proof here is a modified version of the one given in our previous paper [3] , which considers the case p = n and ~ = 1/2. Afterwards we complete the proof of the lower bound by combining the proof for this case with a modification of Valiant's lower bound (2.6) and the serial lower bound for the maximum problem. Next we consider approximate sorting, prove a serial lower bound (2.7), a lower bound that deals with algorithms that end after k rounds (2.8) and complete the proof by combining these bounds (2.9) with the approximate maximum bounds. Finally we deal with approximate merging. We prove a serial lower bound (2.10) and a lower bound for p > 4/r (2.11) and combine them to get the desired lower bound.
The case p = n and r --1/2 of the approximate maximum problem is considered in [3] . The proof of the lower bound for the case p > n is very similar, but contains several additional complications and is presented below. As usual we define, for a > 1 and k > 0, a (k) by a (0) = 1 and a (k) : a a(k-1) for k _ 1 and put log*n = min{k : 2 (k) > n}. We also define for a, a > 1 and k > 1 a (k,a) by
There is an obvious, useful correspondence that associates each round of any comparison algorithm in the parallel comparison model with a graph whose set of vertices is the set of elements we have. The (undirected) edges of this graph are just the pairs compared during the round. The answer to each comparison corresponds to orienting the corresponding edge from the larger element to the smaller. Thus in each round we get an acyclic orientation of the corresponding graph, and the transitive closure of the union of the r oriented graphs obtained until round r represents the set of all pairs of elements whose relative order is known at the end of round r.
It is convenient to establish the lower bound by considering the following (full information) game, called the orientation game; and played by two players, the graphs player and the order player. Let V be a fixed set of n vertices. The game consists of rounds. In the first round the graphs player presents an undirected graph G1 on V with at most an edges and the order player chooses an acyclic orientation H 1 of G1, and shows it to the graphs player, thus ending the first round. In the second round the graphs player chooses again, an undirected graph G2 with at most an edges on V, and the order player gives it an acyclic orientation//2, consistent with H1 (i.e., the union of H1 and //2 is also acyclic), which he presents to the graphs player. The game continues in the same manner; in round i the graphs player chooses an undirected graph G i with at most an edges on V, and the order player gives it an acyclic orientation Hi, such that the union H1 U ... U Hi is also acyclic. The game ends when, after, say, round r, there is a vertex v in V whose outdegree in the transitive closure of H1 U... t3 Hr is at least n/2. The objective of the graphs player is to end the game as early as possible, and that of the order player is to end it as late as possible. The following fact states the (obvious) connection between the orientation game and approximate maximum problem.
Proposition 2.1. The graphs player can end the orientation game in r rounds if emd only if there is a comparison algorithm that finds an approximate maximum among n elements (i.e., an element whose rank is in the top n/2 ranks), using an comparisons in each round, in r rounds. |
In view of the last proposition, a proof of existence of a strategy for the order player that enables him to avoid ending the orientation game in r rounds implies that r + 1 is a lower bound for the time complexity of the approximate maximum problem.
The next proposition is our main tool for establishing the existence of such a strategy for r -log* n -log* a -5. 
. + 2~+---~ and a proper D = 2048(d,a)-vertex-coloring of the induced subgraph of H(d) on V -VO with color classes V1, V2, ..., VD (some of which may be empty), such that for each i > j > 1 and each v E Pi, v has at most 2 i-j-2 neighbors in Vj. Furthermore; for every i > j > 0 any edge of H ( d) that joins a member of Vi to a member of V 3. is directed from V i to Vj.
Proof. We apply induction on d. For d = 1, the graph G1 = (V, El) constructed by the graphs player has at most na edges. Let VOO be the set of all vertices in V whose degree is at least 32a. Clearly
Put U = V -Voo and let K be the induced subgraph of G1 on U. As the maximum degree in K is less than 32a, K has, by a standard, easy result from extremal graph theory (see, e.g., [15, pp.222 j=l and hence v has at most 2 i-j-2 neighbors in Vj for each j, 1 <_ j < i. Let HI be any acyclic orientation of G1 in which all edges that join a member of V/to a member of' Vj, where i > j _> 1, are directed from V/to Vj (the edges inside V0 can be directed in an arbitrary acyclic manner). Clearly H(1) = H1 satisfies the property P(1). Thus, the order player can orient G 1 according to H 1. This completes the proof of the case d=l.
Continuing the induction, we now assume that H(r) has property P(r) for all r < d, and prove that the order player can always guarantee that H(d) will IN(u) l/minl<i<o ni < 1/(100.24+3"4D) . Indeed The order player can avoid ending the orientation game during the first log*n -log*a -5 rounds. Hence, by Proposition 2.1, the time required for finding an approximate maximum among n dements using an comparisons in each round is at least log* n -log* a -4.
Proof. Clearly we may assume that log*n -log*a -5 _> 0. By Proposition Clearly at least (1 -e)n >_ n/2 comparisons are needed, even in the serial case, to conclude that an element belongs to the top en ones. Hence r(n,p, ~) >_ n/(2p) = log 1/c ~ f~(n/p), for every p >_ 1. A lower bound of f~ log logp/n] for p > 2n follows from Lemma 2.6 and the bound f~(loglog I/e) for p < 2n is the lower bound from that lemma even for p = 2n.
2.2, the order player can maintain the property P(d) for each of the graphs H(d)
The f~(log* n -log*(1 + p/n)) term follows from Theorem 2.5 for p > n (even for e = 1/2). For p < n we simply take the bound of Theorem 2.5 for p = n and = 1/2. ] Theorem 2.7. Any serial algorithm that finds a11 but at most en 2 of the order relations between n dements (1/n 2 < ~ < 1/4) needs at least fl(nlog(1/c)) rounds.
Proof. The proof is by a simple counting argument. For, say, ~ > 1/100 the assertion is trivial (since at least one element is known to be in the top 0.8n ones) 9 We thus assume c < 1/100 9 First, we estimate the number of orders that fit one given output of the algorithm.
If we have all the order relations but en 2 of them, then there are at least n/2 elements whose relative order to all but 2en elements is known. Hence, the number of orders consistent with these relations is at most C)
9
Therefore the number of distinct outputs of the algorithm is at least
~!(2en ) (2en)n/2 -(2en)n/2 \@-~e~)
Hence the number of rounds needed is at least log \4----ee] --7 log ~ = fl(nlog(1/e)) li
Define c(k, n, m) to be the total number of comparisons needed to sort n elements inkroundsuptoatmostmunknownorderrelationsbetweenpairs, O<m< (2 ) . Proof. By induction. We leave the base of the induction to the end. The inductive assumption: Given k, n, ifk I = k and n t < n, or k f < k and n I _< n then for every m t
Take any k-round algorithm for sorting a set V of n elements. The first round of the algorithm consists of some set E of comparisons. As usual look at them as edges in the graph G = (V, E). An independent set is maximal if it is not a proper subset of another independent set. Consider the graph of the first round of comparisons. Let S be a maximal independent set in this graph and denote x = ISI. Each of the n -x elements of S must share an edge with an element of S, otherwise S is not maximal. For our lower bound, we restrict our attention to linear orders on V, in which each element of S is greater than each element of S. For any of these orders it is impossible to obtain any information regarding the relation between two elements of S or two elements of S using comparisons between an elements of S and an element of S. Therefore, aside from these n -x comparisons, there must be at least c(k -1, x, ml) comparisons to almost sort S and at least c(k, n.-x, m2) comparisons to S, where ml, m2 _> 0 are integers satisfying rn 1 + m2 _< m. This implies the following recursive inequality:
c(k,n,m) >_ c(k,n-x, ml) + n-x + c(k-1,x, m2)
where m 1 + m2 ~ m.
By the inductive assumption:
c(k,n,m) > k ~ d~ -(n -x) -~n-x}+{k-1) x
By opening parentheses and permuting terms we get
where a = x/n.
Recall the geometric mean inequality: 3b + "~c _> b~c ~ where 3 + 7 = 1, ~, % b, c _> 0. Applying it we conclude:
But ml + m2 _< m so ml <_ m and m2 _< m. Hence
Recall Bernoulli's inequality: (1 -a) t >_ 1 -at for t >_ 1, a < 1. This implies
This completes the proof of the inductive step. The inductive proof must stop at one of the following base cases: a) n --1, k >__ 1 (and necessarily, m = 0).
( )
In this case k d(1 + re)l/(2k) -n < 0 and the theorem holds trivially.
b) k=l,m_< (~). We have to prove that c(l,n,m) > n2/(d~/l+m) -n, orin
other words: an algorithm that uses p = n2/(d~/1 + m) -n comparisons in one round leaves more than m unknown relation (in the worst case). This is proved using the methods for sorting in one round (see [16] and also [1] We restrict the order to the case that an element from 1// is greater than an elements of Vj iff i > j. By convexity of the function z 2, the number of the unknown relations if at least
i=l Thus, it is enough to prove that 
which proves (i).
(ii) Is a trivial consequence of 2.7.
Proof of the lower bound of theorem 1.2.
Immediate from the last corollary and Theorem 2. and because the left hand side is an integer we really have at least t(k+l) sets as needed to complete the proof of the proposition. We complete the proof using the previous proposition. pl/2 k --. For k-0it is clear. Assume it for k, we First, we prove that n (k) > 8k "
Next we note that unless t(k)(n(k)) 2 < en 2 the algorithm cannot stop, because the order relations between the pairs are unknown. But
logp _< 2k(6k + log(ep)) _< 2 k. 6k-log(ep) < 6-4 k log(ep) 1 log p k > ~ log -6 log Ep This completes tile proof. Assume, first, that 1/2 > s > 1/n. For p > 4/e this follows from Lemma 2.11. For p < 4/s it follows from Lemma 2.10 and the lower bound in lemma 2.11 for p = 4/~. If e < 1/n there is nothing to prove because even the lower bound for e = 1In suffices. |
The Upper Bounds
In this section we prove the upper bounds in the theorems appearing in section 1. The section is organized as follows; we start with the rather easy proof of the upper bound for approximate merging. Then we consider a stronger definition Of approximate sorting and establish some basic lemmas. This enables us to prove the upper bound for approximate sorting for the case p > 2n (3.1-3.6). Next, we obtain the bound for p < n~ log*n and for n/log*n < p _< 2n (3.7-3.8) and hence complete the proof of the upper bound for approximate sorting. Finally approximate maximum is considered. A modification of (3.6) supplies the upper bound for p > 2n (3.9), which is then used to obtain the bound for p < 2n (3.10). Remark. Throughout this section, we assume whenever it is needed, that n is sufficiently large.
Proof of the upper bound in Theorem 1.3.
Assume first that e >_ 4/n. Take t = [4/eJ elements from each list such that the difference between the ranks of consecutive elements in each list is at most en/3 and each list contains a member in the top en/3 and the bottom en/3 elements of the corresponding set. Now merge these lists using Valiaut's algorithm [30] (see ) also [25] ). This costs O + lOg log(2 + p/t ) = 0 7-(~ + lOg log(2 + ep~ I .
can easily check that the total number of unknown relations left between pairs of elements is at most (2t + 1) (en/3) 2 <<_ en 2 as needed. For e <_ 4In we simply perform a full merging. This completes the proof. |
We next discuss the upper bound for approximate sorting. First, notice that for e _< 100/n we can simply apply full sorting which costs O( log n~ log O + p/n)) time (see [9] , [13] , [5] ), as needed. Hence, we may assume that e >_ 100/n. For e > 1/100 we apply the same algorithm as for e = 1/100. It thus suffices to consider the case 100/n < e < 1/100. It is convenient to introduce the following stronger definition of approximate sorting:
Definition. Hence, an c-approximate sorting supplies all order relations but at most en 2. Recall that an e-approximate maximum is an element x such that rN(x) _> (1 --e)n, i.e., an x and a subset S C N such that x is known to be bigger than each element of S and IS[ _> (1 -e)n. From the elements Yk it is easy to find a subset forming a 5
e + 65 + 6(rn/n) approximate sorting (for the whole set N).
e + 5 6rn) 5 + --~--+ -g-~ = Proof. For each 1/4 > e > 1/a l~ n-log*a we simply apply the algorithm described below for e = 1/a l~ n-log* a, whose running time is O(log* n-log* a). Thus we can restrict ourselves to the case /' 1 1~ log*n-log* ~ 100 min~,l/a a) > e > --n Let N be the given set of elements. We can assume that n is large enough (at each stage of the algorithm), otherwise exact sorting is done in a constant time. We consider two possible cases. m < n n c 7 (l~ n/(2c)) 6 < ~, and c 7 (l/e) 6 < In~m] < 2c 7 (l/e) 6.
Assign to each set of cardinality hi, nic~ processors. Sort each of the sets using the algorithm in [5] (which is an acceleration of the AKS sorting network having Pi > ni approximate sorting e > and use the previous an e log 2 n log 2 n (n/m) 1/3 lemma with one more round and only n processors to finish.
To complete the proof it suffices to establish the following facts; (1) The algorithm can be at case 2 no more than O(log* n -log* ~) before it arrives to case 1 with e I, pt n ~ (at each set) a = g/n I. (2) e = O(e ~) and therefore the complexity of the second case with the parameter e ! equals up to a constant factor to that for e. k c We first establish (2) . It is clear that e < e I + ~ , where n i is the --i=l log 2 ni sequence of the sizes of the sets of the different iterations. By the condition of c c --
By the definition of ni, l~ 2 ni case 2 e t > l~ 2nk log 2ni+1 k c e! 1 e < e'+ Ei:l ~ -< 1 + ~7 < 3e', i.e., e = O(et). = Next we prove (1). Let ni be the maximal set of elements after i iteration at case 2. Therefore, n i < 21og6ni_l where no = n. We prove, by induction on i, that n i < (8log (i) n) 6.
Indeed, for i = 0 this is trivial and assuming it for i we have ni+l <_ 21og6ni _< 21og6(81og (i) n) 6 _< 2[6(3 + log (i+1) n)] 6 < (8log (i+1) n) 6 , as needed (in the last inequality we use the fact that n i is still not small). Therefore starting from n elements, case 2 continues at most as long as e / _> 2c 2c 2c But e > e ~ > ~ > --or n k > (2c/e). By the last claim this can log 2n k -_ log2n k -nk happen at most log*n-log*(1/e) + O(1) times. But 1/e > s l~ n-log*a > a and therefore log* n -log*(1/e) + O(1) < log* n -log* a + O(1) as needed. | a(n,p,e) =0(nl~ Lemm~ 3.7. For each admissible e and each p < log* n' Proof. First, note that by the upper bound for p _> 2n, (Theorem 3.6), for p = n, O(log 1/e + log* n) rounds suffice. The algorithm for p <_ n/log*n consists of iterations. We prove by induction that after the k'th iteration there are 2 k sets _ p Since we have p processors we can, in O(log* n) rounds, find an e'-approximate sorting for these elements with e~l _ 1 -~.
From this one can apply Lemma 3.4 to produce a 5-approximate sorting for the original set of elements, where 
n / i
Ifp I < lo--o~-~#, we are done (by Lemma 3.7)in 0 (~ log(lie')) = 0 (~ log(l/e)),
as needed. Thus we may assume pl >_ ~ and hence e I = 88 = 88 < log* n ~ < 1/2log * n ~. But for e I < 1/2 l~ n~ 6. n~ we are done again as in the beginning of the proof, by simulation of the algorithm with n I processors by pl ones, in time O(~(log(ll#)+log*n')) = O (plog (1/e) [3] for a more detailed account of a special case). Proof. For each 1/2 >_ e ~_ 1/a 21~176 we simply apply the algorithm for e = 1/a 21~ n--log*c~ described below. Therefore, we can restrict ourselves to the case 1/2 21~ n-log* a ::> e ~> 1 The proof is very similar to that of the upper bound 5" for approximate sorting and differs only in the following facts:
First we have an easy proposition that asserts that given a set N partitioned into m almost equal sets and given an e-approximate maximum in each set and a 6-approximate maximum of these m representatives then we have an e + ~ + m approximate maximum in the whole set. Next, an analog of Lemma 3.5 obtained by replacing the word "sorting" by "maximum" can be prqved (and in fact a stronger estimate holds).
The rest of the proof for p >_ 2n is analogous to that of Theorem 3.6. The only essential change is the replacement of the AKS sorting network by Valiant's algorithm for the maximum problem ([30] ). | It remains to establish the upper bound for p _< 2n.
Lemma3.1O. For p <_ 2n and all admissible e, r(n,p,e)=O
+loglog~ +log*n .
Proof. First we observe that the upper bounds for p _> 2n gives that for p _> n, O(log log 1/e § log* n) rounds su~ce. Assuming we have p _< n processors, partition the n dements into p sets, each of size at most [n/p]. In each set find the maximum using one processor in at most n_ rounds. Then from the p maximum elements we find an element in the top ep This is a simple consequence of 3.9 and 3.10. |
We have thus completed the proofs of Theorems 1.1-1.3. As already mentioned, Proposition 1.0 (proved in [3] ) is a special case of Theorem 1.1, with a somewhat better estimate. Its detailed proof appears in [3] . Note that the lower bound in this Proposition is a special case of Theorem 3.5.
Concluding Remarks and Open Problems
We have determined the exact behavior, up to a constant factor, of three of the main comparison problems; sorting, merging and selecting the maximum, even when we just want to have an e-approximation for them. There is a fourth important comparison problem which is the general selection. We can define an ~-approximate selection for the rank/3n, 1 < /3 < 1, ~n < e < 89 as finding an element x in the set g whose rank is known tosat~sfy n(/3 -~ ~) -~ rN(x ) < n(/3 + c). Approximate maximum is thus the case where/3 = 1. Approximate median is the case/3 --1/2. It is known that the algorithms for selection are harder than the algorithms for finding the maximum. However the complexity of parallel selection in the comparison models for every n and p is the same as for the maximum and is: O (p + log log(2 §176 } (see [7] , [27] , [121) .
The exact complexity of approximate parallel selection is not known. Our lower bound for approximate maximum holds, of course, for approximate selection as well. On the other hand the upper bound for ~-approximate sorting gives an upper bound for approximate selection. In fact, our methods enable us to prove a slightly better upper bound that gives, for example, for p = n the following upper bound.
'
log* n -log* 1/c + 2 + log* n) 0 (log log /e-log(1-~g , n--~' oog ~-~/e ~ 2) Note that this is really a better bound than the one for approximate sorting. In fact it is not more than log* n~ log log* n times the approximate maximum lower bound.
It is interesting to find the exact complexity of approximate selection and to decide whether it is more than the complexity for approximate maximum.
