This paper proposes distributed discrete-time algorithms to cooperatively solve an additive cost optimization problem in multiagent networks. The striking feature lies in the use of only the sign of relative state information between neighbors, which substantially differentiates our algorithms from others in the existing literature. We first interpret the proposed algorithms in terms of the penalty method in optimization theory and then perform nonasymptotic analysis to study convergence for static network graphs. Compared with the celebrated distributed subgradient algorithms, which, however, use the exact relative state information, the convergence speed is essentially not affected by the loss of information. We also study how introducing noise into the relative state information and randomly activated graphs affect the performance of our algorithms. Finally, we validate the theoretical results on a class of distributed quantile regression problems.
I. INTRODUCTION
R ECENTLY, there has been an increasing interest in distributed optimization problems in multiagent networks. Distributed optimization requires all agents to cooperatively minimize a sum of local objective functions under the constraint that each agent only obtains its local objective function. Thus, agents must exchange information with their neighbors to find an optimal solution. The motivating examples include formation control [1] , [2] , large scale machine learning [3] , [4] , and distributed quantile regression over sensor networks [5] . An overview of this topic can be found in [6] . T. Başar is with the Coordinated Science Laboratory, University of Illinois at Urbana-Champaign, Urbana, IL 61801 USA (e-mail:,basar1@ illinois.edu).
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Digital Object Identifier 10.1109/TAC. 2018.2884998 Many existing algorithms to solve distributed optimization in multiagent networks generally comprise two parts, see, e.g., [6] - [13] and the references therein. One is to drive all agents to reach a consensus, and the other is to push the consensus value toward an optimal solution of the optimization problem. However, they all require each agent to access the exact relative state information w.r.t. its neighbors [6] - [9] or the quantized absolute state [10] - [12] . In some applications, however, an agent is only able to acquire a very rough relative state information w.r.t. its neighbors. As a notable example, consider several working robots in a horizontal line, where each robot can only decide whether a neighbor is on its left side or right side. In this case, each agent can only access one bit of relative state information from each of its neighbors. Clearly, this is very different from the quantized settings in [10] - [13] , which use the quantized version of the absolute state, and dynamic quantizers are essential for computing an exact optimal solution [10] . With static quantizers, each node can only find a suboptimal solution [11] - [13] . This also distinguishes our work from [14] and [15] where one-bit quantized gradients are used. We show in this paper that knowing only the sign of relative state (which is essentially 1 one bit information for each neighbor) is sufficient to obtain an exact optimal solution. Other distributed optimization algorithms include the alternating direction method of multipliers (ADMM)-based methods [13] , [16] , [17] , and proximal gradient methods [18] . Note that these algorithms need much more than one bit of information per time from its neighbors.
To the best of our knowledge, the use of one bit relative state information in distributed algorithms has been previously studied in [19] - [24] , but in the context of different problems. Particularly, the authors in [19] and [21] - [23] are concerned with the consensus problem by using sign of the relative state. Except [24] , the underlying problem is not an optimization problem. Moreover, all these works study distributed algorithms in the continuous-time regime, and adopt the well-established nonsmooth analysis tools [25] to analyze convergence.
Discrete-time algorithms are worth studying for distributed optimization in multiagent networks. First, many applications of distributed optimization involve communication between agents and control of agents, which are typically discrete in nature. Second, discrete-time algorithms are easier to implement than their continuous-time versions [24] . Third, neither the nonsmooth analysis tools nor the Lyapunov-based methods for continuous-time algorithms [24] are applicable to the discretetime case. Specifically, the rule of thumb for selecting stepsize in discrete-time algorithms cannot guarantee the existence of a valid Lyapunov function, and the sophisticated stepsize rules (e.g., line minimization rule) cannot be easily implemented in a distributed manner. Thus, the Lyapunov-based methods [24] seem impossible to extend to the discrete-time case. Finally, the continuous-time multiagent networks with one bit of feedback information renders the common numerical methods, e.g., the Euler discretization, inapplicable [26] . That is, simple discretization of the continuous-time algorithm may lead to an ill-posed discrete-time algorithm. Accordingly, an alternative method of approach and analysis is needed, which is the primary objective of this paper.
This paper proposes distributed discrete-time optimization algorithms in multiagent networks that use for each agent only the sign of relative state value for each neighbor. We first interpret the distributed algorithms by the penalty method in optimization theory [27] , and show that they are the exact subgradient iterations of a penalized optimization problem, which is specially designed in conformity with the network structure. An interesting finding is that the finite penalty factor can be explicitly given in terms of the network size and its connectivity. This allows us to analyze the convergence of the discrete-time algorithms in a substantially different way as compared with previous works [23] , [24] . In particular, our analysis is based on optimization theory rather than algebraic graph theory or Lyapunov theory. The advantages of such an approach are at least twofold. First, compared to many existing approaches that first propose an algorithm and then find a Lyapunov function to prove its convergence, the intuition behind our algorithm appears more natural and reasonable, as it aims to minimizing a well-designed objective function. Second, a wealth of research in optimization theory is directly applicable to our algorithms, making it natural and quite easier to handle other scenarios, e.g., random network graphs and the sign of perturbed relative state, both of which are investigated in this paper.
We also provide nonasymptotic results to describe the behavior of our distributed algorithms under diminishing stepsizes as well as a constant stepsize. This implies that the convergence rate of the objective function for diminishing stepsizes varies from
, depending on the choice of the stepsize, where k is the number of iterations. It should be noted that O(ln(k)/ √ k) is an optimal rate for a generic subgradient algorithm; see, for example, [28, p. 9] . That is, our distributed algorithms with only sign information on the relative state essentially do not lead to any reduction in the convergence rate. Different from [7] , the convergence under diminishing stepsizes does not require uniform boundedness of the subgradient of the objective function. For a constant stepsize, it approaches a neighborhood of an optimal solution at a rate O(1/k) and the error is proportional to the stepsize.
Notably, in real applications, the relative state information is often obtained via communication networks or sensors, and is typically noise corrupted. This results in each node unable to obtain the sign of the relative state accurately. A natural question that comes up is how the noise of this type affects the performance of distributed optimization algorithms. In the context of consensus seeking, this problem has been extensively studied, see, e.g., [29] - [31] . Since consensus algorithms are linear and do not involve optimization, the approaches in these papers do not apply to the current setting. Here we also adopt an optimization-based approach to study the performance of our distributed algorithm when the relative state is corrupted by Gaussian noise, showing the robustness of the algorithm.
Subsequently, we extend the above-mentioned results to randomly activated network graphs, which are known as gossip-like graphs [32] , [33] , and show that the distributed algorithms over random graphs are the exact stochastic subgradient iterations of a penalized optimization problem. Note that the results for continuous-time counterpart in [24] and [23] are limited to static network graphs, and it is unclear whether they can be extended to time-varying graphs via the approaches employed there.
Finally, we apply our algorithms to solve a distributed quantile regression problem. Clearly, this problem is of independent interest and it has already been studied in [5] using the distributed subgradient algorithm of [7] . We approach that problem using our framework and theory, and confirm that the distributed quantile regression can be well solved using only sign of relative state. Compared with [5] , the feedback information from each neighbor is now reduced to essentially only one bit at every node.
Some results in this paper are obtained in [34] , where it requires the uniform boundedness of the subgradient of the objective function and omits the proof of its major result. This paper further considers the cases under a constant stepsize and the noisy measurement.
The rest of this paper is organized as follows. Section II formulates the distributed optimization problem. In Section III, we present our discrete-time distributed optimization algorithm that uses only the sign of neighbor relative state and interpret it as subgradient iterations of a penalized optimization problem. Section IV performs nonasymptotic analysis on the distributed algorithm under diminishing stepsizes as well as a constant stepsize. In Section V, we examine the performance of our algorithm with relative measurement errors. We then propose a modified algorithm to solve the problem over randomly activated graphs in Section VI. Section VII introduces the distributed quantile regression problem, which is solved using our algorithms, which also validates our theoretical results. Some concluding remarks are drawn in Section VIII. This paper ends with two appendices, which contain proofs of two of the main theorems.
Notation: We use a, a, A, and A to denote a scalar, vector, matrix, and set, respectively. a T and A T denote the transposes of a and A, respectively. R denotes the set of real numbers and R n denotes the set of all n-dimensional real vectors. 1 denotes the vector with all ones, the dimension of which depends on the context. Let · 1 , · and · ∞ denote the l 1 -norm, l 2 -norm, and l ∞ -norm of a vector or a matrix, respectively. We define
With a slight abuse of notation, ∇f (x) denotes any subgradient of f (x) at x, i.e., ∇f (x) satisfies
(1)
The subdifferential ∂f (x) is the set of all subgradients of f (x) at x. If f (x) is differentiable at x, then ∂f (x) includes only the gradient of f (x) at x. Superscripts are used to represent sequence indices, i.e., x k represents the value of the sequence x at time k.
II. PROBLEM FORMULATION
This section introduces some basics of graph theory, and presents the distributed optimization problem in multiagent networks.
A. Basics of Graph Theory
. . , n} is the set of nodes and E ⊆ V × V is the set of edges. Let N i = {j ∈ V|(i, j) ∈ E} be the set of neighbors of node i, and A = [a ij ] be the weighted adjacency matrix of G, where a ij > 0 if there exists an edge connecting nodes i and j, and otherwise, a ij = 0. If A = A T , the associated graph is undirected. This paper focuses only on undirected graphs. A path is a sequence of consecutive edges. We say a graph is connected if there exists a path between any pair of nodes. We introduce an important concept called l-connected graph.
Definition 1 (l-connected graph): A connected graph is lconnected (l ≥ 1) if it remains connected whenever fewer than l edges are removed.
Clearly each node of an l-connected graph has at least l neighbors.
B. Distributed Optimization Problem
With only the sign of relative state, our objective is to distributedly solve the multiagent optimization problem
where for each i ∈ V, the local objective function f i (x) is continuously convex but not necessarily differentiable, and is only known by node i. The number of nodes is set to be n > 1. We first make a standard assumption. Assumption 1: The set X of optimal solutions of problem (2) is nonempty, i.e., for any x ∈ X , it holds that f := f (x ) = inf x∈R f (x).
III. DISTRIBUTED OPTIMIZATION ALGORITHM OVER STATIC GRAPHS
In this section, we propose our discrete-time distributed optimization algorithm that uses only sign information of the relative state of the neighboring nodes (which we call, by a slight abuse of terminology, "one bit information"), and then interpret it via the penalty method in optimization theory.
A. Distributed Optimization Algorithm
Our distributed algorithm to solve (2) over a static network G is given as follows. For all i ∈ V
where x k i is the state of node i, λ is a positive scalar, ρ k is the stepsize, N i is the set of neighbors of node i, and ∇f i x k i is any subgradient of f i (x) at x k i , see (1) . The continuous-time version of Algorithm 1 is given in [24] . To ensure a valid algorithm, it is important to choose both λ and ρ k , which, for the discrete-time case, requires a completely different approach from that of [24] , as it will be evident in Section III-B.
Compared with the celebrated distributed subgradient descent algorithm, see, e.g., [7] ,
Thus, each node needs only to know the sign of the relative state, which is clearly the minimum information and can be easily extended to the case of multilevel quantization (that is, multiple bits).
Remark 1: Algorithm 1 also works if x is a vector by applying sgn(·) to each element of the relative state vector. All the results on the scalar case continue to hold with such an adjustment.
B. Penalty Method Interpretation of Algorithm 1
In this section, we interpret Algorithm 1 via the penalty method and show that it is the subgradient iteration of a penalized optimization problem.
Notice that problem (2) can be essentially reformulated as follows:
where x = [x 1 , . . . , x n ] T . It is easy to see that the optimal value of problem (4) is also f , and the set of optimal solutions is {x 1|x ∈ X }. Define a penalty function by
If the associated network G is connected, then h(x) = 0 is equivalent to that x i = x j , ∀i, j ∈ {1, . . . , n}. Thus, a penalized optimization problem of (4) can be given as
where λ > 0 is the penalty factor. We show below that Algorithm 1 is just the subgradient iteration of the penalized problem (6) with stepsizes ρ k . Recall that sgn(x) is a subgradient of |x| for any x ∈ R. It follows from (5) that a subgradient ∇h(
Then, the ith element of a subgradient off λ (x) is given as
Finally, the subgradient method for solving (6) is given as
which is exactly the vector form of Algorithm 1. By [27] , it follows that the subgradient method converges to an optimal solution of problem (6) if ρ k is appropriately chosen. For a finite λ > 0, the optimization problems (4) and (6) are generally not equivalent. Under mild conditions, however, we prove that they actually become equivalent if the penalty factor λ is strictly greater than an explicit lower bound.
Assumption 2 (Uniform boundedness):
a) There exists a c > 0 such that
b) There exist c > 0 and α > 0 such that
Assumption 2(a) is often made to guarantee the convergence of a subgradient method [7] , and holds if {x k } is restricted to a compact set. Assumption 2(b) is obviously weaker than Assumption 2(a), and holds if f i (x) is quadratic. Then, it is easy to obtain the following two results, proofs of which are quite straightforward and are, therefore, not included.
1) Under Assumption 2(a), we have that
where c b = nαc 2 + 2λ 2 A 2 ∞ . Now we are ready to present the main result of this section. To this end, we definē
and let a (l) min be the sum of the l smallest edges' weights, i.e.,
where a (1) , a (2) , . . . are an ascending order of the positive weights a ij , ∀(i, j) ∈ E. Theorem 1: Suppose that Assumptions 1 and 2(a) hold, and that the multiagent network is l-connected. If the penalty factor is selected as
where c and a (l) min are defined in (8) and (11), then: a) The optimization problems (2) and (6) are equivalent in the sense that the set of optimal solutions and optimal value of (6) are given byX = {x 1|x ∈ X } and f , respectively. b) For any x / ∈ {α1|α ∈ R}, it holds that
Proof of part (a):
Consider the inequality below
where the equality follows from the definition off λ (x), the first inequality is from (1), and the second inequality results from the Cauchy-Schwarz inequality as well as the fact that
Then, we can show that
Since the multiagent network is l-connected, it follows from Menger's theorem [35] that there exist at least l disjoint paths (two paths are disjoint if they have no common edge) between any two nodes of the graph. Therefore, letting x max and x min be two nodes associated with the maximum element and the minimum element of x, respectively, we can find l disjoint paths from x max to x min . Let x (p,1) , . . . , x (p,n p ) denote the nodes of path p in order, where n p is the number of nodes in path p, and
Since these l paths are disjoint, it follows that
where a (p,i,i+1) is the weight of the edge connecting nodes x (p,i) and x (p,i+1) . 
where the first inequality follows from the fact thatx minimizes x − α1 with respect to (w.r.t.) α for all x. Equations (13), (14) , and (16) jointly imply the following inequality:
Since λ > nc/(2a
∈X , which includes the following: Case (a): x = α1 for any α ∈ R; Case (b): x = α1 for some α / ∈ X . For Case (a), v(x) is strictly positive, and hence, we know that f λ (x) > f from (17) . For Case (b), we have v(x) = 0. By (17),
∈X , which completes the proof of part (a). The proof of part (b) is given in Appendix A.
It is worth mentioning that (12) in Theorem 1 also holds for the multidimension case if Assumption 2(a) is replaced with ∇f i (x) ≤ c for all i and x. Theorem 1 provides a sufficient condition for the equivalence between problems (4) and (6), and allows us to focus only on problem (6). This result is nontrivial even though the penalty method has been widely studied in the literature on optimization theory [27] , [36] . By [36] , a lower bound for λ can be selected as the largest absolute value of Lagrange multipliers of the equality constraints in (4). However, a Lagrange multiplier usually cannot be obtained before solving a dual problem, and it is unclear how to establish the relationship between the Lagrange multiplier and the network structure. Via a different technique, Theorem 1 provides an explicit lower bound for λ in terms of the network size and its connectivity, and is tighter than the bounds in [23] and [24] .
In fact, the lower bound in Theorem 1 can be tight in some cases as shown in the following Example 1 and Section VII-A. Note that a too large λ may have negative effects on the transient performance of Algorithm 1, as we will demonstrate later in Section VII-A. Thus, the tighter bound in Theorem 1 allows us to choose a smaller λ in applications.
Example 1: Consider the graph in Fig. 1 
. It is not difficult to compute that the optimal value of f (x) is 8 and the set of optimal solutions is a closed interval [2, 4] . By (6) , the corresponding penalized problem is given as
Theorem 1 implies thatf λ (x) has the same optimal value as f (x) and the set of optimal solutions isX = {x 1|x ∈ [2, 4] 
which implies that the set of optimal solutions of the penalized problem is notX . Thus, for any λ ≤ 1, the original problem f (x) cannot be solved via the penalized problemf λ (x), and the lower bound in (12) is tight in this example.
The lower bound in (12) is in a simple form and a (l) min cannot be easily replaced. One may consider to use the minimum degree of the network, i.e., d m = min i∈V n j =1 a ij . This is impossible in some cases. Consider the 1-connected graph in Fig. 1(c) with unit edge weights. Then, a 3, 3, 4, 4, 4] T and use similar arguments as Example 1, one can inference that the lower bound λ in (12) cannot be reduced to nc/(2d m ) = 3/2.
A similar penalty method interpretation of (3) with constant ρ k is provided in [37] , where the penalty function is chosen as 2 and L is the graph Laplacian matrix. However, such a quadratic penalty function cannot always guarantee the existence of a finite λ for the equivalence of the two problems.
By [27] , x is an optimal solution of (6) if and only if 0 ∈ ∂f λ (x ). Part (b) of Theorem 1 shows that for any x / ∈ {α1|α ∈ R}, the norm of the corresponding subgradient is uniformly greater than a positive lower bound, which clearly shows the nonoptimality of x.
Assumption 2(a) in Theorem 1 can also be removed to ensure the equivalence of problems (2) and (6).
Theorem 2: Suppose that Assumption 1 holds, and that the multiagent network is l-connected. If the penalty factor is selected as
min is given in (11) , then the set of optimal solutions and optimal value of the penalized problem (6) areX = {x 1|x ∈ X } and f , respectively.
Proof: We prove the results only for differentiable f i (x) to save space, where ∇f i (x) now becomes the gradient. Similar ideas can also be applied to the nondifferentiable case. We first show that for any x a ,
Summing the two inequalities leads to
. Then, given an arbitrary > 0, we
where
We claim the following. Claim 1: Problem (19) is equivalent to problem (2). To this end, we note that f (x) is convex as well. Since
For any x / ∈ X , where there is no loss of generality to assume that x is strictly greater than all elements in X , we obtain
Jointly with (20) , it implies that for all x ∈ X
If the inequalities in (21) strictly hold for some i ∈ V, then
That is, ∇f (x) = 0 for any x / ∈ X . While f (x ) = f (x ) for any x ∈ X , Claim 1 is verified.
It remains to show that the inequalities in (21) must strictly hold for some i ∈ V. On the contrary, suppose that ∇f 
where g (x) := n i=1 f i (x i ). Noting that |∇f i (x)| ≤ max i∈V d i := d M for all x, it follows from Theorem 1 that by selecting λ > nd M /(2a
where all equalities hold if and only if x ∈X . That is, the penalized problem (6) is equivalent to problem (22) , which implies Claim 2 as well.
Finally, we conclude that the penalized problem (6) is equivalent to the original problem (2) , provided that λ > nd M /(2a (l) min ). Given any λ > nc /(2a (l) min ), there exists a positive > 0 such that λ > nd M /(2a (l) min ). Remark 2: It is usually difficult to obtain c in (18) . In applications, an upper bound can be used instead. Specifically, let x opt i be an optimal solution of f i (x), then we have c ≤ min i max j |∇f i (x opt j )|. Using the novel idea of constructing the optimization problem (19) , Theorem 2 extends the results of Theorem 1 to objective functions with unbounded (sub)gradients, which includes quadratic functions as a special case. Obviously, the quadratic form constitutes an important class of objective functions in real applications.
IV. CONVERGENCE ANALYSIS
In this section, we examine the convergence behavior of Algorithm 1. If ρ k is diminishing, all agents converge to the same optimal solution of problem (2) under Algorithm 1. With a constant stepsize, all agents eventually converge to a neighborhood of an optimal solution. For both cases, we perform the nonasymptotic analysis to determine the their convergence rates.
Let {x k } be generated by (7) , it follows from [27] to easily establish the following inequalities. a) Under Assumption 2(a), it holds that for all x ∈ X
b) Under Assumption 2(b), it holds that for all x ∈ X
where c a and c b are given in (9) and (10), respectively. Proof of the convergence of Algorithm 1 with diminishing stepsizes is straightforward.
Theorem 3: Suppose that the conditions in Theorem 1, or the conditions in Theorem 2 and Assumption 2(b) hold. Let {x k } be generated by Algorithm 1 and ρ k satisfy
Then, there is some x ∈ X such that lim k →∞ x k = x 1.
Proof: Recall that Algorithm 1 is the exact iteration of the subgradient method of problem (6) . It follows from [27, Proposition 3.2.6] that {x k } converges to some optimal solution of problem (6) . Combined with Theorems 1 or 2, the result follows immediately.
Remark 3:
In the following, we only present the results for the case of bounded subgradient, i.e., Assumption 2(a) holds, which can be replaced by Assumption 2(b). In fact, we only need to use (24) to replace (23) to establish the main results. Due to space limitation, we do not include details here.
Our next result provides the nonasymptotic result to evaluate the convergence rate for ρ k = k −α , α ∈ [0.5, 1]. To this end, we define
Theorem 4: Suppose that the conditions in Theorem 1 hold, and let {x k } be generated by Algorithm 1.
where x 0 is the initial point, and
Proof: By Theorem 3, {x k } is a convergent sequence. For any x ∈ X , it follows from (23) that
Summing the above-mentioned relation over t ∈ {1, . . . , k} yields
where the last inequality holds by choosing x = argmin x∈X x 0 − x1 . Then, it follows that
Since
By (13), it follows that
where the last inequality follows from λ > nc/(2a (l) min ). In view of (27) , this implies
.
The result for α ∈ (0.5, 1) follows from (28) and (29), while the result for α = 0.5 is from (26) and (28). Theorem 4 reveals that the convergence rate of the objective function lies between O(1/ln(k)) and O(ln(k)/ √ k), depending on the choice of ρ k . If f (x) is nondifferentiable, the convergence rate is essentially of the same with that of the classical distributed algorithm (3) [9] . Thus, using only the sign of relative state does not lead to reduction in the convergence rate. However, if f (x) is differentiable or strongly convex, Algorithm 1 may converge at a rate slower than that of (3) due to the nonsmoothness of the second term in Algorithm 1. Harnessing smoothness to accelerate distributed optimization has been well studied; see, e.g., [38] .
For a constant stepsize, Algorithm 1 approaches a neighborhood of an optimal solution as fast as O(1/k) and the error is proportional to the stepsize. These results are formally stated in Theorems 5 and 6.
Theorem 5: Suppose that the conditions in Theorem 1 hold, and let {x k } be generated by Algorithm 1. If ρ k = ρ, then lim sup
Proof: See Appendix B. In Theorem 5,d(0) = 0 andd(ρ) is increasing in ρ. Thus, Algorithm 1 under a constant stepsize finally approaches a neighborhood of x 1 for some x ∈ X , the size of which decreases to zero as ρ tends to zero. If the order of growth of f near the set of optimal solutions is available, thend(ρ) can even be determined explicitly, which is given in Corollary 1.
Corollary 1: Suppose that the conditions in Theorem 5 hold, and that f (x) satisfies
where γ > 0 and α ≥ 1. Then
Proof: Noting thatd(ρ) ≤ (ρc 2 a /2γ) 1 α , the result follows directly from Theorem 5.
The following theorem evaluates the convergence rate when the stepsize is a constant.
Theorem 6: Suppose that the conditions in Theorem 5 hold. Then
Proof: From (26), we know that
which together with (28) implies the result.
Remark 4:
The following conclusions can be easily arrived at from Theorem 6.
a
k , which minimizes the right-hand side of (30) . Then
The multiagent network converges only to a neighborhood of an optimal solution with an error size O(k −1/2 ).
V. DISTRIBUTED ALGORITHM WITH NOISY RELATIVE STATE INFORMATION
In real applications, the measurement of the relative state may be noise corrupted. This happens because of including inaccurate sensors, unreliable communications, and poor sensing environment. To capture such inaccuracies, we replace sgn(x k i − x k j ) in Algorithm 1 with sgn(x k i − x k j + k ij ), where for each i, j ∈ V, { k ij } is a sequence of independent and identically distributed (i.i.d.) Gaussian random variables with zero mean and variance σ ij , i.e., k ij ∼ N (0, σ 2 ij ) . Our objective is then to study the following algorithm:
Algo.2
Then, Algorithm 2 is exactly the iteration of the stochastic subgradient method of the following penalized problem
where g(x) is given in (4), and
and E(x) denotes the expectation of a random variable x. Then, we have the following result.
Lemma 1:
Let {x k } be generated by Algorithm 2 and ρ k satisfy
Under Assumptions 1 and 2(b), {x k } converges to some optimal solution of problem (31) Proof: Since Algorithm 2 is exactly the stochastic subgradient method of problem (31) , the result follows directly from the convergence theorem of stochastic subgradient methods. See, e.g., [39, Ch. 5] .
Note that Assumption 2(b) is weaker than Assumption 2(a). The study of convergence rate is much more involved, see, e.g., [40] where more technical assumptions are needed on the objective function. As our focus is not on the convergence rate of stochastic subgradient methods and also due to the space limitation, we do not discuss here the convergence rate of Algorithm 2 and leave it for future work.
Due to the presence of noise, we would not expect problem (6) and problem (31) to be equivalent. However, we can still evaluate the difference between their optimal solutions. To this end, we introduce the folded normal distribution in the following.
Lemma 2 (Folded normal distribution, [41] ): If x ∼ N (μ, σ 2 ), then y = |x| has a folded normal distribution with parameters μ and σ 2 , and
where Φ(·) is the standard normal cumulative distribution function. In particular, if μ = 0, then E(y) = σ 2/π. Theorem 7: Suppose that the conditions in Theorem 1 hold and letx = [x 1 , . . . ,x n ] T be an optimal solution of problem (31) . Then, there exists x ∈ X such that
i,j a ij σ ij . Proof: Sincex is an optimal solution of (31), we havē
). It follows from Lemma 2 that
Now we show that t(μ) < −|μ| + σ ij 2/π for all μ ∈ R. Lett(μ) := t(μ) + |μ| − σ ij 2/π. For any μ = 0, we have that
Similarly,t(μ) < lim μ→−∞t (μ) = 0 for any μ < 0. Sincē t(0) = −σ ij 2/π < 0, we obtaint(μ) < 0 for all μ ∈ R, and hence, t(μ) < −|μ| + σ ij 2/π where Fig. 2 illustrates their gap. This implies that
where the last inequality follows from (14) and the definition of σ s . Then, it follows that
Moreover, we have the following results:
where the second equality is from ∇g(x 1) T 1 = ∇f (x ) = 0, and the third inequality follows from 1 n 1 T x minimizes x − α1 w.r.t. α for all x. Combining (32) and (33), we obtain
Since 2λa (l)
Next, we prove that there exists x ∈ X such that
Clearly, it is sufficient to show that there exists x ∈ X satisfying x ∈ [min ix i , max ix i ]. Suppose that this is not true. Then, there is no loss of generality to assume that min ix i > x for all x ∈ X . The first-order necessary condition implies that
Since f i (x) is convex and x <x i for all i, it follows that
Actually, the inequality ∇f i (x ) ≤ ∇f i (x i ) must hold strictly for some i ∈ V. Otherwise, we obtain that ∇f i (x ) = ∇f i (x i ) for all i, which further implies that ∇f i (x) = ∇f i (x ) for all x ∈ [x ,x i ]. Particularly, ∇f i (min ix i ) = ∇f i (x ) for all i. Then, n i=1 ∇f i (min ix i ) = 0, i.e., min ix i ∈ X . This contradicts the supposition that x < min ix i for all x ∈ X .
Hence, the inequality in (36) holds strictly, which implies ∇ḡ(0) > 0, and hence, there exists an α < 0 such that
it follows thatf λ (x + α1) <f λ (x ), which contradicts the optimality ofx . That is, it is impossible to have min ix i > x for all x ∈ X . Hence, (35) is established.
Combining (34) and (35) yields
Together with Lemma 1, Theorem 7 shows that consensus among agents may not be achieved in the presence of measurement noise. However each agent converges almost surely to a point that lies within a neighborhood of an optimal solution of problem (2), the size of which is proportional to the noise level. Moreover, this optimal solution is encompassed by agents' final states.
VI. DISTRIBUTED ALGORITHM OVER RANDOMLY ACTIVATED GRAPHS
This section studies the performance of Algorithm 1 over randomly activated graphs, which are defined as follows.
Definition 2 (Randomly Activated Graphs): G k are randomly activated if for all i, j ∈ V, i = j, {a k ij } is an i.i.d. Bernoulli process with P {a k ij = 1} = p ij , where P (X ) denotes the probability of an event X and 0 ≤ p ij ≤ 1, ∀i, j ∈ V.
We call P = [p ij ] as the activation matrix of G k , and the graph associated with P is denoted as G P , which is also the mean graph of G k , i.e.,
Randomly activated graphs can model many networks such as gossip social networks and random measurement losses in networks. They are different from another class of commonly used time-varying graphs that require the connectedness of the network in any finite time interval, see, e.g., [8] , [42] . Under this scenario, Algorithm 1 is revised as
where the time-varying set of neighbors is given by
For brevity, the weight of each edge a k ij is now taken to be either zero or one.
Similarly, Algorithm 3 is just the iteration of the stochastic subgradient method of the following optimization problem
where g(x) is given in (4) and
To exposit it, notice that E(a k ij ) = p ij , and thus, a stochastic subgradient
Since E{∇ sĥ (x) i } = j p ij sgn(x i − x j ), E{∇ sĥ (x)} is a subgradient ofĥ(x). It follows from Lemma 1 that all agents almost surely converge to an optimal solution of problem (38) under Algorithm 3. The following theorem summarizes the abovementioned analysis, and is the main result of this section. Theorem 8: Suppose that Assumptions 1 and 2(a) hold, and that the multiagent network G P is l-connected. Select
where G P is given in (37) , p (l) min denotes the sum of the l smallest nonzero elements of P , and {ρ k } satisfy
Let {x k } be generated by Algorithm 3. Then, it holds almost surely that lim k →∞ x k = x 1 for some x ∈ X .
Proof: By Theorem 1, it follows that problem (38) has the same set of optimal solutions and optimal value as problem (2) . The convergence proof of Algorithm 3 is very similar to that of Lemma 1.
VII. APPLICATION TO DISTRIBUTED QUANTILE REGRESSION
In this section, we apply our algorithms to solve the distributed quantile regression problem [5] , which is widely used in statistics and econometrics [5] , [43] . Suppose we have observed n sample points (y 1 , s 1 ), . . . , (y n , s n ) where y i , s i ∈ R for all i ∈ {1, . . . , n} (we consider here only the scalar case for brevity). Our objective is to find the αth (α ∈ [0, 1]) linear quantile regression estimate x α ∈ R, which is an optimal solution to the following convex optimization problem [43] :
where αth quantile function Q α (x) is defined by
Hence, a subgradient of f i (x) is
Clearly, this problem satisfies Assumptions 1 and 2(a) with c = max i {αs i , (1 − α)s i }, and thus, we can apply our algorithms to solve it.
A. Effect of λ and ρ k
We first illustrate that the lower bound of λ in Theorem 1 is tight in some cases. For simplicity, let s i = 1 for all i; then problem (39) is to find the αth quantile of {y 1 , . . . , y n }.
Here we set α = 0.5 (the median) and let {y 1 , . . . , y n } = {4.45, 14.99, 24.28, 26.21, 44.24, 58.61, 68.78, 75.49}. Then, the median can be any value in [26.21, 44.24] . Consider a ringshaped two-connected graph as in Fig. 1(b) , with eight nodes and unit edge weights. Then, it follows from Theorem 1 that λ should be strictly greater than λ = nc 2·2 = 1 to ensure Algorithm 1 to converge to the median of the sample points. We set λ to be 0.95, 1.05, and 10, respectively, to examine their performance under Algorithm 1 and set the stepsize as ρ k = 100/(k + 10). The trajectories of all agents are shown in Fig. 3 .
As shown in Fig. 3 , consensus is not achieved even when λ is slightly smaller than λ (the left subgraph), while the algorithm converges to the median when λ is larger than λ (the middle and the right subgraphs). Besides, a larger value of λ results in larger fluctuations in the transient stage. This suggests that it is better to choose a small λ as long as it satisfies the condition of Theorem 1. Fig. 4 shows the trajectories under different stepsize rules for λ = 2. The convergence with ρ k = 4/k is the slowest (the left subgraph), while it is faster for ρ k = 1/ √ k (the middle subgraph). Note that the algorithm under the constant stepsize approaches fastest to a neighborhood of an optimal solution.
B. Noisy Measurements
We now study the effect of the measurement error described in Section V on the performance of our algorithms. Under the same settings as in Section VII-A, we have run two simulations. Both are expected to calculate the 0.4th quantile of {y 1 , . . . , y n }. bottom subgraph is that of Algorithm 2. It can be observed that all agents under Algorithm 2 only converge to a neighborhood of an optimal solution.
C. Linear Quantile Regression
We have run two simulations over a static graph and randomly activated graphs, respectively. Both calculate the 0.1th, 0.5th, and 0.9th quantile regression estimates simultaneously by using 20 randomly generated sample points. The graph is ring-shaped with 20 nodes. The stepsizes are diminishing. We randomly choose some a e ∈ (0, 1] as the weight of edge e of the static graph for all e ∈ {1, . . . , 20}, which is also used as the activation probability of edge e of the randomly activated graph. Fig. 6(a) illustrates the trajectories of the agents. All agents converge to the three quantile regression estimates (the black dash line) simultaneously. Besides, the randomly activated graph leads to larger fluctuations and a slower convergence rate. Fig. 6 (b) plots our 20 sample points and the three linear estimates with x α obtained in Fig. 6(a) for α = 0.1, 0.5 and 0.9, respectively, which shows that our algorithm converges to the correct points.
VIII. CONCLUSION
In this paper, we have proposed a distributed optimization algorithm using as online information only the sign of relative state values in agent neighborhoods to solve the additive cost optimization problem in multiagent networks. The network was allowed to be static or stochastically time varying. For the former case, we have first provided a penalty method interpretation of our algorithm, and then studied its convergence under diminishing stepsizes as well as a constant stepsize. We have shown that the convergence rate varies from O(1/ln(k)) to O(ln(k)/ √ k), depending on the stepsize. For the latter case, we studied the algorithm over the so-called randomly activated graphs, the convergence of which is given in the almost sure sense, and the case that the relative state information is noise corrupted. Finally, we have applied our algorithm to solve a quantile regression problem. All the theoretical results have been corroborated via simulations.
As shown in this paper, using only the sign of the relative state information one is still able to solve the distributed optimization problem (2) . It is interesting to study the tradeoff between the convergence performance and the amount of information used for a distributed algorithm, which we leave as future work.
APPENDIX A PROOF OF PART (B) OF THEOREM 1
We first introduce additional basics of graph theory, which can be found in [44] .
Let G = (V, E) be a graph with an adjacency matrix A. We number each edge of G with a unique e ∈ I and assign an arbitrary direction to each edge, where I = {1, . . . , m} is called the edge number set of G and m is the number of edges. We say that node i is the source node of edge e if e leaves i, and is the sink node if e enters i. The incidence matrix B ∈ R n ×m of G is defined by
if node i is the source node of e −1, if node i is the sink node of e 0, otherwise.
For any x = [x 1 , . . . , x n ] T , we have that
where b e , e ∈ I is the eth column of B, and i and j are the source and the sink nodes of edge e, respectively. Throughout this section, we use i, j to denote nodes, and e, u, v to denote edge numbers. A connected graph is a tree if it becomes unconnected when any single edge is removed. A spanning tree T of a connected graph G is the tree with the same nodes as G and a subset of the edges of G.
A cut of a graph is a partition of its nodes into two nonempty and disjoint sets.
Finally, we define the set-valued function
It is obvious that SGN(x) is the subdifferential of |x|. With a slight abuse of notation, we use SGN(x) to represent the setvalued vector [SGN(x 1 ), . . . , SGN(x n )] T . To establish the proof of part (b) of Theorem 1, we need two lemmas on incidence matrices. Lemma 3: Let G 1 be a graph with nodes V 1 = {1, . . . , n 1 } and the edge number set I 1 = {1, . . . , m 1 }, and let G 2 be a graph with nodes V 2 = {n 1 + 1, . . . , n 1 + n 2 } and the edge number set I 2 = {m 1 + 1, . . . , m 1 + m 2 }. Denote by B 1 and B 2 the incidence matrices of G 1 and G 2 , respectively. Let B = diag(B 1 , B 2 ), and n = n 1 + n 2 .
Assume that there is a new edge e that connects some p ∈ V 1 and q ∈ V 2 , and let b e ∈ R n be a vector with the pth element 1, the qth element −1, and other elements 0. Then, for any α ∈ R, it follows that
Proof: Since edge e joins two nodes that are in different graphs, there is no loss of generality to let the source node and the sink node be in G 1 and G 2 , respectively. Then, we obtain
T ∈ R n , and both e 1 and e 2 are vectors with one element 1 and other elements 0. By applying the inequality that x ∞ ≥ 1 n x 1 for all x ∈ R n , it follows that
Using the fact that 1 T B 1 = 0, we have for all x ∈ R n that
Similarly, we obtain that αb e − Bx ∞ ≥ |α|/n 2 . Hence,
The following corollary directly follows from Lemma 3. Corollary 2: Let B ∈ R n ×(n −1) be the incidence matrix of a tree. Then, for all x ∈ R n −1 , the following inequality holds
Proof: For any e ∈ {1, . . . , n − 1}, the tree becomes two disjoint subtrees when the eth edge is removed. Let x e denote the eth element of x, and let x −e and B −e denote x with the eth element removed and B with the eth column removed, respectively. Then, it follows from Lemma 3 that
Since e is arbitrary, the result holds immediately. Lemma 4: Let G be a graph with the edge number set I. A cut separates the nodes of G in two subsets V 1 and V 2 that are joined by l edges with the edge number set I c ⊆ I. Let G 1 and G 2 be two graphs induced connectedly by V 1 and V 2 , respectively. The edge number set and incidence matrix of G i are denoted, respectively, by diag(B 1 , B 2 ) . Then, for any e, u ∈ I c , we have
where y eu is a vector with elements 1, 0, or −1, and γ eu = 1, if the source nodes of e and u are in the same subset −1, otherwise.
Proof: If e = u, the result holds by just setting y eu = 0. If e = u, we define the source node and sink node of b e to be p e and q e , and that the source node and sink node of b u to be p u and q u , respectively. We first assume p e and p u are in the same subset, say G 1 , and thus, γ eu = 1. Hence, we can find a path in G 1 from p e to p u as G 1 is connected. Similarly, we can find a path in G 2 from q u to q e . Therefore, we have a path from p e to q e through edge u rather than edge e. The edge number set of edges in the path is denoted by I p ⊆ I 1 
where A e = diag{a 1 , . . . , a m }. This implies that the subdifferential off λ (x) is
Let B, V = {1, . . . , n} and I = {1, . . . , m} be the incidence matrix, the node set, and the edge number set of the graph G, respectively, and let x i be the ith element of x. We define V max = argmax i∈V x i and V r = V − V max . Since x = α1, then V r is not empty, and has l 0 ≥ l edges connected to V max . Denote the edge number set and the set of weights of these l 0 edges by I c ⊆ I and A c = {a e |e ∈ I c }, respectively. Note that each of these l 0 edges connects two nodes with different values, which implies that b T e x = 0 for all e ∈ I c . We can appropriately choose the orientation of each edge e for all e ∈ I c such that b T e x > 0. 
where A c = diag(A c ), A r = diag(A r ), and Y ⊆ [−1, 1] m −l 0 . Consider two subgraphs G 1 and G 2 of the graph G induced connectedly by V max and V r , respectively. Let the incidence matrices of G 1 and G 2 be B 1 and B 2 , respectively, and letB = diag(B 1 , B 2 ). From Lemma 4, we know that for any u ∈ I c , we have b e = γ ue b u +Bz ue for all e ∈ I c , where γ ue is given by (41) , and z ue is a vector with elements 1, 0, or −1. Since SGN(B T c x) = 1, all edges have their source nodes in the same subset, and hence, all γ ue , e ∈ I c are equal. Thus, we can let γ ue = γ u , ∀e ∈ I c . Substituting this into (43) 
where S is a subset of R m −l 0 and u ∈ I c . The last equality holds becauseB includes all columns of B r by its definition, and hence, range(B r ) ⊆ range(B). Note that γ u = 1 or −1. Thus, it follows from (44) that for any ∇f λ (x) ∈ ∂f λ (x), we can find some ∇g(x) ∈ ∂g(x) and s ∈ S such that 
APPENDIX B PROOF OF THEOREM 5
We first show thatd(ρ) < ∞. Sincef λ (x) is convex,X (ρ) is convex and X ⊆X (ρ) for any ρ > 0. One can verify thatX (ρ) − X is bounded. IfX (ρ) − X is empty, theñ d(ρ) = 0, otherwise 0 ≤d(ρ) = max x∈X (ρ) min x ∈X |x − x | = max x∈X (ρ)−X min x ∈X |x − x | < ∞.
Then, we claim the following. Since
For the former case we havef λ (x k ) − f > ρc 2 a /2. For the latter case,x k / ∈X (ρ), which by the definition ofX (ρ) impliesf λ (x k ) − f > ρc 2 a /2. Claim 2: There is x 0 ∈ X such that lim inf k →∞ x k − x 0 1 ≤ c ρ .
Otherwise, there exists k > 0 such that
By Claim 1, there exists some > 0 such thatf λ (x k ) − f > ρc 2 a /2 + for all k > k. Together with (23) , it yields that
Summing this relation implies that for all k > k
which clearly cannot hold for a sufficiently large k. Thus, we have verified Claim 2. Claim 3: There is x ∈ X such that lim sup k →∞ x k − x 1 ≤ c ρ + ρc a .
Otherwise, for any x ∈ X , there must exist a subsequence {x k } k ∈K (which depends on x ) such that for all k ∈ K
Moreover, it follows from (42) that
where the second inequality follows from that Thus, we obtain that for all k ∈ K
By Claim 2, there must exist some k 1 ∈ K and k 1 > k such that
Together with (47), it implies that
Hence, it follows from Claim 1 thatf λ (x k 1 −1 ) − f > ρc 2 a /2, which together with (45) and (48) yields that
Set x = x 0 in (46), we have x k 1 − x 0 1 > c ρ + ρc a . This contradicts (49), and hence, verifies Claim 3.
In view of (25) the proof is completed.
