Normal support vector machine (SVM) algorithms are not suitable for classification of large data sets because of high training complexity. This paper introduces a novel two-stage SVM classification approach for large data sets. Fast clustering techniques are introduced to select the training data from the original data set for the first stage SVM, and a de-clustering technique is then proposed to recover the training data for the second stage SVM. The proposed two-stage SVM classifier has distinctive advantages on dealing with huge data sets such as those in bioinformatics. Finally, we apply the proposed method on several benchmark problems. Experimental results demonstrate that our approach has good classification accuracy while the training is significantly faster than other SVM classifiers.
Introduction
With the development of software and hardware, enormous quantities of high dimensional data are being stored in databases continuously. Semi-automatic data classification methods are needed to analyze and understand huge amounts of data. A classification model can serve as an explanatory tool to distinguish between objects of different classes [34] . A classification process includes two phases which are training phase and testing phase. In the training phase, a training set is used to decide how the parameters ought to be weighted and combined in order to separate various classes of objects. The learning attempts to discover an optimal representation of a data set with known class memberships. In the test phase, the weights determined at the training phase are applied to a set of objects with unknown class labels (test set) to determine their classes. Some practical classification methods involve a heuristic approach intending to find a "goodenough" solution to the optimization problem.
There are several standard classification techniques in literature, such as simple rule based and nearest neighbor classifiers, Bayesian classifiers, artificial neural networks, decision tree, support vector machine (SVM), ensemble methods, etc. Among those, neural networks are one of the most widely used technique [25] . As a universal approximator, neural network classifier has a very expressive hypothesis space. However, neural network training is a time consuming process, and the classification accuracy cannot be always guaranteed since they are quite sensitive to the presence of noise in the training data. Decision trees have also been used for classification problems. Decision trees technique is faster at the training phase than neural networks. But, they are not flexible at modeling parameter space [30] . A simple classifier may
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Copyright: the authorsbe the nearest-neighbor approach [15] . Nearest neighbor methods have the advantage that they are easy to implement. But, this technique is still too slow if the input data sets have many examples. On the other hand, they are very sensitive to the presence of irrelevant parameters. Among these techniques, SVM is one of the bestknown techniques for its optimization solution [10] . Recently, some new SVM classifications are proposed. A geometric approach to SVM classification is given by Mavroforakis et al [22] . Fuzzy neural network SVM classifier is studied by Lin [21] . Despite of its good theoretic foundations and generalization performance, SVM is not suitable for classification of large data sets since it needs to solve the quadratic programming (QP) in order to find a separation hyper-plane, which causes an intensive computational complexity. Many researchers have tried to find possible methods to apply SVM classification for large data sets. Generally, these methods can be divided into two types; Modify SVM classifier so that it could deal with large data sets within an acceptable time, and Reduce a large data set to smaller one so that a normal SVM could be applied.
Chunking is the first decomposition method used, a standard projected conjugate gradient (PCG) chunking algorithm can scale somewhere between linear and cubic in the training set [9] [17] . Sequential Minimal Optimization (SMO) is a fast method to train SVM [27] [8] . SMO breaks the large QP problem into a series of smallest possible QP problems; it is faster than PCG chunking. Dong et al introduced a parallel optimization step where block diagonal matrices are used to approximate the original kernel matrix so that SVM classification can be split into hundreds of sub-problems [1] . A recursive and computational superior mechanism referred as adaptive recursive partitioning was proposed in [19] , where the data is recursively subdivided into smaller subsets. Genetic programming is able to deal with large data sets that do not fit in main memory [12] . Neural networks technique can also be applied for SVM to simplify the training process [16] .
Clustering is an effective tool to reduce data set size. For examples, hierarchical clustering [39] [1], k-means cluster [28] and parallel clustering [33] . Clustering based methods can reduce the computations burden of SVM, but they are very complex for large data set. Rocchio bundling is a statistics-based data reduction method [35] . Another approach is to apply the Bayesian committee machine to train SVM on large data sets [32] where the data is divided into m subsets of the same size, and m models are derived from the individual sets. But it has more error rate than normal SVM and the sparse property does not hold. Random selection is to select data in such way that the learning is maximized by the data <cite>Schohn:00</cite>. However, it could over-simplify the training data set and lose the benefit of SVM.
In this paper, we propose a two-stage SVM classification method by using reduced data set in each stage.
Clustering is an important technique for fast retrieval of relevant information from databases. The goal of clustering is to separate finite unlabeled items into a finite and discrete set of "natural" hidden data structures, such that items in the same cluster are more similar to each other and those in different clusters tend to be dissimilar, according to certain measure of similarity or proximity. A large number of clustering methods has been developed, e.g., squared error-based k-means [2] , fuzzy C-means [26] , kernel-base clustering [14] . However, for these clustering methods, the optimal number of clusters should be predefined which involves more computational cost than clustering itself [38] . In this paper, we select the cluster centers and data of mixlabeled clusters as training data for the first stage SVM, we believe these data are the most useful and representatives in a large data set for finding support vectors. However, our objective is to select representatives data from a large data set for training SVM, we do not take care of the optimal number of clusters. So we need to find clustering techniques in which this computation cost can be eliminated. Two fast data selection techniques, MEB and random selection, are introduced for this purpose in the next section.
However, are the selected data representatives enough? Note that, data of the clusters near the hyperplane are not used totally for training SVM we have only selected the cluster centers and mixed clusters. So, this may affect the classification precision, i.e., the obtained decision hyper-plane may not be precise enough. However, at least it gives us a reference on data distribution. To compensate this disadvantage, we train SVM again using the data near the hyper-plane obtained by the last SVM (we call it the first stage SVM), it is the second stage SVM.
By the sparse property of SVM, the data which are not support vectors will not contribute the optimal hyper-plane. The input data sets which are far away from the decision hyper-plane should be eliminated, meanwhile the data sets which are possibly support vectors should be used. According to above analysis, we make the following modification on the training data set of the first stage SVM.
1). Remove the data far from the hyper-plane from the training data set because they will not contribute to find the support vectors, 2). Keep the data of the mix-labeled clusters since they are more likely support vectors.
3). Additionally, we add the data of the clusters whose centers are support vectors of the first stage SVM.
In general, our approach consists of four steps which are shown in Figure 1 We firstly obtain clusters by using a clustering algorithm and the first stage SVM is applied on the data which are cluster centers or in the mixed clusters. Then, we remove the clusters whose centers are not support vectors from the original data set. For the remaining clusters, we apply the de-clustering technique, and use the data in these clusters to train the second stage SVM.
The experimental results show that the accuracy obtained by our approach is very close to classic SVM methods, while the training time is significantly shorter.
The rest of the paper is organized as follows. Section II introduces two new clustering methods. Section III explains the two-stage SVM classification. Performance and complexity analysis are given in Section IV. Section V shows our experiment results on four wellknown data sets, comparisons with other SVM based algorithms are made. Conclusion and discussion are given in Section VI.
Related work
To use clustering techniques before computing the classifier is an interesting strategy for large data sets problems. Although many methods for solving the optimization problem of SVM by clustering methods are available, we list here only some interesting techniques which can be used to train SVMs on a large data set, such as CB-SVM [39] , CB-SOCP [31] , CT-SVM [18] , and RS-MCS [7] . CB-SVM [39] applies a hierarchical micro-clustering that scans the entire data set only once, the proposed method scales well for large data sets and gives accuracies comparable to other SVM implementations. However CB-SVM the hierarchical micro-clustering employed is hight dependent of the dimension of the input data set and may not perform as well with high dimensional data sets.
CB-SOCP [31] presents a formulation for large data sets. Their authors assume that the class conditional densities of mixture data points can be modeled using mixture models. The algorithm uses BIRCH in order to estimate a second order statistics of the components. The proposed method is scalable for large data sets and the accuracies obtained using CB-SOCP are comparable to other SVM implementations. However CB-SOCP algorithm sampled the input data and is clear that if we sampling the input data we could hurt the training process of SVM, especially when the probability distribution of training and testing data were different [39] .
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Copyright: the authorsCT-SVM [18] applies reduction techniques by clustering analysis to find relevant support vectors in order to speed up the training process, the algorithm builds a hierarchical clustering tree for each class in the data set iteratively in several epochs. SVM is trained on the nodes of each tree. The support vectors of the classifier are used as prior knowledge which govern the tree growth. Only support vectors are allowed to grow, and non support vectors are stopped. This method is scalable for large data sets and the accuracies obtained are comparable to other SVM implementations. However the algorithm is susceptive to noisy and incomplete data sets.
RS-MCS [7] use mirror point pairs and a multiple classifier system to reduce the training time of a support vector machines. The authors developed a approach by K Means Clustering in order to selecting and combining a given number of member classifiers which takes into account accuracy and efficiency. The accuracies obtained using this algorithm is comparable to other SVM implementations. However this method works only with small and medium size data sets.
The main contribution of this paper is the demonstration that the speed of SVM can be increased by reducing drastically the input data set to SVM (which is crucial in large data sets). This has been done using two stages of SVM and by demonstrating its power in both speed and accuracy.
The first main advantage of this mechanism, when compared to other SVM implementations, is that this algorithm obtain support vectors from a first stage of SVM and use them in order to obtain all the data points near support vectors. The great advantage of this step is to remove most nonsupport vectors quickly and collect training sets for the next step.
Clustering algorithms
Clustering is an unsupervised classification method, it divides a data set into subsets (clusters), so that the patterns belonging to any one of the clusters are similar and the patterns of the different clusters are as dissimilar as possible. A large number of clustering methods have been developed, e.g., squared error-based k-means [2] , fuzzy C-means [26] , kernel-base clustering [14] . However, clustering algorithms are generally time consuming for large data sets. Clustering is not the final objective of this paper; we only use the cluster centers that are support vectors and data points enclosed on them as representative data set from original large data set, so that SVM could be applied. Therefore, the precision of clustering algorithm does not affect too much on our classification. What we need is a fast clustering algorithm which can give us a scheme of cluster distribution. In this section, we propose two new fast clustering algorithms, one is the minimum enclosing ball (MEB) clustering, the other is a random selection technique. We use them to partition the training data set and select data according to the partition result to train the first stage SVM. Both methods do not need to calculate the optimal number of clusters, so, they can be done in a short time.
Fuzzy C means clustering
Consider a finite set of elements
as being elements of the p dimensional Euclidian
The problem is to perform a partition of this data set into l fuzzy sets.
The criterion is usually to optimize an objective function. The final result of fuzzy clustering can be expressed by a partition matrix U such that , 
. So the fuzzy clustering can be formulated as an optimization problem: 
Minimum enclosing ball (MEB) clustering
The MEB problem can be dated back as early as in 1857, when Sylvester first investigated the smallest radius disk enclosing m points on the plane. It has found applications in diverse areas such as computer graphics (e.g., for collision detection, visibility culling), machine learning (e.g., similarity search), facility locations problems, shape fitting problems. In this paper, by ) 1 ( -approximation of MEB we propose MEB clustering approach. The running time of the new algorithm is linearly or near linearly dependent on the number of points and the dimension. MEB clustering proposed in this paper uses the concept of core-sets in [20] [3] . It is defined as follows. 
How to choose the user-defined r is a trade-off problem. If r is too small, there will be many groups at the end, their centers will be applied for the first-stage SVM. The data reduction is not good. Conversely, if r is too large, many objects that are not very similar may end up in the same cluster, some information will be lost.
In this practice, we use the following equation Now we consider a finite set of elements
. At first we randomly select the ball centers in the data set such that they can cover all range of the data. In most cases, there is no obvious way to select the optimal number of balls (clusters), .
l An estimate of l can be obtained from the data using cross-validation, for example, the v-fold cross-validation algorithm [4] can automatically determine the number of clusters in the data, but this procces can be very cost and determining the optimal number of custers may involve a conputational cost very high. For this algorithm, we firstly guess the number of MEB clustering is a process to partition the data set into l balls with a minimum radius that include all data. Now consider a simple MEB clustering case when the number of balls (or clusters) is three, i.e., 3 l , see Figure 2 . After randomly selecting three centers, we need to check if the three balls with radius r determined by (5) . If all data has been included in the balls, we end the clustering process, and the three balls are the three clusters. If not, we enlarge the radius to r ) 1 (
, and repeat to check again if all data are included into the new balls with new radius. In Figure 2 , A1, B1 and C1 are not included in the three small balls Ball_A, Ball_B and Ball_C. then we enlarge the radius to r ) 1 (
, and the new balls in dashed lines have already included them. But, A2, B2 and C2 are still outside of the new balls, so we need to enlarge again, and so on, until all data in X are inside the balls, i.e., The MEB clustering algorithm of sectioning l balls is as follows:
Step 1: Use the random sampling method (6) 
Two-stage SVM classifier
In our approach, the classification task is divided into two stages. The first stage SVM classification obtains an approximated hyperplane, then the data near by the hyperplane of the first stage SVM will be de-clustered, and be used as training data for the second stage SVM, so that a more precise classification can be obtained. Our classification can be summarized as 4 steps which are shown in Figure 1 . The following subsections will give a detailed explanation on each step.
Lists of items
After clustering, the obtained clusters can be classified into three types:
clusters with only positive labeled data, denoted by . In Figure 4 (b), the red centers belong to C , and the green centers belong to C . It is clear that the data in Figure   4 (b) are all cluster centers except the data in mixlabeled clusters A and B. Figure 5 (a) and (b) show the similar results of random selection. Note that the training data set via random selection is composed of only selected data without center and mix-labeled cluster identification process.
In fact, data selection in our two-stage classification can be based on any clustering result regardless of clustering algorithm. However, we only use MEB and random selection. The training task of SVM classification is to find the optimal hyperplane from the input X and the output Y , which maximize the margin between the classes. i.e., training SVM yields to find an optimal hyperplane or to solve the following quadratic programming problem (primal problem), Many solutions of (9) are 
The resulting classifier is Sequential minimal optimization (SMO) breaks the large QP problem into a series of smallest possible QP problems [27] . These small QP problems can be solved analytically, which avoids using a time-consuming numerical QP optimization as an inner loop. The memory required by SMO is linear in the training set size, which allows SMO to handle very large training sets [17] . A requirement in (9) enforced throughout the iterations and implies that the smallest number of multipliers can be optimized at each step is two. At each step SMO chooses two elements i and j to jointly optimize, it finds the optimal values for these two parameters while all others are fixed. The choice of the two points is determined by a heuristic algorithm, the optimization of the two multipliers is performed analytically. Experimentally the performance of SMO is very good, despite needing more iterations to converge. Each iteration uses few operations such that the algorithm exhibits an overall speedup. Besides convergence time, SMO has other important features, such as, it does not need to store the kernel matrix in memory, and it is fairly easy to implement [27] .
In the first stage classification, we use SVM with SMO algorithm to get the decision hyperplane 0 ,
with training data set 
De-clustering
Note that, the original data set is reduced significantly after data selection, and the training data set in the first stage SVM classification is only a small percentage of the original data. This may affect the classification precision, i.e., the obtained decision hyperplane cannot be precise enough. However, at least it gives us a reference on selecting training data for the second stage SVM. On the other hand, we like to make a classification using as many useful data as possible. But, some useful data has not been selected during the data selection stage. So, a natural idea is to recover those data which are near to the support vectors, and use the recovered data to train the second stage SVM.
By the sparse property of SVM, the data which are not support vectors do not contribute to the optimal hyperplane. The input data which are far away from the decision hyperplane can be eliminated, meanwhile the data sets which are possibly support vectors should be used. Therefore, we propose to recover the data into training data set by including the data in the clusters whose centers are support vectors of the first stage SVM, we call this process de-clustering. Thus, more original data near the hyperplane can be found through the de-clustering. Figure 4 (c) illustrates the declustering process via MEB and random selection.
Note that the data selected by random selection don´t belong to clusters, so we need to give a technique to make clusters for them. Here we propose to draw circles with certain radius by taking select data as centers, see Figure f5 (c). It is clear that how many data will be recovered depends on the radius selection and an extreme case is that all original data are recovered if the radius is large enough. We intend to recover a data set size near to the training data set size suitable for the SVM algorithm we are using. In this paper, we use the maxima margin of the first-stage SVM as the radius The de-clustering process not only overcomes the drawback that only small part of the original data near the support vectors are trained, but also helps to improve the accuracy since data near by the hyperplane are used efficiently in the second stage SVM.
The second stage SVM classification
Taking the recovered data as new training data set, we use again SVM classification with SMO algorithm to get the final decision hyperplane 0 ,
where 2 V is the index set of the support vectors in the second stage classification. Generally, the hyperplane (10) is close to the hyperplane (12) .
In the second stage SVM, the training data set is 
Performance analysis
In this Section, we show the space and time complexities. Is clear that without a decomposition method, is almost impossible for normal SVM to obtain the optimal hyperplane when the training data size n is huge. Is very difficult to analyze the complexity of SVM algorithm precisely. This operation involves multiplication of matrices of size n , which has complexity ) ( When n is large (large data sets), , i n m and , n l the memory spaces by (13) and (14) of our approach is much smaller than 2 
4
p n which is needed by a normal SVM classification
Algorithm complexity
The complexity of this algorithm can be approximated as follows. The complexity of the clustering of FCM is
where n is the number of input data, c is the number of clusters and p is the dimension of the data points. The approximate complexity of the two SVM training is
The total complexity of two stage classification via FCM is where l is the total number of cluster, i n is the number of the elements in the i th clusters whose centers are support vectors, m is the number of the elements in the mixed labeled clusters. The choice of l is very important to obtain fast convergence. When n is large, the cost for each iteration will be high, and a smaller l needs more iterations, hence, and will converge more slowly.
The complexity of the MEB clustering is ) ( Figure  7 shows the results on testing accuracy vs. training data size. Although the classification accuracy cannot be improved significantly when data size is very large, it does not get worse, and the testing accuracy is still acceptable. Table 2 shows the comparison results on training time and accuracy between our two-stage classification and some other SVM algorithms including SMO, simple SVM and LIBSVM. For example, to classify 1000 data, LIBSVM is the fastest, and SMO has the best accuracy, our two approaches are not better than them, although the time and accuracy are still acceptable.
However, to classify 49990 data, Simple SVM and SMO have no better accuracy than the others, but their training time is tremendous longer. Comparing to our two approaches, LIBSVM takes almost double training time of MEB two-stage, and almost 10 times of the time of RS two-stage, although it has the same accuracy as ours. This experiment implies that our approach has great advantage on large data sets since it can reach the same accuracy as the other algorithm can in a very short training time. Experiments were done using MEB two-stage, RS two-stage, SMO, LIBSVM and simple SVM. Table 3 shows our experiment results on different data size with MEB two-stage and RS two-stage. Table 4 shows the comparisons between our approach and other algorithms. Similarly to the conclusion of Example 2, our approach can reach the same accuracy as the others within a much shorter training time, while the data size is large. Table 4 . Training time and accuracy comparison between different algorithms on RNA sequence data set.
Conclusions and discussions
In this paper, we have presented a classification method which have applied reduction techniques in order to speed up the training time of SVM. In order to solve the trade-off problem between SVM classification accuracy and training time for large data sets, a two-stage SVM classification approach is proposed. To reduce SVM training time for large data sets, two fast clustering methods are introduced to select training data. From our experiments, we conclude our approach as following:
1. Our two stage classification approach is convenient for large data sets. But not good for small data sets since
