Abstract A hydraulic jump is a sudden transition from supercritical to subcritical flow. It is characterized by a highly turbulent roller region with a bubbly two-phase flow structure. The present study aims to estimate the void fraction in a hydraulic jump using a flow visualization technique. The assumption that the void fraction in a hydraulic jump could be estimated based on images' pixel intensity was first proposed by Mossa and Tolve (J Fluids Eng 120:160-165, 1998). While Mossa and Tolve (J Fluids Eng 120:160-165, 1998) obtained vertically averaged air concentration values along the hydraulic jump, herein we propose a new visualization technique that provides air concentration values in a vertical 2-D matrix covering the whole area of the jump roller. The results obtained are found to be consistent with new measurements using a dual-tip conductivity probe and show that the image processing procedure (IPP) can be a powerful tool to complement intrusive probe measurements. Advantages of the new IPP include the ability to determine instantaneous and average void fractions simultaneously at different locations along the hydraulic jump without perturbing the flow, although it is acknowledged that the results are likely to be more representative in the vicinity of sidewall than at the center of the flume.
Factors of m and n pi Pixel intensity defined as a single point in a gray scale image; pi = 0 for a black pixel and pi = 255 for a white pixel PI i;j , PI Horizontal distance between the gate and the jump toe (m)
Horizontal distance between the jump toe and the conductivity probe (m) x, y Horizontal and vertical coordinates (m) 
Introduction
A hydraulic jump is a rapid transition from supercritical to subcritical flow, which can be found in both natural and man-made open channel flows. It is characterized by the formation of a surface roller associated with air entrainment, turbulence, and energy dissipation. The water depth downstream of the jump can be predicted by the Bélanger equation based on the upstream depth and inflow Froude number defined as
, where U 1 is the upstream mean velocity, h 1 is the upstream water depth, and g is the acceleration due to gravity. Figure 1 shows a sketch with notation. The study of hydraulic jumps is a subject of utmost interest to engineers as energy dissipators as well as for self-aeration: for example, at dam spillways, riverine and coastal applications, water treatment works.
Despite the extensive literature on the macroscopic features of the hydraulic jump, many characteristics of its internal flow remain unanswered (Carvalho et al. 2008; Mccorquodale and Khalifa 1983) . Carvalho et al. (2008) argued that the highly variable mixture of air-water flow in hydraulic jumps in both space and time creates difficulties to laboratory measurements of flow properties inside strong hydraulic jumps (Fr 1 [ 5) . Using laser Doppler anemometry (LDA), Long et al. (1990) reported low rates of data acquisition whenever air bubbles were present, while Qingchao and Drewes (1994) found a scattered bubbles frequency distribution. Carvalho (2002) showed that acoustic Doppler velocimetry (ADV) becomes unstable in the presence of high air-water contents. Average flow velocity measurements using Prandtl-pitot, and instantaneous measurements using ADV, were reported, however, away from high air-water mixtures areas (Carvalho 2002) . Resch and Leutheusser (1972) reported successfully instantaneous flow velocity measurements using hot-film anemometer techniques.
Air concentration or void fraction is defined as the ratio of the volume of air to the volume of air and water in a small volume at a given point. Rajaratnam (1962) was one of the first to measure air concentration using electricresistive probes. Resch et al. (1974) used hot-film anemometry with conical probes to record void ratio and bubble size in a hydraulic jump, while Chanson (2007) and Chanson and Brattberg (2000) used single-tip and dual-tip conductivity probes. Murzyn et al. (2005) , Murzyn and Chanson (2008) and Chanson and Carosi (2007) used dualtip probe optical phase detection for measuring void fractions, bubble frequencies, and sizes. All previous studies shared in common the use of intrusive probes to determine void fraction, except for the work of Mossa and Tolve (1998) in which visualization techniques were used to indirectly estimate air concentration. Mossa and Tolve (1998) estimated vertical averaged air concentration along a hydraulic jump and compared their data with an empirical law based on Rajaratnam's (1962) experimental data. Their test results used ten snapshots taken from an interval of 1.5 s, where each snapshot was divided into six regularly spaced intervals to characterize the mean vertical values.
The aim of the present study is to estimate the instantaneous and time-averaged void fraction data in a hydraulic jump based upon a visualization technique. The experimental facility is presented in Sect. 2 along with instrumentation specifications (probe and camera) and flow conditions. Section 3 describes the image processing procedure. Section 4 compares and discusses the void fraction results with measurements using the dual-tip conductivity probes.
Experimental set-up and flow conditions
The experiments were carried out in a horizontal rectangular channel at the University of Queensland (UQ). The channel was 0.50 m wide, with 0.45 m deep, and 3.2 m long glass sidewalls. An upstream sluice gate controlled the formation of the hydraulic jump. The validation data set was collected using a dual-tip conductivity probe (sensor Ø 0.25 mm) manufactured at UQ, based on the principle of resistance difference between air and water. Further details Fig. 1 Definition sketch of a hydraulic jump, dual-tip conductivity probe, and image location on the channel and probes can be found in Chanson (2007) , Kucukali and Chanson (2008) , and Chachereau and Chanson (2011) . The data collected consisted of vertical profiles of void fraction sampled at 20 kHz for 45 s at different cross-sections along the hydraulic jump on the channel centerline. Each profile contained at least 25 points.
Some mere geometrical optical considerations show that, when a ray of light travels through a liquid, it does not change its direction and intensity. However, when it intercepts a transparent air bubble, the ray intensity drops along the incident direction because of three mechanisms: reflection, refraction, and diffraction (Davoust et al. 2002) . Our aim is to set-up the experiment similar to the one in the work of Mossa and Tolve (1998) in order to capture with a photographic camera the light changes induced by three mechanisms when air bubbles are present in the flow.
The image acquisition used a Pentax TM K-7 camera equipped with a Voigtlander TM Nokton 58 mm lens set for ISO-800, F-stop f/1.4 with less than 0.1% of distortion over the entire focal length, and camera frame rate of 5.2 frames per second (5.2 fps). Exposure time was set to 1/500 s and image dimensions to 3,072 9 2,048 pixels. The camera was switched to manual mode to keep the same light exposure throughout the image collection. A white piece of paper was installed in an area close to the hydraulic jump to check the consistency of the images' light exposure. The background was covered with black sheets to minimize reflection and prevent background lights to affect the camera readings. In addition, all tests were conducted with daylight uniform conditions, that is, within a short period of time to ensure diffused light and to guarantee that all images were taken with same light intensity.
Alike particle image velocimetry (PIV) or bubble image velocimetry (BIV) methods (Lennon and Hill 2006; Ryu et al. 2005) , the method proposed herein is not able to measure the component along the axis perpendicular to the camera. In aerated areas, only BIV (out of the two methods mentioned) can be applied and typically in the vicinity of the sidewalls. In this case, the bubbles velocity is tracked without a laser light illumination, while the error is minimized by limiting the depth of field (DOF). Bubbles outside the DOF are expected to have insignificant influence, because the intensity of the bubbles is much weaker than the ones inside the DOF (Ryu et al. 2005) . It is, however, acknowledged that BIV data might be adversely affected by sidewall effects. Furthermore (and alike BIV), the focal plane cannot be set at the channel centerline because of the shadow effect caused by the forefront air bubbles. Thus, the photographs were taken with the camera focal point set at 5 mm from the inner sidewall with a limited DOF of 20 mm; the conductivity probe measurements were taken on the channel centerline (CL) and not at 5 mm from the wall, in order to avoid errors in the measurements due to splashes near the sidewall (Kucukali and Chanson 2008) and possible enhancement/interference with the sidewall effects.
The experimental flow conditions are summarized in Table 1 , where the test number describes the experimental run, Q is the flow rate, Re is the Reynolds number, We is the Weber number, x 1 is the horizontal distance between the gate and the jump toe, and x -x 1 is the horizontal distance between the jump toe and the conductivity probe. The corresponding Reynolds numbers and Weber numbers (Table 1) were large enough to minimize scale effects and neglect surface tensions (Murzyn and Chanson 2008) . For all experiments, the inflow conditions were partially developed (d/h 1 \ 0.4) (Chachereau and Chanson 2011) .
Image processing procedure
The image processing aims to determine the instantaneous void fraction time series and time-averaged values in the hydraulic jump roller. Our hypothesis is that the void fractions can be estimated based on images' pixel intensity (pi). The image processing procedure consists of two algorithms written in Matlab: (1) Image Editing (IE) and (2) Pixel Intensity Matrix (PIM) algorithms. Both algorithms and subfunctions are run for all images.
The first algorithm is of uppermost importance because it allows the calibration of the image processing procedure (IPP) using the data collected with the dual-tip conductivity probes. Indeed, any technique using images as input must resort to a calibration algorithm to account for the subtleties of a particular site light exposure which might vary with the testing site location and facility. The second algorithm calculates the averaged pixel intensity matrix AvPI necessary for calculating the vertical profiles of timeaveraged void fraction (Fig. 1) . (Vorobel and Berehulyak 2006) to specific color enhancements (Sarode et al. 2008) . Earlier tests using the Pixel Intensity Matrix (PIM) algorithm in this experiment showed that it could not explain on its own the air concentration profiles recorded with the dual-tip conductivity probe. Hence, an algorithm was sought to enhance the images' contrast before calibration and validation. The Image Editing (IE) algorithm is built based upon concepts found in Fuzzy inference systems, such as membership functions, thresholding, and if-then rules as defined in Bezdek et al. (1999) . These functions enhance the image contrast by assigning a transformed value at every given pixel (i, j).
The black boards placed behind the experiment (described in previous section) generate images that display two distinct areas divided by the water surface: the area above the water surface where black pixels represent points with 100% of air concentration and the area below the water surface where gray pixels represent points with air concentration less than 100%. Because of the unsteady nature of the water surface, it is not possible to define a clear boundary between these two areas. In addition, given that a black pixel has a pixel intensity pi = 0 and a white pixel pi = 255, the Image Editing algorithm has to distinguish between the black pixel above the water surface (100% air) and a black pixel below the water surface (0% air).
The pixel intensity (pi) values are obtained by transforming the RGB images into gray scale images using a Photoshop TM built-in function. Each image is defined by a bi-dimensional matrix of pixel intensity, PI i;j , with values ranging from 0 to 255, (m 9 n) dimensions, and row and column defined by i and j indexes, respectively (Fig. 2) . Since the IE algorithm must distinguish the three mentioned areas (Fig. 2) , an if-then rule is constructed imposing a water surface lower (limSt) and upper (limS) limit. With these two limits, the three areas can be clearly identified as: (1) the area below the water surface identified by i C limSt, (2) the area above the water surface identified by i \ limS, and (3) the transitional area identified by limS B i \ limSt. The definition of the transitional area is air concentration=100% air concentration<100% air bubbles Fig. 2 Definition of the gray scale image areas: 1 above the water surface, 2 transitional area, and 3 below the water surface, according with the image row index i and for m = 960 and n = 800
justified by the complex air-water interface nature of the hydraulic jump discussed by Mouaze et al. (2005) , making impossible a clear definition of the water surface boundary (Misra et al. 2006; Murzyn and Chanson 2009 ). For the sake of clarity, we will first introduce the subfunction that deals with the area below the water surface (IE-step 1), followed by the subfunction defined for the area above the water surface (IE-step 2), and conclude with the subfunction for the transitional area (IE-step 3). Figure 3 illustrates the three steps in the IE algorithm corresponding to the three subfunctions in Eq. 1.
IE-step 1
In Fig. 2 , the dark gray areas below the water surface must have an air concentration close to 0, while lighter area must have values greater than 0. The main objective of the subfunction defined for the area below the water surface is to darken the areas with low pi while keeping the lighter areas, with higher pi, unchanged. This can be achieved with the use of the Fuzzy logic S function (Vorobel and Berehulyak 2006) . Equation 2 defines the Smf membership function:
In the literature, (a ? b)/2 is called the cross-over point, meaning that x values above it have membership greater than 0.5 and values below it have membership values less than 0.5. In Eq. 2, x ¼ PI i;j and the cross-over point equal the midpoint of the gray scale. Thus, the minimum and maximum limits become equal to a = 0 and b = 255, respectively. The Smf membership function varies between 0 and 1; therefore, in order to obtain the first edited image PI 1 i;j , one needs to multiply the Smf by the original image. This yields Eq. 3:
Because IE-step1 specifies the limits of the smf function, a segmentation-via-thresholding function is applied to the resulting image PI 1 i;j with the purpose of providing a calibration parameter to the IE algorithm. Eq. 4 defines the thresholding function:
where Ptr represents the first threshold value. Equation 5 then defines the final subfunction used for the area below the water surface.
IE-step 2
The area above the water level (Fig. 2) shows a top black area of 100% air concentration as well as air bubbles attached to the glass wall with very low pi (close to 0). Having in mind the hypothesis stated earlier, the IE algorithm needs first to alter the top black area pi to complete white and second to eliminate the (darker) air bubbles that remain attached to the wall in order to avoid an underprediction of the air concentration. This is done with a where these limits are changed to vary linearly between y 1 and y 2 , instead of having membership values limited between 0 and 1. Herein, y 2 is set to the gray scale maximum limit 255 (complete white) and y 1 is set to 180. y 1 is defined with a fixed value always greater than the pi of darker air bubbles. (A second calibration parameter of IE is only defined later with the introduction of two more segmentation-via-thresholding functions.) Hence, the transformed image can be directly obtained with Eq. 7:
To keep a smooth transition between the original image and the transformed image obtained in IE-step 1 PI 1 i;j , a third transformed image is required. Equation 8 defines the third transformed image. Thus, unlike Eq. 7, the image is now transformed as a function of the vertical coordinate (i), setting the values of a and b to 1 and limS, respectively:
Finally, two complementary segmentation-viathresholding functions are applied to the resulting images, with the purpose of providing a second calibration parameter to the IE algorithm by changing the weight of the two transformed images. Equations 9 and 10 define the two extra thresholding functions:
where Ptr2 represents the second threshold value. Equation 11 defines the final subfunction used for the area above the water surface:
IE-step 3
The transitional area is necessary for providing a gradual transition between the transformed images above and below the water surface while keeping the aim in IE-step 1, that is, darkening the areas with low pi value and keeping the lighter areas unchanged. Hence, we recover the subfunction used in IE-step 1 (left expression in Eq. 13) and the lmf membership function to apply a linear transition between the transformed images in IE-step 1 PI 
Pixel Intensity Matrix (PIM)
The Pixel Intensity Matrix (PIM) aim is to calculate the pixel intensity average matrix over time, used to predict the air concentration at any given point within each image PI f i;j . For the sake of simplicity, from this point onwards, these images will be referred to as PI. The PIM algorithm is defined by three steps: PIM-step 1 divides the image into smaller matrices, PIM-step 2 calculates the average Fig. 4 Definition of the three steps in the Pixel Intensity Matrix algorithm: PIM-step 1 (resize matrix with q = 20 and p = 10), PIM-step 2 (Calculate the average matrix), and PIM-step 3 (calculate the average matrix over time)
pixel intensity matrix for each image, and PIM-step 3 calculates the time average pixel intensity matrix. Figure 4 illustrates the three steps that will now be explained in more detail.
PIM-step 1
In this step, the transformed image obtained in the previous algorithm, that is, the PIa (m9n) matrix, is split into m/p times n/q smaller matrices, where p and q are integers and factors of m and n (Fig. 4 uppermost left image) . A new matrix RPI is formed made up of these smaller matrices with dimensions ðp Â qÞ ðm=pÂn=qÞ , such that RPIð:; :Þ i;j is the (i, j)th submatrix of RPI.
PIM-step 2
From each RPIð:; :Þ i;j matrix, an histogram of pixel intensity is obtained and the average occurrence is returned to an Average Matrix AvPI (Fig. 4 second image from left). The AvPI is an (p9q) matrix such that AvPI(i, j) is calculated as the average pixel intensity of the (i, j)th submatrix of RPI (Fig. 4 , third image from left). This procedure follows closely the work of Mossa and Tolve (1998) , where the average value is also retained from the pixel intensity histogram. However, whereas Mossa and Tolve (1998) averaged the pixel intensity over the entire vertical profiles, we retain herein both horizontal and vertical average values.
PIM-step 3
The last step calculates the time average matrix AvPIt. The AvPIt is a (p9q) matrix calculated as the time average pixel intensity of all AvPI matrices obtained in the previous step for a given test. The right image in Fig. 4 shows an example of that matrix. Each pixel intensity is represented in a gray scale by the color bar on the right and can be translated to a numerical value from 0 to 255. Hence, several vertical profiles of pixel intensity can now easily be retrieved as the columns in the AvPIt matrix. The next section will describe the application of the image processing procedure to a typical hydraulic jump for two different flow rates at 3 different locations and discuss the air concentration results obtained with the new procedure.
Test results and validation

Experimental facility
The tests were carried for two inflow Froude numbers, and the measurements were conducted at three different longitudinal locations (Table 1 ). The two cases provided six sets of data (referred to as tests). One was used for calibration and the other five for validation. A series of at least 60 images per test were taken, that is, a data collection period of approximately 11.0 s. 60 images represent six times more data than what is referred to in previous studies, for example, Mossa and Tolve (1998) (see Introduction). Thus, it is considered sufficient for characterizing the average values presented in the void fraction profiles. Nonetheless, if a more robust frequency analysis is sought, this number should be increased, and the use of high-speed video camera might be preferred to the use of high-shutter speed photographic camera. All images have been previously cropped to 800 9 960 pixel dimensions (size 200 9 240 mm) around the three locations where measurements with the dual-tip conductivity probe were taken.
To enable a valid comparison, the level of resolution in the PIM algorithm was set to have a similar sampling band height used by the probe (i.e., the number of points of each vertical profile). Thus, the factors p and q in PIM-step 1 were set to 10 and 20 pixels, respectively, resulting in a resolution grid with 80948 pixels (i.e., Dy 9 Dx the size of each RPIð:; :Þ i;j matrix). Smaller values of q had a similar profile, while larger values were (as expected) moving toward the averaging of the whole profile.
Although the tests were conducted with partially developed (PD) inflow conditions, the image processing procedure should be applicable regardless of the type of flow regime, given the similarities found in the literature between air concentration profiles (Takahashi and Ohtsu 2009).
Calibration
The image processing procedure was calibrated by selecting the vertical profile at x -x 1 = 0.15 m for Fr 1 = 4.4. Different values for the parameters (Ptr and Ptr2) in the IE algorithm were manually tested, until a good visual fit was obtained. In Fig. 3 , the effect of the algorithm on the images is clearly shown. The Smf function in Eq. 5 in IEstep1 is responsible for darkening the image, while Eq. 7 in IE-step 2 eliminates the air bubbles attached to the glass sidewall. Equations 8 and 12 provide the necessary smooth transition between the area above and below the water surface. As previously discussed, the location of the water surface is not straightforward; hence, a transition area was Table 2 Summary of the calibrated parameters used in the image processing procedure adopted with varying limits (limSt and limS) depending on the longitudinal location (x -x 1 ). Table 2 summarizes the calibration parameters with best fitting results.
Validation
To validate the image processing procedure, the vertical profiles of pixel intensity (AvPIt columns) are compared with the air concentration profiles measured with the conductivity probes. Figures 5 and 7 show the comparison for Fr = 4.4 and Fr = 5.1 at x -x 1 (m) = {0.15, 0.30, 0.45}. The vertical axis is the vertical elevation (mm), the top horizontal axis is the pixel intensity (pi), and the bottom horizontal axis is the air concentration (C). The horizontal axis limits have been changed according with the assumption that C can be estimated based on pi, such as a (a) (b) Fig. 6 Depth-averaged air concentration (a) and mean water surface level (b) for Fr = 4.4 (test T1.1-T1.3). Continuous measurements along the longitudinal direction of the hydraulic jump using the image processing procedure (doted line T1.1, dashed line T1.2, dash-dot line T1.3), local measurements using the dual-tip conductivity probes (Pr, triangle), and the image processing procedure (Ph, square) with error bars (confidence intervals 95%)
(c) Fig. 5 Vertical profiles of air concentration in hydraulic jumps using dual-tip conductivity probes (Pr), vertical profiles of pi with 95% confidence intervals (CI), and square root of correlation coefficient (R 2 ) obtained with AvPIt applying the image processing procedure (Ph) for Fr = 4.4: a Test T1.1, b test T1.2, c test T1.3 b pi equal to 255 provides a C equal to 1 (100%). All profiles show the 95% confidence intervals (CI) of the vertical profiles and the square root of the correlation coefficient (R 2 ). As discussed earlier, the image processing procedure was calibrated to fit the profile at x -x 1 = 0.15 m with Fr = 4.4; hence, the other five profiles serve the purpose of validating the calibration.
Figures 6 and 8 show the depth-averaged pixel intensity (pi) and depth-averaged air concentration (AvPIt average columns) as well as the water surface level for Fr = 4.4 and Fr = 5.1, respectively. In air-water flow, the average air concentration is conventionally defined by Eq. 14:
where Y 90 corresponds to the depth with air concentration equal to 90% (Chanson 1997; Wood 1991 ). While the water surface level was identified by an air concentration value of 0.90 in the profiles recorded with the conductivity probes, and the same location was identified by the equivalent pi = 230 = 255 9 0.90 in the profiles obtained in the image processing procedure. The value 230 was validated by comparing the two measured profiles shown in Figs. 6 and 8. The effect of changing this value will be discussed in the next subsection.
Time series results
Once the image processing procedure has been validated, it can be used to produce time series results of: complete vertical air concentration profiles, air concentration at specific depths, and surface water levels. Figures 9 and 10 present the time variations of the instantaneous readings collected at 5.2 fps for Fr 1 = 4.4 and x -x 1 = 0.15 m. Unlike the conductivity probe measurements, the visualization technique provides simultaneously the air concentration at different locations. It is, hence, possible to obtain complete instantaneous profiles of air concentration, as well as air concentration series, everywhere in the hydraulic jump as a function of x, y, or t. Figure 9 illustrates that advantage by plotting the isoclines of air concentration as a function of time.
The water surface was identified by linear interpolation of the vertical profiles of pixel intensity for the conventional value of 230. In Fig. 9 , the water surface is characterized by three lines, where the two outer lines are (a) (b) (c) Fig. 7 Vertical profiles of air concentration in hydraulic jumps using dual-tip conductivity probes (Pr), vertical profiles of pi with 95% confidence intervals (CI), and square root of correlation coefficient (R 2 ) obtained with AvPIt through the image processing procedure (Ph) for Fr = 5.1: a Test T2.1, b test T2.2, c test T2.3 b interpolated lines using a pixel intensity of 235 and 225. Little difference is seen between the three water surface lines. All lines follow a similar trend, and the difference between the lower and center line has an average of 1.3 pi and standard deviation of 0.7 pi, while the difference between the upper and center line has an average of 1.1 pi and SD of 0.5 pi.
Discussion
The underling hypothesis of the present technique is that concentration (C) is proportional to the image pixel intensity (pi). Both vertical profiles obtained using the conductivity probe and the image processing procedure (IPP) show two distinct regions in the hydraulic jumps, the turbulent shear region and the upper region, as previously indicated by other researchers (Chanson 2007; Murzyn et al. 2005) . While the turbulent shear region shows a steeper profile with lower air concentration (C), the upper region shows a shifting point where C shows a slight decrease before increasing drastically (Figs. 5, 7) . All profiles show a similar trend across the vertical range. The R 2 = 0.92 obtained with T1.1 data used for calibration of the IPP shows a marginally better fit than T1.2 and T1.3 both with R 2 = 0.88; and a lower fit than T2.2 and T2.3 with R 2 = 0.93 and R 2 = 0.95, respectively. The shifting point (referred to earlier) is well predicted by the IPP, although it does show a smoother transition than the conductivity probe data. This is identified by the lower R 2 values in the range of 20% \ C \ 40%. Nonetheless, outside that range, the conductivity probe and the IPP show a good agreement, particularly in the upper region.
The depth-averaged air concentration obtained with the IPP shows a good agreement with the conductivity probe measurements (Figs. 6, 8) . The earlier study of Mossa and Tolve (1998) obtained similar good correlation between those two parameters, but Mossa and Tolve did not obtained complete vertical profiles and relied on a theoretical expression for determining the average air concentration. The agreement between the present conductivity probe and IPP results for the mean water surface level shows some improvement with increasing distance from the jump toe. This could be explained by the decrease in water surface oscillations as the flow turbulence decreases and the more likely homogeneous nature of the air-water flow as the measurement location moves away from the jump toe.
Light exposure is a critical issue to the proposed visualization technique that needs to be addressed; otherwise, differences may arise by a particular site light exposure or by using a different set of photos in the same location. To overcome that practical issue, first a calibration of the IPP is applied to all images in order to account for a particular site light exposure, after black surfaces are placed at the back of the experiment to remove glass reflections (Fig. 2) , and finally the camera is switched to manual mode to assure the same light exposure in all images. The good overlapping of average air concentration in Figs. 6a and 8a (a) (b) Fig. 8 Depth-averaged air concentration (a) and mean water surface level (b) for Fr = 5.1 (test T2.1-T2.3). Continuous measurements along the longitudinal direction of the hydraulic jump using the image processing procedure (doted line T2.1, dashed line T2.2, dash-dot line T2.3), local measurements using the dual-tip conductivity probes (Pr, triangle), and the image processing procedure (Ph, square) with error bars (confidence intervals 95%) Fig. 9 Water surface level and pixel intensity/air concentration time series at different depths for Fr = 4.4 and for x -x 1 = 0.15 m, collected at 5.2 fps supports that the solution found is indeed effective in assuring equal light exposure.
The fact that the IPP measures close to the sidewall while the conductivity probe measures along the channel center line may contribute to some of the differences. Indeed, the readings obtained using the IPP are inevitably in the vicinity of the sidewall, and therefore, water depths at the center and at the channel sides will not coincide. On the other hand, changing the probe location to the same of the IPP readings cannot be accepted as a solution because it would stand to close to the side wall and inevitably interfere and enhance the sidewall effects. It is possible, nonetheless, to reduce that difference by using Eq. 7 to eliminate the air bubbles that remain attached to the glass wall that could cause an overestimation of the water depth (Fig. 3) . The good overlapping of average surface water depth in Figs. 6b and 8b gives strength that the solution found contributes toward the minimization of those differences.
The time series results are possibly a major outcome of the image processing procedure. The new procedure allows the simultaneous measurements of complete time series of vertical air concentration profiles (Fig. 10) at several locations along the hydraulic jump. Although not the aim of this paper, a frequency analysis is a possible application of this method that would benefit from time series results; in that case, the coupling of this procedure with the use of high-speed video cameras is strongly suggested to provide a high-resolution time series of concentration ( Fig. 9 ) (Chanson 2007) .
Conclusion
The results show that the proposed visualization technique can be a powerful tool to complement air-water flow data collected with intrusive probes. The assumption that the void fraction in a hydraulic jump can be estimated based on the pixel intensity was verified. The method can be calibrated to estimate void factions with minimum additional work. The image processing procedure provides the time series of vertical profiles of air concentration everywhere within the photo window and with respect to x, y, or t. Furthermore, being a non-intrusive method (unlike probe readings), the image processing procedure allows the gathering of simultaneous measurements at different locations along the hydraulic jump without affecting the flow.
Despite the solid agreement in terms of time-averaged water depth values, the vertical profiles of time-averaged air concentration are expected to be more representative in the vicinity of the glass wall than at the center of the flume. While sidewall effects might explain some differences between the results obtained with the image processing procedure and the intrusive probe readings, solutions to some practical issues related with light exposure are provided: first, the calibration of the image processing procedure can be used to minimize light exposure subtleties that are dependent on a specific site conditions (e.g., type of light and direction); second, light reflections on the glass can be minimized by providing black surfaces at the background; and third, the light exposure of the images can be kept constant by setting the camera to full manual control during the shooting sequence. Finally, it is expected that the bubbles outside the limited DOF have insignificant influence to the results because, despite all being imaged, their intensity is much weaker than the bubbles inside the DOF.
Future work will include the use of the image processing procedure coupled with high-speed video camera to perform frequency analysis covering the entire hydraulic jump. 
