Mathematical formulation of the compressive sensing (CS) detection and estimation algorithms
First we set up our mathematical model. Recall that there are N target bacteria of interest. Each microbial sample is characterized by a concentration vector x = [x 1 ,x 2 ,x 3 ,…,x N ] T containing the concentration x i of bacterium i. While the total number of target species N might be large, a typical contaminated or infected sample will contain only a few target species K with significant concentration. When N ≫ K, we say that the vector x is sparse. Experimental quantification of the amount of hybridization between the DNA of the microbial sample and M random probes produces the probe-binding vector y = [y 1 ,y 2 ,y 3 ,…,y M ] T containing the hybridization binding level y j of the sample to probe j. By predicting the hybridization binding level φ ij of probe i to bacterium j from the database of targets of interest, we can form the M × N hybridization affinity matrix Φ ( Fig. 1B and Fig. 2B ). We refer to column i of the matrix Φ by the column vector φ ij .
As we describe in Methods section, the probe-binding vector y will approximately form as a linear combination of the predicted hybridization affinities of the species in the reference genome database (the columns of the matrix Φ) weighted by their concentrations x, i.e., y = Φx + n (1)
Here the vector n accounts for noise and modeling errors.
Two key goals of UMD are to detect the presence and estimate the concentrations x of a potentially large number N of reference microbial genomes in a sample given only a small number M × N of probe-binding vector measurements y. Simply inverting the matrix Φ is impossible in this case, since it has many more columns than rows. Fortunately, it is reasonable to assume that only a small number K of microbial genomes will be present in a given sample, in which case the concentration vector x is sparse with K nonzero and N -K zero (or close to zero) entries; when K < M, one can hope to invert Φ to estimate the K nonzero concentrations (31 ). In order to apply the standard compressive sensing theory, the columns of Φ should satisfy the so-called Restricted Isometry Property (RIP). It has been shown that a matrix satisfies the RIP if its columns are sufficiently incoherent (26), i.e., when the largest normalized inner product between any two columns of Φ known as the coherence, is bounded above by a small constant. More specifically, it has been shown (32, 33) that µ<1/(2K-1) is a sufficient condition to exactly recover a K-sparse signal with only M = cKlog(N/K), where c is a small constant measurements in the noise-free scenario when n=0 .
In the presence of noise, the same sufficiency bound holds if the magnitudes of the non-zero elements of x are sufficiently large compared to the noise variance (34). When these conditions hold, we can both detect the presence of bacteria and estimate their concentration using standard CS signal recovery algorithms. In the UMD platform, both the hybridization matrix Φ and the sparse concentration vector x are non-negative. A more optimistic recovery bound has been proven to hold in this regime. In particular, an alternative notion of incoherence is defined (23) that improves the recovery guarantee. For an arbitrary matrix Φ, the one-sided coherence is defined as
It is shown (23) that, for a non-negative matrix Φ, if a nonnegative K-sparse solution exists such that ρ(PD) < 1/(2K-1), then the solution is unique and CS recovery algorithms can find it. Here D is defined as the column L 1 (sum)-normalized matrix of Φ, and P is the column mean subtraction operator (23). While the one-sided coherence recovery bound is based on the better-conditioned matrix PD, it remains pessimistic, and better recovery performance is typically achieved in practice. The concentration vector x is recovered from the measurement vector y via a sparsitypenalized optimization of the form Here ||x|| 0 , known as the L 0 -norm, counts the number of non-zero values in the vector x, and Φ estimates the noise standard deviation. While this optimization problem has exponential complexity, a variety of different greedy algorithms have been developed to solve it approximately. Orthogonal Matching Pursuit (OMP) (35) is an iterative greedy algorithm that, at each step, selects the column of Φ that is most correlated with a residual vector from the previous iteration. The primary advantages of OMP are its simplicity and fast convergence. Moreover, if the sparsity level K (the number of bacteria) is known, then the algorithm can use it as the stopping criterion. We can leverage the fact that both the hybridization affinity matrix Φ and the sparse concentration vector x are non-negative to improve the performance of OMP. We utilize the variant of OMP (23) that is adapted to recover non-negative sparse solutions from nonnegative sensing matrix Φ. Instead of directly working on Φ, this algorithm operates on the canonical matrix PD, where D is the column L 1 -norm normalized version of matrix Φ defined as: D = ΦW -1 , where W is an M × M diagonal matrix containing the column sums of the hybridization matrix Φ and P is the pre-conditioner matrix and can be chosen as any invertible N × N matrix. In the case of a positive matrix D, an efficient preconditioning can be obtained by subtracting the weighted mean of each column of D: PD = (1-(1-ε)E/N )D, where E is N × N matrix of ones, I is the identity matrix, and 0 < ε ≪ 1 is a weighing constant to make the P matrix invertible. Working with the preconditioned matrix PD does not change the solution of the problem (23); however, it significantly improves the OMP algorithm behavior and performance guarantees. This OMP algorithm variant is given in Alg. 1 (23): The temporary solution support:
We set the stopping criterion to T = 2 × 10 -1 for recovering the experimentally obtained hybridization affinity vectors in Fig. 3 and the numerically simulated hybridization affinity vector corrupted by modeling noise level in Fig. 4 . T = 7 × 10 -3 was selected to recover the simulated hybridization affinity vector corrupted by the experimental noise level simulations in Fig. 4 . In reporting the similarity of the experimentally measured hybridization affinity vectors in Fig. 3D , we have reported the similarity of measured hybridization affinity vector y in each experiment to the bacteria i in the dictionary as the inner product of the normalized affinity vector y / ||y|| 2 and the i th column of the normalized preconditioned matrix PD. The inner product is a unit-less number in the range [-1,1], where 1 indicates the highest similarity and -1 the lowest similarity.
Complete list of bacterial strains used in UMD simulations
To evaluate the UMD platform for genus level bacterial detection, we selected 40 species from 40 different genera that are listed among most commonly pathogenic to humans by the Center for Disease Control and Prevention (CDC) (24). The genome sequences of the following strains were obtained from the NCBI website: For species-level bacterial detection, the following 23 different strains from the Vibrio genus were selected to perform the simulations:
Vibrio anguillarum 775, S1 . Comparison of the sloppiness of random probes to other MBs. The predicted number of opened probes when the E. coli genome is exposed to a specific (in the same thermodynamic condition as the experiment) traditional molecular beacon (MB) (20), sloppy MB (19), and an MB created according to our random design rules. While the nucleotides in the loop were determined randomly, the percentage of opened beacons (hybridization affinity to E. coli) is substantially increased for the random probe MB, thanks to the choice of stem/loop length. fig. S10. Performance of UMD in identifying the composition of several complex samples. We simulate the number of required random probes M to identify the composition of complex bacterial samples with 100% accuracy using UMD. The complexity of each sample is measured by the number of present bacterial species K among a total of N = 1500 bacterial genera. To obtain each data point in the curve, we randomly selected K bacterial genera from the database and created a sample by mixing K sample species from each genera with equal concentrations. We used UMD to recover the composition of the mixture using random probes. We repeated this same experiment for 1000 trials and reported the minimum number of probes that recovered all 1000 mixtures accurately. UMD requires orders of magnitudes less number of random probes than the size of the database N (i.e., number of probes typically required by conventional methods) to recover complex samples containing mixtures of K species (with equal concentrations) among N = 1500 genera. Furthermore, number of required UMD probes closely (R 2 = 0.98) follows the number of probes predicted by the compressive sensing theory M = cKlog(N / K) with c = 2.94. table S1. The fitted parameters to the probes' characteristic curves. Characteristic curve parameters a, b, and n for five test random probes, and the associated curve fit performance criteria, R 2 , and root mean square error (RMSE) are tabulated. Parameters were fit to the following curve: FRET(c) = FRET0 + a / (1 + b (10 -6 -c) -n ) (22 
