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3D surface reconstruction has many applications in different domains such as projection
mapping, virtual reality, robot navigation, human computer interaction and manufacturing
inspection, to name a few. Among different methods of 3D reconstruction, structured light
is widely used as it is comparatively cheap and accessible and solves the main problem of
traditional stereo vision systems which is finding accurate pixel correspondences between
two or multiple views. Structured light techniques can be most fundamentally categorized
in terms of the number of projected images over time, whether a single image (single-
shot) or multiple images (multi-shot). Multi-shot structured light methods take advantage
of multiple images that are projected sequentially over time, allowing simple encoding /
decoding of projector pixel addresses. In contrast, single-shot structured light is preferred
in contexts of dynamically moving cameras, projectors or surfaces, and in scenarios where
short projection time is important.
In this thesis, a new framework for designing single-shot structured light images using
tag embedding, called Direct Block Address Encoding, is presented which, unlike previous
methods, results in efficient encoding, decoding and 3D reconstruction. Also, error detec-
tion and correction mechanisms are designed to detect pixel codewords with errors and find
their correspondences in the projector image. In addition, the relationship between differ-
ent design parameters (alphabet size, encoding Scheme, tag size, block size) are derived to
cover projectors with different resolutions.
Experimental results demonstrate that the proposed scheme is capable of obtaining
projector-camera pixel correspondences at higher speed in comparison with previous tag
embedding methods, allowing for learning screen geometry from a single shot with high
resolution projectors and dynamic cameras and projectors.The proposed Direct Block Ad-
dress Encoding scheme offers 2-3 times speed up for 3D reconstruction and 5-6 times speed
up for encoding/decoding stages due to not requiring a look-up table and/or an exhaustive
search, something not achieved with other methods.
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3D surface reconstruction techniques learn 3D geometry of surfaces widely used in a variety
of applications such as projection mapping [4], virtual reality [5] and industrial inspection
[6], to name a few. A taxonomy of different 3D reconstruction techniques are shown in
Figure 1.1 [5]. These techniques can be classified in to passive and active techniques,
where in passive methods no active illumination is used for 3D reconstruction. One of
the most popular methods in this category is stereo vision [7, 8]. As shown in Figure 1.1,
in this method, two or more cameras are used to capture images from a target surface
from different views. Then, pixel correspondences are obtained between these views and
by assuming that the physical properties of the cameras (principal point, focal length, etc)
and pose between the cameras are known, 3D reconstruction is performed using a process
called triangulation [9]. However, if the target surface does not have a rich surface, the
obtained pixel correspondences and 3D reconstructed surface will be inaccurate, therefore,
limiting the usage of stereo vision in certain scenarios.
On the other hand, active 3D reconstruction methods use a source of illumination to
perform 3D reconstruction. Two of the most widely used methods in this category are
Time-Of-Flight (TOF) [10] and structured light methods (Figure 1.1) [3]. TOF methods
illuminate the target surface with a laser and collect the reflected light from the target
surface. Then, the surface depth is calculated using the delay between the emission and
collection of light and speed of light in the environment [10].
Finally, structured light methods [5,6,11] solve the problem of obtaining accurate pixel
correspondences in stereo vision by replacing one of the cameras by a projector. A struc-
tured light system usually consists of a camera-projector pair. In this method, one or











Figure 1.1: Taxonomy of 3D reconstruction methods. Images from [1,2, 3]
Structured light images are designed such that they encode the location information of the
projector pixels (as code-words). After image projection, the camera captures images from
the illuminated surface. Then, by decoding the code-words in the camera image, pixel
correspondences are obtained between the camera and the projector, therefore solving the
problem of finding pixel correspondences for surfaces without rich texture. Finally, assum-
ing the calibration parameters are already obtained, 3D reconstruction is performed using
triangulation [5, 9].
The choice of the reconstruction method is dependent on the requirements of each
scenario. One of the important applications of 3D reconstruction is projection mapping.
Projection mapping is a projection technique, where videos are projected using projectors
on irregular objects in a way to make immersive visualizations [12]. Some examples of
projection mapping created by Christie Digital Systems are shown in Figure 1.2. In order
to create a good visualization, the 3D geometry of the target surface is required. Therefore,
using structured light is suitable since a projector is needed for projection mapping and at
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Figure 1.2: Application of projection mapping used by Christie Digital Systems in (a)
Lanzhou’s Yellow River Tower, China, (b) The Clock Tower, Guayaquil, Ecuador, (c)
Lotte World’s Magic Castle, South Korea and (d) Wolf-head projection mapping, Christie
Digital lab. Images taken from the Christie Digital Linked-in web page [13].
the same time the 3D geometry of the target surface is required. In this thesis, the focus
is on the application of 3D reconstruction in projection mapping and therefore, structured
light based methods.
As mentioned previously in this chapter, the focus in this thesis is on 3D reconstruc-
tion using structured light. Structured light methods can be most fundamentally cat-
egorized in terms of the number of projected images over time, whether a single im-
age (single-shot) or multiple images (multi-shot) [5, 6, 11]. Multi-shot structured light
methods take advantage of multiple images that are projected sequentially over time, al-
lowing simple encoding/decoding of projector pixel addresses [14, 15, 16, 17, 18]. In con-
trast, single-shot structured light is preferred in contexts of dynamically moving cam-
eras, projectors or surfaces, and in scenarios where short projection time is important
[19,20,21,22,23,24,25,26,27,28,29]. In principle, both techniques can be used for learning
3D screen geometry needed for projection mapping applications. In this thesis, the usage
of single-shot structured light for 3D reconstruction is studied. Among different types of
single-shot methods, tag embedding methods are widely used where tags with different
colors, shapes and/or texture properties are used to represent an encoded structured light
image [19, 20, 21, 22, 23, 25, 26, 27, 28, 29]. The objective of this thesis is to present a new
framework for single-shot 3D reconstruction using tag embedding which offers a high ro-
bustness to errors in tag classification as long as efficient encoding (structured light image
construction) and decoding (obtaining camera-projector pixel correspondences) in compar-
ison with previously proposed methods making it suitable for 3D reconstruction using high
resolution projectors.
The remainder of this thesis is structured as follows: First, in chapter 2, a review is pre-
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sented on structured light techniques. Then, in chapter 3, the thesis problem formulation
is presented. Chapter 4 discusses tag design for robust classification and chapters 5 and 6
present direct block address encoding, a new efficient method to preform 3D reconstruction
using single-shot structured light.
4
Chapter 2
Structured Light Literature Review
As mentioned in Chapter 1, the focus in this thesis is on 3D reconstruction using structured
light. First, in Section 2.1, it is explained what information is needed to perform 3D
reconstruction using a structured light system. Then, in Sections 2.2 and 2.3, a summary
on important structured light methods in the literature is presented.
2.1 3D reconstruction using structured light
Stereo vision [7, 8] and structured light [5, 6, 11] perform 3D reconstruction through the
same process of triangulation [5, 9]. In order to understand how triangulation works,
it is necessary to have an understanding of multi-view geometry. First, the process of
performing triangulation for stereo vision is explained. Then, the same concept is easily
extendable to a structured light system.
In stereo vision [7, 8], multiple cameras are used which capture images from different
views of the same scene as shown in Figure 2.1. For the sake of simplicity, the stereo vision
setup in Figure 2.1 is constrained to a camera pair. Given a pair of cameras C1 and C2,
the goal is to reconstruct the 3D geometry of a target surface in the scene, in other words,
the 3D coordinates of points on the surface. Assuming a point on the target surface with
coordinates p = (x, y, z) in the 3D world coordinate system where the origin of the world
coordinate system is denoted by O = (0, 0, 0) (usually the projection center, where all light
rays enter the camera, of one of the cameras). The goal of triangulation is to find p, the
location of the given point in the 3D world coordinate system. As shown in Figure 2.1, each
3D point like p has a projection on the image planes of cameras C1 and C2, which their
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Figure 2.1: An example of a stereo vision setup where two cameras, C1 and C2 view the
same curved surface (orange) from two different angles.
coordinates in C1 and C2 image planes are shown by (x
C1 , yC1) and (xC2 , yC2), respectively.
Any pair of pixel coordinates in C1 and C2 image planes like (x
C1 , yC1) and (xC2 , yC2) that
correspond to the same 3D point is called a pixel correspondence between C1 and C2.
Now, assuming that N pixel correspondences are obtained between C1 and C2, the set,
denoted by C, can be shown as:















k ) denotes the coordinates of the kth pixel correspondence
between C1 and C2 (k ∈ 1, 2, ..., N).
For each camera, a calibration matrix [9], K3×3, of size 3× 3 is defined which includes
parameters that are related to the physical properties of each camera, such as the principle
point, the focal length, aspect ratio and lens distortion parameters. As these parameters are
related to the physics of the camera, they are called the intrinsic parameters of the camera.
In contrast, the pose between cameras C1 and C2 give rise to the extrinsic parameters which
are defined by the rotation matrix, R4×4, and the translation matrix, T3×1, between C1 and
C2 [9]. The process of obtaining the intrinsic parameters of each camera and the extrinsic
parameters between a camera pair is called camera pair calibration [9, 30], and a camera
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Figure 2.2: An example of a 3D face represented as a point cloud [31].
pair for which their intrinsic and extrinsic parameters are known is called a calibrated
camera pair.
Based on triangulation [9], for the kth pair pixel correspondence between C1 and C2, the
3D coordinates of the point that Ck corresponds to, pk = (xk, yk, zk), can be obtained using
the camera calibration matrices, K1 and K2, and the rotation matrix, R, and translation
matrix, T , between C1 and C2. This process can be shown as:
pk = τ(K1, K2, R, T , Ck) (2.2)
where τ is the triangulation operator. By applying τ on all of pixel correspondences in C,
a set of 3D coordinates, P , can be obtained:
P = [(x1, y1, z1), (x2, y2, z2), ..., (xN , yN , zN)] = τ(K1, K2, R, T , C) (2.3)
Therefore, the output of triangulation is a set of 3D coordinates of the target surface
denoted by P . This set is also referred as the point cloud of the reconstructed surface which
is a good tool for visualizing the reconstruction result. An example of a 3D reconstructed
point cloud is shown in Figure 2.2.
In this section, the exact mathematical formulation of triangulation is not presented
since it is not the main focus in this thesis. One can find more details on triangulation in [9].
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Figure 2.3: An example of a structured light setup where one camera, C, and a projector,P ,
are used to reconstruct the target surface (orange). The projector projects one or multiple
structured light images and the camera captures images from the projected scene. The
correspondences are obtained by decoding the pixels from the camera and matching them
to the pixels in the projector space with the same code-word (in this case, the same
neighborhood of symbols).
The conclusion of Equation 2.3 is that by having the intrinsic and extrinsic parameters
of C1 and C2 and the set of pixel correspondences in the image planes of C1 and C2, 3D
reconstruction can be performed using triangulation.
One of the main drawbacks of using stereo vision systems is that finding pixel corre-
spondences between the cameras is not easy and subject to error if the target surface is
texture-less which is quite common [5]. In order to solve this problem, in structured light
systems [5,6,11], as shown in Figure 2.3, one of the cameras in Figure 2.1 is replaced by a
projector, P . In this new setup, the projector projects images (also called structured light
images) onto the target surface and the camera captures images from the projected scene.
If multiple images are projected onto the target surface, it is called multi-shot structured
light [14, 15,16,17,18] and if a single image is projected, it is called single-shot structured
light [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29]. The structured light images are designed such
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that information of projector pixel locations, (xP , yP ), are uniquely encoded (are given
code-words) in the images. As shown in Figure 2.3, the pixel in the structured light image
at location (xP , yP ) is projected onto the point p in the 3D world coordinate system. At
the same time, the camera projects this point to its image plane at location (xC , yC) by
capturing an image from the projected scene. (xP , yP ) and (xC , yC) correspond to the
same 3D point, therefore, this pair is called a camera-projector pixel correspondence.
After structured light image construction, the camera captures an image or a set of
images of the projected scene. Then, each pixel in the camera image is decoded (their
code-words are found) and, by matching them to the pixel in the projector space with
the same code-word, pixel correspondences between the projector and the camera can be
obtained. Assuming N pair of pixel correspondences are obtained between C and P , this
set of camera-projector pixel correspondences can be written similarly to Equation 2.1 as
C = [(xC1 , yC1 , xP1 , yP1 ), (xC2 , yC2 , xP2 , yP2 ), ..., (xCN , yCN , xPN , yPN)] (2.4)
Also, the intrinsic parameters for a camera-projector pair and the extrinsic parameters
of this pair can be defined. The process of obtaining these parameters for any camera-
projector pair is called camera-projector calibration [18,32,33,34]. Based on triangulation
and similar to Equation 2.3, 3D surface reconstruction can be performed using camera-
projector pixel correspondences and intrinsic and extrinsic parameters of C and P as
P = [(x1, y1, z1), (x1, y1, z1), ..., (xN , yN , zN)] = τ(KC , KP , R, T , C) (2.5)
where KC is the calibration matrix for the camera, KP is the projector calibration matrix
and the rest of the parameters are the same as defined in Equation 2.3.
Based on Equation 2.5, in order to perform 3D reconstruction using structured light, two
types of information are needed: The camera-projector calibration parameters including
the intrinsics and the extrinsics, and the pixel correspondences between the projector and
the camera. Several methods in the literature have been proposed to perform camera-
projector calibration. In this thesis, it is assumed that calibration is done beforehand
using one such calibration method [18, 32, 33, 34]. By having the calibration parameters,
the problem of performing 3D reconstruction using triangulation from Equation 2.5 boils
down to finding the camera-projector pixel correspondences. The process of obtaining pixel
correspondences using structured light is highly dependent on the method that is used to
encode projector pixel locations into structured light images. Therefore, structured light
image construction is of high importance and different methods have been proposed in the
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literature based on their approach to encode projector pixel locations and obtain camera-
projector pixel correspondences [14,15,16,17,18,21,22,23,24,25,26,27,28,29]. Structured
light methods can be most fundamentally categorized in terms of the number of projected
images over time, whether multiple images (multi-shot) [14,15,16,17,18] or a single image
(single-shot) [21, 22, 23, 24, 25, 26, 27, 28, 29] is projected. In the rest of this chapter, a
summary of each of these methods is presented.
2.2 Multi-shot structured light
Multi-shot methods [14, 15, 16, 17, 18], also known as temporal coding techniques, find the
pixel correspondences between the projector and the camera by sequentially projecting
multiple images over time on the target surface. These methods have the advantage of
reaching pixel level accuracy and dense 3D reconstruction, meaning that all of the pixel
locations in the projector space can be encoded uniquely using the sequence of structured
light images. However, these methods usually require a long projection time and are not
applicable to scenarios where moving cameras, projectors and surfaces are used. Different
multi-shot methods have been proposed based on how projector pixels are encoded. Some
of the most widely used multi-shot methods are based on simple binary coding [14] and
Gray coding [15]. In the following, a summary of each of these methods is presented.
2.2.1 Simple binary coded structured light
Given a projector with a resolution of N1×N2 pixels, in a simple binary coded structured
light method [14], the column and rows of each pixel location in the projector space is
encoded using simple binary coding where a set of Nc structured light images are used
to encode the column index of pixels and a set of Nr structured light images are used to
encode the row indices. For the sake of simplicity, the process of creating binary coded
structured light images for encoding column addresses is explained first. Then, the same
process is extendable to the rows.
In order to encode the projector column indices, each column address in the projector
space is encoded by converting the column addresses to their binary representations with
Nc digits. Then, the qth structured light image carries the value of the qth (q ∈ 1, 2, ..., Nc)
digit of the binary representation of each projector column index. In other words, each
column in the qth structured light image is white if the qth digit of the column index binary
representation is 1 and it is black if the qth digit of its index binary representation is 0.
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Figure 2.4: Illustration of (a) simple binary coded structured light, (b) Gray coded struc-
tured light. In this case N2 = 8 projector columns are encoded using Nc = dlog2N2e = 3
structured light images that are projected sequentially at times t1, t2 and t3.
The number of structured light images needed to encode N2 column indices in a binary
fashion is Nc = dlog2N2e.
Similarly, the row indices of the projector can be encoded using a sequence of Nr =
dlog2N1e structured light images in the same way. After creating the structured light
images, first, the set of Nc images that encode the column indices are projected sequentially
onto the target surface and camera images are captured from the projected scene. Then,
in the decoding stage, each pixel in each of the captured camera images from the projected
scene is classified as either black (0) or white (1), meaning that either it was projected
by a black or white projector pixel. This helps to obtain the code-word for each pixel
location in the camera and to find its corresponding column in the projector space. By
performing the same process for the rows, the pixel correspondences between the camera
and the projector can be obtained. An example of this method shown in Figure 2.4 (a).
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2.2.2 Gray coded structured light
A common problem while using simple binary coded structured light are errors that may
occur due to problems in camera sampling. In other words, the camera may not be able to
capture the transition in pixel intensity from black to white or vice-versa, causing errors
in obtaining the correct code-words for each projector row or column. In order to decrease
this error, the authors in [15, 18, 35], take inspiration of the well-known Gray coding in
communications theory [36], and use Gray codes instead of simple binary codes to encode
the projector column and row indices. An example of this is shown in Figure 2.4 (b). The
main advantage of Gray code is that each code-word is different from its previous and next
code-word only in one digit. Therefore, if there are errors due to camera-sampling, the
error in decoding will be constrained to one column or row which is not necessarily the
case for simple binary coded structured light [14].
2.3 Single-shot Structured light
Unlike multi-shot structured light methods [14,15,16,17,18], single-shot methods [21,23,24,
26,27,29,37,38] use a single structured light image in order to perform 3D reconstruction.
These methods have the advantage of having a short projection time, making it suitable for
scenarios where the target surface or the camera is moving. However, these methods [21,
23,24,26,27,29,37,38] usually encode a sparse set of pixel locations in the projector space,
resulting in sparser point clouds in comparison with multi-shot methods [14,15,16,17,18].
The location information of projector pixels can be encoded in different ways in one
structured light image. Based on this, different single-shot structured light methods have
been proposed in the literature [21,23,24,26,27,29,37,38] of which a summary of the most
important methods is presented in the following section.
2.3.1 Single-shot structured light using tag embedding
Single-shot structured light methods in [21,23,26,27,29,37,38] use a set of usually square
tags which have different colors or shapes that are embedded in the structured light image,
so that each tag and the tags in its neighborhood create a pattern (code-word) that is
unique in the entire structured light image. In particular, these methods have utilized
pseudo-random arrays for structured light image encoding [21, 23, 26, 27, 29, 37, 38]. A
pseudo-random array with an alphabet size of K, is an array which its element values can
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Figure 2.5: Example of creating a pseudo-random array using the brute force algorithm
in [21] where an alphabet size of K = 3 and block property of 3 × 3 is used. The matrix
elements are represented here by black dot, gray dot and hatched dot. Image from [21]
Figure 2.6: Structured light image construction using pseudo-random arrays. (a) An ex-
ample of a pseudo-random array with an alphabet size of 2 and window property of 2× 2.
(b) The tags used to create the structured light image. (c) The structured light image
based on the pseudo-random array of (a).
be between 0 to K − 1 and the array has a window property of w1 ×w2, meaning that all
overlapping blocks of size w1×w2 are unique in the entire array. Pseudo-random arrays can
be created using a brute force algorithm to ensure the uniqueness of overlapping blocks [21].
In order to give an understanding of this algorithm, an example is shown in Figure 2.5.
Assume that it is desired to create a pseudo-random array of size N̄1 × N̄2 = 5 × 7 with
an alphabet size of K = 3 and window property of w × w = 3 × 3. The algorithm starts
by creating an array of size N̄2 × N̄1 with empty elements which are shown by white dots.
Then, the top left of the array is filled with a random 3 × 3 window using the alphabet
shown by black dot, grey dot and hatched dots. Then, as shown in the top right section
of Figure 2.5, the next elements of the array are filled randomly. When a new 3× 3 block
is created, the new block is compared with the previously created blocks to ensure its
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Figure 2.7: Examples of structured light images created by utilizing pseudo-random arrays.
(a) A structured light image from [23] where an alphabet size of K = 3 binary tags and
a block property of 3 × 3 is used. (b) Structured light image [27] where an alphabet size
of K = 8 binary tags and a block property of 2× 2 is used. (c) Structured light image of
in [29] where an alphabet size of K = 6 colored tags and a block property of 3× 3 is used.
Zoom in for finer details.
uniqueness in the entire array. This is called the uniqueness test. If the block is unique,
then the algorithm proceeds with filling the next column. The algorithm terminates when
the creation of the pseudo-random array with the desired size is completed.
After creating a pseudo-random array with an alphabet size of K and a particular
window property, the structured light image is created using K different types of 2D tags,
which differ in their color or shape, by embedding the tags in the same order of the pseudo-
random array elements in the structured light image. An example of a pseudo-random array
with an alphabet size of K = 2 and a window property of w1 × w2 = 2 × 2 is shown in
Figure 2.6 (a). After creating this pseudo-random array, two tags, T0 and T1, as shown in
Figure 2.6 (b) are used to create the structured light image in Figure 2.6 (c).
After structured light image construction, the structured light image is projected onto
the target surface. Then, a camera image is captured from the projected scene. In the
decoding stage (obtaining pixel correspondences), the unique blocks of w1 × w2 tags are
detected in the camera image and matched to a block of tags in the structured light image
by performing a search in the structured light image. After matching blocks in the camera
and projector, different feature points can be extracted from the tags in the detected
blocks, both in the camera and projector image, in order to obtain camera-projector pixel
correspondences. For example, the center pixels of a pair of corresponding tags in the
camera and the projector can be chosen as camera-projector pixel correspondences.
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Several papers exist in the literature that use pseudo-random arrays in order to create
single-shot structured light images and perform 3D reconstruction [21,23,26,27,29,37,38].
For example, different papers have used different pseudo-random arrays with different
sizes and different alphabet sizes which vary in their shapes and colors. Some of these
structured light images that are created using pseudo-random arrays are shown in Figure
2.7. In terms of the extracted feature points, the methods in [21,23], use the center pixels
of tags as feature points for obtaining pixel correspondences, the authors in [27] use white
grids between the tags and design a grid detector which can detect the grid intersection in
the camera image and use them as feature points. Also [29] designed detectors to detect
the corners of the tags and use them as feature points. In summary, single-shot structured
light images based on tag embedding are widely used since they are robust to noise and
illumination conditions in the scene when reconstructing comparatively smooth surfaces.
2.4 Conclusion
In this chapter, a review on structured light was presented. More specifically, the require-
ments for performing 3D reconstruction using structured light was explained. A summary
of different structured light methods including multi-shot and single-shot methods was




At a high level, this thesis aims to present an efficient (with respect to memory and run
time) and robust 3D reconstruction (with respect to tag classification) technique based on
single-shot structured light that can be scaled-up to high resolution projectors and multi-
projector settings. As expressed by Equation 2.5, using triangulation [9], the set of 3D
coordinates of the target surface which is presented as a point cloud, P , can be obtained
using camera-projector calibration parameters and camera-projector pixel correspondences.
By the assumption that the calibration parameters of the projector and the camera (Kp, Kc)
and the extrinsic parameters (R, T ) are already obtained using one of the methods in
[18, 32, 33, 34], the problem of performing 3D reconstruction using structured light boils
down to finding the set of pixel correspondences between the projector and the camera, C.
As discussed in Section 2.3, single-shot structured light methods based on tag embed-
ding (Section 2.3.1) [21, 23, 26, 27, 29, 37, 38] are of high interest since they are compara-
tively robust to noise and illumination conditions in the scene and have a short projection
time. Therefore, the single-shot structured light method used in this thesis is restricted to
methods based on tag embedding. In this chapter, a detailed overview of tag embedding
methods [21, 23, 26, 27, 29, 37, 38] and related notations are presented. Then, the areas of
focus in this thesis are discussed that will be the topics in the subsequent chapters.
3.1 Overview of tag embedding methods
A detailed overview for the process of performing 3D reconstruction using tag embed-



























Figure 3.1: An overview block diagram of single-shot structured light using tag embedding.
The areas of focus in this thesis are highlighted in green. Tag design is discussed in Chapter
4. Structured light image construction and obtaining pixel correspondences is the topic of
Chapters 5 and 6.
generating a set of K different tags, also called the alphabet. Each tag, denoted by Tz
(z ∈ 0, 1, ..., K − 1), corresponds to its label, z and vice versa. Generally, these tags can
be binary (white and black) or have different colors as previously shown in Figure 2.7.
However, non-binary tags may not be robust to surface color and may cause problems in
tag detection and classification stages. Therefore, in this thesis, binary tags are used in
the process of single-shot structured light. After creating the tags, Tz, the structured light
image, IP , should be constructed. As mentioned in Section 2.3.1, the tags in the alphabet
should be embedded in the structured light image in a particular order so that each tag
and the tags in its neighborhood create unique patterns (code-word) that can eventually
help to find camera-projector pixel correspondences.
Assuming the structured light image, IP , has a resolution of N1 × N2 pixels which is
the same as the projector resolution, the structured light image is partitioned into N̄1× N̄2
cells as
Structured light image : IP =
 c0,0 · · · c0,N̄2−1... . . . ...
cN̄1−1,0 · · · cN̄1−1,N̄2−1
 (3.1)
where ci,j is the (ij)th cell. Then, to complete the structured light image construction,
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the tags in the alphabet, T , should be embedded in the cells. In order to determine which
tags from the alphabet should be embedded in each cell of IP , an array of size N̄1 × N̄2 is
defined as
Tag label array : ĪP =
 l̄0,0 · · · l̄0,N̄2−1... . . . ...
l̄N̄1−1,0 · · · l̄N̄1−1,N̄2−1
 (3.2)
where ĪP is the tag label array of size N̄1×N̄2 and l̄i,j denotes the label corresponding to the
embedded tag in ci,j from Equation 3.1. The tag label array determines the order in which
different types of tags are embedded in the structured light image, IP . The tag label array
should be designed in a way that each tag and tags in its neighborhood create a pattern
that it is unique in the entire array. For example, the methods in [21, 23, 26, 27, 29, 37, 38]
use the concept of pseudo-random arrays and uniqueness of sliding blocks (Section 2.3.1)
to create the tag label array. It is important to note that any method which ensures
uniqueness of patterns created by tag labels in ĪP , can be used for structured light image
construction and this is not restricted to pseudo-random arrays.
After creating ĪP and IP , the structured light image is projected onto the target surface
and a camera image, IC , is captured. The next step is tag detection. This is usually done
using a thresholding method and connected components analysis [27, 39]. The output of
this stage is a set of bounding boxes around each tag in IC . After detecting the tags in
the camera image, the tags are classified using a classifier. In other words, each detected
tag in the camera image is assigned a label. The classifier is usually trained offline using
a machine learning algorithm [27,40] and before starting the process of 3D reconstruction.
After tag classification, for each tag in the camera image and its neighborhood, a unique
code-word is identified and matched to the unique code-word in the structured light image
to find camera-projector pixel correspondences. Also, it is assumed that the camera and
the projector are calibrated offline, using one of the methods in [18, 32, 33, 34]. Finally,
3D reconstruction can be performed using the obtained pixel correspondences and the
camera-projector calibration parameters. An example of the explained pipeline is shown
in Figure 3.2 where a pseudo-random array is utilized to create the structured light image
and perform 3D reconstruction.
3.2 Thesis direction
The areas of focus in this thesis are shown in the green boxes of Figure 3.1. In the following
sections a summary of each these areas is presented.
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Figure 3.2: An example of different steps of performing 3D reconstruction using tag em-
bedding methods. In this case, a pseudo-random array is used to create the structured
light image. (a) Tag generation. An alphabet size of K = 8 binary tags is used. (b) A
sample of the constructed tag label array, ĪP . In this case, ĪP is a pseudo-random array
with an alphabet of K = 8 and window property of 3× 3. (c) Structured light image , IP ,
constructed by embedding the tags in cells using the tag label array. Each cell includes a
tag, a black margin and a white grid for tag separation as used in [27]. (d) A sample of
the captured camera image from the projected scene, IC . (e) Tag detection. The detected
tags are shown using yellow boxes around each detected tag (f) Tag classification. The
classification output which is the predicted label for each tag, is shown using red numbers
in each bounding box. (g) Block detection and obtaining pixel correspondences. A 3 × 3
block of tags is detected. The code-word of this block is easily obtained using the labels of
the tags in the block. The detected block is then matched to a block in the tag label array
to find its location in the structured light image. By continuing the same process for all of
the blocks in the camera image, camera-projector pixel correspondences can be obtained.
(h) Assuming that the calibration parameters of the camera and the projector are given,
3D reconstruction can be performed using triangulation.
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3.2.1 Tag design
As shown in Figure 3.1 and Figure 3.2, one important step in performing 3D reconstruc-
tion using tag embedding is tag classification. In order to obtain a set of accurate pixel
correspondences, it is necessary to have a high performing tag classifier. One important
factor that can affect the performance of tag classification is the choice of the tags used in
the structured light image. The tags should be as distinguishable as possible in the camera
image and under environment conditions like tag shear and blur in the camera image. As
shown in Figure 3.1, one area of study in this thesis is the process of binary tag generation.
Given an alphabet size of K and tag sizes of η × η pixels, it is investigated how steps for
automatically designing distinguishable binary tags are taken. This topic will be covered
in Chapter 4.
3.2.2 Encoding and decoding
The common practice for structured light methods using tag embedding is to utilize the
concept of pseudo-random arrays [21,23,26,27,29,37,38] as shown in Figure 3.2. However,
this can be computational and memory inefficient in terms of the encoding (structured
light image construction) and decoding (obtaining pixel correspondences) as the projector
resolution and number of embedded tags increase.
Regarding the encoding cost for pseudo-random arrays, as mentioned in Section 2.3.1,
pseudo-random arrays are created using a brute force algorithm [21]. The described al-
gorithm can be easily extended to other pseudo-random arrays for different N̄1 × N̄2, K
and w. The main computation cost for the described algorithm comes from the unique-
ness test when a new block is completed. The complexity of this uniqueness test for a
pseudo-random array of size N̄ × N̄ is O(N̄2) as mentioned in [41].
Also, regarding the decoding cost for methods based on pseudo-random arrays, as
mentioned previously in Section 2.3.1 and as shown in Figure 2.6 (g), in order to obtain the
pixel correspondences between the projector and the camera, blocks of size w × w should
be detected. After block detection, the code-word for each block is obtained using the
classification labels of the tags inside each block. Then, the correspondences are obtained
by matching each block code-word in the camera image to a block in the tag label array.
This is done by performing a search in the tag label array and comparing with the detected
blocks in the camera image. The complexity of this search for a pseudo-random array of
size N̄ × N̄ is also O(N̄2) as mentioned in [41]. However, one can use a Look-Up Table
(LUT) to store the block code-word locations in the tag label array. This will eliminate
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the search in the tag label array but at the cost of memory for storing all the possible
code-words which is dependent on the alphabet size, K, and block size w × w and has a
space complexity of O(Kw2) which may not be practical for all scenarios.
As the projector resolution, N1 × N2 increases, the number of the embedded tags,
N̄1 × N̄2, needed to cover the projector resolution and the required alphabet size, K,
increases. Therefore, the computation and memory requirements of using a pseudo-random
array for single-shot structured light in the encoding and decoding stages as mentioned
above, will increase further. In addition to efficiency, robustness is also a requirement of
the decoding scheme. In other words, errors can happen during tag classification and in
the absence of an error detection mechanism, detected blocks in the camera image may
incorrectly be matched to blocks in the structured light image, resulting in errors in camera-
projector pixel correspondences and 3D reconstruction. As shown in Figure 3.1, one point
of focus in this thesis will be on proposing a new method for encoding tag locations in the
structured light image with an error detection mechanism which results in a more efficient
and robust way of encoding, decoding and obtaining pixel correspondences, resulting in a
reduction of the computation cost in comparison with methods based on pseudo-random
arrays [21, 23, 26, 27, 29, 37, 38]. Also, the error detection mechanism makes the method
robust to tag misclassifications in the decoding stage. Details of the proposed method and
how to design single-shot structured light images using the proposed scheme is presented




As shown previously in Figures 3.1 and 3.2, in order to construct a structured light image
using tag embedding, we use binary (white/black) square tags where each tag represents a
label. Also, in order to obtain pixel correspondences between a projector and camera pair, it
is necessary to detect and classify the tags in the camera image. Therefore, for an accurate
reconstruction, it is important to have a comparatively high classification accuracy. The
lower the classification error, the higher the accuracy in pixel correspondences and 3D
reconstruction. Tag misclassifications are caused by degradation of the tags in the camera
image due to illumination conditions and blurriness coming from the camera and the
projector. Also, the tags may be skewed according to the geometry of the surface and
cause error during classification. As a result, having a classifier that can easily distinguish
between different types of tags is necessary. An example of tag degradation in the camera
image is shown in Figure 4.1.
One of the factors that is important to take into consideration, is the design of the used
tags themselves. By intuition, the tags should be fairly distinguishable for the classifier
to learn how to classify the tags with accuracy. Although the tags can be designed such
that they look distinguishable to the human eye, we would like to explore whether we
can objectively design a set of distinguishable binary tags for different alphabet sizes that
result in a comparatively high tag classification accuracy in the camera image. For this
purpose, first, the problem of tag design and concept of tag distinguishability needs to be
formulated.
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Figure 4.1: Blurriness and skewness observed in the camera image.
4.1 Tag design problem formulation
As shown earlier in Figure 3.2, tags are embedded in a set of cells in the structured light
image. These cells consist of three components: A square tag symbol made of white
and black pixel, a black margin, and a white grid which is used to separate the tags
[27]. The problem that we want to solve is to find the most K distinguishable tags ,
T = {T1, T2, ..., TK}, each of size η×η pixels. In the following, steps are taken to formulate
an optimization problem for finding the set of optimal tags. The number of the available
binary tags with size η × η pixels can be written as
NT = 2
η2 (4.1)
where NT is the number of the available tags. The problem is to take K symbols out of
NT available tags and find the most distinguishable set. The number of combinations of







where NC is the number of available combinations. In order to find the set of most dis-
tinguishable tags, we can use an optimization method to maximize the tag classification
accuracy as a function of the set of tags as
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Table 4.1: Values for the number of available tags, NT , and the number of available
combinations, NC , with different values of tag size, η, and alphabet size, K.
η NT NC
K = 3 K = 4 K = 6 K = 8
3 512 22238720 2.82e+09 2.43e+13 1.11e+17
4 65536 4.69e+13 7.69e+17 1.10e+26 8.44e+33




However, using the classification accuracy as the loss function for optimization is costly
and not a good choice since it is time consuming to project the tags on a target surface and
train a classifier for each set of tags. The ideal case is to define a loss function, L(T ), that
leads to less computation and does not require to project the tags on the target surface.
Also, the defined loss function should be monotonic with the actual classification accuracy.
In other words, we need a loss function that behaves similar to the classification accuracy,
so that it represents the behaviour of the actual tag classifier. Then, the optimization




By finding a set of tags that maximizes L(T ), the found set of tags should also result in
a maximum or near to maximum value for Accuracy(T ). Now, the main question remains
is how the loss function L(T ) can be defined which also represents the tag classification
accuracy? Intuitively, the effects seen in the camera image such as blurriness and shear
should be somehow taken into account while defining the loss function. In other words,
the defined loss function should quantify distinguishablity of tags under blur and shear.
In this study, we assume the tags are projected onto a smooth and planar surface, so that
tags are without any shear. We only take into account the blurriness added to the tags in
the camera image while defining the loss function.
In order to model the tag blurriness in the camera image, we use Gaussian blur which
is a popular method for adding blur to images. The Gaussian blur is added to a binary








where σ is the standard deviation of the Gaussian distribution and it determines the
level of blurriness added to the binary tags. We also define a standard deviation vector,
σ′ = [σ1, σ2, ..., σm], which includes a set of m standard deviations that are used to add
blurriness to the tags. Then, for a given set of K tags, T = {T1, T2, ..., TK}, blur is added
in each of the levels in σ′, resulting in a set of blurred tags for each blur level, denoted by
Tσ = {T1,σ, T2,σ, ..., TK,σ}. The idea is to use the distinguishability between blurred version
of tags as the criterion of distinguishability between tags. Therefore, for each level of
blurriness, σ ∈ [σ1, σ2, ..., σm], a distance matrix, Dσ, is defined which each of its elements
is the L1 distance between each pair of blurred tags. More specifically, this distance matrix
is defined as:
Dσ : dm,n =
{
N.A, if m = n
||Tσ,m − Tσ,n||, if m 6= n
(4.6)
where Dσ is of size K ×K and dm,n is the (m,n)th element of Dσ and is the L1 distance
between the mth and nth tag in the blurred set of tags, Tσ. In case m = n, the value of
the output is Not Assigned (N.A) because the distance between the same tags is not of
interest. By intuition, it is ideal that the elements of Dσ have high values and they should
be maximized to increase the distinguishabilty between tags in different blur levels. Hence,
we define the loss function such that it maximizes the minimum off-diagonal element of









By maximizing L(T ), the optimal or near optimal set of tags that are distinguishable based
on the defined criterion is obtained. However, an important and challenging remaining step
is to determine whether the defined loss function and the tag classification accuracy are
monotonic with respect to each other. In the next section, experiments are performed to
obtain optimal tags using the proposed loss function and then, it is checked if the proposed
loss function behaves the same way as the tag classifier.
4.2 Experiments
In order to test the proposed scheme, as an example we use a tag size of η × η = 6 × 6
pixels and an alphabet size of K = 8. As shown in Table 4.1, the number of available tags,
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Table 4.2: Values of available tags, NT , and available tag combinations, NC , for different
η and K after applying the connectivity and thickness constraints.
η NT NC
K = 3 K = 4 K = 6 K = 8
6 913 1.2642e+8 2.8762e+10 7.9130e+14 1.1612e+19
NT , and the possible combinations of tags, NC , is very high which some of them are of
interest. In order to overcome this problem, we first try to reduce the number of available
tags, NT , by applying constraints to the used tags. The constrains that we use are defined
as follows:
1. The white pixels in each of the tags should be connected to each other.
2. Each part of the tags with white pixels should have a thickness of two pixels. In other
words, we want to ensure that white pixels are thick to ensure good tag projections.
By applying these constraints, the values of available tags, NT , and available tag com-
binations, NC , can be updated as shown in Table 4.2. The next step is to optimize the
defined loss function, L(T ). One can naively perform an exhaustive search on all of the
tag combinations and calculate the optimum value. However, the very big number of the
available combinations as shown in table 4.2 makes it impractical for some scenarios to use
this solution. Also, the loss function, L(T ), is not continuous or differentiable. As a result,
one of the optimization methods that can be suitable for our problem is based on random
sampling for optimization [42,43,44]. In other words, in each iteration, a set of K tags are
randomly sampled and the value for the loss function, L(T ), is calculated. At the end of
the maximum iteration numbers (for example, 109 iterations), the set that has resulted in
the highest value for the loss function is taken as the optimization solution. By using this
approach, the optimal or near to optimal set of tags can be obtained. The result of this
optimization approach is shown in Figure 4.2.
Besides obtaining the set of tags using the optimization approach, we have to check
if the proposed loss function is monotonic with the tag classification accuracy. For this
purpose, we first choose a set of 40 tags from the available NT tags with size of 6 × 6
pixels. Then, these tags are projected onto three different flat surfaces (paper, wood and
metal) and camera images are captured from the projected scenes. An example of these
projections on three different surfaces is shown in Figure 4.3. Next, a set of K = 8 tags
are chosen for 100 times and for each set, the classification accuracy is found by training
Support Vector Machine (SVM) classifiers [45] on projected tags of the first surface and
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Figure 4.2: The set of tags obtained using the optimization approach and the proposed
loss function.
Figure 4.3: An example of the projected tags on three different flat surfaces: (a) Paper,
(b) Wood, and (c) Metal
testing the classifier on the two other surfaces. Also, the loss function in Equation 4.7 is
calculated for all of the same chosen 100 set of tags. Finally, the values for loss function,
L(T ) are plotted against the values of the tag classification accuracy, Accuracy(T ). The
result of this plotting is shown in Figure 4.4. It can be seen that the loss function and
the accuracy are not monotonic, an indication of the fact that the proposed loss function
can not be a representation of the tag classification accuracy. This also reveals the
challenge of finding a function that behaves in the same way as the classifier
does. It is worth noting that other configurations of defining the loss function was tested
which also did not result in a monotonic function with the classification accuracy.
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Figure 4.4: L(T ) vs. Accuracy(T ) for a set of 100 tags which each set includes K = 8 tags
with size of 6 × 6 pixels. The measurement of Accuracy(T ) is based on real images and
learned classifiers, whereas L(T ) is based on simulation/assumed loss function.
4.3 Conclusion
In this chapter, tag design for single-shot structured light image reconstruction was for-
mulated as an optimization problem. The most challenging part of this formulation is to
define a loss function that takes into account the effects seen in the camera image caused
by the projector, the target surface and the camera itself. In addition, the behaviour of
the classifier can also add to the challenge as it is not really known what the classifier is
learning and it is usually treated as a black box. In the following chapters, we empirically
choose the set of tags that result in a comparatively high tag classification accuracy.
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Chapter 5
Direct Block Address Encoding
As mentioned in Section 3.2.2, the use of pseudo-random arrays [21, 23, 26, 27, 29, 37, 38]
has a computation and memory cost in the encoding (structured light image construction)
and decoding (obtaining pixel correspondences) stages. In order to reduce this cost, a
new framework for single-shot 3D reconstruction based on tag embedding is proposed,
where the structured light image is partitioned into a number of non-overlapping blocks
that each represent a code-word for directly encoding the block column and row addresses
resulting in an efficient computation for both constructing the structured light images and
obtaining the projector-camera pixel correspondences. As will be shown, unlike previous
methods [21,23,26,27,29,37,38], the proposed scheme requires no additional search cost in
the the projector space nor the storing of any Look Up Table (LUT), leading to reductions
in computational complexity and storage requirements, particularly attractive for very high
resolution displays.
5.1 Methodology
An overview of the proposed scheme is shown in Figure 5.1. It is assumed that a set of
K distinguishable binary tags, T , is given. The proposed method simplifies the structured
light image construction and decoding schemes by proposing to partition the structured
light image, IP , and the tag label array, ĪP , into a number of unique non-overlapping
blocks (Figure 5.1 (a) to (c)) as opposed to methods based on pseudo-random arrays
[21,23,26,27,29,37,38] where uniqueness of overlapping blocks are used. More specifically,
the structured light image is partitioned into N̂1 × N̂2 unique blocks as:
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Figure 5.1: Example of different steps of performing 3D reconstruction using direct block
address encoding. (a) Tag generation: An alphabet size of K = 8 binary tags of size η× η
pixels is used. (b) A sample of the constructed tag label array, ĪP , which consists of 3× 3
non-overlapping blocks where a marker tag (label 7) is in the middle of each block. The
surrounding elements are used to encode the row and column indices of each block. Red
and orange rectangles indicate encoded row and column indices in each block (c) Structured
light image, IP , constructed using the tag label array by embedding the tags in cells of
size p× p pixels. (d) A sample of the captured camera image from the projected scene, IC .
(e) Tag detection: The detected tags are shown using yellow boxes around each detected
tag (f) Tag classification: The classification output which is the predicted label for each
tag, is shown using red numbers in each bounding box. (g) Block detection and obtaining
pixel correspondences. A 3 × 3 block of tags is detected (in red). The code-word and
address of this block is easily obtained using the labels of the tags in the block. The pixel
correspondences are obtained directly using the row and column index and there is no need
for a search or using an LUT as opposed to pseudo-random methods (h) Assuming that the
camera and projector are calibrated, 3D reconstruction is performed using triangulation.
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IP =
 B0,0 · · · B0,N̂2−1... . . . ...
BN̂1−1,0 · · · BN̂1−1,N̂2−1
 (5.1)
where Bı, is the ıth block in the structured light image, ı ∈ 0, 1, ..., N̂1,  ∈ 0, 1, ..., N̂2 and
each block includes w × w tags. As a result, the number of embedded tags in the vertical
direction, N̄1, is equal to N̄1 = wN̂1. Similarly, N̄2 = wN̂2.
In addition, the number of blocks that can be embedded in the vertical direction inside
the structured light image is a function of the projector resolution N1 ×N2, cell size (tag







The same can be written for the number of the blocks in the horizontal direction, N̂2. As a
result of Equation 5.1, the tag label array which includes tag label orders in the structured
light image, ĪP , is an array of size N̄1× N̄2 which consists of N̂1× N̂2 blocks of size w×w.
This can be written as:
ĪP =
 B̄0,0 · · · B̄0,N̂2−1... . . . ...
B̄N̂1−1,0 · · · B̄N̂1−1,N̂2−1
 (5.3)
where B̄ı, is the ıth block in the tag label array of size w×w. Each block in the tag label
array, B̄ı,, is obtained by encoding the block indices, ı and , in each block. Therefore, the
proposed method is called direct block address encoding. In the following section, it will
be explained how each block is obtained that will also allow encoding the block indices, ı
and , into a unique matrix representation.
5.1.1 Block construction
For each pair of projector block indices (ı, ) in the structured light image, IP , the proposed
method uses w × w tags in that block, Bı,, to encode the block indices. For this purpose,
first one tag type is embedded in the middle of every block that is unique, a so-called
marker tag, in order to know the origin for each block in the camera image (Figure 5.1 (b)
and (c)).
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The remaining w2 − 1 tag locations and the remaining K − 1 tag types will then be
used to encode the ıth block indices and their associated error detection digits. The
inclusion of error detection is motivated by challenges affecting the captured imagery, such
as illumination conditions, surface geometry, and/or camera blurriness that may cause tag
misclassifications and error in obtaining pixel-correspondences. Several encoding schemes
exist in the literature that can be used for adding error detection digits [36]. In principle,
one block index, (ı, ), could be coded jointly in all w2 − 1 digits (a codeword of length
w2−1 digits), however, it is simplest to consider coding each of ı,  individually, each using
(w2 − 1)/2 digits.
Let the number of digits in base K− 1 for address encoding per block in each direction
be d, and their corresponding number of control digits per block be n ≤ d. As a result, one
can relate the number of tags in each block, and number of encoding and control digits as
follows:
2(d+ n) + 1 = w2 (5.4)
The column and row indices, ı , can be encoded by converting the indices into base K− 1
with d digits and by adding n control digits for the purpose of error detection. Now, the
code-word of the ıth block, cı,, can be generated as follows:
cı, =[DK−1(ı),ΩK−1(ı), k
∗, DK−1(),ΩK−1()] (5.5)
where cı, is a column vector of size w
2×1, 0 ≤ ı,≤ N̂1−1, 0 ≤  ≤ N̂2−1, as well as Da(b)
is a function that converts a number, b, from base 10 to base a with d digits, Ω(·) is an error
detection function, and k∗ is the digit corresponding to the marker tag for reconstructing
the partitioned blocks. Next, the labels within the ı, th block in ĪP in Equation (5.3), B̄ı,,
are obtained by representing cı, in a w
2 matrix format. By continuing this process for each
block address, the construction of the tag label array, ĪP , and the structured light image,
IP , using direct block address encoding is completed. As the proposed method encodes
the block addresses directly, there is no need for a uniqueness test as it is required for
methods based on pseudo-random arrays [21,23,26,27,29,37,38] (Section 3.2.2), resulting
in a significant reduction of computation for the encoding stage (structured light image
construction).
5.1.2 Projector Address Encoding
As mentioned previously in Section 5.1.1, due to the challenges affecting the camera im-
age, such as difficult illumination conditions, surface geometry and/or camera blurriness,
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Repetition code Codeword
Check digit calculation Codeword
Block
Block
Figure 5.2: A numerical example for block address encoding using K = 9 tags, at  = 10
and ı = 6. In this figure, two solutions have been used for encoding the block indices: (a)
Repetition code and, (b) Check digit.
errors can occur during tag classification, and thus in the pixel correspondences and 3D
reconstruction stages [21]. Therefore, adding error detection capabilities is necessary for
an accurate reconstruction. Different encoding schemes can be used to encode the column
and row indices. The choice of the encoding scheme affects the number of address and
control digits, d and n. In this section, some encoding methods are introduced that can
be used for direct block address encoding.
One-time Repetition Code
This address encoder simply repeats one time the address digits, D, to create redundant
control digits, Ω. Therefore, d = n [36, 46]. This encoder can be defined as:
ΩK−1(ı) = DK−1(ı) (5.6)
In the decoding stage, if any of the control digits is different from its corresponding address
digit, an error is detected. An example of block address encoding using one time repetition
code is shown in Figure 5.2 (a).
33
Also, as an extension to the introduced repetition code, one can use this type of coding
with a location offset for more robustness to tag miscalssifications. As the repetition code
repeats the tags in the block, in case the classifier has a local error in classifying one
particular type of tag, it is possible that the decoder will be unable to detect the errors
that will result in incorrect correspondences. In other words, first, the codeword is created
as the same way expressed in Figure 5.2 (a) and then, a circular location offset is added to
each element of the codeword (except for the marker tag). For example, for the 3rd element
of the codeword is added by 2 and then reduced by K to prevent codeword elements exceed
K − 1. In the decoding stage, the offset can be calculated based on the tag location in the
camera block. Then, Equation 5.6 can be used to check if errors in classification exist or
not.
Check Digit
Let us assume that the alphabet size, including the marker tag, for constructing the encoded
blocks of the structured light image is K. Therefore K−1 different tags remain for encoding
the block addresses in each direction. The check digit add one or more digits from 0 to K−1
to a given encoded address in order to detect errors if a predetermined relation between the
message digits, also called the check equation, is satisfied or not [47, 48]. Several versions
of check digit schemes have been proposed with different check equations [47, 48]. As an
example, one method is to calculate the check digit as the modulo K−1 of the summation
of message digits as [47]:
ΩK−1(ı) = mod(
∑
DK−1(ı), K − 1) (5.7)
where mod(a, b) is an operator that returns the remainder of dividing a by b. Then, in the
decoding stage the digits of the received message are checked to see if they satisfy Equation
5.7. An example of address encoding using the scheme in Equation 5.7 is shown in Figure
5.2 (b).
5.1.3 Choice of K
Until now, the values of the alphabet size, K, cell size in pixels, p×p, were chosen somewhat
arbitrarily. However, for a given projector with a resolution of N1 ×N2 pixels, we wish to
fill the projector space with as many blocks as possible. In order to fulfill this requirement
using block address encoding, the number of available encoding addresses in the direction
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of the larger projector image dimension, normally the x direction (N2), needs to be at least
as large as the number of block addresses in that direction, thus:
(K − 1)d︸ ︷︷ ︸
Maximum No. of Encoding Addresses
≥ N2
wp︸︷︷︸
No. of Projector Blocks
(5.8)
where d is the number of available digits to encode blocks in the x-direction, which is








where d·e is the ceiling operator. Kmin determines a lower bound on the required alphabet
size to cover the projector space; clearly Equation (5.9) can be used to find K for different
projector resolutions, cell sizes and window sizes.
5.1.4 Projector-Camera Pixel Correspondences
After generating the structured light image, IP , using direct block address encoding, the
image is projected onto a target surface and a corresponding image, IC , is captured by a
camera as shown in Figure 5.1 (d). Given IC , the goal is to obtain the pixel correspondences
as shown in Figure 2.3 between the projector and camera.
The first step in this process is to detect and recognize the tags in the camera image,
where global thresholding and connected component analysis can be used for tag detection
(Figure 5.1 (e)) and multiple class support vector machine (SVM) as used in [38] for tag
recognition (Figure 5.1 (e)), respectively. Next, the non-overlapping blocks in the camera
image, B
′
ı̃,̃, which are unique can be recovered from IC by first attempting to identify the
marker tags (Figure 5.1 (g)), and then sampling a window of size w × w centered around
each marker tag. After finding each block, its code-word is reconstructed and if no error is
detected, it is decoded to obtain the predicted block indices, ı̃, ̃. By obtaining the decoded
block address, (̃ı, ̃), the location of the block is obtained in the projector image and pixel
correspondences between the matching tags can be obtained.
As a result, unlike existing pseudo-random array based methods [21,23,26,27,29,37,38],
the proposed direct block address encoding here requires neither any additional search in
the projector space nor any sort of LUT, and the pixel correspondences are obtained directly
once the code-words in the camera captured image are decoded which is a significant
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computation and required memory reduction in comparison with methods based on pseudo-
random arrays which was explained in Section 3.2.2.
5.2 Experimental Results
The choice of different parameters such as tag size, cell size, block size, alphabet size
and encoding scheme has a direct effect on the overall structured light reconstruction
performance. The ideal case is to have many pixel correspondences (smaller tag size), an
easier classification task (smaller alphabet size), an encoding scheme which is robust to tag
misclassifications, and a fast run time. However, there is a trade-off in choosing the design
parameters to meet these goals.
In this section, experiments for single-shot image construction are presented using dif-
ferent encoding schemes introduced in Section 5.1.2, projector resolutions, tag sizes and
block sizes. The encoding schemes are compared in terms of the minimum required al-
phabet size, error detection rate and the run time. In the second part of the experi-
ments, 3D reconstruction is performed using the proposed direct block address encoding
scheme. Finally, the proposed scheme is compared to methods based on pseudo-random
arrays [21,23,26,27,29,37].
5.2.1 Comparing Address Encoding Schemes
Minimum Alphabet Size
In this section, the efficiency of different encoding schemes, Repetition Code (RC) as
shown in Figure 5.2 (a) and Check Digit (CD) as shown in Figure 5.2 (c), in terms of
the minimum alphabet size is assessed. This is important because an encoding scheme
that requires a low alphabet size will have less uncertainty in the tag classification step.
Equation 5.9 determines that the minimum alphabet size, Kmin, is a function of the cell
size p, projector resolution in bigger dimension N2, block size in terms of number of tags,
w, and the number of digits used for block address encoding, d, which is a function of
the used encoding scheme. Based on Equation 5.4, d can be expressed in terms of w and
n as d = (w
2−1
2
− n). For RC, n = w2−1
4
and for CD, n = 1, where n is the number of
added control digits. From Equations 5.4 and 5.9, the minimum alphabet size, Kmin, can
be derived as:
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Table 5.1: Comparing the number of blocks, minimum alphabet size (K), and the encoding
and decoding times for Check Digit (CD) and Repetition Code (RC) schemes at different
projector resolutions, block and cell sizes, where the best is denoted by bold.
Projector
Resolution
Block Size Tag Size Cell size Block num. Kmin as defined in (5.9) Encoding Time (s) Decoding Time (s)




6× 6 12× 12 22× 35 5 7 0.056 0.051 0.051 0.051
12× 12 24× 24 11× 17 4 6 0.034 0.030 0.026 0.028
5× 5
6× 6 12× 12 13× 21 3 3 0.064 0.044 0.048 0.041
12× 12 24× 24 6× 10 3 3 0.030 0.025 0.023 0.023
4k (2160× 4096)
3× 3
6× 6 12× 12 60× 113 6 12 0.212 0.175 0.212 0.194
12× 12 24× 24 30× 56 5 9 0.085 0.078 0.078 0.079
5× 5
6× 6 12× 12 36× 68 3 4 0.194 0.159 0.168 0.168
12× 12 24× 24 18× 34 3 3 0.083 0.072 0.066 0.067
8k (4320× 7680)
3× 3
6× 6 12× 12 120× 213 7 16 0.635 0.547 0.671 0.653
12× 12 24× 24 60× 106 6 12 0.212 0.168 0.194 0.194
5× 5
6× 6 12× 12 72× 128 3 4 0.688 0.547 0.741 0.653










In order to assess the efficiency of different encoding schemes, Equation 5.10 is used to
obtain Kmin for the two encoding schemes discussed in Section 5.1.2 at three projector
resolutions (WXGA, 4K, 8K), two tag sizes (6 × 6 and 12 ×12 pixels), two cell sizes
(12×12 and 24 ×24 pixels), and two block sizes (3×3 and 5×5). As can be seen in Table
5.1, CD offers the lowest minimum alphabet size. In addition, these two encoding schemes
allow reducing the required alphabets when a larger block size is selected.
Running Time
We also compare the run time of encoding and decoding stages for each encoding scheme.
For this purpose, tag label arrays (Equation 5.3) are created for different encoding schemes
(RC and CD), projector resolutions, block sizes and tag sizes. The average time (1000
iterations) to construct the tag label arrays is reported as encoding time in Table 5.1. In
addition, for each of the cases in Table 5.1, the average time to decode the codewords of
the blocks in the tag label arrays and obtain the block addresses is measured and reported
as the decoding time.
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Table 5.2: Error Detection Rate (EDR) for the Repetition Code (RC) snd Check Digit (CD)
method in the presence of ξ random number of errors per block for a WXGA projector,
where alphabet size K = 7, cell size p = 12, tag size η = 6, block size n̂ = 3 is used and
the number of blocks is equal to N̂1 × N̂2 = 22× 35. Note that RC detects all blocks with
odd number of errors.
EDR
ξ 1 2 3 4 5 6 7 8
RC 1.000 0.956 1.000 0.999 1.000 0.998 1.000 1.000
CD 1.000 0.778 0.889 0.978 0.963 0.9258 0.9424 1.000
As shown in Table 5.1, generally RC provides the best encoding/decoding run time.
However, the difference between the two schemes (CD and RC) is small such that both are
plausible to be used in fast implementations.
Error Detection Rate
In this section, we compare the error detection capability of the presented block address
encoding schemes. For this experiment, we create tag label arrays for each of the two
mentioned encoding methods (CD and RC) using a projector of resolution 800 × 1280
pixels (WXGA projector), blocks of 3× 3 cells, each cell of 12× 12 pixels including tags of
size 6×6 pixels, and for an alphabet size of K = 7. In this case, the tag label array consists
of 22× 35 blocks. Assuming the middle tag is classified correctly, tag misclassification can
occur in each of the eight tags in the neighborhood of the marker tag. Therefore, for this
experiment, for each block in the tag label array and number of possible misclassifications,
random errors are added at random locations for 1000 times. Next, the average Error
Detection Rate (EDR) is calculated as the ratio of the number of detected errors to the
total number errors added.
The results for comparing the two considered encoding schemes in terms of the EDR
at different ratios of corrupted digits (misclassified tags) per block are shown in Table 5.2.
From this table, RC obtains a higher EDR at all block noise levels. On the other hand, CD
method offers poorer error detection capability but maintains the smallest alphabet size,
as shown in Table 5.1. This method makes the tag classification task easier in comparison
with other methods, however, this would be at the cost of lower error detection capability.
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Table 5.3: The four experimented scenarios for performing 3D reconstruction using the
proposed block address encoding where a WXGA projector is used. The block sizes are of
size 3 × 3 and 5 × 5, and the used cell sizes are of size 12 × 12 and 24 × 24 pixels. The
alphabet size is derived using Equation 5.9.
Projector
Resolution
Block Size Tag Size Cell Size Block num. Kmin as defined in (5.9)




6× 6 12× 12 22× 35 7
12× 12 24× 24 11× 17 6
5× 5
6× 6 12× 12 13× 21 3
12× 12 24× 24 6× 10 3
Conclusion
In this section, various experiments were performed to evaluate the performance of different
encoding schemes. The performance of each of these schemes was measured in terms of
the minimum alphabet size, number of pixel correspondences which is proportional to the
number of embedded tags, EDR and running time as shown in Table 5.2 and Table 5.1. The
choice of different parameters totally depends on the requirements of the problem to solve.
If a high error detection rate is required and having a number of incorrect correspondences
is not tolerable, then, using RC is preferred. However, this will come at the cost of a
higher required alphabet size. If using a block size of 3× 3, Table 5.1 indicates that as the
projector resolution increases, the required alphabet size increases rapidly. In this case,
the tag size should be adjusted such that the tags are comparatively distinguishable in the
camera image, resulting in a good classification accuracy. However, increasing the tag size
will result in fewer number of correspondences. Therefore, if the high alphabet size makes
the classification problem hard, it would be desirable to use a block size of 5 × 5 since it
requires a lower alphabet size.
5.2.2 3D Reconstruction
In this section, experiments of performing 3D reconstruction using the proposed block
address encoding are presented. The experiments are performed using a WXGA projector
with a resolution of 800 × 1280 pixels and a Point Grey Flea camera with a resolution of
2048 × 2448 pixels. For the experiments, the camera and the projector are calibrated as
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proposed in [18].
In order to obtain a high robustness to potential tag classification errors, Repetition
Code (RC) [36, 46] is used as the encoding scheme. Also two tag sizes (6 × 6 pixels and
12×12 pixels), two cell sizes (12×12 pixels and 24×24 pixels), and two block sizes (3×3 and
5×5) are used for the sake of comparison. Based on Equation 5.9 and Table 5.1, each of the
above mentioned scenarios would require a different minimum alphabet size that may have
an effect on the tag classification accuracy. In order to assess whether the chosen tag size
for the required alphabet size is big enough, the structured light image should be created
and then projected onto the target surface. If the tags are fairly distinguishable in the
camera image, then, the process can proceed to perform 3D reconstruction. Otherwise,
either the tag size/cell size or the block size should be increased. A summary of the
performed experiments is shown in Table 5.3.
The tags and a sample of the constructed structured light images are shown in Figure
5.3. Each cell in the structured light image is consists of three components. First, a square
tag which is a symbol made of white and black pixels. Second, a black margin which is
used to separate the tags inside the structured light image. Third, a white grid, as used
in [27], which helps to detect the tags. In the case of using cells of size 12× 12 pixels, the
cell consists of a 6× 6 pixel square tag, 2 pixel black margin and a gird of 1 pixel around
the symbol. This would be doubled for cells of size 24× 24 pixels.
After structured light image construction using the proposed direct block address en-
coding, the structured light images should be projected onto the target surfaces to perform
3D reconstruction. A curved-zigzag surface is used for this purpose. Also, a sample of
the projected structured light images are shown in Figures 5.4 (a)-(d). Then, for each
of the test scenarios, the tags are first detected using global thresholding and connected
components analysis as used in [27,38]. After tag detection, tag classification is performed
using a trained SVM classifier [40]. In order to train the classifier, tags are projected onto
the target surface and then, used as training examples.
After tag detection and classification, the marker tag (middle tag in each block) and
unique non-overlapping blocks are detected. Then, the codeword for each block is decoded
and if no errors are detected in the block, its address in the structured light image and
pixel correspondences between the projector and the camera tags are obtained as cen-
troids of corresponding tags. Finally, by obtaining the pixel correspondences and using the
projector-camera calibration parameters, 3D reconstruction is performed using triangula-
tion (Figure 5.1).
For all test cases, all of the tags on the target surface are classified correctly, indicating
that a 12×12 pixel cell size (6×6 pixel tag size) is big enough to reach a high classification
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Figure 5.3: The used tags and one sample block of the constructed structured light images
to perform 3D reconstruction. In all cases, a repetition code is used. (a) Tag size η = 6×6
pixels, block size ω = 3 × 3 and alphabet size K = 7, (b) tag size η = 6 × 6 pixels, block
size ω = 5×5 and alphabet size K = 3, (c) tag size η = 12×12 pixels, block size ω = 3×3
and alphabet size K = 6, (d) tag size η = 12×12 pixels, block size ω = 5×5 and alphabet
size K = 3.
accuracy for our setup. Its worth noting that this will change based on the configuration
(distance between camera and surface, distance between projector and surface, projector
type, etc). The results of performing 3D Reconstruction for all of the test scenarios is
shown in Figure 5.5. Also, the number of detected tags and the number of obtained pixel
correspondences are shown in Table 5.4. It can be seen that using a lower tag size/cell
size results in a denser set of pixel correspondences and denser point cloud (more complete
reconstruction) since a larger number of tags are embedded in the structured light image.
Also, comparing the different block sizes, as shown in Table 5.4 and Figure 5.5, it can
be seen that using a smaller block size results in a denser set of pixel correspondences
and point cloud. The reason behind this observation is that a set of tags in the surface
borders exist that are not part of a complete block. Therefore, pixel correspondences are
not obtained for these tags which results in a loss of pixel correspondences from the surface
border. We call these tags the unassociated set of tags, which will be further discussed in
Chapter 6. When using a block size of 5 × 5 tags, it is more probable to have a higher
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Figure 5.4: Captured camera images of the projected structured light images on the target
surface
number of unassociated tags in the border which explains the difference in the. number of
pixel correspondences when using 3× 3 blocks.
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Figure 5.5: The reconstructed point cloud for all test scenarios which is obtained using
triangulation. A smaller tag and block size results in a more dense point cloud.
5.3 Comparison with pseudo-random arrays
5.3.1 3D reconstruction
As mentioned in Section 5.1, the proposed direct block address encoding eliminates the
computation for uniqueness tests in pseudo-random encoding (structured light image con-
struction) and the need for performing an exhaustive search or using a Look-Up Table
(LUT) in the decoding (obtaining pixel correspondences) stage, since the proposed ap-
proach creates non-overlapping blocks which carry the encoded block address. In order to
have a further comparison between the proposed method and methods based on pseudo-
random arrays [21,23,26,27,29,37], in this section a set of 3D reconstruction experiments
is performed using both methods. For a fair comparison, the same tag size, cell size, block
size, alphabet size and tags should be used. For this purpose, a cell size of 24 × 24 pix-
els, tag size of 12 × 12 pixels, and an alphabet size of K = 6 is used and a structured
light image is constructed using direct block address encoding as shown in Figure 5.3 (c).
For the pseudo-random array, we follow the method in [21] and create a pseudo-random
43
Table 5.4: Comparison between the test scenarios in terms of the detected tags and the
number of obtained pixel correspondences.
Block Size Tag Size Cell Size Number of detected tags Number of pixel correspondences
3× 3 6× 6 12× 12 2290 2016
12× 12 24× 24 734 594
5× 5 6× 6 12× 12 2290 1800
12× 12 24× 24 730 450
Table 5.5: Comparison between the Pseudo-Random Array (PRA) method and the pro-
posed direct block address encoding in terms of the detected tags and the number of
obtained pixel correspondences.
Method Number of detected tags Number of pixel correspondences
PRA with LUT 734 730
PRA with search 734 730
Proposed 734 594
array with the same number of embedded tags (33 × 51 tags) with a block property of
3× 3 and alphabet size of K = 6 and the same tag and cell sizes as used for direct block
address encoding. Then, as shown previously in Figure 3.2, 3D surface reconstruction is
performed one time without using a Look-Up Table (LUT) which requires an exhaustive
search in the projector image (PRA with search), and another time by storing a Look-Up
Table in the encoding stage and then, using it for obtaining the pixel correspondences in
the decoding stage (PRA with LUT). The reconstructed point cloud and the number of
obtained pixel correspondences are compared with the 3D reconstruction performed using
direct block address encoding and shown in Figure 5.6 and Table 5.5. It can be seen that
pseudo-random arrays result in a higher number of pixel correspondences and a denser
point cloud and obtain pixel correspondences for almost all of the detected tags. This
is because pseudo-random arrays leverage overlapping blocks and therefore, obtain more
correspondences from border tags in comparison with direct bock address encoding. Next,
we compare both methods in terms of their run time and memory requirements.
5.3.2 Run time and memory requirements
The most significant rationale of the proposed block address encoding method was to
improve the complexity in terms of computational run time and memory requirements
compared to that of pseudo-random array based methods, such as that in [21,23,26,27,29,
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Figure 5.6: The reconstructed point clouds using pseudo-random arrays and direct block
address encoding. Pseudo-random arrays results in a denser point cloud because of missing
correspondences in the surface borders.
37]. Table 5.6 shows a comparison in terms of run times for the proposed method and that
of the performed 3D reconstruction using pseudo-random arrays in the previous section.
The results show that the proposed method offers an overall speed-up of 2-3 times faster
than that of the pseudo-random array methods, which is attributed to the highly efficient
encoding and decoding stages, since no uniqueness test/search is required during those
stages. Indeed, the encoding/decoding portions are in total 26 times faster than the search
based pseudo-random array method, where the overall increase is more modest because of
the computational time associated with tag detection and classification which all methods
have in common. Future work can be done to reduce the detection and classification time
for faster implementations.
It is, of course, possible to use a Look-Up Table to reduce the computation time for
pseudo-random array based approaches. As shown in Table 5.6, using a Look-Up Table
increases the encoding run time in comparison with search based methods since it requires
to create a Look-Up Table. However, the run time in the decoding stage decreases with
a factor of 3 times. Nevertheless, for the size of problems considered here, based on high-
resolution projectors, the associated Look-Up table would require a significant amount of
memory, an amount which is impractical in many scenarios as shown in Table 5.7. In the
case of using an alphabet size of K = 6, the required memory is 161MB as mentioned
in Table 5.7. In contrast, the proposed direct block address encoding method has the
advantage of requiring neither the computational time for a search nor the memory storage
for a large Look-Up table. Also, the encoding/decoding portions of the proposed direct
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Table 5.6: Comparing the average run time (seconds) during the 3D reconstruction stages
for the proposed Direct Block Address Encoding scheme and the Pseudo-Random Array
(PRA) method.
Processing Step / Requirements PRA with search PRA with LUT Proposed
Encoding 3.28 3.30 0.03
Det. and Class. 2.68 2.68 2.68
Pixel Corr (Decoding). 2.01 0.66 0.17
Total 7.97 6.64 2.88
Speed-up over PRA with search ×2.77
Speed-up over PRA with LUT ×2.31
block address encoding are in total 20 times faster than the LUT based pseudo-random
array method and at the same time does not require using a Look-Up Table to obtain
camera-projector pixel correspondences.
5.4 Conclusion
In this chapter, a new method called direct block address encoding was proposed for more
efficient structured light encoding and obtaining pixel correspondences by leveraging non-
overlapping blocks which have the column and row addresses encoded inside of them.
Different design parameters and their effects on the structured light system performance
was discussed. Although the results suggest a significant improvement in the time complex-
ity in encoding (tag label array construction), decoding (obtaining pixel correspondences),
and memory requirements, the proposed method has the problem of existing unassociated
tags in the surface borders which is a problem in those cases where having a more complete
reconstruction is important. In the next chapter, the cause of having unassociated tags is
discussed and methods are proposed to obtain pixel correspondences for those tags.
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Table 5.7: The required memory of Look-Up Tables (LUT) for different ω and K for
pseudo-random based methods. As the projector resolution increases, a higher alphabet
size should be used that results in a higher memory requirement. As mentioned in Section
3.2.2, this LUT storage has a space complexity of O(Kω2).
Block size Alphabet size LUT size














In the previous chapter, direct block address encoding was presented which reduces the
computational and memory costs in the encoding and decoding stages of single-shot struc-
tured light 3D reconstruction. However, it is expected to have a number of detected tags
in the camera image which have no corresponding projector tag. These tags are the set of
unassociated tags and their existence is caused by one of the following reasons:
1. Incorrect Blocks: For a given recovered block in the camera image, B
′
ı,, as mentioned
in Section 5.1.1, an error detection scheme is applied to detect possible errors that
may occur during tag recognition in the camera image. If an error in the decoding
stage is detected and there is no ability for the decoder mechanism to correct this
error, the tags within this incorrect block will not be associated.
2. Incomplete Blocks: At the boundaries of the surface, incomplete blocks may exist,
resulting in tags that have no correspondences in the projector image.
As mentioned in Section 5.2.2, in case it is required to have a more complete 3D recon-
struction using direct block address encoding, it is important to obtain correspondences
for unassociated tags. In this chapter, a methodology is presented to obtain camera-
projector pixel correspondences for a set of unassociated tags, also called second-level




In this section, the problem of obtaining second-level correspondences is formulated. Given
a set of Nd detected tags in the camera image, a set of Na tags are associated with a tag
in the structured light image using the proposed direct block address encoding method
in Chapter 5, called the set of associated tags. Also, a set of Nu tags exist that are
not associated to a tag in the structured light image called the set of unassociated tags
(Nd = Nu + Na). In addition, the tag index in the camera image is denoted by c̄ where
c̄ ∈ 1, 2, ..., Nd. The set of associated tag indices in the camera image is shown by AC and
the set of unassociated tag indices in the camera image is denoted by UC . The same in
the projector image (structured light image) is shown by AP and UP . Moreover, a vector
f , called the tag correspondence vector, of size Nd is defined which each of its elements
include the corresponding tag indices in the structured light image (projector image). In
other words, if c̄ ∈ AC , fc̄ (The c̄th element of f) is equal to the corresponding structured
light tag index and if c̄ ∈ UC , fc̄ = NULL. In this chapter, the goal is to find the complete
tag correspondence vector, including the correspondences for unassociated tags, fc̄ where
c̄ ∈ UC .
The problem of obtaining second-level correspondences between a projector and camera
pair can be formulated as an optimization problem. As mentioned earlier, the aim of solving
the second level correspondences is to find fc̄ ∈ UP for c̄ ∈ UC . One approach to solve for
the second-level correspondences is to define a loss function, L(f,UC), which declares its
confidence in candidate tag correspondence vector, f , including candidate correspondences
for unassociated tags in the camera image. The loss function, L(f,UC), can be written as





where L(f,UC) is the loss function related to the confidence in the candidate tag correspon-
dences of unassociated tags, and L′(f, c̄) is the confidence in the candidate correspondence
of unassociated tag with index c̄. In this section, we first formulate L′(f, c̄) and then, the
final loss function is easily obtained using Equation 6.1. To have a better understanding
of how to formulate L′(f, c̄), an unassociated tag in the camera image with index c̄ ∈ UC
is shown in Figure 6.1 (a). For each unassociated tag with index c̄ ∈ UC , the goal is
to quantify the confidence in a candidate corresponding tag with index fc̄ ∈ UP in the
projector image.
For this purpose, we leverage the tags in the neighborhood of the unassociated tag
(Figure 6.1 (a)) and the neighborhood of its candidate corresponding tag in Figure 6.1 (c).
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Figure 6.1: Second level correspondence problem formulation. (a) The unassociated tag
with index c̄ and tags in its neighborhood with index NCc̄ (i, j) and tag classification score
sc̄(l,i,j), in the camera image. (b) The corresponding tag indices in the structured light
image, fNCc̄ (i,j), for the tags in the neighborhood of the c̄th unassociated tag. The squares
with the same colors in (a) and (b) denote corresponding tags. (c) The predicted corre-
sponding tag in the structured light image, fc̄ and the tags in its neighborhood, N Pfc̄ (i, j),
with labels lPfc̄(i, j). The squares with the same colors in (a) and (c) denote corresponding
tags.
Specifically, a 3 × 3 neighborhood of tags is defined around each unassociated tag in the
camera image as shown in Figure 6.1 (a). The indices of these tags is denoted by NCc̄ (i, j)
which is defined as the index of the tag in the camera image with a distance of (i, j) tags
from the unassociated tag. Similarly, N Pfc̄ (i, j), is defined as the index of the tag in the
structured light image (Projector image) with a distance of (i, j) tags from tag with index
fc̄ (Candidate corresponding tag) which is shown in Figure 6.1 (c).
Each of the tags in the neighborhood, NCc̄ (i, j), (Figure 6.1 (a)) are already classified
50





where l ∈ {0, 1, 2, ..., K − 1}, and K is the alphabet size. Furthermore, for some
of the tags in the neighborhood, NCc̄ (i, j) (Figure 6.1 (a)), tag correspondences are already
obtained in the structured light image which its index is denoted by fNCc̄ (i,j) as shown in
Figure 6.1 (b). If any of the tags in the neighborhood of the c̄th camera tag in Figure 6.1
(a) belong to the set of unassociated tags, fNCc̄ (i,j) = NULL. Also, the neighborhood of the
candidate corresponding tag, N Pfc̄ (i, j), is shown in Figure 6.1 (c) where the labels of the
tags in this neighborhood are shown by lPfc̄(i, j).
One term of L′(f, c̄) can be obtained based on the fact that the label of the candidate
corresponding tag and its neighbors in Figure 6.1 (c), lPfc̄(i, j), should be as similar as
possible to the labels of the tags in the unassociated tag neighborhood in Figure 6.1 (a).




having a maximum value when l = lPfc̄(i, j). Therefore, for









, should be minimized. Also, some of the tags in the
neighborhood of the unassociated tag in the camera image may not exist. For example,
the tags in the surface border do not have a complete 3×3 tags around them. In this case,
NCc̄ (i, j) = NULL, and therefore, there is no score to calculate. In order to model this, we
can use a delta function δ(a, b) which is a function that is equal to 0 if a 6= b and it is equal
to 1 if a = b. Finally, the first term of the loss function, L′1(f, c̄) can be written as:
L
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lPfc̄(i, j), i, j
)
︸ ︷︷ ︸
Comparing the tag labels, (a) and (c)
(6.2)
In addition to matching labels, the corresponding tags of the unassociated tag neigh-
bors, fNCc̄ (i,j), shown in Figure 6.1 (b), should have the same tag index as the tags in the
neighborhood of the candidate corresponding tag as shown in Figure 6.1 (c). Hence, the
value of the defined loss function should decrease as more tag indices in Figure 6.1 (b)
match with more tags in the neighborhood of the candidate tag correspondence in Figure
6.1 (c). Therefore, for each pair of (i, j), it is desirable that N Pfc̄ (i, j) and fNCc̄ (i,j) are the
same. This can be modeled using the δ function. Also, some of the tags in the unassociated
tag neighborhood, NCc̄ (i, j), may not have correspondences in the structured light image.
We also can use the delta function to model this to check if the correspondences for tags in
the neighborhood of the unassociated tag exist or not. Therefore, second term of L
′
2(f, c̄)
















N Pfc̄ (i, j), fNCc̄ (i,j)
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︸ ︷︷ ︸
Comparing tag indices, (b) and (c)
(6.3)
Finally, the confidence for the candidate correspondence for the each unassociated tag
, fc̄, can be measured as the summation of L
′
1(f, c̄) and L
′
2(f, c̄):
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N Pfc̄ (i, j), fNCc̄ (i,j)
)
︸ ︷︷ ︸
Comparing tag indices, (b) and (c)
(6.4)
where the first term compares the tag labels in the Figure 6.1 (a) and (b). The second
term in Equation 6.4 compares the tag indices in Figures 6.1 (b) and (c). In summary, the
lower L′ is, the higher is our confidence for declaring tag with index fc̄ in the structured
light image as the corresponding tag. Finally, the loss function, L(f,UC), can be obtained
as mentioned in Equation 6.1. In order to obtain the second level correspondences for the
set of unassociated tags, the lost function, L(f,UC), defined in Equation 6.1 should be
minimized. Different approaches can be used to minimize L(f). In the following, three
approaches to obtain the second level correspondences, are explained.
6.1.1 Optimization using simulated annealing
Simulated annealing [49,50] is an optimization technique which takes inspiration from the
concept of annealing in metallurgy and it is based on random sampling techniques [42,43,
44]. Simulated annealing allows for more exploration in the search space by introducing
a temperature parameter, θk, where k is the iteration number. The algorithm is designed
such that it allows accepting inferior candidate points with a probability which is a function
of the temperature in each iteration. In the early iterations, the temperature has a high
value resulting in accepting more inferior points, allowing for more exploration in the
search space (global search). As the algorithm proceeds, the temperature decreases using
a temperature scheduler which is a descending function and changes the temperature in
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each iteration as a function of the iteration number. This makes the algorithm to search
in a more local area as the temperature decreases. Some examples of possible temperature






where θ0 is an initial temperature.
This technique is predominantly used for finding global optimum for combinatorial
optimization problems which consist of a configuration (solution) set and a loss function
[50]. The configuration set is a set of m configurations of the target system that need
to be optimized which is denoted by f = (f1, f2, ..., fm). The goal is to minimize a loss
function L(f) : f −→ R and find an optimum set, f ∗, which minimizes the loss function.
When solving for the second level correspondences, f is the tag correspondence vector as
introduced in Section 6.1. Also, m is equal to the number of detected tags in the camera
image, Nd.
The pseudo-code of simulated annealing for obtaining the second level correspondences
in shown is Algorithm 1. One important step in each iteration of this optimization is to
sample a new configuration set at the neighborhood of the current configuration set, fcurr.
This can be done using Gibbs sampling [51]. For this purpose, first one of the configurations
with location f ′ ∈ 1, 2, ...,m in the configuration set should be chosen at random in order
to sample neighbors by changing its value. Then, as shown in Algorithm 1, the state value
set, F , which includes all possible states for the f ′th configuration is calculated. This
set includes all configuration sets that can be created by replacing the f ′th configuration
with all possible alternative values. After calculating F and θk, Gibbs sampling should be
performed in order to sample a new value for the configuration set from the state values.
The pseudo-code of one simple Gibbs sampling is shown in Algorithm 2. Gibbs sampling
takes a sample from the marginal probability distribution/state values (F ) with a certain
probability which is a function of the temperature in each iteration, θi. After sampling a
new sample, the best configuration set is updated. The same procedure continues until the
maximum number of iterations is reached.
6.1.2 Region growing approach by iterating over unassociated
projector tags
The introduced simulated annealing method in the previous section optimizes the tag
correspondences as a vector which is denoted by f . However, one can optimize each
of the elements of the tag correspondence vector, f , sequentially rather than doing it
simultaneously. By intuition, the unassocaited tags that have a lower distance to associated
camera tags, have more information available in their neighborhood (more associated tags).
Therefore, in order to solve for the second level correspondences, one can iterate over the set
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Algorithm 1: Simulated Annealing with Gibbs sampling
Input: Unassociated set of camera tags UC
Input: Initial temperature θ0
Input: Loss function L()
Output: Optimum set f ∗
1 Initialize configuration set fcurr ←− ffirst
2 Initial optimum set f ∗ ←− fcurr
3 for k=1 to itermax do
4 Select a random configuration location f ′ ←− Random()
5 Obtain all possible state values F ←− StateValue(f ′)
6 Obtaining the temperature using the scheduler θk ←− Scheduler(k, θ0)
7 Gibbs sampling fcurr ←− SingleGibbs(θk, F, fcurr)
8 Update f ∗ if L(fcurr,UC) < L(f ∗,UC) then f ∗ ←− fcurr ;
9 end for
of unassociated tags, UC , and then, for each unassociated tag, the loss function introduced
in Equation 6.4, L′(f, c̄), can be used to evaluate each of the unassociated tags in the
projector image, UP , as a candidate corresponding tag. Next, the unassociated tag in the
projector image that results in the minimum value for L
′
(f, c̄) is taken as the corresponding
tag. The same procedure is repeated for all of the unassociated tags in the camera image.
A pseudo-code of this approach is shown in Algorithm 3. This approach is called region
growing since the nearest unassociated tags are used as seeds points for obtaining the
second level correspondences.
6.1.3 Region growing approach using the nearest associated tags
Similar to the approach proposed in Algorithm 3, we can first sort unassociated tags in the
camera image based on having least distance to associated camera tags. Then, we iterate on
the sorted unassociated tags, UCsort, and find the index of its nearest associated camera tag, ĉ.
Then, by localizing the nearest associated tag with respect to the unassociated tag, the tag
correspondences can be easily obtained. For example, assume that the nearest associated
tag is localized in the left hand side of the unassociated tag. As a result, the corresponding
tag of the associated tag also locates in the left hand side of the corresponding tag of the
unassociated tag. Since the correspondence of the associated tag is already known, the tag
correspondence for the unassociated tag, fc̄, can be easily obtained. The pseudo-code of
this approach is shown in Algorithm 4.
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Algorithm 2: SingleGibbs Function
Input: Temperature θ
Input: State Values F
Input: Current Configuration set fcurr
Output: Updated configuration set fcurr
1 h←− []









Test all possible state values
4 end for
5 s←− sum(h) Compute marginal partition function
6 r ←− UniformRandom()
7 p←− 0
8 for j ∈ size(F ) do
9 p←− p+ h(j)/s Sample state F (j) from marginal distribution
10 if r ≤ p then fcurr ←− F (j) return
11 end for
6.2 Experiments
In this section, experiments are performed to compare different proposed methods for
obtaining second level correspondences in Section 6.1. Second level correspondences are
obtained using each of these methods and they are compared together in terms of corre-
spondence accuracy and run time. Finally, the results are compared with methods based
on pseudo-random arrays.
6.2.1 Comparing different methods of obtaining second level cor-
respondences
In order to compare the proposed methods for obtaining second level correspondences in
Section 6.1, we use a structured light image constructed using the proposed direct block
address encoding method of Chapter 5. We perform 3D reconstruction of a curve-zigzag
surface as shown in Figure 5.4. The used projector is WXGA (800 × 1280 pixels) and
the camera has a resolution of 2048 × 2448 pixels. Also, the structured light image is
constructed using a cell size of 24×24 pixels, block size of 3×3 and alphabet size of K = 6
as shown previously in Figure 5.3 (c).
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Algorithm 3: Region growing by iterating over unassociated projector tags
Input: Tag correspondence vector f
Input: Unassociated tag indices in camera image UC
Input: Associated tag indices in the camera image AC
Input: Unassociated tag indices in the structured light image UP
Output: Optimum tag correspondence vector f
1 UCsort ←− sort(UC ,AC) Sort camera unassociated tags
2 Loss←− {}
3 for c̄ ∈ UCsort do
4 for ĉ ∈ UP do
5 f ′=f Test the loss function for each unassociated ptojector tag
6 f ′c̄ = ĉ
7 Loss←− {Loss, L′(f ′, c̄)}
8 end for
9 fc̄ = {ĉ|L′(f ′, c̄) = min(Loss)} Assign tag correspondence
10 UP ←− Update(UP , fc̄) Update the set of unassociated projector tags
11 end for
After creating the structured light image, the image is projected onto the target surface
and a camera image is captured. Then, the proposed direct block address encoding is used
to find the pixel correspondences between the projector and the camera and perform 3D
reconstruction as shown in Figure 6.2 (a). As mentioned earlier in the beginning of this
chapter, while performing 3D reconstruction using direct block address encoding, tags in
the camera image may exist with no correspondences for two reasons. First, incomplete
blocks at surface border; Second, blocks that have tag misclassifications. In the case of
Figure 6.2 (a), the tags are all classified correctly and therefore the missing correspondences
only lie in the surface borders. In order to simulate missing tag correspondences caused by
possible tag misclassifications, we add tag misclassifications at random blocks. This will
cause the decoding scheme to detect errors in these blocks and hence, no correspondences
will be found for them. These misclassfications are added in different degrees: 0% (no
blocks with miscalssifications), 10%, 20% and 50% percent of blocks in the camera image.
The effect of this is shown in the reconstructed point clouds shown in Figure 6.2 (a)-(d).
The proposed methods in Section 6.1 are used to find the second level correspondences
for each of the scenarios in Figure 6.2. Table 6.1 compares the performance of different
methods for each test scenario. As shown in Table 6.1, all methods are able to find the
correct correspondences for all unassociated tags in all test scenarios. However, the run time
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Algorithm 4: Region growing using the nearest associated tags
Input: Tag correspondence vector f
Input: Unassociated tag indices in camera image UC
Input: Associated tag indices in the camera image AC
Output: Optimum set f ∗
1 Sort camera unassociated tags UCsort ←− sort(UC ,AC)
2 for c̄ ∈ UCsort do
3 Find the nearest associated tag ĉ = MinDistance(c̄,AC)
4 Localizing the associated tag and find the tag correspondence
fc̄ = Localization(c̄, ĉ, f)
5 Update the set of asscoiated camera tags AC ←− Update(AC , fc̄)
6 end for
for simulated annealing is much higher than the other two methods. This run time may be
reduced if other alternative temperature schedulers are used. However, any such reduction
is not expected to be that significant to result in a lower run time than other methods
since methods based on random sampling are normally computationally expensive. Also,
as the results in Table 6.1 suggest, region growing based methods result in a reasonable run
time, where region growing based on the nearest unassociated tags (RG-N), discussed in
Algorithm 4, outperforms the iterative based region growing (RG-I), discussed in Algorithm
3. In the next section, the results of using direct block address encoding with region
growing is compared with 3D reconstruction using pseudo-random arrays. In addition, the
reconstructed 3D point cloud by obtaining the second level correspondences is shown in
Figure 6.2 (e). It can be seen that by obtaining the second level correspondences, a denser
and more complete reconstruction is obtained.
6.2.2 Direct block address encoding vs. pseudo-random arrays
In Section 5.3, we compared the performance of the proposed direct block address encod-
ing with the pseudo-random arrays method [21,23,26,27,29,37,38]. The results in Tables
5.5 and 5.6 indicated that although direct block address encoding results in a significant
complexity reduction and memory requirements, the number of obtained correspondences
is lower than the number of obtained correspondences from using pseudo-random arrays
which is caused by the existence of incomplete blocks at surface borders. Earlier, in this
chapter, we introduced methods to remedy this problem by obtaining second level corre-
spondences. Similar to Section 5.3, we compare direct block address encoding with the
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Figure 6.2: Reconstructed point clouds with missing tag correspondences caused by tag
misclassifications and incomplete blocks in the surface border : (a) 0% (b) 10% (c) 20% (d)
50% (e) The 3D reconstructed point cloud by obtaining the second level correspondences.
Table 6.1: Comparison between the proposed methods, Simulated Annealing (SA), Region
Growing by iterating over unassociated projector tags (RG-I) and Region Growing using
nearest associated tags (RG-N) for obtaining second level correspondences in terms of
the correspondence accuracy (correctly obtained second level correspondences) and run
time for different test scenarios with different percentage of blocks with misclassifications,
number of camera associated tags (Na), number of unassociated camera tags (Nu).
Percentage of misclassified blocks Na Nu Accuracy Run time
SA RG-I RG-N SA RG-I RG-N
0% 594 140 140/140 140/140 140/140 3.0h 7.56s 0.68s
10% 558 176 176/176 176/176 176/176 5.5h 12.66s 0.87s
20% 477 257 257/257 257/257 257/257 7h 23.45s 1.12s
50% 288 446 603/603 603/603 603/603 14h 47.66s 2.15s
pseudo-random arrays method, this time by adding the second level correspondences ob-
tained by region growing using nearest associated tags (RG-N) to our proposed method.
The results of this comparison is shown in Tables 6.2 and 6.3. As shown in Table 6.2, the
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proposed method with region growing outperforms the pseudo-random method by 2-3 time
speed-up in total and 5-6 time speed up in total for encoding /decoding stages. Also, the
proposed method has the advantage of not requiring using a Look-Up Table as opposed to
pseudo-random array method as shown previously in Table 5.7.
Table 6.2: Comparison between the Pseudo-Random Array (PRA) method and the pro-
posed direct block address encoding in terms of the detected tags and the number of
obtained pixel correspondences.
Method Num. of detected tags Num. of pixel corr.
PRA with search 734 730
PRA with LUT 734 730
Proposed without Second level correspondences 734 594
Proposed with RG 734 734
Table 6.3: Comparing the average run time (seconds) during the encoding / decoding
stages for the proposed scheme and the pseudo-random array (PRA) method.









Encoding 3.28 3.30 0.03 0.03
Det. and Class. 2.68 2.68 2.68 2.68
Pixel Corr. 2.01 0.66 0.17 0.17
Region Growing - - - 0.68










This chapter provides a summary of the work presented in this thesis along with a discussion
of potential future directions.
7.1 Summary
This thesis aimed at proposing a new framework for performing single-shot structured light
using tag embedding which is more robust to tag misclassifications and more efficient in
terms of time and memory complexity in comparison with previously proposed pseudo-
random arrays. For this purpose, first, in Chapter 4, it was investigated whether we can
design a set of optimal tags that are distinguishable which also result in a comparatively
high classification accuracy. However, challenges will rise when defining a loss function
that is monotonic with actual tag classification accuracy. Then, in Chapter 5, direct block
address encoding was proposed which as opposed to pseudo-random arrays, leverage non-
overlapping blocks which have the column and rows addresses of the blocks encoded inside
them. Also, the error detection schemes such as repetition code and check digit can be used
to encode the row and column address to increase the robustness of the decoding scheme
to tag misclassifications. In addition, the choice of different design parameters such as cell
size, tag size, block size, projector size, alphabet size and their effects on the overall system
performance was investigated. Next, in Chapter 6, several methods for obtaining the second
level correspondences was proposed to solve the problem of unassociated tags in surface
borders, and blocks with detected tag misclasssfications. The results both in Chapters 5
and 6 indicate that the proposed method reduces the computation of performing uniqueness
tests during structured light image construction and the computation of performing an
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exhaustive search in the projector image or the need of using a look-up table to find
pixel correspondences between a camera-projector pair. More specifically, the experimental
results of performing 3D reconstruction on a target surface indicate that this method
decrease the run time of performing encoding/decoding and the whole 3D reconstruction
pipeline almost by 5-6 times and 2-3 times in comparison with pseudo-random arrays. The
significance of the proposed scheme will be more when using high resolution projectors or
multi-projectors since the computation for constructing the structured light image and the
computation/memory requirements for obtaining the pixel correspondences will increase
further.
7.2 Future work
Based on the proposed method, several new paths for research can be identified. First,
in this thesis, we used the centroid of each tag in the camera and projector images as
the feature point used to find the pixel correspondences. Future work can be done to
increase the density of the pixel correspondences and the reconstructed point cloud by
detecting more feature points such as the gird intersections and the tag corners in the
camera and projector images. Second, the usage of the proposed scheme for performing
projector-camera calibration can be investigated. The method in [18] leverages Gray coding
multi-shot structured light to perform camera-projector calibration. However, the effect of
using a single-shot method is unknown. Also, using a single-shot method for calibration
can be useful since it reduces the projection time significantly, specifically when a hand-
held camera is used. Finally, the application of the proposed scheme for multi-projector
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