Abstract-Anthropometric measurements, such as the circumferences of the hip, arm, leg and waist, waist-to-hip ratio, and body mass index, are of high significance in obesity and fitness evaluation. In this paper, we present a home based imaging system capable of conducting anthropometric measurements. Body images are acquired at different angles using a home camera and a simple rotating disk. Advanced image processing algorithms are utilized for 3D body surface reconstruction. A coarse body shape model is first established from segmented body silhouettes. Then, this model is refined through an inter-image consistency maximization process based on an energy function. Our experimental results using both a mannequin surrogate and a real human body validate the feasibility of the proposed system.
I. INTRODUCTION
Anthropometric measurements, such as the circumferences of hip, waist, leg, and arm, waist-to-hip ratio, and body mass index, are important metrics for evaluation of obesity and fitness. These measurements are the interests of not only primary care physicians, but also the general public for self-maintenance of health. Traditionally, these metrics are measured using a stretch resistant tape wrapped snugly around the body, where the tape line must be leveled (e.g., in parallel to the floor surface) [1] . Although the measurements are relatively simple, this traditional method has several drawbacks: 1) the accuracy of measurement is highly dependent on the location of the tape in the body; 2) the tightness of placement is difficult to control consistently; 3) the type of the tape affects the measurement results; 4) a person must conduct measurements for another person whose clothes are removed, resulting major privacy concerns for some people; and 5) the measurements are time consuming. Therefore, a private, rapid, accurate, convenient, and machine conducted measurement system in both clinics and homes is highly desirable.
Reconstructing a 3D human body surface for anthropometric measurements is a challenging task due to the following problems: 1) most parts of the human body lack identifiable texture contents for the algorithm to establish matches of pixel pairs (called dense correspondences) between images in different views; 2) body sways of the subject are inevitable during the image acquisition process, causing errors in 3D surface reconstruction; 3) most existing algorithms are based on an assumption that the object (here the human body) being reconstructed is rigid [2] , which is invalid in our case. In order to solve these problems, laser scanners and structured light technology have been used to reconstruct objects without sufficient identifiable textures [3È 4]. However, laser and structured light scanning often make the person feel uncomfortable during the data acquisition process. In [5] , a set of high resolution cameras are used to acquire small skin details such as pores, freckles and wrinkles as landscape markers in images to produce dense correspondences. However, their work only focuses on face reconstruction and the cost of their system is a concern since more than fourteen high-resolution cameras are utilized, not suitable for home settings. In order to detect body sways and eliminate its effect quantitatively, a camera network is utilized with a specific algorithm design [6, 7, 8] . Again, this system is expensive and its flexibility is lacking. In our previous work [9] , a camera is moved around the subject. Thus, a large space and a relatively complex mechanical mechanism are required to operate the system. In addition, the stereo based method utilized by the previous system suffers from difficulty in fusing depth maps.
In this paper, we present a compact, efficient and low-cost system for 3D reconstruction of the human body surface. Our system uses a single high resolution digital camera, which is already available at many homes, and a simple rotating disk to conduct self-measurements of anthropometric metrics at private home or clinic settings. In the following sections, we describe our system design, data processing algorithms, and experimental results using both mannequin and human subject data to validate the performance of our system.
II. MULTI-VIEW IMAGE ACQUISITION OF HUMAN BODY
The proposed system consists of two major components: a rotating disk as the standing base of a given subject, and a high resolution digital camera to capture a set of human body images. It is desirable to allow adjustment of the lighting condition to reduce reflection artifacts on human skin. Fig.  1(a) shows a sketch of the system configuration. Once the subject stands on the disk, it starts rotating slowly as the camera takes pictures repeatedly. 35th Annual International Conference of the IEEE EMBS Osaka, Japan, 3 -7 July, 2013 decreases, the number of acquired images increases, the body surface modeling becomes more precise, but at a cost of more complex computation. Therefore, in practice, we use = = 20° to trade off these conflicting factors. Fig. 1(b) and (c) show two examples of the acquired raw images.
III. IMAGE-BASED 3D MODELING AND MEASUREMENT

A. Overview of Computational Procedure
First, our system performs a calibration process using the structure from motion technique for geometric matching among different imaging positions (section B). Then, we build a coarse 3D triangular mesh of the human body using visual hull approximation (section C). Since the coarse mesh contains considerable errors, a surface refinement is implemented using the iterative mesh evolution method to obtain the best inter-image consistency (section D). Finally, anthropometric measurements are conducted based on the reconstructed body surface (section E).
B. Camera Calibration
In the proposed system, the vertical position of the camera is adjustable according to the height of the human subject. Thus, the extrinsic parameters in the imaging model (e.g., the pinhole model) are not fixed. Conventional calibration methods [10] require a separate calibration for each camera setting, which is tedious and inconvenient. To solve this problem, in this work, we use a self-calibration method as follows. First, salient feature points are extracted from each image using the scale invariant feature transformation (SIFT). Then, correspondences of feature points among each pair of images are established with epipolar geometric constraints. Finally, bundle adjustment methods are utilized to estimate a set of camera extrinsic parameters based on the refined correspondences of feature points. The estimated camera trajectory is shown in Fig. 2(a) . As a result, we are able to reconstruct all camera parameters in the measurement system adaptively.
C. Visual Hull Construction
The visual hull is constructed based on silhouettes of the target object obtained from the set of multi-view images. Body silhouettes are extracted using the graph cut algorithm [11] . Since the parameters of the multi-view system have been obtained in the calibration process (Section B), we can construct a 3D bounding cylinder which encloses the human body based on the spatial relationship between camera positions and field of views, as shown in Fig. 2(b) . Then, the bounding cylinder is uniformly divided into small J × J × J cells. The center of each cell is back projected using the camera parameters onto all the input images. For each cell, if one of the projected positions is outside the body silhouette, it is classified as a background cell. Otherwise, it is classified as a foreground cell. Finally, a 3D triangular mesh is extracted by applying the marching cube algorithm to the zero-level set of labeled cells. In this process, the cell size controls the resolution of the 3D triangular mesh.
D. Surface Refinement Based on Image Consistency
Due to the imperfection of body segmentation and certain gaps in the body surface data, there are considerable shape deviations between the triangular mesh and the true body surface. In addition, visual hull cannot reconstruct certain concave regions on the body surface [2] , as conceptually illustrated in Fig. 3(a) . To improve the accuracy of the body reconstruction, a surface refinement method is utilized based on the consistency of inter-image contents. This method requires a reasonable assumption that if the surface is perfectly matched to the true body surface, the local details of images which are obtained by projecting the 3D textured mesh model from different views are supposed to be the same. The refinement process involves two steps. The first step selects an image set 8 ë for each vertex x of the triangular mesh S such that, for all image elements in 8 ë , x is visible from the corresponding camera viewpoints. The second step is to refine the position of each vertex based on the consistency of image contents in 8 ë .
1) Visibility of Mesh Vertices on Multi-View Images:
Generally, a vertex on the mesh surface is visible for a particular image if and only if it is first-encountered along a tracing ray emitted from the corresponding camera, as illustrated in Fig. 3(b) . To examine whether a vertex x is visible in an image, we refer to the z-buffer concept utilized in the graphics processing unit (GPU) which records the depth value of each first-encountered mesh vertex in the current viewpoint. We first compute the projection coordinates of vertex x, denoted as (T a , U a , V a ) , by using available camera parameters. The visibility of the vertex is determined as valid if V a 3 &(T a, U a ), where D is the depth map from the z-buffer. By using this approach, we can efficiently obtain the image set 8 ë for each vertex x of the triangular mesh S.
2) Mesh Evolution Based on Partial Differential Equation (PDE):
The PDE based mesh evolution method adopts a dual-projection process to refine the 3D body mesh [12] . For each vertex x on the mesh, the first projection is (a) (b) Fig.3. (a) The visual hull may not cover the true surface accurately, especially in a concave region; (b) A particular part of the object can only be seen by some of the cameras (green cameras) due to occlusion.
performed to map a patch of image + Ý Ð 8 ë (neighborhood of image coordinates of x) onto the mesh S, so that the mesh can be textured with the appearance of human body from the viewpoint of + Ý . Then, the second projection is carried out to transform the 3D texture patch to the image coordinates of + Ü Ð 8 ë thus obtaining a simulated image patch. By calculating the similarity of the two patches in image pairs + Ü and + Ý , we can evaluate the deviation of vertex x on the mesh from its true position of the human body surface. The adopted inter-image consistency metric / ÜÝ between patches in images + Ü and + Ý is the normalized cross correlation. By considering each pair of images in 8 ë , the local consistency function (x) for vertex x in the mesh S can be formulated as:
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Next, a PDE evolution equation of mesh S can be derived from the energy function (2) as: 
where * ë is the mean curvature of the surface in T which is included in (3) as a regularization term to enforce surface smoothness, Ö ë is the derivative of (x), P is a time constant which controls the velocity of evolution, and J , ë is the norm of surface S in T which determines the direction of evolution. Although good results are reported in a number of benchmark datasets [2] , Eqs. (3) and (4) are based on the assumption of rigid object without deformation. Clearly, this assumption is not true for the reconstruction of the human body since, during the imaging process, it is difficult to avoid certain movements, such as those due to breathing and body sways. We alleviate this problem by redefining a different PDE evolution equation:
where T é Ð 0(T) is a neighborhood of vertex T on the mesh S , ä kgl minimizes the weighted sum of the differences over derivatives Ö ë á of vertexes T é Ð 0(T ) in the . 5 norm sense, S ë á is the weight for each vertex in 0(T), * ë á is the mean curvature measured on T é , ß and â are two positive constants, and 2
x is Euclidean distance. Eq. (6) can be solved by a weighted median filter. The advantages of Eqs. (5) through (7) are two folds: first, they consider the entire vertexes in the neighborhood of vertex T, which can enforce a smoother result. Second, because the . 5 norm is robust to noise and outliers, it can alleviate the artifacts resulting from the body sways. In practice, the neighborhood 0(T) of vertex T can be set as the first or second order ring of the triangular facets around vertex x in triangular mesh.
E. Anthropometric Measurement of Human Body
After a 3D body surface is reconstructed, the measurement on the surface can be conveniently performed. The circumferences (e.g., the hip and waist circumferences) can be measured as intersection curves of the reconstructed 3D human body S and appropriate transverse planes. After manually selecting several points from body surface as an initial point set Ô, a plane Î is fitted through these points using the least-square-fitting technique. Then, the intersection curve between this plane and the reconstructed body surface is calculated. Any 3D point x near this plane is added to Ô if the following criterion is satisfied ( ,
where @EOP(T, Î ) is the projection distance between 3D vertex x and plane Î , and 6 is a threshold to control the number of points that can be added to Ô. This threshold can be determined based on the average length over all the edges of triangular mesh. Plane Î is updated as long as there are new points in set Ô. This procedure is iterated several times until the plane does not change significantly. Finally, all points in Ô are fitted into a smooth curve using cubic spine interpolation. The length of this intersection curve provides the circumference measurement.
IV. EXPERIMENTAL RESULTS
Two experiments were performed to reconstruct the bodies of an infant mannequin and a human subject. Both the mannequin and the human subject were situated on top of a rotating disk. A digital camera (NIKON D600) was fixed on a tripod. A high resolution image (resolution 6016 × 4016) was DFTXLUHGDWHYHU\Û rotation of the disk.
A. Measurement on Mannequin
The first image dataset was captured from an infant mannequin with tight clothes on the body. The mannequin has a painted surface so that it contains large areas without any textures. Therefore, this was a challenge dataset for 3D reconstruction. The PDE surface evolution step P was set as 0.01, and a Gaussian multi-resolution pyramid was used to overcome certain local minima in PDE evolution. The result of the reconstructed mannequin is shown in Fig 4. Comparing with the visual hull result in Fig.4 (b) , it is clear that the refinement result in Fig.4 (c-d) can recover the small details of the body, such as nose, ear, eyes, etc. Further, the borders between body and clothes are more observable.
A number of anthropometric values, including the hip circumference (HC), waist circumference (WC), waist-to-hip ratio (WHR), neck circumference (NC), and chest circumference (CC) were measured on the 3D model of mannequin. With the results of manual measurements as the ground truth, the mean and standard deviation of relative errors in 10 measurements for each anthropometric value are Table I . It can be observed that the errors of the computational measurements were quite small.
B. Measurement on Human Body
The human body dataset was captured from a male volunteer of 29 years of age. Two of the original images have been shown in Fig.1 (b-c) . Because the subject moved slightly due to involuntary body sways in the image acquisition process, Eqs. (5)- (7) were used in the refinement process. The evolution step size P was set as 0.001. The appearances of refined surface in Fig. 4 (f-h) were superior to that of the visual hull (Fig. 4 (e) ). Although the body was reconstructed accurately, there were clear artifacts in the hand region. The reason was that the hands moved in larger degrees when images were acquired, which made the hands more difficult to be reconstructed. Nevertheless, hands are not the part of the anthropometric measurements. Again, the ground truth for the circumference measurements was provided by manual measurements with a high-quality tape. In addition to the metrics listed in section A, the arm circumference (AC) was also measured for the human subject. Our experimental results are shown in Table II . Although there were movements due to breathing and body sways, the measurements of WC and HC were very close to the ground truth values. The errors of NC, CC and AC were larger than the previous case (still less than 5%), caused by larger body movements in the corresponding body locations. These results indicate that our algorithm is highly effective in suppressing errors caused by small movements of the body. However, the effectiveness reduces as the movements become excessive.
V. CONCLUSION
We have proposed a prototype system to measure anthropometric parameters in households and clinics. The person being measured only needs to stand on a rotating disk for a short time as a single camera at a fixed location takes pictures repeatedly. The acquired multi-view images are utilized to reconstruct the surface of the human body and measure a number of anthropometric parameters. In our computational algorithms, the imaging system is first calibrated using the structure from motion technique. Then, a coarse 3D triangular mesh model of the human body is built using the silhouettes of the foreground in multi-view images. The generation of this coarse initial mesh not only eases the evaluation of local properties of the 3D surface, such as the norm and the curvature, but also provides an approximate model as an initial base for subsequent iterative refinements using a PDE based mesh evolution. Our experimental results using both a mannequin and a human subject have shown that the proposed system is highly accurate in the measurements of various anthropometric parameters. 
