Abstract-Tracking of movements such as that of people, animals, vehicles, or of phenomena such as fire, can be achieved by deploying a wireless sensor network. So far only prototype systems have been deployed and hence the issue of scale has not become critical. Real-life deployments, however, will be at large scale and achieving this scale will become prohibitively expensive if we require every point in the region to be covered (i.e., full coverage), as has been the case in prototype deployments.
I. INTRODUCTION
Several promising applications of wireless sensor networks with a high potential to impact human society involve detection and tracking of movements. Movements may be of persons, animals, and vehicles, or of phenomena such as fire. Examples include tracking of thieves fleeing with stolen objects in a city, tracking of intruders crossing a secure perimeter, tracking of enemy movements in a battlefield, tracking of animals in forests, tracking the spread of forest fire, and monitoring the spread of crop disease.
So far only prototype systems have been deployed and hence the issue of scale has not become critical. Real-life deployments, however, will be at large scale, and achieving this scale will become prohibitively expensive if we require every point in the region to be covered (i.e., full coverage or blanket coverage [18] ), as has been the case in prototype deployments [13] , [16] , [21] . The requirement of full coverage will soon become a bottleneck as we begin to see real-life deployments.
In this paper, we therefore propose a new model of coverage, called Trap Coverage, that scales well with large deployment regions. We define a Coverage Hole in a target region of deployment A to be a connected component 1 
of the set of uncovered points of A. A sensor network is said to provide Trap Coverage with diameter d to A if the diameter of any
Coverage Hole in A is at most d. For every deployment that provides trap coverage with diameter of d, the sensor network guarantees that every moving object or phenomena of interest will surely be detected for every displacement d that it travels in A. At any instant, we can either pin point the location of a moving object precisely, or can point to a coverage hole of diameter at most d in which it is trapped.
With this model, the density of sensors can be adjusted to meet the desired quality of tracking while economizing on the number of sensors needed. Large scale sensor deployments for tracking thus become economically feasible with this new model of coverage. Figure 1 shows an example deployment region where the size of the largest uncovered region is d. Notice that although the diameter line intersects a covered section, it still represents the largest displacement that a moving object can travel within the target region without being detected.
Trap Coverage Generalizes Full Coverage:
If the value of d is set to 0, then trap coverage is equivalent to full coverage. By relaxing the requirement of having every point covered, trap coverage generalizes the model of full coverage.
Traditionally, the fraction of target region that is covered has been used as an indicator of the quality of coverage [13] , [25] . Notice that even if a large fraction of region is covered, the diameter of the largest hole may be arbitrarily large. Therefore, trap coverage may better indicate the Quality of Full Coverage as it provides a deterministic guarantee in the worst case.
II. KEY CONTRIBUTIONS AND ROADMAP
In addition to introducing a new model that generalizes the traditional full coverage model, we make several contributions in this paper, some of which may be of independent interest.
First, we derive a reliable estimate of the density (similar as in [3] ) needed to achieve trap coverage with a desired diameter d when sensors are deployed randomly. Roughly speaking, the critical density condition is of the form λ(2rd + πr 2 ) ≈ log n,
where λ is the expected density of sensors per unit area, r is the sensing range, and n = λ|A| is the expected total number of sensors in the target region A. In other words, we expect that having, on average, log n sensors in the r neighborhood of a thin long hole of diameter d will suffice for achieving trap coverage with a diameter of d. We also show how our estimate for the density can be adapted to a non-disk model of sensing region, by using ellipses of random orientation as an example. (Section IV) Second, the model of trap coverage explains the gap that has long existed between the percolation threshold (when holes become finite and isolated) and the critical density for achieving full coverage (when holes cease to exist). Looking at (1), we can observe that if r is constant w.r.t. n, which is the case for percolation to occur, d is of the order of log n, matching the known behavior that for fixed λr 2 above the percolation threshold, the maximum hole diameter is on average of order log n. On the other hand, if d is a constant, and 0 in particular, then λr 2 is of the order of 1 π log n, matching the known behavior for achieving full coverage [18] . Thus, the trap coverage model not only generalizes the model of full coverage, it also helps explain the probabilistic behavior of coverage between the percolation threshold and critical density for full coverage. (See Figure 6 for an illustration.)
Once sensors have been deployed on the ground (either randomly or deterministically), it may be necessary to determine the level of trap coverage that they provide, since some may fail at or after the deployment for unforeseen reasons. Our third contribution, therefore, is polynomial time algorithms to determine the level of trap coverage that an arbitrary deployed sensor network provides. Our algorithms not only works for non-convex models of sensing regions, but also when sensing regions are uncertain (e.g., probabilistic sensing models). Further, they take into consideration the complications that may arise due to the boundary of the deployment region (see Figure 8 for an example). (Section V) III. RELATED WORK Most work on probabilistic density estimates for coverage assume the full coverage model [18] , [24] , [30] . As we show in Section IV, the naïve approach of increasing the sensing range by d and then deriving the conditions for full coverage will lead to overdeployment, no matter how small the value of d > 0 is. For larger d, overdeployment will be orders of magnitude more than needed in our estimates.
Work on full coverage that does consider holes focuses on the fraction of region that is (un)covered, see [24] , [30] . They attempt to asymptotically minimize the area of vacant region and do not provide any simple expression for the density needed in a random deployment to achieve a desired fraction of uncovered region. Even if there existed such an expression, it could not be used to readily derive an estimate of density needed for bounding the diameter of coverage holes. This is because holes of large diameter tend to be long and thin, and their area is not typically large (even close to zero).
Perhaps, the work closest to trap coverage are [8] , [11] that allow holes for surveillance applications. Here the quality of surveillance metric is based on the distance that a moving target, starting at a random location, moving in a random direction can travel in a straight line before it is detected by a sensor. In [8] , distance to detection by a giant connected component is also studied. There are several issues with such a metric. For one, they do not provide any worst case guarantee on how far a target can move before being detected, unlike trap coverage. For example, if the density chosen is just large enough that a giant component exists almost surely, as in [8] , the hole diameters are not bounded by any constant; they grow as a function of log n where n is the number of sensors deployed. Further, even though the average distance may be bounded, even close to zero, the worst case distance could be arbitrarily large (as show in Figure 2 ). As shown in a typical deployment (Figure 4 ), holes that have larger diameters are usually thin and long, so the average distance measure is quite likely to be misleading. Therefore, neither of these metric can be used to derive a density estimate for trap coverage.
In summary, there does not exist any work that can be used to derive estimates of density (or even critical conditions) needed in a random deployment to achieve trap coverage of a given diameter, a mathematically challenging problem that we address comprehensively in this paper. We postpone discussing existing work related to algorithmic determination of the status of trap coverage to Section V-A.
IV. ESTIMATING THE DENSITY FOR RANDOM DEPLOYMENTS
In this section, we derive a reliable estimate for density that will ensure trap coverage of a given diameter. We take a progressive approach in deriving our estimate for simplicity of exposition. We first consider a disk model of sensing. For this model, we first derive a crude but rigorous bound that may appeal to intuition. We then show that large holes occur with a Poisson distribution. In Section IV-A, we estimate the intensity of this Poisson distribution. Once we have an accurate estimate of the intensity with which large holes occur, we can accurately determine the density needed to achieve trap coverage of a given diameter d with any given probability (such as with probability 0.9999). We show in Section IV-B that our density estimate is accurate even for small deployment regions, a significant improvement over asymptotic critical densities that work only for large deployments. Finally, we show in Section IV-C, how our derivations can be adapted R L Fig. 2 . Region R and line L in proof of lower bound on P(hm ≥ d). L is uncovered and so forms a long thin hole provided R is void of any sensors.
to non-disk sensing models. We provide the derivation for randomly oriented ellipses as an example.
We consider a Poisson deployment with intensity λ in a deployment region A that includes a large target region A of area |A|. Write n = λ|A| for the expected number of sensors within the target region, and h m for the maximum hole diameter.
Before we obtain a bound on the probability that h m ≥ d, we make some remarks on the effect of the boundary. Generally speaking, if the deployment region A is the same as the target region A, then coverage is more likely to fail at the boundary than in the interior (see [3] ). Thus a similar result would be expected to occur for trap coverage, at least when d/r is small. One simple way of avoiding problems at the boundary is to enlarge A so that it includes all points within distance r of A. (We shall assume in the following that the boundary of A is small, i.e., |∂A|(r + d)
|A|. Thus enlarging the deployment region as above will not increase its area much, i.e., |A |/|A| ≈ 1.) This makes coverage of points on the boundary of A as likely as points in the interior, and large holes are no more likely to appear at the boundary than in the interior (in fact less likely since there is less area near the boundary than the interior, and holes are confined to lie inside A). In the following analysis we shall assume that the deployment region has been enlarged in this manner.
We first derive a lower bound on P(h m ≥ d). Let L be a straight line of length d inside A. If there is no sensor within distance r of L then L lies in the interior of a hole, which then must have diameter at least d. Let R be the set of points within distance r of L. Then R consists of a 2r × d rectangle with two semicircular caps of radius r attached to each end (see Figure 2) . The probability that R contains no sensor is e −λ|R| where |R| = 2rd + πr 2 . We can place R inside a 2r × (d + 2r) rectangle which has area less than 2|R|. Thus if A is large enough and of a reasonable shape (in particular, if it has small boundary as mentioned above), we can pack at least |A|/(2|R|) = n/(2λ|R|) disjoint copies of R into A. The event that one copy of R is devoid of sensors is independent of any of the other copies, so the probability that the maximum hole diameter is at least d is bounded below by the probability that at least one of the copies of R is empty. Thus
where I = (2(2rd + πr
(Here we have used the fact that 1 − x ≤ e −x . The quantity I is essentially a bound on the average number of holes of diameter ≥ d per unit area.) If we write 
Now, we give an upper bound on P(h m ≥ d), which is more involved. Suppose a hole H of diameter h m ≥ d exists. Suppose x, y ∈ H are points with x−y = d and let γ be the shortest path from x to y inside the hole H. We may assume that x lies at a crossing point of the boundaries of the sensing regions of two sensors (see Lemma 5.1 below). Note that γ consists of straight line segments possibly joined together with arcs of circles of radius r. In particular, the radius of curvature of γ at any point is never less than r. Proof: Suppose first that R γ (s) does not wrap around on itself, i.e., no point on ∂R γ (s) is distance s from more than one point of γ (see Figure 3 ). Then the area of R γ (s) is exactly 2s|γ| + πs 2 . To see this, cut γ into small segments each of (approximately) constant radius of curvature, and make corresponding cuts in R γ (s) orthogonally to γ at the places where γ is cut. Suppose one segment of γ has radius of curvature R and subtends an angle δθ. The length of this segment is Rδθ, while the area of the corresponding slice of
(the difference between sectors of two disks). Adding up these areas for each segment of γ gives an area of 2s|γ|, and adding the two halfdisks centered at the endpoints of γ gives the result. Now assume R γ (s) self-intersects. Then the above argument will overestimate the area. However, distant parts of γ cannot approach too closely. Indeed, suppose there are two points p and q on γ such that p = q and the distance between p and q is a local minimum for points on γ. Then there are sensors at p , q with p, q lying on the segment p q and γ following the boundaries of the sensor regions of p and q (see Figure 3) . No sensor on the opposite side of γ to p and q can have a sensor region intersecting the sensor regions of p or q , but if p − q < 2 √ 3r this implies no sensor region intersects the line segment pq. Thus if p − q < 2( √ 3 − 1)r the line segment from p to q is uncovered by any sensor and γ can be shortened by joining across from p to q, contradicting the assumption that γ was the shortest path from x to y. A similar argument shows that no point can lie in a triple self- Thus of the area |R γ (s)|, no part can be more than double counted by the estimate 2s|γ|+πs 2 above. In other words, we can write R γ (s) as the union of two regions R 1 and R 2 , with |R 1 | + 2|R 2 | = 2s|γ| + πs 2 . Now any line L perpendicular to xy between x and y must intersect R 1 in line segments of total length at least 2s since no point on L before the first point of γ or after the last point of γ can be in a selfintersection of R γ (s). Also R 1 contains two half-disks at x and y. Thus
2 as required. Now approximate γ with a path γ that is made up from a sequence of arcs of circles, each of radius r/2 and length rε (so they curve by an angle of 2ε). Each arc curves either to the left or the right. One can show that γ can be chosen so that it starts at x, the angle that γ makes with the horizontal at x is a multiple of ε, and all points of γ are within distance Crε 2 of γ, where C is some absolute constant. Hence there is no sensor within distance r(1 − Cε 2 ) of γ . Given x, there are (2π/ε)2 k choices for γ when γ consists of k segments. Given γ , one knows γ to within distance Crε 2 , so picking any γ consistent with γ , we know R γ (r (1−2Cε 2 )) contains no sensors. Since the length of γ and γ agree to within a factor of 1 + O(ε 2 ), any γ gives us a region of area (r 2 kε + rd + πr 2 )(1 − C ε 2 ) devoid of sensors, so the probability of some such γ existing starting from x is at most
Setting ε = (λr 2 ) −2/3 and assuming λr 2 1, this is at most
The expected number of intersection points in A we can choose for x is 4λπr 2 n, so we obtain
for some constant C . For λr 2 = O(log n), this tends to 0 when
Combining this with the lower bound (3) above, we see that the maximum hole size h m = d typically occurs when
(the O((λr 2 ) −2/3 ) error term swallowing the log log n terms in both cases). We observe that (from both the lower and upper bounds above) the holes with the largest diameter are long and thin, basically being obtained by insisting that an almost straight path γ of length d is not covered by any sensing region. We show in Figure 4 , a representative Poisson deployment for which some holes exist. Note that although the holes are of various shapes, the holes with the largest diameters are usually "long and thin", confirming our analytical conclusion.
Comparison with an obvious extension of the full coverage model. Note that our estimate is significantly better than the naïve bound obtained by increasing r by d and then demanding that this provides full coverage. Indeed, our bound (assuming λr 2 
1) is of the form
while if we required full coverage with sensing range r + d we would need (replacing d by 0 and r by r + d in (7))
Even for small d we would underestimate d by a factor of π (2πrd vs. 2rd), and for large d the discrepancy tends to ∞ (d ∼ c √ log n vs. d ∼ cr −1 log n for fixed λ). Note that enlarging the sensor range by d/2 is not sufficient in general to eliminate all holes of diameter d, but even if it were, the (incorrect) bound obtained on d would still always be worse than our result. The reason for the discrepancy between our estimate and the naïve bound however becomes clear when we observe that a long thin hole can be covered with just a small increase in r, rather than increasing it by d.
Estimating the Probability Distribution of Large Holes.
Large holes, when they exist, should be well separated, so one would expect the distribution of the number of holes with diameter ≥ d to follow an approximately Poisson distribution. This is indeed true for large λr 2 . To show this, suppose H is a coverage hole. Then H depends on the Poisson process within a region H consisting of all points at distance ≤ r from H. To show the number of holes is approximately Poisson, one can use the Stein-Chen method (see [1] ). In our case, it reduces to showing (a) that the expected number of pairs of holes H 1 and H 2 for which H 1 and H 2 intersect is o(1), and (b) that this would also be true if the H i were truly independent. Condition (b) is easy to show since the H i are much smaller than A. Condition (a) holds since conditioned of the state of the Poisson process in H 1 , it is unlikely there is a hole close by. (Effectively this reduces to showing holes are rarely near the boundary of a deployment region R 2 \ H 1 , which holds since the boundary of H 1 is typically not large.) We refer the reader to [4] for more details of these calculations. As a result, for sufficiently large λπr
being the expected number of holes of diameter at least d per unit area (i.e., the intensity of the Poisson process for the occurrence of holes of diameter ≥ d). Once again the O() error term in I swallows the polynomial factors in front of the exponentials in the upper and lower bounds given above. We shall refine this estimate in the next section.
A. Refining the Estimate
In this section we shall give a much more accurate estimate for the probability of occurrence of holes of diameter ≥ d. We only provide an outline of our derivation here and defer the detailed proofs to [4] . To obtain an improved estimate, we compare the trap coverage model with that of barrier coverage, where sensors are deployed in a long (but 2 dimensional) horizontal rectangular strip S h of height h, and one asks whether there are coverage holes crossing the strip (see [3] for details). We shall count the number of holes that cut across this strip in two different ways, leading to a comparison between barrier coverage and trap coverage. 
Using this approximation (and evaluating the x-integral) gives
where the last approximation is valid for large λrh. Now we evaluate I by comparison with barrier coverage. A hole across S h results in a break as defined in [3] , however when defining barrier coverage one assumes deployment only inside the strip S h . Thus for a break to define a hole crossing S h , we also need that sensors outside of S h do not destroy the break. From the results in [3] we know that most breaks are approximately rectangular and thin cutting perpendicularly Left: hole with diameter uv crossing strip S h . Right: additional vacant semicircular areas allow break to form hole.
across S h . Using this it follows that for this break to make a hole, one needs at least one point on the top boundary of S h inside the break to be uncovered by sensors outside of S h , and similarly at least one point on the bottom boundary of S h to be uncovered (see Figure 5) . One can show that the probability of some point on the top boundary of S h in a fixed interval of length W to be uncovered by sensors above S h is approximately (1 + λrW )e 
where C 0 = π 1/2 2 4/3 e β ≈ 1.5611, α ≈ 1.12794, c ≈ 0.72. As in [3] , this estimate should be valid for λd 3 r, and λr 2 1, which in our context means not too close to either full coverage πλr 2 ∼ log n or the percolation threshold λr 2 ∼ constant.
Since coverage holes of diameter ≥ d follow Poisson distribution (using the same Stein-Chen argument as in the previous section), we have
B. Simulation to Validate Our Density Estimates
In this section, we present some simulation results to support our analytical results. We consider a deployment region A of size 256r × 256r, where we place points according to Poisson process of intensity N . We vary N from 0 to 500, 000 and track the maximum coverage hole diameter. We repeat our experiment 10, 000 times for each value of N for statistical accuracy. We also ran simulations with smaller A, obtaining very similar results even down to a 8r × 8r region. We have two distinct goals in our simulation. (9) and (10) (dotted line). Probability (right hand scale) that hole size becomes finite (p 0), i.e., percolation occurs, and probability that holes cease to exist (p 1), i.e., full coverage occurs.
1.) Validating the accuracy of our analytical estimates.
We show results of our simulation in Figures 6 and 7 . We first explain our rationale for picking the various axis before explaining the results. For x-axis in Figure 6 , we use λr 2 , a dimensionless parameter which indicates the level of coverage. (Each point is covered by an average of πλr 2 sensing regions.) We have two parameters for the y-axis. On the left scale, we use λrd, a dimensionless quantity to measure the hole diameter, which also happens to be the x-axis in Figure 7 . Since d decreases with an increase in λ or r, using this unit allows us to present the entire spectrum of variation in the hole diameter in one graph. The right scale of y-axis in Figures 6 and the left scale in Figure 7 are probabilities. Note that the only quantity fixed in Figure 6 is the size of A relative to r.
We observe that the mean value of the maximum hole diameter observed in simulation (solid line) is mostly indistinguishable from our analytical estimates (dotted line) for 256r×256r region and quite close even for the 8r×8r region, which is smaller than many real-life deployments.
In Figure 7 , we show the entire probability distribution for hole diameters for some densities, which provides significantly more information than the mean values of diameter. This confirms that our estimate of the probability distribution of hole diameters (to Poisson) and our estimation of the parameter of this distribution are highly accurate, making it quite useful in real-life deployments. 2.) Graphically demonstrating the new continuum from percolation to full coverage. Figure 6 illustrates how the model of trap coverage fills the continuum between percolation and full coverage. The curve labeled p 0 depicts the probability of percolation, i.e., largest hole diameters becoming smaller than the deployment region. As the density increases, hole diameter decreases. The curve labeled p 1 depicts the probability of full coverage. As this curve approaches 1, the expected largest hole diameter approaches zero. Note that the value of λr 2 corresponding to p 0 represents percolation threshold, while that corresponding to p 1 represents critical conditions for full coverage. Until this result of ours, the behavior in between these two important values of λr 2 was unknown. The introduction of the trap coverage model in this paper now explains the continuum 0 1 2 3 4 5 6 7 8 9 10 (9) and (10) (dotted line). For example, if λ = 1, and r = 2 (so λr 2 = 4), then from Figure 6 , left side, we have λrd ≈ 2 on average (so d ≈ 1), however it can range between about 1 and 6 (d = 0.5 to 3) with a probability distribution as shown here. between these two important curves comprehensively, with the curve for the trap coverage diameter.
C. Extending to Non-disk Sensing Regions
The above analysis assumes that the sensing regions are disks. However, it is clear from the lower bound argument for P(h m ≥ d) that we can generalize this to other shapes of sensing region. To recall, for the lower bound we require that no sensing region intersects a line L. The probability that this occurs can be calculated for any required (even probabilistic) model of the sensing region. The fact that the upper bound for disks is close to the lower bound suggests that this will also hold for most reasonably "disk-like" sensing regions. As an example, we consider the case of randomly oriented ellipses (to model biased gain along a randomly oriented axis).
Lemma 4.2:
Suppose the sensing regions are ellipses, each with maximum and minimum radii r and αr respectively, and with orientation that is random and uniform. Then the expected number of sensor regions meeting a fixed line L of length d is given exactly by
where
is an elliptic integral. Proof: Consider the sensors whose smaller radius lies in some small angle [θ, θ + dθ] from the direction of the line L. These sensors occur as a Poisson process of intensity λ 2π dθ. If we scale the plane by stretching by a factor 1/α in the direction of the smaller radius, the sensor regions become circular with radius r, while the density of sensors is now α λ 2π dθ. The line L is now also stretched, and has a new length
The expected number of these sensors meeting L is therefore equal to
The result follows by integrating this from θ = 0 to 2π. Note that since we are assuming Poisson deployment, the physical location of the sensor within the ellipse is irrelevant (as long as it is independent of the location and orientation
of the ellipse), so we may for example assume the sensor is at the center, or at a focal point, or at one end of the ellipse. The results will be identical in all cases. The lower bound argument for P(h m ≥ d) follows exactly as before, using (11) in place of the expression λ|R| = λ(πr 2 + 2rd). Similarly, the upper bound argument also follows, except that the radii of curvature of the path γ may need to be reduced, leading to worse constants in the O() term in (5) when α is small. Similar results can be shown for probabilistic sensing regions. For example, if the radii r varied randomly then one obtains the same results with λ|R| replaced with Eλ|R| = λ(πE(r 2 )+2E(r)d) (for the disk model), provided the random radii r is is bounded, r 1 < r < r 2 , and with the error terms depending on r 1 and r 2 .
V. COMPUTING THE TRAP COVERAGE DIAMETER
Even though we provide an accurate probabilistic estimate of the density needed to achieve trap coverage of a given diameter when deploying sensors randomly, it may be useful to ascertain deterministically whether a target hole diameter has been achieved after deployment, especially in the face of unanticipated and unknown deployment failures [5] . In order to determine whether a deployed network continues to provide trap coverage over time, efficient algorithms are needed to determine the largest hole diameter. In this section, we propose such algorithms. Figure 8 shows a target region with several sensing coverage holes. Although the sensors are plotted as disks in the figure, we are not assuming a disk sensing model. Further, the sensing regions of different sensors may be different. Except in Section V-D, where sensing regions are assumed to be star convex, the only assumptions we make are: 1) Two sensor nodes are within the transmission range of each other if their sensing regions overlap; 2) The accurate positions of nodes can be determined; 3) The boundary ∂A of the target region A is a simple polygon and is known.
To determine the largest diameter of coverage holes, the following two steps are applied. First, the boundary of each hole is found. Second, the diameters of these holes are computed based on their boundaries to obtain the largest diameter. The good news is that several ideas from existing work on discovering exact hole boundaries [6] , [14] , [22] , [25] , [28] can be applied here. However, the following challenges, which are critical to the trap coverage model, are not addressed there.
1) The boundary of a coverage hole may involve part of ∂A, such as hole H 7 in Figure 8 , so that it is hard to discover the entire boundary. 2) In a realistic sensing model, the boundary of a coverage hole may have an arbitrary shape, which makes the computation of the accurate diameter non-trivial. 3) When the shapes of sensing regions are unknown or uncertain (as in probabilistic sensing models), the boundaries of individual holes may not be accurately determined. We describe in Sections V-B and V-C a modification to existing algorithms that computes an accurate diameter for convex sensing regions and approximate diameter for nonconvex but known sensing regions. In Section V-D, we describe an outline of a simpler algorithm that computes an approximate diameter for both known and unknown (uncertain) sensing regions. We first review existing work in this area before describing our algorithms.
A. Related Work
Tools from both algebraic topology and computational geometry have been used for detecting coverage holes. Most focus on coverage verification and boundary node detection without computing the exact hole boundaries [6] , [10] , [14] , [23] , [25] , [28] , and several of them assume a disk sensing model and an open target region [6] , [10] , [23] , [25] , [28] .
In topology based approaches, certain criteria to detect holes or verify coverage [10] , [23] are derived from the topology of the covered region without using the positions of nodes. However, these criteria are computed in a centralized way and the complexity is not well studied yet. In contrast, geometry based approaches assume the positions of nodes are known [14] , [25] , [28] or at least the accurate distances among neighboring nodes are known [6] and use certain locally computable geometric objects to detect nodes on a coverage boundary. The first localized approach is proposed in [14] where every node can locally determine whether it is on the boundary of a k-coverage hole by counting the coverage levels of its sensing perimeter, which is simplified in the case of 1-coverage in [29] . The location free version of [14] is proposed in [6] . Another geometric approach uses Voronoi diagrams [9] , [25] , [28] , which is not applicable to non-convex or heterogeneous sensing regions.
Based on [14] , [22] proposes an algorithm to determine exact boundaries of coverage holes. However, it can only find those boundaries with at most one piece from ∂A, such as H 5 and H 6 in Figure 8 , and it assumes a disk sensing model. An algorithm to find the boundaries of routing holes is proposed in [9] , and [27] proposes a method to determine the boundaries of communication holes using only the connectivity graph and a general sensing model. However, ∂A is not considered in either approach.
B. Discovering Hole Boundary
In this and the next section, we assume that each node knows the shape of its sensing region (not necessarily convex). The impact of sensing uncertainty is discussed in Section V-D.
Our algorithm first applies the perimeter coverage based approach [14] to detect nodes on the boundaries of coverage holes. The idea is that the sensing perimeter of one node is divided into one or more pieces by the sensing perimeters of the neighboring nodes. Every such piece is called a sensing segment. A node is on the boundary of a coverage hole iff it has a sensing segment that is not covered by other nodes.
The boundaries of coverage holes needed for diameter computation are then derived based on the following observations, which can be verified in Figure 8 . First, the boundary of a coverage hole is composed of one or more closed curves, but its diameter is only determined by the outermost one, called the hole loop. For instance, H 3 in Figure 8 has two boundary curves, but the inner one -the perimeter of the two overlapped sensing regions -can be safely ignored. Second, if a hole is completely contained in another hole, it can be ignored, such as H 8 in Figure 8 . Third, each curve is composed of sensing segments and (possibly) parts of ∂A. If it is composed of only sensing segments, the entire curve can be found by traversing the nodes on it. Otherwise, each piece that is composed of only sensing segments on the curve can be found. Once all the pieces of hole boundaries are known, a polygon clipper algorithm [20] can be extended to find the hole loops by also taking ∂A into account. We defer the details to [4] .
C. Diameter Computation
Let H denote a hole loop, and X H denote the set of crossings on that loop, where a crossing is defined as an intersection point of either two sensing perimeters, or a sensing perimeter with ∂A, or a vertex of the simple polygon ∂A. The following lemma states that X H is indeed a good approximation of H in terms of the diameters, even if sensing region is not convex. 
If the sensing regions are convex, then H is contained within the convex hull of X H . Since a point set and its convex hull have the same diameter, the result follows.
According to Lemma 5.1, when the sensing regions are all convex, it suffices to maintain the set of crossings on each hole loop instead of their accurate shapes in order to find the largest diameter D. For arbitrary sensing regions, this also gives a good approximation when D 2D.
D. Coping with Sensing Region Uncertainty
Sensing regions show irregularity due to hardware calibration and obstacles and therefore are hard to characterize deterministically [15] . A more realistic way to characterize sensing regions is to use a sampling based approach, where the sensing region of a node is approximated by the discrete points corresponding to the events detected by the node [15] . In this section, we consider how to compute the largest diameter of coverage holes if only a limited number of samples are known.
To this end, we first construct a planar graph based on the samples observed. This graph is used to approximate the real covered region, that is, the union of all the sensing regions. We then show that under certain assumptions, the largest diameter of coverage holes can by estimated by the largest diameter of the faces of this graph. Let B s denote the sensing region of node s. We also use s to denote the position of node s and e to denote the position where event e happened. We make the following assumptions.
1) The positions of nodes and events observed are known.
2) Each B s is a star convex subset of R 2 with respect to s, that is, any line segment joining s to a point t in B s , denoted as st, lies in B s . Figure 9 shows an example of two overlapped star-convex sensing regions. 3) For every connected component C i of B s1 ∩ B s2 , s 1 = s 2 , there is at least one event detected in each C i , i.e., there is a point e i ∈ C i known such that s 1 e i lies in B s1 and s 2 e i lies in B s2 . For instance, the two sensing regions in Figure 9 intersect at two connected subregions, with one common event detected in each. 4) For each node s, it is known whether B s is completely inside of A, or is completely outside of A, or intersects ∂A. In the last case, the set of edges of ∂A that intersect B s is known. Let S denote the set of nodes whose sensing regions are within or intersect ∂A, and E denote the set of events observed by nodes in S . Let A denote the set of vertices of ∂A. For each node s ∈ S and each edge of ∂A that intersects B s , pick an arbitrary point on that edge that is within B s , such as points a, c, and d in Figure 9 . Name the set of such points I. We construct a geometric graph G(V, E), where V = S ∪ E ∪ A ∪ I, and each edge in E corresponds to either a line segment joining a node s and an event e detected by s, or a line segment joining a node s and a point a ∈ I on an edge of ∂A intersecting B s , or a line segment on ∂A joining points in A and I. See Figure 9 for reference. Notice that, the edges of G may intersect at points other than vertices. We make G planar by treating these intersections as vertices as well. We then observe that G is a planar graph without open faces. Let D and D denote the largest diameter of coverage holes and that of the faces of G, respectively. Then under the assumptions made above, we can observe that D ≤ D ≤ D + 2D, where D is the maximum sensing diameter. We defer the proof of this statement to [4] .
Notice that, the above approximation can also be applied to the case where all the sensing regions are known. It is not as accurate as the approach sketched in Section V-B, but more efficient since the faces of G and their diameters can be easily computed. If d 2D, the approximation may be desirable. In addition, if more events than required are detected, they can be used to improve the accuracy of the approximation.
VI. OPEN PROBLEMS
Although we have addressed the problems of random deployment and algorithmic determination of the status of trap coverage, introduction of this new model of coverage opens up an opportunity to revisit several fundamental deployment and topology control problems afresh. First the problem of optimal deterministic deployment for various ranges of d and r remains open. Second, the problem of joint coverage and connectivity (both from a deterministic deployment perspective [2] and from an algorithmic perspective [12] , [26] ) remain open. Third is the problem of coverage restoration upon sensor failures [17] . Finally, the problem of sleep-wakeup [7] , [13] , [18] , [29] which has traditionally assumed full coverage model or the barrier coverage model [19] , also needs to be reinvestigated for this new model.
VII. CONCLUSION
This paper generalizes the traditional model of full coverage by allowing systematic holes of bounded diameter. With this new model, deterministic guarantees on detection, particularly tracking can be maintained even if not all points in the region are covered, whether due to failure of deployed sensors or due to the expense of deploying sensors to cover every point in a large region. Trap coverage thus makes sensor deployment scalable. Of independent interest is also the fact that the trap coverage model bridges the long-standing gap between the thresholds for percolation and for full coverage.
