In human and other hominid (great apes) populations, estimates of the relative levels of neutral polymorphism on the X and autosomes differ from each other and from the naive theoretical expectation of ¾. These differences have garnered considerable attention over the past decade, with studies highlighting the potential importance of several factors, including historical changes in population size and linked selection near genes. Here, we examine a more realistic neutral model than has been considered to date, which incorporates sex-and age-dependent mortalities, fecundities, reproductive variances and mutation rates, and ask whether such a model can account for diversity levels observed far from genes. To this end, we derive analytical expressions for the X to autosome ratio of polymorphism levels, which incorporate all of these factors and clarify their effects. In particular, our model shows that the genealogical effects of life history can be reduced to ratios of sex-specific generation times and reproductive variances. Applying our results to hominids by relying on estimated life-history parameters and approximate relationships of mutation rates to age and sex, we find that life history effects, and the effects of male and female generation times in particular, may account for much of the observed variation in X to autosome ratios of polymorphism levels across populations and species.
Introduction
Neutral polymorphism patterns on X (or Z) and autosomes reflect a combination of evolutionary forces.
Everything else being equal, the ratio of X to autosome polymorphism levels should be ¾, because the number of X-chromosomes in a population is ¾ that of autosomes. However, autosomes spend an equal number of generations in diploid form in both sexes, whereas the X spends two thirds of the number of generations in diploid form in females and a third in haploid form in males. As a result, the ratio of X to autosome polymorphism levels can also be shaped by differences in male and female life history and mutation processes as well as by differences in the effects of linked selection (1) .
The differential effects of these factors on X and autosome has been discussed for many species (2-4), and in particular, they have been the focus of considerable recent interest in humans and other hominids (5) (6) (7) (8) (9) (10) (11) (12) (13) . In particular, it has been noted that linked selection could affect X and autosomes differently because of differences in recombination rates, the density of selected regions, and the efficacy and mode of selection. Notably, the hemizygosity of the X in males leads to a more rapid fixation of recessive beneficial alleles and to a more rapid purging of recessive deleterious one (14, 15) . Accounting for these effects and for differences in recombination rates suggests that in humans-in mammals more generally-the effects of linked selection should be stronger on the X ((16), but see (2) ). To evaluate these effects empirically, several studies have examined how polymorphism levels on the X and autosomes vary with genetic distance from putatively selected regions, e.g., from coding and conserved non-coding regions (17, 7, 9, 18, 10, 11) . In most hominids, including humans, such comparisons confirm that linked selection reduces X to autosome ratios. They further suggest that the effects are minimal sufficiently far from genes (17, 7) , potentially allowing the effects of other factors shaping X to autosome ratios to be examined in isolation.
Even far from genes, however, the X to autosome ratios in humans and other hominids appear to differ from the naive expectation (7, 9, 10) . To control for the effects of higher mutation rates in males and variation in mutation rates along the genome, polymorphism levels on X and autosomes are typically divided by divergence to an outgroup. In regions far from genes, the normalized X to autosome ratios range between ¾ and 1 among human populations, generally decreasing with the distance from Africa (5, 7, 9, 11) . Ratios exceeding ¾ have also been observed in most other hominids ((10) , but see (13) ).
Proposed explanations for these departures from ¾ and the variation among populations and species fall into two main categories: those based on population history, such as historical changes in population size, and those based on life history, such as differences between male and female reproductive variances (i.e., the variance in the number of offspring that individuals have throughout their life). If we assume that the effective population size on the X is generally smaller than on autosomes, then changes in population size will have a different impact on polymorphism levels on X and autosomes (19) (20) (21) (22) .
Notably, population bottlenecks that occurred sufficiently recently, such as the Out of Africa bottleneck in human evolution, will have decreased the X to autosome ratio, because a greater proportion of Xlinked loci will have coalesced during the bottleneck (22) . While what is known of human population history (including the Out of Africa bottleneck) is indeed expected to lead to lower X to autosome ratios in non-Africans, estimates of the expected reduction in diversity levels fall short of explaining its full extent (11) . Differences in population history between males and females may have also contributed to the differences among human populations. For example, Keinan and Reich (8) suggested that an increase in the ratio of males to female effective population sizes (or generation times) during an Out-ofAfrica bottleneck contributed to the lower X to autosome ratios in non-Africans. While the possibility of inferring such historical differences from extant polymorphism patterns is intriguing, and there are comparable, well established sex-differences in the more recent past (e.g., (23)), differences in life history may offer a more straight-forward explanation of the observations. Notably, sex differences in life history traits that are readily observed today could have substantially affected X to autosome ratios. Among traits, perhaps the most straightforward effect arises from the higher reproductive variance in males than in females (e.g., due to sexual selection), which causes higher coalescence rates on autosomes and an increased X to autosome ratio (24, 5) . Theoretical studies suggest that the resulting increased ratio is bound by 9 8 (24) . In reality the effect is likely much smaller, yet differences in male and female variance among extant human populations and hominids (25) suggest that it could have contributed to observed differences in X to autosome ratios, as well as account for why ratios often exceed 3 4 .
Differences between male and female generation times could have affected X to autosome ratios in more intricate but substantial ways. Mutation rates in mammals increase with paternal age (and to a lesser extent with maternal age), notably in humans (26) (27) (28) (29) . Ignoring genealogical effects (see below), we would therefore expect increased paternal generation times to decrease the X to autosome ratios of polymorphism and divergence. In that regard, given that male and female generation times vary considerably among populations and species (30, 31) , the common practice of dividing polymorphism estimates by divergence levels might not fully control for male mutational biases and could result in X to autosomes ratios that deviate from ¾. Sex differences in generation times also affect the genealogical process, with longer generation times in males than in females resulting in slower coalescence rates on the X compared to autosomes, and therefore in increased polymorphism ratios.
The overall effect of these factors has not been considered jointly. We do so here, by studying how these life history traits and mutational differences between sexes affect neutral polymorphism levels on X and autosomes. Earlier work by Felsenstein (32) modeled the effects of age structure on the effective population size of haploid populations, and that work was later extended by Hill (33), Johnson (34),
Charlesworth (35, 24) and Orive (36) , who incorporated the effects of age structure in diploid populations, as well as the effects of sex-(but not age-) dependent rates of mutation. Where our work departs from those is in building on coalescent models of age-structured populations developed by Sagitov and Jagers (37) and Pollack (38), which we describe below.
Results
The haploid model. To illustrate how we treat the coalescence process in an age-structured population, we first consider the haploid model proposed by Felsenstein (32) . We assume a haploid panmictic population that is divided into age classes of one year (for convenience), and denote the (constant) number of individuals of age ≥ 1 by % , where %&' ≤ % due to mortality (see Table 1 for a summary of notations). We further assume that each of the ' newborns is independently descended from a random parent, with the parent's age chosen from a distribution = ( % ) %.' / with expectation G (the generation time). The parent is then chosen with uniform probability within the age class. We begin with the case without endogenous reproductive variance, but incorporate this effect below. where to this end, we trace their lineages backward in time. For the alleles to coalesce in a given age class a, one of them would have to be a newborn in the previous generation; this occurs with probability % / per year. The other allele would have to be present in the same age class, which occurs with probability % 5:% / , because it could have been born to a parent of age ≥ , − + 1 generations ago (the rigorous derivation establishes that this is in fact the stationary age distribution along a lineage).
Both alleles would also have to be in the same individual in age class a, which occurs with probability 1/ % . Taken together, we find that the probability of coalescence per-year in age class a is , where we multiplied by 2, because either allele could have been the newborn in the previous generation, but subtracted the probability that they both were, because this event should be counted only once. The probability of coalescence per generation and corresponding effective population size follow from multiplying these probabilities by the generation time, summing them over age classes, and rearranging terms:
where % = % E + 2 % 5 5J% . Note that the (a, j)-term in % is proportional to the probability that coalescence in age class a occurs in an individual that fathered a newborn carrying one of the alleles at age a, and a newborn carrying the other allele at age j. Moreover, the % terms add up to one, allowing us to define the effective age class size as the weighted harmonic mean
The effective population size can then be viewed as the product of the effective age-class size and the effective number of age-classes, which is simply the expected generation time G, i.e.,
Next, we extend the model to incorporate endogenous reproductive variance (as opposed to the variance introduced by stochastic mortality and birth). To this end, we assume that each newborn is assigned a vector describing its age-dependent, relative reproductive success, such that its probability of being chosen as a parent among the individuals of age class a is % % (i.e., % corresponds to the expected, rather than actual, reproductive success of the individual at age a). We further assume that the proportion of individuals with a given vector that reach age a, % ( ), can vary with age, in effect allowing for dependencies between age-specific mortality and reproductive success. Thus, the model is set up to allow for dependencies between reproductive success, fecundity and longevity, examples of which have been observed in natural populations (e.g., between the age of first reproduction and longevity (39, 40) , or between reproductive success and longevity (39, 41) ).
The model thus extended can be solved along the same lines as described above (see SI Section 1.2).
Specifically, the coalescence rate per generation and corresponding effective population size take a similar form:
but in this case
where %,5 ≡ Q % ⋅ 5 individual reaches age ≥ ) for ≥ . As in the simpler case, the (a, j)-term in % is proportional to the probability that coalescence in age class a occurs in an individual that fathered a newborn carrying one of the alleles at age a, and a newborn carrying the other allele at age j; but in this case, the coefficients %,5 factor in the effect of endogenous reproductive variance. In contrast to the simpler case, the % terms do not necessarily add up to 1. We therefore introduce a normalization by = % % , and define the effective age class size as
In these terms, the effective population size takes the form
To provide some intuition, we consider the special case in which relative reproductive success is independent of age and of mortality rates. Namely, each newborn is assigned a relative reproductive success r at birth, and its probability of being chosen as a parent among the individuals of age class a is % . The distribution of r values then has expectation 1 (by construction) and we denote its variance by Q ( Q = 0 when there is no endogenous reproductive variance). In this case, the coalescence rates in any given age class are increased by a factor 1 + Q , and therefore the effective population size is
Thus, = 1 + Q and it can be interpreted as the reproductive variance caused by the Poisson sampling of parents, which contributes 1, and by the endogenous reproductive variance, which contributes Q . In turn, the contribution of age-structure to reproductive variance is reflected in ⋅ .
More generally, the results of the full model can be recast in terms of the total reproductive variance.
First consider a haploid Wright-Fisher process, i.e., with non-overlapping generations, with endogenous reproductive variance, modeled similarly to the example considered above. In this case, Wright (42) showed that the effective population size is
where is the census population size and = 1 + Q is the total reproductive variance. Second, in the case with age-structure but without endogenous reproductive variance, Hill showed that the effective population size can also be written as
where ⋅ ' is the number of newborns per generation, and V is the reproductive variance introduced by age-structure (33) . Comparing Eqs. 7 and 10, we can express this variance as = ' / (≥ 1). This expression makes intuitive sense, as this would be the reproductive variance in the case considered by Wright, if the next generation were randomly chosen from a reproductive pool including only out of ' individuals in the population. In SI Section 1.3, we show that Eq. 10 also holds for the general model with age-structure and endogenous reproductive variance. In this case, the total reproductive variance is
where the first term in this product, ' , is the variance introduced by stochasticity in mortality and birth, and the second term, , reflects the contribution of endogenous reproductive variance. Thus, we conclude (i.e., in Eq. 10) that all the effects of age-structure and endogenous reproductive variance (as well as any dependence between them) on the effective population size can be summarized in terms of the generation time, , number of newborns per year, ' , and total reproductive variance, .
The model for X and autosomes. The diploid model with two sexes is more elaborate, but it is defined and solved along the same lines that we have described for the haploid model. In SI Section 2.2, we describe the model formally, and here, for brevity, we only describe how it differs from the haploid model. Notably, in this case, we allow for age-dependent mortality, fecundity, and endogenous reproductive variance to vary between the sexes. We further assume equal sex ratios at birth (although we also consider the general case in SI Section 2), and accommodate X and autosomal modes of inheritance (i.e., X linked loci in males always descend from females, whereas in all other cases the sex of parents is randomly chosen with probability ½). In SI Section 2.3, we solve this model for the stationary distributions of sex and age and corresponding coalescence rates, by extending Pollack's results for age-structured populations with two sexes (38) to account for endogenous reproductive variance. Here we describe the main results relying on the intuition gained from the haploid model.
By analogy with the haploid case (Eq. 10), we can express the effective population sizes for X and autosomes in terms of the reproductive variance of males and females. To this end, we denote the number of newborns per year, including both sexes, by ' (see Table 2 for a summary of notations). We further define the generation times for X and autosome linked loci as averages of the male and female generation times, D and d , weighted by the proportions of generations that they spend in each sex, i.e.,
To draw the analogy with the haploid case, we consider the effective population size in terms of alleles rather than individuals (they are equivalent for haploids). Specifically, we define the reproductive success of an allele as the number of an individual's offspring carrying that allele, and denote the reproductive variance associated with X and autosome linked alleles by e * and g * . In these terms, the effective population sizes for X and autosomes are analogous to Eq. 10: 
where the weights reflect the proportion of generations spent in males and females and the additive factor 2 results from ploidy. Substituting these expressions into Eq. 13 we find that Polymorphism levels on X and autosomes. Having solved for the effective population sizes, we now turn to polymorphism levels. To this end, we assume that the expected mutation rates in males and females depend linearly on age (27, 43) , and that their expectations for generation times D and d are D and d respectively (see SI Section 3 for general dependency). The expected mutation rates per generation on X and autosome linked lineages are weighted averages of these expected rates,
The expected heterozygosity on X and autosomes then follows from the standard forms:
Note that these expressions are usually derived assuming that the genealogical and mutational processes are independent (44). This assumption is violated here, because both the coalescence and mutation rates depend on the ages along a lineage. In SI Section 3, we show that the standard forms hold nonetheless.
We can now combine our results to derive an expression for the X to autosome ratio of polymorphism levels. From Eqs. 15 and 17 and rearranging terms, we find that the ratio of expected heterozygosity is Comparing ratios of polymorphism and divergence. We can now ask how changes in these factors affect X to autosome ratios of polymorphism and divergence. More precisely, considering the numbers of substitutions rather than divergence (i.e., ignoring multiple hits) and excluding the contribution of ancestral, the equivalent expression to Eq. 18 is 
(35, 45). While a higher ratio of male to female mutation rates, = D / d , has the same effect on X to autosome ratios of polymorphism and divergence, a higher ratio of male to female generation times ( D / d ) has opposite effects, decreasing the ratio for polymorphism but increasing it for divergence (Fig. 1) . The difference arises because one way in which the male to female ratio of generation times affects polymorphism levels is by changing the relative rates of coalescence on X and autosomes, whereas there is no such effect on divergence levels, for which coalescence times on both X and autosomes equal the species split time (again, neglecting the contribution of ancestral polymorphism).
By the same token, reproductive variances affect only the coalescence rates, and thus polymorphism but not divergence levels. Importantly, the different effects of life history factors on polymorphism and divergence complicate the interpretation of X to autosome polymorphism ratios that are divided by divergence to an outgroup (e.g., (5, 7, 9, 46)) (see Discussion).
Figure 1:
Generation time effects on X to autosome divergence and polymorphism ratios.
X to autosome polymorphism ratios in humans and other hominids. Thus far, we considered general results for the effects of life history on the X to autosome ratio of polymorphism levels, and now we turn to the effects in human populations and in other hominid species. To this end, we rely on a model that approximates the dependence of hominid mutation rates on sex and age (26, 43) . We assume that mutations accumulate linearly with the number of germ-cell divisions, and that the rate per division varies at different stages of development (43) . In females, the number of cell divisions does not depend on age because all oogonial mitotic divisions occur before birth (47) . In males, germ-cell division exhibits two main phases, with an approximately constant number until puberty, followed by a linear rate of division in adult testis during spermatogenesis (48, 49) . We previously (45) fitted the corresponding mutation model to the relationship between the number of mutations and the parents' sex and age observed in human pedigrees (27) , to obtain the following approximations for female and male mutation rates per bp per generation: 
where P is the puberty age in males and is the duration of the seminiferous epithelial cycle (during spermatogenesis). Recent pedigree studies indicate that maternal age also affect mutation rates (e.g. (29)), more generally suggesting that some mutations are in fact spontaneous rather than replication driven (43, 50) . At present, however, the studies are not sufficiently precise for us to incorporate maternal age and spontaneous effects in our mutational model. Once they are, it should be straight forward to study how they affect the results that we report below.
Given our mutational model and relying on prior knowledge about life history parameters, we consider how each of the factors detailed in Eq. 18 affects deviation of the X to autosome ratio from the naïve expectation of ¾, and how they affect variation in the ratio among populations and species. We begin with the effect of sex differences in reproductive variance (Fig. 2) . This effect has been noted by many (e.g., (24, 51) ) and follows intuitively from the fact that a higher male variance results in higher coalescence rates on autosomes than on the X, thus increasing e / g . In theory, we know that higher reproductive variance in males can increase e / g by as much as 50% (with an upper bound of 9 8 compared to 3 4 ), but in practice, the effect is expected to be much smaller. Consider, for example, a model in which only a fraction p of the males can reproduce and the number of offspring for each follows a Poisson distribution with mean 2/p, while all females reproduce with equal probabilities following a Poisson with mean 2, resulting in a ratio D + 2 d + 2 = ‚' . In this case, assuming that only = 0.3 of males can reproduce would result in an X to autosome polymorphism ratio that exceeds ¾ by only 22% (i.e., much lower than the theoretical limit). Unfortunately, little is known about the plausible range of reproductive variances in humans. In five hunter-gatherer groups in which this variance was measured in small samples, it was found to be 1.7-4.2 folds higher in males (25), corresponding to an increase of 6-20% relative to ¾, which translates into a relative difference of ~13% among populations.
Figure 2:
The effect of male reproductive variance on the ratio of X to autosome polymorphism levels, assuming the female reproductive variance equals 2.
Next, we consider the effect of the ratio of male to female generation times (Fig. 3A) . In seven huntergatherer groups in which these were measured, the mean generation times vary between 25 and 33 years and the ratio of male to female generation times between 1.03 and 1.37 (30, 45) . Accounting for both mutational and genealogical effects, this variation corresponds to an 18%-24% reduction, and an ~8% relative difference in X to autosome polymorphism ratios. Intriguingly, the relative effect is on the order of the variation in observed X to autosome ratios among human populations, which are 6%-9% lower in
Europeans and 8%-9% lower in Asians compared to Africans (11) . However, the effect of generation times on the X to autosome polymorphism ratio should be averaged over the period that gave rise to extant polymorphism levels. Thus, while these estimates suggest that higher ratios of male to female
generation times in non-Africans may have contributed substantially to observed differences, a more precise account of this contribution should factor in the shared evolutionary history among populations, as well as subsequent lineage-specific variation in generation times.
Differences in ratios of male to female generation times, have also been reported among groups of wild chimpanzees, albeit based on small samples (31) . Specifically, mean generation times have been estimated to vary between 22 and 27 years and the ratio of male to female generation times between 0.8 and 1.2, corresponding to a 14%-24% reduction and a ~13% relative difference in X to autosome polymorphism ratios. Assuming such differences in generation times have persisted during the millions of years over which neutral genetic variation accumulated, they would have therefore contributed substantially to the variation in polymorphism ratios among hominid populations and species.
As we already noted, paternal and maternal generation times affect the X to autosome ratios of polymorphism and divergence differently. Based on our mutational model, we can now ask about the combined mutational and genealogical effect of paternal and maternal generation times in hominids.
Changing the paternal or maternal generation times has a genealogical effect of the same magnitude (but not direction; see Eq. 18), but changing the paternal generation time has a greater effect on the mutation rate per generation than changing the maternal one. Thus, overall, changes in paternal generation time have a greater effect on the X to autosome polymorphism ratio than the maternal one (Fig. 3A) . In contrast, as we have shown previously ( (45)), changes in maternal generation times have a greater effect on the divergence ratio (Fig. 3B) , because the paternal age has opposing effects on the mutation rate per generation and on the number of generations along a lineage. and (B), reflecting the added genealogical effect on polymorphism but not on divergence.
Lastly, the degree to which mutation is male-biased depends on the age of puberty in males and on the seminiferous epithelial cycle length, suggesting that changes to these parameters would also affect the X to autosome polymorphism ratio (Fig. 4) . For example, varying the age of puberty between 13.5 years, the value estimated for humans (52), and 7.5 years, the value estimated for chimpanzees (53), while holding other life history parameter at their values in humans, decreases X to autosome polymorphism ratios by 3%. Similarly, varying the seminiferous epithelial cycle length from 16 days (humans (54)) to 14 days (chimpanzees (55)) decreases polymorphism ratios by 1%. Differences in these parameters between humans and more remotely related species may be greater, resulting in a more substantial effect on polymorphism and divergence ratios (45) . For example, using ages of puberty in cercopithecoids, estimated to be between 3.5-6 years (56), leads to a reduction of 3-4% in polymorphism ratios compared to humans, and assuming the seminiferous epithelial cycle lengths in cercopithecoids is between 9.5-11.6 days (57, 58) leads to a reduction of 3-5%. -gatherers (30, 45) ), male age of puberty of P = 13.5 years (52), and seminiferous epithelial cycle length of t = 16/365 years (54).
Discussion
We have derived general expressions for the effects of life history factors on X and autosome polymorphism levels, and explored their plausible effects on levels observed in humans and closely related species. The expression for the ratio (Eq. 18) clarifies the effect of each factor, and in particular, shows that the genealogical effect of life history factors reduces to the effect of the ratios of male to female generation times, D / d , and of reproductive variances, ( D + 2) ( d + 2). These results apply to any species with X and autosomes, and can be readily generalized to species with Z and autosomes.
We focused on hominid species, because more is known about the factors affecting their polymorphism levels. Specifically, by considering a hominid model for the effects of life history on mutation rates, we have shown that plausible variation in D / d within human populations and among closely related species can have a substantial effect on levels of polymorphism on the X compared to the autosomes. It therefore seems plausible that evolutionary changes in life history contributed substantially to the variation in X to autosome ratios among human populations and hominid species, and to their seemingly ubiquitous deviation from the naïve expectation of ¾.
This generation time effect acts jointly with myriad other factors that have been highlighted previously (e.g., 24, 5, 8, 11) . Notably, the ratio of male to female reproductive variances, ( D + 2) ( d + 2), which tends to be greater than 1 and varies considerably among human populations and closely related species, is likely to have been an important explanatory factor (24, 5) . Another likely contributor is the
different responses of polymorphism levels on X and autosomes to changes in population size, and to bottlenecks in particular (22) . Notably, changes in population size (most notably, the Out-of-Africa bottleneck) have been estimated to contribute 36%-47% of the observed reduction in X to autosome ratios in Asians and 38%-60% in Europeans compared to African populations, where the ranges correspond primarily to the use of different demographic models (11) . Importantly, however, these estimates assume that the X to autosomes ratio of effective population sizes in the absence of bottlenecks is ¾, while consideration of sex-specific generation times and reproductive variances point to a ratio closer to 1, and thus suggest a weaker effect of population size changes. Finally, X to autosome ratios have been shown to vary substantially along the genome due to variation in the effects of linked selection, e.g., with an estimated average reduction of 25-35% near compared to far from genes (11) .
Taken together, these factors are likely to explain most of the variation in ratios observed among human populations and along the genome. In considering variation among hominid species, differences in other factors affecting the male bias of mutation rates, = D d , such as the male age of puberty and the length of the spermatogenetic cycle (43) , may have also contributed substantially.
Ultimately, we would like to quantify the contributions of each factor to observed X to autosome polymorphism ratios. At present, however, a number of practical obstacles stand in the way. Most importantly, despite numerous papers characterizing X to autosome ratios, we still lack reliable estimates of their absolute values, and thus of their deviations from the naïve expectation of ¾. The main reason being that current estimates are based on dividing polymorphism levels by divergence to an outgroup (e.g., to macaques (7, 9) , chimpanzees (5, 7), orangutans (5, 7), gorillas (7), marmosets (7), olive baboons (46) or, when non-human species are considered, to humans (46)), in an attempt to control for differences in mutation rates on X and autosomes. The "normalized" ratios are assumed to reflect only genealogical differences between X and autosomes, but this assumption is wrong. Notably, changes to life history traits should lead to changes in the X to autosome ratio of divergence over evolutionary time (45) , and indeed this ratio has been found to vary substantially with the choice of outgroup (59, 60) .
Our results make the problematic nature of this normalization procedure quite clear, by allowing us to write down an explicit form for the normalized ratio: 
where parameters corresponding to the outgroup lineage are denoted by "*". The second term (on the right-hand side) in this expression reflects the genealogical component of the X to autosome ratio, and will henceforth be referred to as "the genealogical ratio", whereas the first (in brackets) includes the mutational effect on the ratio and the terms introduced by the normalization. For the normalization to fulfill its purpose of canceling out the mutational effects, the first term must equal 1. As noted, however, the male bias in mutation rates ( = D d ) has evolved substantially over phylogenetic time scales (59, 61) , and therefore the mutational terms If we assume that generation times in males are greater than in females, as observed in extant huntergatherers (30), gorillas and some chimpanzee groups (31) , this term would introduce a downward bias (e.g., up to 6%, for estimated generation times in different hunter-gatherer groups). The combined effect of male mutation bias and generation times on the normalization in hominoids, i.e., the term Taken together, these factors make existing, "normalized" estimates of the X to autosome ratio of polymorphism levels (e.g., (11)) difficult to interpret. Specifically, they cannot be interpreted as estimates of the genealogical X to autosome ratios, and are thus not comparable with the naïve expectation of ¾.
These difficulties suggest that it may be preferable to consider X to autosome polymorphism ratios without normalization, and find alternative means to account for differences in the mutability of X and autosomes. We can begin by separating polymorphism ratios by types of mutation and genomic contexts, e.g., look at the ratio of C to T mutations in an ancestral ACA context (62) . If we knew the sex specific mutation rates corresponding to these types and contexts during the genealogical history of extant samples, then we could divide out the mutational effects on these polymorphism ratios (i.e., ) to obtain estimates of the genealogical X to autosome ratio. In principle, we can learn about these mutation rates from the extant mutational spectrum, and specifically from the dependency of the rates of different types of mutations on sex and life history parameters (see below). While we currently lack a sufficiently accurate characterization of the sex and age specific mutational spectrum to do so, it may very well be within reach in the near future, at least in humans, owing to the increasing power of pedigree studies of mutation (29) . Meanwhile, focusing on specific categories of mutations, the rates of which have been fairly stable over phylogenetic timescales (e.g., CpG transitions and ACA->ATA (62, 63)), may provide initial approximations for the genealogical X to autosome ratio.
One can also apply new approaches to learn about the relative contribution of the different factors that shaped the genealogical ratio. Notably, as different types of mutations have distinct dependencies on life history parameters but X to autosome ratios corresponding to these types share the same genealogical history, one can make inferences about life history parameters (and the corresponding mutational spectrum) by requiring the same genealogical X to autosome ratio for different types of mutations (Gao, Moorjani et al., in preparation). Specifically, this approach may allow one to learn about the effects of the ratio of male to female generation times on the genealogical ratio. In addition, one could imagine using pairwise sequentially Markovian coalescent (PSMC) based inferences about historical effective population sizes on X and autosomes, to learn about the effects of bottlenecks, e.g., the OoA bottleneck, on the genealogical ratio directly rather than through simulations (cf. (64, 11) ). Moreover, it may be possible to extend PSMC to use data from X and autosomes jointly in order to infer historical changes in female and male effective population sizes over time, and examine, for example, if they exhibited dramatic changes during the Out of Africa bottleneck (i.e., to examine the hypothesis of (8)).
More generally, all the factors that are thought to affect neutral polymorphism levels on X and autosomes can now be integrated into a coalescent framework, providing a natural way to quantify how their effects combine, and an efficient model from which to simulate. Our results describe how life history factors affect the effective population sizes on X and autosomes in the Kingman coalescent. The integration of other factors then follows from their known descriptions in terms of the coalescent, starting from these effective population sizes. For example, the effects of changes in population size and generation times can thus be integrated as appropriate changes to the effective population sizes on X and autosomes backwards in time. Moreover, the effects of linked selection on relative diversity levels along the genome also follow from their description in terms of the coalescent (e.g., (65) (66) (67) ), starting from these effective population sizes. Lastly, the effects of life history on mutation can be incorporated in terms of mutational models akin to our hominid model. With the theoretical framework in place, and the data needed to infer the effects of each factor either already present or around the corner, a comprehensive, quantitative understanding of diversity levels on X and autosomes in hominoids and other taxa should be within reach.
