ABSTRACT: An adaptive decorrelating multiuser detector is considered for application in Rayleigh fading multipath channels with significant fading rate (Doppler spread). A suboptimal receiver structure, in which decorrelation is decoupled from multipath recombining, allows efficient implementation of adaptive channel estimation, e.g. via LMS algorithm. The channel estimates are used to perform maximum ratio combining. Bit error rate is evaluated analytically as a function of fading statistics and receiver tracking parameters. Results demonstrate performance sensitivity to the choice of the LMS step size when the channel is modeled as a secondorder AR process. Performance degradation increases with fading rate, leading to the saturation of the error probability at a level determined by the fading rate of the channel and the deviation of the step size from the optimal value. The receiver is near-far resistant regardless of the fading rate of the channel.
Introduction
Application of multiuser detection to frequency-selective Rayleigh fading CDMA channels is considered. Previous work in this area has addressed the performance of a number of detection schemes on slowly fading channels (e.g., [1]- [4] ). For channels whose Doppler spreading cannot be neglected, the performance of multiuser detection has been treated in [5]- [7] for flat fading, and in [8] for frequency-selective fading.
The receiver of interest to this study uses partial decorrelation [3] to eliminate multiple-access interference (MAI) prior to multipath recombining, which is then performed with the aid of adaptively obtained channel estimates. The performance of this receiver was analyzed in [8] for the case of ideal channel estimation, accomplished by Kalman filtering when complete statistical model of an auto-regressive (AR) fading process is available at the receiver.
Although the model parameters can be measured at the receiver, a more realistic scenario is that in which neither the channel response, nor its statistical description are available at the receiver. In such a case, a simpler adaptive channel estimator, such as LMS or RLS one, may be used instead of the model-based Kalman filter. The question that immediately arises is that of performance sensitivity to the choice of tracking parameters, namely the step size of an LMS estimator, or the forgetting factor of the RLS algorithm. It is the goal of the present analysis to assess the performance of the receiver which operates under these algorithms, showing its dependence on the fading rate of the channel and the choice of the receiver tracking parameters.
Multiple-Access Channel Model
We consider a synchronous CDMA system in which the transmitted signal of the k-th user is represented in an equivalent complex baseband form as
where &(n) E {ztl} are i.i.d. data symbols, and s k ( t ) is the k-th user's signature waveform of unit energy and duration T. The signals from Ii' users propagate through different fading channels, each of which is modeled as a Rayleigh fading channel, and is characterized by the multipath delay spread T,, and the Doppler spread W d [lo] . As it is the case in a number of realistic CDMA scenarios, the multipath spread is assumed to be much shorter than the data symbol duration, T, << T, so that any intersymbol interference at the receiver can be neglected. Assuming that the signal is bandlimited to B = l/Tc >> 1/T, the channel can be modeled as a tapped delay line with taps spaced at chip intervals Tc, and time varying gains [lo], For a Rayleigh fading channel, the L tap gains of the k-th user's channel, { c k , l ( t ) } , are complex, zero-mean Gaussian processes.
Since the intersymbol interference can be neglected, it suffices to observe the received signal during a single symbol interval, t E [O,T]:
where ck(t) and s k ( t ) are appropriately defined vectors of channel tap gains and chip-delayed signature waveforms of the k-th user, respectively, and n(t) is complex zero-mean AWGN of power spectral density No.
The fading channel dynamics are often described by a Gauss-Markov model [6], [7] . Assuming that the channel is constant over a time interval of one symbol, T , the time variations of the channel are modeled as symbol-tosymbol changes in a discrete-time vectors of channel tap gains c:(nT) E c:(n). Without the loss of generality, it may be assumed that fading processes are independent among various users. If the multipath components fade independently and at the same rate, a simplified second-order model is given by:
where the components of V k (n) are independent zero-mean white Gaussian processes, and fo, f 1 are real-valued model parameters. The second-order model is thought to represent a good match for the mobile radio channel [7] . The statistics of each channel are described by the covariance matrix c k = E { c k ( n ) c i ( n ) } (prime denotes conjugate transpose), which is diagonal in the case of uncorrelated scattering and whose diagonal elements represent the sampled multipath intensity profile of the k-th user's channel.
Multiuser Receiver Structure
The receiver under consideration is shown in Fig.1 . Such a receiver was originally proposed in [3] , and analyzed for the case of a fading, but known channel. Although it differs from the optimal decorrelator [4] in that decorrelation is decoupled from multipath recombining, this receiver structure has advantages for application in a rapidly fading channel, when the channel needs to be estimated frequently and receiver parameters optimized taking into account the channel estimation errors [ 8 ] . Matched filtering using signature waveforms results in the signal Associated with the k-th user is the signal
where the desired signal terms, ckdk7 do not contain MAI. The noise terms t k are zero-mean Gaussian with covariance
Having eliminated MAI, the signals zk are processed separately in the remaining part of the receiver. The combiners are optimized subject to the fact that only the channel estimates ck(n), and not the true responses, are available. It is assumed in what follows that the channel vector ck(n), conditioned on the channel estimate ek(n), is a complex Gaussian process with mean e k ( 7 2 ) and covariance
is the channel estimation error at time n. Since for Rayleigh fading, the channel vector is Gaussian distributed, it is reasonable to assume, for a number of channel estimation techniques, that its estimate will also be Gaussian distributed, as well as the estimation error.
Maximal-ratio combining results in the estimated data symbol d^k(n) = kb(n)Q;'Zk(n), where Qk = Ea + Nk ( 7 ) is the covariance of the overall noise interfering with the combining process. Although the receiver structure with K disjoint combiners is suboptimal, because the noise correlation among different users' combiners is ignored, each combiner is optimized taking into account the effect of channel estimation errors, which accounts for its robustness. This receiver structure allows individual implementation of computationally efficient channel estimation algorithms for an arbitrary number of desired users.
Performance Evaluation
The probability of the k-th user's bit error is pk = P { R e [d^k(n)] < Oldk(n) = $1) = P{Gk < 0 ) (8) where the variable Gk can be expressed as Under the Rayleigh fading assumption, Gk is a Gaussian quadratic form, whose distribution is known [lo] . The resulting probability Pk will depend only on the eigenvalues of the matrix
and we denote this dependence by
In particular, when all the eigenvalues Xi of Mk are distinct, we have 1
If we denote the cross-correlation between the estimation error and the channel vector by
the matrix Mk can be expressed as
To verify the result (11), we look at a special case of optimal MMSE channel estimation. In this case, the channel estimation error is orthogonal to the channel estimate, in which case Xk = Ek, and the above result reduces to the one obtained in [SI.
Channel Estimation
The quantities that yet need to be specified are the channel estimation erior covariances, which depend on the particular estimation method used. For coherent detection, some of the commonly considered methods include LMS estimation, RLS estimation, and Kalman filtering. These methods are decision-directed, and therefore require reliable data symbol decisions from the detector. We shall focus on the performance evaluation of such coherent detection schemes, assuming that the effect of erroneous bit decisions on channel estimation can be neglected.
The use of the Kalman filter is based on the assumption of known channel model (3), and thus provides an optimal MMSE channel estimate. The resulting performance, evaluated in [SI, can be regarded as a bound on the performance of receivers which use other, potentially less complex channel estimation methods.
In contrast to Kalman filtering, an LMS channel estimator is not model-based, and it is the simplest one in terms of computational complexity, which makes it attractive for use in a practical system. Its performance is controlled through the choice of the step size p. Consequently, the estimation error covariance will depend on the value of the step size in addition to the channel parameters.
An LMS channel estimator which uses as an input the data symbols d(n) is defined by the recursion (in the following we drop the user index for simplicity):
where
response. Note that the above algorithm is equivalent to L one-dimensional algorithms applied in parralel, since each el-
is updated independently of the others. From the above recursion follows a recursion in the channel estimation error:
To evaluate the desired steady state cross-correlations E and X, it is convenient to define the following:
Substituting the model (3) into (16) and evaluating the covariance of both sides of the resulting expression, we obtain:
where N is the covariance of the noise t ( n ) , and we have used the fact that both the error e(.) and the channel vectors c(n + l), c ( n ) are uncorrelated with <(n). The quantity p in the above expression represents the one-step channel correlation coefficient,
(19)
The recursions for X(n) and Y(n) are obtained in a similar manner by substituting the appropriate expressions into the definitions (17):
Steady-state solutions of the equations (18)-(20) define the matrices E and X needed for the evaluation of the probability of error:
These expressions can also be used for a first-order fading model, by setting f1 = 0. Unlike in the case of the Kalman filter, it is seen that in general X # E.
A more computationally intensive solution, but the one which results in faster convergence, is offered by an RLS algorithm. The performance of the RLS algorithm which uses exponential weighting of the past data is governed by the choice of the forgetting factor A. It can be shown that in the given configuration, a standard RLS algorithm, operating on the same input signal, produces an error of the form (16) in which the fixed value of p is substituted by a varying coefficient p ( n ) . This coefficient is recursively defined by Hence, the steady state value of p ( n ) is 1 -, and since p(n) is independent of the channel estimation error ~( n ) , the steady state cross-correlations E and X of the RLS estimator will equal those of the LMS estimator given in (21) with p = 1 -A. The fact that the LMS algorithm may have the same tracking capabilities as the RLS algorithm is not surprising since we are dealing with single-tap adaptive filters, for which there are no additional stability restrictions imposed on the LMS estimator due to the filter size [9]. Consequently, it is possible to choose the step size optimally while not violating the stability constraints.
The optimality criterion in our case is minimization of the probability of error in (1 l ) , which can be carried out numerically, resulting in the optimal step size as a function of the model parameters fo and f1. The total performance degradation incurred by an adaptive channel estimator will therefore depend on the actual fading rate and on the deviation of the step size (or the forgetting factor) from the optimal value. We shall illustrate these effects shortly through an example.
Numerical Examples
As a representative of the mobile radio CDMA channel, we assume the following system parameters. The total available spreading ratio is 127, while the number of users in the system is varied from a single user to 30 users. The cross-correlation matrix R is calculated from a set of flipcoin sequences with elements f l . The SNR of the k-th user is defined as SNRk = trace[Ck]/No. A two-path channel is assumed for each user, with independently fading paths of equal variances.
We focus on a second-order model, as defined by the parameters fo and fi in (3) . Alternatively, the model is described by another set of parameters: w,, the natural frequency, and t, the damping factor. The relation between parameters is
The model used in the examples is that with critical damping, < = 1/fi, for which the Doppler spread, defined as the 3-dB bandwidth of the Doppler spectrum, is wd = w,. In a mobile CDMA scenario, the normalized fading rate, w~T , on the order of would be encountered by a vehicle moving at about 60 mph (100 km/h), assuming a data rate of 9600 bits per second in the 900 MHz band. Fig.2 shows a set of error probability curves as a function of the LMS step size, for the established second-order channel model. The SNR is fixed at 10 dB, and the parameter on the curves is the channel fading rate. We observe that every curve exhibits a minimum, showing the existence of the optimal step size for the given SNR and fading statistics.
The optimal step size as a function of the channel fading rate is summarized in Fig.3 , with SNR as parameter. It is seen that relatively large variations exist in the optimal step size with both the change in SNR and the fading rate. However, Fig.2 indicates that there exists a range of step sizes around the optimal value for which the performance shall not be seriously disturbed.
Performance sensitivity to the choice of the step size is further examined in Fig.4 , in a usual error probability versus SNR framework. The fading model remains unchanged, with wdT fixed at 0.01. The step size takes on values 0.9, 0.1 and 0.05. The reference curve is obtained by using the optimal step size for each presented value of SNR. None of the used step sizes, of course, are suitable for the entire SNR range, but some general conclusions may be drawn. The value p = 0.9 is obviously too large, resulting in largest ~ 593 performance deviation at low to moderate SNR. The value p = 0.1 presents a good match for the optimal case throughout the range of SNRs from 5 to 15 dB, but results in an increasing degradation thereafter. Further decrease of the step size to 0.05 and below this value, however, may result in serious performance degradation characterized by high error floors.
In addition, it remains to be said that performance degradation incurred by LMS channel estimation with respect to the Kalman filtering case depends on the fading model, as well as on the LMS step size. For the first order fading process, the performances of the two receivers are identical when step size is chosen optimally. This is not surprising, since it suffices to use a single parameter to optimally track a first-order AR process. For a second-order fading process there will be a degradation in performance between the LMS estimator with the optimally chosen step size and the Kalman filter. However, for the channel parameters of Fig.4 , this degradation stays below 0.5 dB throughout the range of SNRs presented.
Next we investigate the performance obtained on the same two-path fading channel when a different number of users are present in the system. Fig.5 shows the probability of error of the coherent receiver versus the normalized fading rate. The step size is fixed at , I = 0.1. The three sets of curves shown in this figure correspond to the SNR of 10, 20 and 30 dB. Each set contains four curves obtained by varying the number of users. The lowest of the four error rates corresponds to the single ( K = 1) user being present in the system, while as the number of interfering users increases to 10, 20 and 30, the error rate increases for the given SNR and fading rate. The actual amount of increase is determined by the spreading ratio. What is important to note is that performance degrades gracefully with an increase in the number of users. However, this degradation exists only for finite values of SNR. When the thermal noise vanishes, the probability of error curves corresponding to different numbers of users collapse into a single curve. This curve, labeled 'no noise', represents the error probability floor as a function of fading rate. Thus, near-far resistance is preserved for all fading rates. This feature stems from the chosen structure of the receiver in which partial decorrelation is performed first, enabling the channel estimation to be performed without MAI. In such a way, the quality of the channel estimates, which is the single factor determining the error floor, does not depend on the number of users. An interesting question for future research to address is the use of efficient channel estimation procedures to accompany the optimal decorrelating receiver on a channel with non-negligible Doppler spread, and the related sensitivity of performance.
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