It is widely accepted that some of the most accurate predictions of aggregated asset returns are based on an appropriately specified GARCH process. As the forecast horizon is greater than the frequency of the GARCH model, such predictions either require time-consuming simulations or they can be approximated using a recent development in the GARCH literature, viz. analytic conditional moment formulae for GARCH aggregated returns. We demonstrate that this methodology yields robust and rapid calculations of the Value-at-Risk (VaR) generated by a GARCH process. Our extensive empirical study applies Edgeworth and Cornish-Fisher expansions and Johnson SU distributions, combined with normal and Student t, symmetric and asymmetric (GJR) GARCH processes to returns data on different financial assets; it validates the accuracy of the analytic approximations to GARCH aggregated returns and derives GARCH VaR estimates that are shown to be highly accurate over multiple horizons and significance levels.
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INTRODUCTION
In an era when financial products can be extremely complex, sophisticated models for the density forecasting of portfolio returns are an important topic for academic research. Forward-looking returns distributions have a plethora of applications to portfolio risk assessment and allocation optimization, and accurate forecasts of the entire distribution are crucial if we believe that returns depart significantly from normality.
Given the widely documented characteristics of financial asset returns, quite complex dynamic models are needed for predicting distributions of underlying asset returns. A salient feature is their volatility clustering -that is, "large changes tend to be followed by large changes -of either sign -and small changes tend to be followed by small changes" (Mandlebrot, 1963) . Generalised autoregressive conditional heteroscedastic (GARCH) models, introduced by Engle (1982) , Bollerslev (1986) and Taylor (1986) , have proved very successful in capturing this behaviour, and they can also explain why asset returns distributions are skewed and leptokurtic.
When aggregated returns are generated by a GARCH process, Engle (2003) argues in his Nobel lecture that simulations are required to predict the quantiles of the returns distribution over a time horizon which is longer than the frequency of the model. Simulations are only asymptotically exact and it can be very time consuming to simulate aggregated GARCH returns distributions to a satisfactory degree of accuracy. This computational burden will reduce the scope for out-of-sample tests of the predictive returns distributions. By the same token, any practical implementation of a GARCH model in portfolio risk assessment and/or optimization will be limited to over-night rather than intra-day calculations.
Hence, there is a clear need for fast and accurate analytic approximations to the returns distributions that would otherwise need to be simulated for various GARCH processes. This paper presents an empirical study of the effectiveness of the modelling framework suggested by Alexander, Lazar and Stanescu (2011) for generating GARCH aggregated returns distributions, with particular reference to the accuracy of lower quantiles that are used for estimates of portfolio Value-at-Risk (VaR). Finance DP 2011-08 3 the speed and accuracy of our quasi-analytic VaR predictions, which are assessed using the coverage tests of Christoffersen (1998) . The reminder of this paper is organised as follows: Section 2 presents the theoretical methodology that we shall implement for our empirical results; Section 3 reviews the VaR literature and explains how analytic formulae for the first four moments of aggregated GARCH returns can be used to approximate VaR; Section 4 presents the data and empirical results; 5 and Section 5 concludes.
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APPROXIMATE AGGREGATED GARCH RETURNS DISTRIBUTIONS
Our purpose is to approximate distributions of the aggregated returns in a GARCH framework that capture the important characteristics of financial asset returns, i.e. their volatility clustering and their non-normal distributions. Here we show how such approximate distributions can be obtained using analytic formulae for the first four conditional moments of GARCH aggregated returns.
Consider the following generic GJR specification, introduced by Glosten, Jagannathan and Runkle (1993) , for the generating process of a continuously compounded portfolio return from time t − 1 to time t, denoted r t : r t = µ + ε t , ε t = z t h 1/2 t , z t ∼ D(0, 1), with h t = ω + α ε 2 t−1 + λ ε 2 t−1 I − t−1 + β h t−1 , where h t = V (r t |Ω t−1 ) is the variance of the portfolio return, conditional on the information set Ω t−1 = {r t−j , j ≥ 1} . The GARCH error ε t is a disturbance process and z t is a sequence of i.i.d. zero mean unit variance random variables with distribution D. I − t is an indicator function which equals 1 if ε t < 0 and zero otherwise. The symmetric GARCH(1,1) model can be obtained from the above by equating λ = 0. In our empirical results we shall allow D (0, 1) to be either a standard normal or a standardized Student t distribution, with degrees of freedom estimated by maximum likelihood along with the other GARCH model parameters. Thus we shall consider four different possibilities for the GARCH processes that are most appropriate for different types of asset returns, namely the normal and Student t GJR and GARCH(1,1) models.
Denote the first four central moments of the n-period future aggregated returns generated by the 5 For convenience, the standard statistical that underpin these results are stated in an appendix.
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ALS (Theorem 1) derived exact formulae for both central and standardized moments of the aggregated returns. The conditional meanM
R,n , skewness T R,n , and kurtosis K R,n of the n-period return are given by:M
(1) GJR special cases. The normal and Student t GARCH(1,1) can be obtained by equating λ = 0 in the formulae for the corresponding GJR models.
Following ALS we approximate the distribution of the n-period returns using its first four moments and three different approximation methods, i.e. the Cornish-Fisher expansion, the Edgeworth expansion and Johnson SU distributions. Cornish and Fisher (1937) and Fisher and Cornish (1960) developed an asymptotic expansion for the quantile function of a probability distribution whose cumulants 6 (moments) are known in terms of the standard normal quantile function. 7 When only the first few cumulants are used, one obtains an approximation of the quantile function. The Cornish -Fisher approximation is popular in empirical applications mainly due to its speed and relative simplicity. While the approximation is expected to perform well in the vicinity of the normal, because it is a local approximation, increasing the order does not necessarily improve the error of the approximation. Moreover, the resulting quantile function is not necessarily monotonic as a function of the tail probability, and it suffers from tail behaviour problems -i.e. the approximation error increases at extreme quantiles.
8
Somewhat similar to the Cornish-Fisher expansion, the Edgeworth expansion represents a method of approximating a density of interest around a base density, usually the standard normal density. It 6 The cumulants represent an alternative to the moments of a probability distribution; while the cumulants set is equivalent to that of the moments, there are cases where stating the problem in terms of the cumulants rather than the moments may be preferred. The cumulants are defined by the cumulant generating function, which is equal to the natural logarithm of the moment generating function.
7 Hill and Davis (1968) later generalized the expansion, by expressing the quantiles of the distribution in question in terms of the quantiles of a base distribution, which need not be the standard normal.
8 See also Jaschke (2002 
where f E x (x) is the second-order Edgeworth approximation of the density of interest f x , ϕ is the standard normal density and ϕ (k) is its k th derivative, and τ x and κ x denote the skewness and kurtosis of f x . For our purposes f x will be the density of the normalised aggregated returns.
Finally, the third approximation method we use here, the Johnson SU distribution, differs from the previous two in that it is a proper distribution rather than an expansion. Johnson (1949) introduced three monotonic transformations from a variable x to a standard normal variable z, corresponding to three (Johnson) distributions. 9 The Johnson SU distribution considered in this paper is the most relevant for financial applications, since it is leptokurtic. A random variable x is said to follow a Johnson SU distribution if:
where z is a standard normal variable. Tuenter (2001) developed a very fast algorithm for the estimation of the four parameters δ, γ, λ and ξ. Specificly, using Tuenter's (2001) algorithm, we are matching the first four conditional moments of the n-period aggregated GARCH returns (detailed in Section (2) above) to the corresponding moments of a Johnson SU distribution. Although flexible, the main disadvantage of this approach is that a Johnson SU distribution is not guaranteed to exist for any set of mean, variance, skewness and (positive) excess kurtosis.
3 VALUE-AT-RISK
The α% n-day VaR of a portfolio is minus the α-quantile of its n-day returns distribution, thus it is the loss that is anticipated with (1 − α)% confidence from holding an unmanaged portfolio over a risk horizon of n days. Smith (2010) note that this is the most widely-used approach, based on a survey of major banks around the world. In a more sophisticated system this is often augmented with a GARCH model, such as in the filtered historical simulation methodology introduced by Barone-Adesi et al. (1998 , 1999 (2001) and McNeil and Frey (2000) . 11 We employ the standard notation α for the the quantile of the aggregated returns distribution; this should not be confused with the α parameter of the GARCH models.
12 See also Boudoukh, Richardson and Whitelaw (1998) , for an alternative filtering approach.
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The approach we propose falls into the category of parametric VaR models, and is closely related to a sub-stream of the academic research on VaR. As we detail below, we estimate VaR from alternative approximations of the distribution of returns based on moments. Zangari (1996) was the first to introduce a parametric method for estimating VaR based on higher moments, which he called Modified VaR; this can be thought of as an estimator for VaR that corrects the baseline Gaussian
VaR for skewness and kurtosis. The "correction" is done using a Cornish-Fisher expansion. An α% n-day VaR estimate is derived from the α-quantile of the n-period portfolio return distribution as:
whereF −1 t;t+n is the time t forecast of the distribution function for returns aggregated from time t to time t + n, andf t;t+n is the corresponding density function. The corresponding ETL is given by:
The purpose of this section is to present analytic approximations for (3) and (4) based on the first four moments of aggregated GARCH returns. Some of the VaR formulae (though not the ETL) are quite well-established; indeed they have been applied to VaR modelling by several authors and we briefly reviewed the contributions of some of these authors above. However, they have never before been applied in the GARCH framework. Thus, given these moment-based VaR and ETL formulae, we use the results for the conditional moments of aggregated returns in a GARCH context to derive analytic approximations for GARCH VaR and ETL purely in terms of the estimated GARCH model parameters.
Using (2), one can immediately write the expression for the Johnson SU VaR as:
where z α = Φ −1 (α) is the lower α-quantile of the standard normal distribution. The formula for the Johnson SU ETL, derived in Simonato (2010) (and adapted to our setting) is:
where y = γ + δsinh
Truncating the terms beyond the fourth cumulant, the expression for the Cornish-Fisher VaR as a function of the first four standardized moments of the n-day aggregated returns is:
To express the Cornish-Fisher ETL one would need to perform an inversion of the Cornish-Fisher expansion, which is given in terms of the quantile (or inverse distribution) function. To our knowledge, no such inversion was derived. One other possibility would be to integrate the expression in (7) after VaR CF n,α,t ; however such an approach is deemed to be inaccurate, as the Cornish-Fisher VaR is less accurate when we go further into the tail and is likely to be very inaccurate when α → 0.
EMPIRICAL METHODOLOGY AND RESULTS
Data
The performance of our proposed quasi-analytical distribution forecasts and VaR methodologies is tested using equity index (S&P 500), foreign exchange (Euro/dollar) and interest rate (3-month Treasury bill) daily data. These three series represent three major market risk types (equity, foreign exchange and interest rate risk, respectively) and within each class they represent the most important risk factors in terms of volumes of exposures. The three data sets used in this application were obtained from Datastream and each comprise 20 years of daily data, from 1st January 1990 to 31st December 2009. 15 Figure 1 plots the daily log returns for the equity and exchange rate data and the daily changes in the interest rate. 16 Table 2 presents the sample statistics of the empirical unconditional distribution returns. In accordance with stylized facts on daily financial returns the mean of every series is not statistically different from zero and the unconditional volatility is highest for equity and lowest for interest rates. 17 Skewness is negative and low (in absolute value) but significant for all three series, so that extreme negative returns are more likely than extreme positive returns of the same magnitude, while excess kurtosis is always positive and highly significant, suggesting that the unconditional distributions of the series have more probability mass in the tails than the normal distribution. We notice that the interest rate sample exhibits the most significant departures from normality, while the Euro/dollar series is the closest to normality among the three we analyze. 15 Since the Euro was only introduced in 1999, the ECU/dollar exchange rate is used for the period between 1990 and 1999. 16 First differences in fixed maturity interest rates are the equivalent of log returns on corresponding bonds. 17 The standard error of the sample mean is equal to the (sample) standard deviation, divided by sample size and we assumed 252 trading days per year to annualize the standard deviation into volatility.
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Empirical Methodology
Four different GARCH models, namely the baseline GARCH(1,1) and the asymmetric GJR, each with normal and Student t error distributions, are estimated for each of the three time series. 18 The estimation is conducted in a rolling window format, where a window of ten years of daily data (window size approximately 2500 observations) is rolled daily for an additional ten years. The resulting time series of model parameters are subsequently used to estimate the first four conditional moments of aggregated returns based on the analytic formulae from Section 2, from 3rd January 2000 to 31st
December 2009, for three time horizons: n = 5, 10, 20 working days, respectively. For the symmetric models -the normal and Student t GARCH(1,1) -the skewness is zero by construction. However, 18 Based on the BIC and AIK information criteria, an AR(4) model was used to remove the autocorrelation in the data for the 3-month Treasury bill sample, while for the S&P 500 sample an AR(2) suffices to remove all autocorrelation in the returns; in what follows, estimation and testing is based on the residuals from these regressions for the two samples. the asymmetric specifications -the normal and Student t GJR -lead to non-zero skewness estimates.
All four models yield positive excess kurtosis for all horizons and all time series.
Distribution Tests
For the implementation of the distribution tests described in the Appendix we combine the four GARCH specifications (the normal and Student t GARCH(1,1) and GJR models) with two approx- Table 3 these periods are labelled 'low vol', 'high vol' and 'current' respectively. Finally, the time horizon we consider here is n = 5 days. The results in Table 3 generally show that the proposed moment-based distributions successfully approximate the distributions of aggregated returns obtained via GARCH simulations. When departures from normality are less significant -as in the case of the Euro/dollar exchange ratesboth approximation methods and all GARCH models yield similar and very good results. However, the more significant the departures from normality, the greater the differences between the results produced by the two approximation methods. Thus, for the S&P 500 sample, the results produced by the two approximation methods are still very similar for the normal models and comparable for the for the same GARCH model, in a few cases the CVM sometimes slightly favours the Edgeworth methodology (e.g. Normal GARCH(1,1) in the 'current' sub-period, for the S&P 500 sample).
20 These are asymptotic results for a test where the distribution being tested for is continuous, fully known and generic (no particular family of distributions assumed). Stephens (1970) derives modified statistics for the finite sample case; however, with a sample size of 10000, these modifications are not actually needed and the asymptotic results would apply, if the hypothetical distribution were fully specified. However, in our case this distribution is based on estimated results and hence the above mentioned critical values do not apply and we would need to simulate the correct critical values if we were to properly carry out the tests. Still, we report the percentage of times the test statistics are greater than the asymptotic critical values, so that we can infer, approximately, if the test results are at least in the vicinity of these asymptotic critical values. We also note that the results have to be interpreted with care since it is likely that the appropriate (simulated) critical values for this testing exercise are lower than the asymptotic critical values reported above. 21 What we mean by "best among alternatives" here is "closest to the (respective) simulated distribution". However, one has to interpret the results with care since the simulated distribution is obviously not the same for all alternative approximate distributions. 22 For the S&P 500 sample, the percentage differences between the values of test statistics obtained with the Johnson SU and the Edgeworth expansion (for the same GARCH model) are no higher than 10%, and even lower for the Euro/dollar sample. However, the values of the distribution test statistics differ by a factor of at least 2.5 between the Johnson SU and the Edgeworth expansion for the interest rate sample.
VaR Estimation and Backtesting
We evaluate the accuracy of the proposed VaR estimates over 5, 10 and 20-day risk horizons using the coverage tests of Christoffersen (1998) described in the Appendix. 23 We combine the four different GARCH models with two approximation methods, the Johnson SU distribution and the CornishFisher expansion, and derive the VaR estimates for each GARCH model, and for each approximation method, and for α = 10%, 5%, 1% and 0.1%.
Tables 4 -6 summarize the results of the likelihood ratio (LR) tests for the unconditional coverage, independence and conditional coverage of predictive intervals for log returns (or, in the case of Treasury Bill rates, absolute changes) aggregated over horizons of n = 5, 10 and 20 working days.
In these tables (*), (**), or (***) denote a result that is statistically significant at 10%, 5% and 1%, respectively, i.e. the null of correct coverage is rejected. Also, if no value is reported for the independence test, that is because there are no consecutive violations, and obviously the models in question pass the test.
(a) S&P 500
The results in Table 3 show that the model that performs best across all horizons, significance levels and approximation methods is the normal GJR, which incurs no rejections in the coverage tests for this sample. For the 10-day horizon, the Student t GJR also performs extremely well, incurring no rejections in the coverage tests. Also, none of the models is rejected in the independence test for this sample, across all horizons and significance levels. 23 To avoid using over-lapping observations, as this would violate the independence assumption for the indicator process in the unconditional coverage test, we use only every n-th set of parameter/moments estimates, where n is either 5, 10 or 20 working days.
(b) Euro/dollar
The results further improve for the Euro/dollar sample, the sample with the least significant nonnormality features. Now both the normal GARCH(1,1) and the normal GJR yield no rejections in the coverage tests, across all horizons, significance levels and approximation methods. Furthermore, their Student t counterparts also yield very few rejections. Again, none of the models is rejected in the independence test, across all horizons and significance levels.
(c) 3-month Treasury Bill
The 3-month Treasury Bill sample is the one exhibiting the most pronounced non-normalities among the three samples we analyze. As for the distribution tests reported above, for this sample our methodology performs slightly less well than it does for the other two samples, especially for the longer horizons. For the 5-day horizon we find that the normal GARCH(1,1) produces no rejections in the coverage tests across all significance levels and approximation methods. The performance of the normal GJR is also good, being only marginally rejected in the independece test for the 5% VaR. For the 10-and 20-day horizon, no model performs perfectly; however, the performance of the normal GJR remains relatively good, especially when coupled with the Johnson SU distribution. Out of the three samples we analyze, this is the only sample for which the models are sometimes rejected in the independence tests. Also for this sample, the superior performance of the Johnson SU over the expansion method is more apparent, especially if we compare the results obtained for the 10% VaR.
To give an example of the speed of our methodology relative to Monte Carlo simulation, on a PC with Intel i5-650 (dual core) and 4Gb RAM using Excel 2010 VBA, the time recorded for computing Student t GJR-GARCH VaR estimates for a 10-day horizon using our quasi-analytic methodology was only 0.254 seconds. By comparison, to compute the 10-day VaR based on 10,000 Monte Carlo simulation took 13 seconds. It would be greater for VaR computions over longer horizons. Moreover, 10,000 is typically regarded as the minimum number of simulations to be used for a passable degree of accuracy, and the time would be extrapolated linearly as the number of simulations increases. Finance DP 2011-08 16 5 CONCLUSIONS This paper demonstrates empirically that approximate aggregated GARCH return distributions can be accurately constructed based on a number of alternative approximation methods. Subsequently, we focused on quasi-analytic GARCH VaR measures constructed from analytic formulae for higher moments and the accuracy of our results shows that time-consuming simulations are no longer needed for GARCH VaR estimation.
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Based on their occurrence in the related literature and on the feasibility of obtaining fast, analytical formulae for the distribution function and/or the associated VaRs and ETLs, we selected three alternative approximation methods based on analytic moments. A comprehensive testing exercise used three different samples on three major sources of market risk -equity (S&P 500), foreign exchange (Euro/dollar) and interest rate risk (3-month Treasury bill). We first tested how close the approximate distributions constructed using the Johnson SU distribution and the Edgeworth expansion are to their simulated counterparts. Consistently good results were obtained for the S&P 500 and the Euro/dollar exchange rate, but the Johnson SU is superior for the T-Bill where non-normalities are highly significant.
We then tested the accuracy of our methodology for VaR estimation using the likelihood ratio tests for conditional coverage, proposed by Christoffersen (1998). Here we combine the CornishFisher expansion and the Johnson SU distribution with four GARCH specifications (normal and Student t GARCH(1,1) and GJR) which results in eight alternative VaR models to test and compare. VaR is estimated at four significance levels (0.1%, 1%, 5%, and 10%) and for three different time horizons (5, 10 and 20 days). Our quasi-analytic GARCH VaR estimates are extremely accurate, especially for the S&P 500 and Euro/dollar samples where departures from normality are less significant. When models are rejected in the statistical testing, it is generally due to inappropriate unconditional coverage and very rarely due to rejections in the independence tests. In fact, especially at the higher confidence levels, the models very often yield no consecutive violations. The results are even more remarkable if we consider that the analysis is entirely out-of-sample and that the testing period (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) contains the Dotcom 'bubble burst ' (2000) and out of the ten years of out-of-sample data three years cover the current financial crisis (2007) (2008) (2009) . Finance DP 2011-08 20 
APPENDIX: EVALUATION METHODS
We first investigate whether the proposed approximate distributions provide an adequate representation of the conditional distributions of aggregated returns. Since these distributions are not observable, not even ex-post, we use simulated distributions as proxies. Specifically, we test whether F m = F s , where F m is the cumulative distribution function (cdf ) for the approximate distribution of aggregated returns constructed using the first four conditional moments and the Edgeworth expansion or Johnson SU distribution approximation methods, and F s is the simulated cdf for the n-day GARCH aggregated returns. F s is given by the step-function of the sample: F s (x i ) = T −1 i, where x i with i ∈ {1, 2, ..., T } is the increasingly ordered simulated sample, i = number of returns less than or equal with x i , and T is the sample size (number of simulations).
To test whether F m = F s , we employ two well known distribution tests: the Kolmogorov- 
Finally, these statistics only have standard distributions if the distribution under the null hypothesis is entirely pre-specified, but in our case the F m distribution relies on estimated parameter values so the theoretical critical values are no longer applicable.
To evaluate the accuracy of our quasi-analytic GARCH VaR we apply the statistical tests based 
which are Bernoulli(α) i.i.d. regardless of whether R tn is serially correlated and/or heteroskedastic.
Christoffersen (1998) proved that:
where LR uc;α tests for the correct unconditional coverage, given that {I t } T t=1 is independent, while LR ind;α tests for the independence of this series. 26 He also derives the following test statistics and their respective distributions under the null to make the concepts operational:
LR ind;α = −2 ln (1 − π 2;α ) n 00;α +n 10;α π n 01;α +n 11;α 2;α
(1 − π 01;α ) n 00;α π n 01;α 01;α (1 − π 11;α ) n 10;α π n 11;α 11;α ∼ χ 2 (1)
where the ML estimates of the test statistics -LR uc;α ,LR ind;α , andLR cc;α -are obtained for:
t,α ;n 0;α = T −n 1;α ;π α =n 1;α T ;n ij;α = T t=1Ĵ ij;t;α π 01;α =n 01;α n 00;α +n 01;α ;π 11;α =n 11;α n 10;α +n 11;α ;π 2;α =n 01;α +n 11;α n 00;α +n 10;α +n 01;α +n 11;α ICMA Centre Discussion Papers in Finance DP 2011-08 22 I t,α = I(r tn < −VaR n,α,t );Ĵ ij;t;α = I(Î t−1,α = i ∩Î t,α = j); i, j = 0, 1 where T is the sample size and r tn are the sample realizations of the random variable R tn . LR uc;α is essentially a simple hypothesis test: the null hypothesis is that the difference between the empirical exceedance rate and the desired level α is zero.
27 This null is then tested against the alternative that the exceedance rate is significantly higher or lower than the desired α. The test will thus discard methods as being inappropriate either because they tend to produce too little or too few exceedances, regardless of their timing. By also taking into account the clustering of exceedances, as well as the number of times the VaR is exceeded, LR cc;α is a joint test of correct coverage and independence of hits, i.e. correct conditional coverage. 27 An exceedance occurs when the return is lower than minus VaR. 
