Abstract-In recent years there has been much interest in the analysis of time series using a discrete wavelet transform (DWT) based upon a Daubechies wavelet filter. Part of this interest has been sparked by the fact that the DWT approximately decorrelates certain stochastic processes, including stationary fractionally differenced (FD) processes with long memory characteristics and certain nonstationary processes such as fractional Brownian motion. It is shown that, as the width of the wavelet filter used to form the DWT increases, the covariance between wavelet coefficients associated with different scales decreases to zero for a wide class of stochastic processes. These processes are Gaussian with a spectral density function (SDF) that is the product of the SDF for a (not necessarily stationary) FD process multiplied by any bounded function that can serve as an SDF on its own. We demonstrate that this asymptotic theory provides a reasonable approximation to the between-scale covariance properties of wavelet coefficients based upon filter widths in common use. Our main result is one important piece of an overall strategy for establishing asymptotic results for certain wavelet-based statistics.
I. INTRODUCTION
T HE discrete wavelet transform (DWT) as formulated by Mallat [1] and Daubechies [2] is an increasingly popular tool for the statistical analysis of time series (see, e.g., [3] - [6] and references therein). The DWT maps a time series into a set of wavelet coefficients. Each coefficient is associated with a particular scale, which is a measure of the amount of data that effectively determines the coefficient. Two distinct wavelet coefficients can be either "within-scale" (i.e., both are associated with the same scale) or "between-scale" (i.e., each has a distinct scale).
One reason for the popularity of the DWT is that it acts as a decorrelating (or "whitening") transform for certain stochastic processes; i.e., any two distinct within-scale or between-scale coefficients are approximately uncorrelated. Flandrin [7] showed that the within-scale wavelet coefficients for fractional Brownian motion (FBM) constitute a stationary process and derived expressions for the covariances of both within-scale and between-scale coefficients. He found that, for the Haar transform and for ordinary Brownian motion, within-scale wavelet coefficients are uncorrelated, while between-scale coefficients are correlated, with the correlation decaying as the separation between the scales increases. Tewfik and Kim [8] found that wavelet coefficients for FBM are in general correlated, but that the correlation dies down hyperbolically at a rate dictated by the number of vanishing moments associated with the wavelet. Dijkerman and Mazumdar [9] showed that correlations in the wavelet coefficients for FBM decay exponentially fast between scales and hyperbolically fast within scales. They illustrated that the covariances of distinct wavelet coefficients are small in magnitude. Masry [10] investigated the statistical properties of the wavelet coefficients of processes with stationary increments (of which FBM is an example).
In particular, he obtained expressions for the spectral density function (SDF) of within-scale wavelet coefficients and the cross SDF of between-scale coefficients. McCoy and Walden [11] demonstrated similar results for fractionally differenced (FD) processes, and Vannucci and Corradi [12] extended the theory of Tewfik and Kim [8] to these processes (they also introduced a method of calculating the covariances between wavelet coefficients based upon a two-dimensional wavelet transform). Jensen [13] provided the theory for the class of autoregressive fractionally integrated moving average (ARFIMA) processes, of which the FD processes are a specific example. Johnstone and Silverman [14] , [15] demonstrated the approximate decorrelation property when the Meyer wavelet is used to analyze a process with long-range dependence. They used these results to develop wavelet shrinkage techniques for signal estimation in the presence of long-range dependence.
In this paper, we demonstrate that, for a quite general class of stochastic processes, the covariance of between-scale wavelet coefficients decreases to zero as the width of the wavelet filter associated with the DWT increases (the filter width dictates how much of the time series is used to form each wavelet coefficient: as the width increases, more and more of the series is used to form each coefficient). This result applies even to processes for which the DWT does not yield approximately uncorrelated within-scale coefficients. The theory we present here hence both complements and generalizes the results given in the literature cited above.
The remainder of this paper is organized as follows. Prior to stating our main result as Theorem 2 in Section V, we give some background material on processes with stationary backward differences in Section II, on FD processes in Section III, and on wavelet coefficients of stochastic processes in Section IV. We 0018-9448/$20.00 © 2005 IEEE present a practical demonstration in Section VI that this asymptotic result is a good approximation for wavelet filters used in practice. We conclude with a brief discussion in Section VII of how our theorem can be used to establish certain consistency results for wavelet-based statistical analysis and how it compares to a well-known decorrelation result in spectral analysis.
II. PROCESSES WITH STATIONARY BACKWARD DIFFERENCES
The decorrelation result we provide in Section V applies to a particular class of stochastic processes with stationary backward differences. Such processes are introduced in Yaglom [16] and discussed in detail in [17, Ch. 4] . Notable time-series methods for such processes (in the context of long-range dependence) can be found in [18] - [20] . Let denote a stochastic process, where is the set of all integers. We say that this process has stationary backward differences of integer order if is a stationary process with mean , autocovariance sequence (ACVS) and SDF satisfying
If is itself a stationary process with SDF , then the theory of linear time-invariant filters (see, e.g., Percival and Walden [21, Ch. 5] ) dictates that the SDF of is (2) where is the squared gain function for a first order (i.e., ) backward difference filter. By definition, the squared gain function is the squared modulus of the transfer function for the filter. In turn, the transfer function is the discrete Fourier transform (DFT) of the sequence defining the filter, which in this case is , , and , otherwise. Hence, If is not a stationary process, we can use (2) to define an SDF for it via the equation (3) (Yaglom [16] ).
III. FRACTIONALLY DIFFERENCED PROCESSES
A simple example of a process with stationary backward differences is obtained by letting in (3) be the SDF for a white noise process with variance ; i.e.,
. In this case, the process has an SDF is given by
The th-order backward difference for is a white noise process. A generalization of this example is to replace the nonnegative integer with any real-valued number (4) The above can be taken as the definition for an FD process. This process has two parameters, namely, and , which are commonly called the FD parameter and the innovations variance in the literature. This process was originally proposed by Granger and Joyeux [22] and Hosking [23] , and has become popular in recent years, mainly due to its tractable mathematical properties. When , an FD process exhibits "long-memory" dependence; when , the process reduces to white noise; and when , the process is said to be antipersistent. An FD process is stationary when , with an ACVS that can be readily computed at lag using (5) and at positive lags using the recursion (6) (for negative lags , recall that ). When , an FD process has stationary backward differences of order (here refers to the greatest integer less than or equal to ).
Further examples of processes with stationary backward differences can be obtained by considering a stochastic process whose SDF can be expressed as (7) where is a bounded function that is the SDF for some stationary process; i.e., is the product of two SDFs, one for an FD process, and another that is bounded. By letting , the above reduces to an FD process. Another choice is to let which is bounded if is chosen suitably. This leads to the class of ARFIMA processes, which by definition possess an SDF given by (8) where and are parameters associated with, respectively, the moving average and autoregressive parts of the process. FD processes can be considered to be a subclass of ARFIMA processes. For discussions of further properties of FD and ARFIMA processes and surveys of methods for their analysis, see [24] - [29] .
IV. WAVELET COEFFICIENTS OF STOCHASTIC PROCESSES
Let denote a Daubechies wavelet filter of necessarily even width [2] . We presume that , , and for or . By definition, this filter has a squared gain function given by (9) Let define the associated scaling filter, for which the squared gain function is given by . By Daubechies' construction, we have for all (10) The wavelet filter is an approximation to an ideal high-pass filter with a passband given by , whereas the scaling filter approximates an ideal low-pass filter with passband . We note that there are multiple wavelet filters that share the same squared gain function. These filters have distinct transfer functions, which can be expressed as , where denotes the phase function. By requiring the phase function to satisfy certain criteria, Daubechies [2] defined two widely used families of wavelet filters, namely, the extremal phase filters and the least asymmetric filters. In what follows, we denote the member of width from these two families as, respectively, the and wavelet filters.
Let denote a stochastic process. With , we can recursively use the equations and , to define the th-level wavelet coefficients and scaling coefficients . The former are associated with changes in averages over a scale of and with times spaced units apart; the latter, with averages over a scale of having the same spacing in time. With , equivalent definitions for these stochastic processes are and where and are th-level wavelet and scaling filters having transfer functions given, respectively, by and (see, e.g., [6] ). The corresponding squared gain functions are given by and The following technical lemma is needed in the proof of Theorem 2 and in carrying out the calculations reported in Section VI (all proofs are in the appendices). The lemma is useful by itself since it provides an integral expression for calculating the covariance between two wavelet coefficients on possibly different scales, expressed in terms of transfer functions for the wavelet filters at each scale, and the SDF of the process. The integral can be computed easily in terms of a cross product of the autocovariance for the differenced process , with the cumulative sum of the wavelet filters at both wavelet scales. In (11), the asterisk denotes complex conjugation.
Lemma 1: Let be a stochastic process with th-order stationary backward differences . Let denote the SDF for , and let denote the ACVS for . As defined by (11), let and be the level and wavelet coefficients for based upon a wavelet filter of width with transfer function . For all possible levels and and all and , we have (11) where is the transfer function defined above for the th-level wavelet filter , while is the th-order cumulative summation of ; i.e., with , we have, for
V. DECORRELATION OF WAVELET COEFFICIENTS BETWEEN SCALES
We now state our main result, which in effect says that the wavelet coefficients on different scales for a quite general class of stochastic processes are asymptotically uncorrelated as the wavelet filter width increases.
Theorem 2:
Let be a stochastic process possessing an SDF that can be expressed as , where is a bounded function that is the SDF for some stationary process. As defined above, let and be the level and wavelet coefficients for based upon a wavelet filter of width with transfer function . Then for , at rate as .
This (possibly conservative) rate of decorrelation is indicated by the proof of the theorem. The following heuristic argument says that the above theorem is plausible. Let and and define outside of the interval so that it is a periodic function with unit period corresponding to the squared gain function for an ideal high-pass filter. Lai [30] shows that as . By making use of (10) and (11), we can argue that converges to the squared gain function for an ideal bandpass filter with passband given by . For , these ideal squared gain functions disjointly partition the frequency interval . The spectral representation theorem for zero-mean stationary processes states that where is a process with orthogonal increments [31] . For large , we thus have
The passbands for wavelet coefficients do not intersect, and hence the fact that has uncorrelated increments implies that and are uncorrelated when .
VI. EXAMPLES OF THE DECORRELATION PROPERTY
Here we demonstrate that the asymptotic result stated in Theorem 2 is in fact a good approximation for wavelet filters used in practice. Fig. 1 shows plots of the maximum absolute correlation between and for a fixed pair of levels satisfying as and range over all possible integers. The process from which the wavelet coefficients are formed is an FD process with , and the wavelet filters are either the (pluses) or filters (circles) of widths (the case for both families corresponds to the Haar wavelet filter, and the and filters are the same as the and filters). This particular FD process is cited in [6] as an example of one for which the DWT acts as a decent within-scale prewhitening transform. The plots in the figure indicate that the maximum absolute between-scale correlation decreases as increases in keeping with Theorem 2. Whereas the maximum correlation for the Haar wavelet can be as high as , this correlation decreases to at most when we use a filter of width . This example also illustrates that, for larger , we get faster decorrelation as . Fig. 2 shows a second example, now for an autoregressive (AR) process of unit order given by , where is a zero-mean Gaussian white noise process. This process is cited in [6] as an example of one for which the wavelet coefficients within unit scale are not approximately white noise. Again, we can see the between-scale correlations decrease as we increase , but this decrease need not be monotonic ( and ). Thus, even though the DWT might not be an adequate within-scale decorrelator for a particular process, we can Fig. 1 , but now for an AR(1) process with = 00:9. still achieve decent between-scale decorrelation by increasing , again in keeping with Theorem 2. We note one pathological process (not typical of time series seen in practical applications) for which the covariance between scales decreases to zero with increasing , but the correlation between certain scales does not. Consider a Gaussian white noise process that is bandlimited to the frequency range ; i.e., the SDF is identically zero for . The conditions for Theorem 2 hold, so the covariance between wavelet coefficients on levels 1 and 2 does decrease to zero; however, a plot similar to those in Figs. 1 and 2 indicates correlations close to unity for all considered. The reason for the high correlation is that, because there is no power in the nominal passbands associated with levels 1 and 2, both sets of wavelet coefficients essentially depend on leakage from the same frequency range and hence are coupled together.
VII. IMPLICATIONS FOR TIME-SERIES ANALYSIS
In this paper, we have established that, for a quite general class of stochastic processes, the covariance of between-scale wavelet coefficients decreases as we increase the width of the wavelet filter. It is not possible to establish a similar general result for within-scale wavelet coefficients. In fact, increasing can actually lead to an increase in the covariance of these coefficients, a fact that is documented in [6] . The statistical implication and utility of these facts is that, in order to study the exact asymptotic properties of certain wavelet-based statistics, we can let get large in order to obtain approximately uncorrelated between-scale coefficients, but we are then faced with the problem of modeling the within-scale covariance structure (this same difficulty arises in the context of wavelet thresholding, where the use of block thresholding techniques also requires an understanding of the within-scale structure; see, e.g., [32] ). In previous work [33] , [34] , we have found that, for processes for which the DWT does a reasonable job of decorrelating within scales (e.g., an FD process), we can model the remaining within-scale covariance quite well using an AR process of order or . Now a wide class of stationary processes can be approximated arbitrarily well using an AR process of high enough order. This suggests that an overall approach to a useful asymptotic theory for statistics based on wavelet coefficients is to let and . This decorrelation result gives some asymptotic justification for wavelet-based cross validation [35] , wavelet-based least square estimation methods [36] - [39] , and wavelet-based bootstrapping methods [40] , [41] . This is because, for large enough , we can consider the different wavelet scales to be approximately uncorrelated, and in the Gaussian case we can resample from each wavelet scale (almost) independently of other scales. The result also gives guidance on designing wavelet-based methods for the simulation of Gaussian processes (e.g., [6, Sec. 9.4 
]).
It is of interest to contrast our basic result with a similar one arising in spectral analysis. Suppose we observe a time series that is a realization of belonging to the class of processes given in Theorem 2; i.e., is a stochastic process with an SDF that can be expressed as , where is a bounded function that is the SDF for some stationary process. The most popular estimator of the SDF is the periodogram, which is based upon the squared magnitude of the coefficients of the DFT where denotes the th Fourier frequency, . Consider two sequences of Fourier frequencies and such that and as , where and are fixed frequencies such that . Under these conditions, results in [24] , [42] indicate that and are asymptotically uncorrelated as when . This result is similar to between-scale decorrelation of wavelet coefficients, but there are some key differences. First, asymptotic between-scale decorrelation is in terms of filter width rather than sample size and is a reasonable approximation for filter widths used in practice. By contrast, even for very large , the periodogram can suffer from severe bias, which invalidates basic properties suggested by the asymptotic theory. Second, the theory for wavelet coefficients is applicable when , which is not the case for the theory stated above for spectral analysis. In general, the differencing operations that are embedded in the Daubechies wavelet filters make it an easy matter for the DWT to handle nonstationary processes with stationary increments (i.e., ) in a tractable manner. This stems from the fact that, if is properly matched to the order of differencing required to reduce the process to stationarity, the resulting wavelet coefficients can be described as a portion of a zero mean stationary process. The situation is quite different for DFT coefficients. Because the DFT does not have embedded differencing operations and because all DFT coefficients involve the entire time series and can thus be adversely influenced by mismatches between the beginning and end of the series, the DFT coefficients cannot be so easily described.
We close with a practical note. We have cast our theoretical development in terms of stochastic processes defined over all integers. In practical applications, we must deal with a time series that can be regarded as one realization of a finite portion of such a process. In the most common implementation of the algorithm, the DWT of a time series involves a number of coefficients that are circularly filtered, i.e., that combine together values from the beginning and end of the time series. Other implementations of the DWT involve the use of reflection boundary conditions or boundary wavelets. Regardless of the implementation chosen, these "boundary" wavelet coefficients can have markedly different statistical properties from those extracted from the corresponding theoretical stochastic process. As increases, the number of boundary coefficients on each scale increases. Use of these boundary coefficients can result in biases in certain wavelet-based statistics. Clearly, before increasing , there is a need to carefully study how the benefit from a decrease in the between-scale covariances is impacted by having fewer nonboundary coefficients to work with (this is a common problem is most statistical applications when one filters data).
APPENDIX I PROOF OF LEMMA 1
Proposition 3 is needed in the proof of Lemma 1. We are now in a position to prove Lemma 1. The case follows from [6, Exercise [348a] ], so we assume . For convenience, define when or so that summations over below can be taken to range over all integers. It follows from the definition for and from Proposition 3 that from which (11) follows using the basic result As before, let and denote the transfer functions for, respectively, and the first-order backward difference filter, and note that . Starting from (11) and making use of (1) and (3), we have which is (11) .
APPENDIX II PROOF OF THEOREM 2
In preparation for our proof of Theorem 2, we state and prove some preliminary results. It thus suffices to show that the second integral goes to zero as . Since (10) implies that for all , it follows from (11) that where, in the first line above, we interpret the product within the first set of brackets to be unity when . Using the above and the Cauchy-Schwarz inequality, we have Corollary 7 indicates that the first integral in the last line goes to zero as , so the desired results follows if we can show that where is a finite constant independent of when is large enough. Since is nonnegative and bounded above by, say, , we have
If
, the right-hand side is bounded by , the ineqality in question holds in this case. Suppose . The change of variable yields Now is a decreasing function over the interval , so its maximum value over occurs at and is equal to, say, . Hence, so the desired result follows if for some finite constant independent of when is large enough. Making use of yields and hence, For , the product in the denominator is positive and bounded above by and hence, where is the unit level wavelet variance for an FD process with fractional difference parameter and is finite as along as [6] . Thus, for all where we have made use of the facts that i) monotonically decreases to zero as increases for all [30] ; ii)
; iii) the maximum value of over occurs at ; and iv) .
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