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COCHARACTER-CLOSURE AND THE RATIONAL
HILBERT-MUMFORD THEOREM
MICHAEL BATE, SEBASTIAN HERPEL, BENJAMIN MARTIN, AND GERHARD RO¨HRLE
Abstract. For a field k, let G be a reductive k-group and V an affine k-variety on which
G acts. Using the notion of cocharacter-closed G(k)-orbits in V , we prove a rational version
of the celebrated Hilbert-Mumford Theorem from geometric invariant theory. We initiate
a study of applications stemming from this rationality tool. A number of examples are
discussed to illustrate the concept of cocharacter-closure and to highlight how it differs from
the usual Zariski-closure.
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1. Introduction
Let G be a (possibly non-connected) reductive algebraic group over an algebraically closed
field k, and let V be an affine variety over k on which G acts. A central problem in geometric
invariant theory is to understand the structure of the set of orbits of G on V . The closed
orbits are particularly important, because they can be identified with the points of the
quotient variety V//G. Given v ∈ V , it is well known that the closure G · v of the orbit
G · v contains a unique closed orbit O. The Hilbert-Mumford Theorem says there exists a
cocharacter λ of G such that the limit lima→0 λ(a) · v exists and lies in O—in fact, we can
replace O with any closed G-stable subset of V that meets G · v [29, Thm. 1.4]. This gives a
characterization of the closed orbits in terms of cocharacters: if the orbit G · v is not closed,
then there is a cocharacter λ of G such that lima→0 λ(a) · v exists and lies outside G · v.
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Conversely, if G · v is closed then lima→0 λ(a) · v lies in G · v for all λ such that the limit
exists (cf. Section 2.4).
A strengthening of the Hilbert-Mumford Theorem due to Hesselink [27], Kempf [29] and
Rousseau [48] shows that if G · v is not closed, then there is a class of so-called “optimal”
cocharacters λopt such that the limit lima→0 λopt(a) · v exists in V but lies outside G · v.
Each cocharacter λopt enjoys some nice properties: for instance, if G is connected, then
the parabolic subgroup Pλopt associated to λopt contains the stabiliser Gv. Moreover, if
G, V and the G-action are defined over a perfect subfield k0 of k, k/k0 is algebraic and
v ∈ V (k0), then λopt is Gal(k/k0)-fixed and hence is defined over k0. The (strengthened)
Hilbert-Mumford Theorem has become an indispensable tool in algebraic group theory and
has numerous applications in geometric invariant theory and beyond [41]: e.g., geometric
complexity theory [39], [40], nilpotent and unipotent elements of reductive groups [18], [44],
[43], [2], moduli spaces of bundles [24], good quotients in geometric invariant theory [25],
Hilbert schemes [42], moduli spaces of sheaves [28], the structure of the Horn cone [45],
Ka¨hler geometry [56], filtrations for representations of quivers [58], symplectic quotients [41,
App. 2C], degenerations of modules [59] and G-complete reducibility [4], [9].
Now suppose k is an arbitrary field, not necessarily algebraically closed. The orbit G · v
is a union of G(k)-orbits. The structure of this set of G(k)-orbits can be very intricate. For
instance, if w ∈ G·v and v, w are k-points then one can ask whether w is G(k)-conjugate to v.
The answer is no in general; if k is perfect then this is controlled by the Galois 1-cohomology
of Gv(ks) (see Remark 7.3(iv) or [10]). Things only get more complicated when one considers
the G(k)-orbits that are contained in G · v. Orbits of actions of reductive groups over non-
algebraically closed fields have come under increasing attention, particularly from number
theorists. For instance, suppose k is a global function field, let v ∈ V (k) and let C be the
set of all w ∈ V (k) such that w is G(kν)-conjugate to v for every completion kν of k; then
Conrad showed that C is a finite union of G(k)-orbits [19, Thm. 1.3.3]. Bremigan studied the
strong topology of the orbits when k is a local field [17] (see also Remark 7.3(v) below). Now
let V be the Lie algebra g with the adjoint action of G. When k is perfect, J. Levy proved
that if x ∈ g, then any two elements of the form lima→0 λ(a) ·x that are semisimple are G(k)-
conjugate [32, 33]. We extend Levy’s result below, see Remark 4.4(ii). W. Hoffmann asked
a question about limits lima→0 λ(a) ·x when k is a global field of arbitrary characteristic, see
Remark 7.7(ii). Both Levy and Hoffmann were motivated by constructions involving orbital
integrals and the Selberg trace formula.
In this paper we develop a theory of G(k)-orbits for k an arbitrary field, building on earlier
work of three of us with Tange [9]. To make our results as general as possible, we do not
endow the field k with any extra structure. Moreover, we need not always assume that v is a
k-point. The most difficult problems arise when k is non-perfect. However, even for groups
over perfect fields our methods apply; see Theorem 1.6(ii). Observe that for perfect fields
the hypotheses on the stabilizers needed for our main results hold automatically (e.g., see
Proposition 7.4).
As noted above, the concept of a closed orbit is fundamental in geometric invariant theory
over algebraically closed fields. A first problem is to devise a suitable analogue of this idea
for G(k)-orbits. One can define the notion of a k-orbit over G [15, 10.2, Def. 4], or study the
Zariski closure of a G(k)-orbit, but such constructions do not appear to be helpful here (cf.
the discussion in [9, Rem. 3.9]). Instead we adopt an approach involving cocharacters. Let
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Yk(G) denote the set of k-defined cocharacters of G. In [9, Def. 3.8], we made the following
definition.
Definition 1.1. The orbit G(k) · v is cocharacter-closed over k provided for all λ ∈ Yk(G),
if v′ := lima→0 λ(a) · v exists, then v
′ ∈ G(k) · v.
We now extend this definition to cover arbitrary subsets of V , and introduce the cocharacter-
closure of a subset of V :
Definition 1.2. (a) Given a subset X of V , we say that X is cocharacter-closed (over k) if
for every v ∈ X and every λ ∈ Yk(G) such that v
′ := lima→0 λ(a) · v exists, v
′ ∈ X . Note
that this definition coincides with the one above if X = G(k) · v for some v ∈ V .
(b) Given a subset X of V , we define the cocharacter-closure of X (over k), denotedX
c
, to be
the smallest subset of V such that X ⊆ X
c
and X
c
is cocharacter-closed over k. (This makes
sense because the intersection of cocharacter-closed subsets is clearly cocharacter-closed.)
It follows from the Hilbert-Mumford Theorem that G · v is cocharacter-closed over k if
and only if G · v is closed. It is obvious that G · v
c
is contained in G · v. Note, however, that
this containment can be proper: e.g., see Example 11.1.
Our first main result is a rational version of the Hilbert-Mumford Theorem.
Theorem 1.3. Let v ∈ V . Then there is a unique cocharacter-closed G(k)-orbit O inside
G(k) · v
c
. Moreover, there exists λ ∈ Yk(G) such that lima→0 λ(a) · v exists and lies in O.
By a standard fact, the closure of a geometric G-orbit is again a union of G-orbits, [13,
I 1.8 Prop.]. Thanks to Lemma 3.3(i), the rational counterpart holds for the cocharacter-
closure of a G(k)-orbit in V . Therefore, we can mimic the usual “degeneration” partial order
on the G-orbits in V in this rational setting:
Definition 1.4. Given v, v′ ∈ V , we write G(k) · v′ ≺ G(k) · v if v′ ∈ G(k) · v
c
.
Then it is clear that ≺ is reflexive and transitive, so ≺ gives a preorder on the set of
G(k)-orbits in V . In general, the behavior of the G(k)-orbits can be quite pathological; e.g.,
see Example 3.4, Remark 7.3(i), Example 7.6(ii) and Remark 7.7(ii).
Our second main result holds under some mild hypotheses on the stabilizer Gv of v in G.
Theorem 1.5. Let v ∈ V and suppose that Gv is k-defined. Then the following hold:
(i) If G · v is Zariski-closed, then G(k) · v is cocharacter-closed over k.
(ii) Let k′/k be an algebraic field extension and suppose that G(k′)·v is cocharacter-closed
over k′. Then G(k) · v is cocharacter-closed over k. Moreover, the converse holds
provided that v ∈ V (k) and k′/k is separable.
(iii) Let S be a k-defined torus of Gv and set L = CG(S). Then G(k) · v is cocharacter-
closed over k if and only if L(k) · v is cocharacter-closed over k.
(iv) Let w ∈ V and suppose that both G(k) · w ≺ G(k) · v and G(k) · v ≺ G(k) · w. Then
G(k) · v = G(k) · w.
In fact, we prove stronger versions of the results of Theorem 1.5 in Proposition 5.5, The-
orems 5.7 and 7.1 and Corollary 7.2 below. Note that the rationality condition on the
centralizer Gv in Theorem 1.5 is satisfied in many instances, e.g., if v ∈ V (k) and k is perfect
(see Proposition 7.4).
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Recall that G is k-anisotropic provided Yk(G) = {0}. Part (i) of the next theorem gives
a characterization of k-anisotropic reductive groups over an arbitrary field k in terms of
cocharacter-closed orbits. In the special case when k is perfect, we recover in part (ii) a
result of Kempf [29, Thm. 4.2].
Theorem 1.6. (i) G is k-anisotropic if and only if for every k-defined affine G-variety
W and every w ∈ W (k), the orbit G(k) · w is cocharacter-closed over k.
(ii) Suppose k is perfect. Then G is k-anisotropic if and only if for every k-defined affine
G-variety W and every w ∈ W (k), the orbit G · w is closed in W .
Part (ii) of Theorem 1.6 follows from part (i), Theorem 1.5(ii) and the Hilbert-Mumford
Theorem. Observe that it suffices to consider the case when W is a k-defined rational G-
module, cf. Remark 2.3. Characterizing anisotropy over perfect fields in terms of closed orbits
was a question of Borel, [12, Rem. 8.8 (d)]. As noted above, this question was answered by
Kempf. Birkes [11] proved Theorem 1.6(ii) over the reals and number fields, and Bremigan
[17] proved it for p-adic fields. Note that Theorem 1.6(ii) fails for non-perfect fields; see
Remark 5.9(ii).
The notion of a cocharacter-closed G(k)-orbit has already proved very useful in the context
of Serre’s notion of G-complete reducibility over k, see Section 9. In [9, Thm. 5.9] we gave
a geometric characterisation of the latter using the former. In Theorem 9.3, we strengthen
this result by removing the connectedness assumption on G from [9, Thm. 5.9].
In Corollary 9.5, we prove a general Galois descent result for G-complete reducibility
for arbitrary algebraic field extensions k′/k under very mild assumptions on char(k) which
guarantee smoothness of centralizers of subgroups, [26, Thm. 1.1]. General results of this
nature were previously only known when both fields are algebraically closed or perfect, [4,
Thms. 5.3, 5.8], or else when the extension k′/k is separable, [9, Thm. 5.11].
The paper is organized as follows. We spend most of Section 2 recalling some results
from [9]. In Section 3, we discuss the concept of cocharacter-closure in detail, and introduce
the notion of accessibility of G(k)-orbits and its relation to the cocharacter-closure of a
G(k)-orbit, see Lemma 3.3.
Theorem 1.3 is proved in Section 4 (Theorem 4.3). This is followed in Section 5 by a
discussion of various ascent/descent results for field extensions on the one hand and for Levi
subgroups on the other: see Theorems 5.4 and 5.7, which prove Theorem 1.5(ii) (second
assertion) and (iii). A technical result needed in the proof of Theorem 5.7 is postponed to
Theorem 6.1 in Section 6.
Section 7 addresses questions of geometric G-conjugacy versus rational G-conjugacy. In
particular, here we prove Theorem 1.5(i), (ii) (first assertion) and (iv) (see Corollary 7.2).
We close the section with a discussion of when the preorder ≺ from Definition 1.4 is a partial
order. It turns out that this is closely related to a descent result for geometric conjugacy,
see Corollary 7.15. In Section 8, we give an application of our results from Sections 5 and 7:
we show that Galois ascent and certain conjugacy results hold for general G provided they
hold for GLn.
In Section 9, we discuss applications to Serre’s notion of G-complete reducibility over
k. Under some mild rationality assumptions we obtain corresponding Galois and Levi as-
cent/descent results, see Corollary 9.7.
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In Section 10, we discuss the notion of cocharacter-closure in the classical context of con-
jugacy of endomorphisms under the general linear group in great detail. Here the preorder
from Definition 1.4 is automatically antisymmetric (Corollary 10.3). We then consider mod-
ules over finitely generated k-algebras. Our methods give a geometric way to explore the
notion of degenerations of modules over a non-algebraically closed field.
We finish (Section 11) with some examples of unipotent classes in G2 and a representation
of SL2, demonstrating that the notions of Zariski-closure and cocharacter-closure already
differ for an algebraically closed field.
2. Preliminaries
2.1. Basic notation. Let k be a field, let k denote a fixed algebraic closure, and let ks ⊆ k
denote the separable closure and ki ⊆ k the purely inseparable closure of k. Note that
ks = k if k is perfect. We denote the Galois group Gal(ks/k) = Gal(k/k) by Γ. We use the
notion of a k-scheme from [13, AG.11]: a k-scheme is a k-scheme together with a k-structure.
So k-schemes are assumed to be of finite type and reduced separated k-schemes are called
k-varieties. Furthermore, a subscheme of a scheme V over k or over k is always a subscheme
of V as a scheme over k and points of V are always closed points of V as a scheme over k.
By “variety” we mean “variety over k”.
Now let V be a k-variety. If k1/k is an algebraic extension, then we write V (k1) for the
set of k1-points of V . If W is a subvariety of V , then we set W (k1) = W (k) ∩ V (k1). Here
we do not assume that W is k-defined, so W (k1) can be empty even when k1 = ks. The
Galois group Γ acts on V (ks); see, e.g., [53, 11.2]. Recall the Galois criterion for a closed
subvariety W of V to be k-defined: W is k-defined if and only if W (k) contains a Γ-stable
subset of V (ks) which is dense in W (see [13, Thm. AG.14.4]).
2.2. Algebraic groups. All linear algebraic groups are assumed to be smooth. Let H be a
k-defined linear algebraic group. By a subgroup of H we mean a smooth subgroup. We let
Z(H) denote the centre of H and H0 the connected component of H that contains 1. Recall
that H has a k-defined maximal torus [13, 18.2(i) Thm.]. For K a subgroup of H , we denote
the centralizer of K in H by CH(K).
For the set of cocharacters (one-parameter subgroups) of H we write Y (H); the elements
of Y (H) are the homomorphisms from the multiplicative group k
∗
to H . We denote the
set of k-defined cocharacters by Yk(H). There is a left action of H on Y (H) given by
(h · λ)(a) = hλ(a)h−1 for λ ∈ Y (H), h ∈ H and a ∈ k
∗
. The subset Yk(H) is stabilized by
H(k).
The unipotent radical of H is denoted Ru(H); it is the maximal connected normal unipo-
tent subgroup of H . The algebraic group H is called reductive if Ru(H) = {1}. Note that
we allow a reductive group to be non-connected.
2.3. Reductive groups. Throughout the paper, G denotes a k-defined reductive algebraic
group, possibly disconnected. The crucial idea which allows us to deal with non-connected
groups is the introduction of so-called Richardson parabolic subgroups (R-parabolic subgroups)
of a reductive group G. We briefly recall the main definitions and results; for more details
and further results, the reader is referred to [4, Sec. 6] and [9, Sec. 2.2].
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Definition 2.1. For each cocharacter λ ∈ Y (G), let Pλ = {g ∈ G | lim
a→0
λ(a)gλ(a)−1 exists}
(see Section 2.4 for the definition of limit). Recall that a subgroup P of G is parabolic if G/P
is a complete variety. The subgroup Pλ is parabolic in this sense, but the converse is not
true in general. If we define Lλ = {g ∈ G | lim
a→0
λ(a)gλ(a)−1 = g}, then Pλ = Lλ ⋉ Ru(Pλ),
and we also have Ru(Pλ) = {g ∈ G | lim
a→0
λ(a)gλ(a)−1 = 1}. The subgroups Pλ for λ ∈ Y (G)
are called the Richardson parabolic (or R-parabolic) subgroups of G. Given an R-parabolic
subgroup P , a Richardson Levi (or R-Levi) subgroup of P is any subgroup Lλ such that
λ ∈ Y (G) and P = Pλ.
If G is connected, then the R-parabolic subgroups (resp. R-Levi subgroups of R-parabolic
subgroups) of G are exactly the parabolic subgroups (resp. Levi subgroups of parabolic
subgroups) of G; indeed, most of the theory of parabolic subgroups and Levi subgroups
of connected reductive groups—including rationality properties—carries over to R-parabolic
and R-Levi subgroups of arbitrary reductive groups. In particular, Ru(P )(k) acts simply
transitively on the set of k-defined R-Levi subgroups of a k-defined R-parabolic subgroup
P . If P,Q are R-parabolic subgroups of G and P 0 = Q0, then Ru(P ) = Ru(Q). Given
any maximal torus T of an R-parabolic subgroup P , there is a unique R-Levi subgroup L
of P such that T ⊆ L, and if P is k-defined then L is k-defined if and only if T is. If λ is
k-defined then Pλ and Lλ are k-defined. Conversely, if G is connected and P is a k-defined R-
parabolic subgroup of G with a k-defined Levi subgroup L then there exists λ ∈ Yk(G) such
that P = Pλ and L = Lλ. (See [9, Rem. 2.4] for a counter-example with G non-connected.)
If H is a subgroup of G, then there is an obvious inclusion Y (H) ⊆ Y (G) of the sets of
cocharacters. When H is reductive and λ ∈ Y (H), there is then an R-parabolic subgroup
of H associated to λ, as well as an R-parabolic subgroup of G. In order to distinguish
between R-parabolic subgroups associated to different subgroups of G, we use the notation
Pλ(H), Lλ(H), etc., where necessary, but we write Pλ for Pλ(G) and Lλ for Lλ(G). Note
that Pλ(H) = Pλ ∩H , Lλ(H) = Lλ ∩H and Ru(Pλ(H)) = Ru(Pλ) ∩H .
More generally, for H ⊆ G a closed subgroup which is not necessarily reductive and λ ∈
Y (G) a cocharacter normalizing H , we define Pλ(H) = H∩Pλ and Ru(Pλ(H)) = H∩Ru(Pλ).
We recall a smoothness result from [20, Prop. 2.1.8(3) and Rem. 2.1.11] which holds for these
intersections.
Proposition 2.2. Let H ⊆ G be a closed subgroup, and let λ ∈ Y (G) be a cocharacter that
normalizes H. Then the scheme-theoretic intersections H ∩Pλ, H ∩Ru(Pλ) are smooth and
coincide with Pλ(H), Ru(Pλ(H)) respectively.
2.4. G-varieties and limits. Throughout the paper, V denotes an affine k-defined G-
variety. This means that we assume both V and the action of G on V are k-defined. By
a rational G-module, we mean a finite-dimensional vector space over k with a linear G-
action. If both the G-module and the action are k-defined, then we say the rational G-
module is k-defined. For a subgroup H of G, we denote the set of H-fixed points in V by
V H = {v ∈ V | h · v = v for all h ∈ H}.
For v ∈ V , let Gv denote the (set-theoretic) stabilizer of v, and let G
0
v = (Gv)
0 denote its
identity component. Let G(k) · v denote the orbit of v under G(k); we call this the rational
orbit. We write G · v for G(k) · v and call this the geometric orbit. We say that G · v is
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separable provided that the orbit map G → G · v is a separable morphism. Equivalently,
G · v is separable if and only if the scheme-theoretic stabilizer Gv of v in G is smooth.
For each cocharacter λ ∈ Y (G), we define a morphism of varieties φv,λ : k
∗
→ V via the
formula φv,λ(a) = λ(a) · v. If this morphism extends to a morphism φ̂v,λ : k → V , then we
say that lim
a→0
λ(a) · v exists, and set this limit equal to φ̂v,λ(0); note that such an extension, if
it exists, is necessarily unique. We sometimes call v′ the limit of v along λ. If X is a closed
G-stable subset of V and v ∈ X then lim
a→0
λ(a) · v belongs to X .
For λ ∈ Yk(G) we say that λ destabilizes v over k (for G) provided lim
a→0
λ(a) · v exists, and
if lim
a→0
λ(a) · v exists and does not belong to G(k) · v, then we say λ properly destabilizes v
over k (for G).
Remark 2.3. Sometimes we want to reduce the case of a general (k-defined) affine G-variety
V to the case of a (k-defined) rational G-module V0. Such a reduction is possible, thanks to
[29, Lem. 1.1(a)], for example: given V , there is a k-defined G-equivariant embedding of V
inside some V0. We set up some standard notation which is in force throughout the paper.
Let V be a rational G-module. Given λ ∈ Y (G) and n ∈ Z, we define
Vλ,n := {v ∈ V | λ(a) · v = a
nv for all a ∈ k
∗
},
Vλ,≥0 :=
∑
n≥0
Vλ,n , Vλ,>0 :=
∑
n>0
Vλ,n and Vλ,<0 :=
∑
n<0
Vλ,n.
Then Vλ,≥0 consists of the vectors v ∈ V such that lim
a→0
λ(a) · v exists, Vλ,>0 is the subset of
vectors v ∈ V such that lim
a→0
λ(a) · v = 0, and Vλ,0 is the subset of vectors v ∈ V such that
lim
a→0
λ(a) · v = v. Furthermore, the limit map v 7→ lim
a→0
λ(a) · v is nothing but the projection of
Vλ,≥0 with kernel Vλ,>0 and image Vλ,0. If the G-module V is k-defined, then each Vλ,n and
Vλ,>0, etc., is k-defined (cf. [13, II.5.2]).
It is sometimes possible to pass from a geometric point in V to an element of V n(k), using
the following technical lemma.
Lemma 2.4. Suppose V is a k-defined rational G-module. Let v ∈ V and let k1/k be a
finite field extension such that v ∈ V (k1). Let α1, . . . , αn ∈ k1 be a basis for k1 over k. Write
v =
∑
i αivi for certain (unique) vi ∈ V (k), and set v = (v1, . . . , vn) ∈ V
n(k). Let G act
diagonally on V n. Then the following assertions hold:
(i) For λ ∈ Yk(G), the limit lima→0 λ(a) · v exists if and only if the limit lima→0 λ(a) · v
exists.
(ii) Let λ ∈ Yk(G) and suppose that the limits v
′ = lima→0 λ(a) ·v and v
′ = lima→0 λ(a) ·v
exist. Then for any g ∈ G(k), we have v′ = g · v if and only if v′ = g · v.
(iii) We have Gv ⊆ Gv and Gv(k) = Gv(k).
Proof. Parts (i) and (ii) are [9, Lem. 2.16], while part (iii) follows directly from the definitions.

The following result asserts that when considering fixed points one may approximate k-
split tori by k-defined cocharacters.
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Lemma 2.5. Given a k-split torus S of G, there exists µ ∈ Yk(S) such that CG(S) = Lµ
and V S = V Im(µ).
Proof. Let W be a k-defined finite-dimensional rational G-module. Since S is k-split, we
can write W as a direct sum of S-weight spaces W = W0 ⊕ · · · ⊕ Wr for some r, with
the corresponding weights α0, . . . , αr of S, where α0 is the trivial weight. Given i > 0, set
Ci := {σ ∈ Yk(S)⊗Q | 〈σ, αi〉 = 0} (where we extend the pairing in the obvious way). Since
αi is non-trivial for each i > 0, the subspace Ci is proper for each i. Hence the complement
in Yk(S)⊗Q of C1∪ ...∪Cr is non-empty. Taking a point in this complement and multiplying
by a suitably large integer, we can find a cocharacter µ ∈ Yk(S) such that 〈µ, αi〉 6= 0 for all
i > 0. Then W S =W Im(µ).
Now consider the affine G-variety X := G × V , where G acts on the first factor by
conjugation and on the second factor by the given action of G on V . By embedding X G-
equivariantly in a rational G-module W and applying the argument in the first paragraph,
we can find a cocharacter µ ∈ Yk(S) such that X
S = X Im(µ). But XS = CG(S) × V
S and
X Im(µ) = Lµ × V
Im(µ), which gives the result. 
Next we recall a transitivity result for limits along commuting cocharacters.
Lemma 2.6. Let v ∈ V . Suppose λ, µ ∈ Y (G) are commuting cocharacters and that v′ :=
lima→0 λ(a) · v and v
′′ := lima→0 µ(a) · v
′ both exist. Then lima→0(nλ+ µ)(a) · v = v
′′ for all
sufficiently large n.
Proof. It suffices to prove this when V is a vector space, and then the result is contained in
[9, Lem. 2.15]. 
The next result is similar to Lemma 2.6, but the assumption is that the limits of v exist
along both λ and µ.
Lemma 2.7. Let v ∈ V . Suppose λ, µ ∈ Y (G) are commuting cocharacters and suppose
v ∈ V is such that v′ := lima→0 λ(a) · v and v
′′ := lima→0 µ(a) · v both exist. Let m,n ∈ N.
Then lima→0 λ(a) · v
′′, lima→0 µ(a) · v
′ and lima→0(mλ + nµ)(a) · v all exist and these limits
are equal.
Proof. It suffices to prove this when V is a vector space. Then, using the notation from
Remark 2.3, we have v ∈ Vλ,≥0, the set of all points for which λ acts with a non-negative
weight. This set is closed in V and, since λ and µ commute, it is µ-stable. Therefore
v′′ := lima→0 µ(a) · v ∈ Vλ,≥0, and hence the limit along λ for v
′′ exists. Similarly, v′ ∈ Vµ,≥0,
and hence the limit along µ for v′ exists. Clearly v ∈ U := Vλ,≥0 ∩ Vµ,≥0, so the limit along
mµ+ nµ for v also exists.
Restricting attention to the subspace U , taking the limit along λ is the same as projecting
onto Uλ,0 := U ∩ Vλ,0, and taking the limit along µ is the same as projecting onto Uµ,0 :=
U ∩ Vµ,0. The combination of taking the limit along λ and then along µ is the same as
taking the limit along µ and then along λ, and the result is simply the projection of U onto
Uλ,0 ∩ Uµ,0. It is clear that the same is true for taking the limit along mµ+ nµ for v. 
Lemma 2.8. Let v ∈ V and let S be a maximal k-defined torus of Gv. Suppose λ ∈
Yk(CG(S)) destabilizes v and does not fix v. Then λ properly destabilizes v over k for G.
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Proof. Let v′ := lima→0 λ(a) · v. Then S and Im(λ) generate a k-defined torus S
′ of Gv′ .
Now Im(λ) is not contained in S because λ does not fix v, so dimS ′ > dimS. But S is a
maximal k-defined torus of Gv, so v and v
′ cannot be G(k)-conjugate. 
2.5. Results about Ru(Pλ)-conjugacy. First we recall two of the main results from [9]:
Theorem 2.9 ([9, Thm. 3.1]). Let v ∈ V such that Gv(ks) is Γ-stable and let λ ∈ Yk(G)
such that v′ := lima→0 λ(a) ·v exists and is Ru(Pλ)(ks)-conjugate to v. Then v
′ is Ru(Pλ)(k)-
conjugate to v.
Theorem 2.10 ([9, Thm. 3.3]). Let v ∈ V and suppose k is perfect. Let λ ∈ Yk(G) such
that v′ := lim
a→0
λ(a) · v exists and is G(k)-conjugate to v. Then v′ is Ru(Pλ)(k)-conjugate to
v.
Theorem 2.10 was first proved by H. Kraft and J. Kuttler for k algebraically closed of
characteristic zero in case V = G/H is an affine homogeneous space, cf. [49, Prop. 2.4] or
[24, Prop. 2.1.2].
The following result is an analogue of Theorem 2.9 involving descent to Levi subgroups;
the proof involves very similar ideas.
Proposition 2.11. Let v ∈ V . Suppose S is a k-defined torus of Gv, L = CG(S) and
λ ∈ Yk(L) is such that v
′ := lima→0 λ(a) · v exists and is Ru(Pλ)(k)-conjugate to v. Then v
′
is Ru(Pλ(L))(k)-conjugate to v.
Proof. Set P = Pλ and let u ∈ Ru(P )(k) be such that v
′ = u · v. Then u−1 · λ fixes v. Let
H be the subgroup of Gv generated by the image of u
−1 · λ and S; then H is a k-defined
subgroup of Gv, and hence contains a k-defined maximal torus S
′ with S ⊆ S ′. Moreover,
since λ commutes with S and Pu−1·λ = P , we have H ⊆ P ∩Gv. Since u
−1 · λ is a k-defined
cocharacter of H , we can find h ∈ H(k) such that µ := hu−1 · λ ∈ Yk(S
′). Since S ⊆ S ′, we
have µ ∈ Yk(L). Now λ, µ ∈ Yk(L) give rise to the same parabolic subgroup P = Pλ = Pµ
of G, and hence Pλ(L) = Pµ(L). The R-Levi subgroups Lλ(L) and Lµ(L) are conjugate by
an element u0 ∈ Ru(Pλ(L))(k), i.e., u0Lµ(L)u0
−1 = Lλ(L). We claim that u0 · µ = λ. To see
this, note that since u0 ∈ P , u0Lµu0
−1 is an R-Levi subgroup of P , and this Levi subgroup
contains the image of λ. Since Ru(P ) acts simply transitively on the set of R-Levi subgroups
of P , there is only one R-Levi subgroup of P containing the image of λ, namely Lλ itself,
and hence u0Lµu0
−1 = Lu0·µ = Lλ. But now, since u0, h and u are all elements of P , we
have p := u0hu
−1 ∈ P and u0 · µ = p · λ. Writing p = u1l, with u1 ∈ Ru(P ) and l ∈ Lλ, we
have p · λ = u1 · λ and
Lλ = Lp·λ = Lu1·λ = u1Lλu1
−1.
Appealing to the simple transitivity of the action of Ru(P ) on the R-Levi subgroups of P
again, we see that u1 = 1, so u0 · µ = p · λ = λ, as required. Finally, we have found
u0 ∈ Ru(Pλ(L))(k) such that v
′ := lima→0 λ(a) · v exists and µ = u0
−1 · λ fixes v, so by [9,
Lem. 2.12], we have v′ = u0 · v, which completes the proof. 
2.6. k-rank. Let H be a subgroup of G, not necessarily k-defined. It makes sense to speak
of k-defined (or k-split) subgroups of H : a subgroup of H is k-defined (k-split) if it is k-
defined (k-split) as a subgroup of the k-defined group G. Likewise we can speak of k-defined
cocharacters of H . The notion of maximal k-defined (or k-split) torus of H has the usual
meaning.
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Below we will need the following result for H of the form Gv for some v ∈ V . Note that
even when v ∈ V (k), Gv need not be k-defined.
Lemma 2.12. Let H be a subgroup of G. Then any two maximal k-split tori of H are
H(k)-conjugate.
Proof. Let H˜ be the closure of
⋂
γ∈Γ γ ·H(ks). Then H˜ is k-defined by the Galois criterion.
If S is a k-defined torus of H then S(ks) ⊆ H˜, so S is a subgroup of H˜ as S(ks) is dense
in S. Standard results for k-defined groups [53, Thm. 15.2.6] imply that any two maximal
k-split tori of H˜ are H˜(k)-conjugate. The assertion of the lemma now follows. 
Definition 2.13. We define the k-rank of H to be the dimension of a maximal k-split torus
of H .
3. Cocharacter-closure
Recall the definitions of a cocharacter-closed G(k)-orbit and of a cocharacter-closed sub-
set of V from the Introduction, Definitions 1.1 and 1.2. We begin with a few elementary
observations.
Remarks 3.1. (i). Note that the notions in Definition 1.2 depend on the given action of G
on V , because they are made with reference to the limits along cocharacters of G.
(ii). A closed G-stable set is cocharacter-closed.
(iii). The cocharacter-closed subsets of V form the closed sets of a topology on V (it is clear
that arbitrary intersections and unions of cocharacter-closed sets are cocharacter-closed, and
that the empty set and the whole space V are cocharacter-closed).
(iv). Clearly, if a set is cocharacter-closed over k, it is cocharacter-closed over k0 where k0
is any subfield of k (such that V is a k0-defined G-variety).
(v) Let X ⊆ V . If X is not G(k)-stable then X
c
need not be G(k)-stable. For example,
suppose G acts freely on V and let X = {v} for some v ∈ V . Then v is not destabilized by
any non-zero λ ∈ Y (G): for if v′ = lima→0 λ(a) · v then λ fixes v
′, which forces λ = 0 by the
freeness of the action. Hence X
c
= X = {v}.
Recall the definition of the preorder ≺ from Definition 1.4. Examples 11.1 below compares
this preorder with the usual degeneration order on orbits in the case k = k. See also Example
3.4. We have the following related notion.
Definition 3.2. Suppose v, v′ ∈ V . We say that the orbit G(k) · v′ is 1-accessible from
G(k) · v if there exists λ ∈ Yk(G) such that lima→0 λ(a) · v exists and lies in G(k) · v
′.
Similarly, for n ≥ 1, we say that G(k) · v′ is n-accessible from G(k) · v provided there exists
a finite sequence of G(k)-orbits G(k) · v = G(k) · v1, G(k) · v2, . . . , G(k) · vn+1 = G(k) · v
′ with
G(k) · vi+1 1-accessible from G(k) · vi for each 1 ≤ i ≤ n. We say G(k) · v
′ is accessible from
G(k) · v if it is n-accessible for some n ≥ 1.
Note that this definition does not depend on the chosen representative of G(k) · v since if
lima→0 λ(a) ·v = v
′′ ∈ G(k) ·v′ and g ∈ G(k) then lima→0(g ·λ)(a) ·(g ·v) = g ·v
′′ ∈ G(k) ·v′. It
is clear from the definitions that if G(k)·v′ is 1-accessible from G(k)·v then G(k)·v′ ≺ G(k)·v.
Example 11.2 below shows that the converse to this is not true, but we do have the following:
Lemma 3.3. Suppose v ∈ V .
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(i) We have G(k) · v
c
=
⋃
G(k) · v′, where the union is taken over all v′ ∈ V such that
G(k) · v′ is accessible from G(k) · v.
(ii) The preorder ≺ coincides with the accessibility relation; that is, given v, v′ ∈ V ,
G(k) · v′ ≺ G(k) · v if and only if there exists a finite sequence from G(k) · v to
G(k) · v′ as in Definition 3.2.
Proof. (i). Let X denote the union defined above. Then given v′ ∈ X , G(k) · v′ is accessible
from G(k) · v. But now if lima→0 λ(a) · v
′ = v′′ exists for some λ ∈ Yk(G), then G(k) · v
′′ is
1-accessible from G(k) · v′, and hence G(k) · v′′ is accessible from G(k) · v, so v′′ ∈ X . Hence
X is cocharacter-closed over k. Since G(k) · v ⊆ X , we have G(k) · v
c
⊆ X . But the reverse
inclusion is clear: by definition, the cocharacter-closure of G(k) · v must contain all orbits
1-accessible from G(k) · v, and all orbits 1-accessible from those orbits, and so on.
(ii). This follows from (i). 
The following elementary example illustrates some of the complexities that can arise, even
over a field of characteristic 0.
Example 3.4. Let k = R and consider the group G = Gm acting on V = A
1 by
a · z := a2z.
The group G(k) = Gm(k) is just the multiplicative group of the field R, and there are three
orbits of G(k) on k-points of V : G(k) · (−1) = {x ∈ R | x < 0}, G(k) · 0 = {0} and
G(k) · 1 = {x ∈ R | x > 0}. We have G(k) · (−1)
c
= G(k) · (−1) ∪ {0} and G(k) · 1
c
=
G(k) · 1 ∪ {0}. On the other hand, since the non-zero G(k)-orbits G(k) · 1 and G(k) · (−1)
are both infinite subsets of V , their Zariski closures are the whole of A1. We also have
G · 1 = G · (−1) = {z ∈ A1 | z 6= 0}. This gives an example of how the cocharacter-closure
isn’t the same as the closure (or the closure intersected with the set of k-points) and how
different parts of the same G-orbit may be inaccessible from each other when viewed as
G(k)-orbits.
For more examples, see Sections 10 and 11.
4. The rational Hilbert-Mumford Theorem
In this section we prove Theorem 1.3. We start with a key technical result.
Proposition 4.1. Let v ∈ V . Suppose λ ∈ Yk(G) is such that v
′ := lima→0 λ(a) · v exists
but is not Ru(Pλ)(k)-conjugate to v. Let S be a k-split torus of Gv. Then there exists
τ ∈ Yk(CG(S)) such that v˜ := lima→0 τ(a) · v exists and lies outside G(k) · v. Moreover, there
exists a k-split torus S˜ in Gv˜ such that dim S˜ > dimS.
Proof. It does no harm to assume that S is a maximal k-split torus of Gv: else S ⊂ S
′ for a
maximal k-split torus S ′ of Gv and then Yk(CG(S
′)) ⊆ Yk(CG(S)), so the result for S follows
from the result for S ′. Using Lemma 2.5, we can find µ ∈ Yk(S) such that V
S = V Im(µ) and
L := CG(S) = Lµ. Now let T be a maximally split k-defined maximal torus of Pλ∩Pµ. There
exists u ∈ Ru(Pλ)(k) such that u · λ ∈ Yk(T ). Moreover, lima→0(u · λ)(a) · v = u · v
′ exists
and cannot be Ru(Pλ)(k)-conjugate to v, since then v
′ would also be Ru(Pλ)(k)-conjugate
to v, contradicting our hypothesis. Hence we may replace λ with u · λ and v′ with u · v′ if
we like and assume that λ ∈ Yk(T ).
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Now there exists u1 ∈ Ru(Pµ)(k) such that ν := u1 · µ belongs to Yk(T ), and since µ
fixes v, lima→0 ν(a) · v = u1 · v exists. Since λ and ν belong to Yk(T ), they commute. By
Lemma 2.7, v′′ := lima→0(λ+ nν)(a) · v exists for all positive integers n, and this limit does
not depend on n. Choosing n sufficiently large, we may assume that Pλ+nν ⊆ Pν = Pµ and
Ru(Pµ) ⊆ Ru(Pλ+nν) [9, Lem. 2.15]. In particular, u1 ∈ Ru(Pλ+nν)(k). Let σ = λ + nν for
such a choice of n. Note that, since v′′ can be obtained as a limit along λ and as a limit along
ν (Lemma 2.7), λ and ν both fix v′′. Now ν = u1 · µ; so u1Su1
−1 ⊆ Gv′′ , since V
S = V Im(µ),
and Im(λ) commutes with u1Su1
−1, since Lµ = CG(S). Hence Im(λ) and u1Su1
−1 generate
a k-defined torus S ′′ of Gv′′ of dimension at least as large as the dimension of S. Note that
S ′′ is k-split, by [13, Thm. 15.4 (i)].
If S ′′ = u1Su1
−1, then Im(λ) ⊆ u1Su1
−1, and therefore λ fixes u1 · v. Since λ evaluates
in Pµ, u1 ∈ Ru(Pµ)(k) and Ru(Pµ) is a closed connected normal subgroup of Pµ, we can
write u1 = xu2 with x ∈ P−λ(k), u2 ∈ Ru(Pλ)(k) by [53, Thm. 13.4.2, Cor. 13.4.4]. But
now [9, Lem. 2.13] implies that v′ = u2 · v ∈ Ru(Pλ)(k) · v, which contradicts the hypothesis
on λ. Hence we must conclude that dimS ′′ > dimS. In particular, v and v′′ are not
G(k)-conjugate, since S is a maximal k-split torus of Gv.
Finally, recall that u1 ∈ Ru(Pσ)(k), so v˜ := lima→0(u1
−1 · σ)(a) · v = u1
−1 · v′′ exists and is
also not G(k)-conjugate to v. But u1
−1 · σ = u1
−1 · λ+nµ ∈ Yk(Lµ) = Yk(CG(S)) so, setting
τ = u1
−1 · σ and S˜ = u1
−1S ′′u1, we are done. 
We note here a consequence of Proposition 4.1 which we use at the end of Section 5.
Corollary 4.2. Let v ∈ V . If Gv contains a maximal k-split torus of G, then G(k) · v is
cocharacter-closed over k.
Proof. Let S be a maximal k-split torus of G contained in Gv. The result now follows from
Proposition 4.1 applied to S. 
We can now give our generalisation of the Hilbert-Mumford Theorem. Recall in particular
the notions of cocharacter-closed and cocharacter-closure, Definitions 1.1 and 1.2, the pre-
order ≺ on the G(k)-orbits of V , Definition 1.4, and the relationship of these notions with
the notion of accessibility, Lemma 3.3. The key result, which proves Theorem 1.3, is the
following.
Theorem 4.3 (The rational Hilbert-Mumford Theorem). Suppose v ∈ V .
(i) There is a unique cocharacter-closed (over k) G(k)-orbit 1-accessible from G(k) · v.
(ii) The orbit from part (i) is the unique cocharacter-closed G(k)-orbit in G(k) · v
c
.
(iii) If G(k) ·v′ ≺ G(k) ·v, then the unique cocharacter-closed G(k)-orbits in G(k) · v
c
and
G(k) · v′
c
are equal.
Proof. (i). We first show existence. If G(k)·v is already cocharacter-closed over k, then there
is nothing to do. Otherwise, there exists λ ∈ Yk(G) such that v
′ = lima→0 λ(a) · v exists and
is not G(k)-conjugate to v. By Proposition 4.1, we can even assume that λ ∈ Yk(CG(S)),
where S is a maximal k-split torus of Gv, and that the k-rank of Gv′ is strictly greater than
the k-rank of Gv. If G(k) · v
′ is cocharacter-closed over k then we are done. If not, repeat
the process to find µ ∈ Yk(CG(S1)) such that v
′′ = lima→0 µ(a) · v
′ exists and Gv′′ has strictly
greater k-rank than Gv′ . Note that, since µ ∈ Yk(CG(S1)) and Im(λ) ⊆ S1, λ and µ commute,
so by Lemma 2.6 G(k) · v′′ is 1-accessible from G(k) · v. Again, if G(k) · v′′ is cocharacter-
closed over k then we are done. Otherwise, repeat the process again. Since the k-rank of the
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stabilizer increases at each step, the process must terminate at a cocharacter-closed orbit
which is 1-accessible from G(k) · v.
For uniqueness, suppose G(k)·v1 andG(k)·v2 are two cocharacter-closed orbits 1-accessible
from G(k) · v. Choose λ1, λ2 ∈ Yk(G) such that lima→0 λi(a) · v ∈ G(k) · vi for i = 1, 2.
Without loss we can assume that lima→0 λi(a) · v = vi for i = 1, 2. Then Pλ1 ∩ Pλ2 contains
a maximally split k-defined maximal torus of G and we can conjugate λ1 (resp. λ2) by an
element of Ru(Pλ1)(k) (resp. an element of Ru(Pλ2)(k)) so that λ1 and λ2 commute. Let
v′ = lima→0 λ1(a) · v2 = lima→0 λ2(a) · v1 (these limits exist and are equal by Lemma 2.7).
Since G(k) · vi is cocharacter-closed over k for i = 1, 2, v
′ is G(k)-conjugate to v1 and v2, and
hence G(k) · v1 = G(k) · v
′ = G(k) · v2, as required. This completes the proof of (i).
(ii). Suppose G(k) · v′ is the unique cocharacter-closed orbit 1-accessible from G(k) · v, as
provided by part (i), and suppose G(k) · v′′ is another cocharacter-closed orbit in G(k) · v
c
.
By Lemma 3.3(i), there is a finite sequence G(k) · v = G(k) · v1, G(k) · v2, . . . , G(k) · vn =
G(k) · v′′ of orbits with G(k) · vi+1 1-accessible from G(k) · vi for each 1 ≤ i ≤ n − 1.
By choosing our representatives suitably, we have cocharacters λ and µ ∈ Yk(G) such that
lima→0 λ(a) · vn−2 = vn−1 and lima→0 µ(a) · vn−1 = vn = v
′′. Now, by the usual argument, we
can find u1 ∈ Ru(Pλ)(k) and u2 ∈ Ru(Pµ)(k) such that σ := u1 · λ and τ := u2 · µ commute.
Moreover, lima→0 σ(a) ·vn−1 = u1 ·vn−1 and lima→0 τ(a) ·vn−1 = u2 ·v
′′. Hence by Lemma 2.7,
lim
a→0
σ(a) · (u2 · v
′′) exists and equals lim
a→0
τ(a) · (u1 · vn−1).
Call this common limit w. Since the orbit G(k) ·v′′ is cocharacter-closed over k, we have that
G(k) ·w = G(k) · v′′. But, since u1 · vn−1 = lima→0 σ(a) · vn−2 and σ and τ commute, we can
apply Lemma 2.6 to conclude that there exists n ∈ N such that lima→0(nσ + τ)(a) · vn−2 =
w ∈ G(k) · v′′; in particular, G(k) · v′′ is 1-accessible from G(k) · vn−2. Continuing in this
way, we conclude that G(k) · v′′ is 1-accessible from G(k) · v and hence G(k) · v′′ = G(k) · v′
by the uniqueness in part (i). This completes the proof of (ii).
(iii). If G(k) · v′ ≺ G(k) · v, then v′ ∈ G(k) · v
c
and hence G(k) · v′
c
⊆ G(k) · v
c
. This
means that any cocharacter-closed orbit in G(k) · v′
c
is also contained in G(k) · v
c
, and the
uniqueness from part (ii) gives the result. 
Remarks 4.4. (i). See Example 10.7 for a linear algebra example illustrating the uniqueness
of the cocharacter-closed orbit in the cocharacter-closure.
(ii). In [33, Thm. 3.4], Levy considers the case where k is perfect and proves the following
result: Let v ∈ V (k) and assume that two limits s1 = lima→0 λ(a) · v, s2 = lima→0 µ(a) · v
along k-defined cocharacters λ and µ exist. Further assume that both G · s1 and G · s2 are
Zariski-closed. Then s1 and s2 are G(k)-conjugate. Since k is assumed to be perfect, it is
known that the orbits through s1 and s2 are Zariski-closed if and only if they are cocharacter-
closed over k, compare Theorem 5.7 and Proposition 7.4(i) below. Hence Levy’s conjugacy
result follows from the uniqueness assertion of Theorem 4.3, and moreover holds for arbitrary
(possibly non-rational) points v ∈ V .
The following result is a rational version of the form of the Hilbert-Mumford Theorem
given in [29, Thm. 1.4]. In our setting, it is a direct consequence of Theorem 4.3.
Corollary 4.5. Suppose X is a G(k)-stable cocharacter-closed subset of V which meets
G(k) · v
c
. Then there exists λ ∈ Yk(G) such that lima→0 λ(a) · v exists and lies in X.
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Proof. Since X ∩ G(k) · v
c
is G(k)-stable, it contains a G(k)-orbit. Since the intersection
is cocharacter-closed, it contains the cocharacter-closure of this orbit, and hence it contains
the corresponding unique cocharacter-closed orbit provided by Theorem 4.3(ii). However,
this cocharacter-closed orbit must also be the unique cocharacter-closed orbit contained in
G(k) · v
c
, by Theorem 4.3(iii). Since this orbit is 1-accessible from G(k) · v by Theorem
4.3(i), we get the result required. 
Remark 4.6. We do not know whether the strengthened version of the Hilbert-Mumford
Theorem discussed in the Introduction can be extended to arbitrary fields. For more on this,
see [9, Sec. 1].
5. Ascent and descent
Given a field extension k′/k, we use the terminology “Galois descent” to refer to a re-
sult which guarantees that a given G(k)-orbit is cocharacter-closed over k provided the
corresponding G(k′)-orbit is cocharacter-closed over k′, and vice versa for “Galois ascent”.
Likewise, we refer to “Levi descent” if the result at hand implies that a given L(k)-orbit
(for L a k-defined Levi subgroup) is cocharacter-closed over k provided the corresponding
G(k)-orbit is cocharacter-closed over k, and vice versa for “Levi ascent”.
We begin this section with a further consequence of Proposition 4.1.
Corollary 5.1. Let v ∈ V . Suppose G(k) · v is cocharacter-closed over k. Then for all
λ ∈ Yk(G) such that v
′ := lima→0 λ(a) · v exists, v
′ is Ru(Pλ)(k)-conjugate to v.
Proof. Suppose, for contradiction, that we have λ ∈ Yk(G) such that v
′ exists but is not
Ru(Pλ)(k)-conjugate to v. Then, by Proposition 4.1, there exists a point v
′′ which can be
obtained as the limit of v along a k-defined cocharacter of G but is not G(k)-conjugate to
v. But this contradicts the assumption that G(k) · v is cocharacter-closed over k. 
Remark 5.2. Corollary 5.1 generalizes [9, Thm. 3.10] by removing the connectedness assump-
tion on G.
As a direct consequence of Corollary 5.1, we see that cocharacter-closedness only depends
on the identity component of G.
Corollary 5.3. Let v ∈ V . The orbit G(k) · v is cocharacter-closed over k if and only if
G0(k) · v is cocharacter-closed over k.
Proof. It is immediate from the definition that if G0(k) · v is cocharacter-closed over k, then
G(k) · v is cocharacter-closed over k. Conversely, suppose G0(k) · v is not cocharacter-closed
over k. Then there exists λ ∈ Yk(G
0) = Yk(G) such that λ destabilizes v and lima→0 λ(a) · v
does not belong to Ru(Pλ(G
0))(k) · v = Ru(Pλ(G))(k) · v. It follows from Corollary 5.1 that
G(k) · v is not cocharacter-closed over k, as required. 
Here is our main result on Levi descent and split Levi ascent; it proves Theorem 1.5(iii).
Theorem 5.4. Let v ∈ V . Suppose S is a k-defined torus of Gv and set L = CG(S).
(i) If G(k) · v is cocharacter-closed over k, then L(k) · v is cocharacter-closed over k.
(ii) If S is k-split, then G(k) · v is cocharacter-closed over k if and only if L(k) · v is
cocharacter-closed over k.
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Proof. (i). Suppose G(k) · v is cocharacter-closed over k, and let λ ∈ Yk(L) be such that
v′ := lima→0 λ(a)·v exists. Then, by Corollary 5.1, v
′ is Ru(Pλ)(k)-conjugate to v. Now apply
Proposition 2.11 to get that v′ is Ru(Pλ(L))(k)-conjugate—and hence L(k)-conjugate—to v.
(ii). The forward implication follows from part (i). Now suppose that G(k) · v is not
cocharacter-closed over k. Then, by Proposition 4.1, there exists τ ∈ Yk(L) such that
lima→0 τ(a) · v exists but is not G(k)-conjugate to v. But then this limit cannot be L(k)-
conjugate to v, and hence L(k) · v is not cocharacter-closed over k. 
Our next result—which proves the second assertion of Theorem 1.5(ii)—is Galois descent
for separable algebraic extensions.
Proposition 5.5. Let v ∈ V such that Gv(ks) is Γ-stable and let k
′/k be a separable algebraic
extension. If G(k′) · v is cocharacter-closed over k′ then G(k) · v is cocharacter-closed over
k.
Proof. SupposeG(k′) is cocharacter-closed over k′. Let λ ∈ Yk(G) such that v
′ := lima→0 λ(a)·
v exists. By Corollary 5.1, v′ is Ru(Pλ)(k
′)-conjugate to v. In particular, v′ is Ru(Pλ)(ks)-
conjugate to v. The result now follows from Theorem 2.9. 
It turns out to be more subtle to prove converse statements to Proposition 5.5—i.e.,
Galois ascent results—under appropriate hypotheses on v. Such a result would follow for
v ∈ V (k) if we could prove a rational version of the strengthened Hilbert-Mumford Theorem
(cf. Remark 4.6): for then the optimal ks-defined cocharacter λopt would be Γ-fixed and
hence would be k-defined. As a first lemma, we prove that G(k) · v is not cocharacter-closed
over k, provided the limit along some ks-defined cocharacter lies outside the geometric orbit.
Lemma 5.6. Let v ∈ V (k). Suppose there exists λ ∈ Yks(G) such that λ properly destabilizes
v over k¯. Then G(k) · v is not cocharacter-closed over k.
Proof. Let v′ = lima→0 λ(a) · v ∈ V (ks) and let Y ⊆ V (ks) be the set of Galois-conjugates of
v′; note that Y is finite. Set S =
⋃
y∈Y G · y. Since Y is finite, S is closed. This closed set
is also G-stable, Γ-stable and ks-defined, hence k-defined. Note also that since λ properly
destabilises v to v′, the dimension of the G-orbit of v′ is strictly smaller than that of v,
and hence all G-orbits in S have dimension strictly smaller than that of G · v. This implies
that S ∩ G · v = ∅; in particular, S ∩ G(k) · v = ∅. Now, using the terminology of [9, §4],
v is uniformly S-unstable over ks, so we may thus apply [9, Cor. 4.9] to conclude that v
is uniformly S-unstable over k (note that {v} is k-closed). In other words, there exists a
k-defined cocharacter µ with lima→0 µ(a) · v ∈ S. The claim follows. 
We get stronger ascent and descent results under some assumptions of k-definability on
Gv. In general, the stabilizer Gv is only ki-defined but not k-defined. If Gv is k-defined,
then we can say more. In particular, for v ∈ V (k), the stabilizer Gv is k-defined if G · v is
separable or if k is perfect, see Proposition 7.4. The following result proves Theorem 1.5(ii)
(second assertion) and (iii).
Theorem 5.7. Let v ∈ V . Suppose Gv has a maximal torus that is k-defined. Then the
following hold.
(i) Suppose v ∈ V (k). For any separable algebraic extension k′/k, G(k′)·v is cocharacter-
closed over k′ if and only if G(k) · v is cocharacter-closed over k.
15
(ii) Let S be a k-defined torus of Gv and let L = CG(S). Then L(k) · v is cocharacter-
closed over k if and only if G(k) · v is cocharacter-closed over k.
Proof. The forward implication of (i) follows from Proposition 5.5. We prove the reverse
implication of (i) using induction on dimG. By Remark 2.3, we may assume that V is a k-
defined rational G-module. The result holds trivially if dimG = 0. Assume the result holds
for any G′ such that dimG′ < dimG. Let k′/k be a separable algebraic extension. Suppose
G(k′)·v is not cocharacter-closed over k′. We prove that G(k)·v is not cocharacter-closed over
k. By Proposition 5.5, we can assume that k′ = ks. So some λ ∈ Yks(G) properly destabilizes
v over ks. If λ properly destabilizes v over k¯, then G(k) · v is not cocharacter-closed over k,
by Lemma 5.6.
So suppose λ does not properly destabilize v over k¯. Then u · λ centralizes v for some
u ∈ Ru(Pλ), by Theorem 2.10 for k¯. By hypothesis, there exists a k-defined maximal torus S
′
of Gv. Set G
′ = CG(S
′), a reductive k-defined subgroup of G. Since λ properly destabilizes
v over ks, u · λ 6= λ, which implies that Im(u · λ) is not contained in Z(G
0). It follows
that S ′ 6⊆ Z(G0), so dimG′ < dimG. By Theorem 5.4(ii) applied to the ks-split torus S
′,
G′(ks) · v is not cocharacter-closed over ks. By the induction hypothesis, G
′(k) · v is not
cocharacter-closed over k. So choose µ ∈ Yk(G
′) such that v′ := lima→0 µ(a) · v exists and is
not G′(k)-conjugate to v. Then in particular, µ does not fix v. Hence µ properly destabilizes
v over k for G, by Lemma 2.8, and we are done.
Finally, we prove part (ii). We want to apply (i) to both G and L, so we first check that
Lv has a maximal torus that is k-defined. By assumption, Gv has a maximal torus T that is
k-defined. Let H = Gv and let H˜ be as in the proof of Lemma 2.12; then S ⊆ H˜ and T is
a maximal torus of H˜ . As S and H˜ are k-defined, we can choose a k-defined maximal torus
T ′ of H˜ containing S. Then dim T ′ = dimT , so T ′ is a maximal torus of both Gv and Lv,
as required.
If v ∈ V (k) then the result follows from Theorem 5.4. More generally, if k is infinite then
we can first apply Lemma 2.4 and replace an arbitrary v with some v ∈ V (k)n (note that
S ⊆ Gv as S(k) is dense in S). For arbitrary k and v we need the following argument,
which relies on constructions from Section 6. We use Theorem 6.1 below to replace V with
another k-defined G-variety W and v with some w ∈ W (k). By Theorem 6.1(i), L(k) · v is
cocharacter-closed if and only if L(k) ·w is so, and likewise for G(k) · v. Moreover, Theorem
6.1(ii) assures that S ⊆ Gw and that Gw has a maximal torus that is k-defined. We may
thus apply Theorem 5.7(i) and assume k = ks. But then S is k-split, so the result follows
from Theorem 5.4. 
Corollary 5.8. Let v ∈ V . If Gv contains a maximal k-torus of G, then G(k) · v is
cocharacter-closed over k.
Proof. Suppose Gv contains a maximal k-torus S of G. Then S is a k-defined maximal torus
of G, so S is a k-defined maximal torus of Gv. By Theorem 5.7(i), it is enough to show that
G(ks) · v is cocharacter-closed over ks. But this follows from Corollary 4.2, as S splits over
ks. 
We turn now to the proof of Theorem 1.6(i).
Proof of Theorem 1.6(i). Suppose G is k-anisotropic. LetW be an affine k-defined G-variety
and let w ∈ W . Since Yk(G) = {0}, the G(k)-orbit of w in W is cocharacter-closed over k.
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(Note that we do not require that w ∈ W (k) here.) The converse follows from the argument
in the proof of [11, Lem. 10.1]. 
Remarks 5.9. (i). We recover the result (cf. [14, Cor. 3.8]) that if k is perfect and G is
k-anisotropic, then every element in G(k) is semisimple. For if g ∈ G(k) is not semisimple,
then its G(k)-conjugacy class in G is not closed, contradicting Theorem 1.6(ii).
(ii). Theorem 1.6(ii) fails for non-perfect fields. In [23, p. 488], Gille and Que´guiner-
Mathieu give an example of a k-anisotropic semisimple group G of the form G = PGL1(A),
where A is a simple central division algebra over k containing a field K such that K/k
is purely inseparable. Moreover, G contains a smooth unipotent subgroup admitting non-
trivial k-points. If 1 6= g ∈ G(k) is unipotent, then its G(k)-conjugacy class is not closed.
So the conclusion of Theorem 1.6(ii) does not hold in this instance.
We finish with the following result, which is an easy consequence of Corollary 4.2 and
Theorem 1.5(ii); it shows that [11, Property (B)] holds for any perfect field (cf. [11, Thm.
7.2, Thm. 8.2]).
Proposition 5.10. Suppose k is perfect. Let v ∈ V . If Gv contains a maximal k-split torus
of G, then G · v is closed.
Remark 5.11. Proposition 5.10 fails for non-perfect fields: Remark 5.9(ii) gives an example
of this with G anisotropic. The assertion of Proposition 5.10 does hold for any k, however,
if we assume that G is split: for if Gv contains a maximal k-split torus S of G then S is a
maximal torus of G, so G · v is closed by Theorem 5.7(ii) applied to the field k.
6. Reduction to k-points
In this section we prove the following result which makes it possible to pass from a geo-
metric point in V to a rational point in another affine variety W .
Theorem 6.1. Let v ∈ V . Then there exists an affine G-variety W and w ∈ W (k) with the
following properties:
(i) For any reductive k-defined subgroup M of G, M(k) · v is cocharacter-closed over k
if and only if M(k) · w is cocharacter-closed over k.
(ii) Let H ⊆ G be a connected k-defined subgroup. Then H ⊆ Gv if and only if H ⊆ Gw.
To prove Theorem 6.1 we require a series of lemmas. We first reduce from geometric points
to ks-points.
Lemma 6.2. To prove Theorem 6.1, we may assume v ∈ V (ks).
Proof. By Remark 2.3, we may assume that V is a k-defined rational G-module. Let k1/ks
be a finite field extension such that v ∈ V (k1). We now apply Lemma 2.4 to produce
v ∈ V n(ks) for suitable n. It follows from Lemma 2.4(i) and (ii) (for the field ks) that
M(k) · v is cocharacter-closed if and only if M(k) · v is so.
SupposeH is a connected k-defined subgroup ofG. IfH is contained inGv, then by Lemma
2.4(iii) we have H ⊆ Gv ⊆ Gv. Conversely, suppose that H ⊆ Gv. Since H(ks) is dense in
H , it is enough to show H(ks) ⊆ Gv, which follows from the equality Gv(ks) = Gv(ks). We
conclude that we may replace V by V n and v by v to prove Theorem 6.1. 
17
The next step is to make v ∈ V (ks) become stable under the action of the Galois group.
We may achieve this by passing from V to the quotient by a finite group, using the following
result.
Lemma 6.3. Let F be a finite abstract group, regarded as a k-defined algebraic group endowed
with the usual k-structure (so that F = F (k)). Suppose F × G has a k-defined action on
V . Then the action of G on V descends to give a k-defined action of G on V/F . Let
π : V → V/F be the canonical G-equivariant projection. Then the following hold for v ∈ V :
(i) Let λ ∈ Y (G). Then λ destabilizes v if and only if λ destabilizes π(v).
(ii) For any reductive k-defined subgroup M ⊆ G, M(k) · v is cocharacter-closed over k
if and only if M(k) · π(v) is cocharacter-closed over k.
(iii) Let H ⊆ G be a connected subgroup. Then H ⊆ Gv if and only if H ⊆ Gpi(v).
Proof. We first note that V/F is defined over k by [1, 2.2], so the statement of the proposition
makes sense.
(i). The forward direction is obvious. So suppose λ destabilizes π(v). By Remark 2.3,
there is a G-equivariant closed embedding of V in an F ×G-module W . Let πW : W → W/F
be the canonical projection. We have an induced G-equivariant map φ from V/F to W/F ,
and λ destabilizes φ(π(v)) = πW (v). Hence it is enough to prove the result when V = W .
Clearly, we can take G to be Im(λ). Let V1 = Vλ,≥0 and let V2 = Vλ,<0. Then V = V1⊕ V2
and V1 and V2 are both F -stable, since F commutes with G. The projection V → V2 is
G-equivariant and gives rise to a G-equivariant map V/F → V2/F . Let π2 : V2 → V2/F be
the canonical projection.
The group G acts on the dual space V ∗2 . Let X1, . . . , Xm ∈ V
∗
2 be a basis such that each
Xi is a weight vector for λ. Since the weights of λ on V2 are all negative, these weights
are all positive. We can regard the Xi as regular functions on V2. Choose a generating set
f1, . . . , fr for the ring of invariants k[V2]
F . We can assume that each fj is a polynomial in
the Xi with no constant term and, since k[V2]
F is G-stable, we can assume also that each fj
is a weight vector for λ. Clearly each of these weights is positive.
Write v = (v1, v2). Since π(v) is destabilized by λ, so is π2(v2). If f ∈ k[V2]
F has weight
m > 0 with respect to λ, then f(λ(a) · π2(v2)) = (λ(a
−1) · f)(π2(v2)) = a
−mf(v2), and
so lima→0 λ(a) · π2(v2) can only exist if f(v2) = 0. It follows that fj(v2) = 0 = fj(0) for
all j. This implies that π2(v2) = π2(0). But F is finite, so we must have v2 = 0. Hence
v = (v1, 0) ∈ V1 and so λ destabilizes v, as required.
(ii). Suppose M(k) · v is cocharacter-closed over k. Let λ ∈ Yk(M) ⊆ Yk(G) such that
λ destabilizes π(v). Then λ destabilizes v by part (i), so there exists g ∈ M(k) such that
lima→0 λ(a) · v = g · v. Now g · π(v) = π(g · v) = π (lima→0 λ(a) · v) = lima→0 λ(a) · π(v). It
follows that M(k) · π(v) is cocharacter-closed over k.
Conversely, suppose M(k) · v is not cocharacter-closed over k. Then (F ×M)(k) · v is not
cocharacter-closed over k, by Corollary 5.3. Hence there exists λ ∈ Yk(M) such that v
′ :=
lima→0 λ(a) ·v exists and is not (F×M)(k)-conjugate to v. Now π(v
′) = lima→0 λ(a) ·π(v). If
π(v′) isM(k)-conjugate to π(v), say g ·π(v) = π(v′), then π(g ·v) = π(v′), so g ·v ∈ F ·v′. But
then v′ is (F ×M)(k)-conjugate to v, a contradiction. Hence M(k) ·π(v) is not cocharacter-
closed over k.
(iii). We have Gv ⊆ Gpi(v), hence one assertion of (iii) is clear. Conversely, suppose that
H ⊆ Gpi(v) is a connected subgroup. Then the orbit map H → H · v has image in the finite
set F · v. As H is connected, this implies that H ⊆ Gv, as required. 
18
We are now in a position to prove Theorem 6.1.
Proof of Theorem 6.1. By Lemma 6.2, we may assume v ∈ V (ks). Let 1 = γ1, . . . , γr ∈ Γ be
chosen such that {v, γ2(v), . . . , γr(v)} is the Γ-orbit through v. Set v = (v, γ2(v), . . . , γr(v)) ∈
V (ks)
r. We first show that we may replace v by v, where we consider the diagonal action
of M on V r. Let λ ∈ Yk(M). As γ(λ) = λ for all γ ∈ Γ, we have that λ destabilizes v
if and only if it destabilizes the tuple v. If λ destabilizes v and lima→0 λ(a) · v = v
′, then
lima→0 λ(a) ·v = (γ1(v
′), . . . , γr(v
′)) =: v′. For g ∈M(k), the equation γ(g) = g for all γ ∈ Γ
implies that g · v = v′ if and only if g · v = v′. In particular, M(k) · v is cocharacter-closed
over k if and only if M(k) · v is so.
Now let H ⊆ G be a k-defined connected subgroup. If H ⊆ Gv, then clearly H ⊆ Gv.
Conversely, suppose H ⊆ Gv and let h ∈ H(ks). As γ(h) ∈ H(ks) for all γ ∈ Γ, we get
h ∈ Gv. Since H(ks) is dense in H , this implies that H ⊆ Gv. It thus suffices to construct
W and w and prove the assertions in (i) and (ii) for v.
Let F = Sr be the symmetric group on r letters, and let F act on V
r by permuting the
coordinates. Then the action of F commutes with the diagonal action of G, hence F×G acts
on V r. As the assumptions of Lemma 6.3 are satisfied, we may replace V r by W = V r/Sr
and v by w = π(v) ∈ W (ks). Now by construction, γ(w) = w for all γ ∈ Γ, hence w is a
k-point. This finishes the proof. 
7. Geometric and rational conjugacy
Our next theorem allows us to relate geometric G-conjugacy to rational Ru(Pλ)-conjugacy,
provided the orbit has a k-defined stabilizer. The result relies on Theorem 2.10, but here we
do not require k to be perfect.
Theorem 7.1. Let v ∈ V and suppose that G0v is k-defined. Let λ ∈ Yk(G). Suppose that
v′ = lima→0 λ(a) · v exists and is G-conjugate to v. Then v
′ is Ru(Pλ)(k)-conjugate to v.
Proof. Let g ∈ G satisfy v′ = g · v. By Theorem 2.10, we can find u ∈ Ru(Pλ) such that
v′ = u−1 · v. Then u · λ is a cocharacter of G0v.
We first claim that Pu·λ(G
0
v) is k-defined. Indeed, by Proposition 2.2 this group coincides
with the scheme-theoretic intersections G0v∩Pu·λ = G
0
v∩Pλ, which are therefore smooth. Ac-
cording to our assumptions both G0v and Pλ are k-defined, and thus the (smooth) intersection
is k-defined by [53, Prop. 12.1.5].
By [13, Thm. 18.2], Pu·λ(G
0
v) contains a k-defined maximal torus S, which automatically
is a maximal torus of G0v. Then S is contained in some k-defined maximal torus T of Pu·λ.
Since T is contained in a k-defined R-Levi subgroup of Pu·λ and all such subgroups are
Ru(Pλ)(k)-conjugate, we can find x ∈ Ru(Pλ)(k) such that S ⊆ Lx·λ. After replacing λ with
x · λ and v′ with x · v′, we may assume without loss of generality that λ centralises S. This
forces S to be contained in Gv′ , since v
′ = lima→0 λ(a) ·v. By assumption, Gv′ is G-conjugate
to Gv and thus has the same rank. In particular, S is a maximal torus of Gv′ . But as λ is a
cocharacter of Gv′ that commutes with S, we deduce that Im(λ) ⊆ S ⊆ Gv. Hence v
′ = v,
which finishes the proof. 
We record a number of consequences of Theorem 7.1 which include Theorem 1.5(i), (ii)
(first assertion) and (iv).
Corollary 7.2. Let v ∈ V and suppose that G0v is k-defined.
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(i) Let λ ∈ Yk(G). Suppose that v
′ = lima→0 λ(a) ·v exists and is G-conjugate to v. Then
v′ is G(k)-conjugate to v.
(ii) Suppose G · v is Zariski-closed. Then G(k) · v is cocharacter-closed over k.
(iii) Let k′/k be an algebraic field extension and suppose that G(k′)·v is cocharacter-closed
over k′. Then G(k) · v is cocharacter-closed over k.
(iv) Let S be a k-defined torus of Gv and set L := CG(S). Let λ ∈ Yk(L) such that
v′ := lima→0 λ(a) · v exists and v
′ ∈ G · v. Then v′ ∈ Ru(Pλ(L))(k) · v.
(v) Let w ∈ V and suppose that both G(k) · w ≺ G(k) · v and G(k) · v ≺ G(k) · w. Then
G(k) · v = G(k) · w.
Proof. Parts (i) and (ii) are immediate consequences of Theorem 7.1. Part (iii) follows from
(i) and the fact that G(k′)-conjugacy implies G-conjugacy.
Part (iv) follows from Theorem 7.1 and Proposition 2.11.
For (v), by assumption, there exist cocharacters λ1, . . . , λn ∈ Yk(G) and elements v1, . . . ,
vn+1 ∈ V such that v1 = v, vn+1 = g · v for some g ∈ G(k), vj = g
′ · w for some j and some
g′ ∈ G(k), and lima→0 λi(a) · vi = vi+1 for 1 ≤ i ≤ n. As v1 and vn+1 are G-conjugate, all of
the vi are G-conjugate (for if vi 6∈ G · vi−1, then, as vi lies in the closure of G · vi−1, the orbit
G · vi has strictly smaller dimension than G · vi−1, which forces all of the subsequent orbits
G · vi, . . . , G · vn+1 to have smaller dimension than G · v). By (i), v2 is G(k)-conjugate to v1.
In particular, G0v2 is again k-defined. Repeating the argument for v3 and so on, we find that
w is G(k)-conjugate to v, as required. 
Remarks 7.3. (i). Note that Theorem 7.1 fails without the assumption on G0v. E.g., see [9,
Rem. 5.10] for the failure of Corollary 7.2(ii) without this assumption.
(ii). Suppose that G0v is k-defined and that G(k) · v is not cocharacter-closed over k. By
Theorem 7.1, there exists a k-defined cocharacter λ such that v′ = lima→0 λ(a) · v exists and
does not belong to G · v. In the terminology of [9, §4], v is uniformly S-unstable over k for
S := G · v′, and v does not belong to S (cf. the proof of Lemma 5.6). In particular, there
exist non-trivial cocharacters which belong to the optimal class for v with respect to S over
k, see [9, Thm. 4.5].
(iii). Corollary 7.2 refines the descent assertions in Theorem 5.4 and Proposition 5.5 (Levi
and Galois descent), albeit under the stronger hypothesis that G0v is k-defined.
(iv). Corollary 7.2(i) is an instance where G-conjugacy descends to G(k)-conjugacy. This
property may be studied in cohomological terms as follows: Suppose that v, v′ ∈ V (k) are
k-points which are G-conjugate. This means that v′ ∈ (G · v)(k). Thus G(k)-conjugacy
would follow provided that the map G(k) → (G · v)(k) is surjective. By [21, III, §4, Cor.
4.7] this is automatic if all Gv-torsors over k are trivial, where Gv is the scheme-theoretic
stabilizer of v in G. If we further assume that either k is perfect or that the orbit map
G → G · v is separable, then the isomorphism classes of Gv-torsors over k are parametrized
by the Galois cohomology H1(Γ,Gv), where Γ = Gal(ks/k) (see [21, III, §5, Cor. 3.5,3.6]).
But even in the separable case, H1(Γ,Gv) does not always vanish. Our assumption that v
′
arises as the limit along a k-defined cocharacter λ allows us to circumvent all these technical
difficulties and to avoid additional assumptions.
(v). Bremigan considers the case where the field k has characteristic 0 and is complete
under a non-trivial real absolute value, [17]. In [17, Prop. 5.3], he proves that if G · v is
Zariski-closed, then G(k) · v is Hausdorff-closed (i.e., closed in the topology induced by the
extra structure on k). It follows that G(k) · v is cocharacter-closed over k, as the limit
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along a k-defined cocharacter belongs to the Hausdorff-closure of G(k) · v. Hence, we obtain
Corollary 7.2(ii) in this case.
(vi). Corollary 7.2(v) does not imply that the relation ≺ on all G(k)-orbits is antisymmet-
ric. It does, however, assert that antisymmetry holds if one of the two orbits has a k-defined
stabilizer.
The following result shows that the assumption in Theorem 7.1 that G0v is k-defined is
automatic in many naturally-occurring cases (e.g., if char(k) = 0).
Proposition 7.4. Let v ∈ V and assume that one of the following conditions is satisfied:
(i) v ∈ V (k) and k is perfect;
(ii) v ∈ V (ks), Gv(ks) is Γ-stable and G · v is separable.
Then G0v is k-defined. In particular, the assertions of Theorem 7.1 and Corollary 7.2 hold
for v.
Proof. Case (i) is [53, Prop. 12.1.2]. For (ii), suppose that v ∈ V (ks), that Gv(ks) is Γ-stable
and that G · v is separable. Then G0v is k-defined. Indeed, separability implies that Gv is
ks-defined (see [53, loc. cit.]). Due to the assumption on Gv(ks), the Galois criterion for
k-definedness implies that Gv is k-defined, hence so is G
0
v. 
Remark 7.5. There are situations where G0v is k-defined for all k-points v ∈ V (k). For
instance, Proposition 7.4 above implies that this is the case whenever k is perfect or all
G(k)-orbits are separable. In this case ≺ is antisymmetric on the set {G(k) · v | v ∈ V (k)},
hence is a partial order on this set. We do not know whether antisymmetry holds in general.
See also Proposition 7.11 below.
We give two simple examples. The first example illustrates that having Gv k-defined does
not imply separability in general (cf. Proposition 7.4(ii)). The second example shows that
even for separable orbits, the converse of Corollary 7.2(ii) is false in general.
Examples 7.6. (i). Let G = SL2, char(k) = 2, and consider the adjoint action of G on
V = sl2. Let v =
(
0 1
0 0
)
∈ V (k). Then Gv =
{(
1 a
0 1
)
a ∈ k
}
is k-defined, but G · v is
not separable.
(ii). Let G = PGL2, char(k) = 2, acting on V = pgl2 by conjugation. Let A denote the
image in PGL2 of A ∈ GL2, and likewise for images of elements of gl2. Define v ∈ V (k) by
v :=
(
0 1
x2 0
)
, where x2 ∈ k but x 6∈ k. Then v = gv˜g−1, where g :=
(
1 0
x 1
)
and v˜ :=(
x 1
0 x
)
=
(
0 1
0 0
)
. Define λ ∈ Yk(G) by λ(a) =
(
a 0
0 a−1
)
. Then lima→0 λ(a) · v˜ = 0,
so G · v˜ is not closed and hence G · v is not closed. Moreover, G · v is separable. However, it
is easily checked that G(k) · v is cocharacter-closed over k (the unique Borel subgroup whose
Lie algebra contains v is not k-defined). Note that 0 lies in G · v \G · v, so G · v \G · v does
indeed have a k-point.
Remarks 7.7. (i). The non-separability of the orbit map G → G · v in Examples 7.6(i) is
because z(g) is non-zero for G = SL2 in characteristic 2, whereas the group-theoretic centre
Z(G) vanishes. However, as z(g) consists of semisimple elements, this does not affect the
separability of the Ru(Pλ)-orbit through v.
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In general, let v ∈ V (ks) such that Gv(ks) is Γ-stable, and suppose λ ∈ Yk(G) is such that
v′ := lima→0 λ(a) · v exists and lies in G · v. Further suppose that the orbit Ru(Pλ) · v is
separable. Then we may still conclude that v′ ∈ Ru(Pλ)(k) · v, i.e., the assertion of Theorem
7.1 holds in this case. Indeed, according to Theorem 2.10, v′ ∈ Ru(Pλ) · v, and v
′ is a ks-
point. Clearly, H1(Gal(ks/ks), Ru(Pλ)v) vanishes. Due to the separability assumption, this
means that the map Ru(Pλ)(ks)→ (Ru(Pλ) · v)(ks) is surjective (see Remark 7.3(iv)), hence
v′ ∈ Ru(Pλ)(ks) · v. By Theorem 2.9, v
′ ∈ Ru(Pλ)(k) · v.
(ii). Hoffmann asked the following question: let v ∈ V (k) and suppose that G · v\G ·v has
a k-point. Does there exist λ ∈ Yk(G) such that v
′ := lima→0 λ(a) · v exists and v
′ 6∈ G · v?
Clearly, the answer is no if G(k) · v is cocharacter-closed over k. Example 7.6(ii) shows that
this is possible under the present hypotheses, even if we assume G · v is separable. If we
assume that G(k) · v is not cocharacter-closed over k and that G0v is k-defined, the answer is
yes, by Corollary 7.2(i).
If v′ = lima→0 λ(a) · v then we have seen there is a complicated relationship between the
property that v′ lies in G(k) · v and the property that v′ lies in Ru(Pλ)(k) · v. If the latter
holds then we can, for instance, apply Theorem 2.9 and Proposition 2.11. The following open
question seems technical but resolving it is crucial to gaining a more complete understanding
of the behavior of the G(k)-orbits.
Question 7.8. Let v ∈ V and λ ∈ Yk(G) such that v
′ := lima→0 λ(a) · v exists. Suppose that
v′ is G(k)-conjugate to v. Is v′ then Ru(Pλ)(k)-conjugate to v?
Remarks 7.9. (i). Theorem 2.10 implies that Question 7.8 has a positive answer whenever k
is perfect.
(ii). By Theorem 7.1, Question 7.8 has a positive answer whenever G0v is k-defined. In
particular, see Proposition 7.4 for separability assumptions that are sufficient to imply this.
(iii). Corollary 5.1 shows that Question 7.8 has an affirmative answer for cocharacter-
closed orbits.
(iv). In the context of G-complete reducibility, the fact that Question 7.8 has a positive
answer for algebraically closed fields has been used for instance by Stewart ([54, Cor. 3.6.2])
and Uchiyama ([57, Prop. 3.6]). For another application, see [9, Cor. 3.5].
In order to study the question of whether ≺ is antisymmetric, we also state the following
weaker version of Question 7.8.
Question 7.10. Let v ∈ V and λ ∈ Yk(G) such that v
′ := lima→0 λ(a) · v exists. Suppose that
v′ is G(k)-conjugate to v. Is v′ then G0(k)-conjugate to v?
A positive answer to this question is related to antisymmetry as follows.
Proposition 7.11. Suppose that the assertion of Question 7.10 holds for any reductive group
acting on an affine variety. Then the preorder ≺ on G(k)-orbits is antisymmetric, hence is
a partial order.
Proof. Suppose we have v, v′ ∈ V with G(k) ·v′ ≺ G(k) ·v ≺ G(k) ·v′. By Lemma 3.3 we can
find v1, . . . , vn ∈ V , λ1, . . . , λn ∈ Yk(G) such that all limits lima→0 λi(a) · vi (1 ≤ i ≤ n) exist,
v = v1, vi = lima→0 λi−1(a) · vi−1 for 2 ≤ i ≤ n, v
′ = g′ · vj for some 1 ≤ j ≤ n, g
′ ∈ G(k) and
lima→0 λn(vn) = g ·v for some g ∈ G(k). Now let v = (v1, . . . , vn) ∈ V
n and letG = Cn⋉G
n.
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Here Cn = 〈σ〉 denotes the cyclic group of order n acting on G
n by permuting the indices
cyclically (σ(i) = i+ 1 mod n). Let λ = (λ1, . . . , λn) ∈ Yk(G
n) = Yk(G).
Then G acts naturally on V n, and
lim
a→0
λ(a) · v = (lim
a→0
λ1(a) · v1, . . . , lim
a→0
λn(a) · vn)
= (v2, . . . , vn, g · v) = ((1, . . . , 1, g)σ) · v ∈ G(k) · v.
Since we assume that Question 7.10 has an affirmative answer for G, we can find u =
(u1, . . . , un) ∈ G
0(k) = G(k)n such that u · v = (v2, . . . , vn, g · v). Hence v
′ = g′ · vj =
(g′uj−1 · · ·u1) · v ∈ G(k) · v. We conclude that G(k) · v = G(k) · v
′. 
Remark 7.12. Note that the proof of Proposition 7.11 requires that Question 7.10 has an
affirmative answer for all groups of the form Cn ⋉ G
n acting on V n, n ∈ N. In particular,
even though the assertion of Question 7.10 holds trivially for connected G, this does not
imply the antisymmetry of ≺ for connected G.
In order to obtain a converse of Proposition 7.11, we need the following lemma.
Lemma 7.13. Let v ∈ V , λ ∈ Yk(G). Suppose that v
′ = lima→0 λ(a) · v exists and v
′ = g · v
for some g ∈ G(k). Then G0(k) · v is accessible from G0(k) · v′.
Proof. As G/G0 is finite, there exists some n ∈ N such that gn ∈ G0(k). Taking the limit
along g ·λ maps v′ = g ·v to g ·v′ = g2 ·v, and then taking the limit along g2 ·λ maps g2 ·v to
g2 · v′ = g3 · v. Continuing in this way, we see that the orbit through gn · v is accessible from
v′. As gn ∈ G0(k), this implies that G0(k) · v is accessible from G0(k) · v′, as claimed. 
Proposition 7.14. Suppose that the preorder ≺ is antisymmetric on the set of G0(k)-orbits
in V . Then the assertion of Question 7.10 holds for G.
Proof. Let v ∈ V , λ ∈ Yk(G) and suppose that v
′ = lima→0 λ(a) · v exists and v
′ = g · v with
g ∈ G(k). By Lemma 7.13, G0(k) · v is accessible from G0(k) · v′. Conversely, it is immediate
that G0(k) · v′ is accessible from G0(k) · v. By the antisymmetry of ≺, we conclude that
G0(k) · v = G0(k) · v′. Hence v′ ∈ G0(k) · v, as required. 
Combining Propositions 7.11 and 7.14 we obtain the following result.
Corollary 7.15. The following are equivalent (for fixed k):
(i) The assertion of Question 7.10 holds for any reductive group acting on any affine
variety;
(ii) the preorder ≺ is antisymmetric for any reductive group acting on any affine variety;
(iii) the preorder ≺ is antisymmetric for any connected reductive group acting on any
affine variety.
8. Reduction to GLn
In this section we use Theorem 7.1 to prove a result which reduces certain questions
involving G(k)-orbits to the special case when G = GLn for some n. We start by recalling a
standard construction from GIT, cf. [1, 5.3]. Let G,M be reductive k-groups with G ⊆ M
and let V be an affine G-variety over k. We define an action of G on M × V by g ·
(m, v) = (mg−1, g · v). Write M ×G V for the quotient of M × V by this G-action and let
πG : M × V → M ×
G V be the canonical projection. Then πG is k-defined [1, 2.2]. The
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group M acts on M × V by left multiplication on the first factor and trivially on the second
factor; this descends to give an action of M on M ×G V . If G = M then there is an obvious
k-defined G-equivariant isomorphism from G ×G V to V . Projection onto the first factor
gives a k-defined M-equivariant morphism η : M ×G V → M/G, where M acts on the coset
space M/G by left multiplication.
Theorem 8.1. Let G,M be reductive k-groups with G ⊆ M and let V be an affine G-
variety over k. Let k′/k be an extension of fields. Set W = M ×G V and define φ : V → W
by φ(v) = πG(1, v) (note that φ is a k-defined G-equivariant closed embedding: see [1], for
example). Then the following hold:
(i) for all v ∈ V and all λ ∈ Yk′(M), if λ destabilizes φ(v) then u · λ ∈ Yk′(G) for some
u ∈ Ru(Pλ(M))(k
′);
(ii) for all v ∈ V and all λ ∈ Yk′(G), if v
′ := lima→0 λ(a) · v exists and m · φ(v) = φ(v
′)
for some m ∈M(k′) then m ∈ G(k′);
(iii) Mφ(v) = Gφ(v) = Gv;
(iv) for all v ∈ V and all λ ∈ Yk′(G), λ destabilizes v if and only if λ destabilizes φ(v);
(v) for all v ∈ V and all λ ∈ Yk′(G), λ properly destabilizes v over k
′ for G if and only
if λ properly destabilizes φ(v) over k′ for G if and only if λ properly destabilizes φ(v)
over k′ for M ;
(vi) for all v ∈ V , G(k′) · v is cocharacter-closed over k′ if and only if G(k′) · φ(v) is
cocharacter-closed over k′ if and only if M(k′) · φ(v) is cocharacter-closed over k′.
Proof. By extending scalars, we can regard G and M as k′-groups and V as a k′-defined
G-variety. Hence we can assume without loss that k′ = k.
Now let v ∈ V , let λ ∈ Yk(M) and suppose λ destabilizes φ(v). Let x be the coset
G ∈ M/G. Since the map η : M ×G V → M/G induced by projection onto the first factor
is M-equivariant, λ destabilizes η(φ(v)) = x. Set x′ = lima→0 λ(a) · x. The orbit M · x is
closed—it is the whole of M/G—and Mx = G is k-defined, so M(k) · x is cocharacter-closed
over k, by Corollary 7.2(ii). Hence by Corollary 5.1, there exists u ∈ Ru(Pλ(M))(k) such
that x = u · x′. Then u · λ fixes x, so u · λ is a cocharacter of Mx = G. This proves (i). If we
assume in addition that λ is already a cocharacter of G then x′ = x; hence if m ∈M(k) and
m · φ(v) = φ(v′) then m · x = x by the M-equivariance of η, so m ∈ G(k) and (ii) follows.
This also proves part (iii) (take λ = 0 in (ii)).
Parts (iv)–(vi) now follow immediately from (i)–(ii). 
We now see that to prove Galois ascent and to answer Question 7.8, it suffices to consider
the special case G = GLn.
Corollary 8.2. (i) If the answer to Question 7.8 is yes when G = GLn then the answer
is yes for all G.
(ii) If Galois ascent holds when G = GLn then it holds for all G.
Proof. We can embed G as a k-defined subgroup of some GLn. Define φ as in Theorem 8.1.
Part (i) now follows from Theorem 8.1. For part (ii), suppose G(ks) · v is not cocharacter-
closed over ks. We want to show that G(k) · v is not cocharacter-closed over k. Now
GLn(ks) · φ(v) is not cocharacter-closed over ks, by Theorem 8.1(vii) (with k
′ = ks). By
assumption, Galois ascent holds for GLn, so GLn(k) · φ(v) is not cocharacter-closed over k.
The result now follows from Theorem 8.1(vii) (with k′ = k). 
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9. G-complete reducibility
In this section we apply our previous results to the theory of G-completely reducible
subgroups over k. This was the original motivation for much of our work, and is an important
source of examples. The notion of a G-completely reducible subgroup was introduced by
Serre [51]; there are applications to the subgroup structure of reductive groups [34], [35],
spherical buildings [50] and the Langlands correspondence [31, Sec. 13]. For more details,
see [4] and [51].
First we recall the relevant definitions, then we explain the link with geometric invariant
theory.
Definition 9.1. A subgroup H of G is said to be G-completely reducible (G-cr) if whenever
H is contained in an R-parabolic subgroup P of G, there exists an R-Levi subgroup of P
containing H . Similarly, a subgroup H of G is said to be G-completely reducible over k if
whenever H is contained in a k-defined R-parabolic subgroup P of G, there exists a k-defined
R-Levi subgroup of P containing H .
In [4, Cor. 3.7], we show that G-complete reducibility has a geometric interpretation in
terms of the action of G on Gn, the n-fold Cartesian product of G with itself, by simultaneous
conjugation.
Let h ∈ Gn and let H be the algebraic subgroup of G generated by h, i.e., by the
components of the n-tuple h. Then G ·h is closed in Gn if and only if H is G-cr [4, Cor. 3.7].
To generalize this to subgroups that are not topologically finitely generated, we employed
the following concept [9, Def. 5.4].
Definition 9.2. Let H be a subgroup of G and let G →֒ GLm be an embedding of algebraic
groups. Then h ∈ Hn is called a generic tuple of H for the embedding G →֒ GLm if h
generates the associative subalgebra of Matm spanned by H . We call h ∈ H
n a generic tuple
of H if it is a generic tuple of H for some embedding G →֒ GLm.
Note that generic tuples exist for any embedding G →֒ GLm provided n is sufficiently
large. We give a characterization of G-complete reducibility over k in terms of geometric
invariant theory.
Theorem 9.3. Let H be a subgroup of G and let h ∈ Hn be a generic tuple of H. Then H
is G-completely reducible over k if and only if G(k) · h is cocharacter-closed over k.
Proof. This follows from the proof of [9, Thm. 5.9] (which is the special case when G is
connected), replacing [9, Thm. 3.10] with Corollary 5.3. 
Remark 9.4. Suppose the subgroup H of G is k-defined. We can pick a generic tuple h ∈
H(ks)
n of H for some n, and without loss we can assume that Γ permutes the entries of
the tuple. Let W = Hn/Sn, where Sn acts by permuting the entries of tuples, and let
πW : H
n → W be the canonical projection. Then w := πW (h) is a k-point, and it follows
from Lemma 6.3 and Theorem 9.3 that H is G-cr over k if and only if G(k) ·w is cocharacter-
closed over k.
With this characterization in hand, we may apply our earlier rationality results. Recall
(cf. [26, Def. 2.11]) that a prime p is called pretty good for G provided it is a good prime
with the extra property that both the root lattice in the character group and the coroot
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lattice in the cocharacter group have no p-torsion. A prime p which is very good for G is
automatically pretty good, but the converse fails in general.
Corollary 9.5. Suppose p = char(k) is a pretty good prime for G and let H be a k-defined
subgroup of G. Let k′/k be an algebraic field extension. If H is G-completely reducible over
k′, then H is G-completely reducible over k.
Proof. Let h be a generic tuple of H . By [8, Cor. 3.4], the orbit G · h is separable, provided
that p is a very good prime for G. It follows from [26, Thm. 1.1] that the condition may be
relaxed to require only that p is pretty good for G. Moreover, since H is k-defined, H(ks)
is dense in H , so we can choose h ∈ H(ks)
n such that h is a generic tuple of H . Then
Gh(ks) = CG(H)(ks) is Γ-stable. Hence the conditions of Proposition 7.4(ii) are satisfied,
and the result follows from Theorem 9.3 together with Corollary 7.2(iii). 
Remark 9.6. The assertion of Corollary 9.5 is false for inseparable field extensions without
the assumption on p = char(k): see [8, Ex. 7.22] for an example in G2 with p = 2 and [57,
Thm. 1.10] for an example in E7 with p = 2. Corollary 9.5 shows that this kind of pathology
can occur only in small characteristic.
Theorem 5.7 and Remark 9.4 immediately yield the following results on Galois ascent/
descent and Levi ascent/descent for G-complete reducibility. We note that we are able to
obtain results of this nature under slightly different hypotheses using a building-theoretic
approach: see [6], [3].
Corollary 9.7. Let H be a k-defined subgroup of G such that CG(H) is k-defined. Then the
following hold.
(i) For any separable algebraic extension k′/k, H is G-completely reducible over k′ if and
only if H is G-completely reducible over k.
(ii) For a k-defined torus S of CG(H) let L = CG(S). Then H is G-completely reducible
over k if and only if H is L-completely reducible over k.
The Levi ascent/descent statement of Corollary 9.7(ii) provides a different proof—valid
for non-connected G—of Serre’s result [50, Prop. 3.2].
The next result has been obtained by McNinch in [38, Prop. 4.1.1]. We give a different
proof, which relies on Theorem 7.1.
Corollary 9.8. Let H be a k-defined linearly reductive subgroup of G. Then H is G-
completely reducible over k.
Proof. Since H is k-defined, as in the proof of Corollary 9.5 we may choose a generic tuple
h ∈ H(ks)
n of H such that Gh(ks) is Γ-stable. By Theorem 9.3, it suffices to show that
G(k) · h ⊆ Gn is cocharacter-closed over k. By [5, Lem. 2.4] and [9, Thm. 5.8(iii)], the orbit
G · h is closed.
We have cg(h) = cg(H) = Lie(CG(H)) = Lie(CG(h)), where the second equation follows
from [46, Lem. 4.1], and the other equations from [9, Lem. 5.5] and its proof. Thus the orbit
G · h is separable. Therefore, it follows from Corollary 7.2(ii) and Proposition 7.4(ii) that
G(k) · h is cocharacter-closed over k, which finishes the proof. 
Remark 9.9. Observe that Corollary 9.8 is false if H is not k-defined: e.g., let G be k-split
and let S be a maximal k-defined torus. Suppose λ ∈ Yk(S) and u ∈ Ru(Pλ) \Ru(Pλ)(k) are
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chosen so that H = u · S is a torus which is no longer k-defined. Clearly, H ⊆ Pλ. But H
is not contained in any k-defined Levi subgroup. Indeed, if L = Lx·λ with x ∈ Ru(Pλ)(k) is
such a Levi subgroup, then it must coincide with Lu·λ, which is the unique Levi subgroup of
Pλ containing H . But this implies that u = x ∈ Ru(Pλ)(k), a contradiction.
Remark 9.10. Following McNinch (see [37]), a subalgebra h of g is called G-completely re-
ducible provided that whenever h is contained in Lie(P ) for P an R-parabolic subgroup of
G, there exists an R-Levi subgroup L of P with h ⊆ Lie(L). All of the concepts and results
of this section may be formulated and proved for Lie algebras as well. For a generic tuple
associated to h we simply take a generating tuple h ∈ hn for a suitable n. See also [9, §5.3].
10. The action of GL(W ) on End(W )
In this section we illustrate the notion of cocharacter-closedness in the classical context of
conjugacy of endomorphisms under the general linear group. Let W0 be a finite-dimensional
k-vector space with associated k-space W = k⊗kW0. Consider G = GL(W ) with its natural
action by conjugation on V = End(W ), and let both G and V be endowed with the k-
structures induced from W0, so that the action is k-defined. For f ∈ V (k) = End(W0), let
µf ∈ k[T ] be the minimal polynomial of f , and χf ∈ k[T ] the characteristic polynomial.
Note that both χf and µf remain invariant under field extensions of k. For any µ ∈ k[T ],
there exists f ∈ V (k) having µ as its minimal polynomial and its characteristic polynomial
(e.g., via considering the companion matrix of µ, see [47, Thm. 7.12]).
In general, the minimal polynomial µf only encodes partial information about the rational
normal form of f and hence about the orbit G(k) ·f = GL(W0) ·f . However, our next result
shows that one can read off from µf whether G(k) · f is cocharacter-closed. It is convenient
to consider W0 as a k[T ]-module, where T acts via f .
Proposition 10.1. The following are equivalent:
(i) The orbit G(k) · f ⊆ V is cocharacter-closed over k;
(ii) µf is square-free in k[T ] (i.e., has no repeated irreducible factors);
(iii) W0 is semisimple as a k[T ]-module.
Proof. Suppose first that W0 = W1 ⊕W2 decomposes as a k[T ]-module. Let fi = f |Wi and
let Gi = GL(k ⊗ Wi) (i = 1, 2). Then by an application of Theorem 5.4(ii), G(k) · f is
cocharacter-closed if and only if G1(k) · f1 and G2(k) · f2 are cocharacter-closed. Moreover,
µf = lcm(µf1, µf2) (cf. [47, Thm. 7.7]) is square-free if and only if both µf1 and µf2 are. Thus
we may assume from the outset that W0 is an indecomposable k[T ]-module.
In this case, it follows (e.g., from the primary cyclic decomposition of W0, see [47, Thm.
7.6]) that χf = µf is the power of an irreducible polynomial in k[T ]. Hence µf is square-free
if and only if χf is irreducible, which is easily seen to be equivalent to W0 being irreducible
as a k[T ]-module. This proves the equivalence of (ii) and (iii).
To prove that (i) is equivalent to (iii), suppose first that W0 is irreducible. Then f
stabilizes no proper subspace of W0, and hence f is not destabilized by any non-central k-
defined cocharacter of G. Thus G(k) · f is cocharacter-closed. Conversely, suppose that W0
contains a proper f -stable subspace U . Let λ be a k-defined cocharacter such that Pλ(G)(k)
is the stabilizer of U in G(k). Then f ′ = limλ(a) · f stabilizes a complement to U . As W0 is
indecomposable, f ′ is not G(k)-conjugate to f , hence G(k) · f is not cocharacter-closed. 
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Remark 10.2. (i). Note that f is a semisimple endomorphism if and only if µf is separable
(that is, square-free in k[T ]), see [47, Thm. 8.11]. Proposition 10.1 thus recovers the fact
that an endomorphism f is semisimple if and only if G · f is cocharacter-closed over k. An
endomorphism satisfying the equivalent conditions of Proposition 10.1 is called k-semisimple
in [22], where an independent proof of the equivalence of (ii) and (iii) may be found.
(ii). If k is not perfect, there exist irreducible polynomials in k[T ] which are not separa-
ble. Hence there exist f ∈ V (k) with G(k) · f cocharacter-closed over k and G(k) · f not
cocharacter-closed over k.
(iii). We have used Levi descent and ascent in the proof of Proposition 10.1. In terms
of the characterization by k[T ]-modules, Levi descent/ascent is just the fact that a module
W = W1 ⊕W2 is semisimple if and only if both summands are.
All G = GL(W )-orbits on V = End(W ) are separable (as orbit stabilizers are principal
open subsets of the stabilizers in gl(W )). Hence we may apply Proposition 7.4 and Remark
7.5 and deduce the following results:
Corollary 10.3. Let k′/k be an algebraic field extension and let f ∈ V (k) as above. If
G(k′)·f is cocharacter-closed over k′, then G(k)·f is cocharacter-closed over k. The converse
holds provided that k′/k is separable.
Moreover, the preorder ≺ is antisymmetric on the set of G(k)-orbits on End(W0).
Remark 10.4. The first part of the above corollary may also be deduced from the following
two facts, which are even valid for non-algebraic field extensions: if µf is square-free in k
′[T ],
it is also square-free in k[T ]; if k′/k is separable and µf is square-free in k[T ], then µf is
square-free in k′[T ] (see [16, Ch. V, §15, Cor. 1]).
We give an example for the failure of Galois ascent for inseparable field extensions.
Example 10.5. Let k = F2(t) and suppose that µf = T
12+t. This polynomial is irreducible
in k[T ] (e.g., by Eisenstein’s criterion), so in particular G(k) · f is cocharacter-closed over k,
by Proposition 10.1. Over separable field extensions k′/k, µf can only split up to the point
µf = (T
4 + s)(T 4 + ζs)(T 4 + ζ2s),
where s3 = t and ζ 6= 1, ζ3 = 1, and this expression is still square-free. In particular, G(k′) ·v
is then still cocharacter-closed over k′, by Proposition 10.1.
If a ∈ k satisfies a4 = s, we may further decompose µf by inseparable field extensions to
obtain
µf = (T
2 + a2)2(T 2 + ζ2a2)2(T 2 + ζa2)2 = (T + a)4(T + ζa)4(T + ζ2a)4.
If for example k′ = k(a2), then the factor (T 2 + a2)2 = (T + a)4 in µf is a maximal prime
power in µf . In the primary cyclic decomposition (cf. [47, Thm. 7.6]) it hence corresponds
to a 4-dimensional indecomposable subspace of k′ ⊗W0 where the restriction g of f to this
subspace has minimal polynomial µg = χg = (T + a)
4. This implies (see [47, Thm. 7.12])
that a matrix representative for g is given by the companion matrix of (T + a)4, which over
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k′ is conjugate to the matrix 

0 a2 0 a2
1 0 0 0
0 0 0 a2
0 0 1 0

 .
Clearly, we may pick a cocharacter which kills the entry a2 in the top right corner while
leaving the other entries untouched. In particular, the limit along such a cocharacter takes
this matrix to a matrix with minimal polynomial T 2 + a2, so the orbit G(k′) · g is no
longer cocharacter-closed over k′. Hence G(k′) · f is not cocharacter-closed over k′, by
Theorem 5.4(ii).
Remark 10.6. (i). For a cocharacter λ ∈ Yk(G) and f ∈ V (k), the limit limλ(a) · f exists
if and only if f stabilizes the flag associated to λ in W0. Moreover, after choosing a basis
compatible with the flag, the limit f ′ is then the endomorphism corresponding to the block
diagonal of the corresponding matrix of f . In particular, χf = χf ′ and µf ′ divides µf .
(ii). As noted before Corollary 10.3 above, the assumptions of Proposition 7.4 are satisfied
for all f ∈ V (k), hence the assertion of Theorem 7.1 holds in our setup: if f stabilizes a
flag associated to λ as in (i), and if f ′ is G-conjugate to f , then it is Ru(Pλ)(k) conjugate.
After again choosing a basis compatible with the flag, this translates into the following non-
elementary statement about matrices: a block upper triangular matrix A over k that is
conjugate (over k) to the corresponding block diagonal matrix A′, can be conjugated to A′
by an block upper triangular matrix over k with identity matrices on the diagonal.
We use these facts to give an example motivated by classical invariant theory (see [30]),
concerning cocharacter-closures of sets.
Example 10.7. For χ ∈ k[T ] consider the set Cχ ⊂ V (k) of endomorphisms with prescribed
characteristic polynomial χ. By Remark 10.6(i), Cχ is cocharacter-closed. Moreover, f ∈ Cχ
has a cocharacter-closed orbit precisely when µf is the product of all distinct irreducible
factors of χ (Proposition 10.1). In this case, µf together with χf = χ uniquely determine
the orbit G(k) · f . Indeed, it follows—e.g., from the primary cyclic decomposition of W0 (cf.
[47, Thm. 7.2])—that the elementary divisors of f must in this case be given by the irreducible
factors of µ, counted with their multiplicities as factors of χ. Since the elementary divisors
determine a rational canonical form of f (cf. [47, Thm. 7.14]), they determine the orbit
G(k) · f . In particular, Cχ contains a unique cocharacter-closed orbit.
It is well known that the closed orbits in V—that is, the conjugacy classes of diagonalisable
matrices—are parametrized by k
n
, where n := dimW . We now see that the cocharacter-
closed orbits in V (k) are parametrized by the space kn. For let π : V (k) → kn be the
surjective function that maps f to the coefficients of 1, T, . . . , T n−1 in χf . The above dis-
cussion shows that each fibre of π contains a unique orbit that is cocharacter-closed over
k.
We finish this section by discussing representations of algebras. As in the case k = C
(see [30]), the setup in this section may be generalized by replacing the algebra k[T ] with
some finitely generated k-algebra A0. Let A = k ⊗k A0, where A0 is a finitely generated
k-algebra, and let V = modA,W be the variety of all A-module structures on W . We may
endow V with a k-structure such that V (k) = modA0,W0. More specifically, if A0 has r
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generators, we may identify V with a subvariety of End(W )r, with G := GL(W ) acting
by simultaneous conjugation. Here instead of considering orbits of a single endomorphism,
we are now studying orbits of tuples of endomorphisms, and these orbits correspond to
the isomorphism classes of A-module structures. It can be shown that the cocharacter-
closed orbits (over k) in V (k) correspond to isomorphism classes of semisimple A0-module
structures on W0. Note that all GL(W )-orbits in W
n are separable, hence the preorder
≺ is antisymmetric (cf. Corollary 10.3). Moreover, by applying Corollary 7.2(ii), we get a
geometric proof of the algebraic fact that an A0-algebra is semisimple if it becomes semisimple
after extending scalars from k to k.
Suppose k is algebraically closed. We say that one module is a degeneration of another if
the tuple defining the first module is in the closure of the GL(W )-orbit of the tuple defining
the second. This yields a partial ordering ≤ on the set of modules. Zwara gave an algebraic
characterization of when a module is a degeneration of another [59, Thm. 1]. There is no
obvious geometric notion of degeneration if k is not algebraically closed. Our formalism
of cocharacter-closures and accessibility gives a way to approach this problem for arbitrary
fields: our accessibility relation ≺ gives a partial order on the set of modules. This does not
coincide with the partial ordering ≤ when k = k, for the same reason that the Zariski closure
of an orbit and its cocharacter-closure over k are not the same. It would be interesting to
take the algebraic condition from [59, Thm. 1] and give a geometric interpretation when
k 6= k.
11. Further examples
Already for k algebraically closed, the notions of cocharacter-closure and Zariski closure
differ, as illustrated by our first example. More precisely, there may exist non-accessible
orbits in the Zariski closure of an orbit. The fact that not every orbit in an orbit closure
need be 1-accessible was already noted by Kraft in [30, II, Rem. 4.6].
Example 11.1. We consider the unipotent classes in the simple group of type G2 over an
algebraically closed field k of characteristic p. Corresponding to each choice of maximal torus
T of G and Borel subgroup B of G containing T , we have two simple roots α (short) and β
(long) and then for each root γ in the root system of G we have a coroot γ∨, a root group
Uγ and a corresponding root group homomorphism uγ : k → Uγ . We have the following
information about conjugacy classes of unipotent elements (see [36, Table 22.1.5], and [55]
for the representatives):
Class label Representative Centralizer
G2 uα(1)uβ(1) 2
G2(a1) uβ(1)u2α+β(1) 4
(A˜1)3 (p = 3) uβ(1)uα+β(1) 6
A˜1 uα(1) A1 + 3 (p 6= 3), A1 + 5 (p = 3)
A1 uβ(1) A1 + 5
Trivial 1 G2
The notation in the final column gives the reductive part of the centralizer plus a number
denoting the dimension of the unipotent radical of the centralizer.
We record the closure and 1-accessibility relations in Figure 11.1. Here the first and third
diagrams give the Hasse diagrams for the partial order of containment between orbit closures
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G2
G2(a1)
A˜1
A1
1
(p 6= 3)
G2
G2(a1)
A˜1
A1
1
(p 6= 3)
G2
G2(a1)
(A˜1)3
A˜1
A1
1
(p = 3)
G2
G2(a1)
(A˜1)3
A˜1
A1
1
(p = 3)
Figure 1. Closure relation and 1-accessibility of unipotent classes in G2
taken from [52, II, Prop. 10.4]. In particular, the (Zariski) closure of a given conjugacy class
consists of the union of that class together with those classes below it which are linked to it
by a downwards path in the diagram. The second and fourth diagrams depict the directed
graphs corresponding to the reflexive relation given by 1-accessibility (see Definition 3.2).
In this case, it turns out that 1-accessibility is transitive (see Example 11.2 for an instance
where this property fails). The cocharacter-closure of a given class can be read off similarly
from these diagrams. In particular, it can be seen here that the cocharacter-closure of an
orbit may be strictly smaller than the closure: e.g., the regular unipotent class labelled G2
has the subregular class G2(a1) in its closure, but not in its cocharacter-closure.
The correctness of the two graphs for 1-accessibility can be verified by an argument along
the following lines. First, orbits that are not in the closure cannot be 1-accessible. Therefore,
for p = 3, the class A1 is not 1-accessible from A˜1 (and vice versa for all p). Second, orbits
with a unipotent centralizer cannot be 1-accessible from other orbits (as a limit along a
cocharacter is fixed by that cocharacter). Thus the classes G2(a1) and (A˜1)3 are not 1-
accessible from any other class. It remains to check that all further possible 1-accessibility
relations do hold. The trivial class is clearly 1-accessible from every unipotent class. For the
regular class G2, the representative uα(1)uβ(1) is destabilized by (3α+2β)
∨ to uα(1), and by
(2α+β)∨ to uβ(1). The element uβ(1)u2α+β(1) in G2(a1) is also taken by (2α+β)
∨ to uβ(1),
and by β∨ to u2α+β(1), which is another representative for A˜1. The representative uα(1)
of A˜1 is conjugate by u2α+β(1) to uα(1)u3α+β(±3), and the latter element is destabilized by
−(α + β)∨ to u3α+β(±3). If p 6= 3, this is a representative for the class labelled A1. Finally,
the element uβ(1)uα+β(1) in (A˜1)3 is destabilized by (2α+ β)
∨ to uβ(1), and by −(3α+ β)
∨
to uα+β(1), which represents A˜1.
Example 11.2. We give an elementary example which shows that 1-accessibility is not a
transitive relation. Start with H = SL2(k), where k is an algebraically closed field, and
let E denote the natural module for H , with standard basis {e1, e2}. Set W = S
2(E), the
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symmetric square of E, and let {x2, xy, y2} denote the standard basis for W . Let λ denote
the diagonal cocharacter of H which acts with weight 1 on e1 and weight −1 on e2, and with
weights 2, 0 and −2 on x2, xy and y2 respectively.
Now let G := H × k∗ and let µ : k∗ → G be the cocharacter given by µ(a) = (1, a) ∈ G
for each a ∈ k∗. Then the images of λ and µ generate a maximal torus T of G, and λ and µ
span the cocharacter group YT . Let the k
∗-factor of G act on E with weight −1 and on W
with weight 2. Since these actions of k∗ commute with the H-actions, we get actions of G
on E and W , and we can combine these to get an action of G on V := W ⊕E.
Consider the element v := xy + e1 ∈ V . Then λ(a) · v = xy + ae1, so lima→0 λ(a) · v exists
and equals v′ := xy. Now let u = (uh, 1) in G, where uh ∈ Ru(Pλ)(H) is the unipotent
element for which uh · xy = x
2 + xy. Then u · v′ = x2 + xy. Define another cocharacter
σ ∈ Y (T ) by σ = µ−λ. We have σ(a) · (x2+xy) = x2+a2xy, so lima→0 σ(a) · (x
2+xy) = x2.
Set v′′ := x2. The above shows that, in the language of this paper, we have a sequence of
orbits G(k) · v, G(k) · v′, G(k) · v′′, with G(k) · v′ 1-accessible from G(k) · v and G(k) · v′′
1-accessible from G(k) · v′. One can see by direct calculation that these are distinct orbits.
We claim that G(k) · v′′ is not 1-accessible from G(k) · v, which shows that 1-accessibility
is not transitive. Since λ and µ generate the cocharacter group Y (T ) of the maximal torus
T of G, and every cocharacter of G is conjugate to one in Y (T ), to check that G(k) · v′′ is
not 1-accessible from G(k) · v, it suffices to show that lima→0(mλ+nµ)(a) · (g · v) 6∈ G(k) · v
′′
for any g ∈ G and m,n ∈ Z for which the limit exists. Let g = (h, b) ∈ G be an arbitrary
element, and suppose h has matrix
(
q r
s t
)
with respect to the fixed basis for E. Then we
can write
(mλ+ nµ)(a) · (g · v) = (mλ+ nµ)(a) · (b2(qrx2 + (qt+ rs)xy + sty2) + b−1(qe1 + se2))
= b2(qra2m+2nx2 + (qt+ rs)a2nxy + sta−2m+2ny2)
+ b−1(qam−ne1 + sa
−m−ne2).
Now any G-conjugate of v′′ = x2 has zero component in E, hence to stand any chance of
the limit existing and lying in G(k) · v′′ we need to kill off the e1 and e2 component in the
limit. For the element h to lie in SL2(k), we can’t have q = s = 0, so we have three cases to
consider.
First suppose q 6= 0 and s 6= 0. Then we need m− n > 0 and −m − n > 0 to kill off the
e1 and e2 components. But −m − n > 0 implies 2m + 2n < 0, so looking at the coefficient
of x2, we must have qr = 0 and hence r = 0. Also, m − n > 0 implies −2m + 2n < 0, so
looking at the coefficient of y2 we must have st = 0 and hence t = 0. But then h is not an
invertible matrix, so this is impossible.
Second suppose q = 0 and s 6= 0. Then we need −m − n > 0, i.e., −m > n. For h to
be invertible, we must have r 6= 0 and then the coefficient of xy tells us that n ≥ 0. The
inequality −m > n now gives −m > 0, and hence −2m + 2n > 0. In this case the limit
does exist and it equals 0 if n > 0 or b2rsxy if n = 0. In the first case, this is clearly not
conjugate to v′′, and in the second case the limit is conjugate to v′ = xy (e.g., by the element(
I, (b2rs)
1
2
)
∈ G). As v′ 6∈ G · v′′, we therefore cannot get into the orbit of v′′ when q = 0
and s 6= 0.
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The case q 6= 0 and s = 0 is similar—the limit, when it exists, is either 0 or conjugate to
v′—and we see that G(k) · v′′ is not 1-accessible from G(k) · v, as claimed.
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