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ABSTRACT

The Environmental Protection Agency's (EPA) Environmental Fluid Dynamics Code
(EFDC) is a widely used hydrodynamics model that is no longer up to date with modern
technology. As part of this research, an automated MATLAB based structured grid generator for
EFDC was developed and was tested by developing a test model for Tennessee River near
Chattanooga area. The test model was developed for a 9.92 km long segment of the Tennessee
River starting from the downstream of the Chickamauga dam to upstream of Moccasin island. The
model was calibrated against measured water flows, velocities and gage heights from January 1 to
June 27, 2008. The Nash-Sutcliffe coefficients for velocities and gage heights were 0.788 and 6.61 respectively. Overall the model could simulate the field condition effectively. However, a
detailed bathymetry is required, and the current limitation of the grid generators manual
adjustments need to be addressed to produce better simulation results.
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CHAPTER I
INTRODUCTION

Significance
Use of numerical modeling to solve the intricate hydrodynamic processes in water
problems can provide very useful information such as description of circulation, water levels,
velocity, temperature variations and stratification processes and their effects on the transport of
pollutants and water quality within a water body (Cedillo, 2015). Hydrodynamic models dealing
with the mechanisms of flow to quantify the physical processes in water helps to understand the
movement and transport of contaminants in water bodies and serves as a basis for water quality
research (L. Liu, 2018). However, grid generation is an important and challenging preprocessing
step for setting-up a detailed discrete hydrodynamic model for simulating river flows. Often times,
resolution of the modeling study is determined by limitations of the grid generation programs.
Also, compatibility of grid generators to match with a hydrodynamic model is another challenge.
Environmental Protection Agency’s Environmental Fluid Dynamics Code (EFDC) is one of the
most popular models used for simulating surface water hydrodynamics and water quality.
However, it’s associated Fortran- based GEFDC grid generator for EFDC is complex and requires
a substantial amount of mathematical knowledge and craftsmanship to set-up a compatible grid.
Taking this into consideration, we developed a new algorithm and implemented in a MATLAB
based grid generator program that automates reproducible grid generation from variety data source
1

formats. As part of this dissertation, we have presented the grid generation process using a realworld Tennessee River hydrodynamic model that was set up and executed to produce results and
verify compatibility of our grid generator with EFDC model.

Objectives
The main objective of this study was to develop a user-friendly grid generator tool for one
of the widely used hydrodynamic model EFDC and to demonstrate the newly developed grid
generator with a test case model. The EFDC model set-up for a section of Tennessee River (TN
River) was used as the test case model.

This tool will set up the future opportunity for

hydrodynamics, sediment transport and water quality of rivers and lakes studies that will have a
great importance for water resources management.
The demonstrated case study model stretching from Chickamauga Dam to Maclellan
Island incorporates flows from the two major incoming tributaries: North Chickamauga Creek and
South Chickamauga Creek. The developed model was calibrated and validated by comparing with
the observed flow, velocity and flow depth.
This thesis report is arranged such that Chapter II describes the existing approaches and
application of hydrodynamic codes in different water bodies, grid generation techniques for
hydrodynamic models and the governing equations for EFDC. Chapter III presents the grid
generation process for EFDC using newly developed MATLAB program. Chapter IV discusses
the hydrodynamic model set up and simulated results for Tennessee River. Chapter V is presented
with the summary of the research outcomes and scope for future work.

2

CHAPTER II
REVIEW OF RELEVANT LITERATURE

Introduction
Hydrodynamic modeling of water bodies can be performed using one dimensional (1D),
two dimensional (2D) or in three dimensional approaches. In 1D modeling, simplified equations
of continuity and momentum are solved in one direction. These models assume small bottom slope
and longer water lengths in comparison to the water depths. 1D models can simulate
hydrodynamics (i.e. discharge and flow) only in the direction of the flow whereas, in 2-D
modeling, equations of continuity and momentum are solved in two dimensions and results are
calculated at each grid point in the solution domain. In 2D modeling approaches hydrodynamic
information (i.e. water levels and discharge) is available at every grid point across the
computational domain both in x and y directions. However, fine spatial resolution (dx) used in 2D
models makes computing slower than the 1D models which requires a lot of computer memory
(Ahmad & Simonovic, 2000). In 2D modeling approaches, an actual description of the bathymetry
and topography is very crucial for prediction accuracy. Examples of 1D models include MIKE 11,
HEC-RAS, and Infoworks RS whereas some prominent 2D models include MIKE 21(2D),
TUFLOW, CE-QUAL-W2, GSSHA, DELF-FLS, HEC-RAS (2D) etc. Watershed Management
System (WMS) a user-friendly watershed management platform provides a hydraulic interface
making it compatible with HEC-RAS. The RAS model can be run as steady or unsteady state, and
3

results are used to delineate floodplain extents and animations of flood waves for complete 2D
flood plain analysis (Bathi & Roy, 2020).
However, accurate representation of complex dynamics of a river may only be fully
captured by the three-dimensional (3D) models that use Reynolds-averaged Navier stokes
equations in finite differences, finite elements or finite volume techniques. In 3D hydrodynamic
modeling the target water body is divided into computational cells both in horizontal and vertical
dimensions, which enables an accurate description of complex surface water bodies and thus
solves the three-dimensional governing equations (X, Y, Z momentum and continuity) in all the
three directions. After 1960, many 3D hydrodynamic models have been developed using finite
difference or finite volume equations. 3D hydrodynamic models, if coupled with water quality
modules, provide the best supports for impact assessments and sustainable decision making.
Though the set up and execution of a 3D model generally takes way more time than simpler 2D
or 1D (quasi 2D) models additional time and costs are better justified with verified, more reliable
and detailed simulated results. Besides, advancement with topographic data acquisition, high
performance parallel processing 3D hydrodynamic modeling is being applied more in recent times.
Examples of 3D hydrodynamic models include MIKE 21(3D), Delf3D, EFDC, MIKE 3 etc.
Hydrodynamics models that has been widely used in recent times are Curvilinear
Hydrodynamics in Three Dimension, Z-grid version (CH3D-z), MIKE 3, Princeton Ocean Model
(POM), Hydrologic Engineering Center River Analysis System (HEC-RAS) and EFDC (Cedillo,
2015).
MIKE 21 and MIKE 3 hydrodynamic models developed by DHI come with a large number
of tools with user interfaces to setup the boundary conditions, bathymetry and other external forces
for 2D or 3D hydrodynamic analysis. MIKE hydrodynamic module (HD) solves the equations for
4

the conservation of mass and momentum as well as for salinity and temperature in response to a
variety of forcing functions. Both models provide flexible choice of rectangular, nested or flexible
meshes with seamless coupled modeling. For high performance computing, it has parallelization
techniques and modules to use graphical processing units (GPUs). MIKE HD modules can be used
for lake and reservoir hydrodynamics, environmental impact assessments, coastal flooding and
storm surge, inland flooding, overland flow and many other cases. MIKE 21 and MIKE 3 models
were used to simulate hydrodynamics between Bay of Fundy and Salmon River (Marvin &
Wilson, 2016). The developed model was calibrated, and the simulated results were in good
agreement with the observed hydrodynamics. Another widely used hydrodynamic model,
MIKE11, was set up and calibrated to simulate river stage hydrodynamics (Panda, Pramanik, &
Bala, 2010) along with an artificial neural network model. Simulated results from MIKE 11HD
showed good agreements with observed values. The Nash–Sutcliffe coefficient (NSE) and root
mean square error (RMSE) values were 0.7836 and 1.00, respectively.
Princeton Ocean Model (POM), developed from the Blumberg Mellor model (Blumberg
& Mellor, 1987), is a simple but powerful sigma coordinate and free surface ocean model with
embedded turbulence, wave sub models and wet dry capability have been applied in many
different water bodies including river estuaries. POM model was applied successfully in St.
Andrew Bay and in Lake Michigan to simulate the circulation pattern of fresh water inflows
(Beletsky & Schwab, 2001; Blumberg & Kim, 2000).
In 1990s and 2000s many other models including ECOM, NCOM, FVCOM etc. were
developed from the widely popular POM model (Al-Zubaidi, 2016). A 3D numerical model based
on the POM model with orthogonal curvilinear coordinate in the horizontal direction and sigma
coordinate in the vertical direction has been developed and applied in Pear River estuary, China.
5

The verified and calibrated computation results represented field data with good accuracy (Chau
& Jiang, 2001).
EFDC model has remained one of the most popular amongst researchers and has featured
in many different applications since its development in 1992 (X. Liu, 2007). It uses both finite
volume and finite difference techniques to solve the equations of motion. EFDC, developed by
Dr. J. M Hamrick (1992), is an USEPA recommended, three-dimensional, continuous, advanced
surface water model. This model is based on the continuity equation of fluid. It consists of four
sub modules: 1) hydrodynamic module 2) water quality module 3) sediment transport module and
4) toxics module. It is a widely recognized simulation platform with a multi-tasking, highly
integrated modular computational fluid dynamics package that can be used for understanding and
predicting the environmental fluid flows with transportation and mixing associated dissolved or
suspended materials, as well as for modeling pollutants and pathogenic organism transport from
point and non-point sources (Cunanan & Salvacion, 2016; Wang et al., 2014). This threedimensional surface water modeling system is normally used for hydrodynamic and reactive
transport simulations of rivers, lakes, reservoirs, wetland systems, estuaries, and the coastal ocean
(Cunanan & Salvacion, 2016; J. M. Hamrick & Mills, 2000). It is an open source ,public domain
(Cedillo, 2015; Cunanan & Salvacion, 2016) model used widely by universities, governmental
agencies and engineering consultants within and outside the USA. However, it was maintained
and developed by Tetra Tech Inc. with primary support from the United States Environmental
Protection Agency (Cunanan & Salvacion, 2016; JM Hamrick, 2002) and lacks up-to-date
technology.
Using horizontal orthogonal and sigma vertical coordinates, this model is capable of
cohesive & non-cohesive sediment transport, water quality, near & far field discharge dilution
6

from point and nonpoint sources, eutrophication, toxic chemicals fate &transport modeling by
linking with its hydrodynamic module. To avoid staircase grids in case of irregular bathymetry
the whole water column is divided into the same number of layers across the water body using
sigma coordinate transformation for smooth representation of topography. For grid generation it
has a Fortran based GEFDC program though it requires a substantial amount of knowledge and
craftsmanship to understand the mathematics of complex grid generation processes. EFDC has
been used for more than 80 modeling studies of rivers, lakes, estuaries, coastal regions and
wetlands in the United States and abroad including governmental agencies, universities and
engineering consultants. For this study EFDC has been chosen because of its 3D simulation
capability, opportunity to develop new user-friendly tools, and public domain availability.
In this section some successful modeling studies performed using the EFDC model are
discussed.
Devkota and Fang (2015) developed a 17-km long EFDC hydrodynamic model for Mobile
River, Alabama. Inflow from upstream, downstream tides were used as boundary conditions. The
model was calibrated for water levels and velocity profiles for a period of over three months. The
Nash-Sutcliffe (NS) coefficients for water levels were greater than 0.94 and for water temperatures
ranged from 0.88 to 0.99 which represents the model’s capability to capture the real-world
variability of the hydrodynamics of the river.
Ji et al., (2000) developed a 3D hydrodynamic model for sediment transport model for
Morro Bay, CA to compare the locations of sediment transport with the historical results. Though
the modeling results showed good agreement with that of the observed historical results for over
31 days, during the six months of the simulation period model validation and calibration were not
reported.
7

Jin et al., (2002) developed a three-dimensional EFDC hydrodynamic model with
statistical validation for Lake Okeechobee, FL. The statistical analyses i.e. mean error, mean
absolute error, root-mean-square error (RMSE), maximum absolute error (MAE), and the relative
RMSE were evaluated for the model validation which showed that the simulated water surface
elevations were in good agreement with the mean absolute errors ranging from 0.01 to 0.02 m,
and the RMSE ranging from 0.012 to 0.027 m (Jin et al., 2002). The average absolute value of the
relative errors at all stations was 1.4 cm, and the average relative RMSE was 6.89%.
Sucsy et al. (2002) measured and simulated times series of water surface elevation for St.
Johns river with model calibration and validation. R-squared (R2) value, RMSE, average absolute
error (AVAE), Nash-Sutcliffe coefficient (NS) calculated in this study demonstrated the model’s
capability to correctly simulate the measured longitudinal water level variation. To capture the
hydrodynamic variables over a wide range of weather conditions, model validation was performed
for a ten-year time period so that simulated results can be used for forecasting altered future
conditions including extreme scenarios, i.e. draught or flooding events.

EFDC Governing Equations
The formulation of the governing equations for ambient environmental flows characterized
by horizontal length scales which are orders of magnitude greater than their vertical length scales
begins with the vertically hydrostatic, boundary layer form of the turbulent equations of motion
for an incompressible, variable density fluid. To accommodate realistic horizontal boundaries, it
is convenient to formulate the equations such that the horizontal coordinates, x and y, are
curvilinear and orthogonal. To provide uniform resolution in the vertical direction, aligned with
the gravitational vector and bounded by bottom topography and a free surface permitting long
8

wave motion, a time variable mapping or stretching transformation is desirable. The mapping or
stretching is given by:
𝑧 = (𝑧 ∗ + ℎ)/(𝜁 + ℎ)

(1)

where 𝑧 ∗ denotes the original physical vertical coordinates
h denotes vertical coordinates of bottom topography
𝜁: vertical coordinates of the free surface
Transforming the vertically hydrostatic boundary layer form of the turbulent equations of
motion and utilizing the Boussinesq approximation for variable density results in the momentum
and continuity equations and the transport equations for salinity and temperature in the following
form:
𝜕𝑡 (𝑚𝐻𝑢) + 𝜕𝑥 (𝑚𝑦 𝐻𝑢𝑢) + 𝜕𝑦 (𝑚𝑥 𝐻𝑣𝑢) + 𝜕𝑧 (𝑚𝑤𝑢) − (𝑚𝑓 + 𝑣𝜕𝑥 𝑚𝑦 − 𝑢𝜕𝑦 𝑚𝑥 )𝐻𝑣 =
−𝑚𝑦 𝐻𝜕𝑥 (𝑔𝜁 + 𝑝) − 𝑚𝑦 (𝜕𝑥 ℎ − 𝑧𝜕𝑥 𝐻)𝜕𝑧 𝑝 + 𝜕𝑧 (𝑚𝐻 −1 𝐴𝑣 𝜕𝑧 𝑢) + 𝑄𝑢

(2)

𝜕𝑡 (𝑚𝐻𝑣) + 𝜕𝑥 (𝑚𝑦 𝐻𝑢𝑣) + 𝜕𝑦 (𝑚𝑥 𝐻𝑣𝑣) + 𝜕𝑧 (𝑚𝑤𝑣) + (𝑚𝑓 + 𝑣𝜕𝑥 𝑚𝑦 − 𝑢𝜕𝑦 𝑚𝑥 )𝐻𝑢 =
−𝑚𝑥 𝐻𝜕𝑦 (𝑔𝜁 + 𝑝) − 𝑚𝑥 (𝜕𝑦 ℎ − 𝑧𝜕𝑦 𝐻)𝜕𝑧 𝑝 + 𝜕𝑧 (𝑚𝐻 −1 𝐴𝑣 𝜕𝑧 𝑣) + 𝑄𝑣

(3)

In these equations, 𝑢 and 𝑣 are the horizontal velocity components in the curvilinear,
orthogonal coordinates 𝑥 and 𝑦.
𝑚𝑥 and 𝑚𝑦 are the square roots of the diagonal components of the metric tensor, 𝑚 =

𝑚𝑥 𝑚𝑥 is the Jacobian or square root of the metric tensor determinant.
𝑓= Coriolis parameter
𝐴𝑣 = Eddy Viscosity (vertical turbulent)

𝑄𝑢 and 𝑄𝑣 = Moment source-sink terms
H = 𝜁 + ℎ is the total depth, where 𝑤 ∗ = 0
9

Density 𝜌 is a function of temperature (𝑇), and salinity (𝑆). The buoyancy is defined by the
following equations:
𝜕𝑧 𝑝 = −𝑔𝐻(𝜌 + 𝜌0 )𝜌0 −1 = 𝑔𝐻𝑏

(4)

where,
𝜕𝑧 𝑝 = Excess hydrostatic pressure
𝜌 = Density (depends on temperature T and salinity of water S)
𝑏= Buoyancy

The continuity equation is defined by:
𝜕𝑡 (𝑚𝜁) + 𝜕𝑥 (𝑚𝑦 𝐻𝑢) + 𝜕𝑦 (𝑚𝑥 𝐻𝑣) + 𝜕𝑧 (𝑚𝑤) = 0
1

1

𝜕𝑡 (𝑚𝜁) + 𝜕𝑥 (𝑚𝑦 𝐻 ∫0 𝑢 𝑑𝑧) + 𝜕𝑦 (𝑚𝑥 𝐻 ∫0 𝑣 𝑑𝑧) = 0

(5)
(6)

The boundary condition used for the above equation: w=0 at Z= (0,1)
𝜌 = 𝜌(𝑝, 𝑆, 𝑇)

(7)

The following equations are used for salinity and temperature respectively:
𝜕𝑡 (𝑚𝐻𝑆) + 𝜕𝑥 (𝑚𝑦 𝐻𝑢𝑆) + 𝜕𝑦 (𝑚𝑥 𝐻𝑣𝑆) + 𝜕𝑧 (𝑚𝑤𝑆) = 𝜕𝑧 (𝑚𝐻 −1 𝐴𝑏 𝜕𝑧 𝑆) + 𝑄𝑠

(8)

𝜕𝑡 (𝑚𝐻𝑇) + 𝜕𝑥 (𝑚𝑦 𝐻𝑢𝑇) + 𝜕𝑦 (𝑚𝑥 𝐻𝑣𝑇) + 𝜕𝑧 (𝑚𝑤𝑇) = 𝜕𝑧 (𝑚𝐻 −1 𝐴𝑏 𝜕𝑧 𝑇) + 𝑄𝑇

(9)

Where,
𝑄𝑠 and 𝑄𝑡 are the source and sink terms that include subgrid scale horizontal diffusion and

thermal source and sinks.
𝐴𝑏 : Vertical turbulent diffusivity

The vertical velocity, with physical units, in the stretched, dimensionless vertical
coordinate z is w, and is related to the physical vertical velocity 𝑤 ∗ by:
𝑤 = 𝑤 ∗ −𝑧(𝜕𝑡 𝜁 + 𝑢𝑚𝑥 −1 𝜕𝑥 𝜁 + 𝑣𝑚𝑦 −1 𝜕𝑦 𝜁) + (1 − 𝑧)(𝑢𝑚𝑥 −1 𝜕𝑥 ℎ + 𝑣𝑚𝑦 −1 𝜕𝑦 ℎ)
10

(10)

The total depth, H = 𝜁 + ℎ, is the sum of the depth below and the free surface displacement
relative to the undisturbed physical vertical coordinate origin, 𝑧 ∗ = 0.
The pressure p is the physical pressure in excess of the reference density hydrostatic
pressure, 𝜌0 𝑔𝐻 (1 − 𝑧), divided by the reference density, 𝜌0 .
In the momentum equations (2, 3) f is the Coriolis parameter, 𝐴𝑣 is the vertical turbulent
or eddy viscosity, and 𝑄𝑢 and 𝑄𝑣 are momentum source-sink terms.
−1

𝐴𝑣 = 𝜑𝑣 𝑞𝑙 = 0.4(1 + 36𝑅𝑞 ) (1 + 8𝑅𝑞 )𝑞𝑙
−1

𝐴𝑏 = 𝜑𝑏 𝑞𝑙 = 0.5(1 + 36𝑅𝑞 ) 𝑞𝑙
𝑅𝑞 =

(11)
(12)

𝑔𝐻𝜕𝑧 𝑏 𝐼 2
𝑞2 𝐻2

where the so-called stability functions 𝜑𝑣 and 𝜑𝑏 account for reduced and enhanced
vertical mixing or transport in stable and unstable vertically density stratified environments,
respectively. The turbulence intensity and the turbulence length scale are determined by a pair of
transport equations:
𝜕𝑡 (𝑚𝐻𝑞 2 ) + 𝜕𝑥 (𝑚𝑦 𝐻𝑢𝑞 2 ) + 𝜕𝑦 (𝑚𝑦 𝐻𝑣𝑞 2 ) + 𝜕𝑧 (𝑚𝐻𝑤𝑞 2 ) = 𝜕𝑧 (𝑚𝐻 −1 𝐴𝑏 𝜕𝑧 𝑞 2 ) +
𝑄𝑞 + 2𝑚𝐻 −1 𝐴𝑣 ((𝜕𝑧 𝑢)2 + (𝜕𝑧 𝑣)2 ) + 2𝑚𝑔𝐴𝑏 𝜕𝑧 𝑏 − 2𝑚𝐻(𝐵1 𝑙)−1 𝑞 3

(13)

𝜕𝑡 (𝑚𝐻𝑞 2 𝑙) + 𝜕𝑥 (𝑚𝑦 𝐻𝑢𝑞 2 𝑙) + 𝜕𝑦 (𝑚𝑦 𝐻𝑣𝑞 2 𝑙) + 𝜕𝑧 (𝑚𝑤𝑞 2 𝑙) = 𝜕𝑧 (𝑚𝐻 −1 𝐴𝑏 𝜕𝑧 𝑞 2 𝑙) +
𝑄𝑙 + 𝑚𝐻 −1 𝐸1 𝑙𝐴𝑣 ((𝜕𝑧 𝑢)2 + (𝜕𝑧 𝑣)2 ) + 𝑚𝑔𝐸1 𝐸3 𝑙𝐴𝑏 𝜕𝑧 𝑏 − 𝑚𝐻𝐵1 −1 𝑞 3 (1+𝐸2 (𝜅𝐿)−2 𝑙 2)
𝐿−1 = 𝐻 −1 (𝑧 −1 + (1 − 𝑧)−1 )

(14)
(15)

where 𝐵1, 𝐸1 , 𝐸2 , and 𝐸3 are empirical constants and 𝑄𝑞 and 𝑄𝑙 are additional source-sink
term such as subgrid scale horizontal diffusion. The vertical diffusivity, 𝐴𝑞 , is in general taken
equal to the vertical turbulent viscosity, 𝐴𝑣 .
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Detailed discussion of the EFDC theory and computation can be found at EFDC
hydrodynamic and mass transport and user manual (JM Hamrick, 2002; JM Hamrick, 2007).

Grid Generation in Hydrodynamic modelling
As with any numerical simulation solver, hydrodynamic model involves three stages
including the pre-processing phase which includes development and organization of input data
such as grids, processing phase where the main simulation occurs, and post-processing phase
which basically involves visualization of the outputs of the simulation. Thus, the role of grid
generation is also very crucial to the realization of accurate simulation of the problem.
Creating and assessing a suitable grid generation program for EFDC model has been quite
challenging. In fact, according to Tetra Tech Inc, the maintainer of EFDC, existing grid generation
software generally requires a lots of user experience and artistry to support the mathematical grid
generation program(Xiong, 2010). Moreover, existing tools can in certain cases be erroneous or
even expensive for personal or non-commercial use.
A popular grid generation software for EFDC is GEFDC grid generation program. This
program is a FORTRAN code which is developed and capable of producing structured rectangular
and curvilinear meshes (Alarcon, McAnally, & Pathak, 2012; Tetra Tech Inc, 2002) and it was
originally designed by Tetra Tech Inc as the complementary grid generation tool for EFDC
models. However, the GEFDC usually requires modification to suit the model and the success of
this depends on the level of skills and experience of the user (Xiong, 2010).
Another existing grid generation, the visual orthogonal grid generation (VOGG), involves
a FORTRAN implementation of a novel physical domain grid generation algorithm, a Windows/
GIS based interface for creating necessary input files and displaying output results, and several
12

utility programs (Xiong, 2010). It was developed as a component of the United States
Environmental Protection Agency (US EPA) Region 4 Total Maximum Daily Load (TMDL)
modeling toolbox and specifically supports curvilinear-orthogonal grid generation for the
Environmental Fluid Dynamics Code (EFDC) (Xiong, 2010). But, a variety of ASCII text output
files are created which readily allow grid information to be processed and reformatted for other
hydrodynamic and transport models employing both orthogonal and non-orthogonal curvilinear
grid formulations (Tetra Tech Inc 2002). Although the VOGG is popularly known and adopted, it
is considered unstable and errors occur often according to Xiong (2010).
Another grid generation software that exists, and in fact, has been a more dominantly used
is the EFDC Explorer. Created by Dynamic Solutions LLC, the program has a user interface and
a grid generation tool (Xiong, 2010) thus making it simple and easier for users to work with.
However, this tool is a commercial software and may not always be affordable to non-commercial
(such as academic researchers and public agencies) users.
Apart from developing computational grids for EFDC models, grids can generally be
created for other models as necessary since other modeling platforms exist that are different from
EFDC. Schubert, Sanders, Smith, and Wright (2008) developed unstructured mesh generation
framework for hydrodynamic modeling for urban flooding. Their methodology focuses on
strategies for effective integration of geospatial data for unstructured mesh generation, building
representation and flow resistance parameterization. Mesh generation was done using Triangle to
generate Delaunay triangle meshes with inputs to Triangle including a polygon defining the outer
boundary of the domain being considered, additional polygons defining interior boundaries called
mesh holes, polylines that fix break-lines in the mesh, and points that fix vertices. In the
development of the meshes, three data sources were utilized. These include Light Detection and
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Ranging (LiDAR) terrain height surveys, aerial imagery, and vector datasets which includes the
building footprint polygons. Three unique unstructured meshing techniques were developed,
namely building-hole method (BH), building-block method (BB), and no-building method (NB),
all according to the authors can be viewed as three options for urban flooding with different preprocessing demands. In the building-hole method, the first step is the outer boundary definition,
from LiDAR data, that follows the course of the river such that is extended beyond the floodplain,
to avoid interference between boundary and actual river flow. Thereafter, the interior hole
definition is done by extracting location and shape of buildings from Digital Surface Models
(DSMs) or aerial photography and converted to vector data structures or polygons using GIS
software or platform. With the interior and exterior boundary defined, the data are used as input
by Triangle to generate the required meshes.
Finally, a Digital Terrain Model (DTM) is used to interpolate terrain heights at mesh nodes
or vertices. For building-block (BB) method, only exterior boundary is considered as input to
Triangle but the building footprints and heights (or blocks) are burnt into the Digital Terrain
Models (DTM) prior to mesh interpolation. Similarly, in no-building (NB) method, only the
exterior boundary data is considered for mesh generation while a bare-earth Digital Terrain Model
(DTM)is considered for mesh interpolation. The BH method is mostly used while NB is used least.
To complement the capabilities of Triangle (Shewchuk 1996) for mesh generation, building shape
data is output to a CAD Digital Exchange Format (DXF) and a utility is created to convert the
created ASCII DXF file into ASCII format required by Triangle. Similarly, in cases where vector
datasets of the buildings are not available, Digital Surface Models can be processed to represent
building footprints followed by preparation a similar conversion utility for input to Triangle.
Figure 1 depicts the meshing framework described by the authors.
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Figure 1 Meshes based on building-hole (BH) and building-block (BB) approaches (Schubert et
al. 2008)

The aim is study to utilize existing mesh generation techniques and tools to develop
algorithm that can be implemented in programs such as MATLAB for automatically generating
mesh representation of any arbitrary waterscape using cheaply available resources including
geospatial data and Triangle (Shewchuk 1996) such that the meshes can then be used for relevant
applications like computational environmental fluids dynamics analysis and alleviates the
difficulties inherent in existing methods.
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CHAPTER III
GRID GENERATION

Grid-Generation Process
The grid generation process consists of seven major steps which can be simply recategorized into four combinations. This first combination involves getting geospatial data from
a suitable repository and extract coordinates of the points bounding the waterscape of interest.
Following this phase, triangular grids are created for the wet areas and subsequent quadrilateral
grids are generated for the entire waterscape (i.e. both wet and dry areas of the domain) using the
triangular grids. In the third phase, the cells are assigned with tags as recommended for the EFDC
model. Lastly, the resulting grids are written in an output for visualization and then further
processed as input files for the EFDC model. Figure 2 depicts the flow chart for the procedure and
Figure 3(a) and 3(b) present the major part of the algorithm.
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Figure 2 A flowchart for the grid generation for EFDC
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The following is the algorithmic process of the framework (Roy, Atolagbe, Ghasemi, &
Bathi, 2020). More details on this algorithm can be found in (Atolagbe, 2019).

Figure 3(a) Pseudocode of grid generation algorithm (part 1)
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Figure 3(b) Pseudocode of grid generation algorithm (part 2)

GIS Data Acquisition and Coordinates Extraction
Although the grids needed for EFDC are quadrilateral, the triangle grids here are only
needed to serve as basis for establishing cell nodes that fall within the wet area. This unstructured
triangular grid structure, as shown in Figure 4, is generated using Triangle (Shewchuk, 1996). The
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quadrilateral cells on the other hand are generated by dividing the entire waterscape (including
wet and dry areas) into a finite number of equal square cells as shown in Figure 5.

Figure 4 Triangular grids for wet area of the water scape

Figure 5 Quadrilateral cells covering the entire scape
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Determining cell properties and assigning cell tags
In this phase, the properties of the quadrilateral cells are determined in a structured grid
pattern. These values include cell indices, coordinates of cell vertices, coordinate of centroids and
cell sizes (dx, dy). Once the points (or nodes) are generated, they are checked whether they fall
inside the wet area (i.e. within the unstructured triangular grid) or dry area with a value of 1 or 0
assigned respectively to the nodes. This is more like super-imposing the triangular grids over the
quadrilateral cells as shown in Figure 6.

Figure 6 Superposition of triangular grids and quadrilateral cells

It is done to extract points that fall in the wet area of the domain. The values are then used
to determine the tags of the cell. The tags are assigned to the cells according to the definitions of
EFDC model as shown in Figure 7 & 8. Depending on the structure of these nodal tags, the square
cells are assigned with values of 0, 1, 2, 3, 4, 5 and 9 which are required for the EFDC model.
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Figure 7 Blown-out section of the meshed waterscape

Figure 8 cell tags based on nodal tags

Writing Grid output
These EFDC tags, and other properties of the cells including cell indices (i, j), coordinates
of cells corner points, coordinates of centroids of the cells, and length of cells in both directions
22

defined as (dx, dy) are output as a “.dat” file ready to use in EFDC model. Figure 2 presents a
simple flowchart of the procedure. This .dat file is further processed to generate three input files
including “cell.inp” (Figure 9), “lxly.inp”, and “dxdy.inp” – which are required for the EFDC
model. However, the generated grid needed some manual adjustments for the lxly and dxdy input
files for the compatibility of EFDC.

Figure 9 Cell.INP input file for EFDC model
.

23

CHAPTER IV
TENNESSEE RIVER HYDRODYNAMIC MODEL

Model Description
To test the compatibility of the grid generator for EFDC, a hydrodynamic model of the Tennessee
River near Chattanooga, TN is developed as a case study (Figure 10). Modeling of Tennessee
River near the downtown region is crucial for assessing the risk of urban flooding during an
extreme event as well as its water quality issues.

USGS gage

Figure 10 Tennessee River segment and grid for the hydrodynamic model
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Therefore, the model segment starting from downstream of the Chickamauga dam to
upstream of Moccasin island (Figure 10) is chosen for this research. The 2.41 km2, 9.92 km long
(6.2 mile) river model consists of 382 rectangular grid cells with an average dimension of 157m
by 80.1m distributed in 42 rows and 70 columns in two vertical layers. The US Army Corps of
Engineers 2000 map is used for the model bathymetry. The coordinate system chosen for the
model was WGS 84 UTM zone 16N and the units were in meters. Details about the model
information and cell statistics are shown below in Table 1 and Table 2.

Table 1

Model Information
Model Start Time

1/1/2008

Map Projection

WGS 1984 UTM Zone 16N

Conversion Factor

1

Maximum Grid Column (IC)

70

Maximum Grid Row (JC)

42

Number of Layers

2

Total Number of Cells

382
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Table 2

Cell statistics
Parameter

Number of Cells

Maximum Value

Minimum Value

Dx (m)

382

80.2

80.1

Dy (m)

382

158

157

Roughness

382

0.025

0.025

Vegetation

382

0

0

Boundary conditions
Boundary conditions needed to be specified for the hydrodynamic model set up for the
Tennessee River using EFDC. The time series values of flow sources were uniformly distributed
in the vertical direction at the upstream boundary location cells (shown as inlet/inflow in Figure
10). Water pressure time series was used as the downstream boundary condition which was tuned
to get desired flow results during the calibration process. The USGS flow station 035680000 at
Chattanooga was located in the upper section of the river that accounted for both South and North
Chickamauga tributaries. Flows from this station were used as flow data source. Though the
location of the station was below the upstream boundary location, it was still close to the upstream
boundary and was expected to represent the flows at the upstream boundary. Also, this provided
the opportunity to compare the simulated flows at the USGS station while they were assigned at
the upstream boundary.
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Figure 11 shows summary of measured flow at the USGS station that was assigned as the
upstream boundary condition during the model setup whereas Figure 12 presents the gage heights
at the same USGS station. These measured results were later compared with the simulated results
from the model at cell (27,28) because of its close proximity to the USGS station. Further details
of the gage height and flow comparison to that of the simulated flows are discussed under
‘Calibration’ section of this chapter.
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Figure 11 Inflow at USGS 03568000 Tennessee River, Chattanooga
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Figure 12 Gage height at USGS 03568000 Tennessee River, Chattanooga

Bathymetry
For smooth bathymetry data input the whole river segment was divided into four equal
parts along the length. Each part was further subdivided into several equal segments along the
width and length of the river according to the number of cells in that specific section. Bottom
elevation was linearly distributed from upstream to downstream and from the bank of the river to
the middle part of each segment. The bathymetry of the river took more like a trapezoidal shape
because of very few available contour lines from the Army Corps Map used for the bathymetry
and relatively few numbers of grid cells along the width of the river. Figure 13 and Figure 14 show
the 3D bottom elevation and 2D contour plot of the TN River bathymetry respectively.
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Figure 13 Bathymetry of TN River used in the EFDC model

Figure 14 Contour of Bathymetry
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Results
The hydrodynamic model was set up for 6 months period starting in January and ending
June 2008. To evaluate the results obtained from the EFDC simulation, January 1 to end of June
2008 USGS gage data are compared with model results. This model cell (27,28) is located very
closely to the USGS station. To match the simulated flow at cell (27,28) with the observed USGS
flow, some adjustments were done in the bathymetry inputs during the calibration. From Figure
15, it is evident that the calibrated model flow results mimic the observed flow values with a high
degree of accuracy.

1200
USGS flow

Flow(m3/s)

1000
Simulated flow at cell
(27,28)

800
600
400
200
0
2007-12-29

2008-02-17

2008-04-07

2008-05-27

2008-07-16

Time (date)

Figure 15 Comparison between USGS and simulated flow at Cell (27,28) from January 2008 to
June 2008

Descriptive statistics of observed and simulated flow presented at Table 3 show the
similarity of mean, standard deviation, sample variance and other key parameters between
observed and simulated flow.
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Table 3

Descriptive statistics of Observed and simulated flow
Observed flow Simulated
(m3/s)

(m3/s)

Mean

415.683

457.411

Standard Error

19.122

18.381

Median

316.400

384.900

Mode

316.400

353.800

Standard Deviation

255.848

245.920

Sample Variance

65458.215

60476.530

Kurtosis

0.021

-0.080

Skewness

1.085

0.611

Range

1099.840

1073.126

Minimum

34.160

3.874

Maximum

1134

1077

Count

179

179
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Figure 16 Comparison between USGS and simulated gage heights from January 2008 to June
2008

Open boundary condition used in the downstream of the river was also adjusted
simultaneously to match the simulated water level measurements of cell (27,28) with USGS
station gage results. From Figure 16, it is evident that the simulated gage heights differ mostly
during the February-March period from the observed results. The overestimation of the gage
heights during this period may be the result from the inappropriate bathymetry inputs. As a note
information about the available bathymetry data is limited. Also, due to the smaller number of grid
cells, the shape of the river bathymetry formed a staircase shape.
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Table 4 presents the common statistical parameters of observed and simulated gage heights
which showed relatively higher differences of standard deviations between observed and
simulated gage heights (m).

Table 4

Descriptive statistics of observed and simulated gage heights
Observed gage (m)

Simulated gage (m)

Mean

4.090

4.491

Standard Error

0.016

0.046

Median

4.015

4.204

Standard Deviation

0.219

0.611

Sample Variance

0.048

0.373

Kurtosis

0.147

-1.001

Skewness

0.994

0.795

Range

0.970

2.159

Minimum

3.710

3.535

Maximum

4.680

5.693

Sum

732.088

803.860

Count

179

179
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Figure 17 shows the velocity-time series results which were obtained by dividing the flow
values with the cell area. The similarity between the observed and simulated plots thus inferred
the good prediction capability for flow velocity generated from the model.
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Figure 17 Comparison between USGS and simulated flow velocity at Cell (27,28)

Table 5 presented below shows the statistical parameters of observed and simulated
velocity values that indicate the close match among mean, standard deviation, sample variance,
and other key statistical parameters. For visualization, vector plot of flow velocity simulated from
the test model presented in Figure 18 shows the direction of flow from the upstream to downstream
of the river segment.
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Table 5

Descriptive statistics of observed and simulated velocity
Observed Velocity (m/s)

Simulated
Velocity (m/s)

Mean

0.033

Mean

0.036

Standard

0.002

Standard

0.002

Error

Error

Median

0.025

Median

0.031

Standard

0.020

Standard

0.020

Deviation
Sample

Deviation
0.000

Sample

Variance

0.000

Variance

Kurtosis

0.021

Kurtosis

-0.080

Skewness

1.085

Skewness

0.611

Range

0.087

Range

0.085

Minimum

0.003

Minimum

0.000

Maximum

0.090

Maximum

0.086

Count

179

Count

179
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Figure 18 Vector profile of flow in the river section

Calibration
The data required for calibration includes Manning’s roughness coefficient for rivers,
adjusting the open boundary condition (pressure head or elevation) at the downstream and
tweaking the course bathymetry along the cross-section of the river. Calibration is carried out by
trial and error method until a reasonable match between observed and modeled water levels,
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discharges and velocities is achieved. For this model the Manning’s coefficient value was set as
0.025.
For the model validation purpose, key statistical parameters (i.e. Mean Absolute Error,
Square Root of the Mean Squared Errors, Normalized Root Mean Square Error, Nash–Sutcliffe
Efficiency Coefficient etc.) are calculated and compared between observed and simulated results.
The description of the parameters is presented below along with the corresponding results
presented in Table 6.
The simplest measure of forecast accuracy is called Mean Absolute Error (MAE) which is
the absolute value of the difference between the forecasted value and the actual value. The Mean
Absolute Error (MAE) measures the average magnitude of the errors in a set of predictions,
without considering their direction.

1

𝑀𝐴𝐸 = 𝑁 ∑𝑁
𝑛=1 |𝑂𝑛 − 𝑀𝑛 |

(16)

Here, O and M are observed and model values whereas, 𝑂𝑛 and 𝑀𝑛 are the nth observed
and modeled values respectively.
The RMSE or Square Root of the Mean Squared Error is a good measure of model accuracy
that is commonly used to evaluate model performance or differences between observed and
predicted values:

1

2
𝑅𝑀𝑆𝐸 = √𝑁 ∑𝑁
𝑛=1(𝑂𝑛 − 𝑀𝑛 )

(17)
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The Normalized Root Mean Square Error (NRMSE) relates the RMSE to the observed
range of the variable. Thus, the NRMSE can be interpreted as a fraction of the overall range that
is typically resolved by the model.

𝑁𝑅𝑀𝑆𝐸 =

𝑅𝑀𝑆𝐸
𝑂̅

(18)

Where, 𝑂̅ is the average of observed data.
The Nash–Sutcliffe model efficiency coefficient (NSE) is typically used to assess the
predictive power of hydrological models, and is defined as:

∑𝑁

(𝑂 −𝑀 )2

𝑛
𝑛
𝑁𝑆𝐸 = 1 − ∑𝑛=1
𝑁 (𝑂 −𝑂 )2
𝑛=1

𝑛

(19)

𝑛

NSE can range from –∞ to 1. An efficiency of 1 (NSE = 1) corresponds to a perfect match
between modeled values and observed data; NSE = 0 indicates that the model predictions are as
accurate as the mean of the observed data, whereas NSE < 0 occurs when the observed mean is a
better predictor than the model. The closer the model efficiency is to 1, the more accurate the
model is.
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Table 6

Model validation statistics
Velocity (m/s)

Gage (m)

MAE (m/s)

0.007

0.433

R-Squared

0.819

0.668

RMSE (m/s)

0.009

0.601

NRMSE

0.283

0.147

NSE

0.788

-6.61

From Table 6 it can be inferred that the model is good at capturing the hydrodynamics of
the river in terms of flow velocity. The Nash–Sutcliffe model efficiency coefficient (NSE) for
velocity is 0.788 which is very close to 1 and indicates the capability of the model to resonate the
variability of the flow results during the simulation. On the other hand, the negative NSE value
for gage heights suggests the model fails to represent the variability of gage heights and rather
provides the simulation results that are often close to the mean values. Besides, the other key
statistics of flow velocity also suggest the good prediction quality of the model set up for the
Tennessee River. Mean Absolute Error (MAE) for flow velocity is 0.007(m/s) which is low. On
the other hand, the MAE for gage height inferring the absolute value of the difference between the
simulated value and the actual value is 0.433m which is little bit on the higher side and can be
possibly further reduced with fine tuning the bathymetry. Observed and simulated results are used
to calculate the statistics (i.e. R-squared error, RMSE etc.) for model fit assessment and are shown
in Figure 19.
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Figure 19 Model fit assessment of simulated and observed flows
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CHAPTER V
CONCLUSIONS

A structured quadrilateral grid generator based on triangular elements was developed in
MATLAB that successfully generates the cartesian grids and the basic input files required for the
hydrodynamic simulation using EFDC. The grid generator was developed considering the
complexity of preprocessing steps before setting up the EFDC model in which case it succeeded
in making the whole process easier. It will enable a faster EFDC model setup with its user-friendly
and reproducible preprocessing utility. The capability of the grid generator is well demonstrated
by a real-world example of the Tennessee River hydrodynamic model. The hydrodynamic model
set up in this study was run and calibrated from the January to June 2008 period. The comparison
of observed and simulated results shows the model's capability to capture the real-world
hydrodynamics of the Tennessee River. The calculated gage heights and flows during the
simulation period match closely with that of USGS observed results. In this study, the atmospheric
time-series data was not considered during the model setup which may not have big impacts on
the hydrodynamics for a short segment of the river.
However, further improvement of the Tennessee River model can be achieved by adding
the atmospheric time series results along with a detailed bathymetry and a finer cell size that will
prepare a perfect hydrodynamics for future water quality analysis. Also, further studies are
required to overcome the current limitations of manual adjustments in order to completely
41

automate grid generator's capability and compatibility for the EFDC model. To improve
confidence in the grid generator, as part of future study, it is suggested to compare the EFDC
model generated by the newly developed grid generator with that of EFDC model generated by
other existing grid generator programs such as EFDC Explorer.
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