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Abstract
Systems composed by a linear dynamical part feedback interconnected with a static nonlinearity are traditionally controlled by
canceling the nonlinearity through a ﬁrst feedback loop, and then designing a linear controller for the remaining linear dynamics.
However, this procedure may provide unsatisfactory performance, and even lead to instability, in presence of uncertainty. In this
paper we investigate the interplay between the robustness of the linear controller and the quality of the approximation of the
nonlinearity, providing suﬃcient conditions for closed loop stability.
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1. Introduction and motivations
One of the most intuitive ideas for controlling nonlinear dynamical systems is designing a controller that aims at
making the closed loop response more linear than the one in open loop [1]. Such simple strategy is even more tempting
when dealing with systems in the Lur’e forms [2], i.e. when a linear dynamical part is feedback interconnected with
a static nonlinearity, x˙ = Ax + B(u − ψ(x)). If one assumes that the nonlinearity ψ is exactly known a priori and
that exact measurements of all of the state variables are available, a ﬁrst feedback loop of the form u = ψ(x) − w
can be used to feedback linearize the system, and then a linear controller can be designed for the resulting linear
process x˙ = Ax − Bw. It is worth underlining that such linearization is global, i.e. valid in the whole phase space,
and therefore it is qualitatively diﬀerent from directly linearizing the original nonlinear dynamics in a neighborhood
of a nominal solution [2]. The weak point of such approach resides in the robustness of the nonlinearity cancellation
procedure, because inexact cancellations may have a detrimental eﬀect on the closed loop performance, or even induce
instability. There are two common situations where an exact cancellation may not even be possible: i) the nonlinear
function ψ is not known a priori, but, for example, only at certain values of the arguments, and ii) the state x is not
directly measurable and must be reconstructed by an observer, whose estimates can deviate from the true values during
transients. The above considerations naturally lead to questioning the robustness of such an approach, that may fail
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Fig. 1. A) Feedback interconnection of original plant (A, B,C,D), controller (R, S , T,U), and nonlinearity ψ − ϕ. B) Rewiring of the diagram to
highlight the robust controller design.
when the original nonlinear term ψ or its argument is potentially uncertain. The main goal of this paper is then to
provide suﬃcient conditions for closed loop stability by exploiting information on both the cancellation reminder and
the state estimate, also comparing the proposed solution with more standard methods.
2. Problem statement and main result
In this paper we focus on nonlinear systems in the Lur’e form
x˙ = Ax + B(u − ψ(z)), y = Cx, z = Dx, (1)
where x ∈ Rnx is the state, u ∈ R the control and y ∈ Rny the measured output. For the sake of simplicity, we limit the
analysis to scalar-valued nonlinearities ψ having a scalar z as their argument, but extensions to vector-valued functions
are straightforward. Moreover, we assume ψ(0) = 0 so that the equilibrium is in the origin of the phase space. Finally,
the nonlinearity ψ is required to be at least locally Lipschitz in order for (1) to be well posed [2].
The goal of our control design procedure is to ﬁnd an output-feedback controller of the form
v˙ = Rv + S y, w = Tv + Uy, u = −w + ϕ(w) (2)
capable of stabilizing the system at the equilibrium in the origin, while simultaneously suppressing the undesired
eﬀects of the nonlinearity on the system dynamics. It is worth pointing out that such control scheme, sketched in
Fig. 1A, can be proven to be more ﬂexible than the classical observer-based controller, see [3] for a detailed discussion.
Let us now deﬁne the cancellation error ε = ϕ−ψ, the internal variable estimation error e = w− z and the auxiliary
performance variable π = [z, e]T . Within this setting, we can then rewrite equations (1)-(2) as[
x˙
v˙
]
=
[
A − BUC −BT
SC R
] [
x
v
]
+
[
B
0
]
ε, ε = ϕ(Tv + UCx) − ψ(Dx) , (3)
as schematically represented in Fig. 1B, and this suggests a connection with the traditional form used for the design
of robust controllers, where the control input w is such that the norm of the transfer function between the exogenous
signal ε and the output e is minimized [2]. The nonstandard, although crucial, element in this picture is the indirect
dependence of ε on e and z via n, and this is the main factor that negatively aﬀects the robustness of the control
scheme. The main goal of this paper is then to explicitly investigate how such dependence aﬀects the stability of the
closed loop system. For the sake of simplicity, we exploit the small gain theorem stating that the closed loop dynamics
(3) is stable if the product between the norms of the controlled linear plant and the remainder nonlinearity n is less
than one [2]. However, less conservative approaches can be easily incorporated in the same framework.
Let us then focus on estimating the norm of the nonlinear operator n(z,w) = ϕ(w) − ψ(z). We note that the second
equation in (3) implies
|ε| = |ϕ(w) − ϕ(z) + ϕ(z) − ψ(z)| ≤ |ϕ(z) − ψ(z)| + Lϕ |w − z| ≤ Lϕ−ψ |z| + Lϕ |e| (4)
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where Lϕ−ψ and Lϕ are the (local) Lipschitz constants of, respectively, the functions ϕ − ψ and ϕ. The cancellation
error ε(t) is then aﬀected by two diﬀerent components: a ﬁrst term representing the accuracy of reproducing ψ via ϕ,
and a second term related to the accuracy in the estimation of the nonlinearity argument z via w. An estimate of the
norm of the operator ϕ(w) − ψ(z) then follows from (4) and is provided by the following proposition.
Proposition 2.1. The norm of the operator (z, e) = π → ε is bounded by β =
√
L2ϕ−ψ + L2ϕ, i.e.
‖ε‖p ≤
√
L2ϕ−ψ + L2ϕ ‖π‖p = β ‖π‖p . (5)
Proof. The result directly follows from (4) by noticing that for a scalar function ax + by of two variables (x, y) the
minimum γ such that |ax + by| ≤ γ√x2 + y2 holds for every x, y ∈ R and a, b ∈ R+ is γ = √a2 + b2.
Theorem 2.2. Given a dynamical system (1), a linear controller (2) and a nonlinearity ϕ : R → R, the closed loop
dynamics (3) is stable if β ‖Gεπ‖ < 1, where β is deﬁned as in (5) and Gεπ is the transfer function between ε and π.
Proof. The result follows from the small gain theorem, because the closed loop system (3) is the interconnection
between a linear system, having Gεπ as transfer function, and a nonlinear operator whose norm is bounded by β.
According to Theorem 2.2 the norm can be chosen according to any given application or control goal. In this paper
we focus on the supremum norm ‖·‖∞ of π and ε, and thus the induced L1 norm on the operators Gεπ and ϕ − ψ, as
it is the one requiring the minimal set of hypotheses because the involved variables evolve inside invariant ellipsoids
and therefore the nonlinearities needs to be Lipschitz only locally, i.e. inside such sets [4,5]. In this setting, a linear
controller with ‖Gεπ‖ < γ can be designed by solving the following equations [4]:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
AY + YAT − BZ3 − ZT3 BT + λY A − BZ4C + ZT1 + λI B
Z1 + AT −CTZT4 BT + λI XA + ATX + Z2C +CTZT2 + λX XB
BT BTX −μI
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≺ 0,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λY λI 0 −YDT + ZT3
λI λX 0 −DT +CTZT4
0 0 γ − μI 0
−DY + Z3 −D + Z4C 0 γI
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦  0
V = YT , U = Y−1 − X,
[U −XB
0 I
] [
R S
T U
] [VT 0
CY I
]
=
[
Z1 − XAY Z2
Z3 Z4
]
(6)
Given that γ = 0 is not admissible and the equations are always solvable for γ → +∞, a bisection procedure can be
used to ﬁnd the minimum γ. If one can choose γ < β−1, then closed loop stability in presence of inexact cancellation
of the nonlinearity can also be assured. Note that the controller is not required to induce the minimum achievable
norm, but ‖Gεπ‖ < β−1 is enough for the closed loop to be stable and such freedom can be potentially exploited to
achieve secondary control goals.
3. Example
Let us consider a damped harmonic oscillator controlled by force u and subject to the nonlinear force ψ
mp¨ + cp˙ + kp = u − ψ(p˙), ψ(z) = 2aπ−1 tan−1
(
0.5a−1πbz
)
, (7)
where ψ can be, for example, a smooth static friction force. We can rewrite system (7) in the standard form (1) with
x =
[
p
p˙
]
, A =
[
0 1
− km − cm
]
, B =
[
0
1
m
]
, C =
[
1 0
]
, D =
[
0 1
]
. (8)
Moreover, let us suppose that the nonlinearity (7) is not a priori known and that it can only be approximated via a
saturation with slope b˜ and bounds ±a˜.
ϕ(w) = 0.5a˜
[
1 − b˜w
]
sign(b˜w − 1) − 0.5a˜
[
1 + b˜w
]
sign(−b˜w − 1) (9)
Note that the nonlinearity argument z = p˙ is not directly accessible to the controller and so the traditional approach
requires a state observer to estimate the derivative of p. However, the simplest diﬀerentiator would have transfer
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Fig. 2. Comparison of closed loop response with (a, b) = (1, 1) in (7) and (a˜, b˜) = (1, 2) in (9): the L1 robust controller (solid red) preserves the
stability, whereas the observer-based controller (dashed blue) induces limit cycle oscillations.
function P(s) = s, that is not physically realizable, and the arising trade-oﬀ between accuracy and robustness of
the reconstruction is a nontrivial one. Here such an observer is designed as if the cancellation was exact, following
the standard procedure described, for example, in [6]. The model parameters in (7) are k = m = c = 1 and the
performance of our approach are compared with that of the standard observer-based linear controller. There are three
main sources of potential robustness issues: the impossibility to exactly estimate z on the whole frequency spectrum,
the discrepancy in “shape” between ϕ and ψ, and the potential diﬀerence between (a, b) and (a˜, b˜). The saturation
linear gain b˜ = 2 diﬀers from the b = 1 of the original nonlinearity, i.e. the slope of the function ϕ − ψ is non-zero
in the origin, thus aﬀecting the stability of the equilibrium in the origin, even if the derivative is exactly estimated.
The L1 controller has been obtained by solving (6) via the Matlab packages Yalmip and Sedumi [7,8]. The results
are shown in Fig. 2, highlighting that the observer-based controller leads to an unstable response (mitigated by the
saturation that induces oscillations), whereas the L1 controller still guarantees asymptotic stability.
4. Final remarks
The main drawback of traditional techniques aimed at canceling a nonlinear term via its opposite is their lack of
robustness with respect to model uncertainty, as non exact cancellations can impair the closed loop performance and
even induce instability. In this paper we have proposed a method to explicitly assess the robustness of the control loop
in terms of requirements on the controller with respect to the accuracy in the nonlinearity cancellation and in the state
estimation. We have also provided a suﬃcient stability criterion, that albeit conservative makes the trade-oﬀ between
control quality and nonlinearity reconstruction accuracy explicit. Conservatism can be further reduced by replacing
the small gain theorem with less conservative control techniques. These results opens new questions about alternative
ways of controlling nonlinear systems. For example, Theorem 2.2 suggests that the approximation of ψ via ϕ must be
more accurate in the regions where the local Lipschitz constant of ψ is larger, even at the expenses of the accuracy in
the other parts (see [3] for a detailed discussion). Moreover, a similar approach can also be applied to other feedback
linearization techniques, where equation (1) represents an intermediate step during the design procedure [2,5].
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