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Resumen
Este trabajo de tesis se aboca al estudio de la correspondencia AdS/CFT,
concentra´ndose espec´ıficamente en las estructuras integrables presentes
en este contexto. El objetivo del trabajo es la obtencio´n de resultados
exactos, que proporcionan una corroboracio´n altamente no trivial de la
conjetura a la vez que esclarecen aspectos relevantes tanto de la teor´ıa de
cuerdas como de las teor´ıas de campos conformes.
En el cap´ıtulo 1 se motiva el estudio de la correspondencia AdS/CFT
como una realizacio´n concreta del principio hologra´fico, destacando su
relevancia dentro del contexto ma´s amplio de la f´ısica de altas energ´ıas. Se
mencionan algunas de sus caracter´ısticas principales, como ser su cara´cter
de dualidad fuerte/de´bil, que la transforman en una herramienta poderosa
a la hora de obtener resultados no perturbativos. Asimismo, se presenta
un esquema general del trabajo con el objetivo de orientar al lector sobre
la estructura y los temas a tratar a lo largo del mismo.
Los cap´ıtulos 2 y 3 presentan algunos de los conceptos fundamentales
para el desarrollo del resto del trabajo. En el primero se deriva heur´ısti-
camente la correspondencia AdS/CFT, comenzando en general y pasando
luego al caso particular que relaciona la teor´ıa de N = 4 super Yang-
Mills 4-dimensional con grupo de simetr´ıa SU(N) y la teor´ıa de cuerdas
supersime´trica tipo IIB formulada en el espacio AdS5 × S5. Se establecen
all´ı algunas de las definiciones y propiedades generales de ambas teor´ıas
que sera´n relevantes en cap´ıtulos posteriores, y se mencionan tambie´n
varias de las verificaciones de precisio´n realizadas para sustentar la conje-
tura. En el segundo se introduce el objeto de estudio espec´ıfico de la tesis,
que son los lazos de Wilson de la teor´ıa N = 4 super Yang-Mills y sus
duales hologra´ficos, las cuerdas y D-branas de la teor´ıa de cuerdas tipo
IIB. Este cap´ıtulo concluye con los primeros ejemplos de la aplicacio´n de
la dualidad.
El cap´ıtulo 4 presenta los primeros resultados originales obtenidos por el
tesista, que conciernen a los lazos de Wilson en representaciones total-
mente sime´tricas del grupo de gauge. Desarrollando alternativamente los
dos puntos de vista duales, que corresponden a la aproximacio´n de su-
pergravedad en la teor´ıa de cuerdas y a la expansio´n perturbativa en la
teor´ıa de campos, se presenta evidencia en apoyo de la exponenciacio´n de
cierto tipo de diagramas de Feynman en el l´ımite en el que el rango de la
representacio´n es grande.
Los cap´ıtulos 5 y 6 introducen el concepto de integrabilidad, as´ı como su
realizacio´n en el marco de la conjetura AdS/CFT. Una vez elaborados
algunos de los elementos fundamentales que conforman la estructura de
un sistema integrable, se presentan resultados originales obtenidos para
el caso concreto de un lazo de Wilson con inserciones. En particular, se
determina el factor de dressing que acompan˜a a la matriz de reflexio´n
que describe el borde de una cadena de espines insertada en una l´ınea de
Wilson en la representacio´n antisime´trica del grupo de gauge. Tambie´n se
describe el sistema de ecuaciones integrales conocido como ansatz de Bet-
he termodina´mico, que captura las correcciones debidas al taman˜o finito
de la cadena. El mismo se aplica tanto a la corroboracio´n del resultado
mencionado anteriormente, como a la expansio´n a segundo orden de la di-
mensio´n ano´mala de cusp, asociada a la divergencia logar´ıtmica presente
en un lazo de Wilson con un quiebre. Este desarrollo motivara´ la reformu-
lacio´n de las ecuaciones correspondientes para tener en cuenta algunas de
las propiedades anal´ıticas de la expansio´n, otro de los resultados originales
en cuya obtencio´n colaboro´ el tesista.
El trabajo de tesis concluye con un cap´ıtulo dedicado a la Discusio´n y con-
clusiones, tanto de los resultados obtenidos como del panorama ma´s gene-
ral del a´rea de investigacio´n del doctorando. En este se resaltan algunas de
las ideas ma´s generales que atravesaron los distintos temas desarrollados,
y se presentan tambie´n direcciones futuras de investigacio´n. Para facilitar
la lectura se relegan a los ape´ndices los detalles te´cnicos de algunos de
los ca´lculos realizados, as´ı como la especificacio´n de las convenciones y
notacio´n utilizadas.
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Nomenclatura
A continuacio´n se detallan las abreviaciones y siglas utilizadas a lo largo de este
trabajo:
AdS anti de Sitter
BTBA TBA de borde
CFT conformal field theory, ter´ıa de campos conforme
IR infrarrojo
QCD quantum chromodynamics, cromodina´mica cua´ntica
QED quantum electrodynamics, electrodina´mica cua´ntica
R-R Ramond-Ramond
sYM super Yang-Mills
TBA thermodynamic Bethe ansatz, ansatz de Bethe termodina´mico
UV ultravioleta
Se usara´n las convenciones:
D Dimensiones espacio-temporales
d Dimensiones espaciales
R Radio de curvatura de AdS
R Escalar de Ricci
R Representacio´n de un grupo
≡ Identificacio´n via AdS/CFT
:= Definicio´n de notacio´n
AdSn Espacio anti de Sitter n-dimensional
EAdSn Espacio anti de Sitter eucl´ıdeo n-dimensional
Sn Espacio esfe´rnico n-dimensional
ηµν Me´trica de Minkowski
ε Tensor de Levi-Civita
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Cap´ıtulo 1
Introduccio´n
La correspondencia AdS/CFT se enmarca dentro del contexto general de las duali-
dades gauge/gravedad, que establecen relaciones entre teor´ıas de campos con simetr´ıa
de gauge y teor´ıas gravitatorias. En sus diversas versiones, la teor´ıa de gravedad in-
volucrada tiene siempre una dimensio´n espacial adicional a las de la teor´ıa de campos
dual, cuya descripcio´n se alcanza en el borde de la teor´ıa gravitatoria, es decir para
cierto valor l´ımite de la coordenada espacial extra. Se trata por lo tanto de realizacio-
nes del principio hologra´fico [1, 2], por el cual la descripcio´n de un sistema puede ser
realizada o bien a trave´s del ana´lisis de la dina´mica gravitatoria de su interior, o bien
por medio de los grados de libertad de su frontera. Un primer indicio de este principio
reside en los agujeros negros, cuya entrop´ıa es proporcional al a´rea en unidades de
Planck de su horizonte de eventos [3, 4]. Como dicha entrop´ıa es adema´s la ma´xima
entre todos los sistemas con la misma a´rea [5], resulta natural suponer que la des-
cripcio´n de la gravedad cua´ntica en un dado volumen puede realizarse por medio de
grados de libertad localizados en su superficie, a razo´n de uno por unidad de Planck.
Para comprender la relevancia de la conjetura AdS/CFT y el contexto en el que se
desarrolla, es conveniente realizar un breve recorrido por el estado actual de la f´ısica
de altas energ´ıas. El panorama en esta disciplina tiene hoy dos facetas principales. Por
un lado, existe un acuerdo excepcionalmente bueno entre la descripcio´n microsco´pica
provista por el Modelo Esta´ndar de la f´ısica de part´ıculas y los experimentos realizados
hasta ahora para ponerlo a prueba [6]. En efecto, la reciente observacio´n del boso´n
de Higgs en el Large Hadron Collider [7, 8] constituye una fuerte evidencia en favor
de la descripcio´n de la naturaleza por medio de una teor´ıa cua´ntica de campos con
simetr´ıa de gauge SU(3)×SU(2)×U(1), ya que esta es la u´ltima pieza que completa
un esquema teo´rico desarrollado y puesto a prueba en innumerables ocasiones desde
la segunda mitad del siglo XX, [9–11].
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Sin embargo, se sabe tambie´n que el Modelo Esta´ndar no esta´ completo, ya que
si bien describe correctamente los feno´menos que ocurren a las escalas de energ´ıa que
podemos observar no incluye los efectos de la gravedad cua´ntica que son relevantes
a escalas de energ´ıa mayores. Las energ´ıas en cuestio´n corresponden a distancias
del orden de la longitud de Planck, para las cuales no disponemos de una teor´ıa
satisfactoria de la gravitacio´n debido a la imposibilidad de realizar su cuantizacio´n
por los me´todos perturbativos usuales. Esperamos entonces que un desarrollo teo´rico
proporcione un cambio de paradigma conceptual, que nos permita unificar la gravedad
con la teor´ıa cua´ntica de campos, au´n si con el estado actual de la tecnolog´ıa resultar´ıa
en la pra´ctica esencialmente imposible ponerlo a prueba experimentalmente.
La teor´ıa de cuerdas fue inicialmente desarrollada en la de´cada de 1960 para dar
cuenta de la gran cantidad de mesones y hadrones que por entonces se descubr´ıan en
los aceleradores de part´ıculas. A pesar de tener un e´xito parcial, fue reemplazada en
esta tarea por la teor´ıa de QCD, uno de los ingredientes fundamentales del Modelo
Esta´ndar. Sin embargo, aparecieron en escena ma´s tarde una serie de indicios que su-
ger´ıan a la teor´ıa de cuerdas como candidata a proporcionar una descripcio´n cua´ntica
de la gravedad.
El precepto fundamental de la teor´ıa de cuerdas es el abandono del concepto de
part´ıcula puntual, que es central en toda teor´ıa de campos. En efecto, mientras que
en estas las part´ıculas son excitaciones de los campos fundamentales que interactu´an
localmente, en la teor´ıa de cuerdas el objeto fundamental es una cuerda extendida en
una dimensio´n espacial, [12–16]. Las distintas oscilaciones de la cuerda tienen entonces
un espectro de masas y energ´ıas, y debido a que las dimensiones de la cuerda son muy
pequen˜as sus distintos estados de excitacio´n se perciben a bajas energ´ıas como las
distintas part´ıculas f´ısicas. Sin embargo, las interacciones ocurren siempre en el plano
de las cuerdas con una extensio´n finita, de modo que no ocurren en un u´nico punto y
se ven constren˜idas por las posibilidades que tengan las cuerdas de unirse o separarse.
Toda teor´ıa de cuerdas contiene en su espectro una part´ıcula no masiva de esp´ın
dos, cuya u´nica interaccio´n posible es la de la gravedad. Es en este sentido en el
que la teor´ıa de cuerdas proporciona una teor´ıa cua´ntica de la gravedad, aunque el
precio a pagar por ello no es menor. De hecho, para que la teor´ıa sea consistente debe
formularse en un espacio-tiempo con dimensiones adicionales, e incluir excitaciones
fermio´nicas que hacen a la teor´ıa supersime´trica (la teor´ıa de cuerdas puramente
boso´nica so´lo es viable en 26 dimensiones, pero contiene part´ıculas taquio´nicas que
la hacen inestable). En el espacio plano, la teor´ıa de cuerdas debe formularse en 10
dimensiones espacio-temporales, 6 de las cuales deber´ıan por lo tanto compactificarse
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por el mecanismo de Kaluza-Klein para justificar el hecho de que no las observamos
cotidianamente, [17].
En este marco, la correspondencia AdS/CFT establece una relacio´n entre las dos
grandes a´reas de la f´ısica de altas energ´ıas mencionadas hasta aqu´ı. De un lado de la
correspondencia hay una teor´ıa de cuerdas, candidata a proporcionar una descripcio´n
de la gravedad cua´ntica, mientras que del otro lado se encuentra una teor´ıa de campos
similar en muchos aspectos al Modelo Esta´ndar. Lo que es ma´s, la relacio´n que se
establece entre ellas es una dualidad, en tanto identifica reg´ımenes complementarios
de ambas teor´ıas: la teor´ıa de campos fuertemente acoplada corresponde a la teor´ıa
de cuerdas en el l´ımite en el que es posible su tratamiento perturbativo, mientras que
al re´gimen cua´ntico de la teor´ıa de cuerdas le corresponde el acoplamiento de´bil en
la teor´ıa de campos. Por esta razo´n, la correspondencia resulta de gran intere´s para
el desarrollo de ambas a´reas.
Desde el punto de vista de la teor´ıa de campos, tener acceso al re´gimen de aco-
plamiento fuerte abre las puertas al ana´lisis de feno´menos hasta ahora inexplorados,
que podr´ıan allanar el camino para responder algunos de los problemas abiertos ma´s
relevantes en este contexto. En efecto, cuestiones relacionadas con la f´ısica de bajas
energ´ıas en QCD, como por ejemplo el confinamiento o la ruptura de la simetr´ıa qui-
ral, no han podido ser resueltas hasta ahora debido a que es inviable el tratamiento
perturbativo tradicional que ha sido tan exitoso para energ´ıas ma´s altas gracias a
la libertad asinto´tica. Antes de la conjetura AdS/CFT el u´nico camino a seguir en
estos casos pasaba por la simulacio´n nume´rica, pero ahora disponemos adema´s de
resultados para teor´ıas de gauge protot´ıpicas, que pueden indicar el camino a seguir
en un tratamiento anal´ıtico.
Invirtiendo el punto de vista, la correspondencia puede entenderse como una defi-
nicio´n no perturbativa de la teor´ıa de cuerdas, y ma´s en general de una teor´ıa cua´ntica
de la gravedad. En este sentido, la informacio´n que puede proveer resulta invaluable
a la hora de dirigir la bu´squeda de la teor´ıa cua´ntica de la gravedad, as´ı como su
unificacio´n con el Modelo Esta´ndar. Esto es especialmente cierto considerando que la
conjetura tiene su origen en argumentos muy generales, que pueden aplicarse fuera de
los contextos usuales para dar lugar a realizaciones novedosas de la correspondencia.
As´ı, por el principio hologra´fico una teor´ıa conforme en D dimensiones define una
teor´ıa de la gravedad cua´ntica en el espacio AdS con D+1 dimensiones, mientras que
considerando la teor´ıa de cuerdas en geometr´ıas AdS ma´s generales pueden definir-
se teor´ıas conformes para las cuales no existe una formulacio´n lagrangiana. Incluso,
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llegado el caso, lo mismo podr´ıa hacerse con cualquier otra teor´ıa cua´ntica de la grave-
dad de la que se tuviera una formulacio´n en el espacio AdS, requerido por la simetr´ıa
conforme.
Finalmente, en la interfaz entre ambas teor´ıas ha surgido adema´s un terreno fecun-
do para el desarrollo de te´cnicas y herramientas sofisticadas cuya funcio´n principal es
implementar en forma concreta la correspondencia, realizando predicciones y corro-
bora´ndolas en la medida de lo posible. Es aqu´ı donde aparece la integrabilidad, que
proporciona un mecanismo que permite resolver algunos problemas anal´ıticamente y
en forma exacta en el acoplamiento. Esto no solamente es u´til como corroboracio´n de
la validez de la conjetura AdS/CFT, ya que nos permite interpolar continuamente en-
tre los reg´ımenes de acoplamiento fuerte y de´bil, sino que adema´s muchas veces aclara
nuestra comprensio´n sobre la misma, ensen˜a´ndonos al mismo tiempo algo sobre las
teor´ıas a ambos lados.
Este trabajo esta´ dedicado a la obtencio´n de resultados exactos como los descriptos
en el pa´rrafo anterior [18–21]. Algunos de ellos podra´n alcanzarse gracias a la inte-
grabilidad subyacente de los observables estudiados, mientras que otros dependera´n
exclusivamente de la consideracio´n de ciertos l´ımites particulares. En cualquier caso,
el objetivo es comprender lo ma´s profundamente posible la dualidad AdS/CFT para
poder considerar todas sus consecuencias, y de este modo avanzar hacia la solucio´n de
algunos de los grandes problemas actuales de la f´ısica de altas energ´ıas. La estructura
de esta tesis es la siguiente.
En el cap´ıtulo 2 se presenta la conjetura AdS/CFT. Luego de una motivacio´n ma´s
general, se introduce la versio´n protot´ıpica de esta dualidad, de la que nos ocuparemos
exclusivamente. Se mencionan algunas de sus caracter´ısticas principales y se describen
asimismo los ingredientes fundamentales a ambos lados de la correspondencia.
En el cap´ıtulo 3 se introducen los lazos de Wilson, primero para teor´ıas de gauge
en general y luego para el caso particular de la teor´ıa N = 4 super Yang-Mills. Se
discute finalmente su descripcio´n dual bajo AdS/CFT en te´rminos de cuerdas o D-
branas, siendo esta relacio´n el eje central que atraviesa todos los desarrollos realizados
por este autor.
El cap´ıtulo 4 presenta los primeros resultados originales de esta tesis. Estos fueron
obtenidos en [20,21] y no dependen de la integrabilidad sino de las propiedades de la
teor´ıa de campos y las representaciones elegidas para su grupo de gauge.
El cap´ıtulo 5 se dedica al concepto de integrabilidad, haciendo especial e´nfasis
en el contexto en el que aparece en el marco de la correspondencia AdS/CFT. Este
cap´ıtulo concluye con la presentacio´n de los resultados obtenidos en [18]. El cap´ıtulo
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6 continu´a con la exposicio´n de la integrabilidad introduciendo el ansatz de Bethe
termodina´mico, que permite calcular valores de expectacio´n de ciertos lazos de Wilson
mediante un sistema de ecuaciones cuya expansio´n se realizo´ en [19].
Las conclusiones de esta tesis se presentan en el cap´ıtulo 7. Se dejan para los
ape´ndices tanto exposiciones de algunos temas espec´ıficos que constituyen el trasfondo
en el que se desarrollo´ el trabajo, como as´ı tambie´n detalles te´cnicos que podr´ıan ser
engorrosos de estar presentes en el texto principal.
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Cap´ıtulo 2
Correspondencia AdS/CFT
En este cap´ıtulo introducimos la correspondencia AdS/CFT siguiendo el camino
que histo´ricamente llevo´ a conjeturarla [22], y haciendo especial e´nfasis en la versio´n
ma´s estudiada de la dualidad, que relaciona la teor´ıa de N = 4 super Yang-Mills en
cuatro dimensiones con la teor´ıa de cuerdas supersime´tricas tipo IIB en el espacio
AdS5 × S5. Esta realizacio´n proporcionara´ un marco teo´rico comu´n para todos los
resultados presentados en este trabajo [18–21], y los ingredientes principales a ambos
lados sera´n delineados en las secciones 2.2 y 2.3, complementados por el ape´ndice A.
Si bien los argumentos expuestos en apoyo de la conjetura son puramente heur´ısticos,
no existiendo en la literatura una demostracio´n rigurosa de la misma, los chequeos y
verificaciones que se presentan en la seccio´n 2.4 la hacen esencialmente irrefutable en
la pra´ctica.
Existen diversas referencias que proporcionan una introduccio´n pedago´gica ma´s
detallada a este tema, entre las cuales se destacan [23–27]. En particular, [23] pro-
vee una bibliograf´ıa minuciosa con referencias a los trabajos originales en los que se
desarrollaron los diversos avances en el a´rea.
2.1. Motivacio´n
La correspondencia AdS/CFT es una aplicacio´n del principio hologra´fico [1,2], la
cual establece una dualidad entre teor´ıas de campos conformes en D dimensiones y
teor´ıas gravitatorias formuladas en el espacio anti de Sitter en D + 1 dimensiones.
La motivacio´n principal para conjeturar la equivalencia de teor´ıas aparentemente
tan dis´ımiles consiste en considerar a la gravedad como proveniente de la teor´ıa de
cuerdas1, y analizar el l´ımite de bajas energ´ıas de un arreglo de D-branas coincidentes,
1Se refiere al lector al ape´ndice A para una breve resen˜a de los elementos fundamentales de la
teor´ıa de cuerdas.
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[22]. Sin embargo, las mismas conclusiones pueden obtenerse mediante argumentos
completamente distintos, [28].
Esquema´ticamente, la accio´n de una teor´ıa de cuerdas en presencia de D-branas
superpuestas puede separarse en tres te´rminos,
S = Sbulk + Sbranas + Sint , (2.1)
donde Sbulk corresponde a las cuerdas cerradas que se propagan en todo el espacio-
tiempo, Sbranas corresponde a las cuerdas abiertas cuyos extremos se hallan fijos a
alguna de las D-branas, y Sint representa los te´rminos de interaccio´n entre ambos
sectores. Las cuerdas cerradas tienen tanto modos masivos como no masivos, siendo
estos u´ltimos los que resultan en la supergravedad, a la que se acoplan los modos
masivos.
En el l´ımite de bajas energ´ıas, o l´ımite de desacoplamiento de Maldacena, consi-
deramos α′ → 0 manteniendo el acoplamiento de las cuerdas gs y dema´s para´metros
adimensionales fijos. En este l´ımite, los modos masivos de las cuerdas cerradas se
desacoplan dejando solamente la supergravedad, a la vez que Sint → 0 dado que los
te´rminos de interaccio´n son proporcionales a gsα
′2. Como adema´s la constante de New-
ton es proporcional a g2sα
′4, la supergravedad es de hecho libre y queda desacoplada
de la teor´ıa efectiva a bajas energ´ıas de las cuerdas abiertas.
Ahora bien, una descripcio´n alternativa de las D-branas esta´ dada por las p-
branas o branas negras, soluciones cla´sicas de supergravedad que corresponden a
agujeros negros extendidos, [29]. Cerca del horizonte de estas soluciones la geometr´ıa
es aproximadamente AdS, y el factor de curvatura es tal que los modos masivos de
las cuerdas cerradas permanecen relevantes incluso en el l´ımite de bajas energ´ıas.
Lejos del horizonte tenemos una vez ma´s u´nicamente la supergravedad libre, que se
desacopla de la dina´mica del horizonte.
Comparando las dos descripciones dadas para el mismo sistema, e ignorando el
factor comu´n a ambos lados provisto por la supergravedad libre, podemos concluir
que la teor´ıa efectiva a bajas energ´ıas de las excitaciones de un arreglo de D-branas
debe ser equivalente a la teor´ıa de cuerdas original cuando tomamos el l´ımite del
horizonte cercano, es decir formulada en un espacio anti de Sitter. Por supuesto,
esto no constituye una demostracio´n rigurosa de la conjetura sino que es ma´s bien
un argumento heur´ıstico. Sin embargo, las consecuencias de esta identificacio´n son
muchas y muy diversas, existiendo chequeos de precisio´n que las ponen a prueba con
e´xito y que se mencionan al final de este cap´ıtulo.
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Hasta aqu´ı, los razonamientos que realizamos han sido ma´s bien gene´ricos, sin
entrar en detalles respecto a la forma concreta en que podemos implementar cada uno
de los pasos indicados. Las distintas realizaciones de la correspondencia AdS/CFT
resultan de los diversos puntos de partida que podemos elegir, en te´rminos de la
teor´ıa de cuerdas y el arreglo de D-branas considerado. En su versio´n protot´ıpica,
la conjetura relaciona la teor´ıa de cuerdas supersime´tricas tipo IIB formulada en un
espacio de fondo con geometr´ıa AdS5 × S5, con la teor´ıa de N = 4 super Yang-Mills
con grupo de gauge SU(N) formulada en D = 4 dimensiones.
Para motivarla como se delineo´ anteriormente, consideramos en la teor´ıa de cuer-
das supersime´tricas tipo IIB, formulada en el espacio plano, un arreglo de N D3-
branas coincidentes. Cada extremo de una cuerda fijo a estas D3-branas contribuye
un factor N de Chan-Paton adicional al factor de acoplamiento gs de las cuerdas,
de modo que una descripcio´n perturbativa sera´ posible cuando gsN  1. La teor´ıa
efectiva a bajas energ´ıas de las excitaciones de estas D3-branas es una teor´ıa de gauge
en D = 3 + 1 dimensiones. Esta teor´ıa tiene 16 supercargas dado que las D3-branas
preservan la mitad de las 32 supersimetr´ıas de la teor´ıa [30], y su grupo de gauge
es en principio U(N). Dicho grupo se reduce a SU(N) al remover un factor U(1)
correspondiente a la coordenada colectiva que representa el movimiento conjunto de
todo el arreglo de D3-branas, de modo que la teor´ıa efectiva resultante es N = 4
super Yang-Mills en D = 4 dimensiones y con grupo de gauge SU(N). Esta teor´ıa se
describira´ ma´s en detalle en la seccio´n 2.3.
Por otro lado, Polchinski mostro´ en [31] que existen soluciones de supergravedad
cla´sica con p-branas que son fuente de los mismos flujos de R-R que las D-branas. La
me´trica de una 3-brana negra con N unidades de flujo es
ds2 =
1√
H(r)
ηνµdx
µdxν +
√
H(r)δmndx
mdxn , (2.2)
donde la brana se extiende en las direcciones µ, ν = 0, . . . , 3 y es ortogonal a las
direcciones m,n = 4, . . . , 9. La funcio´n armo´nica H(r) es
H(r) = 1 +
R4
r4
con R4 = 4pigsNα
′2 y r2 = δmnxmxn , (2.3)
y si bien la me´trica es singular en el l´ımite r → 0 esta´ bien comportada en el horizonte
cercano, r  1. En esta regio´n, la geometr´ıa es aproximadamente
ds2 ' r
2
R2
ηµνdx
µdxν +
R2
r2
dr2 +R2dΩ25 , (2.4)
donde dΩ25 es la me´trica de S
5. Como veremos en la siguiente seccio´n, los dos primeros
te´rminos de la me´trica anterior corresponden a AdS5, de manera que en el horizonte
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cercano la solucio´n de 3-brana negra (2.2) se reduce a AdS5 × S5 con el radio de
curvatura de ambos factores igual a R. Cabe resaltar que la descripcio´n en te´rminos
de p-branas es va´lida cuando este radio de curvatura es grande en comparacio´n con la
longitud caracter´ıstica de las cuerdas, ls =
√
α′, es decir en el re´gimen gsN  1 com-
plementario al perturbativo. Tambie´n observamos que el factor de curvatura g00 ∼ r2
es responsable de que los modos masivos de las cuerdas cerradas sean relevantes en
el l´ımite r → 0 para la teor´ıa efectiva a bajas energ´ıas, mientras que se desacoplan
para r finito [32,33].
Suponiendo que las D-branas y las p-branas son de hecho dos descripciones distin-
tas del mismo sistema f´ısico, y que existe una continuacio´n adiaba´tica en gs que nos
permite pasar de una a otra, vemos que si dicha continuacio´n conmuta con el l´ımite
de bajas energ´ıas podemos descartar el sector de la supergravedad libre presente en
ambas descripciones. Concluimos entonces que las teor´ıas efectivas en los reg´ımenes
gsN  1 y gsN  1 deben ser equivalentes. Para el primero tenemos una teor´ıa
de gauge conforme, mientras que para el segundo se trata de la teor´ıa de cuerdas
completa formulada en AdS5 × S5, de modo que podemos escribir
N = 4, SU(N) sYM en D = 4 ≡ teor´ıa de cuerdas tipo IIB en AdS5 × S5 .
Llamamos a esta realizacio´n particular de la conjetura AdS5/CFT4, para abreviar
distinguie´ndola al mismo tiempo de otras realizaciones posibles.
Si bien hay diversas objeciones que pueden realizarse a los argumentos expuestos
hasta aqu´ı para motivar la conjetura AdS/CFT, ya sea en general o para la versio´n
protot´ıpica que nos ocupa en este trabajo, existe un gran nu´mero de chequeos de pre-
cisio´n que corroboran la validez de la dualidad para observables espec´ıficos. Algunas
de estas verificaciones directas se mencionara´n en la seccio´n final de este cap´ıtulo,
pero basta decir por ahora que su nu´mero y diversidad es tal que tornan improbables
incluso las interpretaciones de´biles en las que la dualidad solamente vale para ciertos
estados o en un l´ımite espec´ıfico del espacio de para´metros. La interpretacio´n ma´s
natural de la evidencia acumulada hasta ahora es por lo tanto que la equivalencia de
ambas teor´ıas es exacta, al menos en la medida en que se dispone de una construccio´n
expl´ıcita del lado de la teor´ıa de campos, y de aproximaciones controladas del lado
de la teor´ıa de cuerdas.
2.2. Espacio anti de Sitter
El espacio anti de Sitter es un espacio hiperbo´lico pseudo-Riemanniano de curva-
tura negativa constante. Es por lo tanto el equivalente con signatura lorentziana del
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espacio hiperbo´lico de Lobachevsky cuando la signatura es eucl´ıdea (el espacio de de
Sitter es el equivalente con signatura lorentziana del espacio esfe´rico con signatura
eucl´ıdea, teniendo ambos curvatura constante y positiva).
Es conveniente representar el espacio AdS en D dimensiones, al que denominare-
mos AdSD, como una superficie hiperbo´lica embebida en el espacio plano de D + 1
dimensiones con signatura (D − 1, 2), cuya me´trica es
ds2 = −dX20 + dX21 + · · ·+ dX2D−1 − dX2D . (2.5)
El espacio AdSD queda definido entonces por el hiperboloide
−X20 +X21 + · · ·+X2D−1 −X2D = −R2 , (2.6)
siendo R conocido como el radio de anti de Sitter. La condicio´n anterior puede satis-
facerse tomando
X0 = R cosh ρ cos τ ,
Xi = R sinh ρΘi para i = 1, . . . , D − 1 , (2.7)
XD = R cosh ρ sin τ ,
donde y Θi es una parametrizacio´n de S
D−2, es decir que satisface
D−1∑
i=1
Θ2i = 1. La
me´trica inducida sobre AdSD por esta parametrizacio´n es
ds2 = R2
(− cosh2 ρ dτ 2 + dρ2 + sinh2 ρ dΩ2D−2) , (2.8)
y si bien en (2.7) se tiene en principio la identificacio´n de los puntos τ ∼ τ+2pi, vamos a
considerar el cubrimiento universal del hiperboloide que se obtiene al descompactificar
la coordenada temporal tomando −∞ < τ < ∞. De este modo, la topolog´ıa del
espacio pasa de ser S1×RD−1 a R1,D−1, y el espacio AdSD puede representarse como
un cilindro. En efecto, realizando el cambio de variables ρ 7→ ρ˜ dado por la relacio´n
tan(ρ˜/2) = tanh(ρ/2) con ρ˜ ∈ [0, pi
2
], la me´trica de AdSD es a menos de un factor
conforme
ds2 ∝ −dτ 2 + dρ˜2 + sin2 ρ˜ dΩ2D−2 . (2.9)
La representamos entonces con un cilindro en el que la direccio´n vertical corresponde
a τ , la direccio´n radial corresponde a ρ˜, y los c´ırculos con ρ˜ y τ fijos representan
esferas D − 2 dimensionales con radio sin ρ˜.
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Las coordenadas (τ, ρ,Θi) se conocen como coordenadas globales, y cubren todo
el hiperboloide de AdSD una vez tomando ρ > 0. Un conjunto alternativo de coorde-
nadas, conocido como coordenadas de Poincare´, viene dado por la parametrizacio´n
X0 =
1
2u
(
1 + u2
(−t2 + ~x 2 +R2)) ,
Xi = Ruxi para i = 1, . . . , D − 2 ,
XD−1 =
1
2u
(
1 + u2
(−t2 + ~x 2 −R2)) , (2.10)
XD = Ru t ,
con u > 0 y (t, ~x) ∈ R1,D−2. La me´trica inducida en AdSD es en este caso2
ds2 = R2
(
du2
u2
+ u2
(−t2 + ~x 2)) , (2.11)
pero las coordenadas (u, t, ~x) cubren so´lo la mitad del hiperboloide. Una forma alter-
nativa de las coordenadas de Poincare´ corresponde al cambio de variables z = 1/u,
mediante el cual la me´trica toma la forma conformemente plana
ds2 = R2
dz2 − t2 + ~x 2
z2
. (2.12)
Como la me´trica de AdSD es esta´tica en la coordenada temporal, para las apli-
caciones de teor´ıa cua´ntica de campos suele ser conveniente realizar una rotacio´n de
Wick dada por τ = iτE en coordenadas globales o t = itE en coordenadas de Poincare´.
El espacio obtenido de este modo se conoce como espacio de anti de Sitter eucl´ıdeo,
o EAdSD, y la me´trica resultante es en las distintas coordenadas
ds2E = R
2
(
cosh2 ρ dτ 2E + dρ
2 + sinh2 ρ dΩ2D−2
)
, (2.13)
= R2
(
du2
u2
+ u2
(
t2E + ~x
2
))
, (2.14)
= R2
dz2 + t2E + ~x
2
z2
. (2.15)
Observamos que si bien las coordenadas de Poincare´ no cubren todo el espacio cuando
la signatura es lorentziana, s´ı lo hacen cuando pasamos a signatura eucl´ıdea.
Por construccio´n, el espacio AdSD tiene el grupo de isometr´ıas SO(D− 1, 2), que
consiste en las pseudo-rotaciones del espacio plano D + 1 dimensional y que dejan
2Como ya se anticipo´, observamos que los dos primeros te´rminos de la me´trica del horizonte
cercano (2.4) corresponden a las coordenadas de Poincare´ en AdS5 definiendo r = R
2u e identificando
el radio de curvatura R.
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invariante la condicio´n (2.6). Su dimensio´n es D(D+1)/2, de modo que se trata de un
espacio maximalmente sime´trico cuyo tensor de Riemann toma por lo tanto la forma
Rµνρσ =
R
D(D − 1)(gµρgνσ − gµσgνρ) , (2.16)
con gµν la me´trica de AdSD y R el escalar de curvatura. El tensor de Ricci y la
curvatura escalar son
Rµν = R
ρ
µρν =
R
D
gµν y R = −D(D − 1)
R2
, (2.17)
de modo que el espacio AdSD es solucio´n de las ecuaciones de Einstein en el vac´ıo
con constante cosmolo´gica,
Rµν − 12Rgµν + Λgµν = 0 con Λ = −
(D − 1)(D − 2)
2R2
. (2.18)
El subgrupo compacto maximal de SO(D − 1, 2) es SO(2)× SO(D − 1), de ma-
nera que las coordenadas globales evidencian que el factor SO(D − 1) corresponde
a las rotaciones en SD−2, mientras que el factor SO(2) da lugar a las traslaciones
temporales. En cambio, las coordenadas de Poincare´ hacen expl´ıcito el subgrupo de
Poincare´ ISO(D − 2, 1) ⊂ SO(D − 1, 2).
2.2.1. Estructura causal
Para estudiar la estructura causal del espacio AdS, es conveniente en las coorde-
nadas globales (2.8) definir una coordenada θ a partir de tan θ = sinh ρ, de manera
que 0 < θ < pi
2
para ρ > 0. La me´trica de AdSD toma entonces la forma
ds2 =
R2
cos2 θ
(−dτ 2 + dθ2 + sin2 θdΩ2D−2) ∝ −dτ 2 + dθ2 + sin2 θ dΩ2D−2 , (2.19)
donde en la expresio´n a la derecha hicimos expl´ıcito el hecho de que los factores
globales no afectan a la estructura causal del espacio-tiempo. Es conveniente comparar
esto con el caso del espacio de Minkowski en D dimensiones, que en coordenadas
esfe´ricas toma la forma
ds2 = −dt2 + dr2 + r2dΩ2D−2 . (2.20)
Pasando a las coordenadas del cono de luz u± = t±r y definiendo luego τ y θ a partir
de u± = tan τ±θ2 , tenemos
ds2 = −du+du− + 14 (u+ − u−)2 dΩ2D−2 ,
=
−dτ 2 + dθ2 + sin2 θ dΩ2D−2
(cos θ − cos τ)2 , (2.21)
∝ −dτ 2 + dθ2 + sin2 θ dΩ2D−2 ,
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donde adema´s de la condicio´n
∣∣ τ+θ
2
∣∣ < pi
2
impuesta por el cambio de variables, tenemos
la restriccio´n adicional θ > 0 para que r > 0. El tria´ngulo definido en el plano (θ, τ) por
estas condiciones se muestra en la figura 2.1, y puede ser continuado anal´ıticamente
para 0 < θ < pi y τ ∈ R. De este modo vemos que la compactificacio´n conforme
del espacio AdSD es la mitad del espacio de Minkowski D-dimensional, y tiene un
borde en θ = pi/2 que corresponde a ρ → ∞ en coordenadas globales. Este tiene la
topolog´ıa de R×SD−2, y como se extiende en la direccio´n temporal debemos imponer
una condicio´n de borde adecuada para que el problema de Cauchy en AdSD este´ bien
formulado.
r cte.
t cte.
pipi
2
θ
τ
Figura 2.1: Compactificacio´n conforme del espacio plano de Minkowski, donde cada
punto en la banda 0 < θ < pi corresponde a una esfera SD−2. El espacio AdSD puede
ser compactificado conformemente en la banda 0 < θ < pi/2.
En las coordenadas de Poincare´ (2.12) es claro que el borde esta´ ubicado en z → 0,
teniendo el espacio all´ı la topolog´ıa del espacio plano de Minkowski. La distincio´n
entre la topolog´ıa del borde de AdS en unas y otras coordenadas sera´ importante en
el contexto de la conjetura AdS/CFT, ya que las teor´ıas conformes pueden formularse
tanto en el espacio plano como en espacios cil´ındricos. Entonces, para las aplicaciones
de la dualidad la eleccio´n de las coordenadas en AdS debera´ ser la adecuada para
que su borde tenga la topolog´ıa del espacio en el que se define la teor´ıa conforme
correspondiente.
16
2.3. N = 4 super Yang-Mills
La teor´ıa de N = 4 super Yang-Mills en D = 4 dimensiones fue considerada
originalmente por Brink, Scherk y Schwarz en [34]. Su accio´n puede obtenerse por
reduccio´n dimensional de la accio´n para la teor´ıa de N = 1 super Yang-Mills 10-
dimensional, que tiene la forma sencilla
SN=1 =
∫
d10xTr
{
−1
2
FMNF
MN + iΨ¯ΓMDMΨ
}
, (2.22)
donde M,N = 0, 1, . . . , 9 son ı´ndices de Lorentz del espacio de Minkowski en 10
dimensiones y ΓM son las matrices gamma de dicho espacio. Tanto el campo vectorial
AM = A
a
MT
a como el espinorial Ψ = ΨaT a se encuentran en la representacio´n adjunta
del grupo de gauge G, cuyos generadores son T a para a = 1, . . . , |G|, y a lo largo de
este trabajo vamos a considerar siempre G = SU(N) o´ G = U(N). El espinor Ψ es
de Majorana-Weyl, de modo que en 10 dimensiones tiene 16 componentes reales, 8 de
las cuales son independientes on-shell. Esto se corresponde con los 10− 2 = 8 grados
de libertad boso´nicos que tiene el campo vectorial on-shell. Finalmente, el tensor de
intensidad de campo FMN y la derivada covariante DM se definen como es usual,
FMN = ∂MAN − ∂NAM + g10[AM , AN ] y DM = ∂M + g10AM , (2.23)
donde introdujimos la constante de acoplamiento 10-dimensional g10.
Para efectuar la reduccio´n dimensional imponemos que los campos no dependen de
las 6 dimensiones identificadas por M = 4, . . . , 9, e integramos en estas direcciones en
la accio´n. Podemos redefinir los campos con un factor 1/g10 y absorber el resultado
de la integracio´n en una nueva constante de acoplamiento gYM que aparece u´nica-
mente como coeficiente global de la accio´n. El campo de gauge se descompone segu´n
AM = (Aµ,ΦI), siendo µ = 0, . . . , 3 y I = 1, . . . , 6, es decir en un campo vectorial
4-dimensional y seis campos escalares. Identificando la representacio´n espinorial de
Weyl de SO(6) con la representacio´n fundamental de SU(4), el espinor Ψ se descom-
pone en cuatro espinores 4-dimensionales λi con i = 1, . . . , 4. Para escribir la accio´n,
es conveniente transformar el ı´ndice I = 1, . . . , 6 de SO(6) en un par de ı´ndices anti-
sime´tricos en la representacio´n bifundamental de SU(4), de modo que los coefficientes
de Clebsch-Gordan correspondientes mapean a los campos escalares segu´n ΦI 7→ Φij.
Los campos Φij son complejos pero satisfacen una condicio´n de realidad,
Φ†ij = Φ
ij con Φij = 1
2
εijklΦij . (2.24)
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Al realizar este procedimiento, la accio´n de N = 4 super Yang-Mills puede escri-
birse como
SN=4 =
−1
g2YM
∫
d4xTr
{
1
2
FµνF
µν + λ¯iγ
µDµλ
i +DµΦijD
µΦij
+ 2λi
[
Φij, λ
j
]− 1
2
[Φij,Φkl]
[
Φij,Φkl
]}
. (2.25)
Alternativamente, podemos recombinar los espinores 4-dimensionales y escribir la
accio´n en la forma abreviada3
SN=4 =
−1
g2YM
∫
d4xTr
{
1
2
F 2µν + iΨ¯Γ
µDµΨ + (DµΦI)
2 + Ψ¯ΓI [ΦI ,Ψ]− 1
2
[ΦI ,ΦJ ]
2
}
.
(2.26)
La accio´n 10-dimensional (2.22) tiene la supersimetr´ıa
δAM = ¯ΓMΨ y δΨ = −12ΓMNFMN , (2.27)
donde  es un espinor de Majorana-Weyl en 10 dimensiones. Podemos aplicar la
reduccio´n dimensional sobre estas expresiones para obtener las transformaciones de
supersimetr´ıa en 4 dimensiones, que depedera´n de cuatro espinores i dando as´ıN = 4
como espera´bamos.
La teor´ıa deN = 4 super Yang-Mills es conforme, como se conjeturo´ originalmente
en [35] y se demostro´ luego en [36]. Esto significa que la invariancia conforme cla´sica
de la teor´ıa se mantiene a nivel cua´ntico. En efecto, la funcio´n β para una teor´ıa de
campos de gauge en la representacio´n adjunta de SU(N) es a 1-loop [37]
β(gYM) = µ
∂gYM
∂µ
=
g2YMN
16pi2
(
11
3
− 1
6
Nb − 1
3
Nf
)
, (2.28)
donde Nb y Nf son el nu´mero de escalares reales y de fermiones de Weyl de la teor´ıa,
respectivamente. Por lo tanto, con Nb = 6 y Nf = 2× 4 la funcio´n β de N = 4 super
Yang-Mills se anula a 1-loop, y de hecho tambie´n se anula a todo orden [38–40].
El grupo conforme en 4 dimensiones es SO(2, 4) ' SU(2, 2), y la simetr´ıa R
esta´ dada por la simetr´ıa remanente de la reduccio´n dimensional, SO(6) ∼ SU(4).
Esto significa que SU(2, 2)× SU(4) es la parte boso´nica del grupo de simetr´ıas de la
teor´ıa, que al incluir las supersimetr´ıas resulta ser PSU(2, 2|4). Hay 15 generadores
del a´lgebra conforme, 10 de los cuales son generadores del a´lgebra de Poincare´ en 4
dimensiones (Pµ para las cuatro traslaciones espacio-temporales, Mµν para las seis
3Las matrices de Dirac 4-dimensionales γµ se relacionan con las 10-dimensionales ΓM mediante
la descomposicio´n ΓM = (γµ ⊗ 1, γ5 ⊗ γ˜I), donde γ˜I son las matrices de Dirac 6-dimensionales.
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transformaciones de Lorentz). Los cinco generadores restantes corresponden a las
transformaciones conformes especiales y a las dilataciones (Kµ y D, respectivamente).
Sus relaciones de conmutacio´n son [41]
[D,Pµ] = −iPµ , [D,Mµν ] = 0 , [D,Kµ] = iKµ ,
[Mµν , Pρ] = iηρνPµ − ηµρPν , [Mµν , Kρ] = iηρνKµ − iηµρKν , (2.29)
[Pµ, Kµ] = 2i(Mµν − ηµνD) .
2.4. El diccionario y sus verificaciones
Una vez motivada la conjetura AdS/CFT, es necesario hacer ma´s expl´ıcita la rela-
cio´n que propone entre sus dos lados para que realmente tenga una utilidad pra´ctica.
Nos concentramos entonces en la versio´n protot´ıpica que hemos discutido ma´s deta-
lladamente hasta aqu´ı, y nos abocamos al desarrollo de un diccionario que identifique
las cantidades f´ısicas relevantes de ambas teor´ıas.
Comenzamos por la identificacio´n de las simetr´ıas a uno y otro lado de la corres-
pondencia, lo cual constituye un control de consistencia ba´sico sobre la viabilidad de
la propuesta. Como se vio en la seccio´n 2.2 el espacio AdS5 tiene el grupo de iso-
metr´ıas SO(4, 2), que es el mismo que el grupo conforme en D = 3 + 1 dimensiones.
A su vez, la simetr´ıa SO(6) del factor S5 tiene correlato en la simetr´ıa R de la teor´ıa
de campos, que actu´a aplicando una rotacio´n en el espacio interno de los seis campos
escalares de la teor´ıa, SU(4)R ∼ SO(6). Finalmente, podemos identificar tambie´n las
simetr´ıas fermio´nicas a ambos lados, de modo que coincide de hecho el grupo completo
de supersimetr´ıas PSU(2, 2|4).
Pasando ahora a los para´metros libres, los argumentos expuestos en la seccio´n 2.1
sugieren identificar el rango N del grupo de gauge SU(N) de la teor´ıa conforme con
el flujo de la 5-forma de R-R en la esfera S5, cuya fuente es el conjunto de D-branas
superpuestas del lado de la teor´ıa de cuerdas,∫
S5
F5 ≡ N . (2.30)
Del mismo modo, dado que la teor´ıa de campos surge como la teor´ıa efectiva a bajas
energ´ıas de las excitaciones de las D-branas en la teor´ıa de cuerdas, debe existir una
relacio´n entre el acoplamiento gYM de la teor´ıa conforme y el acoplamiento gs de
las cuerdas. Ahora bien, las excitaciones de las D-branas son cuerdas abiertas cuyos
extremos se hallan fijos a ellas. En este caso, las cuerdas son no masivas porque
tienen longitud nula, no habiendo separacio´n f´ısica entre las branas superpuestas,
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y llevan dos ı´ndices en la representacio´n fundamental de U(N) que identifican las
D-branas a las que esta´n fijos sus extremos. Son entonces campos no masivos en la
representacio´n adjunta de U(N), es decir que corresponden al campo de gauge Aµ de
la teor´ıa efectiva. El acoplamiento del campo de gauge es precisamente gYM, mientras
que el acoplamiento de las cuerdas abiertas es ∼ √gs dado que dos extremos de una
cuerda abierta pueden unirse para formar una cuerda cerrada. Un ca´lculo preciso
resultara´ luego en la identificacio´n [14]
g2YM ≡ 4pigs . (2.31)
La teor´ıa de cuerdas tiene adema´s un para´metro dimensional ls =
√
α′, que es
la longitud caracter´ıstica de la cuerda y no es f´ısico en la medida en la que no se lo
compare con alguna otra escala. La ecuacio´n (2.3) introduce entonces una relacio´n
entre el radio de AdS y la combinacio´n de para´metros
R4
l4s
= 4pigsN ≡ g2YMN = λ , (2.32)
donde introdujimos el acoplamiento de ’t Hooft λ, que es un para´metro natural a con-
siderar para las expansiones perturbativas a ambos lados de la conjetura. Por un lado,
si bien en N = 4 super Yang-Mills podr´ıamos esperar en principio que el desarro-
llo perturbativo sea simplemente en potencias de la constante de acoplamiento g2YM,
t’ Hooft mostro´ en [42] que para una teor´ıa de gauge con campos en la representacio´n
adjunta los para´metros f´ısicos relevantes son de hecho el acoplamiento efectivo λ y
1/N . Por otro lado, la aproximacio´n de supergravedad cla´sica es va´lida en teor´ıa de
cuerdas cuando la curvatura del espacio es mucho mayor que la longitud caracter´ısti-
ca de las cuerdas, es decir si λ1/4 = R/ls  1. Como adema´s debemos evitar las
correcciones debidas a cuerdas cua´nticas requerimos gs → 0, de manera que debemos
tomar N → ∞ para poder mantener el acoplamiento de ’t Hooft fijo en algu´n valor
muy grande.
Podemos ahora expresar en forma ma´s precisa un aspecto cualitativo de la corres-
pondencia AdS/CFT que es de suma importancia, y que se conoce como su cara´cter
fuerte/de´bil. Este la transforma en una dualidad propiamente dicha, en el sentido
de que relaciona teor´ıas en reg´ımenes complementarios: cuando la teor´ıa de campos
esta´ de´bilmente acoplada λ 1 y la teor´ıa de cuerdas es puramente cua´ntica, mien-
tras que cuando esta u´ltima es esencialmente cla´sica λ 1 y la teor´ıa de campos se
halla fuertemente acoplada.
Esta propiedad de la conjetura la hace a la vez muy potente y dif´ıcil de corro-
borar o demostrar. El poder emana de la posibilidad de realizar ca´lculos accediendo
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a reg´ımenes de ambas teor´ıas que son imposibles de explorar con las herramientas
tradicionales. La dificultad para corroborar en forma directa los resultados obtenidos
es inherente a su cara´cter no perturbativo, y limita fuertemente las posibilidades de
interpretarlos o dilucidar su origen. Es posible realizar verificaciones de la dualidad
analizando magnitudes cuya dependencia en el acoplamiento esta´ por algu´n moti-
vo restringida, como es por ejemplo el caso de las funciones de tres puntos que son
BPS, [43]. Sin embrago, es de todos modos muy importante el desarrollo de herra-
mientas no perturbativas que nos permitan realizar chequeos de precisio´n consideran-
do observables con una dependencia no trivial en el acoplamiento. Este trabajo tiene
como objetivo presentar resultados exactos que nos permiten interpolar continuamen-
te entre ambos lados de la dualidad. Algunos de ellos se basan en la identificacio´n de
estructuras integrables [18, 19], como se vera´ en los cap´ıtulos 5 y 6, mientras que los
otros resultan de la consideracio´n de l´ımites parame´tricos muy particulares [20, 21],
sobre los que ahondaremos en el cap´ıtulo 4.
Continuamos la formulacio´n del diccionario analizando la relacio´n entre los obser-
vables a los dos lados de la correspondencia. En una teor´ıa conforme como N = 4
super Yang-Mills, no existen estados asinto´ticos debido a que un estado con part´ıcu-
las alejadas entre s´ı puede relacionarse mediante una transformacio´n conforme con
otro en el que las part´ıculas se encuentran muy cerca unas de otras. Por lo tanto, no
es posible definir una matriz S de forma consistente y debemos concentrar nuestra
atencio´n sobre los operadores y sus funciones de correlacio´n.
Consideremos por ejemplo la deformacio´n de N = 4 super Yang-Mills dada por
un operador marginal Oˆ que modifica el valor de la constante de acoplamiento gYM.
Como vimos, esto debe corresponder a una modificacio´n del acoplamiento gs de la
teor´ıa de cuerdas, que es fijado por el valor de expectacio´n del dilato´n. Este es a su
vez determinado por la condicio´n impuesta para el campo φ del dilato´n en el borde
de AdS5, es decir por φ0(t, ~x) = φ(t, ~x, z)|z=0 en coordenadas de Poincare´, de modo
que podemos esquema´ticamente asociar al operador Oˆ con la condicio´n de borde φ0.
Para calcular funciones de correlacio´n del operador Oˆ en la teor´ıa conforme po-
demos incorporar a la accio´n una corriente acoplada al mismo, para definir as´ı la
funcional generatriz
ZCFT[j(x)] =
〈
exp
{∫
d4xj(x)Oˆ(x)
}〉
N=4 sYM
. (2.33)
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En la definicio´n anterior j(x) es una funcio´n arbitraria, y las funciones de correla-
cio´n de Oˆ se calculan entonces tomando derivadas funcionales de ZCFT respecto a la
corriente, fijando luego j(x) = 0.
Del lado de la teor´ıa de cuerdas, la condicio´n de borde para el campo del dilato´n
aparece en otra funcional generatriz, a saber la funcio´n de particio´n de la teor´ıa.
Resulta entonces natural realizar la identificacio´n j ≡ φ0, donde observamos que
ambas son cantidades 4-dimensionales: una tiene soporte en todo el espacio-tiempo
de la teor´ıa conforme, mientras que la otra tiene soporte en el borde de AdS5. Vemos
entonces que la conjetura AdS5/CFT4 puede expresarse en la forma [44,45],
ZCFT[φ0(x)] ≡ ZIIB
[
φ(x, z)
∣∣∣∣
z=0
= φ0(x)
]
, (2.34)
donde ZIIB es la funcio´n de particio´n de la teor´ıa de cuerdas supersime´trica tipo IIB
formulada en el espacio AdS5 × S5.
Debemos hacer hincapie´ en una salvedad en la expresio´n (2.34), que tiene que ver
con el comportamiento asinto´tico de los campos en la teor´ıa de cuerdas y se ve ma´s
claramente cuando trabajamos con signatura eucl´ıdea. Notamos que la ecuacio´n de
ondas de un campo masivo en EAdSD+1 con masa m tiene dos soluciones indepen-
dientes, caracterizadas por su comportamiento cerca del horizonte. Definiendo4
∆ =
D
2
+
√
D2
4
+R2m2 , (2.35)
las dos soluciones se comportan como zD−∆ y z∆ cuando z → 0. Para tener un campo
finito en el interior de la geometr´ıa, la eleccio´n consistente resulta de tomar la solucio´n
que se comporta como zD−∆, es decir que es divergente en el horizonte. Por lo tanto,
debemos introducir un cutoff en la posicio´n z =  para imponer all´ı la condicio´n de
borde
φ(x, z)|z= = D−∆φ0(x) , (2.36)
analizando finalmente el l´ımite  → 0 con cuidado. Este tipo de procedimiento es-
tara´ impl´ıcito siempre que consideremos (2.34) o expresiones equivalentes. En cual-
quier caso, como φ es adimensional esto significa que φ0 tiene dimensionalidad ∆−D,
de modo que la identificacio´n j ≡ φ0 en (2.33) implica que el operador dual Oˆ tiene
dimensio´n conforme ∆.
4Para campos escalares, la condicio´n de normalizabilidad en el infinito, equivalente a requerir la
estabilidad de los campos correspondientes, implica la cota de Breitenlohner-Freedman [46,47] para
la masa m dada por la condicio´n de realidad de ∆, esto es m2R2 ≥ −D2/4.
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La ecuacio´n (2.34) es el principal resultado presentado en este cap´ıtulo, en la
medida en que pone en te´rminos precisos y contrastables la realizacio´n de la corres-
pondencia AdS/CFT que estamos discutiendo. Identificaciones enteramente similares
deben existir para los otros campos de la teor´ıa de cuerdas, incluyendo los no escala-
res como los campos fermio´nicos y tensoriales, correspondie´ndole a cada uno de ellos
algu´n operador de la teor´ıa conforme. Una expresio´n similar a (2.34) para los lazos de
Wilson, observables no locales de la teor´ıa conforme, sera´ considerada en el cap´ıtulo
que sigue y proporcionara´ una herramienta para poner a prueba los resultados origi-
nales a ser elaborados a lo largo de todo este trabajo. Dado que en todos los casos la
informacio´n sobre los operadores duales se encuentra en las condiciones de borde de
los campos en AdS, podemos decir que la teor´ıa de campos “vive” en el borde de AdS,
aunque debemos recordar siempre que la informacio´n sobre la teor´ıa esta´ de hecho en
las interacciones de la teor´ıa de cuerdas, que ocurren en el interior de la geometr´ıa.
Como ya mencionamos, podemos utilizar este tipo de relaciones para calcular
cantidades f´ısicas en una u otra teor´ıa cuando se encuentran en un re´gimen no per-
turbativo. En particular, para calcular valores de expectacio´n de la teor´ıa conforme
fuertemente acoplada debemos considerar el l´ımite de supergravedad de la teor´ıa de
cuerdas. Ya vimos que una condicio´n necesaria para poder hacerlo es que el radio de
curvatura de AdS sea muy grande en unidades de la longitud de las cuerdas, y esto
implica λ  1. En este caso, tendremos esquema´ticamente cuando la signatura es
eucl´ıdea
ZCFT ≡ e−SSUGRA , (2.37)
donde SSUGRA es la accio´n de la supergravedad tipo IIB evaluada on-shell, es decir
cuando los campos son solucio´n de las ecuaciones de movimiento cla´sicas con las
condiciones de borde provistas por la correspondencia. Como en la teor´ıa de gauge
los para´metros de la expansio´n perturbativa son de hecho el acoplamiento efectivo λ
y 1/N , (2.37) nos permite entonces acceder a la teor´ıa de gauge fuertemente acoplada
en el l´ımite planar N → ∞. En este l´ımite, los diagramas no planares se hallan
suprimidos por potencias de 1/N2, de modo que representan correcciones que pueden
realizarse orden a orden en la expansio´n perturbativa en λ.
Concluimos este cap´ıtulo mencionando dos de las verificaciones directas ma´s im-
portantes de la identificacio´n (2.34) realizadas hasta ahora.
Por un lado, podemos considerar el espectro de operadores de la teor´ıa conforme
para intentar hallar el mapeo que identifica los campos duales en AdS. Para que la
conjetura tenga sentido, la identificacio´n debe ser un´ıvoca y completa, al menos hasta
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donde es posible describir ambos espectros en detalle. Por las razones ya expuestas,
realizarla es inviable para los operadores cuya dependencia en λ es complicada, pero
deber´ıa ser posible para los operadores “protegidos” de las correcciones cua´nticas en
λ por la supersimetr´ıa.
Los operadores de N = 4 super Yang-Mills son combinaciones invariantes de
gauge de los campos de la teor´ıa. Por propiedades de la representacio´n adjunta del
grupo de gauge SU(N), para definir operadores locales podemos u´nicamente tomar
trazas o productos de trazas de los campos evaluados todos en un mismo punto. Como
existen argumentos totalmente generales para mostrar que los valores de expectacio´n
de operadores con productos de dos o ma´s trazas esta´n suprimidos por potencias de
1/N respecto a los de operadores con una traza simple, en el l´ımite planar N → ∞
nos concentramos u´nicamente en estos u´ltimos.
Podemos distinguir adema´s entre los operadores primarios, que son aniquilados
por los generadores Kµ del grupo superconforme, y los descendientes que se obtienen
al actuar con los generadores Pµ sobre los operadores primarios, ver el a´lgebra (2.3).
Algunos de los operadores primarios se encuentran en representaciones cortas del
grupo superconforme, y a estos se los conoce como operadores primarios quirales. No
existe una construccio´n sistema´tica de operadores primarios quirales en N = 4 super
Yang-Mills, pero se sabe que basta considerar solamente combinaciones lineales de
trazas de campos escalares.
Si bien no sabemos construir el espectro completo de la teor´ıa de cuerdas super-
sime´trica tipo IIB en AdS5×S5, podemos considerar el espectro de estados resultante
de realizar la reduccio´n dimensional de la supergravedad tipo IIB, [48]. Organiza´ndo-
lo en representaciones del grupo superconforme [49], observamos un acuerdo perfecto
entre las masas del espectro resultante y las dimensiones de escala de los operadores
quirales primarios de la teor´ıa conforme, al menos hasta la escala de masas hasta la
que se puede confiar en la reduccio´n dimensional de la supergravedad. Esta es fijada
por la escala de las cuerdas, y el hecho de que no se encuentren en el espectro ma´s
estados hasta dicha escala sugiere que aquellos estados que no corresponden a ope-
radores primarios quirales tienen dimensiones que crecen como λ1/4 cuando λ  1.
Esto no tiene una explicacio´n satisfactoria en la teor´ıa de campos, sino que puede
considerarse una prediccio´n de la dualidad.
Por otro lado, podemos analizar las anomal´ıas que surgen del rompimiento de la
invariancia de escala o de la simetr´ıa R de la teor´ıa conforme por efectos cua´nticos,
cuando se acopla la teor´ıa a campos externos. Estas pueden calcularse exactamente
por medio de diagramas 1-loop porque no reciben correcciones cua´nticas de orden
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superior, de modo que el resultado puede contrastarse con el obtenido en la teor´ıa de
cuerdas en el re´gimen de acoplamiento fuerte. Esto fue realizado para la anomal´ıa de
Adler-Bell-Jackiw [50] y la anomal´ıa de Weyl [51], encontrando en ambos casos un
acuerdo perfecto entre ambos lados de la correspondencia.
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Cap´ıtulo 3
Lazos de Wilson
En este cap´ıtulo introducimos el lazo o loop de Wilson, un objeto de especial im-
portancia en toda teor´ıa de gauge. De una u otra forma, los loops de Wilson estara´n
presentes en todos los resultados originales a presentarse [18–21], de modo que consti-
tuyen un eje central de este trabajo. Su relacio´n con diversos observables f´ısicos de la
teor´ıa se discute en la seccio´n (3.2), primero para teor´ıas de gauge en general y luego
para teor´ıas conformes como N = 4 super Yang-Mills. En la seccio´n 3.3 desarrollamos
el punto de vista dual en te´rminos de la correspondencia AdS/CFT, lo cual nos per-
mitira´ concluir este cap´ıtulo discutiendo dos ejemplos ilustrativos correspondientes a
los loops de Wilson circular y recto.
3.1. Lazos de Wilson en teor´ıas de gauge
En una teor´ıa de gauge abeliana como el electromagnetismo, el loop de Wilson
para un contorno cerrado C esta´ definido por
W [C] = exp
{
i
∮
C
Aµdx
µ
}
, (3.1)
donde Aµ es el campo de gauge que transforma segu´n Aµ(x) 7→ Aµ(x)+∂µα(x) cuando
los campos de materia transforman segu´n ψ(x) 7→ eiα(x)ψ(x). Podemos ver que W [C]
es invariante de gauge usando el teorema de Stokes para escribir
W [C] = exp
{
i
2
∮
ΣC
Fµνdσ
µν
}
, (3.2)
donde ΣC es la superficie delimitada por el contorno C, dσµν es un elemento de a´rea
en dicha superficie, y Fµν es el tensor de intensidad de campo definido por
Fµν = ∂µAν − ∂νAµ , (3.3)
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que es evidentemente invariante de gauge. La importancia del loop de Wilson radica en
gran medida en que cualquier otra funcio´n del campo vectorial Aµ que sea invariante
de gauge puede ser escrita como una combinacio´n de lazos para diversas elecciones
del contorno C. En otras palabras, los lazos de Wilson proveen una base completa
para los invariantes de gauge de la teor´ıa.
Para adaptar el concepto de loop de Wilson a teor´ıas de gauge no abelianas, es
conveniente generalizar ligeramente (3.1) considerando curvas abiertas C(x, y) que
representan caminos del punto x al punto y. La l´ınea de Wilson definida por
W [C(x, y)] = exp
i
∫
C(x,y)
Aµdx
′µ
 , (3.4)
no es invariante de gauge sino que transforma segu´n
W [C(x, y)] 7→ eiα(y)W [C(x, y)]e−iα(x) , (3.5)
como puede verse inmediatamente insertando en la definicio´n la transformacio´n del
campo vectorial. Por esta razo´n, tambie´n se la conoce como comparador, ya que define
un transporte paralelo para los campos de materia tal que su transformacio´n de gauge
es llevada del punto x al punto y,
W [C(x, y)]ψ(x) 7→ eiα(y)W [C(x, y)]ψ(x) . (3.6)
En una teor´ıa de gauge no abeliana hay tantos campos de gauge como genera-
dores tenga el grupo de simetr´ıa G de la teor´ıa. De este modo, Aµ = A
a
µT
a para
a = 1, . . . , |G|, siendo T a los generadores del grupo. Los campos de materia trans-
forman segu´n ψ(x) 7→ U(x)ψ(x), donde U(x) = eiαa(x)Ta es un elemento de G, que
suponemos unitario, U(x)U(x)† = 1. La transformacio´n del campo de gauge es
Aµ(x) 7→ U(x)Aµ(x)U(x)† + iU(x)∂µU(x)† , (3.7)
mientras que el tensor de intensidad de campo es
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] , (3.8)
y transforma segu´n Fµν(x) 7→ U(x)Fµν(x)U(x)†.
Ahora bien, una expresio´n como (3.4) no tiene sentido en el caso no abeliano, dado
que los generadores no conmutan entre s´ı en los distintos puntos a lo largo del camino
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C(x, y). Debemos especificar por lo tanto el orden en el que se toman los generadores,
para lo cual definimos la exponencial ordenada a lo largo del camino como
W [C(x, y)] = Pexp
i
∫
C(x,y)
Aµdx
′µ
 = l´ımn→∞
n−1∏
i=1
exp {iAµ(ξi)∆ξµi } , (3.9)
donde la secuencia {ξ1 = x, ξ2, . . . , ξn−1, ξn = y} define una particio´n del camino C(x, y),
y ∆ξi = ξi+1− ξi. Para n suficientemente grande, la separacio´n entre los puntos de la
particio´n es suficientemente chica como para aproximar cada uno de los te´rminos en
la definicio´n a primer orden en ∆ξi. Un te´rmino gene´rico transforma segu´n
1 + iAµ(ξi)∆ξ
µ
i 7→ 1 + i∆ξµi U(ξi)Aµ(ξi)U(ξi)† −∆ξµi U(ξi)∂µU(ξi)†
= U(ξi+1) (1 + iAµ(ξi)∆ξ
µ
i )U(ξi)
† , (3.10)
donde usamos U(ξi+1)U(ξi)
† = 1 + (∂µU(ξi))U(ξi)†∆ξ
µ
i + O(∆ξ2i ). Por lo tanto, la
definicio´n (3.9) es adecuada en la medida en que generaliza la ley de transformacio´n
para la l´ınea de Wilson abeliana, tenie´ndose ahora
W [C(x, y)] 7→ U(y)W [C(x, y)]U(x)† . (3.11)
No´tese sin embargo que no obtenemos un invariante cuando la l´ınea de Wilson co-
mienza y termina en el mismo punto, es decir cuando C(x, y = x) forma de hecho
una curva cerrada. Podemos remediar esto definiendo el lazo de Wilson para la curva
cerrada C tomando la traza de W [C(x, x)], ya que la ciclicidad de la traza se encar-
ga de hacer invariante de gauge e independiente de x al objeto resultante. Tenemos
entonces
W [C,R] = 1
dimR
TrR Pexp
{
i
∮
C
Aµdx
µ
}
, (3.12)
donde hicimos expl´ıcito el hecho de que la traza depende de la representacio´n R
considerada para el grupo G, e introdujimos un factor de normalizacio´n convencio-
nal. Como en este trabajo vamos a ocuparnos exclusivamente de teor´ıas de gauge no
abelianas, la expresio´n dada arriba en te´rminos de la representacio´n R del grupo de
gauge sera´ a partir de ahora nuestra definicio´n principal de lazo de Wilson, enten-
diendo por lo tanto que al escribir W [C] el loop de Wilson esta´ impl´ıcitamente en la
representacio´n fundamental.
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3.2. Potencial quark-antiquark
Una de las preguntas ma´s profundas que podemos hacer sobre una teor´ıa de gauge
concierne a su cara´cter de confinante. Por esto entendemos que exista una fuerza
constante que se oponga a la separacio´n de un quark y un antiquark, de modo tal
que aislarlos completamente requiera infinito trabajo. Por lo tanto, el confinamiento
esta´ asociado a la existencia de un potencial lineal entre el quark y el antiquark,
Vqq¯(L) ∝ L , (3.13)
donde L es la separacio´n entre ambas part´ıculas y la constante de proporcionalidad se
conoce como la tensio´n de la cuerda de QCD (en referencia a la descripcio´n efectiva
del tubo de flujo de color ele´ctrico responsable del confinamiento en QCD). Para
calcular el potencial Vqq¯(L) debemos considerar entonces un quark y un antiquark
infinitamente pesados, de modo que permanezcan esta´ticos con una separacio´n L
constante. Esto corresponde a considerar dos trayectorias que son rectas infinitas
extendidas en la direccio´n temporal, que podemos aproximar con una curva cerrada
rectangular como se muestra en la figura 3.1.
T
︸
︷︷
︸
q¯q
L
︸ ︷︷ ︸
Figura 3.1: Recta´ngulo de lados de longitud T y L, orientado con el lado de longitud
T en la direccio´n temporal. En el l´ımite T →∞, el loop de Wilson definido para este
recta´ngulo calcula el potencial quark-antiquark de la teor´ıa.
Ahora bien, el loop de Wilson puede interpretarse como la fase adquirida por una
part´ıcula de prueba que sigue la trayectoria C. Esto puede motivarse observando que
al incorporar una part´ıcula de prueba al sistema se agrega un te´rmino a la accio´n que
es esquema´ticamente ∫
jµAµd
4x =
∫
C
Aµdx
µ , (3.14)
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donde jµ(x) es la corriente de prueba y Aµ(x) actu´a como un potencial externo. En
el caso de teor´ıas de gauge no abelianas, la representacio´n R del grupo de gauge se
relaciona con la carga de la part´ıcula de prueba, de modo que cuando trabajamos
en la representacio´n fundamental decimos que la part´ıcula en cuestio´n es un quark o
antiquark de la teor´ıa.
Continuando con esta analog´ıa, para el recta´ngulo de la figura 3.1 tendremos
〈
W [C‖]
〉 ∼ exp{i ∫ T
0
dt (At(~xq)− At(~xq¯))
}
= eiTVqq¯(L) , (3.15)
donde en el l´ımite T → ∞ estamos despreciando los lados del recta´ngulo orienta-
dos espacialmente. Haciendo una rotacio´n de Wick para pasar al espacio eucl´ıdeo,
obtenemos finalmente 〈
WE[C‖]
〉 ∼ e−TVqq¯(L) , (3.16)
de manera que para una teor´ıa confinante el logaritmo del valor de expectacio´n del
loop de Wilson rectangular en el l´ımite T → ∞ es proporcional a su a´rea T × L.
Dado que podemos aproximar un contorno arbitrario C por la unio´n de recta´ngulos
infinitamente delgados, esta conclusio´n se aplica de hecho a todos los lazos de Wilson
de una teor´ıa confinante y se conoce como “ley del a´rea”.
Para una teor´ıa conforme como N = 4 super Yang-Mills no puede haber confina-
miento. En efecto, el valor de expectacio´n de todo loop de Wilson debe ser invariante
de escala, de modo que en el caso rectangular so´lo puede depender de la combina-
cio´n adimensional T/L. Por lo tanto, el potencial quark-antiquark no es lineal sino
coulombiano,
Vqq¯(L) ∝ 1
L
. (3.17)
Esto no significa, sin embargo, que disminuya la relevancia f´ısica de este observable.
Por el contrario, el coeficiente nume´rico de la ecuacio´n anterior depende de los detalles
de la teor´ıa, y es en general una funcio´n de las constantes de acoplamiento en principio
desconocida. Existen adema´s diversas generalizaciones no triviales de Vqq¯(L) que es
posible estudiar, y sobre las que ahondaremos ma´s adelante.
Concluimos esta seccio´n definiendo otro lazo de Wilson que, en una teor´ıa confor-
me, esta´ ı´ntimamente ligado al loop de Wilson rectangular introducido para calcular
el potencial quark-antiquark. Se trata de la cun˜a o cusp, originalmente estudiada por
Polyakov en [52] y graficada esquema´ticamente en la figura 3.2.
El valor de expectacio´n de este lazo de Wilson desarrolla una divergencia infrarroja
debida a su extensio´n infinita y otra ultravioleta debida a la cun˜a o quiebre que le
da su nombre, y que consideramos localizada en el origen. Introduciendo un cutoff
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φFigura 3.2: Loop de Wilson con un cusp o quiebre de a´ngulo φ.
infrarrojo ΛIR y otro ultravioleta ΛUV, observamos que en una teor´ıa conforme la
invariancia de escala implica que la dependencia funcional puede ser solamente en la
combinacio´n adimensional ΛUV/ΛIR. Como la divergencia es de tipo logar´ıtmico, en
signatura eucl´ıdea tenemos
〈WE[C∠]〉 ∼ e−Γcusp(φ) log
ΛUV
ΛIR , (3.18)
con Γcusp(φ) una funcio´n desconocida del a´ngulo de quiebre φ, que se conoce como
dimensio´n ano´mala de cusp. Esta se relaciona, entre otras cosas, con la energ´ıa radiada
por una part´ıcula en movimiento [53], que es
∆E = 2piB
∫
dt ~˙v 2 (3.19)
en el re´gimen de bajas velocidades |~v|  1, siendo B una funcio´n del acoplamiento
conocida como “funcio´n de Bremsstrahlung” y definida por la expansio´n a a´ngulos
pequen˜os de la dimensio´n ano´mala de cusp,
Γcusp(φ) = −Bφ2 +O(φ4) . (3.20)
Ahora bien, existe una transformacio´n conforme que lleva el plano R4 al cilindro
R× S3. En efecto, si escribimos la me´trica de R4 en coordenadas esfe´ricas como
ds2 = dr2 + r2dΩ23 , (3.21)
podemos definir un mapa plano-cilindro tomando t = log r, de manera que r → 0
corresponde a t → −∞ y r → ∞ corresponde a t → +∞. Tomando al a´ngulo de
quiebre φ en la coordenada azimutal de S3, bajo este mapeo el loop de Wilson con
un cusp en R4 es llevado a dos l´ıneas infinitas y antiparalelas en el cilindro R × S3.
Cuando φ = 0 dichas l´ıneas son antipodales, mientras que para un a´ngulo de cusp φ
arbitrario forman un a´ngulo δ = pi − φ en S3, como puede verse en la figura 3.3.
Ahora bien, la trayectoria del lado derecho de la figura 3.3 es precisamente aquella
que habr´ıamos utilizado para definir el potencial quark-antiquark en el cilindro R×S3,
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φ φ
q q¯
(a) (b)
Figura 3.3: (a) Loop de Wilson con un cusp de a´ngulo φ en el plano R4; (b) imagen del
contorno trazado en (a) bajo el mapa R4 7→ R×S3, donde cada punto graficado sobre
el cilindro corresponde a un subespacio S2, y las l´ıneas se extienden en la direccio´n
temporal.
idenficando la distancia L con la separacio´n angular δ en la esfera S3. Como en una
teor´ıa conforme el valor de expectacio´n de los lazos de Wilson no puede verse afectado
por una transformacio´n conforme, podemos poner en te´rminos ma´s precisos la relacio´n
anunciada entre los lazos de Wilson rectangular y con cusp comparando (3.16) con
(3.18). Identificando los factores divergentes antes y despue´s del mapeo,
T = TUV − TIR ←→ log ΛUV
ΛIR
, (3.22)
llegamos de este modo a la conclusio´n de que la dimensio´n ano´mala de cusp Γcusp(φ)
debe ser identificada con el potencial quark-antiquark Vqq¯(φ) en la esfera S
3. Ma´s
au´n, en el l´ımite φ → pi que corresponde a δ → 0, la curvatura del cilindro se torna
despreciable y recuperamos el potencial quark-antiquark en el plano.
3.3. Lazos de Wilson en la dualidad AdS/CFT
Para motivar el punto de vista dual por la conjetura AdS/CFT de los lazos de
Wilson, podemos inspirarnos en el caso del contorno rectangular utilizado para calcu-
lar el potencial quark-antiquark. En QCD, dicho potencial es producido por el tubo
de flujo de color cuya descripcio´n efectiva, se vio en la Introduccio´n, puede ser rea-
lizada por medio de una cuerda abierta extendida entre el quark y el antiquark en
cuestio´n. Esto sugiere considerar cuerdas abiertas del lado de la teor´ıa de cuerdas,
con sus extremos correspondientemente fijados a las D-branas que dan origen a la
geometr´ıa curva de AdS.
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Para ser ma´s espec´ıficos, consideramos ahora en forma ana´loga a la seccio´n 2.1
la superposicio´n de N + 1 D-branas en la teor´ıa de cuerdas formulada en el espacio
plano. Las cuerdas extendidas entre ellas son no masivas y llevan dos ı´ndices fun-
damentales de U(N + 1), de modo que corresponden a un campo de gauge en la
representacio´n adjunta de este grupo. Si separamos una de las branas del conjunto,
rompiendo efectivamente la simetr´ıa U(N + 1) 7→ U(N)×U(1), tendremos un sector
con cuerdas no masivas cuyos extremos terminan en el conjunto de N branas super-
puestas, dando lugar a un campo de gauge de U(N), acompan˜ado de un sector de
cuerdas masivas. Este u´ltimo estara´ compuesto por las cuerdas con un extremo fijo a
la D-brana separada y el otro fijo a alguna de las branas del conjunto, de modo que
los estados correspondientes llevan solamente un ı´ndice en la representacio´n funda-
mental de U(N). La masa de estas cuerdas sera´ proporcional a su extensio´n, siendo
la constante de proporcionalidad la tensio´n T = (2piα′)−1, y al llevar un ı´ndice en la
representacio´n fundamental podemos identificarlas con los quarks.
Como nos interesa estudiar las trayectorias de quarks de prueba, que son infini-
tamente masivos, debemos tomar el l´ımite en el que la D-brana separada es llevada
a una distancia infinita del resto, de modo que en la geometr´ıa del horizonte cercano
resulta ubicada en el borde de AdS. Siendo all´ı donde reside la teor´ıa de campos,
es natural entonces imponer que el extremo de la cuerda fijo a dicha brana sigue la
trayectoria del loop de Wilson dual en la teor´ıa de campos.
Ahora bien, en la realizacio´n de la conjetura AdS/CFT que nos ocupa en este
trabajo la teor´ıa de N = 4 super Yang-Mills en D = 4 dimensiones es dual a la teor´ıa
de cuerdas tipo IIB formulada en un espacio de fondo con la geometr´ıa AdS5 × S5.
Si bien hemos identificado a los lazos de Wilson en la teor´ıa de campos con cuerdas
abiertas del lado gravitatorio, uno de cuyos extremos esta´ fijo al borde de AdS5, no
podemos ignorar el hecho de que dichas cuerdas existen en un espacio mayor. Esto
es, a medida que el extremo de la cuerda recorre en el borde de AdS5 la trayectoria
C asociada al loop de Wilson W [C], tambie´n se mueve en el factor esfe´rico S5 de la
geometr´ıa. Dado que, como vimos en el cap´ıtulo anterior, la simetr´ıa SO(6) de la esfera
S5 esta´ ligada a la simetr´ıa R del lado de gauge, que implementa las rotaciones SU(4)R
entre los seis campos escalares de la teor´ıa conforme, esto motiva la generalizacio´n
de la definicio´n (3.12) para el caso de N = 4 super Yang-Mills introduciendo un
acoplamiento del lazo de Wilson a los campos escalares, [54]. Tendremos entonces
W [C,R] = 1
dimR
TrR Pexp
{
i
∮
C
Aµdx
µ + nIΦI |dx|
}
, (3.23)
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donde nI con I = 1, . . . , 6 es un vector unitario de R6 que parametriza el acoplamiento
a los campos escalares o, alternativamente, la posicio´n del extremo de la cuerda en S5
cuando R es la representacio´n fundamental. Este acoplamiento con el espacio interno
puede variar de un punto a otro de la trayectoria f´ısica, y no es necesario para la
invariancia de gauge que forme una trayectoria cerrada, como s´ı ocurre en el espacio
f´ısico. En la fo´rmula de arriba entendemos entonces que el contorno C parametriza
tanto la trayectoria en el espacio f´ısico xµ como en el espacio interno nI . Trabajamos
adema´s en una representacio´n arbitraria a pesar de que la discusio´n dada hasta ahora
so´lo se aplica al caso de la representacio´n fundamental, anunciando desde ya que la
definicio´n razonable en este caso particular se generalizara´ de la forma ma´s natural
posible.
La discusio´n dada hasta aqu´ı sugiere entonces expresar la conjetura AdS/CFT
para los lazos de Wilson en la representacio´n fundamental en forma similar a (2.34),
es decir escribiendo 〈
W [C]
〉
N=4 sYM
≡ ZIIB
[
φstring
∣∣∣
C
]
, (3.24)
donde ZIIB[φstring|C] es la funcio´n de particio´n de la teor´ıa de cuerdas supersime´trica
tipo IIB formulada en AdS5×S5, en presencia de una cuerda abierta cuyos extremos
siguen la trayectoria C en el borde de AdS. En el l´ımite de supergravedad λ  1 y
N →∞, esta funcio´n de particio´n se reduce a1
ZIIB ' eiSNG , (3.25)
donde SNG es la accio´n de Nambu-Goto para la cuerda evaluada on-shell, es decir en
la solucio´n de las ecuaciones de movimiento con la condicio´n de borde imponiendo
que la cuerda termine en C.
Ma´s adelante sera´ necesario realizar una rotacio´n de Wick para pasar al espacio
eucl´ıdeo, de modo que observamos ahora mismo que el acoplamiento a los escalares
adquiere un factor −i proveniente de |dx|, de manera que en este caso la definicio´n
(3.23) pasa a ser [55, 56]
WE[C,R] = 1
dimR
TrR Pexp
{∮
C
iAµdx
µ + nIΦI |dx|
}
. (3.26)
Ana´logamente al caso lorentziano, tendremos en el l´ımite de supergravedad〈
WE[C]
〉
N=4 sYM
≡ e−SNG . (3.27)
1Recordamos del ape´ndice A que la accio´n de de Nambu-Goto viene con un factor R2/α′ =
√
λ,
de manera que el re´gimen λ 1 corresponde al l´ımite semicla´sico en el que la funcio´n de particio´n
puede evaluarse en el punto de ensilladura.
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Como la accio´n de Nambu-Goto no es otra cosa que el a´rea de la superficie de la
hoja de mundo de la cuerda, y las ecuaciones de movimiento extremizan la accio´n, al
evaluar on-shell SNG resulta ser el a´rea mı´nima de la hoja de mundo de la cuerda que
termina en C en el borde de AdS. Si la me´trica fuera plana esta ser´ıa trivialmente el
a´rea de la superficie del espacio 4-dimensional delimitada por C, como podr´ıa esperarse
para una teor´ıa confinante. Sin embrgo, como el espacio es curvo la superficie de a´rea
mı´nima no esta´ contenida en el borde de AdS sino que penetra en su interior, de modo
que la teor´ıa no es confinante (como ya sab´ıamos, dado que es conforme).
Por lo dema´s, como la superficie debe llegar al borde de AdS su a´rea es necesaria-
mente divergente. En ciertos casos que caracterizaremos en la seccio´n 3.4, conocidos
como lazos de Wilson BPS, sabemos que la supersimetr´ıa implica que no puede ha-
ber divergencias ultravioletas. Para obtener resultados razonables debemos entonces
introducir en la pra´ctica un cutoff en la direccio´n radial, y evaluar la accio´n en z = 
para tomar luego la parte finita cuando  → 0. Esto es equivalente a considerar los
te´rminos de borde de la accio´n que resultan de integrar por partes para imponer con-
diciones de contorno de Neumann en las direcciones espaciales en las que la cuerda no
esta´ fija. Estos te´rminos evidentemente no modifican las ecuaciones de movimiento,
pero s´ı alteran el valor de la accio´n on-shell, volvie´ndola finita [56].
3.3.1. Representaciones de rango superior
Para representacionesR gene´ricas no disponemos de una asociacio´n intuitiva como
la utilizada en el caso de la representacio´n fundamental, que nos permitio´ identificar
al par quark-antiquark con una cuerda abierta. Sin embargo, teniendo en cuenta
el procedimiento llevado a cabo en aquel caso podemos intentar idear uno similar
recordando que una representacio´n R de rango k de U(N) queda completamente
determinada por un diagrama de Young con k casillas como el de la figura 3.4.
Podemos entonces discutir la representacio´n R en te´rminos de la combinacio´n
de P representaciones totalmente sime´tricas de rangos n1, . . . , nP , o alternativamen-
te como la combinacio´n de Q representaciones totalmente antisime´tricas de rangos
m1, . . . ,mQ, siendo
2
P∑
i=1
ni = k =
Q∑
i=1
mi con ni ≥ ni+1 y mi ≥ mi+1 . (3.28)
2No´tese que como no podemos tomar ma´s de N ı´ndices totalmente antisime´tricos de U(N),
tenemos la restriccio´n adicional mi ≤ N , o equivalentemente P ≤ N .
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n1
n2
...
nP
m1 m2 · · · mQ
Figura 3.4: Diagrama de Young para una representacio´n de U(N) gene´rica R. El
diagrama tiene P filas de longitudes n1, . . . , nP y Q columnas de alturas m1, . . . ,mQ,
siendo los conjuntos {ni} y {mi} particiones ordenadas decrecientemente del rango k
de la representacio´n.
Tomando primero el punto de vista de las representaciones sime´tricas, vemos que
debemos asignar k ı´ndices fundamentales a las P filas del diagrama, lo cual sugiere
considerar k cuerdas abiertas y P branas adicionales, por analog´ıa con el caso de
la representacio´n fundamental que tiene k = P = Q = 1. Cada una de las cuerdas
tendra´ uno de sus extremos fijo a alguna de las N branas que dan origen a la geometr´ıa
de AdS, estando el otro fijo a una de las P branas extra. Claramente, todas las
cuerdas cuyos extremos esta´n fijos a un mismo par de D-branas forman un conjunto
completamente sime´trico, de modo que la particio´n {ni} determina cua´ntas cuerdas
terminan en cada una de las P branas, y esta´ ordenada porque no existe otra forma
de distinguir entre estas u´ltimas.
Tenemos por lo tanto un conjunto de N + P D3-branas, cuya teor´ıa efectiva
a bajas energ´ıas es una teor´ıa de gauge con grupo de simetr´ıa U(N + P ), y re-
petimos el procedimiento realizado anteriormente para romper la simetr´ıa segu´n
U(N + P ) 7→ U(N)× U(P ). Esto corresponde a separar las P branas para luego lle-
varlas hasta el infinito, de modo que cada una de las cuerdas abiertas se describe a
bajas energ´ıas como un boso´n W infinitamente masivo. La accio´n efectiva a bajas
energ´ıas puede entonces descomponerse segu´n
S
U(N+P )
N=4 = S
U(N)
N=4 + S
U(P )
N=4 + SW + Sint , (3.29)
donde SW es la accio´n efectiva para los bosones W infinitamente masivos y Sint con-
tiene todos los te´rminos correspondientes a su interaccio´n con las branas. En el l´ımite
de bajas energ´ıas la accio´n efectiva S
U(P )
N=4 de las branas en el infinito se desacopla de
la regio´n del horizonte cercano que da lugar a la geometr´ıa AdS, de modo que so´lo
debemos considerar los grados de libertad de los bosones W. La condicio´n de que sus
extremos terminan en las branas en el infinito segu´n la particio´n dada por {ni} debe
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imponerse introduciendo un proyector sobre este subespacio de estados al momento
de realizar la integracio´n sobre los grados de libertad correspondientes. Un ca´lculo
expl´ıcito [57] muestra que el resultado de la integracio´n es la insercio´n del loop de
Wilson W [C,R] en la teor´ıa de N = 4 super Yang-Mills con grupo de gauge U(N).
Desde el punto de vista de la teor´ıa de cuerdas, tenemos como resultado de este
procedimiento P D3-branas en el espacio AdS5×S5, la i-e´sima de ellas con ni unidades
de carga fundamental. Su volumen de mundo adquiere la geometr´ıa AdS2 × S2 en el
l´ımite del horizonte cercano [55, 58, 59], y esta´ completamente contenido en el factor
AdS5 del espacio 10-dimensional. Como para generar la geometr´ıa AdS llevamos las
branas al infinito y tomamos el l´ımite del horizonte cercano, estas deben llegar al
borde de AdS. Es natural por lo tanto identificar la parte espacial del contorno C del
loop de Wilson dual con la curva que las D-branas trazan all´ı. Como en el caso de la
representacio´n fundamental, el acoplamiento a los escalares determinara´ la posicio´n
de las D-branas en el factor S5 cuando alcanzan el borde de AdS. De este modo,
una vez ma´s la conjetura relaciona a los observables de la teor´ıa conforme con las
condiciones de borde de sus duales gravitatorios. Ma´s expl´ıcitamente, tendremos〈
W [C,R]
〉
N=4 sYM
≡ ZIIB
[
φbranas
∣∣∣
C
]
, (3.30)
donde ZIIB[φbranas|C] es la funcio´n de particio´n de la teor´ıa de cuerdas supersime´trica
tipo IIB formulada enAdS5×S5, en presencia de P D3-branas que siguen la trayectoria
C en el borde de AdS. En el l´ımite de supergravedad λ  1 y N → ∞ corresponde
considerar solamente la aproximacio´n semicla´sica dada por el punto de ensilladura,
es decir que en signatura eucl´ıdea〈
WE[C,R]
〉
N=4 sYM
≡ e−SDBI+WZ , (3.31)
donde SDBI+WZ es la accio´n de Dirac-Born-Infeld con el te´rmino de Wess-Zumino,
evaluada on-shell en la solucio´n cla´sica de sus ecuaciones de movimiento que satisface
las condiciones de borde dadas por C.
Pasamos ahora a la descripcio´n del mismo lazo de Wilson desde el punto de vis-
ta alternativo de la representacio´n R, que corresponde a tomar Q representaciones
totalmente antisime´tricas de rangos m1, . . . ,mQ. Observamos que en la construccio´n
de D3-branas anterior, los grados de libertad de la teor´ıa de campos que vive en el
defecto constituido por el conjunto de P D3-branas son 0+1 dimensionales, ya que
se trata de cuerdas abiertas sin extensio´n. Podemos por lo tanto cuantizarlos como
es usual considera´ndolos boso´nicos, o alternativamente tambie´n es posible cuantizar-
los considera´ndolos como fermio´nicos. Ambas descripciones esta´n relacionadas por la
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transformacio´n de bosonizacio´n, pero la cuantizacio´n fermio´nica es la adecuada para
tratar grados de libertad anticonmutantes, asociados a una representacio´n totalmen-
te antisime´trica. En [60] se muestra que la bosonizacio´n relaciona al conjunto de P
D3-branas con un conjunto equivalente de Q D5-branas, la i-e´sima de las cuales tiene
mi unidades de carga fundamental. Estas D5-branas tienen un volumen de mundo que
es AdS2×S4, donde ahora el factor AdS2 esta´ embebido en AdS5 y el factor S4 ⊂ S5
tiene un radio que depende de mi. La parte espacial del contorno C determina la
curva que trazan las D5-branas en el borde de AdS, como era de esperar, mientras
que el acoplamiento al espacio interno determina la direccio´n en S5 alrededor de la
cual esta´n enrolladas las S4.
Concluimos esta seccio´n mencionando dos casos particulares que sera´n especial-
mente importantes, ya que son el objeto de estudio de cap´ıtulos posteriores. Se trata
de los lazos de Wilson en representaciones totalmente sime´tricas o antisime´tricas, cada
uno de los cuales tiene dos descripciones alternativas en te´rminos de D3 o D5-branas.
En el caso de las representaciones totalmente sime´tricas, observamos que la descrip-
cio´n ma´s natural es en te´rminos de una u´nica D3-brana con volumen de mundo
AdS2×S2, siendo el rango k de la representacio´n cualquier valor positivo. En cambio,
en el caso de las representaciones totalmente antisime´tricas la descripcio´n ma´s natu-
ral corresponde a una u´nica D5-brana con volumen de mundo AdS2 × S4, estando
adema´s limitado el rango k de la representacio´n por la condicio´n k ≤ N . Cada una de
estas situaciones sera´ descripta en detalle ma´s adelante, pero desde ya esperamos para
ambas que el l´ımite k → 1 reproduzca los resultados hallados para la representacio´n
fundamental.
3.4. Lazos de Wilson supersime´tricos
La definicio´n (3.23), o alternativamente (3.26) en signatura eucl´ıdea, no es la
ma´s general posible para un lazo de Wilson en N = 4 super Yang-Mills. En efecto,
podr´ıamos haber escrito
W [C,R] = 1
dimR
TrR Pexp
{
i
∮
C
Aµdx
µ + ΦIdy
I + λidθi
}
, (3.32)
introduciendo acoplamientos totalmente generales (xµ, yI , θi) para todos los campos
de la teor´ıa. Estos pueden variar punto a punto a lo largo de C, y el operador as´ı de-
finido sera´ invariante de gauge siempre que x recorra una curva cerrada.
Ahora bien, los operadores boso´nicos con θi = 0 a lo largo de toda la curva son
primarios, en el sentido de que aquellos operadores con acoplamiento no nulo a los
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fermiones pueden obtenerse actuando sobre ellos con los generadores de supersimetr´ıa.
Por lo tanto, vamos considerar solamente el caso θi = 0 dejando as´ı de lado los
operadores descendientes.
Si queremos que adema´s los lazos de Wilson en cuestio´n preserven algunas de
las supersimetr´ıas de la teor´ıa, debemos imponer que la variacio´n supersime´trica de
nuestra definicio´n se anule. Esto sera´ particularmente u´til a la hora de identificar y
comparar resultados en la teor´ıa dual, de modo que exigimos
δW [C,R] = 0 =⇒ δ
∮
C
Aµdx
µ + ΦIdy
I = 0 , (3.33)
lo cual requiere que punto a punto se satisfaga la condicio´n
δAµx˙
µ + δΦI y˙
I = 0 , (3.34)
donde x˙µ y y˙I denotan derivadas respecto al para´metro de la curva. Usando la trans-
formacio´n de supersimetr´ıa (2.27) tenemos entonces
¯(Γµx˙
µ + ΓI y˙
I)Ψ = 0 , (3.35)
y como las matrices ΓM son de cuadrado nulo esto implica x˙2 + y˙2 = 0. Por lo tanto,
x˙µ debe ser tipo tiempo y y˙I = nI
√−x˙2 con nI un vector unitario de R6, es decir que
dyI = nI |dx|. Esta u´ltima es la condicio´n que, junto a θi = 0 transforma la definicio´n
ma´s general (3.32) en nuestra definicio´n original (3.23).
El loop de Wilson as´ı definido es localmente supersime´trico, pero para que sea glo-
balmente supersime´trico debemos exigir que el mismo espinor satisfaga la condicio´n
de supersimetr´ıa en todos los puntos de la curva. La forma ma´s sencilla de lograrlo
es requerir que nI sea constante y xµ una recta, de manera que podamos hacer a la
ecuacio´n (3.35) independiente del para´metro de la curva mediante un boost. Por lo
tanto, hemos encontrado lazos de Wilson supersime´tricos que son rectos y tienen un
acoplamiento constante a los escalares, preservando la mitad de las supersimetr´ıas
de la teor´ıa, es decir que son 1/2 BPS. Estos loops de Wilson fueron originalmen-
te considerados en [56], mientras que diversas generalizaciones preservando menos
supersimetr´ıas fueron estudiadas en [61,62].
Los argumentos presentados hasta aqu´ı sugieren inmediatamente la generaliza-
cio´n de los dos contornos particularmente relevantes introducidos en la seccio´n 3.2.
Teniendo en cuenta la supersimetr´ıa, vamos a definir los lazos de Wilson rectangular
y con cusp en N = 4 super Yang-Mills introduciendo acoplamientos a los escalares
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nI ∈ S5
n˜I ∈ S5
(a) (b)
nI ∈ S5
n˜I ∈ S5
q
q¯
φ
Figura 3.5: (a) Loop de Wilson con un cusp geome´trico φ, en el que el acoplamiento
a los escalares pasa de ser nI a n˜I precisamente en el punto de quiebre; (b) loop de
Wilson rectangular con un acoplamiento a los escalares nI para el quark y n˜I para el
anti-quark. En ambos casos nI y n˜I son constantes y nI n˜I = cos θ define el a´ngulo de
cusp interno θ.
como se ve en la figura 3.5. Los acoplamientos nI y n˜I son constantes, de modo que
ahora introducimos un nuevo para´metro dado por nI n˜I = cos θ, que podemos llamar
cusp interno ya que es un quiebre en el a´ngulo que forma el acoplamiento a los es-
calaras en el espacio interno S5. De este modo, tanto el potencial quark-antiquark
como la dimensio´n ano´mala de cusp pasan a depender de θ, es decir que tenemos
Vqq¯(L, θ) y Γcusp(φ, θ), mantenie´ndose la relacio´n entre ambos ya discutida para las
teor´ıas conformes.
La dimensio´n ano´mala de cusp de N = 4 super Yang-Mills ha merecido mucha
atencio´n recientemente, principalmente limitada a part´ıculas en la representacio´n fun-
damental3. En algunos casos espec´ıficos, es posible obtener en cierto l´ımite resultados
exactos en la teor´ıa de gauge, pudiendo compararse su expansio´n a acoplamiento fuer-
te con ca´lculos expl´ıcitos del lado de la teor´ıa de cuerdas. Un ejemplo de lo anterior
es el l´ımite de a´ngulos de cusp pequen˜os φ, θ  1, en el que el operador W [C∠] es
cuasi-BPS. En este re´gimen podemos expandir a la dimensio´n ano´mala de cusp como
Γcusp(φ, θ) = (θ
2 − φ2)B +O(φ4, θ4) , (3.36)
donde nuevamente B es la funcio´n de Bremsstrahlung introducida en (3.19). EnN = 4
super Yang-Mills existe una relacio´n entre esta funcio´n y el valor de expectacio´n de un
loop de Wilson circular, que discutiremos con ma´s detalle posteriormente. Por ahora,
mencionamos solamente que [53]
BR(λ,N) =
1
2pi2
λ ∂λ 〈WE[C◦,R]〉 , (3.37)
3Algunos de los trabajos que se ocupan de la dimensio´n ano´mala de cusp en N = 4 super Yang-
Mills son [19,53,63–76], y tambie´n se han estudiado sus generalizaciones a otras teor´ıas, por ejemplo
ABJM en tres dimensiones [77–82].
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donde hicimos expl´ıcita la dependencia de la funcio´n de Bremsstrahlung en todos sus
para´metros. En particular, para el caso de la representacio´n fundamental aplicando
la te´cnica de localizacio´n supersime´trica se obtiene una expresio´n exacta en λ y N
para el valor de expectacio´n del loop de Wilson circular en signatura eucl´ıdea [83],
〈WE[C◦]〉 = e
λ
8N
N
L1N−1
(
− λ
4N
)
, (3.38)
con Lαn(z) los polinomios de Laguerre generalizados. Utilizando (3.37) se puede ob-
tener entonces una expresio´n exacta para la funcio´n de Bremsstrahlung en este caso,
que resulta ser [53,64],
B(λ,N) =
λ
16pi2N
L2N−1
(− λ
4N
)
+ L2N−2
(− λ
4N
)
L1N−1
(− λ
4N
) . (3.39)
Otro re´gimen interesante para considerar es el que corresponde a la continuacio´n
anal´ıtica de Γcusp(φ, θ) dada por iθ  1. En este l´ımite, se encuentra para el lazo de
Wilson en la representacio´n fundamental que los diagramas tipo ladder dominan en
el ca´lculo perturbativo de la dimensio´n ano´mala de cusp [65]. Estos son diagramas
de Feynman que no poseen ve´rtices internos, y pueden resumarse resolviendo una
ecuacio´n de Bethe-Salpeter [84]. En el cap´ıtulo siguiente presentaremos dos resultados
para representaciones de rango superior, considerando l´ımites que hacen a los ca´lculos
tratables en estos casos [20, 21].
3.4.1. Ejemplos
Para ilustrar algunos de los conceptos introducidos en este cap´ıtulo, concluimos
presentando dos ejemplos de loops de Wilson en la representacio´n fundamental, cuyo
valor de expectacio´n podemos calcular en el re´gimen de acoplamiento fuerte gracias
a la conjetura AdS/CFT. Esta sera´ una buena pra´ctica para tener en mente cuando,
en los cap´ıtulos siguientes, se describan ca´lculos similares para contornos y represen-
taciones ma´s generales.
Comenzamos con el ejemplo ma´s sencillo que podemos considerar, que corresponde
al lazo de Wilson recto 1/2 BPS. En este caso, la simetr´ıa del problema es tal que no
es necesario resolver las ecuaciones de movimiento para hallar la superficie de a´rea
mı´nima de la cuerda dual. En efecto, luego de hacer el boost que lleva al sistema
como´vil a la part´ıcula, la recta debe ser en la direccio´n temporal tE y por simetr´ıa la
superficie de a´rea mı´nima sera´ entonces un plano que llega en el borde de AdS a dicha
recta, extendie´ndose en su interior hasta el horizonte. Trabajando en coordenadas de
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Poincare´ con signatura eucl´ıdea, parametrizamos la recta con tE = τ . Por invariancia
frente a traslaciones temporales debemos tener z(τ, σ) = z(σ), y por invariancia frente
a reparametrizaciones tenemos la libertad de elegir z(σ) = σ. La hoja de mundo de
la cuerda no tiene dependencia en los para´metros τ y σ para ninguna de las dema´s
coordenadas del espacio-tiempo, de manera que la accio´n de Nambu-Goto on-shell es
SNG =
1
2piα′
∫
dσdτ
√
det (gµν∂axµ∂bxν) =
R2
2piα′
∫ ∞
−∞
dτ
∫ ∞
0
dσ
1
σ2
. (3.40)
Esta accio´n es divergente, pero como ya mencionamos anteriormente debemos reintro-
ducir el te´rmino de borde que surge al integrar por partes para obtener las ecuaciones
de Euler-Lagrange en la direccio´n z, debido a que en este caso las condiciones de
contorno para la cuerda son tipo Neumann. Este te´rmino no es ma´s que aquel que
realiza la transformada de Legendre de la accio´n de Nambu-Goto en la direccio´n z, y
tiene la forma
Sborde =
∫ ∞
−∞
dτ Πzz
∣∣∣σ=∞
σ=0
=
R2
2piα′
∫ ∞
−∞
dτ
1
σ
∣∣∣∣σ=∞
σ=0
con Πz =
∂LNG
∂z˙
, (3.41)
donde z˙ = ∂z
∂σ
. Introduciendo un cutoff en la direccio´n radial en la posicio´n z = ,
vemos que
SNG + Sborde =
R2
2piα′
∫ ∞
−∞
dτ
(
−1

+
1

)
= 0 , (3.42)
y como la dependencia en el cutoff se cancela completamente tenemos un resultado
regular en el l´ımite  → 0. La prescripcio´n (3.27) resulta entonces en que para este
caso
〈
WE[C|]
〉
= 1 a orden dominante en el re´gimen λ 1, como pod´ıamos esperar a
partir de un ca´lculo perturbativo [85]. El resultado anterior fue originalmente obtenido
en aquel trabajo, siendo motivado por [54,55] poco despue´s de formulada la conjetura
AdS/CFT. Su extensio´n a lazos de Wilson en otras representaciones se hizo ma´s tarde
en [57,60,86].
Pasamos ahora a un ejemplo algo ma´s interesante, correspondiente al loop de
Wilson circular en la representacio´n fundamental. Consideramos entonces un c´ırculo
contenido en el plano x1 − x2 del borde de EAdS5 en coordenadas de Poincare´, e
introducimos coordenadas polares en dicho plano. La parte relevante de la me´trica
sera´ entonces
ds2 = R2
dt2E + dz
2 + dr2 + r2dϕ2 + dx23
z2
, (3.43)
y en este caso es conveniente parametrizar el c´ırculo en el borde tomando ϕ = τ
con 0 < τ < 2pi. Por invariancia frente a traslaciones en las direcciones tE y x3 no
hay dependencia en los para´metros de la cuerda para su hoja de mundo en estas
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direcciones, y por simetr´ıa tendremos que z y r pueden depender u´nicamente de σ.
La invariancia frente a reparametrizaciones nos permite tomar r = σ, de manera que
debemos resolver para z(r) en la accio´n de Nambu-Goto,
SNG =
R2
α′
∫
dr r
√
1 + z˙2
z2
, (3.44)
donde ahora z˙ = ∂z
∂r
. La ecuacio´n de movimiento para z(r) es entonces
(2σ + zz˙)(1 + z˙2) + σzz¨ = 0 , (3.45)
y su solucio´n es z(r) =
√
r20 − r, es decir que la superficie forma una semi-esfera de
radio r0 cuyo volumen penetra en el interior del espacio-tiempo. La coordenada r
tiene entonces el rango 0 < r < r0, correspondiendo r → r0 al borde de EAdS5. La
accio´n on shell sera´ en este caso
SNG =
R2
α′
∫ r0
0
dr
r0
r/r0
[1− (r/r0)2]3/2
, (3.46)
mientras que el te´rmino de borde resulta ser
Sborde =
R2
α′
Πzz
∣∣∣r=r0
r=0
= − R
2
α′
(r/r0)
2√
1− (r/r0)2
∣∣∣∣∣
r=r0
r=0
. (3.47)
Nuevamente, introduciendo un cutoff en la direccio´n radial considerando radios hasta
r = r0 −  vemos que
SNG =
R
α′
[
r0√
(2r0 − )
− 1
]
y Sborde = −R
α′
(r0 − )2
r0
√
(2r0 − )
, (3.48)
de modo que la accio´n on-shell total es regular en el l´ımite → 0, siendo
l´ım
→0
SNG + Sborde = −R
2
α′
= −
√
λ =⇒ 〈WE[C◦]〉 = e
√
λ . (3.49)
Observamos que para N → ∞ el resultado exacto (3.38) proveniente de la teor´ıa de
gauge se reduce a
〈WE[C◦]〉 ' 2√
λ
I1(
√
λ) , (3.50)
donde I1(z) es una funcio´n de Bessel, de modo que en el re´gimen λ 1 se tiene
〈WE[C◦]〉 '
√
2
pi
e
√
λ
λ3/4
, (3.51)
es decir que nuestro resultado (3.48) esta´ de acuerdo con la prediccio´n de la teor´ıa de
gauge [87].
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Corresponde hacer algunos comentarios sobre este resultado para el lazo de Wilson
circular, considerado originalmente en [56,88]. En primer lugar, observamos que como
esperamos por la invariancia conforme no hay dependencia del valor de expectacio´n
con el radio r0 del c´ırculo. Por otra parte, existe una transformacio´n conforme que
mapea al c´ırculo en la recta y viceversa, de modo que una vez ma´s se trata de un lazo
1/2 BPS [89, 90]. Sin embargo, como pudimos ver los resultados para ambos casos
no coinciden, lo cual se debe a la aparicio´n de una anomal´ıa en la transformacio´n
conforme aplicada. Esta esta´ asociada al punto en el infinito que debe agregarse para
llevar la recta al plano, y desde el punto de vista perturbativo es responsable de que
los propagadores gluo´nico y escalar combinados no se anulen, como en el caso recto,
sino que sean una constante finita. De hecho, al realizar la expansio´n perturbativa
puede verificarse que los u´nicos diagramas de Feynman que contribuyen son los lad-
ders, pudiendo resuma´rselos en un modelo de matrices gaussiano 0-dimensional. Esto
fue conjeturado inicialmente en [85], para ser luego demostrado por la te´cnica de lo-
calizacio´n supersime´trica [83]. El resultado obtenido al resolver el modelo de matrices
es un ejemplo paradigma´tico de un chequeo de precisio´n de la dualidad AdS/CFT,
ya que al ser exacto en λ hace posible interpolar entre ambos lados de la conjetura.
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Cap´ıtulo 4
L´ımite de ladders para los lazos de
Wilson
Vimos en el cap´ıtulo anterior que podemos considerar lazos de Wilson en N = 4
super Yang-Mills en cualquier representacio´n R del grupo de gauge. Resulta natural
entonces intentar extender el estudio de la dimensio´n ano´mala de cusp Γcusp(φ, θ)
a part´ıculas que transforman en representaciones distintas a la fundamental, siendo
este el caso ma´s frecuentemente analizado en la literatura. Sabemos que los objetos
duales a los lazos de Wilson en las representaciones de rango superior son D-branas
de prueba1 que se extienden en AdS5, llegando al borde del espacio a lo largo de la
curva que define el loop de Wilson. Para la representacio´n totalmente sime´trica de
rango k, debemos considerar en la teor´ıa de cuerdas una u´nica D3-brana [57, 60, 91],
de modo que sera´ hasta cierto punto viable un tratamiento anal´ıtico.
En este cap´ıtulo nos proponemos entonces considerar D3-branas que corresponden
a lazos de Wilson con un cusp interno θ en representaciones totalmente sime´tricas del
grupo de gauge, es decir que vamos a tomar el a´ngulo de cusp geome´trico φ = 0. Como
estos operadores no son en general supersime´tricos las ecuaciones de movimiento para
las coordenadas de las branas duales son realmente de segundo orden, y no de primero
como ocurre cuando se analizan operadores BPS. Si bien no podemos resolverlas
anal´ıticamente para un a´ngulo de cusp θ y rango k arbitrarios por ser altamente
no lineales, es posible obtener resultados en dos l´ımites particulares que resultan
interesantes en tanto permiten realizar una comparacio´n con resultados obtenidos en
la teor´ıa de gauge a partir de la expansio´n perturbativa.
El primer l´ımite que consideramos es el de a´ngulo de cusp interno pequen˜o, θ  1,
para el que encontramos una solucio´n de D3-brana expl´ıcita que es va´lida para todo
1En los casos en los que el nu´mero de casillas del diagrama de la representacio´n es mucho menor
que N2 las D-branas duales no deforman la geometr´ıa de fondo.
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valor del rango k. Como vimos anteriormente, el valor de la accio´n on-shell renor-
malizada se relaciona con el valor de expectacio´n del loop de Wilson dual, lo cual
nos permite verificar para la representacio´n totalmente sime´trica R = Sk la relacio´n
(3.37) a partir de la expansio´n (3.36). Este constituye el primer chequeo expl´ıcito de
esta conjetura para una representacio´n distinta a la fundamental.
El segundo l´ımite que vamos a analizar es aquel en el que k
√
λ  N . En este
caso, observamos que la accio´n on-shell de la D3-brana que corresponde al re´gimen
de acoplamiento fuerte del lazo de Wilson es simplemente la exponencial del resul-
tado a 1-loop del diagrama tipo ladder que corresponde al primer orden del re´gimen
perturbativo. Para explicar esta relacio´n en principio inesperada entre el ana´lisis per-
turbativo a acoplamiento de´bil y el resultado obtenido por medio de la dualidad
AdS/CFT, realizamos un ana´lisis de los diagramas de Feynman con ve´rtices inter-
nos, y con argumentos de teor´ıa de grupos verificamos que son subdominantes en
este l´ımite en particular. De hecho, se tiene que el diagrama tipo ladder a `-loops es
proporcional al diagrama ladder de 1-loop elevado a la potencia `, lo cual resulta en
la exponenciacio´n observada.
Finalmente, como el origen de la exponenciacio´n eikonal observada esta´ en cues-
tiones de tipo diagrama´tico, relacionadas con los coeficientes de Casimir de Sk en el
l´ımite k  N , e´sta es totalmente independiente de la geometr´ıa del contorno C del
lazo de Wilson considerado. Esta observacio´n nos permite conjeturar que la exponen-
ciacio´n eikonal es de hecho ma´s general, debiendo ser va´lida independientemente del
contorno, es decir que
〈W [C,Sk]〉 ' exp
〈
W (1)[C,Sk]
〉
para k  N . (4.1)
Para justificar esta conjetura, presentaremos una generalizacio´n parcial del resultado
obtenido para el caso del loop de Wilson con un cusp interno, que extiende el resultado
obtenido a un lazo de Wilson recto en el que el acoplamiento a los campos escalares
en S5 es totalmente arbitrario.
4.1. D3-brana dual a WE[C∠,Sk]
En esta seccio´n nos proponemos encontrar la D3-brana de prueba que es el dual
hologra´fico de la l´ınea de Wilson con un cusp interno en la representacio´n sime´trica de
orden k de U(N). Como ya mencionamos, vamos a fijar el cusp geome´trico en φ = 0
de modo que el principal desaf´ıo consiste en lidiar con el espacio esfe´rico interno, en
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el que la D3-brana tiene una descripcio´n no trivial. Este caso sera´ suficiente para
desarrollar lo chequeos que queremos realizar en el re´gimen de acoplamiento fuerte.
Es conveniente en este caso usar las siguientes coordenadas para la parte relevante
de la me´trica de EAdS5 × S5:
ds2
R2
=
du2
1 + u2
+ (1 + u2)dτ 2 + u2
(
dψ2 + sin2 ψ dΩ22
)
+ dϑ2 . (4.2)
Aqu´ı, R es el radio de AdS, u se relaciona con la coordenada radial ρ de la me´trica
global (2.8) por medio de u = sinh ρ, y dΩ22 = dχ
2 + sin2 χdξ2 es la me´trica de
una S2 ⊂ EAdS5. Por brevedad, nos quedamos solamente con el a´ngulo polar ϑ del
factor S5 de la me´trica interna, suprimiendo las coordenadas que no van a tener
relevancia en lo que sigue. Tomamos como coordenadas del volumen de mundo de
la D3-brana a (τ, ψ, χ, ξ), siendo las dema´s coordenadas funciones de ψ, es decir
que u = u(ψ) y ϑ = ϑ(ψ). El volumen de mundo de la brana tiene un campo de
gauge Fψτ = A
′
τ (ψ), cuya carga conservada esta´ relacionada con el rango k de la
representacio´n Sk considerada. El borde de AdS se encuentra en ψ = 0, pi, y vemos
que al mapear conformemente la trayectoria del plano al cilindro ψ = 0 corresponde
a la seccio´n del contorno que va de −∞ a 0, mientras que ψ = pi corresponde a la
seccio´n que va de 0 a∞. La esfera bidimensional en el volumen de mundo de la brana
se achica continuamente a lo largo de estas l´ıneas en el borde, siendo determinado el
a´ngulo de cusp interno por los valores de borde de la coordenada angular polar en
S5, es decir que θ = ϑ(pi) − ϑ(0). La figura 4.1 muestra el volumen de mundo de la
D3-brana aqu´ı descripta.
Los te´rminos de Dirac-Born-Infeld y Wess-Zumino de la accio´n para una brana
con volumen de mundo de signatura eucl´ıdea son
SDBI =
2N
pi
∫
dτdψ u2 sin2 ψ
√
(1 + u2)
(
u2 +
(u′)2
1 + u2
+ (ϑ′)2
)
+
4pi2
λ
F 2ψτ , (4.3)
SWZ = −2N
pi
∫
dτdψ u4 sin2 ψ , (4.4)
donde las primas indican derivacio´n respecto a ψ, la tensio´n de la brana es TD3 =
N
2pi2R4
y ya realizamos la integracio´n sobre la S2.
Esta accio´n tiene dos cantidades conservadas evidentes, que corresponden a los
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ϑ(0)
ϑ(pi)
S2
ψ u
×
(seccio´n transversal)
Figura 4.1: D3-brana con un a´ngulo de cusp interno. El volumen de mundo se muestra
en sombreado, y es parametrizado por las coordenadas (τ, ψ, χ, ξ). La brana alcanza
el borde de AdS en ψ = 0, pi, donde colapsa la esfera S2, como se muestra en la seccio´n
transversal obtenida a τ constante. El a´ngulo de cusp interno en la S5 viene dado por
θ = ϑ(pi)− ϑ(0).
momentos conjugados a ϑ y Aτ , dados respectivamente por
Πϑ =
1
N
∂L
∂ϑ′
=
2
pi
u2 sin2 ψ(1 + u2)ϑ′√
(1 + u2)
(
u2 + (u
′)2
1+u2
+ (ϑ′)2
)
+ 4pi2F 2ψτ/λ
, (4.5)
iΠA =
1
N
∂L
∂A′τ
=
8pi
λ
u2 sin2 ψFψτ√
(1 + u2)
(
u2 + (u
′)2
1+u2
+ (ϑ′)2
)
+ 4pi2F 2ψτ/λ
. (4.6)
En la segunda expresio´n de arriba, el momento para el campo Aµ se definio´ con un i
para obtener de este modo una cantidad real, ya que en la teor´ıa en espacio eucl´ıdeo el
campo de gauge es de hecho imaginario. En cualquier caso, estas definiciones pueden
invertirse para hallar ϑ′ y Fψτ en te´rminos de las dos constantes Πϑ y ΠA, que esta´n
asociadas directamente con el a´ngulo de cusp y el rango de la representacio´n del lazo
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de Wilson dual. Esto nos permite quedarnos con una u´nica ecuacio´n de movimiento
dada para u(ψ). Esta ecuacio´n es altamente no lineal, y por lo tanto muy complicada,
0 = −16u2 sin2 ψ (u2 + 1) (u′2 + u4 + u2)2
×
√
λΠA
2 + 16u6 sin4 ψ + 16u4 sin4 ψ − 4pi2Π2ϑ + λΠA2u2
(u2 + 1) (u′2 + u4 + u2)
+ u6
(
5λΠA
2 + 160 sin4 ψ u′2 + 48 sin4 ψ − 4pi2Π2ϑ
)
+ 4u4
(
λΠA
2 + u′2
(
λΠA
2 + 16 sin4 ψ
)− 2pi2Π2ϑ)
+ 2u8
(
λΠA
2 + 48 sin4 ψ u′2 + 80 sin4 ψ
)
− 2u3 (16 sin3 ψ cosψ u′3 + (λΠA2 − 2pi2Π2ϑ)u′′)
− u5 (u′′ (λΠ2A + 16 sin4 ψ)+ 32 sin3 ψ cosψ u′3 + 32 sin3 ψ cosψ u′)
− 16u9 sin3 ψ (sinψ u′′ + 2 cosψ u′)− 32u7 sin3 ψ (sinψ u′′ + 2 cosψ u′)
+ 64u12 sin4 ψ + 176u10 sin4 ψ + u
(
4pi2Π2ϑ − λΠA2
)
u′′
+ u2
(
λΠ2A − 4pi2Π2ϑ + 6
(
λΠA
2 − 2pi2Π2ϑ
)
u′2
)
+ 2
(
λΠA
2 − 4pi2Π2ϑ
)
u′2 .
En lo que sigue, resolvemos esta ecuacio´n diferencial en dos l´ımites particulares.
4.1.1. A´ngulo de cusp pequen˜o
Consideramos primero el l´ımite en el que el a´ngulo de cusp interno es pequen˜o,
θ  1, que como veremos ma´s adelante corresponde a tomar Πϑ pequen˜o. Para θ = 0
la brana se encuentra fija en un punto de la esfera S5, y debemos recuperar la solucio´n
de D3-brana 1/2 BPS de [91],
u(ψ) =
κ
sinψ
, donde κ =
k
√
λ
4N
. (4.7)
En esta expresio´n, k es un entero que determina la carga fundamental disuelta en
el volumen de mundo de la brana, y se identifica v´ıa la correspondencia AdS/CFT
con el rango de la representacio´n sime´trica del grupo de gauge en la teor´ıa conforme.
Hacemos por lo tanto el ansatz que sigue para la coordenada u(ψ) de la brana,
u(ψ) =
κ
sinψ
[
1 + ΠϑF1(ψ) + Π
2
ϑF2(ψ) +O(Π3ϑ)
]
, (4.8)
que es ba´sicamente una expansio´n alrededor del l´ımite 1/2 BPS en el que la solucio´n
es dada por u(ψ) = κ/ sinψ. Este l´ımite fija adema´s
ΠA =
4κ√
λ
=
k
N
, (4.9)
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que es lo que vamos a usar en el desarrollo que sigue. Expandiendo la ecuacio´n de
movimiento de u(ψ) para Πϑ pequen˜o, encontramos
2 sin 2ψF ′1(ψ) + (1 + 2κ
2 − cos 2ψ)F ′′1 (ψ) = 0 ,
2 sin 2ψF ′2(ψ) + (1 + 2κ
2 − cos 2ψ)F ′′2 (ψ) =
pi2
1 + 2κ2 − cos 2ψ , (4.10)
cuya solucio´n es
F1(ψ) = 0 , F2(ψ) =
pi2
8κ2(1 + κ2)
(
arctan2
(
κ cotψ√
1 + κ2
)
− pi
2
4
)
. (4.11)
En esta solucio´n las constantes de integracio´n fueron fijadas de modo que
Fi(0) = 0 y F
′
i (pi/2) = 0 para i = 1, 2 . (4.12)
La primera condicio´n implica que en el borde la brana reproduce la solucio´n 1/2
BPS dada por [91], mientras que la segunda condicio´n garantiza un perfil suave, sin
quiebres en el punto medio. Observamos sin embargo que la funcio´n F2(ψ) en (4.11)
puede usarse para representar la configuracio´n en el rango completo 0 ≤ ψ ≤ pi.
En este punto, debemos evaluar la accio´n (4.3) on-shell, expandie´ndola previa-
mente para Πϑ  1. Encontramos de este modo
SDBI + SWZ = −TN pi
2
4
κ
(1 + κ2)3/2
Π2ϑ +O(Π4ϑ) , (4.13)
donde T =
∫
dτ es un cutoff infrarrojo para la extensio´n de la brana en la direccio´n
τ . Si bien este resultado es finito, debemos de todos modos incluir los te´rminos de
borde adecuados para los campos. Como vimos anteriormente, estos tienen la forma
de transformadas de Legendre,
Sborde = −
∫
dτ (uΠu + Aτ ΠA)
∣∣∣∣ψ=pi
ψ=0
, (4.14)
y modifican las condiciones de contorno de los campos correspondientes intercam-
biando condiciones tipo Neumann y Dirichlet [56,91]. Ma´s concretamente, tenemos
Sborde = TN
pi2
4
1 + 2κ2
κ(1 + κ2)3/2
Π2ϑ +O(Π4ϑ) , (4.15)
de modo que reuniendo ambas contribuciones obtenemos
log 〈WE[C∠,Sk]〉 = −TN pi
2
4
1
κ
√
1 + κ2
Π2ϑ +O(Π4ϑ) . (4.16)
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Para convertir Πϑ en esta expresio´n en una dependencia expl´ıcita en el a´ngulo de cusp
interno, vemos que por definicio´n
θ =
∫ pi
0
dψ ϑ′(ψ) . (4.17)
A primer orden en el a´ngulo de cusp pequen˜o, esta relacio´n resulta ser
Πϑ =
2κ
√
1 + κ2
pi2
θ +O(θ2) , (4.18)
lo que nos da finalmente
log 〈WE[C∠,Sk]〉 = −T N
pi2
κ
√
1 + κ2 θ2 +O(θ4) . (4.19)
Esto signifca que en el re´gimen de acoplamiento fuerte la funcio´n de Bremsstrahlung
es
BSk '
N
pi2
κ
√
1 + κ2 para N, λ 1 y todo κ . (4.20)
El mismo l´ımite de acoplamiento fuerte para la funcio´n de Bremsstrahlung de cargas
en la representacio´n totalmente sime´trica puede extraerse directamente de [92], don-
de se considera una carga siguiendo una trayectoria hiperbo´lica. Ma´s recientemente,
se construyeron D3-branas duales a cargas que siguen trayectorias tipo tiempo ar-
bitrarias, y el ca´lculo de su potencia radiada es asimismo consistente con nuestro
resultado [76]. Vale notar por u´ltimo que el l´ımite k → 1 de (4.20) coincide con el
l´ımite N → ∞ y λ → ∞ del resultado exacto para la representacio´n fundamental,
dado por (3.39).
4.1.2. L´ımite de κ grande
Un segundo l´ımite interesante que podemos considerar corresponde a κ 1. Para
la solucio´n de a´ngulo de cusp pequen˜o hallada anteriormente este l´ımite es
u(ψ) =
κ
sinψ
(
1− pi
2
8
ψ(pi − ψ)Π
2
ϑ
κ4
+ · · ·
)
, (4.21)
y vemos que las correcciones se organizan en potencias de Πϑ
κ2
. Esto sugiere la definicio´n
de un nuevo para´metro de expansio´n,
piϑ =
pi2
2κ2
Πϑ , (4.22)
que vamos a dejar fijo a medida que κ y Πϑ van a infinito. Hacemos entonces el
siguiente ansatz para un a´ngulo de cusp θ arbitrario
u(ψ) =
κ
sinψ
F (ψ) , (4.23)
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lo cual resulta en la ecuacio´n de movimiento va´lida para κ grande y piϑ fijo
4F 3F ′′ − pi2pi2ϑ = 0 . (4.24)
La solucio´n de esta ecuacio´n con F (0) = F (pi) = 1 tal que F (ψ)→ 1 cuando piθ → 0
es
F (ψ) =
1
pi
√
pi2 − 2ψ(pi − ψ)
(
1−
√
1− pi2ϑ
)
. (4.25)
Podemos ahora relacionar piϑ con el a´ngulo de cusp θ, de manera que para 0 ≤ piϑ ≤ 1
θ =
∫ pi
0
dψ ϑ′(ψ) =
∫ pi
0
dψ
pi piϑ
pi2 − 2ψ(pi − ψ)
(
1−√1− pi2ϑ) +O(κ−1) (4.26)
= arcsinpiϑ +O(κ−1) . (4.27)
Como hicimos antes, queremos calcular la accio´n (4.3) on-shell, y en el l´ımite de
κ grande esta se reduce a
SDBI + SWZ = −T 2Nκ
2
pi2
(
1−
√
1− pi2ϑ
)
+O(κ) (4.28)
= −T 2Nκ
2
pi2
(1− cos θ) +O(κ) . (4.29)
Para los te´rminos de borde tenemos
Sborde = T
4Nκ2
pi2
(1− cos θ) +O(κ) , (4.30)
de modo que a fin de cuentas
log 〈WE[C∠,Sk]〉 = −T 2Nκ
2
pi2
(1− cos θ) +O(κ) . (4.31)
La dimensio´n ano´mala de cusp para un a´ngulo de cusp θ gene´rico en el l´ımite de κ
grande es entonces
ΓSkcusp(0, θ) =
2Nκ2
pi2
(1− cos θ) para κ,N, λ 1 y todo θ . (4.32)
De (4.32) podemos extraer la funcio´n de Bremsstrahlung realizando una expansio´n
para a´ngulos pequen˜os, θ  1. Por supuesto, el resultado coincide con el l´ımite de
κ 1 de (4.11), siendo
BSk =
k2λ
16pi2N
para N, λ 1 . (4.33)
Esto concuerda perfectamente con la prediccio´n proveniente de la teor´ıa de gauge
obtenida en [93] mediante la te´cnica de localizacio´n supersime´trica. Esto puede consi-
derarse como un chequeo no trivial de la conjetura (3.37) de [53] para representaciones
distintas a la fundamental.
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4.2. Ana´lisis perturbativo
Nos interesa ahora conectar los resultados obtenidos en la seccio´n anterior desde
el punto de vista de la supergravedad con un ana´lisis perturbativo cuando el acopla-
miento de ’t Hooft es pequen˜o. En particular, nos vamos a concentrar en el estudio
de l´ıneas de Wilson en la representacio´n totalmente sime´trica de rango k en el re´gi-
men de κ grande, y observamos que cuando el acoplamiento es de´bil esta condicio´n
implica k  N . Vamos a mostrar que en este l´ımite los diagramas tipo ladder son
los u´nicos que contribuyen al valor de expectacio´n del operador. Lo que es ma´s, la
serie perturbativa completa se exponencia, de manera que la dimensio´n ano´mala de
cusp (4.32) resulta ser determinada simplemente por el resultado a primer orden del
acoplamiento de´bil. La exponenciacio´n correspondiente aparentemente se debe so´lo
al comportamiento de los factores de color en e´ste l´ımite, y no guarda relacio´n con
la geometr´ıa espec´ıfica del loop de Wilson considerado. Esta observacio´n sera´ clave
para proponer la conjetura (4.1), as´ı como para elaborar un chequeo ma´s fuerte de la
misma a ser presentado en la pro´xima seccio´n.
El ana´lisis perturbativo comienza por la expansio´n de la l´ınea de Wilson a orden
cuadra´tico en los campos. El contorno del lazo de Wilson con cusp en N = 4 super
Yang-Mills puede ser parametrizado como
xµ(s) =
(
s cos φ
2
,−|s| sin φ
2
, 0, 0
)
, nI(s) =
(
cos θ
2
, sgn(s) sin θ
2
, 0, 0, 0, 0
)
, (4.34)
donde s es el para´metro sobre la curva y sgn(s) es la funcio´n signo. En nuestro caso
consideramos una recta en el espacio f´ısico de modo que solamente es no trivial el
acoplamiento a los campos escalares de la teor´ıa. Sin embargo, por el momento vamos
a mantener el cusp geome´trico φ arbitrario, tomando φ = 0 en el resultado obtenido
ma´s adelante.
El valor de expectacio´n de vac´ıo del operador de Wilson es a 1-loop2
〈WE[C∠,R]〉 ' 1+Tr(T
aT b)
dim(R)
∞∫
−∞
ds1
∞∫
s1
ds2
(
nI1n
J
2 〈ΦaI(x1)ΦbJ(x2)〉 − x˙µ1 x˙ν2〈Aaµ(x1)Abν(x2)〉
)
.
(4.35)
Por brevedad, usamos la notacio´n xi = x(si) y ni = n(si). Los generadores T
a esta´n
en la representacio´nR del grupo de gauge U(N). Usando los propagadores en el gauge
2No´tese que el factor 1/2! que viene del desarrollo de Taylor de la exponencial se compensa al
elegir un orden particular sobre el camino, en este caso s2 ≥ s1. Esto es va´lido para todos los o´rdenes
de la expansio´n perturbativa.
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de Feynman
〈
ΦaI(x)Φ
b
J(y)
〉
=
g2YM
4pi2
δabδIJ
|x− y|2 ,
〈
Aaµ(x)A
b
ν(y)
〉
=
g2YM
4pi2
δabδµν
|x− y|2 , (4.36)
es fa´cil ver que la contribucio´n neta proviene de la regio´n con s1 ≤ 0 y s2 ≥ 0, dando
entonces
〈WE[C∠,R]〉 ' 1 + Tr(T
aT a)
dim(R)
g2YM
4pi2
∫ ∞
0
ds1
∫ ∞
0
ds2
cosφ− cos θ
s21 + s
2
2 + 2s1s2 cosφ
. (4.37)
El factor de color de esta contribucio´n a 1-loop es
Tr(T aT a) = dim(R)
C2(R)
2
, (4.38)
donde C2(R)/2 es el coeficiente del operador de Casimir cuadra´tico de la represen-
tacio´n R (ver el ape´ndice B para un resumen ma´s detallado de las convenciones
utilizadas). Las integrales en (4.37) son las mismas que aparecen en el caso de la
representacio´n fundamental [85], y al hacerlas llegamos a
〈WE[C∠,R]〉 = 1− λ
8pi2
C2(R)
N
(cosφ− cos θ) φ
sinφ
log
(
ΛIR
ΛUV
)
+O(λ2) . (4.39)
La presencia de las divergencias logar´ıtmicas, reguladas aqu´ı por la introduccio´n de
cutoffs en el infrarrojo y el ultravioleta, es t´ıpica de los contornos que tienen quiebres
o auto-intersecciones, [56].
Para la representacio´n totalmente sime´trica de rango k, el resultado a 1-loop para
la dimensio´n ano´mala de cusp es entonces
ΓSkcusp(φ, θ) =
λk(N + k − 1)
8pi2N
(cosφ− cos θ) φ
sinφ
+O(λ2) , (4.40)
donde usamos que C2(Sk) = k(N + k − 1). Este resultado es va´lido para todo valor
de k y N , y para a´ngulos de cusp φ y θ totalmente arbitrarios.
Resulta interesante en este punto considerar el l´ımite de κ  1 del resultado
anterior para la representacio´n totalmente sime´trica, porque en este l´ımite podemos
comparar con el ana´lisis a acoplamiento fuerte proveniente de la supergravedad3,
ver 4.1.2. Cuando el acoplamiento es de´bil, κ grande implica k  N , de modo que
tomando φ = 0 la dimensio´n ano´mala de cusp (4.40) se torna
ΓSkcusp(0, θ) =
λk2
8pi2N
(1− cos θ) +O
(
λ2,
1
k
,
N
k
)
. (4.41)
3En toda esta seccio´n consideramos impl´ıcitamente N  1 para poder comparar el re´gimen
perturbativo con el de acoplamiento fuerte a trave´s de la conjetura AdS/CFT.
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Resulta remarcable que, como hab´ıamos anticipado, el resultado a 1-loop coincide
con el resultado obtenido para acoplamiento fuerte, (4.32). En lo que sigue, vamos a
argumentar que ΓSkcusp no recibe correcciones de orden superior en el re´gimen k  N .
Para analizar las contribuciones a loops ma´s altos, resulta conveniente clasificarlas
en dos categor´ıas, una correspondiente a los diagramas tipo ladder, que no contienen
ve´rtices internos, y la otra correspondiente a los diagramas que s´ı los tienen.
4.2.1. Diagramas ladder
El diagrama de 1-loop calculado en (4.37) es el diagrama tipo ladder ma´s sencillo
posible. Para φ = 0 y un a´ngulo de cusp interno θ arbitrario es
〈
WE[C∠,Sk](1)lad
〉
=
C2(Sk)
2
λ
4pi2N
∞∫
0
dt1
∞∫
0
ds1
1− cos θ
(s1 + t1)2
. (4.42)
Para calcular los diagramas de orden superior, recordamos que cuando un propa-
gador empieza y termina en la misma semi-recta la contribucio´n correspondiente se
anula [85]. Por lo tanto, a 2-loops hay dos tipos de diagramas:
〈
WE[C∠,Sk](2)lad
〉
=
Tr(T aT aT bT b)
dim(Sk)
(
λ
4pi2N
)2 ∞∫
0
dt1
∞∫
0
ds1
t1∫
0
dt2
s1∫
0
ds2
(1− cos θ)2
(s1 + t1)2(s2 + t2)2
(4.43)
+
Tr(T aT bT aT b)
dim(Sk)
(
λ
4pi2N
)2 ∞∫
0
dt1
∞∫
0
ds1
t1∫
0
dt2
s1∫
0
ds2
(1− cos θ)2
(s1 + t2)2(s2 + t1)2
.
(4.44)
La primera l´ınea en (4.43) proviene del diagrama tipo ladder con dos escalones
(a) (b)
Figura 4.2: Diagramas tipo ladder a 2-loops. El diagrama (a) tiene los escalones
paralelos, mientras que el (b) los tiene cruzados.
paralelos, mientras que la segunda l´ınea corresponde al diagrama con escalones que
se cruzan, como se grafica en la figura 4.2. Ambos diagramas tienen distintos factores
de color que provienen de tomar las trazas de los generadores en distinto orden. En
57
el caso de la representacio´n totalmente sime´trica, como se muestra en el ape´ndice B
podemos ver que
Tr(T aT bT aT b)
Tr(T aT aT bT b)
= 1− N
k(N + k − 1) +
1
(N + k − 1)2 . (4.45)
En esta expresio´n, vemos que para la representacio´n fundamental k = 1 y el diagrama
tipo ladder que tiene un cruce es subdominante en el l´ımite planar N → ∞. Sin
embargo, para k > 1 este diagrama contribuye al mismo orden que el de escalones
paralelos, y debe por lo tanto tenerse en cuenta. Hacer esto para un caso totalmente
general ser´ıa complicado, ya que son solamente los diagramas tipo ladder sin cruces
los que pueden resumarse resolviendo una ecuacio´n integral de Bethe-Salpeter, y
es justamente esta la razo´n por la que el caso de la representacio´n fundamental es
particularmente simple.
Ahora bien, en el l´ımite k  1 tambie´n ocurre una simplificacio´n crucial. A menos
de te´rminos de orden N/k2, tenemos de hecho
Tr(T aT bT aT b) ' Tr(T aT aT bT b) = dim(Sk)
(
C2(Sk)
2
)2
, (4.46)
como se ve en el ape´ndice B. El hecho de que los dos te´rminos en (4.43) adquieren una
normalizacio´n con el mismo factor de color hace que, combinando las integrales, el
integrando sea sime´trico frente al intercambio de los ı´ndices 1 y 2. Todas las integrales
pueden entonces extenderse desde menos hasta ma´s infinito, de manera que nos queda
un u´nico te´rmino, a saber
〈
WE[C∠,Sk](2)lad
〉
' 1
2
(
C2(Sk)
2
λ
4pi2N
)2 ∞∫
0
dt1
∞∫
0
ds1
1− cos θ
(s1 + t1)2
2
=
1
2
〈
WE[C∠,Sk](1)lad
〉2
. (4.47)
Para o´rdenes superiores aparecen ma´s diagramas tipo ladder distintos, cada uno
de los cuales tiene un factor de color diferente proveniente de tomar la traza de los
generadores en un orden particular. Sin embargo, podemos verificar que a orden `
Tr(T a1 · · ·T a`T σ(a1) · · ·T σ(a`)) ' Tr(T a1T a1 · · ·T a`T a`) = dim(Sk)
(
C2(Sk)
2
)`
,
(4.48)
para toda permutacio´n σ de ` ı´ndices cuando k  N . Por lo tanto, la contribucio´n
de las integrales para k grande de los diagramas tipo ladder a `-loops es
∑
σ
∏`
i=1
ti−1∫
0
dti
si−1∫
0
dsi
1
(si + tσ(i))2
=
1
`!
 ∞∫
0
dt1
∞∫
0
ds1
1
(s1 + t1)2
` , (4.49)
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donde definimos s0 = t0 = ∞ y la suma se realiza sobre todas las permutaciones
posibles de ` elementos. Tenemos entonces〈
WE[C∠,Sk](`)lad
〉
' 1
`!
〈
WE[C∠,Sk](1)lad
〉`
, (4.50)
lo cual resulta en una exponenciacio´n eikonal de las contribuciones de los diagramas
ladder a orden dominante en k grande, dada por
〈WE[C∠,Sk]lad〉 =
∞∑
`=0
〈
WE[C∠,Sk](`)lad
〉
' exp
〈
WE[C∠,Sk](1)lad
〉
. (4.51)
Enfatizamos que este resultado es va´lido para la representacio´n totalmente sime´trica
Sk, cuando el rango k de dicha representacio´n es muy grande, k  N .
4.2.2. Diagramas de interaccio´n
Para demostrar la propuesta (4.1), debemos ver que los diagramas tipo ladder son
la u´nica contribucio´n al orden dominante del valor de expectacio´n del lazo de Wilson
considerado. En principio, deber´ıamos considerar tambie´n los diagramas de interac-
cio´n, que comienzan a contribuir a 2-loops como se ve en la figura 4.3. Sin necesidad
de calcular expl´ıcitamente las integrales correspondientes, vamos a considerar los fac-
tores de color asociados a estos diagramas para argumentar que sus contribuciones
son subdominantes en el re´gimen k  N .
Como diagramas de interaccio´n a 2-loops tenemos la correccio´n por auto-interaccio´n
al propagador, as´ı como el diagrama con un ve´rtice interno de tres patas. La correccio´n
(a) (b)
Figura 4.3: Diagramas de interaccio´n a 2 loops. El diagrama (a) es la correccio´n de
auto-interaccio´n al propagador, mientras que el diagrama (b) corresponde a un ve´rtice
interno de tres patas.
por auto-interaccio´n recibe contribuciones de todos los campos de la teor´ıa, adema´s
de los campos fantasma. En cualquier caso, notamos que el factor global de color que
acompan˜a a este diagrama es
g4YM
dim(R)
Tr(RijR
k
l )f
jnq
impf
lmp
knq ∝
(
λ
N
)2 (
NC2(R)− C1(R)2
)
, (4.52)
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donde usamos la base cano´nica descripta en el ape´ndice B, en la que las constantes
de estructura son f ikmjln ∝ δilδknδmj − δkj δinδml .
El diagrama con un ve´rtice interno de tres patas resulta de contraer el te´rmino
de tercer orden en la expansio´n de Taylor de la exponencial en el loop de Wilson
con los dos ve´rtices de tres patas de la accio´n de N = 4 super Yang-Mills, que
son esquema´ticamente fmnp (∂AmAnAp + ∂ΦmAnΦp). Esta contraccio´n resulta en el
mismo factor de color que (4.52),
g4YM
dim(R)
Tr(RjiR
l
kR
n
m)f
ikm
jln ∝
(
λ
N
)2 (
NC2(R)− C1(R)2
)
. (4.53)
Para las representaciones totalmente sime´tricas con k  N  1, los coeficientes
del p-e´simo Casimir son a primer orden Cp(Sk) ' kp. Por lo tanto, los diagramas de
interaccio´n a 2-loops esta´n suprimidos por un factor N/k2 si se los compara con la
contribucio´n a 2-loops de los diagramas tipo ladder, ver (4.47).
A o´rdenes mayores tenemos contribuciones de cada vez ma´s diagramas. En la
figura 4.4 se muestran algunos ejemplos de diagramas de 3-loops con cuatro patas
sobre el lazo de Wilson.
(a) (b) (c)
Figura 4.4: Algunos ejemplos de diagramas a 3-loops con cuatro patas sobre el lazo
de Wilson.
En general, un diagrama de `-loops lleva el acoplamiento g2`YM = (λ/N)
`, que se
obtiene de unir P propagadores y V ve´rtices siendo ` = P−V . De los P propagadores,
P(i) son internos, mientras que P(e) de los externos conectan al lazo con un ve´rtice y los
restantes P(r) son escalones que conectan dos puntos del lazo. De los V ve´rtices, V(3)
son de tres patas y contribuyen cada uno una constante de estructura f bcd, mientras
que V(4) son de cuatro patas y contribuyen en cambio un factor f
lmnf lpq cada uno.
Los nu´meros de ve´rtices y propagadores se relacionan entonces con el orden ` del
diagrama segu´n
` = P(i) + P(e) + P(r) − V(3) − V(4) , 3V(3) + 4V(4) = 2P(i) + P(e) . (4.54)
El factor de color de los diagramas correspondientes es
g2`YM
dim(R)
Tr (T a1 · · ·T aG)
V(3)∏
i=1
f bicidi
V(4)∏
j=1
f lmjnjf lpjqj
∑
(r,s)∈S
P∏
α=1
δrαsα , (4.55)
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donde G = P(e) + 2P(r) es el nu´mero de generadores y S es el conjunto de ı´ndices que
pueden conectarse con los propagadores, que podemos especificar esquema´ticamente
como S = {(a, bcd), (a,mnpq), (bcd,mnpq)}, pero exluyendo los tadpoles producidos
al tomar (r, s) = (bcd, bcd) y (r, s) = (mnpq,mnpq). Combinando las expresiones en
(4.54), vemos que
G = 2`− V(3) − 2V(4). (4.56)
En general, la traza de G generadores resultara´ en una suma de te´rminos de la forma
G∏
s=1
Cs(R)
qs , ∀qs : 0 ≤ qs ≤ G con
G∑
s=1
s qs ≤ G . (4.57)
Luego, para las representaciones totalmente sime´tricas Sk con k  N ,
G∏
s=1
Cs(R)
qs . kG . (4.58)
Esta cota puede no saturarse cuando la contraccio´n de generadores consecutivos con
constantes de estructura da lugar a conmutadores, que producen factores relativos
de N/k. Aparece adema´s un factor adicional de N por cada loop interno, pero esto
requiere ve´rtices adicionales de manera que al comparar con diagramas tipo ladder
del mismo orden el factor relativo siempre es al menos N/k2. Por lo tanto, de (4.56)
y (4.58) resulta claro que los diagramas tipo ladder dominan para cada orden ` fijo.
Podemos verificar estos argumentos generales para algunos ejemplos espec´ıficos de
diagramas graficados en la figura 4.4. Dichos diagramas vienen acompan˜ados de los
factores de color
g6YM
dim(R)
Tr(RjiR
l
kR
n
mR
q
p)f
sik
tjl f
tmp
snq ∝
(
λ
N
)3
N
(
NC2(R)− C1(R)2
)
, (4.59)
que para representaciones totalmente sime´tricas de rango k  N esta´n suprimidos
por un factor (N/k2)2 cuando se los compara con los diagramas tipo ladder corres-
pondientes.
Al mismo orden en λ, otra posibilidad es agregar un escalo´n a los diagramas a
2-loops que se grafican en la figura 4.3. Si el escalo´n es paralelo al ya existente, como
en la figura 4.5 (a), el factor de color (4.53) adquiere un λ
N
C2 adicional. En cambio,
si el nuevo escalo´n cruza al anterior , como en la figura 4.5 (b), el factor total se
vuelve proporcional a ( λ
N
)3(NC22 + NC
2
1 − N2C2 − C2C21). En cualquier caso, para
k  N ambas contribuciones son subdominantes por un factor de N/k2 cuando se
las compara con los diagramas tipo ladder corresondientes al orden λ3.
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(a) (b)
Figura 4.5: Diagramas de 3-loops que se obtienen de agregar un escalo´n a los diagra-
mas de interaccio´n de 2-loops.
Dado que las interacciones no contribuyen al primer orden en k  N , vemos que
en este l´ımite
〈WE[C∠,Sk]〉 ' 〈WE[C∠,Sk]lad〉 ' exp
〈
WE[C∠,Sk](1)lad
〉
, (4.60)
es decir que el resultado a 1-loop del diagrama ladder captura completamente el valor
de expectacio´n del operador.
Concluimos esta seccio´n precisando un poco ma´s el significado del l´ımite k  N
que estamos considerando. Recordamos que si una D-brana es “demasiado pesada”,
su reaccio´n sobre la geometr´ıa puede deformar el espacio de fondo AdS5 × S5. En el
lenguaje de la teor´ıa de gauge, esto ocurre cuando el operador insertado esta´ en la
misma escala de potencias de N que la accio´n, es decir N2. Por lo tanto, podemos
evitar la reaccio´n que deforma la geometr´ıa de fondo si tomamos k ∼ O(N ν) con
1 < ν < 2, que es lo que supusimos impl´ıcitamente a lo largo de todo este desarrollo.
4.3. Exponenciacio´n para contornos ma´s generales
Los argumentos expuestos en la seccio´n anterior no dependen de ningu´n detalle
de la geometr´ıa del lazo de Wilson considerado, sino de consideraciones de teor´ıa de
grupos completamente generales. Esto sugiere que la exponenciacio´n no esta´ limitada
al caso de l´ıneas con quiebres, como anticipamos al comenzar este cap´ıtulo, y de hecho
en [94] ya se hab´ıa observado para el c´ırculo 1/2 BPS. Ahora bien, el c´ırculo es solo un
representante de una familia infinita de operadores que gene´ricamente son 1/8 BPS
y pueden definirse para contornos arbitrarios en una esfera bidimensional, siendo el
valor de expectacio´n de todos los miembros de dicha familia capturado por el mismo
modelo matricial gaussiano [95–98]. La u´nica diferencia es que el acoplamiento en el
modelo de matrices se modifica a trave´s de un factor que depende solamente de la
geometr´ıa del lazo4, pero que es independiente de la representacio´n R elegida. Por
4Ma´s espec´ıficamente, si Ain y Aout son las a´reas de las superficies de S
2 dentro y fuera del lazo,
respectivamente, el acoplamiento en el modelo de matrices viene dado por g2YM → g2YMAinAout/4pi2.
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lo tanto, una exponenciacio´n similar debe ocurrir tambie´n para estos operadores, lo
cual constituye un apoyo no trivial a favor de la generalidad de la propuesta (4.1).
En esta seccio´n vamos a realizar una verificacio´n ma´s sofisticada de dicha pro-
puesta, para lo cual consideramos un lazo de Wilson recto en EAdS5 pero con una
trayectoria arbitraria en el espacio interno S5. Dejamos entonces que el acoplamiento
nI a los escalares sea totalmente arbitrario a lo largo de la trayectoria, es decir que
se trata de un vector unitario de R6 que depende del para´metro s de la curva. Como
en todo este cap´ıtulo tomamos al lazo en la representacio´n totalmente sime´trica de
rango k de U(N), es decir que R = Sk.
nI
Figura 4.6: Trayectoria arbitraria en el espacio interno S5.
Para comparar con los resultados de supergravedad obtenidos en coordenadas
globales, sera´ conveniente realizar el mapeo del plano al cilindro para llevar el loop
de Wilson recto a dos l´ıneas antipodales en R× S3. En las coordenadas (4.2) dichas
rectas esta´n en ψ = 0 y ψ = pi, y podemos usar el tiempo global τ como para´metro
sobre la curva. En estas coordenadas, la expansio´n a 1-loop (4.35) toma la forma
〈WE[C,Sk]〉 ' 1 + λ
32pi2
k2
N
∫∫
dτdτ ′
1− nIψ(τ)nIψ′(τ ′)
cosh(τ − τ ′)− cos (ψ − ψ′)
∣∣∣∣∣
ψ,ψ′=0,pi
, (4.61)
donde ya consideramos los valores de las constantes dependientes de la representacio´n
en el l´ımite k  N , y separamos la trayectoria nI(s) en dos partes nI0(τ) y nIpi(τ).
El segundo te´rmino en esta expresio´n debera´ coincidir, para que se verifique (4.1),
con menos la accio´n on-shell de la configuracio´n de la D3-brana dual, que pasamos a
estudiar a continuacio´n.
4.3.1. D3-brana dual para k grande
Partimos de la accio´n para una D3-brana con volumen de mundo asinto´ticamente
AdS2 × S2, escrita en coordenadas globales similares a (4.2),
ds2
R2
=
du2
1 + u2
+
(
1 + u2
)
dτ 2 + u2
(
dψ2 + sin2 ψ dΩ22
)
+ dΩ25 , (4.62)
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donde recuperamos la dependencia en todos los a´ngulos del espacio interno S5, que
llamamos ϕi para i = 1, . . . , 5. El volumen de mundo de la D3-brana se extiende en
las coordenadas ζI = (τ, ψ, θ, φ), donde ahora θ y φ parametrizan la S2 ⊂ AdS5 (no
confundir con los a´ngulos de cusp, que en este caso no esta´n definidos). Hacemos el
ansatz u(τ, ψ) y ϕi(τ, ψ), con el cual la parte de Dirac-Born-Infeld de la accio´n es
SDBI =
N
2pi2
∫
d4ζ
√
det
(
dxµ
dζI
dxν
dζJ
gµν +
2pi√
λ
FIJ
)
, (4.63)
donde suponemos que las u´nicas componentes no nulas del tensor de campo electro-
magne´tico son Fψτ = −Fτψ = ∂ψAτ (τ, ψ). Para el te´rmino de Wess-Zumino tenemos
SWZ = −2N
pi
∫
dτ dψ sin2 ψ u(τ, ψ)4, (4.64)
donde ya realizamos la integracio´n trivial sobre el factor S2. Dado que la accio´n
S = SDBI + SWZ solamente depende de ∂ψAτ (τ, ψ), podemos usar la ecuacio´n de mo-
vimiento para Aτ (τ, ψ) para introducir el momento
1
N
∂LDBI+WZ
∂(∂ψAτ )
= iΠA(τ), (4.65)
donde como ya vimos el factor i asegura que ΠA(τ) es una cantidad real, siendo el
campo de gauge imaginario en la teor´ıa eucl´ıdea.
Podemos resolver esta ecuacio´n para Aτ (τ, ψ) en te´rminos de ΠA(τ), u(τ, ψ) y
ϕi(τ, ψ), para luego usar esto en las ecuaciones de movimiento restantes. Como vimos
en el cap´ıtulo anterior, la informacio´n sobre el lazo de Wilson dual se encuentra
codificada en el flujo ele´ctrico que lleva la D3-brana, as´ı como en las condiciones de
borde para las coordenadas de la brana. Para buscar soluciones a estas ecuaciones,
vamos a considerar la deformacio´n de la solucio´n 1/2 BPS conocida en la literatura
[63], de modo que generalizando (4.8) y (4.9) tomamos
u(τ, ψ) =
κ
sinψ
f(τ, ψ) y ΠA(τ) =
k
N
pA(τ) , (4.66)
donde κ = k
√
λ/4N como antes. No´tese que como queremos relacionar nuestra solu-
cio´n a un loop de Wilson en la representacio´n totalmente sime´trica de rango k, vamos
a considerar desde ya pA(τ) 7→ 1. Ma´s au´n, nos interesa exclusivamente el l´ımite
k →∞, en el que las ecuaciones de movimiento se simplifican dra´sticamente.
Antes de considerar el caso ma´s general, comenzamos por analizar una trayectoria
contenida en un S1 ⊂ S5. Por ejemplo, si tomamos ϕ1 = · · · = ϕ4 = pi2 tenemos
∆f = f |~∇ϕ5|2 y f∆ϕ5 + 2~∇f · ~∇ϕ5 = 0 , (4.67)
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donde ∆ = ~∇2 es el operador de Laplace. Las ecuaciones (4.67) deben ser resueltas
con las condiciones de borde5
f(τ, ψ)
∣∣∣
ψ=0,pi
= 1 , ϕ5(τ, ψ)
∣∣∣
ψ=0,pi
= aψ(τ) , (4.68)
para funciones arbitrarias aψ(τ) que corresponden en el lazo de Wilson dual a la
eleccio´n
nIψ(τ) = (0, 0, 0, 0, sin aψ(τ), cos aψ(τ)) . (4.69)
Para buscar las soluciones de estas ecuaciones de movimiento, perturbamos la solucio´n
1/2 BPS con f = 1 y ϕ5 = 0,
f(τ, ψ) = 1 + f1(τ, ψ) + 
2f2(τ, ψ) + · · · , (4.70)
ϕ5(τ, ψ) =  φ1(τ, ψ) + 
2φ2(τ, ψ) + · · · , (4.71)
e introducimos esta expansio´n en las ecuaciones (4.67). Encontramos de este modo que
f2n+1 y φ2n se anulan porque deben resolver la ecuacio´n de Laplace con condiciones
de borde tipo Dirichlet nulas. Los f2n y φ2n−1 son no nulos y satisfacen
∆f2n =
n−1∑
j=0
f2j
n−j∑
i=1
~∇φ2i−1 · ~∇φ2(n−j)−(2i−1) , (4.72)
∆φ2n−1 = −
n∑
i=1
2~∇f2i · ~∇φ2n−2i+1 + f2i∆φ2n−2i+1 , (4.73)
donde definimos por conveniencia f0(τ, ψ) = 1. Para hallar la solucio´n del sistema
(4.72)-(4.73), es conveniente definir funciones gn tales que
gn =
{
fn si n es par ,
iφn si n es impar ,
(4.74)
lo cual nos permite escribir la ecuacio´n para el m-e´simo coeficiente gm en te´rminos
de ciertas particiones ordenadas y restringidas P 1em del nu´mero m,
∆
 ∑
Y∈P 1em
∏
yi∈Y
gyi
 = 0 , (4.75)
5En nuestro caso, hay dos condiciones de borde, una en ψ = 0 y la otra en ψ = pi, de modo que
tendr´ıamos
ϕ5(τ, 0) = a0(τ) y ϕ5(τ, pi) = api(τ) .
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donde los elementos de P 1em contienen a lo sumo un elemento par. Si excluimos la
particio´n trivial, la solucio´n para el coeficiente gm viene dada en te´rminos de los
anteriores,
gm = −
∑
Y∈P 1em ′
∏
yi∈Y
gyi , (4.76)
donde la suma es ahora sobre las particiones no-triviales y ordenadas P 1em
′
que con-
tienen a lo sumo un elemento par. Estas particiones restringidas, junto con sus co-
rrespondientes coeficientes, pueden ser codificadas convenientemente en la siguiente
funcio´n generatriz,
Z() =
∞∑
k=0
g2k
2k
∞∏
n=1
( ∞∑
l=0
1
l!
(
g2n−12n−1
)l)
=
∞∑
k=0
f2k
2k exp
(
i
∞∑
n=1
φ2n−12n−1
)
= feiϕ5 . (4.77)
La ecuacio´n (4.75) asegura que el laplaciano de esta funcio´n generatriz se anula.
Esto significa que expandir alrededor de la solucio´n BPS era innecesario, dado que
con un cambio de variables adecuado el sistema (4.67) podr´ıa haberse desacoplado
y linearizado. En efecto, si definimos la funcio´n compleja Z(τ, ψ) = f(τ, ψ) eiϕ5(τ,ψ)
vemos que
∆Z = eiϕ5
(
∆f − f |~∇ϕ5|2
)
+ i eiϕ5
(
f∆ϕ5 + 2~∇f · ~∇ϕ5
)
. (4.78)
Luego ∆Z = 0 es equivalente al sistema original, (4.67). Para resolver la ecuacio´n de
Laplace con condiciones de contorno de Dirichlet, es decir
∆Z = 0 con Z
∣∣∣
ψ=0,pi
= ei aψ(τ) , (4.79)
podemos usar el me´todo de la funcio´n de Green. En nuestro caso el dominio es una
banda bidimensional con bordes en ψ = 0 y ψ = pi, de modo que usamos la funcio´n
de Green
G(τ, ψ; τ ′, ψ′) =
1
4pi
log
cosh(τ − τ ′)− cos(ψ + ψ′)
cosh(τ − τ ′)− cos(ψ − ψ′) . (4.80)
Luego la solucio´n a este problema de Dirichlet es
Z(τ, ψ) =
∫
dτ ′∂′⊥G(τ, ψ; τ
′, ψ′)ei aψ′ (τ
′)
∣∣∣∣
ψ′=0,pi
, (4.81)
donde ∂⊥ denota la derivada normal al borde saliendo del dominio, de manera que
∂′⊥ = −∂ψ′ en ψ′ = 0 y ∂′⊥ = +∂ψ′ en ψ′ = pi.
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Disponiendo de la intuicio´n provista por el caso del contorno en S1, podemos
proceder a resolver el caso de la trayectoria general en S5. Introduciendo la notacio´n
χa = (f, ϕ1, ϕ2, ϕ3, ϕ4, ϕ5), las ecuaciones de movimiento en el l´ımite de k grande se
pueden escribir compactamente como
∆χa = Γabc~∇χb · ~∇χc , (4.82)
donde Γabc son los s´ımbolos de Christoffel de R6 en coordenadas esfe´ricas con f cum-
pliendo el rol del radio. Introduciendo coordenadas cartesianas XI
X1(τ, ψ) = f(τ, ψ) sinϕ1(τ, ψ) sinϕ2(τ, ψ) sinϕ3(τ, ψ) sinϕ4(τ, ψ) sinϕ5(τ, ψ) ,
X2(τ, ψ) = f(τ, ψ) sinϕ1(τ, ψ) sinϕ2(τ, ψ) sinϕ3(τ, ψ) sinϕ4(τ, ψ) cosϕ5(τ, ψ) ,
X3(τ, ψ) = f(τ, ψ) sinϕ1(τ, ψ) sinϕ2(τ, ψ) sinϕ3(τ, ψ) cosϕ4(τ, ψ) ,
X4(τ, ψ) = f(τ, ψ) sinϕ1(τ, ψ) sinϕ2(τ, ψ) cosϕ3(τ, ψ) , (4.83)
X5(τ, ψ) = f(τ, ψ) sinϕ1(τ, ψ) cosϕ2(τ, ψ) ,
X6(τ, ψ) = f(τ, ψ) cosϕ1(τ, ψ) ,
las ecuaciones (4.82) se tornan
∆XI = 0 , (4.84)
debiendo ser resueltas con las condiciones de borde
XI(τ, ψ)
∣∣∣
ψ=0,pi
= nIψ(τ) . (4.85)
Por lo tanto, en el l´ımite de k grande la solucio´n para una trayectoria arbitraria es
XI(τ, ψ) =
∫
dτ ′∂′⊥G(τ, ψ; τ
′, ψ′)nIψ′(τ
′)
∣∣∣∣
ψ′=0,pi
. (4.86)
4.3.2. Evaluacio´n on-shell
Para evaluar la accio´n on-shell, debemos considerar como lo hicimos anteriormente
los te´rminos de borde que acompan˜an a SDBI + SWZ, que tienen la forma
Sborde = −
∫
dτ
(
u
∂LDBI+WZ
∂(∂ψu)
+ Aτ
∂LDBI+WZ
∂(∂ψAτ )
)∣∣∣∣ψ=pi
ψ=0
. (4.87)
El te´rmino de borde para Aτ puede reescribirse como una integral de volumen∫
dτ Aτ (τ, ψ)
∂LDBI+WZ
∂(∂ψAτ )
∣∣∣∣ψ=pi
ψ=0
= Ni
∫
dτ dψ ∂ψAτ (τ, ψ) ΠA(τ) , (4.88)
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y si hacemos lo propio para el te´rmino de borde para u, podemos escribir la accio´n on-
shell completa como una integral sobre el volumen. Juntando todas las contribuciones,
tenemos en el l´ımite k →∞
Son−shell =
k2λ
16piN
∫
dτdψ
(
1− f 2
sin2 ψ
− |~∇f |2 − 2f∆f + f 2
5∑
i=1
|~∇ϕi|2
i−1∏
j=1
sin2 ϕj
+ 2 (∂τf)
2 + 2f
(
cotψ∂ψf + ∂
2
τf
))
. (4.89)
Usando la ecuacio´n de movimiento para f , que establece
∆f = f
5∑
i=1
|~∇ϕi|2
i−1∏
j=1
sin2 ϕj , (4.90)
podemos reescribirla como
Son−shell =
k2λ
16piN
∫
dτdψ
(
1
2
∆f 2 + ∂ψ
[
cotψ(f 2 − 1)− ∂ψf 2
])
. (4.91)
El segundo te´rmino en la expresio´n de arriba resulta al realizar la integracio´n en un
te´rmino de borde que se anula al tomar f(τ, ψ) → 1 all´ı. Si usamos adema´s que
X iX i = f 2, podemos ver que la accio´n on-shell se obtiene de evaluar la integral
Son−shell =
k2λ
32piN
∫
dτ dψ∆(XIXI) =
k2λ
16piN
∫
dτXI∂⊥XI
∣∣∣∣
ψ=0,pi
. (4.92)
Usando la representacio´n (4.86), esta toma la forma de una integral doble sobre el
borde,
Son−shell =
k2λ
16piN
∫∫
dτdτ ′∂⊥∂′⊥G(τ, ψ; τ
′, ψ′)nIψ(τ)n
I
ψ′(τ
′)
∣∣∣∣
ψ,ψ′=0,pi
, (4.93)
que tiene la forma gene´rica
I[u, v] =
∫∫
dτdτ ′uψ(τ)vψ′(τ ′)∂⊥∂′⊥G(τ, ψ; τ
′, ψ′)
∣∣∣∣
ψ,ψ′=0,pi
. (4.94)
Se trata de hecho de cuatro integrales separadas segu´n la eleccio´n de ψ, ψ′ = 0, pi, de
manera que es conveniente ahora realizar un cambio de variables para juntarlas en
una u´nica integral. Tomamos para ello
x = eτ cosψ y y = eτ sinψ, (4.95)
de modo que mapeamos la banda (τ, ψ) ∈ R× [0, pi] en el semiplano y > 0, y entonces
I[u, v] =
∫∫
dx dx′u(x)v(x′)∂y∂y′G˜(x, y;x′, y′)
∣∣∣∣
y,y′=0
. (4.96)
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En estas variables, la funcio´n de Green (4.80) toma la forma ma´s sencilla
G˜(x, y;x′, y′) =
1
4pi
log
(x− x′)2 + (y + y′)2
(x− x′)2 + (y − y′)2 , (4.97)
de modo que
I[u, v] = 1
pi
l´ım
y→0
∫∫
dx dx′u(x)v(x′)
(x− x′)2 − y2
(y2 + (x− x′)2)2 . (4.98)
Tomar el l´ımite y → 0 en este punto, es decir antes de realizar la integracio´n, ser´ıa
incorrecto porque nos dejar´ıa con un integrando conteniendo un polo doble, que no
ser´ıa f´ısico. Por lo tanto, antes de tomar el l´ımite reescribimos el integrando como
una integral de valor principal,
I[u, v] = 1
pi2
l´ım
y→0
∫∫
dx dx′u(x)v(x′)
∫
−
z 6=x
dz
(z − x)2
(
y
y2 + (z − x′)2 −
y
y2 + (x− x′)2
)
,
para luego introducir otra integracio´n localizada por una delta de Dirac, y en u´ltima
instancia replicar la expresio´n completa
I[u, v] = l´ım
y→0
∫∫
dx dx′u(x)v(x′)
∫
dz′
∫
−
z 6=z′
dzδ(z′ − x)
2pi2(z − z′)2
(
y
y2 + (z − x′)2 −
y
y2 + (z′ − x′)2
)
+ l´ım
y→0
∫∫
dx dx′u(x)v(x′)
∫
dz
∫
−
z′ 6=z
dz′δ(z − x)
2pi2(z − z′)2
(
y
y2 + (z′ − x′)2 −
y
y2 + (z − x′)2
)
.
Si ahora tomamos el l´ımite dentro de estas integrales obtenemos cuatro productos
de deltas de Dirac, cuya combinacio´n resulta en una integral convergente aun sin
considerar su valor principal,
I[u, v] =
∫∫
dx dx′u(x)v(x′)
∫∫
dzdz′
(δ(z − x)− δ(z′ − x))(δ(z′ − x′)− δ(z − x′))
2pi(z − z′)2
=
∫∫
dzdz′
(u(z)− u(z′))(v(z′)− v(z))
2pi(z − z′)2 . (4.99)
Podemos finalmente expresar este resultado en te´rminos de las coordenadas origi-
nales. Para z > 0 tenemos que z = eτ corresponde a la l´ınea en ψ = 0, mientras que
para z < 0 tomamos z = −eτ . Luego
I[u, v] = − 1
4pi
∫∫
dτdτ ′
(uψ(τ)− uψ′(τ ′))(vψ(τ)− vψ′(τ ′))
cosh(τ − τ ′)− cos(ψ − ψ′)
∣∣∣∣
ψ,ψ′=0,pi
, (4.100)
y aplicando este resultado en (4.93) llegamos a que
Son−shell = − k
2λ
64pi2N
∫∫
dτdτ ′
[
nIψ(τ)− nIψ′(τ ′)
]2
cosh(τ − τ ′)− cos(ψ − ψ′)
∣∣∣∣∣
ψ,ψ′=0,pi
. (4.101)
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Como nI es un vector unitario, la accio´n on-shell resulta ser entonces
Son−shell = − k
2λ
32pi2N
∫∫
dτdτ ′
1− niψ(τ)niψ′(τ ′)
cosh(τ − τ ′)− cos(ψ − ψ′)
∣∣∣∣∣
ψ,ψ′=0,pi
, (4.102)
y esta expresio´n es exactamente menos la contribucio´n a 1-loop del valor de expecta-
cio´n del lazo de Wilson en una representacio´n de rango grande dada en (4.61).
El acuerdo entre la evaluacio´n de la accio´n on-shell y el valor de expectacio´n a
1-loop en el l´ımite de k grande es indicador de que la exponenciacio´n de diagramas
tipo ladder propuesta en la seccio´n anterior es correcta. Cabe resaltar que si bien la
trayectoria del lazo de Wilson considerado en el espacio-tiempo es una recta, en el
espacio interno se trata de una trayectoria completamente arbitraria. Por lo tanto, esta
verificacio´n de la exponenciacio´n es mucho ma´s general que la que hab´ıamos hecho
anteriormente, en la que el loop de Wilson ten´ıa un cusp interno que corresponde a
tomar una trayectoria con una funcio´n escalo´n en una S1 ⊂ S5. Se refuerza de este
modo la idea de que la exponenciacio´n de ladders en el l´ımite de representaciones de
rango grande ocurre para loops de Wilson arbitrarios, ya que este resultado a orden
dominante en el rango k no depende de ningu´n argumento de supersimetr´ıa, es decir
que no parece relacionado de forma evidente a un l´ımite cuasi-BPS.
Concluimos este cap´ıtulo observando que la exponenciacio´n observada es similar
a la exponenciacio´n eikonal abeliana de QED, segu´n la cual el valor de expectacio´n
de vac´ıo de un lazo de Wilson se calcula en forma exacta como la exponencial del
resultado a 1-loop, dado por el propagador foto´nico [99]. Para teor´ıas no abelianas el
valor de expectacio´n de vac´ıo del lazo de Wilson es la exponencial de una expresio´n
ma´s complicada, a la que no contribuye solamente el diagrama a 1-loop. Dado que
la parte abeliana se exponencia, es posible escribir esta expresio´n en te´rminos de un
conjunto ma´s pequen˜o de diagramas conocidos como redes [100–102]. Sin embargo,
en el l´ımite que consideramos todos estos diagramas son tales que su contribucio´n a
〈WE[C,Sk]〉 es subdominante frente a la parte abeliana que involucra potencias del
Casimir cuadra´tico.
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Cap´ıtulo 5
Integrabilidad en AdS/CFT
Cla´sicamente, un sistema es integrable en el sentido de Liouville si tiene 2n grados
de libertad y n cargas conservadas, incluyendo al hamiltoniano, cuyos corchetes de
Poisson se anulan. Es posible en este caso “resolver” el sistema, por lo que entende-
mos dejar expresadas las soluciones a las ecuaciones de movimiento en te´rminos de
las n cargas conservadas. Por analog´ıa, decimos que un sistema cua´ntico es integrable
cuando dispone de un conjunto infinito de cargas conservadas, lo cual generalmente
esta´ tambie´n asociado a la posibilidad de resolverlo exactamente, ya sea en su espec-
tro o su evolucio´n temporal. Si bien muchas veces la solucio´n encontrada por la v´ıa
de la integrabilidad es en cierto sentido formal, en la medida en la que no aporta
expresiones cerradas para todas las cantidades f´ısicas relevantes, siempre implica una
construccio´n expl´ıcita cuyas dificultades, de existir, resultan de tipo algebraico. In-
cluso en estos casos, como se trata de un me´todo no perturbativo ofrece importantes
ventajas sobre los enfoques ma´s tradicionales, entre ellas la posibilidad de realizar
expansiones sistema´ticas a acoplamiento fuerte.
En el marco de la conjetura AdS5/CFT4, la integrabilidad aparece en el l´ımite
planar N → ∞ a ambos lados de la dualidad. En la teor´ıa conforme, fue observada
por primera vez en la expansio´n a 1-loop del operador de dilataciones de N = 4 super
Yang-Mills, [103]. Si bien los primeros resultados se obtuvieron para ciertos sectores
del espectro de operadores de la teor´ıa, ma´s tarde pudo establecerse la integrabilidad
del espectro completo a 1-loop, para luego extender este resultado a o´rdenes superiores
[104–106]. Del lado de la gravedad, puede establecerse asimismo la integrabilidad
cla´sica de la teor´ıa de cuerdas supersime´trica en AdS5×S5, formulada en te´rminos de
un modelo σ no lineal [107]. Por lo tanto, es razonable esperar que la integrabilidad
sea de hecho una propiedad no perturbativa que persiste independientemente del valor
que tome el acoplamiento, y bajo esta suposicio´n es posible avanzar considerablemente
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hacia una descripcio´n exacta en el acoplamiento para ciertos observables de intere´s
en el contexto de la conjetura.
En este cap´ıtulo nos proponemos realizar una introduccio´n a la integrabilidad tal
como se presenta en la realizacio´n protot´ıpica de la dualidad AdS/CFT que veni-
mos considerando. Obviaremos por lo tanto toda mencio´n a otras realizaciones de la
conjetura, en las que tambie´n se observa bajo ciertas circunstancias la presencia de in-
tegrabilidad [108–112]. Nos limitaremos adema´s a la discusio´n del tema en relacio´n al
ca´lculo de la dimensio´n conforme de los operadores de la teor´ıa de gauge, dejando de
lado otros contextos en los que se presentan sistemas integrables, como ser el ca´lculo
de amplitudes de dispersio´n y loops de Wilson poligonales de lados nulos, [113].
Comenzamos considerando las consecuencias que trae la existencia de un conjunto
infinito de cantidades conservadas en una teor´ıa de campos relativista. Si bien como
veremos ma´s adelante este no es el caso que nos concierne en lo inmediato, resulta es-
clarecedor para establecer algunas de las propiedades y estructuras que son comunes a
todos los sistemas integrables. Pasamos luego al estudio perturbativo del operador de
dilataciones de N = 4 super Yang-Mills, en el que podemos apreciar co´mo es posible
identificar el problema de la diagonalizacio´n de la matriz de mezcla de operadores con
el de encontrar el espectro de una cadena de espines cuyo hamiltoniano es integrable.
Esto motivara´ la discusio´n del ansatz de Bethe, as´ı como su extensio´n a todo orden
dada por el ansatz de Bethe asinto´tico. Habiendo expuesto esta herramienta funda-
mental, pasamos a considerar otros observables de la teor´ıa conforme que presentan
integrbilidad, como son los lazos de Wilson con inserciones de operadores. Estos pue-
den asociarse a cadenas de espines abiertas, en las que los extremos esta´n fijos a un
loop de Wilson que provee condiciones de borde que preservan la integrabilidad. Su
estudio puede realizarse por medio del ansatz de Bethe de borde, o desde el punto de
vista dual en te´rminos de D-branas a las que esta´n fijas cuerdas abiertas. Sera´ en este
u´ltimo punto en el que nos enfocaremos en la seccio´n final de este cap´ıtulo, presentan-
do los resultados originales obtenidos en [18] para el factor de reflexio´n que adquieren
las excitaciones de las cuerdas cuando se reflejan en dichas D-branas. No´tese que de-
jamos para el cap´ıtulo siguiente todo aquello que se relaciona con las correcciones por
taman˜o finito que recibe el ansatz de Bethe asinto´tico, algunas de las cuales sera´n
relevantes para los sistemas estudiados aqu´ı.
Corresponde terminar esta introduccio´n aclarando que la integrabilidad en gene-
ral, y la integrabilidad en la conjetura AdS/CFT en particular, son temas demasiado
extensos para pretender cubrirlos por completo en esta tesis. Mencionamos entonces
algunas de las referencias principales a las que el lector puede acudir para profundizar
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en las cuestiones que aqu´ı no se presentan, o cuya exposicio´n se ve limitada por cues-
tiones de espacio. Para una introduccio´n a la integrabilidad cla´sica, puede consultarse
el libro cla´sico [114], o la ma´s reciente revisio´n [115]. Para una exposicio´n enfocada
exclusivamente en las aplicaciones a la conjetura AdS/CFT la referencia ineludible
es [116], que contiene buena parte de los temas que vamos a discutir en lo que sigue.
Las referencias a otros trabajos donde se discuten algunas cuestiones ma´s espec´ıficas
se dara´n a lo largo del texto, a medida que sea relevante hacerlo.
5.1. Cargas conservadas y ecuacio´n de Yang-Baxter
Consideremos una teor´ıa de campos relativista en 1+1 dimensiones con part´ıculas
masivas identificadas por un ı´ndice a. La energ´ıa y el momento de estas part´ıculas pue-
den parametrizarse con una rapidity θ ∈ R segu´n E = ma cosh(θ) y p = ma sinh(θ).
Como la teor´ıa es masiva, todas las interacciones son de corto alcance y el espacio de
Hilbert se descompone por lo tanto en estados en los que las part´ıculas se hallan muy
separadas unas de otras, de modo que podemos considerarlas pra´cticamente libres.
Las transiciones entre estos estados cuasi libres ocurren cuando las funciones de onda
se solapan y las part´ıculas interactu´an.
Identificamos con Aai(θi) a una part´ıcula de tipo ai que se propaga con rapidity
θi, y observamos que como tenemos una sola dimensio´n espacial el orden de una
secuencia de s´ımbolos de este tipo puede asociarse un´ıvocamente al orden de las
correspondientes part´ıculas en el espacio. Vemos entonces que un estado cuasi libre
de n part´ıculas puede identificarse con la secuencia
|Aa1(θ1) · · ·Aan(θn) 〉 , (5.1)
y diremos que este es un estado entrante si no presenta interacciones con t → −∞,
mientras que sera´ saliente si no presenta interacciones con t → +∞. En un estado
entrante las rapidities esta´n ordenadas en orden decreciente, mientras que en un
estado saliente el orden de las mismas sera´ creciente. Un estado arbitrario puede ser
descripto en te´rminos de una suma sobre estados asinto´ticos de este tipo. La relacio´n
entre ambas bases, es decir la evolucio´n de un estado entrante en un estado saliente,
es dada por la matriz de scattering o matriz S, que nos permite escribir al menos
formalmente
|Aa1(θ1) · · ·Aan(θn) 〉 =
∑
n′
∑
{θ′i}
Sb1··· bn′a1··· an (θ1, . . . , θn; θ
′
1, . . . , θ
′
n′) |Ab1(θ′1) · · ·Abm(θ′n′) 〉 ,
(5.2)
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donde la suma sobre los conjuntos {θ′i} involucra en general una secuencia de inte-
grales. La conservacio´n de la energ´ıa y el momento totales por separado implica que
tambie´n se conservan Qˆ±1 = Eˆ ± pˆ, y esto impone una condicio´n sobre los conjuntos
de rapidities,
ma1e
±θ1 + · · ·+mane±θn = mb1e±θ
′
1 + · · ·+mbn′e±θ
′
n′ , (5.3)
que tambie´n podemos considerar como restricciones sobre la matriz S. De haber otras
cargas conservadas, estas en general transformara´n en representaciones de mayor or-
den del grupo de Lorentz en 1+1 dimensiones, es decir que sobre estados de una
part´ıcula tendremos
Qˆs |Aa(θ) 〉 = q(s)a esθ |Aa(θ) 〉 , (5.4)
donde s ∈ Z es el esp´ın de Lorentz de la carga Qˆs. Vamos a concentrar nuestra atencio´n
sobre las cargas conservadas que provienen de integrales de densidades locales de
carga, que no son el u´nico tipo de cargas conservadas que puede haber en la teor´ıa,
pero que tienen la importante propiedad de que resultan aditivas cuando actu´an sobre
los estados cuasi libres,
Qˆs |Aa1(θ1) · · ·Aan(θn) 〉 =
(
q(s)a1 e
sθ1 + · · ·+ q(s)esθnan
)
|Aa1(θ1) · · ·Aan(θn) 〉 . (5.5)
Aplicada a (5.2), cada una de estas cargas dara´ lugar a una restriccio´n ana´loga a
(5.3), a saber
q(s)a1 e
sθ1 + · · ·+ q(s)an esθn = q(s)b1 esθ
′
1 + · · ·+ q(s)bn′e
sθ′
n′ , (5.6)
y podemos imaginar que, dado un conjunto infinito de cargas de esp´ın superior, las
restricciones sera´n tan fuertes que la u´nica forma de satisfacerlas sera´ la trivial1, es
decir n′ = n con
θi = θ
′
σi
y q(s)ai = q
(s)
bσi
para i = 1, . . . , n y s 6= 0, (5.7)
siendo σ una permutacio´n de n elementos. Esto corresponde a establecer que en la
teor´ıa considerada no hay produccio´n ni aniquilacio´n de part´ıculas, y que el conjunto
de momentos de entrada es ide´ntico al conjunto de momentos de salida, a menos de
un reordenamiento. Decimos en este caso que la matriz S es puramente ela´stica.
Para visualizar el efecto que tiene la existencia de cargas de esp´ın superior re-
cordemos que usando Qˆ±1 podemos construir el operador pˆ, que corresponde a una
1Si bien para algunas teor´ıas se podr´ıa en principio tener soluciones no triviales que satisfagan las
infinitas restricciones impuestas, en general estas correspondera´n a conjuntos de valores espec´ıficos
de las rapidities de entrada θi que resultan no ser f´ısicos desde un primer momento.
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traslacio´n constante en la direccio´n espacial. En general, utilizando dos cargas con-
jugadas Qˆs y Qˆ−s podemos construir otra carga conservada pˆs que esencialmente
corresponde a una traslacio´n espacial que depende del momento como ps−1, [117].
Si disponemos de hecho de una torre infinita de pares de cargas conjugadas con
s = 2, 3, . . . , con una combinacio´n lineal adecuada de las mismas podremos construir
una carga conservada Qˆ que genera una traslacio´n cuya dependencia en el momento
es totalmente arbitraria, por ejemplo haciendo que Qˆ so´lo afecte a las part´ıculas con
un momento espec´ıfico. En un diagrama espacio-temporal, esto corresponde a despla-
zar horizontalmente la l´ınea de mundo de las part´ıculas con dicho momento en una
distancia arbitraria, dejando fijas las dema´s l´ıneas de mundo. Esto modifica la forma
del diagrama, pero como Qˆ es una carga conservada sabemos que la amplitud de un
proceso no puede verse afectada.
Si las l´ıneas de mundo no fueran rectas infinitas, movie´ndolas de este modo
podr´ıamos “desarmar” los puntos de interaccio´n, lo cual no tiene sentido. Esta es la
interpretacio´n geome´trica de las propiedades de la matriz S que hab´ıamos enunciado
antes, (5.7), pero tiene adema´s una consecuencia adicional especialmente importante.
Esta aparece por primera vez al considerar procesos 3→ 3, que con las restricciones
impuestas podr´ıan tener, en principio, interacciones entre las tres part´ıculas presen-
tes. Sin embargo, para que esto sea posible sus tres momentos deben ser diferentes, y
entonces el hecho de que podamos desplazar horizontalmente cada una de las l´ıneas
de mundo por separado nos permite ver que la amplitud de este proceso debe ser
ide´ntica a la de los procesos en los que la interaccio´n es una secuencia de procesos
2→ 2, ver figura 5.1.
Esta propiedad se conoce como relacio´n tria´ngulo-estrella y da cuenta de la facto-
rizacio´n de la matriz S [118], que puede extenderse a procesos con ma´s part´ıculas. En
efecto, para todo proceso de la forma n → n por los argumentos expuestos arriba la
matriz S debe descomponerse en un producto de factores correspondientes a procesos
de tipo 2→ 2,
S
aσ1 ··· aσn
a1 ··· an =
∏
(i,j)∈σ
S
aσjaσi
ai aj (θi, θj) . (5.8)
Para el caso particular de los procesos 3→ 3 la igualdad de las dos descomposiciones
posibles da cuenta de la condicio´n conocida como ecuacio´n de Yang-Baxter,
Sc2 c1a1 a2(θ1, θ2)S
c3 b1
c1 a3
(θ1, θ3)S
b3 b2
c2 c3
(θ2, θ3) = S
c3 c2
a2 a3
(θ2, θ3)S
b3 c1
a1 c3
(θ1, θ3)S
b2 b1
c1 c2
(θ1, θ2), (5.9)
mientras que para procesos con ma´s part´ıculas no tenemos condiciones adicionales
porque podemos utilizar repetidamente la relacio´n anterior.
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(a)
a1 a2 a3
b3 b2 b1
c1
c2
c3
(b)
a1 a2 a3
b3 b2 b1
(c)
a1 a2 a3
b3 b2 b1
c1
c2
c3
Figura 5.1: Tres formas distintas en las que puede ocurrir un proceso 3→ 3. En (a) y
(c) todas las interacciones entre las part´ıculas son de a pares, mientras que en (b) hay
una interaccio´n entre las tres part´ıculas. En una teor´ıa integrable estas tres opciones
son equivalentes, y la igualdad de (a) y (c) resulta en la ecuacio´n de Yang-Baxter.
No´tese que el razonamiento empleado hasta aqu´ı se puede formalizar y generalizar
de modo de no requerir dos cargas conjugadas, sino solamente una carga de orden
positivo y otra de orden negativo con espines distintos de ±1 respectivamente, que
debera´n provenir de integrales de densidades de carga locales en teor´ıas masivas [119].
Otra generalizacio´n posible consiste en considerar teor´ıas que no esta´n definidas en
un volumen infinito, sino en uno finito o semi-infinito. En este u´ltimo caso, la dimen-
sio´n espacial tiene un borde con el que las part´ıculas pueden interactuar, siendo la
interaccio´n tal que se mantiene la integrabilidad del sistema. Para que esto ocurra, las
part´ıculas deben reflejarse en el borde al chocar con e´l, pero como e´ste puede tener
grados de libertad internos la part´ıcula reflejada no necesariamente es la misma que
la incidente. Podemos describir el proceso haciendo uso de una matriz de reflexio´n
Rcdab(θ), de modo que
|Aa(θ) 〉b =
∑
c,d
Rcdab(θ) |Ac(−θ) 〉d , (5.10)
donde en el estado identificamos con un sub´ındice el grado de libertad de borde.
Considerando la reflexio´n sucesiva de dos part´ıculas en el mismo borde, e igualando
como antes diagramas espacio-temporales en los que las l´ıneas de mundo se han
desplazado horizontalmente, podemos llegar a una relacio´n equivalente a (5.9), ver
figura 5.2. Esta se conoce como ecuacio´n de Yang-Baxter de borde, y toma la forma
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(a)
a1
a2 a3
b1
b2 b3
c1
c2
c3
d1
d2
(b)
a1
a2 a3
b1
b2 b3
(c)
a1
a2 a3
b1
b2 b3
c1
c2
c3
d1
d2
Figura 5.2: Tres formas distintas en las que puede ocurrir el proceso de reflexio´n de
dos part´ıculas en un borde. En (a) y (c) cada una de las part´ıculas se refleja por
separado e interactu´a con la otra en el interior del espacio, mientras que en (b) hay
una interaccio´n simulta´nea entre ambas part´ıculas y el borde. En una teor´ıa integrable
estas tres descripciones del proceso son equivalentes, y la igualdad de (a) y (c) resulta
en la ecuacio´n de Yang-Baxter de borde.
Sc2c1a1a2(θ1, θ2)R
d1c3
c1a3
(θ1)S
b1d2
c2d1
(θ2,−θ1)Rb2b3d2c3(θ2) = (5.11)
Rc2c3a2a3(θ2)S
d2c1
a1c2
(θ1,−θ2)Rd1b3c1c3 (θ1)Sb1b2d2d1(−θ2,−θ1) .
Como en el caso de las interacciones en el interior del espacio, un proceso con ma´s de
dos reflexiones sucesivas no aportara´ nuevas condiciones, dado que podemos aplicar
sucesivamente la propiedad anterior.
Finalmente, para definir una teor´ıa integrable en un volumen finito no es necesario
introducir nuevos ingredientes. Podemos optar por imponer condiciones de borde
perio´dicas, en cuyo caso tendremos una condicio´n de cuantizacio´n de los momentos
de las part´ıculas dada en te´rminos de la matriz S, como as´ı tambie´n es posible imponer
condiciones de borde abiertas, resultando esto en una condicio´n de cuantizacio´n de
los momentos que involucra, adema´s de la matriz S, a las matrices de reflexio´n en
los bordes izquierdo y derecho. Presentaremos las ecuaciones correspondientes ma´s
adelante, cuando consideremos un ejemplo concreto de un modelo integrable junto a
su solucio´n en la seccio´n 5.3.
Cabe mencionar un aspecto relevante que es particular de las teor´ıas 1+1-di-
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mensionales consideradas. En estas teor´ıas, los desplazamientos en las trayectorias
espacio-temporales de las part´ıculas, que son posibles gracias a la existencia de cargas
conservadas de esp´ın mayor a uno, so´lo pueden ocurrir en una u´nica direccio´n espacial.
Por lo tanto, si dos l´ıneas se cruzan en un diagrama tambie´n se cruzara´n una vez
desplazadas, dado que son infinitas.
Ma´s en general, si nos ocupa´ramos de teor´ıas enD = d+1 dimensiones, deber´ıamos
esperar que sean admisibles desplazamientos en las d dimensiones espaciales. En caso
de que d > 1, las l´ıneas que se cruzan en un diagrama pueden dejar de hacerlo una
vez que son desplazadas. Este argumento provee un indicio de que en teor´ıas d+1-
dimensionales con d > 1, si existen cargas conservadas de esp´ın |s| > 1 todas las
interacciones deben ser triviales, de modo que se trata de hecho de teor´ıas libres.
Este es, en efecto, un teorema demostrado rigurosamente por Coleman y Mandula en
1967, [120].
5.2. Operador de dilataciones a 1-loop
Como vimos en el cap´ıtulo 2, el espectro de dimensiones de escala de los operadores
de la teor´ıa conforme se relaciona v´ıa la conjetura AdS/CFT con el espectro de
energ´ıas de los campos duales en AdS. En esta seccio´n nos proponemos por lo tanto
iniciar el estudio perturbativo del operador de dilataciones de N = 4 super Yang-
Mills [121], con el objetivo de identificar estructuras integrables cuya generalizacio´n
nos permita ma´s adelante realizar una descripcio´n no perturbativa, pasible de ser
comparada con los resultados obtenidos en el re´gimen de acoplamiento fuerte a partir
del l´ımite de supergravedad de la teor´ıa de cuerdas.
Para calcular la dimensio´n de escala de un operador O, podemos considerar la fun-
cio´n de correlacio´n de dicho operador con su conjugado, que por ana´lisis dimensional
es 〈
O(x)O¯(y)
〉 ∝ 1|x− y|2∆ . (5.12)
La dimensio´n de escala de O es ∆ = ∆0 + γ, donde ∆0 es la dimensio´n de escala
“desnuda” correspondiente a la teor´ıa libre, mientras que γ es la dimensio´n ano´mala
debida a las correcciones cua´nticas que aparecen cuando el acoplamiento gYM es no
nulo. En el re´gimen de acoplamiento de´bil, γ  ∆0 y podemos expandir〈
O(x)O¯(y)
〉 ∝ 1|x− y|2∆0 (1− γ log Λ2|x− y|2 +O(γ2)) , (5.13)
donde Λ es un cutoff.
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Ya mencionamos que los operadores invariantes de gauge en una teor´ıa con grupo
de gauge SU(N) son trazas o productos de trazas de los campos de la teor´ıa y sus
derivadas. En el l´ımite planar N →∞ las funciones de correlacio´n de los operadores
con productos de trazas esta´n suprimidas por potencias de 1/N , de manera que basta
considerar los operadores que son trazas simples. Como Fµν = [Dµ, Dν ], podemos li-
mitarnos tambie´n a la consideracio´n de operadores en los que las derivadas que actu´an
sobre un mismo campo esta´n simetrizadas, y usando las ecuacio´nes de movimiento
es posible adema´s reescribir ciertas combinaciones de derivadas actuando sobre los
campos. En cualquier caso, como la parte boso´nica del grupo de simetr´ıa PSU(2, 2|4)
es SU(2, 2)×SU(4), todo operador invariante de gauge tendra´ asociadas seis cargas,
(∆, S1, S2, J1, J2, J3). Adema´s de la dimensio´n de escala ∆, estas corresponden a los
espines S1 y S2 del grupo de Lorentz SO(1, 3), y a las cargas J1, J2 y J3 de la simetr´ıa
SO(6)R.
Vamos a concentrarnos por el momento en el sector SO(6) de los campos escalares,
de modo que un operador gene´rico tendra´ la forma
OI1···IL(x) =
(
4pi2
N
)L/2
Tr[ΦI1(x) · · ·ΦIL(x)] , (5.14)
donde introdujimos un factor de normalizacio´n que sera´ conveniente ma´s adelante.
Para calcular funciones de correlacio´n a nivel a´rbol usamos el propagador (4.36), que
al absorber la constante de acoplamiento en los campos como hicimos en (2.26) resulta
en2 〈
(ΦI)
i
j(x)(Φ¯J)
k
l(y)
〉
=
δIJ
4pi2
δilδ
k
j
|x− y|2 , (5.15)
donde hicimos expl´ıcitos los ı´ndices de la representacio´n adjunta de SU(N). Entonces,
tendremos a nivel a´rbol〈
OI1···IL(x)O¯J1···JL(y)
〉
(0−loop) =
1
|x− y|2L (δI1J1 · · · δILJL + c´ıcl.) + · · · , (5.16)
siendo la suma sobre las permutaciones c´ıclicas de los ı´ndices J1, . . . , JL. El te´rmino
escrito arriba es aquel que surge de las L contracciones planares posibles entre am-
bos operadores, cada una de las cuales provee un factor N/4pi2 compensando por la
normalizacio´n, y los puntos suspensivos contienen todas las contribuciones de las con-
tracciones no planares. Estas contribuciones vienen suprimidas por potencias de 1/N ,
2En el l´ımite planar N →∞, podemos despreciar la diferencia entre SU(N) y U(N) dada por la
condicio´n (ΦI)
i
i = 0.
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y sera´n subdominantes siempre que L N , ya que de lo contrario la mayor propor-
cio´n de diagramas no planares puede hacer que estos dominen frente a los diagramas
planares.
Para calcular la correccio´n a 1-loop, debemos considerar los ve´rtices de interaccio´n
de los campos escalares en la accio´n (2.26). Comenzando por el ve´rtice de cuatro patas
de los campos escalares dado por
SΦ4 = − 1
2g2YM
∫
d4zTr [ΦI ,ΦJ ]
2 , (5.17)
debemos insertarlo en el correlador contrayendo dos de sus campos con OI1···IL(x) y
los otros dos con O¯J1···JL(y). Para tener diagramas planares los campos contra´ıdos
con el ve´rtice en OI1···IL(x) y O¯J1···JL(y) deben ser vecinos, de modo que en el l´ımite
planar obtendremos te´rminos de la forma〈
OI1···IL(x)O¯J1···JL(y)
〉
(1−loop,Φ4) =
g2YMN
32pi4|x− y|2L−4
∫
d4z
|x− z|4|y − z|4 (5.18)
×
L∑
k=1
(
2δI1J1 · · · δIkJk+1δIk+1Jk · · · δILJL
− δI1J1 · · · δIkJkδIk+1Jk+1 · · · δILJL
−δI1J1 · · · δIkIkδJk+1Jk+1 · · · δILJL + c´ıcl.
)
.
Aparece as´ı el acoplamiento de ’t Hooft λ = g2YMN como para´metro natural de la ex-
pansio´n, y vemos que la integral debe ser regularizada pasando a la signatura eucl´ıdea
e introduciendo un cutoff ultravioleta Λ, resultando esto en∫
d4z
|x− z|4|y − z|4 '
2
|x− y|4
∫ |x−y|
1/Λ
dξ
ξ
dΩ3 =
2pi2
|x− y|4 log Λ
2|x− y|2 . (5.19)
Entonces la correccio´n a 1-loop debida al ve´rtice de 4 patas de los campos escalares
es en el l´ımite planar〈
OI1···IL(x)O¯J1···JL(y)
〉
(1−loop,Φ4) = −
λ
16pi2
log Λ2|x− y|2
|x− y|2L (5.20)
×
L∑
k=1
(1− 2Pk,k+1 +Kk,k+1)δI1J1 · · · δILJL + c´ıcl. ,
donde Pk,k+1 es el operador que intercambia los ı´ndices k y k + 1 y Kk,k+1 es el
operador que los contrae, es decir que
Pk,k+1δI1J1 · · · δILJL = δI1J1 · · · δIkJk+1δIk+1Jk · · · δILJL , (5.21)
Kk,k+1δI1J1 · · · δILJL = δI1J1 · · · δIkIk+1δJkJk+1 · · · δILJL . (5.22)
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A este resultado debemos agregarle la contribucio´n de los propagadores gluo´nicos al
orden 1-loop, que surgen de las interacciones de los escalares con el campo vectorial
dentro de las derivadas covariantes de su te´rmino cine´tico. Sin embargo, dado que estos
propagadores no tienen ı´ndices de color sabemos que su contribucio´n sera´ proporcional
al resultado a nivel a´rbol (5.16), de modo que el resultado a 1-loop es〈
OI1···IL(x)O¯J1···JL(y)
〉
(1−loop) = −
λ
16pi2
log Λ2|x− y|2
|x− y|2L (5.23)
×
L∑
k=1
(1 + C − 2Pk,k+1 +Kk,k+1)δI1J1 · · · δILJL + c´ıcl. ,
para alguna constante C que podemos fijar considerando un operador espec´ıfico. De-
finimos para ello las combinaciones complejas
Z = 1√
2
(Φ1 + iΦ2) , W =
1√
2
(Φ3 + iΦ4) y X =
1√
2
(Φ5 + iΦ6) , (5.24)
que tienen ∆0 = 1, al igual que sus campos conjugados Z¯, W¯ y X¯. Las cargas R
correspondientes son J1 = ±1, J2 = ±1 y J3 = ±1 respectivamente, siendo las dema´s
cargas nulas y el signo negativo va´lido para los campos conjugados. El operador
OL(x) = (4pi
2/N)L/2Tr(ZL) tiene entonces cargas (L, 0, 0, L, 0, 0), donde ∆ = ∆0
porque al tener ∆0 = J1 se trata de un operador quiral primario, que no recibe
correcciones cua´nticas en su dimensio´n de escala. Ahora bien, para este operador
Kk,k+1 7→ 0 porque OL(x) tiene solamente campos Z y no Z¯, mientras que Pk,k+1 7→ 1
porque se trata de un operador sime´trico frente al intercambio de cualquier par de
ı´ndices. Por lo tanto, la anulacio´n del te´rmino de 1-loop para este operador implica
C = 1, es decir que〈
OI1···IL(x)O¯J1···JL(y)
〉
(1−loop) = −
λ
8pi2
log Λ2|x− y|2
|x− y|2L (5.25)
×
L∑
k=1
(1− Pk,k+1 + 12Kk,k+1)δI1J1 · · · δILJL + c´ıcl. .
Comparando esta expresio´n con (5.13), podemos identificar al primer orden de la
dimensio´n ano´mala γ =
∑∞
n=1 λ
nΓn/n! con
λΓ1 =
λ
8pi2
L∑
k=1
(1− Pk,k+1 + 12Kk,k+1) . (5.26)
La presencia de Pk,k+1 y Kk,k+1 en esta expresio´n da cuenta de la mezcla de operadores
a 1-loop, y significa que el problema de hallar la dimensio´n ano´mala a este orden es
equivalente al de diagonalizar el operador Γ1.
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Podemos pensar a los operadores (5.14) como formando un espacio de Hilbert que
es el producto tensorial de L representaciones vectoriales de SO(6). La ciclicidad de la
traza implica que en este espacio debemos restringirnos a los estados invariantes frente
a un corrimiento en los ı´ndices Ik 7→ Ik+1, corrimiento que claramente conmuta con
Γ1. Como adema´s Γ1 actu´a linealmente y es hermı´tico, podemos interpretarlo como
un hamiltoniano para una cadena de L espines de SO(6) con condiciones perio´dicas.
Dado que Pk,k+1 y Kk,k+1 so´lo operan sobre sitios contiguos de la cadena, esta tiene
u´nicamnete interacciones a primeros vecinos.
Si nos restringimos a un subespacio SU(2) ⊂ SO(6), considerando por ejemplo so-
lamente los operadores compuestos por campos Z y X, vemos que como no mezclamos
campos conjugados Kk,k+1 7→ 0 y el hamiltoniano toma la forma [103]
λΓ
SU(2)
1 =
λ
8pi2
L∑
k=1
(1− Pk,k+1) . (5.27)
Como veremos en la seccio´n que sigue, este es el ejemplo paradigma´tico de un hamil-
toniano integrable, correspondiente a la cadena de espines de Heisenberg.
Corresponde terminar esta seccio´n con algunos comentarios respecto al resulta-
do anterior. Este puede generalizarse a operadores compuestos por todos los campos
de la teor´ıa y sus derivadas, es decir que podemos identificar el problema de hallar
la dimensio´n ano´mala de dichos operadores a 1-loop con el de diagonalizar un ha-
miltoniano para cierta cadena de espines. Como en el caso general podemos tener
un nu´mero infinito de derivadas actuando sobre cada campo, el espacio de Hilbert
de cada sitio de la cadena es una representacio´n infinito-dimensional del grupo de
simetr´ıas completo PSU(2, 2|4). El hamiltoniano correspondiente seguira´ teniendo
interacciones solamente a primeros vecinos, aunque ya no sera´ en una forma tan sen-
cilla como las presentadas hasta aqu´ı [122, 123]. Se puede demostrar, sin embargo,
que este hamiltoniano tambie´n es integrable.
En general, el estudio perturbativo del operador de dilataciones se realiza restrin-
giendo los operadores considerados a ciertos sectores contenidos en el grupo completo
PSU(2, 2|4). En esta seccio´n trabajamos en el sector SO(6), queda´ndonos solamente
al final con un subsector SU(2) ⊂ SO(6). Podr´ıamos habernos preguntado si esto
era consistente, es decir si la mezcla de operadores no podr´ıa eventualmente llevarnos
fuera de dicho sector. Para comprender por que´ esto no ocurrio´, debemos notar que
el operador de dilataciones conmuta con los generadores de las simetr´ıas de Lorentz
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y R. Por lo tanto, no puede mezclar operadores con distintos conjuntos de cargas
conservadas, y esto debe respetarse orden a orden en la expansio´n perturbativa.
Los operadores del sector SU(2) considerado tienen cargas (L, 0, 0, L −K, 0, K),
siendo L la cantidad total de operadores en la traza, y L − K y K las cantidades
de operadores Z y X respectivamente. Estos operadores so´lo pueden mezclarse en-
tre s´ı, de modo que el sector SU(2) es cerrado a todo orden en λ. Al agregar un
tercer campo escalar, tendremos operadores como Tr(ZWX) ∈ SU(3), que tienen
carga (3, 0, 0, 1, 1, 1) y pueden mezclarse con la traza de dos fermiones de cargas
(3
2
,±1
2
, 0, 1
2
, 1
2
, 1
2
). El sector cerrado a todo orden perturbativo que resulta de incor-
porar a dichos fermiones es el SU(2|3), ver [124]. Como el sector SO(6) contiene al
SU(3) anterior, no es cerrado a todo orden perturbativo. Sin embargo, como la mez-
cla con los fermiones cambia el nu´mero total de campos en el operador, y esto puede
ocurrir a partir de 2-loops, el sector SO(6) s´ı es cerrado a 1-loop, como ya vimos.
Finalmente, mencionamos un u´ltimo sector cerrado que difiere de los anteriores en
tanto a cada sitio de la cadena de espines le corresponde una representacio´n infinito-
dimensional del grupo. Se trata del sector SU(1, 1), que contiene un u´nico escalar Z
sobre el que pueden actuar derivadas con una u´nica polarizacio´n. El hamiltoniano co-
rrespondiente actu´a moviendo las derivadas de un sitio a su vecino, y tiene un ana´logo
en QCD [125–127].
5.3. Ansatz de Bethe
En la seccio´n anterior vimos que el problema de encontrar la dimensio´n de escala a
1-loop de los operadores en el sector SU(2) de N = 4 super Yang-Mills es equivalente
al de resolver el espectro del hamiltoniano (5.27), correspondiente a la cadena de
espines de Heisenberg [128]. Dejamos entonces a un lado, por el momento, el contexto
en el que surgio´ el problema, y nos enfocamos en su descripcio´n en te´rminos de una
cadena de espines de SU(2). En esta seccio´n presentamos la solucio´n a este problema
hallada por Hans Bethe en 1931, [129], que servira´ para introducir la herramienta
principal que nos permite resolver sistemas integrables, conocida en la actualidad
como ansatz de Bethe.
Consideramos entonces una cadena o red unidimensional con sitios identificados
por un ı´ndice k, que toma valores que dependen de la geometr´ıa de la cadena. Cada
uno de los sitios contiene un esp´ın s = 1/2, es decir un doblete en la representacio´n
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fundamental de SU(2) que puede ser un esp´ın hacia arriba o hacia abajo,
↑ ⇐⇒
(
1
0
)
, ↓ ⇐⇒
(
0
1
)
. (5.28)
El espacio de Hilbert correspondiente es
H =
⊗
k
V =
⊗
k
C2 , (5.29)
donde V = C2 es el espacio vectorial en el que se encuentra cada uno de los espines.
Muchos de los operadores con los que vamos a trabajar actu´an no trivialmente sobre
un solo sitio de la cadena, de modo que introducimos la notacio´n Xk para hacer
referencia a un operador que actu´a como
Xk = I⊗ · · · ⊗ I⊗X ⊗ I⊗ · · · ⊗ I︸ ︷︷ ︸
X en la posicio´n k
, (5.30)
donde I es la identidad en V y X es el operador correspondiente definido para un
sitio. En particular, los operadores de esp´ın sobre cada sitio de la cadena son
Sik =
σik
2
para i = 1, 2, 3 , (5.31)
donde las matrices σik actu´an sobre el k-e´simo sitio de la cadena como las matrices
de Pauli,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (5.32)
Definiendo convencionalmente un nuevo acoplamiento a trave´s de g =
√
λ/4pi, el
hamiltoniano (5.27) toma la forma3
Hint = 2g
2
∑
k
(1− Pk, k+1) , (5.33)
donde como antes Pk, k+1 es el operador que permuta los espines en las posiciones k
y k + 1. Tambie´n puede reescribirse como
Hint = 4g
2
∑
k
(
1
4
− ~Sk · ~Sk+1
)
, (5.34)
y usando las reglas de conmutacio´n [σi, σj] = 2iεijkσk puede verse que se satisface
[Sik, S
j
k′ ] = iε
ijlδk, k′S
l
k, de modo que los operadores de esp´ın total definidos como
Si =
∑
k
Sik , (5.35)
3Llamamos a este hamiltoniano interior porque para cadenas finitas y semi-infinitas debera´n
agrega´rsele te´rminos de borde para formar el hamiltoniano completo (no as´ı para las cadenas infinita
y perio´dica).
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conmutan con el hamiltoniano, [Hint, S
i] = 0. El sistema preserva entonces la simetr´ıa
SU(2), y como en particular se conserva S3 vemos que el hamiltoniano so´lo puede
mezclar estados con una cantidad fija de espines ↑ y ↓ (subespacios o sectores del
espacio de Hilbert del problema). Por lo tanto, los autoestados del hamiltoniano
tendra´n un nu´mero definido de espines de cada tipo.
Definimos el vac´ıo ferromagne´tico | ∅ 〉 como el estado que tiene esp´ın ↑ en todos
los sitios de la cadena4, y observamos inmediatamente que al tratarse de un estado
totalmente sime´trico frente al intercambio de espines en posiciones contiguas, es un
autoestado del hamiltoniano con autovalor nulo, Hint | ∅ 〉 = 0. Este sera´ el estado
de referencia sobre el cual se propagara´n impurezas de esp´ın ↓, tambie´n conocidas
como magnones. Estas impurezas son indistinguibles unas de otras, y gracias a la
conservacio´n de la componente del esp´ın S3 mencionada ma´s arriba, es inmediato
observar que el nu´mero de magnones es conservado. Esto significa que, como en el caso
de las teor´ıas de campos integrables, no hay en este modelo creacio´n ni aniquilacio´n
de part´ıculas.
Llamaremos | k 〉 al estado con una impureza en la k-e´sima posicio´n de la cadena,
de modo que por ejemplo la accio´n del operador Pk, k+1 sobre estados de este tipo es
Pk, k+1 | k 〉 = | k + 1 〉 ,
Pk, k+1 | k + 1 〉 = | k 〉 ,
Pk, k+1 | k′ 〉 = | k′ 〉 ∀k′ 6= k, k + 1 .
Similarmente, podemos definir los estados de dos impurezas | k, k′ 〉 como aquellos
que tienen un esp´ın ↓ en la posicio´n k y otro en la posicio´n k′ > k. En general, para el
sector con n impurezas en la cadena definimos los estados | k1, . . . , kn 〉 como aquellos
que tienen a las impurezas en los sitios k1 < · · · < kn.
Cadena infinita
Para el caso en el que la cadena es infinita tenemos que los sitios vienen identi-
ficados por k = −∞, . . . ,∞. Comenzamos por considerar estados con un magno´n, y
observamos que si bien | k 〉 no es un autoestado del hamiltoniano, podemos construir
un estado tipo “onda plana”, definido como
|ϕ(p) 〉 =
∑
k
eipl | k 〉 , (5.36)
4No´tese que si bien utilizamos al esp´ın ↑ para definir al vac´ıo ferromagne´tico, nada nos impedir´ıa
usar al esp´ın ↓ en su lugar. Mientras se preserve la simetr´ıa SU(2), todos los resultados obtenidos en
uno y otro caso sera´n equivalentes, pero si esta simetr´ıa llegara a romperse una y otra descripcio´n
del sistema comenzara´n a diferir en forma no trivial.
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y verificamos en forma expl´ıcita que este s´ı es un autoestado del hamiltoniano,
Hint |ϕ(p) 〉 = 8g2 sin2
(
p
2
) |ϕ(p) 〉. Observamos de esta manera que los magnones po-
seen la relacio´n de dispersio´n no relativista
Ep = 8g
2 sin2
(
p
2
)
. (5.37)
Para el sector con dos magnones, la superposico´n de dos ondas planas,
|ϕ(p1, p2) 〉 =
∑
k<k′
eip1k+ip2k
′ | k, k′ 〉 , (5.38)
no es un autoestado del hamiltoniano, debido en particular a los te´rminos en los que
ambas impurezas son adyacentes. Vemos de hecho que
Hint |ϕ(p1, p2) 〉 = (Ep1 + Ep2) |ϕ(p1, p2) 〉 (5.39)
− 2g2
∑
k
ei(p1+ip2)k
(
2eip2 − eip1+ip2 − 1) | k, k + 1 〉 .
En la terminolog´ıa empleada en 5.1, el estado |ϕ(p1, p2) 〉 es un estado entrante cuando
p1 > p2, es decir cuando la impureza de la izquierda tiene mayor momento que la
impureza de la derecha, mientras que es un estado saliente cuando p1 < p2. El ansatz
de Bethe consiste en proponer que los autoestados del hamiltoniano tienen la forma
|ψ(p1, p2) 〉 = |ϕ(p1, p2) 〉+ S(p1, p2) |ϕ(p2, p1) 〉 , (5.40)
es decir, proponemos que se trata de una superposicio´n de un estado entrante y otro
saliente, con un factor relativo S(p1, p2) entre ambos. Llamamos a este u´ltimo factor de
scattering, y queda determinado cuando exigimos que se trate en efecto de un autoes-
tado del hamiltoniano. Esto es, la condicio´n Hint |ψ(p1, p2) 〉 = (Ep1 + Ep2) |ϕ(p1, p2) 〉
resulta en que debemos tomar
S(p1, p2) = −2e
ip2 − eip1+ip2 − 1
2eip1 − eip1+ip2 − 1 , (5.41)
o en te´rminos de las rapidities definidas por ui = u(pi) con u(p) =
1
2
cot p
2
,
S(u1, u2) =
u1 − u2 − i
u1 − u2 + i . (5.42)
Este procedimiento se puede generalizar para el sector del espacio de Hilbert con
n impurezas. Construimos en este caso superposiciones de n ondas planas que tienen
la forma
|ϕ(p1, . . . , pn) 〉 =
∑
k1<···<kn
ei
∑n
i=1 piki | k1, . . . , kn 〉 , (5.43)
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y proponemos que los autoestados del hamiltoniano son
|ψ(p1, . . . , pn) 〉 =
∑
σ∈Πn
S(pσ1 , . . . , pσn) |ϕ(pσ1 , . . . , pσn) 〉 , (5.44)
donde Πn es el conjunto de las permutaciones de n elementos. El hecho de que el
sistema sea integrable nos permite asegurar que el factor de scattering de n impurezas
siempre puede factorizarse en un producto de factores de scattering de dos impurezas,
que ya evaluamos en (5.41). As´ı, para cada σ ∈ Πn podemos escribir en forma ana´loga
a (5.8)
S(pσ1 , . . . , pσn) =
∏
(i,j)∈σ
S(pi, pj) , (5.45)
donde la productoria recorre todos los pares de trasposiciones de dos elementos en los
que se descompone la permutacio´n considerada5. Usando esta expresio´n, es fa´cil ver
que el estado definido segu´n (5.44) es efectivamente un autoestado del hamiltoniano,
siendo
Hint |ψ(p1, . . . , pn) 〉 =
(
n∑
i=1
Epi
)
|ψ(p1, . . . , pn) 〉 . (5.46)
Cadena perio´dica
En el caso de una cadena perio´dica de longitud L, los sitios de la cadena esta´n
identificados por un ı´ndice k = 1, . . . , L, donde la condicio´n de periodicidad consiste en
asociar los dema´s valores enteros segu´n k ↔ k+L. Observamos que la diagonalizacio´n
del hamiltoniano se reduce en este caso a la diagonalizacio´n de una matriz de 2L×2L,
pero el ansatz de Bethe tiene la ventaja de que nos permite hacer esto para todo valor
de L, e incluso tomar el l´ımite termodina´mico L → ∞. La onda plana (5.36) sigue
siendo un autoestado del hamiltoniano, pero la condicio´n de periodicidad impone que
se cumpla
|ϕ(p) 〉 = e−ipL |ϕ(p) 〉 , (5.47)
de modo que eipL = 1. Esta es entonces la discretizacio´n usual que se tiene para el
momento de una part´ıcula en un c´ırculo de longitud L.
5Observamos que esta descomposicio´n no es u´nica, pero a pesar de ello la expresio´n dada para el
factor de scattering de n impurezas no es ambigua, ya que las ecuaciones de Yang-Baxter (5.9) nos
aseguran que todas las formas posibles de descomponer el factor de scattering son equivalentes: para
la cadena de espines de SU(2), el factor de scattering es simplemente un nu´mero complejo y esta
condicio´n se satisface trivialmente, dando cuenta de que reordenar las transposiciones que componen
una permutacio´n no afecta el resultado final; en casos ma´s generales cada sitio de la cadena tiene
un espacio de Hilbert de dimensio´n mayor, de modo que los factores de scattering son matriciales y
la condicio´n (5.9) pasa a ser no trivial.
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Para estados de dos impurezas, la condicio´n de periodicidad | k, k′ 〉 = | k′, k + L 〉
aplicada simulta´neamente a ambos te´rminos impone la discretizacio´n usual para el
momento total, ei(p1+p2)L = 1. Sin embargo, esta condicio´n es de hecho ma´s fuerte
dado que se puede aplicar a cada te´rmino del autoestado |ψ(p1, p2) 〉 por separado.
Es fa´cil ver usando S(p1, p2) = S(p2, p1)
−1 que esto implica las condiciones
eip1LS(p1, p2) = 1 y e
ip2LS(p2, p1) = 1 , (5.48)
que se conocen como ecuaciones de Bethe y discretizan los valores que pueden tomar
los momentos p1 y p2 de los magnones.
En el caso general del sector de n impurezas, los autoestados tienen la misma forma
que en el caso infinito pero nuevamente tendremos que investigar ma´s en detalle las
consecuencias de la condicio´n de periodicidad | k1, . . . , kn 〉 = | k2, . . . , kn, k1 + L 〉.
Nuevamente, tendremos por un lado la discretizacio´n del momento total,
ei
∑
n pnL = 1 , (5.49)
mientras que imponiendo la periodicidad para cada uno de los te´rminos del autoestado
por separado llegamos a la forma general de las ecuaciones de Bethe,
eipkL
∏
k′ 6=k
S(pk, pk′) = 1 para k = 1, . . . , n . (5.50)
En el contexto de la correspondencia AdS5/CFT4 tenemos una condicio´n adicio-
nal debida a que las cadenas perio´dicas simplemente representan una traza de campos
de N = 4 super Yang-Mills. Entonces, la condicio´n de periodicidad debe ser suple-
mentada por la condicio´n de invariancia de los estados frente a un desplazamiento
simulta´neo de todas las impurezas en un sitio, que refleja la ciclicidad de la traza.
Como ante este corrimiento la funcio´n de onda (5.44) adquirir´ıa un factor ei
∑n
i=1 pi , el
momento total de los magnones debe anularse,
n∑
i=1
pi = 0 . (5.51)
Cadena semi-infinita
Para una cadena semi-infinita, el ı´ndice k puede tomar los valores k = 1, 2, . . . ,∞,
y tendremos que imponer condiciones de contorno adecuadas para que el sistema siga
siendo integrable. Agregamos entonces al hamiltoniano un te´rmino de borde, de modo
que tenemos por ejemplo
H = Hint +Hiz con Hiz = 2g
2Aq↓1 . (5.52)
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Aqu´ı q↓k es el operador de proyeccio´n sobre el estado ↓ en el k-e´simo sitio de la cadena,
y podemos definir ana´logamente q↑k, de modo que en te´rminos matriciales
q↑ =
(
1 0
0 0
)
y q↓ =
(
0 0
0 1
)
. (5.53)
Observamos que
H | ↑ · · · 〉 = 0 y H | ↓ · · · 〉 = 2g2A | ↓ . . . 〉 , (5.54)
de manera que para A 6= 0 se ha roto la simetr´ıa SU(2). Sin embargo, [Hiz, S3] = 0
de modo que la componente S3 au´n se conserva, y por lo tanto los autoestados del
hamiltoniano poseen un nu´mero definido de impurezas, lo cual es necesario para que
se pueda formular el ansatz de Bethe y que el sistema resulte integrable.
Vemos tambie´n que dado que se perdio´ la simetr´ıa SU(2), en este caso dejara´n de
ser equivalentes las descripciones del sistema basadas en los dos vac´ıos ferromagne´ticos
posibles, | ∅ 〉↑ = | ↑ · · · 〉 con impurezas ↓ y | ∅ 〉↓ = | ↓ · · · 〉 con impurezas ↑. De
hecho, la formulacio´n usando | ∅ 〉↓ y el te´rmino de borde (5.52) sera´ equivalente a la
formulacio´n con el vac´ıo usual | ∅ 〉↑ y el te´rmino de borde H˜iz = 2g2Aq↑1, en la que el
vac´ıo ferromagne´tico deja de tener autovalor nulo para tener autovalor A.
Para aplicar el ansatz de Bethe, debemos notar que la onda plana (5.36) ya no es
un autoestado del hamiltoniano, porque tenemos
H |ϕ(p) 〉 = Ep |ϕ(p) 〉+ 2g2
(
1− eip (1− A)) | 1 〉 . (5.55)
Esto es, como la introduccio´n de un borde rompe la invarianza traslacional del sistema
las autofunciones no tendra´n un valor de momento p definido. Proponemos entonces
para la autofuncio´n la superposicio´n de una funcio´n tipo onda plana de momento p
con otra reflejada de momento −p,
|ψ(p) 〉 = |ϕ(p) 〉+R(p) |ϕ(−p) 〉 , (5.56)
y vemos que podemos hacer que este sea un autoestado del hamiltoniano (5.52) to-
mando
R(p) = − 1− e
ip (1− A)
1− e−ip (1− A) . (5.57)
Los autoestados para el sector con n > 1 impurezas se escribira´n en forma similar
a (5.44), pero teniendo en cuenta la posibilidad de que los magnones se reflejen en el
borde y cambie as´ı el signo de su momento, de modo que la propuesta sera´
|ψ(p1, . . . , pn) 〉 =
∑
σ∈Πn
P⊂{pi}
(∏
pi∈P
R(pi)
)
S(p′σ1 , . . . , p
′
σN
)
∣∣ϕ(p′σ1 , . . . , p′σN ) 〉 , (5.58)
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donde
p′i =
{
pi si pi 6∈ P ,
−pi si pi ∈ P .
(5.59)
Como la construccio´n de los autoestados no impone en este caso ninguna restric-
cio´n al valor de A, tenemos que este es un para´metro libre del modelo que no afecta a
la integrabilidad del sistema. Para cadenas de espines ma´s generales, los para´metros
libres introducidos en los te´rminos de borde debera´n tomar ciertos valores espec´ıficos
para preservar la integrabilidad del sistema. En cualquier caso, los modelos SU(2)
abiertos que se obtienen en el marco de la correspondencia AdS/CFT corresponden a
valores espec´ıficos de A. Por ejemplo, para operadores insertados en loops de Wilson
se obtiene el hamiltoniano del caso A = 0 [130]. Para operadores insertados en un
determinante de campos Z se obtiene el hamiltonaino del caso A = 1 [131]. En cam-
bio, para uno de los casos con materia en la fundamental en los extremos se obtiene
el hamiltonaino del caso A = 2 [132].
Cadena abierta
Nos referiremos a la cadena con dos bordes como cadena abierta. En este caso,
el ı´ndice k puede tomar los valores k = 1, . . . , L, y debemos agregar otro te´rmino de
borde al hamiltoniano, de modo que hacemos
H = Hint +Hiz +Hder con Hiz = 2g
2Aq↓1 y Hder = 2g
2Bq↓L . (5.60)
Los estados de una impureza (5.56) con RA(p) definida como en (5.57) no sera´n
en general autoestados de este hamiltoniano. Tenemos de hecho
H |ψ(p) 〉 = Ep |ψ(p) 〉+ 2g2eip(L+1)
(
1− e−ip (1−B)) |L 〉 (5.61)
+ 2g2RA(p)e
−ip(L+1) (1− eip (1−B)) |L 〉 ,
luego para que este sea un autoestado exigimos
e2ip(L+1) = −RA(p) 1− e
ip (1−B)
1− e−ip (1−B) = RA(p)RB(p) , (5.62)
con RB(p) definido segu´n (5.57) con A 7→ B. Esta es una condicio´n que discretiza los
valores del momento p ana´loga para el caso abierto a las ecuaciones de Bethe de la
cadena perio´dica. En general, en el sector con n impurezas se tendra´n autofunciones
definidas segu´n (5.58), estando los momentos sujetos a las ecuaciones de Bethe de
borde,
e2ipk(L+1) = RA(pk)RB(pk)
∏
k′ 6=k
S(pk′ , pk)S(−pk, pk′) para k = 1, . . . , n .
(5.63)
90
Cadenas de espines ma´s generales
La presentacio´n realizada a lo largo de esta seccio´n se limito´ al estudio de las
cadenas de espines de SU(2), que como vimos en la seccio´n 5.2 aparecen en el con-
texto de la dualidad AdS/CFT al estudiar el sector SU(2) de los operadores de traza
simple de N = 4 super Yang-Mills. Lo que es ma´s, al considerar siempre el modelo
de Heisenberg nos limitamos al estudio del operador de dilataciones a 1-loop dentro
de este sector. Si bien esto fue conveniente para realizar una exposicio´n concisa del
ansatz de Bethe en coordenadas, ya que nos permitio´ hacerlo sin incurrir en com-
plicaciones algebraicas, debemos mencionar varias direcciones en las que es posible
realizar generalizaciones.
Por un lado, podr´ıamos considerar o´rdenes superiores del operador de dilatacio-
nes, que corresponden a modelos de cadenas de espines con interacciones a vecinos
ma´s lejanos. En el sector SU(2) es posible avanzar en el ana´lisis perturbativo has-
ta 3-loops, modifica´ndose as´ı el modelo de Heisenberg considerado anteriormente. El
hamiltoniano para la cadena de espines de SU(2) correspondiente resulta ser integra-
ble, pero la formulacio´n del ansatz de Bethe se ve considerablemente complicada. En
particular, resulta necesario incorporar te´rminos de contacto en los autoestados del
ansatz, que modifican el factor de scattering cuando las impurezas son contiguas. Es-
tos te´rminos pueden hallarse orden a orden, pero el tratamiento se vuelve ra´pidamente
demasiado complicado. En la pro´xima seccio´n veremos que considerando las ecuacio-
nes de Yang-Baxter y las simetr´ıas del problema, es posible saltear enteramente este
proceso y realizar un ansatz de Bethe asinto´tico va´lido a todo orden perturbativo, a
menos de las correcciones por taman˜o finito discutidas en el cap´ıtulo 6.
Por otro lado, ampliando el espectro de campos de N = 4 super Yang-Mills que
consideramos formando parte de los operadores de traza simple, podr´ıamos analizar
sectores ma´s grandes del espacio de Hilbert. Las cadenas de espines resultantes no
tienen un so´lo tipo de impurezas, de manera que debemos modificar el ansatz de Bet-
he para tener en cuenta el “sabor” de los magnones que se propagan por la cadena. El
procedimiento resultante se conoce como ansatz de Bethe anidado, ya que involucra
realizar un primer ansatz de Bethe como el presentado aqu´ı, para luego realizar suce-
sivamente otros similares teniendo en cuenta las impurezas de sabor que se propagan
sobre la cadena de impurezas del nivel anterior.
Finalmente, debemos resaltar que existe una formulacio´n ma´s moderna del ansatz
de Bethe que hace ma´s transparentes las generalizaciones mencionadas arriba. Esta
se conoce como ansatz de Bethe algebraico, y proporciona un mecanismo constructivo
que permite generar hamiltonianos integrables para cadenas de espines cuyos sitios se
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hallan en representaciones arbitrarias del grupo de simetr´ıa considerado. En el proce-
so se obtiene tambie´n el conjunto infinito de cargas conservadas que conmutan con el
hamiltoniano en cuestio´n, demostrando de este modo su integrabilidad, as´ı como los
operadores de creacio´n y destruccio´n que pueden utilizarse para construir expl´ıcita-
mente los autoestados del hamiltoniano. Todo esto permite una caracterizacio´n ma´s
detallada de los modelos integrables estudiados, pero resultara´ innecesario para desa-
rrollar las aplicaciones que vamos a presentar en esta tesis. El lector interesado puede
referirse a [133, 134] para una introducio´n pedago´gica a estos temas, mientras que
puede consultar [135] para una exposicio´n en el contexto de la conjetura AdS/CFT.
5.3.1. Ansatz de Bethe asinto´tico
Como vimos en la seccio´n 5.2, el estudio del espectro de autovalores del operador de
dilataciones a 1-loop resulto´ en la identificacio´n de este problema con el de la diagona-
lizacio´n de un hamiltoniano correspondiente a una cadena de espines con interacciones
a primeros vecinos. Podemos realizar un ana´lisis similar a o´rdenes superiores, lo cual
resulta en identificaciones enteramente ana´logas: a `-loops las dimensiones ano´malas
de los operadores de N = 4 super Yang-Mills vienen dadas en el l´ımite planar por el
espectro de un hamiltoniano para cierta cadena de espines en la que cada sitio tiene
interacciones con sus ` vecinos ma´s cercanos. Los hamiltonianos correspondientes se
conocen solamente para los primeros o´rdenes perturbativos, [104–106, 136], y si bien
puede verse que son integrables su tratamiento se dificulta por la mezcla dina´mica de
operadores con distinta cantidad de campos en sus trazas, as´ı como por la necesidad
de introducir las modificaciones al ansatz de Bethe discutidas anteriormente.
Ahora bien, desde el punto de vista dual es posible establecer la integrabili-
dad cla´sica de la teor´ıa de cuerdas supersime´trica tipo IIB formulada en el espacio
AdS5 × S5. Sin entrar en mayores detalles, mencionamos solamente que para ello se
considera la accio´n de la teor´ıa en la formulacio´n de Metsaev-Tseytlin [137], que co-
rresponde a considerar un modelo sigma en el espacio resultante de tomar el cociente
PSU(2, 2|4)/[SO(4, 1)× SO(5)]. Generalizando los resultados obtenidos para el caso
del espacio plano, [107], es posible entonces establecer la integrabilidad de la teor´ıa
como consecuencia de la gradacio´n Z4 del espacio cociente considerado, [138,139].
Habiendo hallado evidencia de integrabilidad a ambos lados de la dualidad, co-
rrespondientes a los reg´ımenes de acoplamiento fuerte y de´bil, resulta natural suponer
que esta es una propiedad no perturbativa que se mantiene independientemente del
valor del acoplamiento en ambas teor´ıas. Si bien no sera´ posible probar esto rigurosa-
mente, vamos a ver que las condiciones necesarias para la presencia de integrabilidad
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discutidas en la seccio´n 5.1 son tan restrictivas que, combina´ndolas con considera-
ciones de simetr´ıa, hacen posible determinar los ingredientes fundamentales de toda
descripcio´n integrable. En efecto, es posible determinar la relacio´n de dispersio´n y las
matrices de scattering y reflexio´n de la dualidad AdS5/CFT4 como funciones exactas
del acoplamiento de ’t Hooft λ, [140–147]. Dado que la cadena de espines considerada
tiene interacciones de largo alcance cuando el acoplamiento es finito, el procedimiento
utilizado sera´ va´lido solamente en el l´ımite asinto´tico, en el que las cadenas son muy
largas y las impurezas que se propagan por ellas esta´n muy alejadas unas de otras.
Dejamos por lo tanto para el pro´ximo cap´ıtulo la evaluacio´n de las correcciones por
taman˜o finito que recibe esta construccio´n, pero mencionamos desde ya que con estas
herramientas podremos escribir ecuaciones de Bethe cuya solucio´n en los reg´ımenes
de acoplamiento fuerte o de´bil consituira´ una verificacio´n a posteriori de la suposicio´n
de integrabilidad.
Para determinar la matriz de scattering, comenzamos observando que la eleccio´n
del vac´ıo ferromagne´tico sobre el que se formula el ansatz de Bethe rompe la simetr´ıa
global PSU(2, 2|4), dejando una simetr´ıa remanente SU(2|2)×SU(2|2). Esto significa
que, a diferencia del sector SU(2) en el que las impurezas que se propagan sobre el
vac´ıo son de un u´nico sabor, en el caso general estas se encuentran en la representacio´n
bifundamental de la extensio´n central de SU(2|2)2. Esta debe ser una simetr´ıa de la
matriz S, que como ya vimos representa el factor adquirido por un estado cuando se
intercambia el orden relativo de dos excitaciones. La matriz S de N = 4 super Yang-
Mills se factoriza entonces en un producto tensorial de dos matrices ide´nticas, cada
una de las cuales puede ser interpretada como la matriz S de una teor´ıa integrable
con simetr´ıa SU(2|2) con extensio´n central. Los estados de dicha teor´ıa ana´logos a
(5.1) son entonces
|Ai1(p1) · · ·Ain(pn) 〉 = Aˆ†i1(p1) · · · Aˆ†in(pn) | ∅ 〉 , (5.64)
donde introdujimos los operadores de Zamolodchikov-Faddeev Aˆ†i (p), que al actuar
sobre un estado crean a la izquierda de todas las excitaciones presentes otra de mo-
mento p y sabor i = 1, 2, 3, 4, correspondiente a una impureza en la representacio´n
fundamental de SU(2|2), [118, 148]. En las cadenas con interaccio´n a primeros ve-
cinos estos estados son simplemente superposiciones de ondas planas, como (5.43)
para el modelo de Heisenberg, pero cuando el acoplamiento es finito esperamos tener
interacciones de largo alcance, por lo que los estados que definimos de este modo son
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asinto´ticos. Esto significa que consideramos a todas las impurezas infinitamente sepa-
radas unas de otras, para lo cual necesitamos que la longitud de la cadena tambie´n sea
infinita (aunque, para que el l´ımite planar tenga sentido, debemos mantener siempre
L  N). Este es el origen del nombre ansatz de Bethe asinto´tico, y hara´ necesario
introducir ma´s adelante correcciones por el taman˜o finito de la cadena.
Por definicio´n, la matriz S resulta de intercambiar el orden de dos operadores
de Zamolodchikov-Faddeev, definiendo de este modo el a´lgebra de Zamolodchikov-
Faddeev
Aˆ†i (p1)Aˆ
†
j(p2) = S
j′i′
i j (p1, p2)Aˆ
†
j′(p2)Aˆ
†
i′(p1) . (5.65)
Resulta inmediata entonces la condicio´n de unitaridad que podemos representar como
se ve en la figura 5.3, y que es
Sj
′i′
i j (p1, p2)S
i′′ j′′
j′i′ (p2, p1) = δ
i′′
i δ
j′′
j . (5.66)
En este contexto, las ecuaciones de Yang-Baxter (5.9) no son ma´s que la condicio´n
de consistencia que surge de requerir la igualdad de los resultados obtenidos al lle-
var Aˆ†i (p1)Aˆ
†
j(p2)Aˆ
†
k(p3) a la forma Aˆ
†
k′(p3)Aˆ
†
j′(p2)Aˆ
†
i′(p1) aplicando el a´lgebra por dos
caminos distintos.
⇐⇒
i j i j
i′′ j′′ i′′ j′′
j′ i′
p1 p2 p1 p2
Figura 5.3: Representacio´n gra´fica de la condicio´n de unitaridad de la matriz S.
El a´lgebra de SU(2|2) con extensio´n central contiene los generadores de rotaciones
L ba y R βα , los generadores de supersimetr´ıas Q aα y Q†αa , y las extensiones centrales
C, C† y H (aqu´ı y hasta el final de esta seccio´n, los ı´ndices latinos a, b, . . . toman los
valores {1, 2}, mientras que los ı´ndices griegos α, β, . . . toman los valores {3, 4}). Las
reglas de conmutacio´n para estos generadores pueden encontrarse en [149], pero para
nuestros propo´sitos solamente necesitamos conocer su accio´n sobre los operadores de
94
Zamolodchikov-Faddeev, que viene dada por
[L ba , Aˆ†c(p)] = (δbcδda − 12δbaδdc )Aˆ†d(p) , [L ba , Aˆ†γ(p)] = 0 ,
[R βα , Aˆ†γ(p)] = (δβγ δρα − 12δβαδργ)Aˆ†ρ(p) , [R βα , Aˆ†c(p)] = 0 ,
Q aα Aˆ
†
b(p) = e
−ip/2
[
a(p)δab Aˆ
†
α(p) + Aˆ
†
b(p)Q
a
α
]
,
Q aα Aˆ
†
β(p) = e
−ip/2
[
b(p)εαβε
abAˆ†b(p)− Aˆ†β(p)Q aα
]
,
Q†αa Aˆ
†
b(p) = e
ip/2
[
c(p)εabε
αβAˆ†β(p) + Aˆ
†
b(p)Q
†α
a
]
, (5.67)
Q†αa Aˆ
†
β(p) = e
ip/2
[
d(p)δαβ Aˆ
†
a(p)− Aˆ†β(p)Q†αa
]
,
CAˆ†i (p) = e−ip
[
a(p)b(p)Aˆ†i (p) + Aˆ
†
i (p)C
]
,
C†Aˆ†i (p) = eip
[
c(p)d(p)Aˆ†i (p) + Aˆ
†
i (p)C†
]
,
HAˆ†i = [a(p)d(p) + b(p)c(p)] Aˆ
†
i (p) + Aˆ
†
i (p)H .
En estas expresiones, a, b, c y d son coeficientes dependientes del momento que deben
satisfacer ad− bc = 1 para que e´sta sea una representacio´n del a´lgebra de simetr´ıas,
y d = a∗ y c = b∗ para que se trate de hecho de una representacio´n unitaria. Si
suponemos que los generadores se anulan actuando sobre el vac´ıo, aplicando C sobre
(5.65) en el vac´ıo tenemos la condicio´n
e−ip1a(p1)b(p1) + e−i(p1+p2)a(p2)b(p2) = e−ip2a(p2)b(p2) + e−i(p1+p2)a(p1)b(p1) , (5.68)
de donde a(p)b(p) = ig(eip−1) para alguna constante g a determinar, siendo el factor i
incluido desde ahora por conveniencia. Parametrizamos las soluciones a esta ecuacio´n
usando las variables de Zhukovsky x±(p), definidas por
x+
x−
= eip y x+ +
1
x+
− x− − 1
x−
=
i
g
, (5.69)
siendo entonces los coeficientes
a =
√
gη , b =
√
g
i
η
(
x+
x−
− 1
)
, c = −√g η
x+
y d =
√
g
x+
iη
(
1− x
−
x+
)
,
(5.70)
donde introdujimos un para´metro adicional η = eip/4
√
i(x− − x+) que sera´ u´til ma´s
adelante.
Observamos que actuando con H sobre estados de una part´ıcula tenemos
H |Ai(p) 〉 = −ig
(
x+ − 1
x+
− x− + 1
x−
)
=
√
1 + 16g2 sin2
p
2
(5.71)
= 1 + 8g2 sin2
(p
2
)
+O(g4) ,
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de modo que comparando con (5.37) identificamos a H− 1 con la dimensio´n ano´mala
γ, justificando de este modo el uso de la letra g en ambos contextos. Esta identificacio´n
implica que hemos determinado la relacio´n de dispersio´n para los magnones a todo
orden perturbativo [150], siempre y cuando supongamos que la funcio´n g(λ) =
√
λ/4pi
no recibe correcciones de orden superior, como parece ser el caso considerando la
evidencia provista por los primeros o´rdenes perturbativos.
Podemos determinar la matriz S de forma similar, aplicando los generadores del
a´lgebra de simetr´ıas a estados de dos part´ıculas y utilizando luego el a´lgebra de
Zamolodchikov-Faddeev (5.65) para obtener condiciones de consistencia. Los elemen-
tos de matriz no nulos pueden parametrizarse como (para a 6= b y α 6= β)
Saaaa = A , S
αα
αα = D ,
Sabab =
1
2
(A+B) , Sbaab =
1
2
(A−B) ,
Sαβαβ =
1
2
(D + E) , Sβααβ =
1
2
(D − E) , (5.72)
Sβαab = −12εabεαβC , Sbaαβ = −12εabεαβF ,
Sαaαa = G , S
aα
αa = H , S
αa
aα = I , S
aα
aα = J ,
donde si llamamos η1 = η(p1)e
ip2/2, η˜1 = η(p1), η2 = η(p2) y η˜2 = η(p2)e
ip1/2 tenemos
para x±i = x
±(pi)
A = S0
x−2 − x+1
x+2 − x−1
η1η2
η˜1η˜2
, D = −S0 ,
B = −S0
[
x−2 − x+1
x+2 − x−1
+ 2
(x−1 − x+1 )(x−2 − x+2 )(x−2 + x+1 )
(x−1 − x+2 )(x−1 x−2 − x+1 x+2 )
]
η1η2
η˜1η˜2
,
C = S0
2iη1η2x
−
1 x
−
2 (x
+
1 − x+2 )
x+1 x
+
2 (x
−
1 − x+2 )(x−1 x−2 − x+1 x+2 )
,
E = S0
[
1− 2(x
−
1 − x+1 )(x−2 − x+2 )(x−1 + x+2 )
(x−1 − x+2 )(x−1 x−2 − x+1 x+2 )
]
, (5.73)
F = S0
2i(x−1 − x+1 )(x−2 − x+2 )(x+1 − x+2 )
η˜1η˜2(x
−
1 − x+2 )(1− x−1 x−2 )
,
G = S0
(x+1 − x−1 )
(x−1 − x+2 )
η2
η˜1
, H = S0
(x+1 − x+2 )
(x−1 − x+2 )
η2
η˜2
,
I = S0
(x−2 − x−1 )
(x+2 − x−1 )
η1
η˜1
, J = S0
(x+2 − x−2 )
(x−1 − x+2 )
η1
η˜2
.
Podemos verificar que la matriz S hallada de este modo satisface las ecuaciones de
Yang-Baxter (5.9), en las que se cancela el factor escalar indeterminado S0. Este factor
se conoce como factor de scattering, y en principio esta´ constren˜ido solamente por la
96
condicio´n de unitaridad (5.66), de modo que debe satisfacer
S0(p1, p2)S0(p2, p1) = 1 . (5.74)
Es usual escribir al factor de scattering en la forma [145,146]
S0(p1, p2)
2 =
x−1 − x+2
x+1 − x−2
1− 1
x+1 x
−
2
1− 1
x−1 x
+
2
σ(p1, p2)
2 , (5.75)
porque de este modo se incorpora un polo simple que reproduce la estructura de
estados ligados de la teor´ıa [151], de manera que la condicio´n de unitaridad requiere
que el factor de dressing σ(p1, p2) satisfaga
σ(p1, p2)σ(p2, p1) = 1 . (5.76)
Para suplementar esta condicio´n vamos a requerir la condicio´n de crossing, que corres-
ponde a exigir que la dispersio´n de una part´ıcula con un singlete part´ıcula-antipart´ıcu-
la sea trivial. Esto se ve graficado en la figura 5.4, y puede expresarse como∑
j,i′
Si
′j′
j i (q, p)S
i′′j′′
j i′ (q¯, p) = δ
i′′
i δ
j′j′′ , (5.77)
donde para mayor claridad hicimos exp´ıcitas las sumas del lado izquierdo, y anota-
mos como q¯ al momento de la antipart´ıcula que se obtiene al realizar la transfor-
macio´n de crossing sobre el momento q de la part´ıcula. Esto corresponde a hacer
(q, Eq) 7→ (q¯, Eq¯) = (−q,−Eq), o en las variables de Zhukovsky x± 7→ 1/x±, como
puede verse en (5.69) y (5.71), y se explica en detalle en [152].
p
i
j q
q¯
i′
i′′ j′′
j′
j
q
q¯
i
p
Figura 5.4: Representacio´n gra´fica de la condicio´n de crossing para la dispersio´n de
una part´ıcula con un singlete part´ıcula-antipart´ıcula.
La parte matricial de la condicio´n de crossing se satisface automa´ticamente, de
modo que nos queda una condicio´n sobre el factor de dressing que puede expresarse
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como
σ(q, p)σ(q¯, p) =
1− 1
x+y+
1− 1
x−y−
1− 1
x+y−
1− 1
x−y+
, (5.78)
donde y± = x±(q) y realizamos una continuacio´n anal´ıtica cruzando un corte pa-
ra hacer y− 7→ 1/y−. Esta es una ecuacio´n funcional que tiene infinitas soluciones,
de modo que para resolverla tendremos que incorporar consideraciones acerca de la
estructura anal´ıtica de la solucio´n f´ısicamente relevante que queremos hallar. Sin em-
bargo, vamos a proceder en sentido inverso presentando primero la solucio´n para luego
comentar cua´les son sus propiedades ma´s importantes. Para esto, comenzamos por
escribir σ(q, p) en la forma ma´s general posible para una cadena de espines integrable
con interacciones de largo alcance [153]
σ(q, p) = exp
{
iχ(x+, y−)− iχ(x−, y−)− iχ(x+, y+) + iχ(x−, y+)} , (5.79)
y vemos que la solucio´n de (5.78) en la representacio´n de Dorey-Hofman-Maldacena
esta´ dada entonces por
χ(x, y) = −i
∮
|z|=1
dz
2pii
∮
|z′|=1
dz′
2pii
1
x− z
1
x− z′ log
Γ
[
1 + ig(z + 1
z
− z′ − 1
z′ )
]
Γ
[
1− ig(z + 1
z
− z′ − 1
z′ )
] . (5.80)
Esta solucio´n de la ecuacio´n de crossing no incorpora nuevos polos o ceros simples,
como debe ocurrir para mantener la estructura de estados ligados ya ajustada por
(5.75). En cambio, s´ı incorpora polos y ceros dobles que corresponden al intercambio
de pares de estados compuestos, siendo esto posible como se vio en [154]. Como adema´s
no incluye ningu´n otro polo, cero o punto de ramificacio´n que no sea expl´ıcitamente
requerido por la ecuacio´n misma, podemos decir que se trata de hecho de una solucio´n
mı´nima de la condicio´n de crossing. Finalmente, se trata de una funcio´n anal´ıtica en el
dominio f´ısico |x| > 1, cuyo comportamiento asinto´tico es compatible con la dispersio´n
trivial de las part´ıculas con excitaciones de momento nulo, como es de esperar dado
que estas u´ltimas corresponden a transformaciones de simetr´ıa global.
De este modo, concluimos la construccio´n de los dos ingredientes principales que
componen la descripcio´n de un sistema integrable infinito o con condiciones de borde
perio´dicas, es decir la relacio´n de dispersio´n y la matriz S. Hicimos esto aplicando u´ni-
camente argumentos de simetr´ıa sobre el requerimiento de integrabilidad, es decir que
en particular no conocemos el hamiltoniano de la cadena de espines con interacciones
de largo alcance que estamos describiendo. Sin embargo, esto no nos impide escribir
las ecuaciones de Bethe que generalizan (5.50), cuyas soluciones nos permiten hallar
el espectro de energ´ıas de la teor´ıa. No vamos a presentar dichas ecuaciones en este
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trabajo, dado que para hacerlo deber´ıamos introducir el ansatz de Bethe algebraico
anidado [143, 145–147], y de todos modos no vamos a necesitarlas en lo que sigue.
El lector interesado puede consultar [149] para una motivacio´n y revisio´n breve del
sistema de ecuaciones correspondiente.
Ansatz de Bethe asinto´tico de borde
En la seccio´n que sigue, vamos a considerar operadores de N = 4 super Yang-
Mills que pueden asociarse a cadenas de espines abiertas. Estos sera´n construidos
insertando una “palabra” formada por los campos de la teor´ıa en un lazo de Wilson
con un cusp [67]. Ya vimos un ejemplo de este tipo de sistemas en el modelo de
Heisenberg, en el que consideramos una cadena de espines de SU(2) con te´rminos de
borde integrables introducidos arbitrariamente. En el caso que nos interesa ahora, los
te´rminos de borde estara´n determinados por las dos l´ıneas semi-infinitas del lazo de
Wilson. De este modo, tendremos por ejemplo
WE[C∠]I1···IL = Pexp
{∫ 0
−∞
(
iAt + n
IΦI
)
dt
}i
j
(
ΦI1(0) · · ·ΦIL(0)
)j
k
(5.81)
× Pexp
{∫ ∞
0
(
iAt + n˜
IΦI
)
dt
}k
i
.
Como se menciono´ en la primera parte de esta seccio´n, la descripcio´n de sistemas
integrables con bordes involucra la incorporacio´n de un nuevo ingrediente, en la forma
de la matriz de reflexio´n. Debemos por lo tanto determinar ahora esta matriz, para
lo cual aplicamos el mismo procedimiento que el utilizado para hallar la matriz S.
Esto es, suponiendo que las condiciones de borde preservan la integrabilidad vamos a
aplicar consideraciones acerca de las simetr´ıas del lazo de Wilson que las proporciona
para buscar, conociendo la matriz S, soluciones a las ecuaciones de Yang-Baxter de
borde (5.11). Una vez hallada la solucio´n buscada, podremos verificar a posteriori
que la suposicio´n de integrabilidad no fue infundada.
Los lazos de Wilson con cusp introducidos en el cap´ıtulo 3 preservan el grupo
de simetr´ıa OSp(4∗|4), donde la estrella indica que la parte boso´nica corresponde a
la parte real de SO(4), que es SO(4∗) ∼ SL(2) × SU(2). Si el acoplamiento a los
campos escalares se hace de modo tal que el a´ngulo de cusp interno θ se halla en
la direccio´n de W , la eleccio´n del vac´ıo ferromagne´tico de campos Z implica que la
simetr´ıa remanente SU(2|2)2 se reduce a SU(2|2)D al introducir el borde, donde el
sub´ındice indica que se trata de hecho de una combinacio´n diagonal de los dos factores
de SU(2|2)2.
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Ahora bien, es posible determinar la matriz de reflexio´n notando que como la
simetr´ıa remanente es SU(2|2)D, podemos realizar exactamente el mismo procedi-
miento que el utilizado para la matriz S, para la cual se resolvio´ cada uno de los
factores SU(2|2) por separado. La matriz de reflexio´n se relaciona entonces con la
parte diagonal de la matriz S construida como el producto tensorial de los dos facto-
res [155]. Esto corresponde a considerar que para cada part´ıcula f´ısica de momento p
tenemos una compan˜era imaginaria que existe del otro lado del borde con momento
−p, de manera que una reflexio´n no es ma´s que la dispersio´n que ocurre entre una y
otra cuando alcanzan simulta´neamente el borde, es decir que esperamos
Rklij (p) ∼ Sklij (p,−p) , (5.82)
como se grafica esquema´ticamente en la figura 5.5.
⇐⇒
i
j
p
−p
i j
p −p
Figura 5.5: Representacio´n esquema´tica de la reflexio´n en un borde entendida como
la dispersio´n de una part´ıcula real de momento p con una part´ıcula imaginaria de
momento −p que se propaga del otro lado del borde. Esto se conoce como doubling
trick porque implica duplicar el espacio de la teor´ıa integrable semi-infinita.
De este modo, suponiendo solamente que el borde no tiene grados de libertad6
podemos utilizar argumentos de simetr´ıa como los ya expuestos para determinar la
matriz de reflexio´n a menos de un factor escalar R0, que por analog´ıa llamamos
factor de reflexio´n de borde. Observamos que este no viene determinado por el factor
de scattering S0 a trave´s del doubling trick descripto, ya que en el caso de la matriz S
6En este caso no se tiene evidencia de la presencia de grados de libertad de borde en ninguno de
los l´ımites para el acoplamiento que nos permite estudiar la conjetura AdS/CFT.
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el factor de scattering se fijo´ independientemente por medio de los requerimientos de
unitaridad y simetr´ıa de crossing. Debemos realizar requerimientos similares para el
⇐⇒
i
i′
p
p¯
i′′
j′
j
−p¯
−p
p
p¯
i
Figura 5.6: Representacio´n esquema´tica de la condicio´n de crossing de borde: la re-
flexio´n de un singlete part´ıcula-antipart´ıcula debe ser trivial.
caso de la matriz R, de manera que consideramos la reflexio´n de un singlete part´ıcula-
antipart´ıcula en el borde e imponemos que debe ser trivial. Este proceso se grafica en
la figura 5.6, e impone la condicio´n de crossing de borde∑
i′,i′′
Ri
′
i (p¯)S
ji′′
ii′ (p,−p¯)Rj
′
i′′(p) = δ
j
i δ
j′
i , (5.83)
Nuevamente, la parte matricial de esta ecuacio´n se satisface automa´ticamente, de
modo que resulta una restriccio´n para el factor de relfexio´n de borde
R0(p)R0(p¯) = σ(p,−p¯)2 , (5.84)
donde σ(p, q) es el factor de dressing de la matriz S. Esta condicio´n suplementa al
requerimiento de unitaridad, que se grafica en la figura 5.7 e implica la condicio´n
Rji (p)R
k
j (−p) = δki =⇒ R0(p)R0(−p) = 1 . (5.85)
Introduciendo la parametrizacio´n
R0(p) =
1
σB(p)σ(p,−p)
(
1 + 1
(x−)2
1 + 1
(x+)2
)
, (5.86)
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⇐⇒
i
j
k
p
−p
i
p
Figura 5.7: Representacio´n esquema´tica de la condicio´n de unitaridad.
tenemos que la ecuacio´n de crossing para el factor de dressing de borde σB(p) es
σB(p)σB(p¯) =
x− + 1
x−
x+ + 1
x+
, (5.87)
y su solucio´n puede hallarse mediante un procedimiento similar al utilizado para el
caso de σ(p, q), siendo dada por σ0B(p) = exp{iχ(x+)− iχ(x−)} con
iχ(x) =

iΦ(x) =
∮
|z|=1
dz
2pii
1
x− z log
{
sinh
[
2pig(z + 1
z
)
]
2pig(z + 1
z
)
}
si |x| > 1 ,
iΦ(x) + log
{
sinh
[
2pig(x+ 1
x
)
]
2pig(x+ 1
x
)
}
si |x| < 1 .
(5.88)
Nuevamente, esta es solamente una de las infinitas soluciones posibles de la ecuacio´n
de crossing de borde, pero puede justificarse su eleccio´n para el caso de lazos de
Wilson en la representacio´n fundamental por medio de la verificacio´n directa de las
consecuencias f´ısicas que tiene en los reg´ımenes de acoplamiento de´bil y fuerte.
De este modo, completamos la descripcio´n del sistema integrable obtenido al in-
sertar una palabra de campos en un lazo de Wilson con cusp en la representacio´n
fundamental de SU(N) en N = 4 super Yang-Mills. Esta corresponde a una cadena
de espines abierta en la que las impurezas en la palabra interactu´an entre s´ı segu´n la
matriz S asinto´tica hallada anteriormente, y se reflejan en los bordes como indica la
matriz R que se obtiene al aplicar el doubling trick. Podemos plantear entonces las
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ecuaciones de Yang-Baxter de borde (5.11), cuyas soluciones determinan el espectro
de la cadena, o equivalentemente las dimensiones ano´malas de escala de los operado-
res de loop de Wilson con inserciones [67]. En el pro´ximo cap´ıtulo vamos a considerar
las correcciones por taman˜o L finito que deben incorporarse a esta descripcio´n, para
en algunos casos tomar incluso el l´ımite L → 0 y calcular as´ı dimensiones ano´malas
de lazos de Wilson sin inserciones. Sin embargo, antes vamos a estudiar co´mo puede
generalizarse este ana´lisis para el caso de otros lazos de Wilson.
5.4. Factor de reflexio´n en D5-branas integrables
El factor de dressing de borde σB(p) introducido en (5.86) corresponde al factor
de reflexio´n utilizado para calcular dimensiones ano´malas de operadores en los que
las condiciones de contorno son impuestas por lazos de Wilson semi-infinitos en la
representacio´n fundamental, (5.81). El problema es directamente generalizable para
el caso en que las condiciones de contorno son impuestas por lazos de Wilson en otras
representaciones. Todos los argumentos de simetr´ıa usados para determinar la matriz
de reflexio´n y su factor de dressing siguen valiendo. La distincio´n entre los diversos
casos provendra´ u´nicamente de la eleccio´n de la solucio´n a la condicio´n de crossing.
En este cap´ıtulo, vamos a analizar co´mo podemos determinar el factor de reflexio´n
para sistemas integrables abiertos de N = 4 super Yang-Mills cuya descripcio´n dual
corresponde a D5-branas en AdS5 × S5. Para ello, consideramos diversos ca´lculos en
la teor´ıa de cuerdas que nos permiten determinar el l´ımite de acoplamiento fuerte de
dicho factor, informacio´n que utilizamos luego para orientar la eleccio´n de la solucio´n
de las ecuaciones de crossing y unitaridad presentadas en la seccio´n anterior.
Ma´s espec´ıficamente, consideramos dos familias de D5-branas en la geometr´ıa
AdS5 × S5. La primera familia corrresponde a D5-branas cuyo volumen de mundo
tiene la geometr´ıa de AdS2×S4, con un campo ele´ctrico en el factor AdS2. La segunda
familia contiene en cambio D5-branas con la geometr´ıa AdS4×S2 que tienen un campo
magne´tico en el factor S2.
Todas estas D5-branas son 1
2
-BPS, pero las dos familias tienen interpretaciones
distintas del lado de la teor´ıa conforme dual. Las D5-branas de la primera familia
son la descripcio´n dual de lazos de Wilson 1
2
-BPS en la representacio´n totalmente
antisime´trica de rango k del grupo SU(N) de N = 4 super Yang-Mills, [156], donde
k se relaciona con el flujo del campo ele´ctrico en la D5-brana. Estas branas se rela-
cionan con estados de multi-quarks [157], y son de hecho un caso l´ımite de las branas
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consideradas en [158]. La parte matricial de la matriz de reflexio´n en este caso cier-
tamente no puede depender del rango k de la representacio´n del grupo, dado que es
fijada por las consideraciones de simetr´ıa totalmente generales expuestas en la seccio´n
anterior [66, 67]. Por lo tanto, sera´ la misma que en el caso l´ımite k = 1, en el que el
taman˜o de la esfera S4 se anula y la D5-brana se reduce a la cuerda dual a un lazo
de Wilson 1
2
-BPS en la representacio´n fundamental. Por lo tanto, la u´nica diferencia
con este caso sera´ a lo sumo en un factor de reflexio´n global, que como vimos no es
fijado por argumentos de simetr´ıa y puede por lo tanto depender de k.
Las D5-branas de la segunda familia se interpretan en la teor´ıa conforme dual como
teniendo hipermultipletes fundamentales que viven en un defecto 2+1 dimensional
dentro de N = 4 super Yang-Mills [159]. El campo magne´tico en la D5-brana se
interpreta en la teor´ıa dual a partir de la adquisicio´n de un valor de expectacio´n de
vac´ıo para algunos de los campos del hipermultiplete fundamental [160]. Nuevamente,
la simetr´ıa que se utiliza para fijar la matriz de reflexio´n es independiente de la
cantidad de flujo magne´tico, y por ende dicha matriz debe ser la misma que la hallada
en [161]. En este caso los campos en la fundamental definidos en el defecto se pueden
contraer con los extremos de una cadena de operadores de campos de N = 4 super
Yang-Mills, y el ansatz de Bethe se utiliza para calcular dimensiones ano´malas de
operadores de la forma
OˆI1···IL(x) ∼ Q¯i
(
ΦI1(x) · · ·ΦIL(x)
)i
j
Qj . (5.89)
Vamos a proceder como sigue. En la subseccio´n 5.4.1 presentamos las soluciones
de cuerdas cla´sicas abiertas con momento angular muy grande en el factor S5, cuyos
extremos esta´n fijos a las D5-branas discutidas ma´s arriba. En la subseccio´n 5.4.2
estudiamos las excitaciones que se propagan en la hoja de mundo, y calculamos los
retrasos temporales que resultan de su reflexio´n, lo cual nos permite obtener los
factores de reflexio´n de borde en el l´ımite de acoplamiento fuerte. Procedemos en luego
en la subseccio´n 5.4.3 a calcular la diferencia entre la energ´ıa y el momento angular de
las cuerdas cuyos extremos se encuentran fijos a D5-branas que forman un a´ngulo, en
el l´ımite de momento angular grande pero finito. Finalmente, en la subseccio´n 5.4.4
analizamos distintas soluciones de las condiciones de crossing y unitaridad que son
consistentes con los resultados obtenidos.
5.4.1. Cuerdas cla´sicas terminando en D5-branas con flujos
En lo que sigue describimos cuerdas semicla´sicas abiertas que rotan en AdS5×S5 y
cuyos extremos esta´n fijos a ciertos tipos de D5-branas. En primer lugar consideramos
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el l´ımite en el que llevan un momento angular L muy grande en la esfera S5, resultando
esto en E − L = 0. Ma´s adelante, usamos estas configuraciones como estados de
referencia sobre los que se propagan impurezas.
Comenzamos describiendo las D5-branas que vamos a utilizar para imponer las
condiciones de borde para las cuerdas abiertas. Consideramos dos familias de D5-
branas:
1. D5-branas con volumen de mundo AdS2 × S4 y un campo ele´ctrico;
2. D5-branas con volumen de mundo AdS4 × S2 y un campo magne´tico.
Escribiendo la me´trica de AdS5 × S5 en coordenadas globales como
ds2 = R2(− cosh2 ρ dt2 + dρ2 + sinh2 ρ dΩ23 + dα2 + sin2 α dΩ24) , (5.90)
las D5-branas de la primera familia se extienden en las direcciones t, ρ y Ω4, mientras
que se encuentran fijas en un valor α0 del a´ngulo azimutal. Este valor se relaciona
con la intensidad del campo ele´ctrico en el factor AdS del volumen de mundo segu´n
F = Ftρ dt ∧ dρ con Ftρ = ±2g cosh ρ cosα0 . (5.91)
La mitad de este volumen de mundo esta´ en un punto7 de la esfera Ω3 de AdS
especificado por β = β0 y ψ1 = ψ2 =
pi
2
, mientras que la otra mitad esta´ en β0 + pi y
ψ1 = ψ2 =
pi
2
, ver figura 5.8. Entonces, el signo ± de arriba corresponde a superficies
en β = β0 y β = β0 + pi, respectivamente.
Cuando no hay campo ele´ctrico, el factor S4 del volumen de mundo es de taman˜o
ma´ximo y se encuentra en el ecuador de la esfera S5. A medida que el flujo ele´ctrico
en la D5-brana aumenta, el factor S4 del volumen de mundo se desplaza aleja´ndose
del ecuador. La cantidad de flujo ele´trico esta´ discretizada segu´n [162,163]
k
N
=
α0
pi
− sin 2α0
2pi
, (5.92)
donde k es un entero. Como vimos en el cap´ıtulo 3, estas D5-branas son duales a lazos
de Wilson BPS en representaciones totalmente antisime´tricas de SU(N), correspon-
diendo el entero k al rango de dicha representacio´n [156].
7Para la 3-esfera en AdS usamos las coordenadas
dΩ23 = dψ
2
1 + sin
2 ψ1
(
dψ22 + sin
2 ψ2dβ
2
)
.
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×
Ftρ
α0
Figura 5.8: En sombreado traslu´cido mostramos el volumen de mundo de la D5-brana,
i.e. un factor AdS2 contenido en AdS5 y un S
4 en la esfera S5. En gris so´lido se grafica
la hoja de mundo de una cuerda abierta con momento angular grande cuyos extremos
se encuentran fijos a esta D5-brana.
La segunda familia de soluciones de D5-branas fue encontrada en [164]. En este
caso, el factor AdS del volumen de mundo se define a trave´s de la posicio´n radial de
la brana como funcio´n del a´ngulo en el que se encuentra en el S3 ⊂ AdS5, como se
muestra esquema´ticamente en la figura 5.9. en la S5 la D5-brana se extiende a lo largo
del a´ngulo azimutal α y de un c´ırculo en Ω4. Esto define una S
2 en la que podemos
encender un campo magne´tico,
F = Fαϕ dα ∧ dϕ = q
2
sinα dα ∧ dϕ , (5.93)
donde q es el entero que especifica el flujo magne´tico. Estas D5-branas penetran en
el interior de AdS desde el borde hasta una distancia ρ0 dada por
sinh ρ0 =
|q|
4g
. (5.94)
Cuerdas semicla´sicas
Presentamos ahora las soluciones de cuerdas abiertas que llevan un momento an-
gular L muy grande, y tienen sus extremos fijos a las D5-branas descriptas arriba.
Por el momento, consideramos solamente las soluciones de cuerdas dobladas, que se
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×Figura 5.9: En sombreado traslu´cido se muestra el volumen de mundo de la D5-
brana, i.e. un factor AdS4 contenido en AdS5 y un S
2 en la esfera. En sombreado
so´lido se representa la hoja de mundo de una cuerda con momento angular grande
cuyos extremos se hallan fijos a esta D5-brana.
extienden a lo largo del a´ngulo azimutal de la esfera y de la coordenada radial de AdS,
dejando para ma´s adelante el estudio de las configuraciones ma´s generales. Buscamos
por lo tanto cuerdas que se extienden en las direcciones ρ y α, mientras que giran
alrededor de un ϕ que parametriza un c´ırculo en la S4,
t = τ , ϕ = ωτ , (5.95)
ρ = ρ(σ) , α = α(σ) . (5.96)
las ecuaciones de movimiento pueden obtenerse de la accio´n de Nambu-Goto,
SNG = −2g
∫
d2σ
√
(cosh2 ρ− ω2 sin2 α)(ρ′2 + α′2) , (5.97)
que debe ser suplementada por los te´rminos de borde
Sborde =
∫
dτAµ
dXµ
dτ
∣∣∣∣
σ=pi
−
∫
dτAµ
dXµ
dτ
∣∣∣∣
σ=0
, (5.98)
dado que las D5-branas soportan campos electromagne´ticos.
Concentre´monos primero en las condiciones de borde impuestas por una D5-brana
de la primera familia. Para α(σ) son de tipo Dirichlet, estando los extremos de la
cuerda fijos en un valor α0. Debido al momento angular la cuerda se estirara´ aleja´ndose
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de α0 hacia el ecuador de la S
5, y en el l´ımite L → ∞ la cuerda esta´ doblada,
extendie´ndose desde α0 hasta llegar al ecuador, para volver finalmente a α0. En AdS
la cuerda se extiende en la coordenada radial desde 0 hasta ρ0, debido a que el campo
ele´ctrico tira de sus extremos en sentidos opuestos. De ahora en ma´s, nos limitamos a
una mitad de la cuerda doblada, de modo que la condicio´n de borde impuesta por un
te´rmino como (5.98) se aplica solamente al extremo derecho, mientras que el extremo
izquierdo se mueve a lo largo de una geode´sica nula, i.e. ρ = 0 y α = pi
2
.
La cuerda puede parametrizarse con α, y es entonces fa´cil ver que las ecuaciones
de movimiento son resueltas por
cosh ρ =
1
sinα
y ω = 1. (5.99)
En cuanto a la condicio´n de borde para el extremo derecho, tenemos(
∂LNG
∂ρ′
+ Ftρ
)∣∣∣∣
α=α0
= 0 , (5.100)
y es inmediata la verificacio´n de que la solucio´n (5.99) satisface esta condicio´n8,(
∂LNG
∂ρ′
+ Ftρ
)∣∣∣∣
α=α0
= 2g (cotα0 − cosα0 cosh ρ(α0)) = 0 . (5.101)
Esta solucio´n es una fraccio´n de aquella hallada por Drukker y Kawamoto en [130],
y se reduce a esta en el l´ımite α0 → 0.
Nos interesa ahora calcular la energ´ıa y el momento angular de esta solucio´n.
Tanto E como L son divergentes, pero nos interesa de hecho la diferencia E − L.
Existen dos contribuciones a dicha diferencia, una proveniente de las densidades en
el interior y la otra del te´rmino de borde, y ambas se cancelan exactamente,
E − L = 2g
∫ α0
pi/2
dα
1
cosα
(
1
sin2 α
− sin2 α
)
+ At
∣∣∣∣
α=α0
= −2g cos
2 α0
sinα0
+ 2g cosα0 sinh ρ(α0) = 0 . (5.102)
Aqu´ı usamos
At = 2g sinh ρ cosα0 , (5.103)
que es el potencial vectorial que resulta en (5.91) para el extremo derecho.
8En las convenciones que estamos usando el extremo derecho se encuentra en β0 + pi.
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En esta parametrizacio´n, la densidad de momento angular se torna infinita a
medida que α se acerca a pi
2
. Alternativamente, podemos parametrizar la solucio´n en
te´rminos de una coordenada espacial semi-infinita x ∈ (−∞, 0]:
ρ = arccosh
(
1
tanh(x0−x)
)
, (5.104)
α = arc cos
(
1
cosh(x0−x)
)
, (5.105)
ϕ = t , (5.106)
donde coshx0 =
1
cosα0
y x0 > 0. En este gauge la solucio´n es un solito´n esta´tico en la
recta semi-infinita. Lejos del solito´n, i.e. para x 0, la densidad de momento angular
se vuelve constante.
Pasamos ahora a considerar cuerdas abiertas cuyos extremos esta´n fijos a D5-
branas de la segunda familia. Los te´rminos de borde son en este caso distintos, resul-
tando esto en otras condiciones de borde. En este caso, es ma´s natural usar ρ para
parametrizar la cuerda tomando 0 < ρ < ρ0, y entonces tendremos que el extremo
derecho se encuentra fijo en ρ0. La condicio´n de borde para este extremo es ahora(
∂LNG
∂α′
+ Fϕα
)∣∣∣∣
ρ=ρ0
= 0 . (5.107)
Por supuesto, (5.99) sigue siendo una solucio´n de las ecuaciones de movimiento. Sor-
prendentemente, tambien satisface esta nueva condicio´n de contorno, y la configura-
cio´n correspondiente sigue teniendo E = L.
5.4.2. Factor de reflexio´n en el l´ımite de acoplamiento fuerte
Vamos a considerar ahora soluciones ma´s generales de cuerdas cla´sicas. Sobre el
solito´n esta´tico que encontramos en la seccio´n 5.4.1 podemos incorporar solitones pro-
paga´ndose, que se reflejan en el borde derecho. A partir de la solucio´n que corresponde
a un solito´n refleja´ndose calcularemos el restraso temporal asociado a la reflexio´n, y
de este sera´ posible obtener el factor de reflexio´n.
Utilizando la reduccio´n de Pohlmeyer, pueden relacionarse soluciones cla´sicas para
un modelo σ en la esfera S2 con soluciones cla´sicas para el modelo de sin-Gordon [165].
La reduccio´n de Pohlmeyer puede generalizarse para relacionar soluciones del modelo
σ en el espacio AdS2 × S2 con soluciones del modelo sin/sinh-Gordon [166]. Si el
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modelo σ esta´ definido en la semi-recta, lo mismo ocurrira´ con el sistema sin/sinh-
Gordon. Podemos parametrizar a los factores AdS2 y S
2 con
η1 = cosh ρ cos τ , n1 = sinα cosϕ ,
η2 = cosh ρ sin τ , n2 = sinα sinϕ , (5.108)
η3 = sinh ρ , n3 = cosα ,
donde ηi y ni satisfacen las condiciones η · η = −(η1)2 − (η2)2 + (η3)2 = −1 y
n · n = (n1)2 + (n2)2 + (n3)2 = 1. Los v´ınculos de Virasoro para una cuerda en esta
parametrizacio´n son
η˙2 + η′2 = −1 , η˙ · η′ = 0 ,
n˙2 + n′2 = 1 , n˙ · n′ = 0 ,
donde debemos usar los productos escalares para η o´ n segu´n el caso.
Luego de la reduccio´n de Pohlmeyer, los campos del modelo σ se relacionan con
los campos de sin-Gordon φ y sinh-Gordon ϕ de acuerdo a
η˙2 − η′2 = − cosh 2ϕ , (5.109)
n˙2 − n′2 = cos 2φ . (5.110)
Concentremos nuestra atencio´n sobre la parte de sin-Gordon del sistema. La ecua-
cio´n de movimiento es
φ′′ − φ¨ = 1
2
sin 2φ . (5.111)
En la semi-recta x ≤ 0, las condiciones de borde ma´s generales compatibles con la
integrabilidad son [167]
φ′
∣∣∣
x=0
= M sin(φ−φ0)
∣∣∣
x=0
, (5.112)
donde M y φ0 son constantes. Vamos a mostrar a continuacio´n que las condiciones
de borde heredadas de los distintos tipos de D5-branas del modelo σ se encuentran
dentro de este conjunto.
D5-brana con campo ele´ctrico y volumen de mundo AdS2 × S4
En este caso la D5-brana se encuentra en algu´n valor α0, de manera que en el
modelo σ los campos α y ϕ satisfacen condiciones de contorno de Dirichlet y Neumann,
respectivamente,
α˙
∣∣∣
x=0
= 0 , ϕ′
∣∣∣
x=0
= 0 . (5.113)
110
Por lo tanto, el primer v´ınculo de Virasoro es en el borde
α′2
∣∣∣
x=0
+ sin2 α0 ϕ˙
2
∣∣∣
x=0
= 1 . (5.114)
El campo de sin-Gordon se relaciona con los campos del modelo σ segu´n
cos 2φ = α˙2 − α′2 + sin2 α
(
ϕ˙2 − ϕ′2
)
, (5.115)
y por ende concluimos que
sinφ
∣∣∣
x=0
= α′
∣∣∣
x=0
, cosφ
∣∣∣
x=0
= sinα0 ϕ˙
∣∣∣
x=0
. (5.116)
Considerando la derivada de la ecuacio´n (5.115) y el primer v´ınculo de Virasoro,
obtenemos
φ′
∣∣∣
x=0
= − cotα0 cosφ
∣∣∣
x=0
, (5.117)
que es una condicio´n de borde consistente con la integrabilidad, es decir que tiene la
forma (5.112) si tomamos M = cotα0 y φ0 =
pi
2
.
La configuracio´n con un solito´n esta´tico (5.104)-(5.106) es un caso particular de
una solucio´n que satisface la condicio´n de borde (5.117), pero vamos a considerar en
lo que sigue soluciones ma´s generales. Se conocen soluciones multisolito´nicas en el
modelo de sin-Gordon con condiciones de borde integrables, [168]. Para obtener un
solito´n que se refleja en el borde, podemos considerar dos solitones en la recta completa
(−∞,∞), uno con velocidad v y el otro siendo su imagen respecto a x = 0, es decir
con velocidad −v. Para el tipo de condiciones de contorno que estamos considerando
hay adema´s un solito´n esta´tico en el borde. Para estas soluciones, que satisfacen
las condiciones de contorno (5.112), se conoce el desfase cla´sico a (ver (2.15) en
[168]). El retraso temporal cla´sico se obtiene de este a trave´s de la relacio´n cla´sica
∆T = a
√
1−v2
v
, donde v es la velocidad del solito´n. Como funcio´n de la rapidity definida
por v = tanh θ, el retraso temporal es
∆T =
1
sinh θ
log
[
± tanh2 θ
2
tanh2 θ
tanh 1
2
(θ + iη) tanh 1
2
(θ − iη)
tanh 1
2
(θ + ζ) tanh 1
2
(θ − ζ)
]
, (5.118)
donde ζ y η parametrizan a M y φ0 a trave´s de
M cosφ0 = cosh ζ cos η , M sinφ0 = sinh ζ sin η , (5.119)
y la rapidity θ se relaciona con la energ´ıa y el momento en el modelo σ de acuerdo a
cosh θ =
4g

=
1
| sin p
2
| . (5.120)
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Los signos ± en (5.118) corresponden a los casos |θ| ≷ ζ. Nos interesa en particular
el tipo de condiciones de borde obtenidas cuando M = cotα0 y φ0 =
pi
2
. Para estas,
tenemos
∆T = 2 tan p
2
log
(
cos p
2
)
+ tan p
2
log
[(
1− sin p
2
1 + sin p
2
)(
sinα0 + sin
p
2
| sinα0 − sin p2 |
)]
. (5.121)
El segundo te´rmino es el retraso debido al solito´n esta´tico en el borde. Como pod´ıamos
esperar de antemano, este te´rmino se anula para α0 → pi2 , es decir cuando no hay
solito´n en el borde.
El retraso temporal se relaciona con la fase δ que caracteriza el factor de reflexio´n
R0 = e
iδ [169]. Ma´s precisamente,
d
dp
∆T =
dδ
dp
, (5.122)
lo cual nos permite obtener δ por integracio´n. Consideramos ahora un borde derecho y
separamos δ = δ0+δextra. Aqu´ı, δ0 es la fase de reflexio´n que corresponder´ıa si el solito´n
esta´tico tuviera α0 = 0. Como ya fue calculada anteriormente, nos concentramos en la
fase adicional δextra. En general, las fases de dispersio´n y reflexio´n dependen del gauge
elegido en el modelo σ. En particular, en el gauge del modelo σ tal que la densidad
de momento es constante9 δ0 es [66, 67,131]
δ0 = −8g cos p2 log
(
cos p
2
)− 4g cos p
2
log
(
1− sin p
2
1 + sin p
2
)
. (5.123)
Para δextra, en el gauge del modelo σ en el que la densidad de momento no es
constante obtenemos
δextra = −4g cos p2 log
∣∣∣∣sinα0 + sin p2sinα0 − sin p2
∣∣∣∣+ 4g cosα0 log ∣∣∣∣sin(p2 + α0)sin(p
2
− α0)
∣∣∣∣+ 4gp(sinα0 − 1) .
(5.124)
Para traducir esto al gauge en el que la densidad de momento es constante, debemos
tener en cuenta la longitud del solito´n en el borde, como se discute en detalle para la
fase de dispersio´n en el interior en [170]. Sea ∆x el intervalo del solito´n de borde en
nuestro gauge y ∆x′ el intervalo correspondiente en el gauge con densidad de momento
constante. Este u´ltimo se relaciona con el momento total L segu´n L = 2g∆x′, de modo
que el cambio en la longitud del solito´n de borde es
2g∆x− L = 2g
∫ 0
−∞
(
1− dL
dx
)
dx = 2g
∫ 0
−∞
dx cos2 α(x) = 2g(1− sinα0) , (5.125)
9Si integra´ramos (5.121) para α0 = 0 obtendr´ıamos un te´rmino adicional 8g cos(
p
2 ) debido a que
calculamos ∆T en un gauge del modelo σ para el cual la densidad de momento no es uniforme. El
ca´lculo de δ0 en el gauge con densidad de momento constante se realizo´ en detalle en [131].
112
donde α(x) es dado por (5.105). Por lo tanto, en un gauge con densidad de momento
no-uniforme el u´ltimo te´rmino de (5.124) se compensa con el doble de este cambio de
longitud10. Entonces, en el gauge en el que la densidad de momento es constante la
fase de reflexio´n en el borde derecho es
δ =− 8g cos p
2
log
(
cos p
2
)− 4g cos p
2
log
(
1− sin p
2
1 + sin p
2
)
− 4g cos p
2
log
∣∣∣∣sinα0 + sin p2sinα0 − sin p2
∣∣∣∣+ 4g cosα0 log ∣∣∣∣sin(p2 + α0)sin(p
2
− α0)
∣∣∣∣ . (5.126)
No´tese que en el l´ımite α0 → 0 la segunda l´ınea en (5.126) se anula, de modo que
recuperamos en este caso el resultado para una cuerda que se extiende hasta el borde
de AdS [66,67]. En cambio, cuando p
2
= ±α0 los dos te´rminos adicionales en la segun-
da l´ınea aparentan tener divergencias logar´ıtmicas si se los considera por separado,
pero estas se cancelan entre s´ı para dar una fase de reflexio´n regular en el l´ımite de
acoplamiento fuerte.
D5-brana con campo magne´tico y volumen de mundo AdS4 × S2
En este otro caso la D5-brana se extiende a lo largo de ambas coordenadas α y ϕ,
de modo que estas satisfacen condiciones de contorno tipo Neumann, pero modificadas
debido a la presencia del campo magne´tico en la S2. Tendremos entonces
α′
∣∣∣
x=0
− q
2
sinαϕ˙
∣∣∣
x=0
= 0 , sinα ϕ′
∣∣∣
x=0
+
q
2
α˙
∣∣∣
x=0
= 0 , (5.127)
donde q da cuenta de la cantidad de flujo magne´tico en S2.
El primer v´ınculo de Virasoro implica al ser evaluado en el borde
sin2 α ϕ˙2
∣∣∣
x=0
=
1
1 + ( q
2
)2
− α˙2
∣∣∣
x=0
, (5.128)
de donde obtenemos
cos 2φ
∣∣∣
x=0
=
1− ( q
2
)2
1 + ( q
2
)2
≡ cos 2φ0 . (5.129)
Por lo tanto, tenemos en este caso condiciones de contorno de Dirichlet para el campo
de sin-Gordon, lo cual corresponde a M →∞ en (5.112).
El retraso temporal se obtiene en este caso de (5.118) tomando ζ → ∞, y obte-
nemos as´ı
∆T = 2 tan p
2
log
(
cos p
2
)
+ tan p
2
log
[(
1− sin p
2
1 + sin p
2
)(
1 + cosφ0 sin
p
2
1− cosφ0 sin p2
)]
. (5.130)
10Las ecuaciones de Bethe de borde dependen de dos veces la longitud del sistema, ver por ejemplo
(5.63).
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Al igual que antes, podemos separar la fase de reflexio´n resultante escribie´ndola como
δ = δ0 + δextra, donde
δextra =− 4g cos p2 log
(
1 + cosφ0 sin
p
2
1− cosφ0 sin p2
)
− 8g tanφ0 arctan(sinφ0 tan p2)
+ 4gp
(
1
cosφ0
− 1
)
. (5.131)
El solito´n esta´tico en el borde es el mismo que el que consideramos anteriormente
si identificamos cosφ0 con sinα0. Debe entonces sustraerse el mismo te´rmino (5.125)
para expresar la fase de reflexio´n en el gauge en el que la densidad de momento es
constante. Obtenemos de este modo
δ =− 8g cos p
2
log
(
cos p
2
)− 4g cos p
2
log
(
1− sin p
2
1 + sin p
2
)
− 4g cos p
2
log
(
1 + cosφ0 sin
p
2
1− cosφ0 sin p2
)
− 8g tanφ0 arctan(sinφ0 tan p2) + 4gp
(
1
cosφ0
− cosφ0
)
. (5.132)
5.4.3. Cuerdas entre D5-branas que forman a´ngulos
En esta seccio´n continuamos con el estudio de las cuerdas con momento angular
grande, pero introducimos un par de modificaciones importantes. En primer lugar,
vamos a considerar cuerdas abiertas que tienen sus extremos fijos a dos D5-branas,
cuyos ejes para los factores esfe´ricos o de AdS son oblicuos, i.e. forman un a´ngulo θ
en la esfera S5 y un a´ngulo φ en AdS5. En segundo lugar, vamos a considerar ahora
que el momento angular es grande pero finito.
Para estas configuraciones, la diferencia E−L ya no se anula. Vamos a calcularla
aqu´ı expl´ıcitamente a orden dominante en las correcciones por momento angular finito.
Para las D5-branas de la primera familia, hacemos esto en dos reg´ımenes distintos11:
cuando pi
2
− α0 es finito y cuando α0 → pi2 . En el primer caso, la cuerda es larga y
E − L puede hallarse cla´sicamente. En el segundo, la cuerda es corta y E − L debe
calcularse a nivel cua´ntico. Esto puede hacerse porque la cuerda corta so´lo se propaga
en un entorno de una geode´sica nula, de modo que los niveles ma´s bajos de su espectro
corresponden a los de una cuerda abierta en un espacio de fondo de ondas pp.
La razo´n por la que estos ca´lculos son relevantes radica en que la desviacio´n
respecto al 0 de E−L puede interpretarse como la correccio´n dominante por taman˜o
finito, que puede obtenerse independientemente por medio de un ca´lculo tipo Lu¨scher.
Dado que, como veremos en el pro´ximo cap´ıtulo, esta correccio´n depende de una
11Una distincio´n ana´loga puede hacerse para las D5-branas de la segunda familia, diferenciando
cuando φ0 es finito o infinitesimal.
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continuacio´n anal´ıtica del factor de dressing de borde, los resultados de esta seccio´n
constituyen un chequeo de consistencia para cualquier propuesta exacta para el factor
de reflexio´n.
Cuerda semicla´sica entre D5-branas que forman a´ngulos
Consideramos ahora una cuerda semicla´sica con momento angular L grande, ex-
tendida entre dos D5-branas de la primera de las familias descriptas en 5.4.1, cuando
pi
2
−α0 es finito. Vamos a separar las D5-branas con un a´ngulo φ en el espacio AdS y un
a´ngulo θ en la esfera. Este ca´lculo generaliza el realizado en [67,69], y nos enfocamos
solamente en la situacio´n con L grande.
Debido a la separacio´n angular entre las D5-branas, la cuerda semicla´sica se pro-
paga ahora en AdS3 × S3. Para su me´trica usamos las coordenadas
ds2 = R2
(
dr2
1 + r2
− (1 + r2)dt2 + r2df 2 + d%
2
1− %2 + (1− %
2)dξ21 + %
2dξ22
)
, (5.133)
y parametrizamos la solucio´n cla´sica para la cuerda con
y1 + iy2 = e
it
√
1 + r2 = eiκτ
√
1 + r(σ)2 , y3 + iy4 = e
ifr = eif(σ)r(σ) , (5.134)
x1 + ix2 = e
iξ1
√
1− %2 = eiγτ
√
1− %(σ)2 , x3 + ix4 = eiξ2% = eiϕ(σ)%(σ) . (5.135)
Trabajamos en el gauge conforme, y tomamos el rango de la coordenada espa-
cial de la hoja de mundo como σ ∈ [−s/2, s/2]. Los extremos de la cuerda esta´n
fijos a D5-branas de la primera familia, de manera que las condiciones de con-
torno son las discutidas en la seccio´n 5.4.1. En las coordenadas globales (5.90) usa-
das anteriormente, las D5-branas se ubican en el a´ngulo azimutal12 α0. Cuando
expresamos esto en las coordenadas (5.133), la posicio´n de una de las D5-branas
esta´ dada por % sin ξ2 = cosα0, mientras que la posicio´n de la otra corresponde a
% sin(ξ2 − θ) = cosα0.
En lo que sigue consideramos una cuerda que cuelga entre estas dos D5-branas,
separadas por un a´ngulo θ como se ve en la figura 5.10. A su vez, ambas D5-branas
esta´n separadas por un a´ngulo φ en una esfera contenida en AdS.
Al introducir el ansatz (5.134)-(5.135) en las ecuaciones de movimiento y los v´ıncu-
los de Virasoro obtenemos
`φ = r
2f ′ , Dφ := −`2φ + (κ2 − 1)r2 + κ2r4 =
r2(r′)2
1 + r2
, (5.136)
`θ = %
2ϕ′ , Dθ := −`2θ − (γ2 − 1)%2 + γ2%4 =
%2(%′)2
1− %2 , (5.137)
12Definido respecto a distintos ejes, que forman entre s´ı un a´ngulo θ.
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θξ2
0
%
1
Figura 5.10: Se representan esquema´ticamente las coordenadas % y ξ2 de la me´trica
(5.133) en forma cil´ındrica. Las D5-branas esta´n separadas por un a´ngulo θ, y entre
ellas pende una cuerda con momento angular grande.
donde Dφ y Dθ son notaciones abreviadas. La extensio´n de la coordenada espacial
de la hoja de mundo puede obtenerse en te´rminos de r(σ) o´ %(σ) usando (5.136)
o´ (5.137),
s
2
=
∫ rmax
r0
r dr√
1 + r2
√
Dφ
=
∫ %max
%0
% d%√
1− %2√Dθ
. (5.138)
Para una cuerda con momento angular grande, rmax = cotα0 y %max = cosα0, mientras
que r0 y %0 son los valores de r y % en σ = 0. Como tenemos la condicio´n de borde
r′(0) = %′(0) = 0, estos u´ltimos pueden obtenerse de
0 = −`2φ + (κ2 − 1)r20 + κ2r40 , 0 = −`2θ − (γ2 − 1)%20 + γ2%40 . (5.139)
Nos interesa aqu´ı solamente la solucio´n con L muy grande. Cuando el momento
angular L y la energ´ıa E tienden a infinito, se tiene %0, r0 → 0, as´ı como γ, κ → 1 y
`θ, `φ → 0. Por lo tanto, vamos a re-escalarlos segu´n
κ = 1 + 
cφ
2
, `φ = 
ˆ`
φ
2
, r(σ) =
√
u(σ) , (5.140)
γ = 1 + 
cθ
2
, `θ = 
ˆ`
θ
2
, %(σ) =
√
v(σ) . (5.141)
Los valores mı´nimos de las variables as´ı escalados sera´n
u20 =
−cφ +
√
c2φ +
ˆ`2
φ
2
, v20 =
cθ +
√
c2θ +
ˆ`2
θ
2
. (5.142)
En el l´ımite de L grande, la amplitud angular de la cuerda es dada por la separacio´n
angular de las D-branas, i.e. ∆f = pi − φ y ∆ϕ = θ. Usando (5.136) y (5.137), los
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a´ngulos de separacio´n vienen dados en te´rminos de r(σ) o´ %(σ), y son a primer orden
en la expansio´n con  chico
pi − φ =
∫ rmax
r0
2`φ dr
r
√
1 + r2
√
Dφ
=
∫ ∞
u0
ˆ`
φ du
u
√
(u2 − u20)(v2 + v20 + cφ)
= − arctan(ˆ`φ/cφ) ,
(5.143)
θ =
∫ %max
%0
2`θ d%
%
√
1− %2√Dθ
=
∫ ∞
v0
ˆ`
θ dv
v
√
(v2 − v20)(v2 + v20 − cθ)
= arctan(ˆ`θ/cθ) .
(5.144)
Si bien tenemos algo de libertad en la eleccio´n de cθ y cφ, estas esta´n relacionadas
porque las dos integrales en (5.138) deben coincidir. De la primera integral, en el
l´ımite de  pequen˜o tenemos
s
2
= log 4− 1
2
log
[
(2u20 + cφ)
]− log(1 +√1 + r2max
rmax
)
, (5.145)
mientras que de la segunda integral en (5.138) resulta
s
2
= log 4− 1
2
log
[
(2v20 − cθ)
]− log(1 +√1− %2max
%max
)
. (5.146)
Esto implica, usando (5.142), la relacio´n√
c2φ +
ˆ`2
φ,=
√
c2θ +
ˆ`2
θ . (5.147)
Considerando (5.143) y (5.144), podemos tomar directamente
cφ = cosφ , cθ = cos θ , (5.148)
lo cual resulta en13
 = 16e−s
(
%max
1 +
√
1− %2max
)2
. (5.149)
Como anticipamos, nos interesa la diferencia entre la energ´ıa y el momento angular
de esta configuracio´n, que esta´ dada por
E − L = 4gκ
∫ rmax
r0
dr
r
√
1 + r2√
Dφ
− 4gγ
∫ %max
%0
d%
%
√
1− %2√
Dθ
− 2At
∣∣∣∣
r=rmax
, (5.150)
donde el u´ltimo te´rmino viene del te´rmino de borde debido al campo ele´ctrico. En las
coordenadas que estamos usando At = 2gr cosα0. Siguiendo el procedimiento de [67],
13La definicio´n de  usada aqu´ı es distinta a la de [67].
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calculamos L − 2gs y E − 2gs por separado. Al primer orden subdominante en la
expansio´n a  chico tenemos
L− 2gs =− 4g + g cos θ+ 4g
√
1− %2max , (5.151)
E − 2gs =− 4g + g cosφ+ 4g
√
1 + r2max − 4grmax %max . (5.152)
Dado que
√
1 + r2max−rmax %max−
√
1− %2max = 0, los te´rminos que son independientes
de  se cancelan en la diferencia, como espera´bamos. Obtenemos luego
E − L = 16ge−s
(
%max
1 +
√
1− %2max
)2
(cosφ− cos θ)
=
16g
e2−2 sinα0
tan2
(
pi
4
− α0
2
)
(cosφ− cos θ)e− L2g , (5.153)
donde usamos (5.151) para expresar s en te´rminos de L.
Para las D5-branas de la segunda familia descripta en la seccio´n 5.4.1, el ca´lculo
correspondiente se realiza en forma ana´loga. No presentamos entonces los detalles
sino simplemente el resultado,
E − L = 16g
e2−2 cosφ0
tan2
(
φ0
2
)
(cosφ− cos θ)e− L2g . (5.154)
Cuerda cua´ntica entre D5-branas que forman a´ngulos
Los resultados anteriores son va´lidos para valores finitos de pi
2
−α0, de lo contrario
la aproximacio´n semicla´sica deja de ser consistente. Una cuerda con momento angular
grande fija a una D5-brana maximal con α0 =
pi
2
es pra´cticamente puntual. Por lo
tanto, so´lo explora un entorno de una geode´sica nula, que corresponde a una part´ıcula
girando en la esfera S5. Luego los estados ma´s bajos del espectro de la cuerda corres-
ponden a los de una cuerda abierta en una geometr´ıa de fondo de ondas pp, estando
sus extremos fijos a una D5-brana que se ve esencialmente plana.
En el l´ımite de Penrose, que corresponde a ampliar el entorno de la geode´sica
nula [171,172], la me´trica se reduce a
ds2 = −4 du dv − z2du2 + d~z 2 , (5.155)
donde ~z ∈ R8. La D5-brana se vuelve plana en este l´ımite, estando fija en las coorde-
nadas z1 = z2 = z3 = 0 que vienen del factor AdS, y en la coordenada z5 = 0 para
las coordenadas que vienen de la esfera S5.
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Si consideramos una cuerda abierta con sus extremos fijos a una brana plana en la
geometr´ıa de fondo de ondas pp, como la brana es BPS las contribuciones a la energ´ıa
de vac´ıo de los modos boso´nicos y fermio´nicos de la cuerda se cancelan exactamente.
Queremos sin embargo considerar una cuerda abierta con uno de sus extremos en
la D5-brana en z5 = 0 descripta arriba, estando el otro extremo fijo a otra brana
que ha sido rotada en el plano (z5, z6), i.e. ubicada en cos θz5 + sin θz6 = 0. En
otras palabras, para el extremo izquierdo la cuerda tiene condiciones de contorno tipo
Dirichlet y Neumann en z5 y z6 respectivamente14,
z5 ∝
∑
n
a5ne
iτωn sin knσ , (5.156)
z6 ∝
∑
n
a6ne
iτωn cos knσ , (5.157)
donde ωn =
√
m2 + k2n para m =
L
2pig
. Ahora bien, para el extremo derecho las
condiciones de contorno rotadas para la cuerda implican que debemos tomar kn =
n∓ θ
pi
cuando a5n = ±a6n.
De forma ana´loga, los modos fermio´nicos de la cuerda presentan corrimientos
similares, so´lo que en este caso se trata de ∓ θ
2pi
. Como consecuencia de todo esto la
energ´ıa de vac´ıo, o ma´s precisamente E − L, ya no se anula para la cuerda abierta.
Podemos calcular E−L directamente a partir de la diferencia entre las contribuciones
con y sin los corrimientos,
E − L = 1
2m
∞∑
n=−∞
√
m2 +
(
n− θ
pi
)2 − 1
2m
∞∑
n=−∞
√
m2 + n2
− 2
m
∞∑
n=−∞
√
m2 +
(
n− θ
2pi
)2
+
2
m
∞∑
n=−∞
√
m2 + n2, (5.158)
donde la primera l´ınea viene de los modos boso´nicos, mientras que la segunda proviene
de los modos fermio´nicos. Resulta conveniente introducir la notacio´n
h(θ,m) :=
1
m
∞∑
n=−∞
√
m2 +
(
n− θ
pi
)2 − 1
m
∞∑
n=−∞
√
m2 + n2 , (5.159)
ya que nos permite escribir
E − L = 1
2
h(θ,m)− 2h ( θ
2
,m
)
. (5.160)
14Usamos el s´ımbolo ∝ para resaltar que estamos obviando un factor de normalizacio´n.
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Consideramos primero
1
m
∂m(m h) =
∞∑
n=−∞
1√
m2 +
(
n− θ
pi
)2 −
∞∑
n=−∞
1√
m2 + n2
, (5.161)
y usamos la fo´rmula de resumacio´n de Poisson
∞∑
n=−∞
f(n) =
∞∑
k=−∞
f˜(k) , (5.162)
donde f˜ denota la transformada de Fourier15 de f . Entonces
1
m
∂m(m h) =
∞∑
k=−∞
f˜(k)
(
e−2ikθ − 1) , (5.163)
para
f(x) =
1√
m2 + x2
=⇒ f˜(w) = 2K0 (2pim |w|) , (5.164)
donde K0 es una funcio´n de Bessel modificada del segundo tipo, y nos interesa sola-
mente el l´ımite de m = L
2pig
grande de esta resumacio´n. Para m grande
f˜(k) ∼ e
−2pi|k|m√|k|m , (5.165)
y la suma esta´ dominada por los te´rminos con k = ±1. Entonces
1
m
∂m(m h) ∼ 2e
−2pim
√
m
(cos 2θ − 1) , (5.166)
lo cual resulta en
h(θ,m) ∼ −e
−2pim
pi
√
m
(cos 2θ − 1) . (5.167)
Por lo tanto,
E−L ∼ − e
−2pim
2pi
√
m
(cos 2θ−1) + 2e
−2pim
pi
√
m
(cos θ−1) = −
√
2g
piL
e−
L
g (cos θ−1)2 . (5.168)
Si consideramos adema´s que una de las D5-branas esta´ tambie´n rotada en el plano
(z3, z4) en un a´ngulo φ, el ωn correspondiente a estas coordenadas boso´nicas recibe
15En este trabajo usamos la definicio´n
f˜(w) =
∫ ∞
−∞
dx e−2piiwxf(x) .
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un corrimiento n 7→ n ± φ
pi
. En cambio, las frecuencias de los modos fermio´nicos se
modifican como n 7→ n± ( θ
2pi
± φ
2pi
), de manera que
E − L = 1
2
h(φ,m) +
1
2
h(θ,m)− h ( θ+φ
2
,m
)− h ( θ−φ
2
,m
)
∼ −
√
2g
piL
e−
L
g (cos θ − cosφ)2 . (5.169)
Finalmente, observamos que un resultado ide´ntico se aplica a las D5-branas ma-
ximales de la segunda familia, que se obtienen cuando φ0 → 0.
5.4.4. Condicio´n de crossing de borde
Las dos familias infinitas de D5-branas estudiadas en esta seccio´n tienen algo en
comu´n. Todos sus miembros preservan la misma simetr´ıa de fondo: un factor SU(2|2)
diagonal del grupo de simetr´ıa SU(2|2)2 usual. Por lo tanto, a menos de una constante
multiplicativa global las matrices de reflexio´n son ide´nticas, e iguales tambie´n a la
matriz de reflexio´n discutida en la seccio´n 5.3.1. En otras palabras, en te´rminos del
problema de dispersio´n en el borde desconocemos solamente el factor de reflexio´n
que corresponde a cada caso. Como ya vimos, estos factores esta´n restringidos por la
condicio´n de crossing de borde.
Para un borde derecho, en todos los casos que consideramos el factor de reflexio´n
desconocido R0(p) debe satisfacer la ecuacio´n de crossing (5.84), presentada anterior-
mente y deducida en [66,67],
R0(p)R0(p¯) = σ(p,−p¯)2 , (5.170)
donde σ(p1, p2) es el factor de dressing del interior [145, 146] y p¯ indica como antes
la transformacio´n de crossing. Vimos tambie´n que la condicio´n de unitaridad corres-
ponde a (5.85)
R0(p)R0(−p) = 1 , (5.171)
de modo que procediendo como en la seccio´n (5.3.1) podemos escribir ambas condi-
ciones en la forma
σB(p)σB(p¯) =
x− + 1
x−
x+ + 1
x+
y σB(p)σB(−p) = 1 , (5.172)
con σB(p) definido en (5.86). Un factor de dressing de borde que constituye una solu-
cio´n particular de este sistema se hallo´ en [66,67], y es el σ0B(p) = exp{iχ(x+)− iχ(x−)}
definido por (5.88).
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En el re´gimen de acoplamiento fuerte esta solucio´n se reduce al l´ımite α0 → 0 de
(5.126), o equivalentemente al l´ımite φ0 → pi2 de (5.132). Sin embargo, para recuperar
(5.126) y (5.132) en general debemos buscar nuevas soluciones de las mismas condicio-
nes de crossing y unitaridad, (5.172). Para ello, vamos a tomar σB(p) = σ
0
B(p)σT (p).
El factor de dressing desconocido σT (p) satisface ahora condiciones de crossing y
unitaridad “triviales”,
σT (p)σT (p¯) = 1 , σT (p)σT (−p) = 1. (5.173)
Como vamos a ver, hay infinitas formas de resolver el sistema trivial (5.173). Sin
embargo, nuestro ana´lisis no pretende ser exhaustivo: vamos a observar simplemente
que las soluciones obtenidas de un modo particular son compatibles con todos los
resultados hallados anteriormente para el l´ımite de acoplamiento fuerte.
Comenzamos proponiendo que σT (p) debe tener la forma
σT (p) = e
iχT (x
+)−iχT (x−) , (5.174)
y usamos para definir χT (x) una integral sobre un contorno del plano complejo, por
analog´ıa con (5.88). En particular, en te´rminos de una funcio´n gene´rica F definimos
ΦF (x) = i
∮
|z|=1
dz
2pii
1
x− z logF
(
z + 1
z
)
. (5.175)
Tomamos al argumento de la funcio´n gene´rica como z + 1
z
para que, independiente-
mente de F , la integral de contorno siempre satisfaga
ΦF (x) + ΦF (1/x) = ΦF (0) . (5.176)
Esta propiedad es ana´loga a la discutida en [173] para el factor de dressing de la
matriz S, y sera´ u´til a la hora de satisfacer la condicio´n de crossing de borde. Para
χT (x) consideramos soluciones de la forma
χT (x) =
{
ΦF (x) si |x| > 1 ,
ΦF (x) + i logF
(
x+ 1
x
)
caso contrario .
(5.177)
Para que esta sea una solucio´n de la condicio´n de crossing trivial, requerimos que
χT (x
+)− χT (x−) + χT (1/x+)− χT (1/x−) = 0 , (5.178)
y debido a la propiedad (5.176) esto implica simplemente
F
(
x+ + 1
x+
)
= F
(
x− + 1
x−
)
. (5.179)
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Usando el v´ınculo que relaciona a los para´metros espectrales x±,
F
(
x− + 1
x−
)
= F
(
x− + 1
x− +
i
g
)
. (5.180)
Luego la ecuacio´n de crossing trivial se satisface siempre que F sea perio´dica en el
eje imaginario con per´ıodo i/g. En cuanto a la unitaridad, basta exigir que χT (x) sea
una funcio´n par, y puede comprobarse directamente que esto ocurre siempre que F
tenga paridad definida, ya sea par o impar.
Dos posibilidades naturales para F son entonces
F
(
z + 1
z
)
= sinh
[
2ping
(
z + 1
z
)]
y F
(
z + 1
z
)
= cosh
[
2ping
(
z + 1
z
)]
,
(5.181)
para n entero. Sin embargo, los factores de reflexio´n resultantes de incorporar estas
soluciones triviales de la ecuacio´n de crossing no reproducen en general el compor-
tamiento a acoplamiento fuerte deseado, dado por (5.126) o (5.132) segu´n el caso.
Solamente los l´ımites α0 → pi2 y φ0 → 0 de (5.126) y (5.132) resultan satisfactorios
cuando n = 1. Ma´s au´n, como veremos en el pro´ximo cap´ıtulo si usa´ramos estos fac-
tores de reflexio´n para obtener las correcciones por momento angular finito dadas por
(5.169), esto solamente ser´ıa posible utilizando la solucio´n con el seno hiperbo´lico.
Por lo tanto, debemos considerar deformaciones de
Φsinh(x) = i
∮
|z|=1
dz
2pii
1
x− z log
{
sinh
[
2pig
(
z + 1
z
)]}
, (5.182)
y hallar soluciones cuyo l´ımite g → ∞ sea compatible con los ca´lculos expl´ıcitos
(5.126) y (5.132). Para realizar la comparacio´n con estos resultados, vamos a evaluar
la contribucio´n a la fase de reflexio´n proveniente de la solucio´n de la condicio´n de
crossing trivial en el l´ımite de acoplamiento fuerte, que tiene la forma
δT = χT (x
−)− χT (x+) , (5.183)
para x± = e±ip/2 +O(1/g). Las soluciones de la condicio´n de crossing trivial deber´ıan
ser tales que este δT reproduzca el δextra hallado anteriormente.
Integrales de contorno sobre c´ırculos re-escalados
Nos interesa deformar de algu´n modo Φsinh de forma de introducir cierta depen-
dencia en un para´metro que pueda ma´s adelante relacionarse con la cantidad de flujo
electromagne´tico en las D5-branas consideradas.
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Vamos a proceder introduciendo una modificacio´n arbitrariamente, verificando a
posteriori que posee parte de la dependencia deseada en el l´ımite de acoplamiento
fuerte. La deformacio´n particular que vamos a considerar en primer lugar corresponde
a tomar el contorno de integracio´n como un c´ırculo de radio r,
Φr(x) = i
∮
|z|=r
dz
2pii
1
x− z log
{
sinh
[
2pig
(
z + 1
z
)]}
. (5.184)
Observamos que deja de ser va´lida para Φr la propiedad (5.176), que allanaba el
camino para resolver la condicio´n de crossing. Existe, sin embargo, una versio´n de-
formada de la misma que resultara´ u´til, a saber
Φr(x) + Φ1/r(
1
x
) = Φr(0) . (5.185)
Luego, combinando dos integrales de contorno de taman˜os r y 1
r
en la definicio´n
ΦT (x) =
1
2
(
Φr(x) + Φ1/r(x)
)
, (5.186)
obtenemos una funcio´n con la propiedad deseada,
ΦT (x) + ΦT
(
1
x
)
= ΦT (0) . (5.187)
Sin pe´rdida de generalidad, consideramos 0 < r ≤ 1 y usamos la combinacio´n ΦT (x)
para definir χT (x) en la regio´n fuera del c´ırculo de radio 1/r. A partir de esta regio´n
podemos continuar anal´ıticamente la funcio´n a cualquier punto del plano complejo,
de modo que
χ
(1)
T (x) =

ΦT (x) si |x| > 1/r ,
ΦT (x) +
i
2
log sinh 2pig
(
x+ 1
x
)
si r < |x| < 1/r ,
ΦT (x) + i log sinh 2pig
(
x+ 1
x
)
si |x| < r .
(5.188)
Si ahora usamos la relacio´n (5.187) como antes, podemos verificar expl´ıcitamente que
se satisface la condicio´n de crossing trivial (5.178).
La solucio´n de la ecuacio´n de crossing trivial obtenida de esta χ
(1)
T es va´lida para
cualquier valor del acoplamiento g. Sin embargo, en el l´ımite de acoplamiento fuerte,
como veremos a continuacio´n, so´lo puede dar cuenta de uno de los te´rminos adicionales
en la fase de reflexio´n de borde (5.131). Incorporamos el (1) para indicar esto u´ltimo.
Nos interesa ahora hallar la fase de reflexio´n en el l´ımite de acoplamiento fuerte
para part´ıculas con para´metros espectrales correspondientes a la cinema´tica f´ısica, i.e.
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con |x±| > 1. Para |x| > r podemos expandir el factor (x− z)−1 en nuestra definicio´n
de Φr(x) como una serie geome´trica, de modo de obtener
Φr(x) =
1
2pii
∞∑
n=1
cn(r)
xn
con cn(r) = i
∮
|z|=r
dz zn−1 log
{
sinh
[
2pig
(
z + 1
z
)]}
.
(5.189)
Puede verse que la parte imaginaria de los coeficientes cn(r) se anula, al igual que la
parte real siempre que n es impar. Los coeficientes restantes pueden evaluarse en el
l´ımite de acoplamiento fuerte g →∞, resultando esto en
c2k(r) = −8pig(−1)kr2k
(
r
1 + 2k
+
r−1
1− 2k
)
, (5.190)
lo cual al resumar nos da
Φr(x) = 4ig
(
x+
1
x
)
arctan
( r
x
)
+O(g0) , (5.191)
a menos de te´rminos independientes de x que se cancelara´n al calcular la fase de
reflexio´n. Usando las definiciones de ΦT (x) y χT (x), as´ı como la propiedad (5.185),
podemos ahora evaluar el factor de fase de la reflexio´n debido a la solucio´n trivial de
crossing considereda, que en el l´ımite de acoplamiento fuerte resulta ser
δ
(1)
T = −4g cos p2 log
r2 + 1 + 2r sin p
2
r2 + 1− 2r sin p
2
. (5.192)
Si ahora tomamos
r = cot(φ0
2
+ pi
4
) , (5.193)
obtenemos
δ
(1)
T = −4g cos p2 log
1 + cosφ0 sin
p
2
1− cosφ0 sin p2
. (5.194)
Este es solamente uno de los te´rminos adicionales en la fase de reflexio´n de borde
5.131, ma´s preicsamente el primero de los all´ı escritos. Debemos dar cuenta tambie´n
de los te´rminos restantes a partir de soluciones para las ecuaciones triviales de crossing
y unitaridad. Por ejemplo, si consideramos
χ
(2)
T (x) = f2 (φ0, g) log
x r + 1/x r
x/r + r/x
, (5.195)
con r definido en (5.193), vemos que el σ
(2)
T (p) resultante satisface la ecuacio´n de
crossing trivial, al igual que la condicio´n de unitaridad, contribuyendo adema´s a la
fase de reflexio´n de borde en el l´ımite de acoplamiento fuerte
δ
(2)
T = 2f2 (φ0, g) log
i− sinφ0 tan p2
i+ sinφ0 tan
p
2
= 4if2 (φ0, g) arctan(sinφ0 tan
p
2
) . (5.196)
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Esto corresponde al segundo te´rmino adicional en el factor de fase de reflexio´n calcu-
lado expl´ıcitamente, siempre y cuando f2 (φ0, g) se comporte como 2gi tanφ0 en el
l´ımite de acoplamiento fuerte.
Lo mismo puede hacerse para dar cuenta del tercer te´rmino adicional en el factor
de fase de reflexio´n, tomando simplemente
χ
(3)
T (x) = f3(φ0, g) log x , (5.197)
con un l´ımite adecuado para f3(φ0, g) cuando g →∞, a saber
f3(φ0, g) ∼ 4gi
(
1
cosφ0
− cosφ0
)
.
Integrales de l´ınea sobre arcos
Consideramos ahora otra forma en la que podemos modificar la propuesta original
Φsinh. Vamos a considerar
Φγ(x) = i
∫
C(γ)
dz
2pii
1
x− z log
{
sinh
[
2pig
(
z + 1
z
)]}
, (5.198)
para una curva abierta C(γ) parametrizada por z(t) = eit con −γ < t < γ y
pi − γ < t < pi + γ. Como esta esta curva es invariante frente a z 7→ 1/z, y usamos
una funcio´n u´nicamente de z+ 1
z
, la propiedad (5.176) se mantiene. Estando definida
como una integral a lo largo de un contorno abierto, podemos proponer que χT es
directamente la integral de l´ınea tanto adentro como afuera del disco unidad. Enton-
ces, la propiedad (5.176) alcanza para concluir que (5.198) resuelve la ecuacio´n de
crossing trivial. No se trata, sin embargo, de una funcio´n par de x, de modo que para
satisfacer la condicio´n de unitaridad definimos χT (x) =
1
2
(Φγ(x) + Φγ(−x)).
Podemos hacer un ana´lisis en le l´ımite de acoplamiento fuerte para esta propuesta
cuando |x| > 1 en forma similar al realizado anteriormente, obtenie´ndose de este
modo
χ
(1)
T (x) =
1
2pii
∞∑
k=1
c2k(γ)
x2k
con c2k(γ) = −16pig2k cos γ sin(2kγ)− sin γ cos(2kγ)
4k2 − 1 ,
(5.199)
donde obviamos escribir te´rminos subdominantes en el l´ımite g →∞. Esto nos da, a
menos de te´rminos independientes de x que se cancelan al calcular el factor de fase
de reflexio´n,
χ
(1)
T (x) = 2g
(
x+
1
x
)(
arctanh
eiγ
x
− arctanhe
−iγ
x
)
+O(g0). (5.200)
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Como antes, el (1) indica que esta solucio´n de la condicio´n de crossing trivial explica
solamente el primer te´rmino en (5.124). Para ver esto, evaluamos el factor de fase de
reflexio´n correspondiente a esta solucio´n de la ecuacio´n de crossing, que resulta ser
δ
(1)
T = −4g cos p2 log
∣∣∣∣sin p2 + sin γsin p
2
− sin γ
∣∣∣∣ . (5.201)
Si identificamos γ = α0, este es el primer te´rmino adicional en la fase de reflexio´n de
borde (5.126). Para dar cuenta del segundo te´rmino proponemos
χ
(2)
T (x) = f(α0, g) log
∣∣∣∣∣e−iα0x− e
iα0
x
eiα0x− e−iα0
x
∣∣∣∣∣ , (5.202)
que es una solucio´n de las condiciones triviales de crossing y unitaridad, y resulta en
δ
(2)
T = 2f(α0, g) log
∣∣∣∣sin(p2 + α0)sin(p
2
− α0)
∣∣∣∣ . (5.203)
Esto puede identificarse con el segundo te´rmino de (5.126) para cualquier f(α0, g)
cuyo l´ımite de acoplamiento fuerte sea 2g cosα0.
Como mencionamos anteriormente, los te´rminos (5.201) y (5.203) de la fase de
reflexio´n resultante se vuelven logar´ıtmicamente divergentes a medida que p→ ±2α0,
pero se cancelan mutuamente cuando f(α0, g) tiene el comportamiento asinto´tico
mencionado. En las propuestas χ
(1)
T y χ
(2)
T las divergencias logar´ıtmicas corresponden
a la situacio´n en la que x → ±e±α0 . En particular, la divergencia logar´ıtmica de
χ
(1)
T (x) aparece cuando se evalu´a x en los extremos de C(α0).
La eleccio´n de f(α0, g) = g cosα0 +O(g0), necesaria para dar cuenta del resultado
expl´ıcito obtenido en el l´ımite de acoplamiento fuerte, asegura sin embargo que χT es
regular en este l´ımite. Si requerimos adema´s que χT siga siendo regular en x = ±e±α0
a todo orden en 1/g, esto nos permite determinar f(α0, g) exactamente. Para hacer
esto, observamos primero que la propuesta (5.202) tambie´n puede escribirse en la
forma de una integral a lo largo de C(α0), a saber
χ
(2)
T (x) = −f(α0, g)
∫
C(α0)
dz
x− z , (5.204)
a menos de te´rminos independientes de x que se cancelan al calcular σT . Podemos
escribir por lo tanto χT como una u´nica integracio´n sobre C(α0). Para que la integral
sea regular en x = ±e±α0 , debemos exigir que el factor que acompan˜a a (x− z)−1 se
anule a medida que z se acerca a los extremos de la curva. Esto fija f(α0, g), que debe
ser
2pif(α0, g) = log [sinh (4pig cosα0)] , (5.205)
127
lo cual a su vez impica que podemos escribir
χT (x) = i
∫
C(α0)
dz
4pii
(
1
x− z +
1
−x− z
)
log
[
sinh
(
2pig
(
z + 1
z
))
sinh (4pig cosα0)
]
. (5.206)
No´tese que esta deformacio´n, al igual que la presentada anteriormente cuando
r → 1, se reduce a Φsinh cuando α0 → pi2 16. De hecho, en este l´ımite es conveniente
considerar las cantidades completas
σB(p) = σ
0
B(p)σT (p) = e
iχB(x
+)−iχB(x−) con χB(x) = χ0B(x) +χT (x) , (5.207)
donde
ΦB(x) = i
∮
|z|=1
dz
2pii
log
[
2pig
(
z + 1
z
)]
x− z , (5.208)
y χB(x) = ΦB(x) para |x| > 1, con un te´rmino adicional i log
[
2pig
(
x+ 1
x
)]
que
debe agregarse para asegurar la continuidad cuando |x| < 1. Como espera´bamos, la
contribucio´n a la fase de reflexio´n δ proveniente de este σB es de orden g
0 en lugar
de orden g.
Resumiendo todos nuestros resultados, vemos que el factor de reflexio´n de borde
siempre puede escribirse como
R0(p) =
1
σ0B(p)σT (p)σ(p,−p)
(
1 + 1
(x−)2
1 + 1
(x+)2
)
, (5.209)
donde σ0B es el factor de dressing de borde para la representacio´n fundamental (5.88),
propuesto originalmente en [66, 67], e incorporamos el factor de dressing adicional
σT = e
iχT (x
+)−iχT (x−), que es una solucio´n de la condicio´n trivial (5.173). Para las
D5-branas de la primera familia, duales a lazos de Wilson 1
2
-BPS en representaciones
totalmente antisime´tricas, proponemos
χT (x) = i
∫
C(α0)
dz
4pii
(
1
x− z +
1
−x− z
)
log
[
sinh
(
2pig
(
z + 1
z
))
sinh (4pig cosα0)
]
, (5.210)
con C(α0) parametrizado por z(t) = eit con −α0 < t < α0 y pi − α0 < t < pi + α0. En
este caso, nuestra propuesta tiene su dependencia en la constante de acoplamiento g
totalmente determinada.
16Cuando α0 → pi2 la curva C(α0) se cierra para formar el c´ırculo unidad, y la contribucio´n de χ(2)T
se anula.
128
Por otro lado, para las D5-branas de la segunda familia tenemos
χT (x) = i
∮
|z|=r
dz
4pii
log
{
sinh
[
2pig
(
z + 1
z
)]}
x− z + i
∮
|z|=1/r
dz
4pii
log
{
sinh
[
2pig
(
z + 1
z
)]}
x− z
+ f2(φ0, g) log
xr + 1/xr
x/r + r/x
+ f3(φ0, g) log x , (5.211)
con |x| > 1/r y debiendo agregarse te´rminos adicionales como en (5.188) cuando
|x| < 1/r. En esta propuesta, algunas funciones so´lo pueden ser determinadas a
primer orden en g, dado que no disponemos de un argumento similar al utilizado
para fijar la dependencia en el acoplamiento de las funciones correspondientes en el
caso anterior.
No´tese que podemos distinguir dos reg´ımenes para los factores de dressing de
borde aqu´ı propuestos: cuando α0 o´ φ0 toman valores gene´ricos, y (5.210)-(5.211)
son va´lidas; y cuando α0 =
pi
2
o´ φ0 = 0, es decir que los factores esfe´ricos de las
D5-branas consideradas son maximales. Para este u´ltimo caso nuestras propuestas se
tornan
χT (x) = i
∮
|z|=1
dz
2pii
log
{
sinh
[
2pig
(
z + 1
z
)]}
x− z para |x| > 1 . (5.212)
lo cual cancela un te´rmino ide´ntico en χ0B y resulta en un factor de dressing completo
que puede definirse a partir de
χB(x) = i
∮
|z|=1
dz
2pii
log
[
2pig
(
z + 1
z
)]
x− z para |x| > 1 . (5.213)
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Cap´ıtulo 6
Ansatz de Bethe termodina´mico
En el cap´ıtulo 5 mostramos que el problema de hallar el espectro de dimensiones
de escala de los operadores de traza simple en N = 4 super Yang-Mills es equivalente,
en el l´ımite planar en el que el nu´mero de colores del grupo de gauge SU(N) tiende
a infinito, al de diagonalizar el hamiltoniano de una cadena de espines integrable.
Hicimos esto primero en forma perturbativa analizando el operador de dilataciones a
1-loop, y luego extendimos el ana´lisis al re´gimen no perturbativo fijando la relacio´n
de dispersio´n y la matriz S a partir de condiciones de simetr´ıa, crossing y unitaridad.
Vimos tambie´n que es posible extender este resultado a otros operadores, y en parti-
cular nos ocupamos de lazos de Wilson con inserciones que corresponden a cadenas
de espines integrables con condiciones de contorno abiertas. Nuevamente, aplicando
consideraciones de simetr´ıa, crossing y unitaridad fue posible determinar el ingredien-
te nuevo que aparece en la descripcio´n del sistema provista por la integrabilidad, esto
es la matriz de reflexio´n.
El resultado de este proceso es que estamos ahora en condiciones de describir al
menos formalmente el espectro de dimensiones de escala de N = 4 super Yang-Mills
para cualquier valor del acoplamiento de ’t Hooft λ, para lo cual debemos resolver
las ecuaciones de Bethe correspondientes. Estas son esquema´ticamente de la forma
(5.50) o´ (5.63), segu´n nos ocupemos de cadenas de espines perio´dicas o abiertas, y
los conjuntos de momentos que las resuelven nos permiten escribir la energ´ıa de los
autoestados de la cadena en forma aditiva,
E ({pi}) =
∑
pi
Epi , (6.1)
donde aparece expl´ıcitamente la relacio´n de dispersio´n (5.71).
Ahora bien, existe una diferencia crucial entre el ana´lisis realizado a 1-loop y la
extensio´n no perturbativa que lo generaliza. Esta radica en que el ansatz de Bethe
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presentado en la primera parte de la seccio´n 5.3 es exacto, en la medida en que dia-
gonaliza el hamiltoniano del modelo de Heisenberg para cualquier longitud L de la
cadena de espines de SU(2) asociada a los operadores que son la traza simple de
L campos Z y X. Mientras se mantenga la condicio´n L  N , necesaria para que
tenga sentido descartar los diagramas no planares e identificar las dimensiones de
escala ano´malas con las energ´ıas de la cadena de espines, el espectro a 1-loop hallado
resolviendo estas ecuaciones para cada L no recibe correccio´n alguna a este orden
perturbativo. Lo mismo puede decirse del caso con condiciones de contorno abiertas,
as´ı como de las modificaciones al ansatz de Bethe que podemos introducir para es-
tudiar la accio´n del operador de dilataciones a 1-loop sobre sectores ma´s amplios de
operadores.
En cambio, el ana´lisis no perturbativo de la subseccio´n 5.3.1 es asinto´tico, en tanto
requerimos para formularlo que todas las excitaciones de la cadena se encuentren muy
separadas unas de otras. Esto implica que esta solucio´n no es exacta salvo en el l´ımite
estricto con L → ∞ y separacio´n infinita entre las excitaciones. Para L finito el
espectro hallado por el procedimiento usual recibe correcciones, que tienen su origen
en el hecho de que las interacciones en la cadena de espines son de largo alcance. Estas
correcciones tienen un ana´logo en teor´ıas cua´nticas de campos formuladas en dominios
finitos, ya sea abiertos o con condiciones de contorno perio´dicas. En efecto, en estas
teor´ıas se propagan part´ıculas virtuales que pueden interactuar con las part´ıculas
f´ısicas, afectando de este modo su espectro de energ´ıas.
Dado que en el contexto de la conjetura AdS/CFT nos interesa utilizar la integra-
bilidad para interpolar entre ambos lados de la dualidad, debemos tener control sobre
las correcciones por taman˜o finito si queremos realizar verificaciones de precisio´n del
diccionario. Para teor´ıas cua´nticas de campos, Lu¨scher encontro´ en [174] la forma de
la primera de estas correcciones para la energ´ıa de una u´nica part´ıcula en el caso de
una teor´ıa relativista, ver figura 6.1. Para aplicarlo a nuestro caso, este resultado debe
generalizarse para alcanzar a teor´ıas no relativistas y estados de muchas part´ıculas.
Por lo dema´s, para L suficientemente pequen˜os sera´ necesario incluir tambie´n las co-
rrecciones de orden superior. Esto es en general muy complicado, pero para teor´ıas
integrables es posible tomar un camino alternativo e incorporar todas las correcciones
por taman˜o finito simulta´neamente, haciendo uso del ansatz de Bethe termodina´mico
o TBA, introducido en [175]. Como veremos en la seccio´n 6.1, este consiste esen-
cialmente en reformular el problema de hallar la energ´ıa del estado fundamental de
una teor´ıa integrable en volumen finito, algo en principio complicado, en te´rminos del
ca´lculo de la funcio´n de particio´n te´rmica para la teor´ıa con las direcciones temporal
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y espacial intercambiadas. Como en este u´ltimo caso la teor´ıa esta´ definida en un
volumen infinito, el ansatz de Bethe asinto´tico es exacto y el problema es entonces
mucho ma´s sencillo.
(a) (b)
Figura 6.1: Diagrama de las correcciones por taman˜o finito a primer orden o tipo
Lu¨scher, para una part´ıcula que se propaga en un volumen finito con condiciones de
contorno perio´dicas. En (a) la part´ıcula se divide en dos part´ıculas que se recombinan
del lado opuesto, mientras que en (b) interactu´a con una part´ıcula virtual que recorre
todo el volumen.
En este cap´ıtulo presentamos primero el ansatz de Bethe termodina´mico para el
caso de una teor´ıa relativista, de modo de motivar as´ı su generalizacio´n al caso de
un sistema integrable no relativista como el que nos ocupa en este trabajo. Aunque
histo´ricamente la fo´rmula de Lu¨scher es anterior al ansatz de Bethe termodina´mico,
vamos a proceder en sentido inverso y derivarla de e´ste como la primera correccio´n de
una serie infinita que puede hallarse iterativamente. Como una aplicacio´n, calculamos
usando esta fo´rmula las correcciones halladas en el cap´ıtulo anterior para la diferencia
E − L para cuerdas abiertas entre D5-branas que forman a´ngulos. El objetivo final
es describir co´mo podemos tener en cuenta las correcciones por taman˜o finito que
recibe el ansatz de Bethe asinto´tico para la cadena de espines abierta estudiada en
el cap´ıtulo anterior. Para ello debemos plantear el ansatz de Bethe termodina´mico
de borde, el cual nos permitira´ realizar la expansio´n perturbativa a 2-loops de la
dimensio´n ano´mala de cusp.
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6.1. TBA en teor´ıas integrables
Comencemos por calcular las correcciones que recibe la energ´ıa del estado funda-
mental de una teor´ıa cua´ntica de campos relativista en 1+1 dimensiones, cuando en
lugar de considerarla en toda la recta lo hacemos en un c´ırculo de radio L imponiendo
para ello condiciones de contorno perio´dicas. Suponemos que la teor´ıa en cuestio´n es
integrable, de modo que en la recta infinita se puede resolver por medio del ansatz de
Bethe. Esto resulta en particular en que la teor´ıa tiene scattering puramente ela´stico.
Ma´s adelante vamos a ver co´mo podemos extender los resultados obtenidos a teor´ıas
no relativistas o con ma´s de un tipo de part´ıculas, as´ı como a sus estados excitados.
Calcular la funcio´n de particio´n de una teor´ıa en un c´ırculo de radio L y para una
temperatura 1/L˜ es equivalente a considerar la teor´ıa definida en una geometr´ıa toroi-
dal, teniendo las circunferencias que caracterizan al toroide radios L y L˜. Llamamos x
e y a las direcciones correspondientes de un sistema cartesiano sobre el toroide, como
se muestra en la figura 6.2. Existen dos formas topolo´gicamente distintas de enfrentar
x
y
︸︷︷
︸
L
︸ ︷︷ ︸
L˜
Figura 6.2: Toroide de radios L y L˜, con la coordenada x en la direccio´n de longitud
2piL y la coordenada y en la direccio´n de longitud 2piL˜.
el problema: podemos cuantizar en la direccio´n x y obtener el espacio de estados H
definidos sobre un c´ırculo de radio L, con −y cumpliendo el papel del tiempo eucl´ıdeo;
o podemos cuantizar en la direccio´n y y obtener el espacio de estados H˜ definidos
sobre un c´ırculo de radio L˜, con x cumpliendo el papel del tiempo eucl´ıdeo. La funcio´n
de particio´n puede entonces calcularse alternativamente de dos formas equivalentes,
Z(L, L˜) = TrH˜
(
e−LH˜
)
o´ Z(L, L˜) = TrH
(
e−L˜H
)
, (6.2)
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donde los hamiltonianos correspondientes quedan definidos a partir del tensor de
esfuerzos Tµν de la teor´ıa,
H(L) =
1
2pi
∫ 2piL
0
Tyy dx y H˜(L˜) =
1
2pi
∫ 2piL˜
0
Txx dy . (6.3)
Los momentos se definen en forma ana´loga,
P (L) =
1
2pi
∫ 2piL
0
Txy dx y P˜ (L˜) = − 1
2pi
∫ 2piL˜
0
Txy dy , (6.4)
y la condicio´n de periodicidad hace que este´n cuantizados. Tendra´n por lo tanto los
autovalores 2npi/L o´ 2npi/L˜ para n ∈ Z, segu´n el caso.
El ca´lculo de la funcio´n de particio´n, desde cualquiera de los dos puntos de vista,
es en general muy complicado. En lo que sigue, vamos a considerar el l´ımite L˜→∞
con L finito, que es el l´ımite termodina´mico en H˜. En la formulacio´n original, dada
por la expresio´n a la derecha en (6.2) para Z(L, L˜), e´ste corresponde a un l´ımite de
bajas temperaturas en el que la funcio´n de particio´n esta´ dominada por la energ´ıa
E0(L) del estado fundamental de H,
Z(L, L˜) ∼ e−L˜E0(L) , (6.5)
que es la cantidad que queremos caracterizar.
Desde el punto de vista alternativo la ventaja del l´ımite termodina´mico es que el
sistema se vuelve infinito y el ansatz de Bethe, que era asinto´tico, se vuelve exacto. En
este caso la funcio´n de particio´n se relaciona con la energ´ıa libre F (L, L˜) del sistema
H˜, dada por
logZ(L, L˜) ∼ −LF (L, L˜) . (6.6)
En el l´ımite termodina´mico debe poder escribirse F (L, L˜) = L˜f(L) con f(L) la energ´ıa
libre por unidad de longitud en H˜ a la temperatura 1/L. Comparando los dos puntos
de vista tenemos finalmente
E0(L) = Lf(L) , (6.7)
donde cabe resaltar que estamos relacionando una cantidad de H en el lado izquierdo
con otra de H˜ en el lado derecho.
Queremos aplicar ahora el formalismo de scattering puramente ela´stico al ana´lisis
de la energ´ıa libre del sistema H˜ en el l´ımite termodina´mico. Si la teor´ıa admite
solamente part´ıculas sin carga de masas ma, podemos parametrizar la energ´ıa y el
momento de las mismas utilizando rapidities θi como ya vimos en la seccio´n 5.1.
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Definimos como all´ı los estados asinto´ticos (5.1), factoriza´ndose la matriz S que los
relaciona entre s´ı segu´n (5.8).
Comenzamos considerando el caso en el que existe un solo tipo de part´ıculas. La
amplitud de scattering es entonces un escalar que por invarianza de Lorentz puede
depender solamente de la diferencia de las rapidities de las part´ıculas que intervienen
en la dispersio´n, es decir que es S(θij) con θij = θi − θj. Puede determinarse con
argumentos de simetr´ıa o, si se conoce una expresio´n expl´ıcita para el hamiltoniano,
a partir de la diagonalizacio´n del mismo utilizando el ansatz de Bethe. En cualquier
caso, debera´ satisfacer unitaridad y simetr´ıa de crossing, que para un solo tipo de
part´ıculas se reducen a las condiciones1
S(θ)S(−θ) = 1 y S(θ) = S(ipi − θ) . (6.8)
Para θ real esto implica que la amplitud de scattering debe tener mo´dulo igual a la
unidad, de modo que se puede escribir en la forma S(θ) = eiδ(θ) con δ(θ) real.
Ahora bien, para la teor´ıa definida en una geometr´ıa circular de radio L˜ y con-
diciones de contorno perio´dicas se tienen las ecuaciones de Bethe, que en este caso
escribimos como
eipiL˜
∏
j 6=i
S(θij) = 1 para i = 1, . . . , n . (6.9)
Observamos que, a diferencia de las ecuaciones de Bethe (5.50) para las cadenas de
espines, ahora el taman˜o L˜ del sistema es continuo y no discreto como la longitud de
las cadenas. En cualquier caso, estas ecuaciones cuantizan los momentos pi de las n
part´ıculas, y escribiendo el producto de todas ellas es fa´cil mostrar que implican la
cuantizacio´n del momento total, es decir que P˜ (L˜) =
∑n
i=1 pi = 2npi/L˜ con n entero.
Tomando el logaritmo de estas ecuaciones y armando una combinacio´n adecuada,
podemos llevarlas a la forma
mL˜ sinh θi +
∑
j 6=i
δ(θij) = 2piki para i = 1, . . . , n , (6.10)
donde {ki} es un conjunto de n nu´meros enteros.
No´tese que la amplitud de scattering afecta el modo en que debemos imponer
sobre las rapidities las condiciones que surjan del hecho de que las part´ıculas son
ide´nticas. La funcio´n de onda del sistema debe ser sime´trica o antisime´trica segu´n se
1Como la teor´ıa es relativista implementamos la transformacio´n de crossing (E, p) 7→ (−E,−p)
mediante θ 7→ ipi + θ. Para teor´ıas no relativistas sera´ necesario generalizar esta transformacio´n
adecuadamente, teniendo en cuenta la relacio´n de dispersio´n correspondiente.
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trate de bosones o de fermiones, pero como (6.8) implica en particular que S(0)2 = 1
debemos distinguir dos casos. Si S(0) = 1, la funcio´n de onda de los estados asinto´ti-
cos es sime´trica frente al intercambio de dos part´ıculas con la misma rapidity. Esto
esta´ permitido si las part´ıculas son bosones, en cuyo caso no debemos imponer nin-
guna condicio´n adicional al conjunto {ki}, caso que llamamos boso´nico. En cambio,
como esto esta´ prohibido si se trata de fermiones debemos imponer que no haya dos
valores iguales entre las rapidities de las n part´ıculas, y en particular esto implica que
no puede haber dos valores iguales en el conjunto {ki}, caso que llamamos fermio´nico.
Si S(0) = −1, la funcio´n de onda es automa´ticamente antisime´trica frente al inter-
cambio de dos part´ıculas con la misma rapidity, de modo que los roles se invierten:
para los fermiones no debemos imponer ninguna condicio´n adicional y tenemos el
caso boso´nico, mientras que para los bosones esto esta´ prohibido y tenemos entonces
el caso fermio´nico.
En el l´ımite termodina´mico el nu´mero de part´ıculas crece proporcionalmente a L˜,
de modo que el espectro de rapidities descripto por (6.10) se “condensa”. Pasamos al
continuo introduciendo la densidad ρo(θ), que es el nu´mero de part´ıculas con rapidities
entre θ y θ + dθ, y se tendra´ entonces que (6.10) toma la forma
mL˜ sinh θi +
∫
δ(θi − θ)ρo(θ)dθ = 2piki para i = 1, . . . , n , (6.11)
siendo ahora la energ´ıa y el momento netos del sistema
E˜(ρ0) =
∫
m cosh(θ)ρo(θ)dθ y P˜ (ρ0) =
∫
m sinh(θ)ρo(θ)dβ . (6.12)
La ecuacio´n (6.11), pero permitiendo todos los valores enteros k a la derecha,
define una densidad de rapidities disponibles ρ(θ) que tiene la particularidad de es-
tar definida autoconsistentemente con la densidad de rapidities ocupadas. En efecto,
partiendo de
mL˜ sinh θ +
∫
δ(θ − θ′)ρo(θ′)dθ′ = 2pik(θ) para k(θ) ∈ Z , (6.13)
podemos diferenciar respecto a θ para obtener
2piρ(θ) = mL˜ cosh θ +
∫
ϕ(θ − θ′)ρo(θ′)dθ′ , (6.14)
donde ϕ(θ) = ∂δ(θ)/∂θ.
Ahora bien, dado un conjunto de n enteros {ki}, queda definida la densidad de
rapidities ocupadas ρo(θ) y a partir de esta la densidad de rapidities disponibles ρ(θ).
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Sin embargo, cada par (ρo, ρ) es compatible con un gran nu´mero de estados, dado
que en cada intervalo de taman˜o dθ debemos distribuir las ρo(θ)dθ rapidities de las
part´ıculas entre las ρ(θ)dθ rapidities disponibles. En el caso fermio´nico, el nu´mero de
estados compatibles con el par (ρo, ρ) en un intervalo de taman˜o dθ sera´
(ρ(θ)dθ)!
(ρ(θ)dθ − ρo(θ)dθ)!(ρo(θ)dθ)! , (6.15)
mientras que en el caso boso´nico sera´
(ρ(θ)dθ + ρo(θ)dθ − 1)!
(ρ(θ)dθ − 1)!(ρo(θ)dθ)! . (6.16)
El nu´mero N (ρo, ρ) de estados compatibles con el par (ρo, ρ) es el producto de las
cantidades arriba escritas sobre todos los intervalos dθ, de modo que la entrop´ıa
S(ρo, ρ) = logN (ρo, ρ) del sistema descripto por dicho par es en el l´ımite termo-
dina´mico
S(ρ0, ρ) = ∓
∫
dθ
(
ρ(θ) log
ρ(θ)
ρ(θ)± ρo(θ) ± ρo(θ) log
ρo(θ)
ρ(θ)± ρo(θ)
)
, (6.17)
donde el signo de arriba corresponde al caso boso´nico y el de abajo al caso fermio´nico,
y usamos la fo´rmula de Stirling va´lida en el l´ımite termodina´mico. Con este resultado
podemos escribir a la energ´ıa libre como
F (L, L˜) = L˜f(ρ, ρo) = E˜(ρo)− 1
L
S(ρ, ρo) , (6.18)
y hallar f(ρ, ρo) minimizando la expresio´n a la derecha en las variables ρ y ρo sujetas
a la condicio´n (6.14). La variacio´n de la entrop´ıa es
δS = ∓
∫
dθ
(
δρ(θ) log
ρ(θ)
ρ(θ)± ρo(θ) ± δρo(θ) log
ρo(θ)
ρ(θ)± ρo(θ)
)
, (6.19)
y de (6.14) obtenemos una condicio´n de consistencia sobre las variaciones δρ(θ) y
δρ0(θ),
2piδρ(θ) =
∫
ϕ(θ − θ′)δρo(θ′)dθ′ , (6.20)
luego
δS = ∓
∫
dθ δρo(θ)
[(∫
dθ′
2pi
ϕ(θ′ − θ) log ρ(θ
′)
ρ(θ′)± ρo(θ′)
)
± log ρo(θ)
ρ(θ)± ρo(θ)
]
.
Introduciendo una pseudoenerg´ıa ε(θ) definida como
ρo
ρ
=
e−ε
1∓ e−ε ⇐⇒ e
−ε =
ρo
ρ± ρo , (6.21)
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llegamos a que
δS = ∓
∫
dθ δρo(θ)
[∫
dθ′
2pi
ϕ(θ′ − θ) log
(
1∓ e−ε(θ′)
)
∓ ε(θ)
]
, (6.22)
y recordando ahora (6.12) y (6.18), podemos escribir
δF =
∫
dθ δρo(θ)
[
m cosh(θ)− ε(θ)
L
± 1
L
∫
dθ′
2pi
ϕ(θ′ − θ) log
(
1∓ e−ε(θ′)
)]
.
Como δρo(θ) es arbitrario la condicio´n extremal implica entonces
m cosh(θ)− ε(θ)
L
± 1
L
∫
dθ′
2pi
ϕ(θ′ − θ) log
(
1∓ e−ε(θ′)
)
= 0 . (6.23)
Ahora bien, en te´rminos de la pseudoenerg´ıa (6.21) la entrop´ıa (6.17) se escribe
como
S = ∓
∫
dθ
[
ρ(θ) log
(
1∓ e−ε(θ))± ρo(θ)ε(θ)] , (6.24)
luego
F =
∫
dθ
[
ρo(θ)
(
m cosh(θ)− ε(θ)
L
)
± ρ(θ)
L
log
(
1∓ e−ε(θ))] , (6.25)
de modo que usando (6.23) y (6.14) llegamos finalmente a que
F = ±mL˜
L
∫
dθ
2pi
cosh(θ) log
(
1∓ e−ε(θ)) . (6.26)
Por lo tanto, de (6.7) y (6.18) obtenemos nuestro resultado final para la energ´ıa del
estado fundamental de H, que puede escribirse en la forma
E0(L) = −m
∫
dθ
2pi
cosh(θ)K(θ) con K(θ) = ∓ log (1∓ e−ε(θ)) . (6.27)
Esta es una ecuacio´n integral para la energ´ıa del estado fundamental con la pseudo-
energ´ıa ε(θ) definida a partir de la condicio´n extremal (6.23) como
ε(θ) = Lm cosh β + ϕ ? K , (6.28)
donde ? denota la operacio´n de convolucio´n. La iteracio´n sobre ε(θ) partiendo de
ε0(θ) = mL cosh(θ) dara´ una expansio´n asinto´tica que sera´ va´lida en el l´ımite de
bajas temperaturas mL → ∞. Asimismo, para una teor´ıa para la que conocemos
S(θ), y por lo tanto ϕ(θ), podremos resolver nume´ricamente las ecuaciones que definen
autoconsistentemente K(θ) y ε(θ), usando una vez ma´s ε0(θ) como punto de partida.
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Para aplicar este resultado en el contexto de la conjetura AdS/CFT tendremos
que generalizarlo en varias direcciones diferentes. Por un lado, debemos tener en
cuenta que los sistemas integrables con los que trabajamos no son relativistas sino que
tienen la relacio´n de dispersio´n (5.71), que depende expl´ıcitamente del acoplamiento
de ’t Hooft. A su vez, ya vimos que algunos de los sistemas relevantes son abiertos,
de manera que habra´ que formular tambie´n un ansatz de Bethe termodina´mico de
borde, ana´logamente a lo hecho hasta aqu´ı pero basado en las ecuaciones de Bethe
de borde. Por otro lado, como tenemos distintos tipos de part´ıculas la dispersio´n ya
no es caracterizada simplemente por una amplitud, sino que tiene realmente cara´cter
matricial. Finalmente, si queremos describir todo el espectro debemos incorporar de
algu´n modo las excitaciones sobre el estado fundamental.
Para llevar a cabo estas generalizaciones, comenzamos observando que partimos
de la teor´ıa definida en una geometr´ıa toroidal para poder identificar las funciones
de particio´n en H y H˜. Ambos sistemas esta´n relacionados por el intercambio de las
coordenadas temporal y espacial, algo que podemos lograr por medio de una doble
rotacio´n de Wick. Decimos entonces que H˜ corresponde a la teor´ıa mirror de H, en
la que la energ´ıa y el momento tienen sus roles intercambiados, es decir que
E˜ = ip y p˜ = iE . (6.29)
En una teor´ıa relativista la relacio´n de dispersio´n es invariante frente a esta transfor-
macio´n, y por ello no distinguimos entre E(p) y E˜(p˜) durante la deduccio´n del TBA.
En cambio, en una teor´ıa no relativista debemos ser cuidadosos en este sentido, y
suponer que mientras que la relacio´n de dispersio´n de la teor´ıa se puede parametrizar
en te´rminos de la rapidity θ, la relacio´n de dispersio´n de la teor´ıa mirror tiene una pa-
rametrizacio´n distinta, en te´rminos de una rapidity β. Tambie´n debemos abandonar
la suposicio´n de que la amplitud de dispersio´n depende u´nicamente de la diferencia
entre las rapidities de las part´ıculas intervinientes, de modo que rastreando estos ele-
mentos a lo largo del ca´lculo realizado vemos que las ecuaciones para el TBA pueden
escribirse en la forma ma´s general
E0(L) = −
∫
dβ
2pi
p˜′(β)K(β) , (6.30)
ε(β) = LE˜(β) +
∫
dβ′
2pii
K(β′)∂β′ logS(β′, β) . (6.31)
Para describir a los estados excitados de la teor´ıa, observamos que estos pueden
identificarse con las singularidades del nu´cleo K(β) que se encuentran en los puntos
en los que 1∓ e−ε(β) = 0, ver [176]. Podemos continuar anal´ıticamente las integrales
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correspondientes integrando por partes y evaluando el resultado utilizando el me´todo
de los residuos, de modo de introducir te´rminos fuente en las ecuaciones de TBA, que
para un estado excitado pasan a ser
E(L) =
∑
i
E(βi)−
∫
dβ
2pi
p˜′(β)K(β) , (6.32)
ε(β) = LE˜(β) +
∑
i
logS(βi, β) +
∫
dβ′
2pii
K(β′)∂β′ logS(β′, β) . (6.33)
En general, no es trivial identificar que´ te´rminos fuente deben incorporarse para des-
cribir los estados excitados de cierta teor´ıa en particular, pudiendo en ocasiones re-
querirse ma´s de un te´rmino por cada part´ıcula f´ısica [177].
6.1.1. Ansatz de Bethe termodina´mico de borde
Para adaptar el ansatz de Bethe termodina´mico a sistemas integrables abiertos,
debemos partir de la teor´ıa definida en una geometr´ıa distinta a la toroidal. Vamos
a considerar entonces un cilindro de largo L y radio r, como puede verse en la figura
6.3. Si cuantizamos en la direccio´n de L tenemos la teor´ıa con condiciones de contorno
abiertas a temperatura 1/r, mientras que si cuantizamos en la direccio´n de r tenemos
en cambio la teor´ıa mirror con condiciones de contorno perio´dicas evolucionando desde
un estado inicial a otro final.
(a)
︸︷︷︸
r ︸
︷︷
︸
Le−H˜(r)
(b)
︸ ︷︷ ︸
L
︸︷
︷︸ r
e−H(L)
Figura 6.3: Representacio´n esquema´tica de las dos posibles formulaciones de una QFT
en el cilindro. En (a) la teor´ıa esta´ definida en un volumen finito de longitud 2pir con
condiciones de borde perio´dicas, y el sistema se propaga por un tiempo L entre un
estado inicial y otro final. En (b) la teor´ıa esta´ definida en una tira de longitud L con
condiciones de borde abiertas, y el sistema se halla a temperatura finita 1/r.
Las funciones de particio´n correspondientes son
Z(L, r) = Tr
(
e−rH(L)
)
y Z(L, r) = 〈ψi | e−LH˜(r) |ψf 〉 , (6.34)
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donde H(L) es el hamiltoniano de la teor´ıa en un dominio de longitud L, mientras que
H˜(r) es el hamiltoniano de la teor´ıa mirror con condiciones de contorno perio´dicas en
el c´ırculo de radio r. Los estados de borde |ψi,f 〉 codifican en la teor´ıa mirror toda
la informacio´n de las condiciones de contorno abiertas de la teor´ıa original, y en el
l´ımite de r →∞ pueden escribirse como [167]
|ψi,f 〉 ∼ exp
{∫
dβ
2pi
ψi,f (β)Aˆ
†(β¯)Aˆ†(β)
}
| ∅ 〉 , (6.35)
donde omitimos un factor de normalizacio´n y entendemos que p˜(β¯) = −p˜(β). Las
distribuciones ψi,f (β) proporcionan esencialmente la probabilidad de creacio´n de un
“par de Cooper” con momento nulo en el borde, y por simplicidad obviamos la po-
sibilidad de tener contribuciones adicionales provenientes de part´ıculas con momento
nulo. Ahora bien, con esta definicio´n es fa´cil ver que como H˜(r) es el operador de
evolucio´n temporal en la teor´ıa mirror, y el estado de borde |ψf 〉 esta´ definido en
una base diagonal para este operador, tendremos
e−LH˜(r) |ψf 〉 =
∣∣∣ψf e−2LE˜ 〉 , (6.36)
es decir que la evolucio´n temporal simplemente realiza un corrimiento de la amplitud
ψf (β) en la cantidad e
−2LE(β), donde suponemos que E˜(β¯) = E˜(β). En el l´ımite
termodina´mico r → ∞, podemos extraer la energ´ıa del estado fundamental de la
teor´ıa con condiciones de contorno abiertas tomando
E0(L) = − l´ım
r→∞
1
r
log
〈
ψi
∣∣∣ψfe−2LE˜〉 . (6.37)
La evaluacio´n de este producto escalar puede realizarse utilizando el a´lgebra de
Zamolodchikov-Faddeev (5.65), y requiere de una regularizacio´n adecuada en el l´ımite
termodina´mico debido a que los estados de borde (6.35) solo esta´n bien definidos en
el l´ımite estricto r → ∞. Sin entrar en mayores detalles, para lo cual referimos al
lector a [178], presentamos el resultado final para el ansatz de Bethe termodina´mico
de borde, que queda expresado en forma muy similar a (6.30),
E0(L) = −
∫
dβ
2pi
p˜′(β) log
(
1 + ψi(β)
∗ψf (β)e−ε(β)
)
, (6.38)
ε(β) = 2LE˜(β) +
∫
dβ′
2pii
ϕs(β
′, β) log
(
1 + ψi(β
′)∗ψf (β′)e−ε(β
′)
)
, (6.39)
donde las integrales son sobre los valores de β que corresponden a momentos posi-
tivos en la teor´ıa mirror, nos restringimos por simplicidad al caso S(β, β) = −1, e
introdujimos
ϕs(β
′, β) = ∂β′ logS(β′, β) + ∂β′ logS(β′, β¯) . (6.40)
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Este resultado puede extenderse inmediatamente a los estados excitados como se
hizo antes para el TBA cuando las condiciones de contorno son perio´dicas. Como
en la pro´xima seccio´n veremos una aplicacio´n concreta, vamos a realizar ahora una
expansio´n para encontrar la primera correccio´n cuando L es grande. En este caso, la
integral en (6.39) es despreciable frente al primer te´rmino, de modo que tenemos
E0(L) = −
∫
dβ
2pi
p˜′(β) log
(
1 + ψi(β)
∗ψf (β)e−2LE˜(β)
)
, (6.41)
o pasando al espacio de momentos de la teor´ıa mirror y recordando que en general
podemos tener muchos tipos de part´ıculas identificados por un ı´ndice a,
E0(L) = −
∑
a
∫ ∞
0
dp˜
2pi
log
(
1 + ψai (p˜)
∗ψaf (p˜)e
−2LE˜a(p˜)
)
. (6.42)
Por u´ltimo, las distribuciones que dan la probabilidad de creacio´n de “pares de
Cooper” esta´n dadas por una extensio´n anal´ıtica de los coeficientes de reflexio´n [167],
ψa(β) = Ra(iω2 − β) , ψa(β)∗ = ψa(−β) = Ra(iω2 + β) (6.43)
donde iω2 es un shift imaginario que da cuenta de la rotacio´n de Wick (6.29)
2.
6.2. Verificacio´n de factores de dressing por co-
rrecciones tipo Lu¨scher
En la seccio´n 5.4 consideramos un sistema integrable con condiciones de contorno
abiertas provistas por lazos de Wilson. Habiendo encontrado la matriz de reflexio´n
por medio del ana´lisis de las simetr´ıas del problema, usamos las condiciones de cros-
sing y unitaridad para proponer en 5.4.4 expresiones para los factores de dressing
correspondientes. Estos reproducen satisfactoriamente las fases de reflexio´n halladas
en el re´gimen de acoplamiento fuerte en 5.4.2, pero podemos usar los resultados de la
seccio´n anterior para realizar verificaciones adicionales a estas propuestas. En efecto,
los ca´lculos de 5.4.3 deben interpretarse como la primera correccio´n por momento
angular finito que recibe E − L para cuerdas abiertas entre D5-branas que forman
a´ngulos. Por lo tanto, deber´ıa ser posible reproducir estos resultados mediante un
ca´lculo tipo Lu¨scher. Como este tipo de correcciones por taman˜o finito depende de
2En teor´ıas relativistas el shift es ipi2
ψ(θ) = R(ipi2 − θ) . (6.44)
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una continuacio´n anal´ıtica de la fase de reflexio´n de borde, la comparacio´n de los
resultados obtenidos por ambos medios constituye un chequeo de la validez de las
propuestas realizadas.
La correccio´n tipo Lu¨scher para un sistema integrable con condiciones de contorno
abiertas tiene la forma (6.42), que escribimos como
E − L ∼ −
∞∑
a=1
∫ ∞
0
dq
2pi
log
[
1 + e−2LE˜a(q)ta(q)
]
, (6.45)
donde identificamos p˜ 7→ q y ψai (p˜)∗ψaf (p˜) 7→ ta(q). Usando la matriz de reflexio´n
hallada para los lazos de Wilson y la relacio´n (6.44) tenemos [67]
ta(q) = σBσ¯B
(
z[−a]
z[+a]
)2 [
2(−1)a(cosφ− cos θ)sin aφ
sinφ
]2
, (6.46)
con
E˜a(q) = 2 arcsinh
(√
a2 + q2
4g
)
. (6.47)
En la ecuacio´n para ta(q), σB y σ¯B son una notacio´n abreviada para
σB = σB
(
z[+a], z[−a]
)
y σ¯B = σB
(
− 1
z[−a]
,− 1
z[+a]
)
, (6.48)
y
z[±a] =
q + ia
4g
(√
1 +
16g2
a2 + q2
± 1
)
(6.49)
son los para´metros espectrales para part´ıculas en la teor´ıa mirror3.Por lo tanto, la
correccio´n tipo Lu¨scher es en este caso esencialmente la misma que la discutida en
[66,67], salvo por la modificacio´n en el factor de dressing de borde σB.
Vamos a evaluar (6.45) en el l´ımite 1  g  L, en el que E˜a(q) ∼
√
a2+q2
2g
, de
manera que la integracio´n sera´ dominada por la regio´n con q  1, y la suma sobre
a esta´ por lo tanto dominada siempre por el te´rmino a = 1. Si, como en el caso del
lazo de Wilson en la representacio´n fundamental, la combinacio´n σBσ¯B tiene un polo
doble, la contribucio´n dominante correspondera´ al intercambio de una u´nica part´ıcula
mirror entre ambos bordes, ver [179]. Este caso es el discutido en [66,67], y resulta en
E − L ∼ −1
2
e−
L
2g
√
(q2t1(q))|q=0 . (6.50)
3En todo este ca´lculo, a = 1 corresponde a una part´ıcula libre mientras que a = 2, 3, . . . corres-
ponden a los estados ligados de dos o ma´s part´ıculas.
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En cambio, si σBσ¯B tiende a una constante cuando q → 0, la contribucio´n dominante
en la correccio´n de Lu¨scher tendra´ su origen en el intercambio de un par de part´ıculas
mirror, en cuyo caso
E − L ∼ −
∫ ∞
0
dq
2pi
e−2LE˜1(q)t1(q) ∼ −t1(0)
4
e−
L
g
√
2g
Lpi
. (6.51)
Recordamos que escribimos σB = σ
0
BσT con σ
0
B el factor de dressing de borde para
el caso de la representacio´n fundamental que tiene un polo, y σT una solucio´n de la
ecuacio´n de crossing trivial. Luego, dependiendo del comportamiento de σT σ¯T cuando
q va a cero, podemos tener cualquiera de las dos posibilidades mencionadas arriba: si
σT σ¯T tiende a una constante no nula σBσ¯B mantiene su polo doble; por el contrario,
si σT σ¯T tiene un cero doble cuando q → 0, este cancelara´ el polo doble en σ0Bσ¯0B y nos
dejara´ con una expresio´n regular para σBσ¯B en q = 0.
Una mirada a las correcciones por momento angular finito (5.153)-(5.154) y (5.169)
nos permite esperar que σBσ¯B tenga un polo doble en el caso general, pero se torne
regular cuando α0 → pi2 o φ0 → 0.
Para analizar esto, evaluamos σT σ¯T tal como se la definio´ en te´rminos de los χT
introducidos en 5.4.4, analizando su comportamiento cuando q tiende a 0 y en el
l´ımite g →∞. Esto es, queremos evaluar
σT σ¯T = e
i[χT (z[+a])−χT (z[−a])+χT (−1/z[−a])−χT (−1/z[+a])] . (6.52)
Consideremos primero el χT que contiene los c´ırculos re-escalados, y es la su-
ma de las soluciones a la ecuacio´n de crossing trivial (5.188), (5.195) y (5.197),
χT = χ
(1)
T + χ
(2)
T + χ
(3)
T . Como z
[±a] → i cuando q → 0, tenemos que usar el caso
r <
∣∣z[±a]∣∣ < 1/r en la definicio´n (5.188). El caso r = 1, i.e. φ0 = 0, es degenerado y
sera´ estudiado por separado.
Los te´rminos extra en la definicio´n (5.188) se cancelan exactamente, de modo que
solamente debemos lidiar con las integrales de contorno dadas por ΦT , y usando la
propiedad (5.185), obtenemos
σT σ¯T |q=0 = ei[Φr(z
[+a])−Φr(1/z[+a])+Φr(1/z[−a])−Φr(z[−a])]σ(2)T σ¯
(2)
T σ
(3)
T σ¯
(3)
T
∣∣∣
q=0
. (6.53)
Para todos los te´rminos, el argumento de Φr tiene norma mayor que r en el l´ımite
q → 0, de modo que podemos usar (5.191) para evaluarlos en el re´gimen de acopla-
miento fuerte. Para 0 < φ0 <
pi
2
vemos que σT σ¯T es regular en q = 0 en este re´gimen,
de modo que
σT σ¯T |q=0 ∼ tan
(
φ0
2
)4a
e4a cosφ0 . (6.54)
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Por lo tanto, para φ0 no nulo σBσ¯B mantiene el polo doble. Entonces el resultado de
la correccio´n tipo Lu¨scher en el l´ımite 1  g  L adquirira´ un factor adicional de
tan
(
φ0
2
)2
e2 cosφ0 en comparacio´n con el de [67], da´ndonos
E − L ∼ 16g
e2−2 cosφ0
(cosφ− cos θ) tan2
(
φ0
2
)
e−
L
2g , (6.55)
lo cual coincide perfectamente con (5.154).
Pasamos ahora a un ca´lculo tipo Lu¨scher similar, pero utilizando esta vez el
χT = χ
(1)
T + χ
(2)
T que contiene integrales de contorno sobre arcos, y nos concentra-
mos por el momento en la contribucio´n proveniente de las integrales de l´ınea. Vemos
que en este caso como
z0 := z
[+a]
∣∣
q=0
= − 1
z[−a]
∣∣∣∣
q=0
, (6.56)
tiende a i en el l´ımite de g grande, no podemos simplemente usar (5.200) para el
ca´lculo de Lu¨scher. En cambio, consideramos
σ
(1)
T σ¯
(1)
T
∣∣∣
q=0
= ei[Φγ(z0)−Φγ(1/z0)+Φγ(−z0)−Φγ(−1/z0)] , (6.57)
con
log
(
σ
(1)
T σ¯
(1)
T
∣∣∣
q=0
)
=
∫
C(γ)
dz
2pii
2z(1− z40)
(z2 − z20)(1− z2z20)
log
{
sinh
[
2pig
(
z + 1
z
)]}
. (6.58)
En esta expresio´n es seguro tomar el l´ımite de g grande antes de integrar, y obtenemos
log
(
σ
(1)
T σ¯
(1)
T
∣∣∣
q=0
)
= −4a
γ∫
0
1
cos t
+O(1/g)
= 4a log
[
tan
(
pi
4
− γ
2
)]
+O(1/g) , (6.59)
donde recordamos que en este caso γ = α0. La contribucio´n proveniente de χ
(2)
T puede
evaluarse directamente usando su definicio´n (5.202). La contribucio´n completa de σT
es entonces
σT σ¯T |q=0 ∼ tan
(pi
4
− α0
2
)4a
e4a sinα0 , (6.60)
de modo que el resultado final para la correccio´n tipo Lu¨scher en el l´ımite 1 g  L
sera´
E − L ∼ 16g
e2−2 sinα0
(cosφ− cos θ) tan2 (pi
4
− α0
2
)
e−
L
2g , (6.61)
lo cual coincide con el ca´lculo expl´ıcito (5.153).
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Concluimos esta seccio´n realizando los ca´lculos para las correcciones tipo Lu¨scher
en los casos φ0 = 0 y α0 =
pi
2
. Para ambos, el factor de dressing de borde propuesto se
reduce a (5.207)-(5.208). Como anticipamos, para que la correccio´n por taman˜o finito
concuerde con el resultado expl´ıcito (5.169), debemos tener que σBσ¯B es regular en
q = 04. Entonces
E − L ∼ −t1(0)
4
e−
L
g
√
2g
Lpi
∼ −
√
2g
piL
e−
L
g (cos θ − cosφ)2 σBσ¯B|q=0 , (6.62)
y esto esta´ de acuerdo con (5.169) siempre y cuando σBσ¯B|q=0 = 1. Para ver que esto
es efectivamente as´ı, escribimos
σBσ¯B|q=0 = e2i[χB(z0)−χB(−1/z0)] = 4pi2g2
(
z0 +
1
z0
)2
e2i[ΦB(z0)−ΦB(−1/z0)] , (6.63)
donde z0 esta´ definido por (6.56). Tenemos
ΦB(z0)− ΦB (−1/z0) = i
∮
|z|=1
dz
2pii
z20 + 1
(z0 − z) (z0 z + 1) log
[
2pig
(
z + 1
z
)]
(6.64)
=
2i
pi
(
z40 − 1
) ∫ pi/2
0
log (4piig sin t)
(z20 + 1)
2 − 4z20 sin2 t
dt . (6.65)
Esta vez, debemos realizar la integracio´n antes de tomar el l´ımite de g grande. El
resultado de la integral es bastante complicado, pero al final del d´ıa obtenemos
e2i[ΦB(z0)−ΦB(−1/z0)] = − 1
a2pi2
+O(1/g) , (6.66)
que junto con el otro factor en (6.63) nos da σBσ¯B|q=0 = 1 como espera´bamos.
Observamos que la solucio´n a las ecuaciones de crossing y unitaridad para D5-
branas maximales (5.207)-(5.208) tambie´n esta´ determinada para todos los valores del
acoplamiento. En este caso, la verficacio´n lograda por medio del ca´lculo tipo Lu¨scher
solo riquirio´ que, para part´ıculas con cinema´tica en la teor´ıa mirror, σBσ¯B|q=0 = 1. La
resumacio´n de Poisson utilizada para calcular E − L para el estado fundamental de
una cuerda abierta en la geometr´ıa de fondo de ondas pp es esencialmente la misma
que el ca´lculo de (6.51) cuando las correcciones son dominadas por el intercambio de
un par de part´ıculas mirror. Esto es porque la fo´rmula de Lu¨scher (6.45) fue derivada
tratando como libre al intercambio de part´ıculas entre los estados de borde. Esto se
corresponde entonces con el hecho de que la suma de Poisson es dominada por los
te´rminos con k = ±1, ver (5.166).
4En este punto se torna evidente que la solucio´n con un coseno hiperbo´lico de (5.181) no
es admisible. El te´rmino adicional de la definicio´n de χB para |x| < 1 ser´ıa en este caso
i log
{
2pig
(
x+ 1x
)
cot
[
2pig
(
x+ 1x
)]}
y por lo tanto σBσ¯B continuar´ıa teniendo un polo doble.
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6.3. Sistema Y
En la seccio´n 6.1 presentamos el ansatz de Bethe termodina´mico para teor´ıas
integrables relativistas. Este nos permite calcular la energ´ıa del estado fundamental
cuando la teor´ıa esta´ definida en un volumen finito, ya sea con condiciones de contorno
perio´dicas o abiertas, en te´rminos de los ingredientes fundamentales de la descripcio´n
provista por la integrabilidad del problema en un volumen infinito. Generalizamos
luego estos resultados para adaptarlos a teor´ıas no relativistas y estados excitados, de
modo que para poder aplicarlos al contexto de la conjetura AdS/CFT solamente nos
resta incorporar la posibilidad de que existan en la teor´ıa distintos tipos de part´ıculas,
es decir que la dispersio´n sea no diagonal.
En este caso, la amplitud de dispersio´n es realmente matricial y las ecuaciones de
Bethe en cuya condensacio´n se basa el TBA provienen del ansatz de Bethe anidado
mencionado en el cap´ıtulo anterior. Para cada tipo de cadena de espines tendremos
entonces un TBA distinto, pero esquema´ticamente podemos esperar que e´ste tome la
forma de un sistema de ecuaciones integrales para las pseudo-energ´ıas de las distintas
part´ıculas o excitaciones que se propagan. En esta seccio´n nos vamos a concentrar en
el caso de la cadena de espines abierta de N = 4 super Yang-Mills que se discutio´ en
el cap´ıtulo 5, cuyas condiciones de borde son provistas por un lazo de Wilson con
a´ngulos de cusp geome´trico e interno. No vamos a realizar una derivacio´n del sistema
de ecuaciones integrales correspondiente al TBA de borde para este caso, porque
para ello deber´ıamos entrar en detalles que conciernen a las ecuaciones de Bethe
anidadas. Presentamos aqu´ı solamente el resultado final obtenido en [67], limita´ndonos
a mencionar que la derivacio´n sigue un camino esta´ndar que resulta en un sistema de
ecuaciones similar al que se obtiene para el TBA formulado para los operadores de
traza simple de N = 4 super Yang-Mills [180,181].
En el ansatz de Bethe termodina´mico de borde para las cadenas de espines abiertas
de N = 4 super Yang-Mills que nos ocupan, la energ´ıa del estado fundamental viene
dada por
E0(L) = − 1
4pi
∞∑
Q=1
∫ ∞
−∞
du
dP˜Q
du
LQ(u) , (6.67)
donde ahora Q = 1, 2, . . . identifica los modos llamados “masivos” y P˜Q(u) es el
momento en la teor´ıa mirror de dichos modos, dado por
P˜Q = 2gx
[−Q] − 2gx[Q] + iQ con u± iQ
2g
= x[±Q] +
1
x[±Q]
, (6.68)
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siendo u el para´metro espectral que cumple el rol de la rapidity en la seccio´n 6.1.
Esta es una generalizacio´n inmediata de (6.38), en la que introdujimos un factor 1/2
para poder realizar las integrales con −∞ < u <∞, aprovechando que P˜Q(u) es una
funcio´n par.
Las funciones LQ(u) que aparecen en la expresio´n para E0(L) se obtienen de la
solucio´n de un sistema de ecuaciones integrales acopladas, conocido como sistema
Y dado que las funciones desconocidas son las funciones YQ para los modos ma-
sivos Q = 1, 2, . . . , Y± para los modos fermio´nicos, y finalmente Ym|v y Ym|w con
m = 1, 2, . . . para los dos tipos de modos magno´nicos. Este sistema toma la forma5
log YQ = −2ψQ− 2(L+ 1)ε˜Q + logMQ +
∞∑
Q′=1
LQ′ ? K
Q′Q
sl(2) + 2
∞∑
m=1
Lm ? KmQvwx ,
+ 2L− ?ˆ KyQ− + 2L+ ?ˆ KyQ+ ,
log Y± = f − t−
∞∑
Q=1
LQ ? K
Qy
± +
∞∑
m=1
(
Lm − L˜m
)
? Km ,
log Ym|v = 2mf −
∞∑
Q=1
LQ ? K
Qm
xv +
∞∑
m′=1
Lm′ ? Km′m + (L− − L+) ?ˆ Km ,
log Ym|w = 2mt+
∞∑
m′=1
L˜m′ ? Km′m + (L− − L+) ?ˆ Km ,
(6.69)
donde definimos
LQ = log(1 + YQ), Lm = log
(
1 +
1
Ym|v
)
, L˜m = log
(
1 +
1
Ym|w
)
,
L± = log
(
1− 1
Y±
)
, ε˜Q = log
x[−Q]
x[Q]
.
(6.70)
Como antes, en estas ecuaciones ? denota la operacio´n de convolucio´n y los nu´cleos
correspondientes pueden hallarse en [167]. La contribucio´n del factor de dressing de
borde se encuentra en
MQ = exp
{
iχ
(
x[−Q]
)
+ iχ
(
1/x[Q]
)− iχ (1/x[−Q])− iχ (x[Q])} , (6.71)
donde χ esta´ definida como en el cap´ıtulo 5, es decir que σB(p) = exp{iχ(x+)−iχ(x−)}
con x± = x[±1]. Finalmente, en las ecuaciones de TBA (6.69) aparecen te´rminos fuente
5Seguimos para el sistema Y las convenciones de [182], pero abreviamos la notacio´n de Ym|vw a
Ym|v. Estas convenciones son las mismas que las utilizadas para la descripcio´n del TBA para el caso
con condiciones de borde perio´dicas, [183].
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proporcionales a los potenciales qu´ımicos ψ, f y t. Estos se identifican con los a´ngulos
de cusp geome´trico e interno segu´n [66,67]
ψ = i(pi − φ), f = i(φ− pi), t = i(θ − pi) , (6.72)
es decir que todos los potenciales qu´ımicos son imaginarios. Esto es similar a lo que
ocurre en los casos estudiados en [182,184], y se presenta tambie´n en el TBA en otros
contextos. En la seccio´n 6.4 vamos a realizar una continuacio´n anal´ıtica en estos
para´metros, que por el momento vamos a tratar como independientes.
Observamos que los te´rminos fuente de las ecuaciones (6.69), dependientes del
conjunto de tres para´metros mencionado arriba, es el ma´s general que podemos agre-
gar a las ecuaciones de TBA sin modificar la forma del sistema Y en cuestio´n [185].
Estos te´rminos son el elemento novedoso en el sistema abierto respecto al caso con
condiciones de contorno perio´dicas.
Solucio´n asinto´tica
Para realizar la expansio´n del sistema Y es conveniente disponer de una solucio´n
asinto´tica, va´lida para volu´menes grandes, L→∞, o en el re´gimen de acoplamiento
de´bil g → 0. Esta solucio´n debe satisfacer las ecuaciones de TBA en el l´ımite asinto´tico
en el que los modos masivos son pequen˜os y por lo tanto los te´rminos con LQ pueden
despreciarse. En este l´ımite todas las funciones Y para los modos no masivos son
constantes, y las ecuaciones de TBA se simplifican dra´sticamente.
En el l´ımite asinto´tico, necesitamos solamente de las integrales de los nu´cleos
K˜mQvwx =
∫ ∞
−∞
duKmQvwx(u, v) =
{
m+ 1 si m < Q
Q si m ≥ Q , (6.73)
K˜m =
∫ ∞
−∞
duKm(u− v) = 1 , (6.74)
K˜m′m =
∫ ∞
−∞
duKm′m(u− v) =

2m′ si m′ < m
2m− 1 si m′ = m ,
2m si m′ > m
(6.75)
K˜yQ =
∫ 2
−2
duKyQ(u, v) = 1 , (6.76)
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de modo que las ecuaciones de TBA simplificadas toman la forma
log Y oQ = −2ψQ− 2(L+ 1)ε˜Q + logMQ + 2
Q−1∑
m=1
(m+ 1)Lom + 2Q
∞∑
m=Q
Lom + 2L+ ,
log Y o+ = f − t+
∞∑
m=1
(
Lom − L˜om
)
, (6.77)
log Y om|v = 2mf +
m∑
m′=1
2m′Lom′ + 2m
∞∑
m′=m+1
Lom′ − Lom, (6.78)
log Y om|w = 2mt+
m∑
m′=1
2m′L˜om′ + 2m
∞∑
m′=m+1
L˜om′ − L˜om. (6.79)
Podemos reescribir (6.78) en forma ma´s sencilla como
log(1 + Y om|v) = 2mf +
m∑
m′=1
2m′Lom′ + 2m
∞∑
m′=m+1
Lom′ , (6.80)
y de esto se obtiene
log(1 + Y om+1|v) + log(1 + Y
o
m−1|v) = 2 log Y
o
m|v , (6.81)
con la condicio´n de borde
Y o0|v = 0. (6.82)
Las funciones asinto´ticas Y om|v son entonces la solucio´n del sistema Y “constante”
(Y om|v)
2 = (1 + Y om+1|v)(1 + Y
o
m−1|v) , (6.83)
con la condicio´n de borde (6.82). La solucio´n a este sistema es conocida, y toma la
forma
Y om|v =
sinh pm sinh p(m+ 2)
sinh2 p
, (6.84)
con p un para´metro. Manipulando ana´logamente (6.79) encontramos que las funciones
asinto´ticas Y om|w deben ser
Y om|w =
sinh p˜m sinh p˜(m+ 2)
sinh2 p˜
. (6.85)
Hasta aqu´ı tratamos las sumas infinitas formalmente. Introduciendo la notacio´n
`m =
sinh pm
sinh p
, (6.86)
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escribimos ahora la suma con un cutoff
Λ∑
m=Q
Lom = `Q+1 − `Q + `Λ+1 − `Λ+2 = `Q+1 − `Q + log
sinh(Λ + 1)p
sinh(Λ + 2)p
. (6.87)
Vemos entonces que el l´ımite Λ → ∞ existe si p tiene una parte real. Suponiendo
p > 0 tenemos
∞∑
m=Q
Lom = `Q+1 − `Q − p , (6.88)
y usando esta fo´rmula encontramos que las ecuaciones del TBA se satisfacen si p = f .
De manera ana´loga podemos llegar a la conclusio´n de que p˜ = t > 0 debe ser real.
Hasta ahora hemos resuelto las ecuaciones (6.78) y (6.79). Usando estos resultados
podemos calcular tambie´n la solucio´n asinto´tica de los modos fermio´nicos y masivos.
En conclusio´n, para el sistema (6.69) con potenciales qu´ımicos f , t y ψ reales se
encuentran las soluciones asinto´ticas
Y o± =
cosh f
cosh t
, Y om|w =
sinhmt sinh(m+ 2)t
sinh2 t
, Y om|v =
sinhmf sinh(m+ 2)f
sinh2 f
,
Y oQ = 4e
−2(f+ψ)Q sinh
2Qf
sinh2 f
(cosh f − cosh t)2
(
x[Q]
x[−Q]
)2L+2
MQ , (6.89)
donde usamos un super´ındice o para indicar que se trata de los valores en el l´ımite
L→∞ o´ g → 0.
Claramente, para potenciales qu´ımicos reales todas las funciones Y son positi-
vas, como pod´ıamos esperar dada su interpretacio´n en te´rminos del cociente entre el
nu´mero de huecos y el nu´mero de excitaciones, ver por ejemplo (6.21) con eε 7→ Y .
Por el contrario, para a´ngulos reales los potenciales qu´ımicos son imaginarios, en cuyo
caso los modos magno´nicos Ym|v y Ym|w son funciones que no son positivas en todo su
dominio. Esto da cuenta de que deben corresponder a un TBA para estados excitados.
Ecuaciones h´ıbridas
Podemos transformar las ecuaciones de TBA en la forma cano´nica (6.69) para
llevarlas a un sistema equivalente, conocido como sistema de ecuaciones h´ıbridas [183].
Como la transformacio´n matema´tica involucrada solamente afecta las convoluciones
y te´rminos de potenciales qu´ımicos, su derivacio´n es ide´ntica a la realizada en [186],
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de modo que no vamos a repetirla aqu´ı. El sistema h´ıbrido resultante es
log Ym|w = R˜m+1 ? s+ R˜m−1 ? s+ δm1 log
(
1− 1/Y−
1− 1/Y+
)
?ˆ s, (6.90)
log Ym|v = −Lm+1 ? s+Rm+1 ? s+Rm−1 ? s+ δm1 log
(
Y− − 1
Y+ − 1
)
?ˆ s, (6.91)
log
Y+
Y−
=
∞∑
Q=1
LQ ? KQy, (6.92)
log Y+Y− = −
∞∑
Q=1
LQ ? KQ + 2
∞∑
Q=1
LQ ? K
Q1
xv ? s+ 2R1 ? s− 2R˜1 ? s, (6.93)
log YQ = −2(f + ψ)Q− 2(L+ 1)ε˜Q + logMQ +
∞∑
Q′=1
LQ′ ? K
Q′Q
s
+ 2R1 ? s ?ˆKyQ + 2RQ−1 ? s+ log
(
1− 1
Y+
)(
1− 1
Y−
)
?ˆ KyQ (6.94)
+ log
(
1− 1/Y−
1− 1/Y+
)
?ˆ KQ − 2 log
(
Y− − 1
Y+ − 1
)
?ˆ s ? K1Qvwx ,
donde introdujimos la notacio´n
Rm = log(1 + Ym|v), R˜m = log(1 + Ym|w), R0 = R˜0 = 0 , (6.95)
y el nu´cleo universal de TBA
s(u) =
g
2 cosh(pigu)
. (6.96)
Tambie´n abreviamos KQ
′Q
s = K
Q′Q
sl(2) + 2s ? K
Q′−1Q
vwx , y referimos al lector a [183] para
la definicio´n de los dema´s nu´cleos.
En este sistema de ecuaciones h´ıbridas solamente aparece expl´ıcitamente la suma
de los potenciales qu´ımicos f + Ψ. Los otros para´metros aparecen en el comporta-
miento asinto´tico para m grande de las funciones Y magno´nicas,
log Ym|w = 2mt+O(1), log Ym|v = 2mf +O(1) . (6.97)
6.4. Potencial quark-antiquark a 2-loops
Como vimos en el cap´ıtulo 3, la dimensio´n ano´mala de cusp es una cantidad muy
importante en toda teor´ıa de gauge, dado que se relaciona con diversos observables
como las divergencias infrarrojas de las amplitudes de dispersio´n masivas, la energ´ıa
emitida por un quark acelerado, o el potencial quark-antiquark si la teor´ıa es conforme.
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En el l´ımite planar deN = 4 super Yang-Mills podemos calcular la dimensio´n ano´mala
de cusp utilizando el ansatz de Bethe termodina´mico de borde presentado en este
cap´ıtulo: la energ´ıa E0(L) del estado fundamental de la cadena de espines abierta
insertada en el loop de Wilson con cusp esta´ dada por (6.67) para cualquier L, pero
si la evaluamos en L = 0 recuperamos el caso de un lazo de Wilson sin inserciones
en el cusp. El resultado dependera´ de los a´ngulos φ y θ a trave´s de los potenciales
qu´ımicos que intervienen en las ecuaciones de TBA, y sera´ exacto en el acoplamiento
de ’t Hooft λ.
En esta seccio´n vamos a realizar una expansio´n de la energ´ıa del estado fundamen-
tal E0(L) a segundo orden, es decir que vamos a considerar correcciones por taman˜o
finito debidas a interacciones que recorren dos veces todo el largo de la cadena de
espines. Esta energ´ıa tiene una expansio´n de la forma
E0(L) = E
(0)
0 (L) + E
(1)
0 (L) + · · · (6.98)
= E
(0,L+1)
0 (L)λ
L+1 + E
(0,L+2)
0 (L)λ
L+2 + · · ·+ E(1,2L+2)0 (L)λ2L+2 + · · · ,
donde E
(i)
0 (L) esta´ asociada a las correcciones por taman˜o finito de orden 2i. Por su
parte, en el l´ımite planar la dimensio´n ano´mala de cusp Γ(θ, φ, λ) puede expandirse
en te´rminos del acoplamiento de ’t Hooft segu´n
Γ(θ, φ, λ) =
∞∑
k=0
Γk(θ, φ)λ
k , (6.99)
siendo la dependencia en θ a cada orden de la forma
Γk(θ, φ) =
1
(2pi)2k
k∑
n=1
(
cosφ− cos θ
sinφ
)n
γ
(n)
k (φ) . (6.100)
Como nos interesa tomar al final L = 0, la expansio´n a segundo orden de la energ´ıa
nos permitira´ entonces obtener la dimensio´n ano´mala de cusp (6.99) a 2-loops en
el l´ımite planar. Vamos a limitarnos al estudio del loop de Wilson con cusp en la
representacio´n fundamental, para el que el te´rmino de 1-loop en esta expansio´n a
acoplamiento de´bil es sencillamente
γ
(1)
1 =
φ
2
. (6.101)
Hay dos te´rminos que contribuyen a 2-loops6, siendo el ma´s sencillo
γ
(1)
2 =
φ
12
(φ2 − pi2) . (6.102)
6Tambie´n se conocen resultados expl´ıcitos para Γ3 y Γ4, ver [65,72,187].
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El otro te´rmino es ma´s complicado,
γ
(2)
2 =
1
4
[
ζ3 − Li3(e2iφ) + iφ
(
Li2(e
2iφ) +
pi2
6
)
− iφ
3
3
]
, (6.103)
pero puede caracterizarse completamente por medio de
γ
(2)
2 (0) = γ
(2)′
2 (0) = 0 con γ
(2)′′
2 (φ) =
φ
2
cotφ . (6.104)
En lo que sigue recuperamos esta expresio´n sorprendentemente sencilla a partir de la
expansio´n a acoplamiento de´bil de las ecuaciones de TBA de borde.
Hay dos caracter´ısticas fundamentales del sistema de ecuaciones de TBA de borde
que hacen de la expansio´n sistema´tica una tarea considerablemente sutil. La primera
es que los a´ngulos de cusp φ y θ, que como vimos entran en las ecuaciones en la forma
de potenciales qu´ımicos, hacen que los factores de twist del sistema sean imaginarios.
Un problema asociado a tener potenciales qu´ımicos imaginarios es que las funciones Y ,
si bien son reales, no necesariamente son positivas. Esto parece entrar en contradiccio´n
con la interpretacio´n f´ısica de las funciones Y del ansatz de Bethe para el estado
fundamental como los cocientes entre las densidades de huecos y part´ıculas. Como ya
mencionamos, es posible interpretar entonces a los potenciales qu´ımicos imaginarios
como correspondiendo a “estados excitados”. La otra caracter´ıstica importante es
que los bordes de la cadena pueden emitir y absorber part´ıculas de la teor´ıa mirror.
Esto se manifiesta en la presencia de singularidades en las fugacidades del borde,
y da lugar a integrales de logaritmos con polos dobles en sus argumentos. Cuando
calculamos estas integrales aparecen ra´ıces cuadradas, cuyos signos deben extraerse
cuidadosamente.
Para lidiar con las sutilezas discutidas en el pa´rrafo anterior, presentamos una
formulacio´n alternativa del TBA de borde. En primer lugar, hallamos un dominio
de los para´metros en el que las ecuaciones corresponden a un estado fundamental,
i.e. todos los potenciales qu´ımicos son reales. Esto garantiza que el comportamiento
asinto´tico de las funciones Y es siempre positivo, y que las ra´ıces cuadradas men-
cionadas pueden tomarse en valor absoluto sin correr ningu´n riesgo. Como a fin de
cuentas nos interesa obtener el valor de expectacio´n de lazos de Wilson f´ısicos, para
los que los a´ngulos de cusp son reales, en el resultado final tendremos que continuar
anal´ıticamente los potenciales qu´ımicos hasta valores imaginarios puros. Al hacerlo
cruzamos singularidades en el contorno de integracio´n, lo cual debe analizarse cui-
dadosamente [188]. Para evitarlo, vamos a deformar los contornos de integracio´n de
forma tal que todas las contribuciones sensibles a las ambigu¨edades de signo de las
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ra´ıces cuadradas puedan aislarse. Para hacerlo, movemos los contornos de integracio´n
hacia arriba en el plano complejo, para lo cual cruzamos singularidades que corres-
ponden a ceros de los logaritmos que tienen polos dobles. En consecuencia, se generan
te´rminos fuente adicionales mientras que las integrales resultantes no tienen polos. El
sistema de TBA de borde obtenido de este modo es de tipo excitado.
En este punto, es importante enfatizar que a pesar de que parece ma´s apropiado
trabajar con potenciales qu´ımicos reales y continuar anal´ıticamente a partir de ellos
el resultado final, tambie´n se puede trabajar con potenciales qu´ımicos imaginarios
siempre que se escojan apropiadamente los signos de los te´rminos fuente adicionales
debidos a las fugacidades singulares. Siguiendo la intuicio´n f´ısica, en [67] se eligieron
los signos en la integral para la dimensio´n ano´mala de cusp de forma tal que en el
l´ımite φ → pi todas las contribuciones fueran negativas. No es dif´ıcil ver que si uno
adopta la misma eleccio´n para todas las integrales de las ecuaciones de TBA con
fugacidades singulares, el resultado final para la dimensio´n ano´mala de cusp a 2-loops
es el mismo que el que se obtiene al realizar la continuacio´n anal´ıtica del resultado
obtenido con potenciales qu´ımicos reales. Esperamos que esto siga siendo va´lido a
todo orden perturbativo.
En cualquier caso, en la formulacio´n original del TBA de borde para la dimensio´n
ano´mala de cusp la receta para la eleccio´n de los signos es u´til solamente para realizar
ca´lculos anal´ıticos de las integrales, dado que la eleccio´n del signo afecta solamente
a la contribucio´n del polo y no a la integral completa. Dado que al deformar los
contornos de integracio´n vamos a aislar la contribucio´n del polo del resto de la integral,
esta reformulacio´n de las ecuaciones de TBA de borde parece ma´s apropiada para
la realizacio´n de estudios nume´ricos de la dimensio´n ano´mala de cusp con a´ngulos
reales [189], tal como se hizo con el TBA para la dimensio´n ano´mala del operador de
Konishi [190].
Para comenzar, vemos que podemos utilizar la propiedad ana´loga a (5.176) para
el factor de dressing (5.88) de la matriz de reflexio´n correspondiente al loop de Wilson
en la representacio´n fundamental, y esto nos permite escribir (6.71) como
MQ(u) = exp
{
2iΦ
(
x[−Q]
)
+ 2iΦ
(
1/x[Q]
)− 2iΦ (0)} pi2(4g2u2 +Q2)
sinh2 2pigu
. (6.105)
En esta forma, es claro que todos los MQ(u) tienen un polo doble en u = 0. Entonces,
en la fo´rmula para la dimensio´n ano´mala de cusp (6.67) es una suma de integrales
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que tienen la forma gene´rica
I =
∫ ∞
−∞
duK(u) logZ(u) , (6.106)
con integrandos que tienen un polo doble en el argumento del logaritmo,
Z(u) = 1 +
Λ(u)
u2
. (6.107)
Para (6.67) necesitamos esta integral con
K(u) = − 1
4pi
dP˜Q
du
y Λ(u) = u2YQ(u) . (6.108)
Todos los K(u) y Λ(u) son funciones anal´ıticas reales pares, y adema´s sabemos que
Λ(u) es asinto´ticamente chico, del orden O(2), donde vamos a usar el para´metro
pequen˜o  para caracterizar el taman˜o de los te´rminos en el l´ımite asinto´tico L→∞
o´ g → 0.
A primera vista la integral I es O(2), pero la presencia del polo doble en logZ
hace que el integrando no sea uniformemente O(2), y esto resulta en que I termina
siendo solamente O(). Una situacio´n similar ya fue encontrada anteriormente en el
caso del modelo de sinh-Gordon con bordes, ver [188, 191]. El tratamiento de las
integrales de la forma (6.106) puede hacerse en forma similar a ese caso.
Si bien (6.106) es convergente, para evitar problemas asociados a que el contorno
de integracio´n pasa por el polo doble vamos a deformar dicho contorno en la cantidad
iη. El nuevo contorno de integracio´n es paralelo al eje real, estando separado de e´ste
por la distancia finita η. Como Λ es pequen˜o y par, hay un cero de Z(u) en el eje
imaginario cerca del origen, en u = iu0 tal que
Z(iu0) = 0 con u0 = O() . (6.109)
Debemos tener en cuenta la contribucio´n de este cero cuando realizamos la deforma-
cio´n del contorno de integracio´n,
I = −2piiS(iu0) +
∫ ∞+iη
−∞+iη
duK(u) logZ(u), (6.110)
donde S es la primitiva impar de K,
S ′(u) = K(u) con S(0) = 0 . (6.111)
Observamos que la ecuacio´n (6.110) junto con la condicio´n de cuantizacio´n (6.109)
son completamente equivalentes a (6.106). Se trata, sin embargo, de una expansio´n
en  mucho ma´s conveniente.
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Lejos del polo doble podemos expandir logZ sin mayores riesgos, y debido a que
u0 es pequen˜o tambie´n podemos hacerlo para el te´rmino que contiene S. El resultado
es
I = 2piK(0)
√
Λ(0) +
∫ ∞+iη
−∞+iη
duK(u)Λ(u)
u2
+O(3) , (6.112)
donde usamos
u0 =
√
Λ(0) +O(3) . (6.113)
Usamos ahora la fo´rmula gene´rica (6.112) para calcular la contribucio´n a orden
dominante a la dimensio´n ano´mala de cusp en la expansio´n a acoplamiento de´bil, que
proviene del primer te´rmino en (6.112). Notando que
P˜ ′Q(0) = 2g +O(g3) y ΛQ(0) =
(
4g2
Q2
)2L+1
C2Q
(
1 +O(g2)) , (6.114)
donde
CQ =
cosh f − cosh t
sinh f
(
e−ψQ − e−(2f+ψ)Q) , (6.115)
encontramos que como g =
√
λ/4pi
E0(L) = λ
L+1E
(0,L+1)
0 (L) +O
(
λL+2
)
, (6.116)
con el coeficiente a orden dominante
E
(0,L+1)
0 (L) = −
1
2(2pi)2(L+1)
∞∑
Q=1
|CQ|
Q2L+1
. (6.117)
Hay un problema con la ecuacio´n (6.117): tomar el valor absoluto de CQ(φ, θ) para
todos los valores de los a´ngulos de cusp no puede ser correcto, dado que no resultar´ıa
en la dimensio´n ano´mala de cusp a 1-loop dada por (6.100) y (6.101) al evaluar en
L = 0. La ecuacio´n (6.117) solo puede ser va´lida por lo tanto en cierto dominio
“seguro”, i.e. para ciertos valores de los potenciales qu´ımicos. Para todos aquellos
valores que se encuentren fuera de este dominio seguro, el resultado correcto puede
obtenerse por continuacio´n anal´ıtica. El dominio seguro esta´ parametrizado por tres
potenciales qu´ımicos reales y positivos ψ, f y t, que consideramos independientes y
satisfacen
ψ > 0, f > t > 0 , (6.118)
lo cual garantiza que la solucio´n del sistema de ecuaciones de TBA de borde tiene
todas las funciones Y positivas.
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Aceptando esta receta, podemos ahora calcular E
(0)
0 (L) en el dominio seguro. Para
obtener Γ1 evaluamos en L = 0,
Γ1 = − 1
4pi
cosh f − cosh t
sinh f
(F(ψ)−F(2f + ψ)) , (6.119)
donde
F(ψ) =
∞∑
Q=1
e−Qψ
Q
= − log (1− e−ψ) . (6.120)
Esta funcio´n tiene un corte a lo largo del eje real negativo, de modo que la continuacio´n
desde el eje real positivo hasta valores con parte imaginaria no nula no presenta ningu´n
inconveniente, y tenemos
Γ1 =
cosφ− cos θ
4pi sinφ
φ , (6.121)
al hacer la continuacio´n anal´ıtica
ψ → i(pi − φ) , f → i(φ− pi) y t→ i(θ − pi) . (6.122)
En [67] una receta distinta se utilizo´ para obtener exactamente el mismo resultado
(6.121) para Γ1: en la ecuacio´n (6.117) el valor absoluto se elimino´ incorporando
un factor adicional (−1)Q para asegurar que en el l´ımite estricto φ → pi todas las
contribuciones para distintos Q sean negativas. Ambas recetas sera´n exitosas a la
hora de reproducir la dimensio´n ano´mala de cusp a 2-loops cuando vamos ma´s alla´ del
orden dominante. Como veremos ma´s adelante, la receta de [67] combinada con una
deformacio´n del contorno de integracio´n ser´ıa u´til a la hora de realizar un estudio
nume´rico de las ecuaciones de TBA para a´ngulos de cusp reales.
6.4.1. Reformulacio´n de las ecuaciones de TBA de borde
El objetivo de esta seccio´n es usar la fo´rmula gene´rica (6.110) para reformular
las ecuaciones de TBA de borde h´ıbridas, deja´ndolas en una forma que permita una
expansio´n sistema´tica para volu´menes grandes, as´ı como su estudio nume´rico. Las
contribuciones provenientes de los polos sera´n escritas como
Dβα(iuQ) = −2piiSβα(iuQ) , (6.123)
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donde α y β hacen referencia a los diversos nu´cleos que podemos convolucionar con
LQ. Las ecuaciones que obtenemos son
log Ym|w = R˜m+1 ? s+ R˜m−1 ? s+ δm1 log
(
1− 1/Y−
1− 1/Y+
)
?ˆ s , (6.124)
log Ym|v = −Ds(ium+1)− Lm+1 ?η s+Rm+1 ? s+Rm−1 ? s+ δm1 log
(
Y− − 1
Y+ − 1
)
?ˆ s ,
(6.125)
log
Y+
Y−
=
∞∑
Q=1
(DQy(iuQ) + LQ ?η KQy) , (6.126)
log Y+Y− = −
∞∑
Q=1
(DQ(iuQ) + LQ ?η KQ) + 2
∞∑
Q=1
(DQ1xvs(iuQ) + LQ ?η K
Q1
xv ? s)
+ 2R1 ? s− 2R˜1 ? s , (6.127)
log YQ = −2(f + ψ)Q− 2(L+ 1)ε˜Q + logMQ +
∞∑
Q′=1
(
DQ
′Q
s (iuQ′) + LQ′ ?η K
Q′Q
s
)
+ 2R1 ? s ?ˆKyQ + 2RQ−1 ? s+ log
(
1− 1
Y+
)(
1− 1
Y−
)
?ˆ KyQ (6.128)
+ log
(
1− 1/Y−
1− 1/Y+
)
?ˆ KQ − 2 log
(
Y− − 1
Y+ − 1
)
?ˆ s ? K1Qvwx .
donde la convolucio´n por el contorno de integracio´n deformado es
f ?η K =
∫ ∞+iη
−∞+iη
du f(u)K(u, v) . (6.129)
La ubicacio´n de los te´rminos fuente esta´ dada por los uQ, que son determinados a
partir de la ecuacio´n
1 + YQ(iuQ) = 0 . (6.130)
Habiendo deformado los contornos de integracio´n, la energ´ıa toma ahora la forma
E0(L) =
i
2
P˜Q(iuQ)−
∞∑
Q=1
∫ ∞+iη
−∞+iη
du
4pi
dP˜Q
du
LQ . (6.131)
El sistema completo es entonces similar al de un sistema de ecuaciones de TBA para un
estado excitado. A continuacio´n realizamos una expansio´n asinto´tica de las ecuaciones
de TBA de borde as´ı reformuladas va´lida para volu´menes grandes, o alternativamente
en el re´gimen de acoplamiento de´bil.
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Expansio´n asinto´tica
Expandimos ahora las ecuaciones de TBA h´ıbridas reformuladas ma´s arriba pri-
mero a orden dominante, y luego al primer orden subdominante en el para´metro
 = e−2Q(L+1). La expansio´n de las funciones Y sera´ anotada como
Y = Y o(1 + y + . . . ) , (6.132)
y vamos a resolver iterativamente las ecuaciones de TBA de borde junto con la con-
dicio´n de cuantizacio´n (6.130) para uQ = u
(0)
Q + u
(1)
Q + · · · .
A orden dominante los nodos masivos son exponencialmente pequen˜os, de modo
que desprecia´ndolos el sistema Y se separa en dos subsistemas independientes con
soluciones asinto´ticas constantes. Los valores de estas constantes determinan las ex-
presiones exponencialmente chicas Y oQ de los nodos masivos a primer orden, lo cual
a su vez determina u
(0)
Q . A primero orden las soluciones Y
o son las halladas anterior-
mente, (6.89). Las funciones constantes Y on|v y Y
o
m|w son las mismas que las de las alas
del modelo O(4) deformado [182], y pueden escribirse como
Y om|v = [m]f [m+ 2]f y Y
o
n|w = [n]t[n+ 2]t , (6.133)
donde
[n]c = q
n−1+qn−3 · · ·+q3−n+q1−n = q
n − q−n
q − q−1 =
sinhnc
sinh c
con q = ec . (6.134)
Estas soluciones asinto´ticas, junto con las fermio´nicas Y o± dadas por
Y o± =
√
1 + Y o1|v
1 + Y o1|w
=
[2]f
[2]t
=
cosh f
cosh t
, (6.135)
nos permiten escribir la solucio´n asinto´tica para los modos masivos como
Y oQ = [Q]
2
f ([2]f − [2]t)2MQe−2(f+Ψ)Q−2(L+1)˜Q . (6.136)
Insertando ahora Y oQ en la ecuacio´n (6.130) obtenemos la ubicacio´n asinto´tica de
uQ = u
(0)
Q + · · · ,
u
(0)
Q = mQ[Q]f ([2]f − [2]t)e−(f+Ψ)Q−(L+1)˜Q(0) > 0 con mQ =
√
l´ım
u→0
u2MQ(u) .
A orden dominante el te´rmino de la integral en la fo´rmula de la energ´ıa (6.131) puede
ser despreciado, de modo que la correccio´n completa a este orden es
E
(0)
0 (L) = −
1
2
∞∑
Q=1
dP˜Q
du
(0)u
(0)
Q = −
1
2
([2]f−[2]t)
∞∑
Q=1
dP˜Q
du
(0)[Q]fmQe
−(f+Ψ)Q−(L+1)˜Q(0) .
(6.137)
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Al primer orden subdominante, debemos incluir el te´rmino de la integral en la
fo´rmula para la energ´ıa (6.131), y adema´s debemos calcular la correccio´n a primer
orden subdominante para uQ.
Nos concentramos primero en el ca´lculo de la correccio´n a uQ = u
(0)
Q + u
(1)
Q + · · · ,
para lo cual usamos la ecuacio´n
1 + Y oQ(iuQ)(1 + yQ(iuQ)) = 0 , (6.138)
donde las yQ deben ser determinadas a partir de las ecuaciones de TBA linearizadas,
yQ = 2piuQ′K
Q′Q
s + 2A1|vy1|v ? s ?ˆKyQ + 2AQ−1|vyQ−1|v ? s
− 2y− − y+
1− 1
Y o+
?ˆs ? K1Qvx +
y− − y+
(Y o+ − 1)
?ˆKQ +
y− + y+
(Y o+ − 1)
?ˆKyQ , (6.139)
y+ + y− = 2
(
A1|vy1|v − A1|wy1|w
)
? s− 4piuQKQ1xv ? s− 2piuQKQ , (6.140)
y+ − y− = 2piuQKQy , (6.141)
ym|v =
(
Am−1|vym−1|v + Am+1|vym+1|v
)
? s− 2pium+1 ? s+ δm1y− − y+
1− 1
Y o+
?ˆs ,
yn|w =
(
An−1|wyn−1|w + An+1|wyn+1|w
)
? s+ δn1
y+ − y−
1− Y o+
?ˆs . (6.142)
Aqu´ı, Am|v =
Y o
m|v
1+Y o
m|v
=
[m]f [m+2]f
[m+1]2f
y An|w =
Y o
n|w
1+Y o
n|w
= [n]t[n+2]t
[n+1]2t
, y toda combinacio´n de
la forma uQK
Q·
· es entendida como uQK
Q·
· (0, v).
La solucio´n a este sistema de ecuaciones linearizadas puede escribirse de la forma
yQ = uQ′MQ′Q . (6.143)
La correccio´n a uQ se calcula entonces de la ecuacio´n (6.138), y al primer orden
subdominante es
−u2QY oQ(iuQ)(1 + yQ(iuQ)) = u2Q . (6.144)
Como el lado izquierdo es una funcio´n par de uQ podemos quedarnos solamente con
el orden dominante,
l´ım
u→0
(u2Y oQ(u))(1 + yQ(iu
0
Q)) = (u
(0)
Q )
2 + 2u
(0)
Q u
(1)
Q +O(3) . (6.145)
Teniendo en cuenta esta solucio´n a orden dominante llegamos entonces a que
u
(1)
Q =
1
2
yQ(iu
(0)
Q )u
(0)
Q =
1
2
u
(0)
Q′MQ′Qu(0)Q . (6.146)
El ca´lculo de MQ′Q es una generalizacio´n del realizado para las correcciones de se-
gundo orden en [182] para las teor´ıas γ-deformadas. All´ı se mostro´ que MQQ′ puede
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ser obtenida de dos maneras alternativas: o bien puede calcularse a partir de las ecua-
ciones de TBA, o bien puede extraerse directamente de las matrices de scattering y
de twist. En esta tesis utilizamos el primero de estos me´todos, y referimos al lector
a [19] para los detalles acerca del segundo.
Procedemos entonces resolviendo primero la ecuacio´n recursiva para yn|w,
yn|w =
(
[n− 1]t[n+ 1]t
[n]2t
yn−1|w +
[n+ 1]t[n+ 3]t
[n+ 2]2t
yn+1|w
)
? s+ δn1cw ? s , (6.147)
donde
cw =
y+ − y−
1− Y o+
(Θ(u+ 2)−Θ(u− 2)) = [2]t
[2]t − [2]f 2piuQKQy (Θ(u+ 2)−Θ(u− 2)) ,
(6.148)
siendo Θ la funcio´n escalo´n. Usando la transformada de Fourier s˜ = (2 cosh ω
g
)−1,
que podemos escribir como s˜ = (k + k−1)−1 con k = e−
|ω|
g , la solucio´n que decrece
para n grande, y respeta tanto el comportamiento asinto´tico de Yn|w como el te´rmino
inhomoge´neo con δn,1 es
y˜n|w =
c˜wk
[2]t
(
[n+ 1]t
[n]t
kn−1 − [n+ 1]t
[n+ 2]t
kn+1
)
. (6.149)
Resolvemos luego la recursio´n para yn|v,
yn|v =
[n− 1]f [n+ 1]f
[n]2f
yn−1|v ? s+
[n+ 1]f [n+ 3]f
[n+ 2]2f
yn+1|v ? s− 2piun+1 ? s+ δn1cv ? s ,
(6.150)
cv =
y− − y+
1− 1
Y o+
(Θ(u+ 2)−Θ(u− 2)) = [2]f
[2]t − [2]f 2piuQKQy (Θ(u+ 2)−Θ(u− 2)) ,
(6.151)
que en el espacio de Fourier toma la forma
(k+k−1)y˜n|v =
[n− 1]f [n+ 1]f
[n]2f
y˜n−1|v+
[n+ 1]f [n+ 3]f
[n+ 2]2f
y˜n+1|v−S˜n+1+δn1c˜v , (6.152)
donde S corresponde a los te´rminos fuente inhomoge´neos. La solucio´n de la ecuacio´n
inhomoge´nea se obtiene eligiendo una combinacio´n adecuada de las soluciones de la
ecuacio´n homoge´nea,
y˜N |v =
( [n+ 1]f
[n]f
kn−1 − [n+ 1]f
[n+ 2]f
kn+1
)(
A− − c
n∑
j=1
S˜j+1k−j−2(k−2[j]f − [j + 2]f )
[j + 1]f
)
+
( [n+ 1]f
[n]f
k1−n − [n+ 1]f
[n+ 2]f
k−n−1
)(
A+ − c
n∑
j=1
S˜j+1kj−2(k−2[j + 2]f − [j]f )
[j + 1]f
)
(6.153)
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donde
c−1 = (k−2 − 1)(qk−2 − q−1)(q−1k−2 − q) con q = ef ,
y A± debe determinarse a partir de las condiciones iniciales. Para tener un compor-
tamiento asinto´tico decreciente cuando n→∞ debemos tomar
A+ = c
∞∑
j=1
S˜j+1kj−2 (k−2[j + 2]f − [j]f )
[j + 1]f
, (6.154)
y a partir del valor inicial n = 1 encontramos
A− = k
(
c˜v
[2]f
− A+k
)
. (6.155)
Una vez determinadas ym|v y yn|w, podemos introducir estas expresiones en las ecua-
ciones para los modos fermio´nicos, (6.140) y (6.141). Con estos resultados para los
modos magno´nicos la contribucio´n completa de uQ al primer orden subdominante de
la correccio´n por taman˜o finito resulta ser
1
2pi
yQ = uQ′K
Q′Q
sl(2) + uQ′2s ? K
Q′−1,Q
vx + 2
[
A1|vy1|v ? s?ˆKyQ + AQ−1|vyQ−1|v ? s (6.156)
− uQKQy
2(Y o+ − 1)
?ˆ(KQ − s ? KyQ) + uQKQy
1− 1
Y o+
?ˆs ? K1Qvx +
y−
(Y o+ − 1)
?ˆs ? KyQ
]
.
En esta expresio´n podemos introducir la solucio´n para y− en te´rminos de y1|v y y1|w,
que a su vez puede ser reescrita en te´rminos de uQ. Luego de realizar simplificaciones
similares a las realizadas en [182] obtenemos una solucio´n que puede expresarse en
forma relativamente sencilla,
yQ2 = uQ1
{
2piKQ1Q2sl(2) + 4pi
Q1−2∑
j=0
KQ2−Q1+2j+1 ? s+
2[2]t
[2]f − [2]t
1
i
∂u1 log a
Q1Q2
1 (u1, u2)
+
2
[2]f − [2]t
1
i
∂u1
[
[Q2 − 1]f
[Q2]f
log aQ1Q22 (u1, u2) +
[Q1 − 1]f
[Q1]f
log aQ2Q12 (u2, u1)
?
]
(6.157)
+
4pi
[Q1]f [Q2]f
Q1−1∑
k=0
[k]f [k −Q1]f [[Q2 + 1]fKQ2−Q1+2k−1 − [Q2 − 1]fKQ2−Q1+2k+1] ? s
}
,
donde introdujimos las funciones
aQ1Q21 (u1, u2) = A
−1 , aQ1Q22 (u1, u2) = AB y a
Q2Q1
2 (u2, u1)
? = AB−1 , (6.158)
con
A =
x−1 − x+2
x+1 − x−2
√
x+1
x−1
√
x−2
x+2
, B =
1− x+1 x+2
1− x−1 x−2
√
x−1
x+1
√
x−2
x+2
y x±i = x
[±Qi] . (6.159)
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Suponiendo que Q21 = Q2 −Q1 ≥ 0, podemos adema´s introducir
KQ1Q2f =
Q1−1∑
j=1
[j]f [Q21 + j]fKQ21+2j y KQ = ∂u1 log
u1 − u2 − i Q2g
u1 − u2 + i Q2g
, (6.160)
o alternativamente
KQ1Q2f =
Q1−2∑
j=0
[Q21 + 2j + 1]f
Q1−j−1∑
k=1
KQ21+2j+2k . (6.161)
Entonces
yQ2 = uQ1
{
2piKQ1Q2sl(2) +
2[2]t
[2]f − [2]t
1
i
∂u1 log a
Q1Q2
1 (u1, u2) +
2
[Q1]f [Q2]f
1
i
KQ1Q2f
(6.162)
+
2
[2]f − [2]t
1
i
∂u1
[
[Q2 − 1]f
[Q2]f
log aQ1Q22 (u1, u2) +
[Q1 − 1]f
[Q1]f
log aQ2Q12 (u2, u1)
?
]}
,
y vemos que la matrizMQ1Q2 es sime´trica. Combinando este resultado con el te´rmino
de la integral obtenemos la correccio´n completa al primer orden subdominante,
E
(2)
0 (L) = −
1
4
∑
Q,Q′
dP˜Q
du
(0)MQQ′u(0)Q u(0)Q′ −
∞∑
Q=1
∫ ∞+iη
−∞+iη
du
4pi
dP˜Q
du
Y oQ . (6.163)
6.4.2. Expansio´n a acoplamiento de´bil
Procedemos ahora a realizar la expansio´n a acoplamiento de´bil de las correccio-
nes a orden dominante y subdominante para potenciales qu´ımicos reales, para final-
mente continuar anal´ıticamente al re´gimen de a´ngulos f´ısicos. Primero analizamos a
que´ o´rdenes de g2 contribuyen los distintos te´rminos, y luego realizamos las expan-
siones correspondientes.
Para el te´rmino dominante,
E
(0)
0 (L) = −
1
2
∞∑
Q=1
dP˜Q
du
(0)u
(0)
Q con u
(0)
Q = ([2]f − [2]t)[Q]fmQe−(f+Ψ)Q−(L+1)˜Q(0) ,
(6.164)
necesitamos la expansio´n
dP˜Q
du
(0) = 2g−16g
3
Q2
+. . . , e−˜Q(0) =
4g2
Q2
−32g
4
Q4
+. . . , mQ =
Q
2g
+
2pi2gQ
3
+. . . ,
(6.165)
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donde los puntos suspensivos corresponden a te´rminos de orden superior en g2. Luego
la expansio´n de u
(0)
Q es
u
(0)
Q = ([2]f − [2]t)[Q]fe−(f+Ψ)Q
(
2g
Q
)2L+1(
1 + 4g2
(
pi2
3
− 2(L+ 2)
Q2
)
+O(g4)
)
,
(6.166)
y la correccio´n a orden dominante de E0(L) comienza en g
2L+2,
E
(0)
0 (L) = E
(0,L+1)
0 (L)g
2(L+1) + E
(0,L+2)
0 (L)g
2(L+2) + · · · . (6.167)
Esta es la u´nica correccio´n hasta la primera subdominante,
E
(2)
0 (L) = −
1
4
∑
Q,Q′
dP˜Q
du
(0)MQQ′u(0)Q u(0)Q′ −
∞∑
Q=1
∫ ∞+iη
−∞+iη
du
4pi
dP˜Q
du
Y oQ . (6.168)
La dependencia en g del primer te´rmino puede calcularse a partir de MQQ′ ∝ g, y
usando
MQ(u) =
pi2(P˜ 2 +Q2)
sinh2 piP˜
+ · · · y e−˜Q(P˜ ) = 4g
2
P˜ 2 +Q2
+ · · · , (6.169)
vemos que la integral escalea del mismo modo. Esto significa que
E
(1)
0 (L) = E
(1,2L+2)
0 (L)g
4(L+1) + · · · , (6.170)
de manera que la expansio´n de las ecuaciones de TBA para volu´menenes grandes se
organiza en potenias de e−(L+1)˜Q , i.e. aparecen nuevos te´rminos a los o´rdenes g2n(L+1).
En lo que sigue nos concentramos en la dimensio´n ano´mala de cusp, E0(0) = Γ
a orden g4, dado que ya calculamos en la seccio´n anterior el orden dominante que
corresponde a la correccio´n O(g2). Esto implica calcular la correccio´n de orden g2 en
(6.166), E
(0,2)
0 = Γ
(0)
2 , y evaluar la parte dominante de la expansio´n en g de (6.168),
E
(1,2)
0 = Γ
(2)
2 .
La contribucio´n Γ
(0)
2 puede ser evaluada a
Γ
(0)
2 = −([2]f − [2]t)
∞∑
Q=1
(
pi2
6Q
− 2
Q3
)
[Q]fe
−(f+Ψ)Q
= −(cosh f − cosh t)
sinh f
[
pi2
6
log
1− e−f
1− ef − 2(Li3(e
f )− Li3(e−f ))
]
(6.171)
= −(cosφ− cos θ)
sinφ
φ
6
[
pi2 − 2φ2] ,
donde en la u´ltima l´ınea ya sustituimos los a´ngulos f´ısicos. Observamos que si extrae-
mos un factor sinh(f) de la suma en la primera l´ınea de (6.171) el resultado es una
166
suma que se anula para f = 0, al igual que su derivada primera, siendo su derivada
segunda proporcional al resultado a 1-loop.
Las contribuciones que vienen de E
(0)
0 son proporcionales a
(cosφ−cos θ)
sinφ
. En particu-
lar, Γ
(0)
2 contribuye a γ
(1)
2 . Llamamos a esta contribucio´n γ
(1a)
2 , y γ
(1b)
2 a la contribucio´n
correspondiente que viene de Γ
(2)
2 . La dependencia de Γ
(2)
2 en el a´ngulo θ puede des-
componerse como
Γ
(2)
2 =
(cosφ− cos θ)
sinφ
γ
(1b)
2 +
(cosφ− cos θ)2
sin2 φ
γ
(2)
2 . (6.172)
El te´rmino γ
(1b)
2 viene del te´rmino a1, a2, a
?
2 de M, y proporciona
− 2([2]f − [2]t)
∞∑
Q1,Q2=1
[Q1]f
Q1
[Q2]f
Q2
{
[2]f
1
i
∂u1 log a1 +
[Q1 − 1]f
[Q1]f
1
i
∂u1 log a
?
2
}
= −2([2]f − [2]t)
∞∑
Q1,Q2=1
[Q1]f
Q1
[Q2]f
Q2
{
− [2]f
Q1
+ 2
[Q1 − 1]f
Q1[Q1]f
}
, (6.173)
de donde resulta que
γ
(1b)
2 = −2φ
(
φ2
2
− pi
2
6
)
. (6.174)
Combinando los dos te´rminos γ
(1a)
2 y γ
(1b)
2 llegamos efectivamente a una expresio´n
para γ
(1)
2 que esta´ en perfecto acuerdo con el resultado obtenido de la teor´ıa de gauge.
El te´rmino restante γ
(2)
2 puede descomponerse en una parte con la integral γ
(2a)
2 ,
y otra con el te´rmino que viene de M, γ(2b)2 . El te´rmino de la integral es
− g
−4
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∞∑
Q=1
∫ ∞+iη
−∞+iη
du
4pi
dP˜Q
du
[Q]2f ([2]f − [2]t)2MQe−2(f+Ψ)Q−2˜Q
=
∞∑
Q=1
[Q]2f ([2]f − [2]t)2e−2(f+Ψ)Q
∫ ∞+iη
−∞+iη
dq
4pi
pi2
sinh2 piq
1
q2 +Q2
, (6.175)
y podemos resolver la integral aplicando el teorema de los residuos, siendo
−
∫ ∞+iη
−∞+iη
dq
4pi
pi2
sinh2 piq
1
q2 +Q2
=
1
2Q
Ψ1(Q)− 1
4Q3
. (6.176)
La suma que aparece es
S(φ) =
∞∑
Q=1
sinh2(fQ)e−2(f+Ψ)Q
(
1
2Q
Ψ1(Q)− 1
4Q3
)
, (6.177)
pero es de hecho ma´s fa´cil realizar la suma de la derivada de S(φ),
S ′(φ) = −1
4
φ (pi − φ) cot(φ) con S = 0 . (6.178)
167
Llegamos de este modo a
γ
(2a)
2 =
∫ φ
0
ϕ (pi − ϕ) cot(ϕ)dϕ . (6.179)
El te´rmino ma´s complicado para evaluar es γ
(2b)
2 , y referimos al lector al trabajo
original [19] para los detalles de este ca´lculo. Mencionamos solamente que resulta
conveniente calcular las derivadas de γ
(2b)
2 (φ), encontra´ndose que
γ
(2b)′′
2 =
(
5φ
2
− pi
)
cot(φ) +
φ(pi − φ)
sin(φ)2
con γ
(2b)
2 (0) = 0 y γ
(2b)′
2 (0) = −pi
Combinando estos dos te´rminos, γ
(2)
2 = γ
(2b)
2 + γ
(2b)
2 resulta efectivamente estar de
acuerdo con el resultado obtenido de la teor´ıa de campos.
Concluimos esta seccio´n con un breve comentario sobre co´mo podemos realizar la
continuaco´n anal´ıtica en los potenciales qu´ımicos (6.122) al nivel de las ecuaciones de
TBA de borde reformuladas, (6.128).
Al realizar la continuacio´n anal´ıtica en los a´ngulos ninguna singularidad cruza el
contorno de integracio´n a medida que lo deformamos aleja´ndolo de los valores ±uQ.
En cambio, lo que se modifica es la solucio´n para (6.130). Dependiendo del a´ngulo
φ, algunos de los uQ esta´n en el semiplano superior y deben tomarse con el signo +,
mientras que los otros esta´n en el plano inferior y deben tomarse con el signo −. Ma´s
concretamente, en la solucio´n asinto´tica debemos tomar
u
(0)
Q = (−1)QmQ[Q]iφ([2]iφ − [2]iθ)e−
R
2
˜Q(0) con mQ =
√
l´ım
u→0
u2MQ(u) > 0 .
(6.180)
Con esta eleccio´n de (−1)Q podemos expandir las ecuaciones de TBA de borde para
a´ngulos reales y comparar los resultados con la continuacio´n anal´ıtica del resultado
con potenciales qu´ımicos reales. Realizamos este ca´lculo a orden de 2-loops y ambos
resultados concuerdan perfectamente. Esto tambie´n explica la eleccio´n del signo en
la ra´ız cuadrada en el ca´lculo a 1-loop realizado en [66,67].
Utilizando este factor (−1)Q podemos tambie´n resolver las ecuaciones de TBA de
borde reformuladas (6.128) nume´ricamente. Comenzamos la solucio´n iterativa para
volu´menes grandes con la solucio´n asinto´tica para las funciones Y dada por (6.89), y
usando el valor asinto´tico de u
(0)
Q dado en (6.180) seguimos luego nume´ricamente co´mo
las diversas funciones y posiciones de cuantizacio´n evolucionan durante la iteracio´n.
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Cap´ıtulo 7
Discusio´n y conclusiones
En esta tesis hemos abordado un aspecto particularmente interesante de la con-
jetura AdS/CFT, a saber su integrabilidad en el l´ımite planar. Nos concentramos
para ello en el estudio de la realizacio´n protot´ıpica de la conjetura, que relaciona
la teor´ıa de N = 4 super Yang-Mills con grupo de gauge SU(N) en D = 4 di-
mensiones con la teor´ıa de cuerdas supersime´trica tipo IIB formulada en el espacio
AdS5 × S5. Dejamos por lo tanto a un lado los sistemas integrables que aparecen
en otras realizaciones, como por ejemplo la dualidad AdS4/CFT3, [108–112]. En el
marco de la dualidad AdS5/CFT4, nos enfocamos en el estudio de sistemas integra-
bles relacionados al ca´lculo de la dimensio´n ano´mala de escala de los operadores de
la teor´ıa de campos. En este sentido, obviamos toda discusio´n de otros problemas en
los que aparecen estructuras integrables, como por ejemplo la expansio´n en producto
de operadores “penta´gono” para las amplitudes de dispersio´n [113].
Luego de introducir esquema´ticamente la conjetura en el cap´ıtulo 2, presentamos
algunas de sus caracter´ısticas principales as´ı como los elementos fundamentales del
diccionario hologra´fico. Si bien la motivacio´n discutida no puede considerarse una
demostracio´n rigurosa, los chequeos mencionados son argumentos convincentes a favor
de esta realizacio´n de la dualidad gauge/gravedad, y los resultados obtenidos a lo
largo de este trabajo deber´ıan constituir verificaciones sobradamente convincentes.
En la literatura abundan otros resultados de este tenor, en muchos de los cuales la
integrabilidad tiene un papel fundamental. Esto es consecuencia de que, como nos
permite obtener resultados exactos en el acoplamiento de ’t Hooft λ, hace posible
la interpolacio´n entre ambos lados de la dualidad, permitiendo la verificacio´n de la
misma para un amplio espectro de observables con valores de expectacio´n que son
funciones no triviales del acoplamiento.
En el cap´ıtulo 5 discutimos con cierto detalle la integrabilidad, tanto en general
como en su manifestacio´n en el l´ımite planar de la teor´ıa de N = 4 super Yang-
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Mills. Para ello analizamos algunas de las consecuencias ma´s importantes que tiene la
integrabilidad de una teor´ıa, como por ejemplo la factorizacio´n de su matriz S, y con-
sideramos ma´s concretamente el modelo de Heisenberg para la cadena de espines de
SU(2), que aparece en el ana´lisis perturbativo del operador de dilataciones de N = 4
super Yang-Mills. Debemos mencionar aqu´ı que el ansatz de Bethe en coordenadas,
que constituye la principal herramienta presentada para resolver este problema, no es
la u´nica v´ıa disponible para la solucio´n de sistemas integrables. En efecto, el ansatz de
Bethe tiene formulaciones alternativas, como por ejemplo la algebraica y la anal´ıtica,
cada una de las cuales posee su propia generalizacio´n necesaria para el tratamiento de
impurezas de sabor. Por otra parte, tambie´n hay me´todos totalmente distintos para
resolver sistemas integrables, como el de separacio´n de variables o la curva espectral
cua´ntica, para los que el lector puede referirse a [192–195] y los trabajos all´ı cita-
dos. Mencionamos solamente que algunos de estos me´todos han sido exitosamente
aplicados a los problemas discutidos en esta tesis, ver por ejemplo [187,196].
Concluimos el cap´ıtulo 5 presentando resultados para el factor de dressing de la
matriz de reflexio´n asociada a la cadena de espines integrable abierta que resulta de
insertar operadores en un lazo de Wilson de N = 4 super Yang-Mills con cusps. Para
ello, estudiamos el problema de dispersio´n de las excitaciones que se propagan por las
cuerdas abiertas cuyos extremos esta´n fijos a ciertas D5-branas, que son los duales
hologra´ficos a estos operadores. Consideramos de hecho dos tipos de D5-branas: uno
con volumen de mundo AdS2 × S4 y campo ele´ctrico, y otro con volumen de mundo
AdS4×S2 y campo magne´tico. Las D5-branas del primer tipo son la descripcio´n dual
de lazos de Wilson 1/2-BPS en la representacio´n totalmente antisime´trica de rango k
del grupo SU(N) de N = 4 super Yang-Mills, mientras que las D5-branas del segundo
tipo proveen la descripcio´n dual de una teor´ıa conforme con hipermultipletes funda-
mentales en un defecto 2+1 dimensional, algunos de cuyos campos fundamentales
tienen un valor de expectaci´ın de vac´ıo no nulo.
La determinacio´n exacta de las matrices de reflexio´n permitir´ıa en un caso el
ca´lculo exacto del valor de expectacio´n de deformaciones de los lazos de Wilson 1/2-
BPS en representaciones totalmente antisime´tricas, obtenidas mediante la insercio´n
en los mismos de operadores en la representacio´n adjunta. En el otro caso, har´ıa
posible la descripcio´n exacta del problema espectral en la teor´ıa conforme con un
defecto. Como en ambos casos la simetr´ıa remanente es un factor SU(2|2) diagonal
del grupo SU(2|2)2 usual, la estructura matricial de la matriz de reflexio´n queda
fijada automa´ticamente, as´ı como las ecuaciones de Bethe anidades y el ansatz de
Bethe termodina´mico [66,67,161]. El u´nico elemento que falta en esta descripcio´n es
170
el factor de fase de reflexio´n σB, que es una funcio´n del momento de las part´ıculas
reflejadas y de la constante de acoplamiento g.
En esta tesis, estudiamos precisamente el factor σB para las D5-branas menciona-
das ma´s arriba. En primer lugar, se calculo´ expl´ıcitamente σB en el l´ımite de acopla-
miento fuerte, relaciona´ndolo con el retraso temporal experimentado por los solitones
reflejados en la hoja de mundo de la cuerda dual. Procedimos luego a calcular expl´ıci-
tamente la diferencia E − L entre la energ´ıa y el momento angular de las cuerdas
con extremos fijos a D5-branas que forman a´ngulos, a primer orden en el l´ımite de L
grande pero finito y en el re´gimen de acoplamiento fuerte. Esto resulta u´til porque
esta cantidad puede ser relacionada a trave´s de un ca´lculo tipo Lu¨scher con cierta
continuacio´n anal´ıtica de σB. Concluimos entonces este cap´ıtulo estudiando soluciones
de las ecuaciones de crossing y unitaridad que todos los factores de reflexio´n σB deben
satisfacer. Si bien existen infinitas soluciones a estas ecuaciones, propusimos ciertas
expresiones que son consistentes con todos los resultados expl´ıcitos obtenidos ante-
riormente. Una direccio´n natural para trabajos futuros, que complementar´ıa en gran
medida los resultados aqu´ı expuestos, es el estudio de los factores de dressing σB en
el l´ımite de acoplamiento de´bil. Esto podr´ıa proveer verificaciones alternativas de las
propuestas realizadas, as´ı como aclarar en cierta medida las funciones indeterminadas
en (5.211).
En el cap´ıtulo 6 expusimos el ansatz de Bethe termodina´mico, que nos permite
calcular las correcciones por taman˜o finito que recibe el ansatz de Bethe asinto´tico
presentado en el cap´ıtulo 5. Esta es la herramienta que usamos para implementar
concretamente la integrabilidad en el marco de la dualidad AdS5/CFT4, y como
primera aplicacio´n de la misma realizamos la verificacio´n mencionada antes para
los factores de fase de reflexio´n propuestos en este trabajo. Un aspecto interesante
de estos ca´lculos tipo Lu¨scher consiste en que podemos distinguir dos reg´ımenes,
correspondiendo uno a D5-branas gene´ricas y el otro al caso de D5-branas maximales.
Para las primeras, la correccio´n dominante por momento angular finito es de orden
e−L/2g, mientras que para las segundas el orden de la correccio´n correspondiente es
e−L/g. Esto puede entenderse a partir de que los te´rminos propuestos para el factor
de dressing de borde σB se tornan degenerados en el l´ımite en el que las D5-branas se
vuelven maximales, y dejan entonces de poseer el polo que explicaba el orden e−L/2g
de las correcciones en el caso gene´rico.
Dedicamos el resto del cap´ıtulo 6 al estudio del sistema Y que implementa el an-
satz de Bethe termodina´mico de borde para el caso en el que se insertan operadores
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de N = 4 super Yang-Mills en lazos de Wilson con cusps en la representacio´n fun-
damental. En primer lugar, reformulamos las ecuaciones que describen la dimensio´n
ano´mala de cusp Γ(θ, φ, λ) de la teor´ıa, para lo cual deformamos los contornos de
integracio´n e incluimos expl´ıcitamente los residuos de los polos en las singularidades
que cruzamos. Esto corresponde a incluir te´rminos fuente en las ecuaciones, lo cual
las hace equivalentes a las que obtendr´ıamos para la descripcio´n de estados excita-
dos. Esta reformulacio´n resulto´ necesaria por al menos dos razones. Por un lado, los
a´ngulos f´ısicos φ y θ reales conducen a potenciales qu´ımicos imaginarios, que tienen
como consecuencia que las funciones Y del sistema no sean siempre positivas. Para
los contornos de integracio´n modificados, que corresponden a potenciales qu´ımicos
reales y por lo tanto a´ngulos de cusp imaginarios, todas las funciones Y son positivas
y podemos estar seguros de que estamos efectivamente describiendo un estado funda-
mental. Por otro lado, las fugacidades de borde singulares introducen ambigu¨edades
de signos que hacen de la expansio´n de las ecuaciones algo problema´tico. La continua-
cio´n anal´ıtica desde a´ngulos de cusp imaginarios a reales elimina estas ambigu¨edades
introduciendo los signos adecuados para explicar la eleccio´n hecha en [66,67], basada
en el ana´lisis cuidadoso de la situacio´n en un dominio seguro. Podemos suponer que
un tratamiento similar puede ser realizado para cualquier sistema Y con fugacidades
de borde singulares.
Las ecuaciones del ansatz de Bethe termodina´mico de borde as´ı reformuladas per-
miten un tratamiento nume´rico, adema´s de su expansio´n sistema´tica para volu´menes
grandes. Para poner a prueba estas ideas, expandimos las ecuaciones a segundo orden
para calcular las correcciones por taman˜o finito debidas a interacciones entre excita-
ciones que recorren dos veces toda la longitud de la cadena de espines. Luego de un
importante trabajo algebraico, comparamos exitosamente el resultado obtenido con
los ca´lculos expl´ıcitos a 2-loops para la dimensio´n ano´mala de cusp de la teor´ıa de
gauge. Este resultado es entonces un chequeo no trivial de gran precisio´n para las
correcciones por taman˜o finito en el l´ımite de acoplamiento de´bil en los sistemas in-
tegrables de la conjetura AdS/CFT que pueden ser descriptos mediante el ansatz de
Bethe termodina´mico. Ca´lculos similares fueron realizados anteriormente en [182,184]
para teor´ıas γ-deformadas, pero para esos casos no existe un resultado expl´ıcito de la
teor´ıa de gauge que haga posible una comparacio´n con resultados perturbativos.
Cabe mencionar que en [67] se chequearon correcciones por taman˜o finito a segun-
do y tercer orden, compara´ndolas con resultados exactos conocidos para la funcio´n de
Bremsstrahlung [53, 64, 71, 197]. Sin embargo, esto se realizo´ u´nicamente en el l´ımite
de a´ngulo de cusp pequen˜o, en el que sorprendentemente puede adema´s resolverse
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el sistema Y exactamente [69]. Se encontro´ en todos los casos un acuerdo perfecto
entre ambas cantidades, lo cual tambie´n constituye una verificacio´n muy fuerte de
la conjetura y las herramientas utilizadas. Sin embargo, estos resultados dependen
exclusivamente del residuo del polo en el factor de reflexio´n, ya que todas las integra-
les son dominadas por las contribuciones de polos dobles. Esto significa que si bien
involucran todos los o´rdenes en el acoplamiento de ’t Hooft, so´lo investigan el l´ımite
u → 0. En cambio, al reproducir el resultado a 2-loops para la dimensio´n ano´mala
de cusp de N = 4 super Yang-Mills a partir de la solucio´n del sistema Y obtenido
del ansatz de Bethe termodina´mico de borde, estamos poniendo a prueba el factor
de dressing en el re´gimen de acoplamiento de´bil pero para todos los valores de u.
Dado que existen en este caso ca´lculos en la teor´ıa de gauge a 3- y 4-loops para la
dimensio´n ano´mala de cusp [65, 72], ser´ıa particularmente interesante reproducirlos
tambie´n a partir de las ecuaciones que provienen de la descripcio´n provista por la
integrabilidad del problema. Sin embargo, para lograrlo, y posiblemente ir au´n ma´s
alla´, es necesario adoptar una formulacio´n alternativa y ma´s econo´mica, por ejmplo
aquella basada en el sistema P − µ, cf. [70, 187, 194]. Otra direccio´n posible para
futuras investigaciones consiste en intentar recuperar la ecuacio´n integral de BES de
una componente para la dimensio´n ano´mala de cusp [146], para lo cual creemos que
las ecuaciones reformuladas discutidas en este trabajo ser´ıan particularmente u´tiles
Finalmente, debemos destacar que la integrabilidad no constituye la u´nica manera
en la que se puede poner a prueba la conjetura AdS/CFT de forma no perturbativa.
Una te´cnica muy importante, aunque no discutida en esta tesis, es la localizacio´n
supersime´trica [83], que se ha utilizado tambie´n para estudiar loops de Wilson en
N = 4 super Yang-Mills [98]. Resultados exactos han sido obtenidos asimismo para
otros lazos de Wilson supersime´tricos, ver por ejemplo [93, 95–97, 198, 199]. Por otra
parte, en ocasiones es posible describir ciertos observables no supersime´tricos como
perturbaciones de otros que s´ı lo son. Esto corresponde a realizar una expansio´n
parame´trica de operadores o estados cuasi-BPS alrededor de otros BPS, como se hizo
por ejemplo al calcular valores de expectacio´n en el l´ımite BMN para operadores de
traza simple [171].
En esta tesis presentamos otro caso en el que es posible obtener resultados no
perturbativos fuera del contexto de la integrabilidad. Este se encuentra en los sistemas
estudiados en el cap´ıtulo 4, que corresponden a lazos de Wilson rectos en AdS5 y
con trayectorias gene´ricas en S5, tomados en representaciones totalmente sime´tricas
del grupo de gauge. En este caso, las simplificaciones que permiten la obtencio´n de
resultados exactos no dependen de la supersimetr´ıa de la teor´ıa, estando en cambio
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basadas sobre consideraciones muy generales de estructuras de color en el grupo U(N)
subyacente. Esto sugiere que el feno´meno de exponenciacio´n eikonal observado no se
limita solamente a las representaciones totalmente sime´tricas, sino que es de hecho
ma´s general. En particular, representaciones de U(N) caracterizadas por diagramas
de Young con k columnas y f filas nos llevara´n a las mismas conclusiones, siempre
que consideremos el re´gimen k  N con f  N . Los operadores de Casimir para
estas representaciones vienen dados por [200]
Cp(k, . . . , k︸ ︷︷ ︸
f veces
, 0, . . . , 0) = fk(k +N − f)p−1 ' fkp , (7.1)
y crecen con k del mismo modo que los operadores correspondientes para la represen-
tacio´n totalmente sime´trica Sk. Por lo tanto, la dimensio´n ano´mala de cusp sera´ dada
en este caso por
Γcusp(k, . . . , k︸ ︷︷ ︸
f veces
, 0, . . . , 0) = f
λk2
8pi2N
(cosφ− cos θ) φ
sinφ
, (7.2)
lo cual constituye una prediccio´n no trivial proveniente de la teor´ıa de gauge para un
ca´lculo relacionado con la evaluacio´n on-shell de la accio´n de Dirac-Born-Infeld no
abeliana del lado de la teor´ıa de cuerdas. Ma´s au´n, no existe ningu´n requerimiento
formal que haga indispensable en el ana´lisis al grupo de gauge U(N), de modo que
esta condicio´n tambie´n puede relajarse. Entonces, podr´ıamos considerar representa-
ciones totalmente sime´tricas de rango k de los grupos O(2N), O(2N + 1) y Sp(2N)1,
cuyos casimires cuadra´ticos son C2 = 2k(k+ 2α) con α = N − 1, N − 1/2 y N respec-
tivamente. Esto nos llevara´ a un resultado formalmente similar a (7.2) con f = 2, y
tambie´n representa una prediccio´n de la teor´ıa de gauge, en este caso para un ca´lculo
relacionado con D-branas en AdS5×RP5, que es la geometr´ıa de fondo dual a N = 4
super Yang-Mills con grupo de gauge orthogonal o simple´ctico [202].
Existen por lo tanto diversas extensiones interesantes de los resultados presenta-
dos en el cap´ıtulo 4. Adema´s de la verificacio´n de las predicciones mencionadas en
el pa´rrafo anterior, una direccio´n obvia en la que se puede generalizar este resulta-
do consiste en considerar un a´ngulo de cusp geome´trico φ no nulo. Para ello, ser´ıa
necesario encontrar la D3-brana dual, y considerando la figura 4.1 podemos esperar
que esto correspnda a tener uno de los extremos de la brana en el borde de AdS en
ψ = pi − φ en lugar de ψ = pi. Tambie´n ser´ıa interesante considerar lazos de Wilson
1Las dimensiones ano´malas de cusp y los Wilson loops circulares para la teor´ıa de N = 4 super
Yang-Mills con estos grupos de gauge fueron estudiados recientemente en [201].
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en representaciones totalmente antisime´tricas de rango k, en cuyo caso las D-branas
duales ser´ıan de la primera de las familias consideradas en la seccio´n 5.4.1. En este
caso, sin embargo, no sera´ posible tomar el mismo l´ımite parame´trico dado que el
rango de una representacio´n totalmente antisime´trica de SU(N) esta´ acotado por N .
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Ape´ndice A
Elementos de teor´ıa de cuerdas
En este ape´ndice repasamos algunos elementos de la teor´ıa de cuerdas que son
relevantes para los desarrollos que se llevan a cabo en el texto principal. Por supuesto,
la teor´ıa de cuerdas es demasiado amplia y compleja para dar aqu´ı una descripcio´n
siquiera mı´nimamente completa. Por ello, nos limitamos esencialmente a una revisio´n
de la cuerda boso´nica cla´sica y las D-branas, que sera´ suficiente para dar una idea
general acerca de los conceptos principales de la teor´ıa, as´ı como para precisar nuestras
convenciones. Seguimos principalmente el breve resumen del tema realizado en [25],
y referimos al lector interesado en ahondar en estas cuestiones a los libros de texto
cla´sicos: Zwiebach provee una introduccio´n pedago´gica en [12], Polchinski ofrece un
tratamiento ma´s profundo en [13, 14], mientras que los dos volu´menes de Green,
Schwarz y Witten [15,16] constituyen la referencia definitiva sobre la teor´ıa de cuerdas
supersime´trica.
A.1. Accio´n para la cuerda relativista
La teor´ıa de cuerdas pretende generalizar la teor´ıa cua´ntica de campos tradicional,
basada en interacciones locales entre las excitaciones de los campos que interpretamos
como part´ıculas. Para ello, la idea fundamental consiste en proponer que los objetos
ba´sicos de la teor´ıa no son part´ıculas puntuales sino cuerdas con cierta extensio´n es-
pacial, que por lo tanto interactu´an de forma no local. A priori, hay diversas razones
para suponer que esto puede ser beneficioso, entre ellas el hecho de que tener interac-
ciones no localizadas deber´ıa mejorar la renormalizabilidad de la teor´ıa, posiblemente
haciendo viable incluso la incorporacio´n a la misma de la gravedad.
Para formular la teor´ıa de cuerdas a partir de un principio variacional, podemos
seguir esquema´ticamente los pasos realizados para hacer lo propio con una part´ıcula
puntual. En aquel caso, el punto de partida es identificar a la accio´n como la longitud
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de la l´ınea de mundo de la part´ıcula, que es una curva 0+1 dimensional embebida en el
espacio D = d+ 1 dimensional. Para las cuerdas comenzamos entonces por proponer
una expresio´n ana´loga para la accio´n, identifica´ndola con el a´rea de la hoja de mundo
de la cuerda. Esta es una superficie 1+1 dimensional que vamos a parametrizar con
las coordenadas τ y σ, de modo que la superficie se encuentra en los puntos x(τ, σ).
La accio´n resultante se conoce como accio´n de Nambu-Goto, y toma la forma
SNG = − 1
2piα′
∫
dσdτ
√
− det(gµν∂axµ∂bxν) . (A.1)
Aqu´ı, los ı´ndices µ, ν = 0, 1, . . . , D − 1 recorren las direcciones espacio-temporales,
mientras que a, b = 1, 2 recorren las coordenadas en la hoja de mundo, σa = (τ, σ).
La me´trica del espacio de fondo es gµν , y podemos definir la me´trica inducida por ella
en la hoja de mundo de la cuerda como
Gab = gµν∂ax
µ∂bx
ν . (A.2)
Finalmente, T = 1
2piα′ es la tensio´n de la cuerda, y observamos que la accio´n (A.1) es
invariante frente a reparametrizaciones de la hoja de mundo.
En QFT para ciertas aplicaciones es conveniente disponer de una accio´n cuadra´tica
en los campos de la teor´ıa, lo cual puede lograrse como en el caso de las part´ıculas
introduciendo campos auxiliares. Para las cuerdas, la accio´n resultante es la accio´n
de Polyakov
SP = − 1
4piα′
∫
dσdτ
√
− det(γcd) γabGab , (A.3)
donde γab es la me´trica intr´ınseca de la hoja de mundo, que ahora consideramos una
variable dina´mica. En vista de la definicio´n (A.2), esta es efectivamente una accio´n
cuadra´tica en los campos x(τ, σ), a diferencia de la accio´n de Nambu-Goto que es no
lineal. Variando la accio´n respecto a γab tenemos
δSP = − 1
4piα′
∫
dσdτ
√
− det(γef )
[
Gab − 1
2
γabγ
cdGcd
]
δγab , (A.4)
donde usamos δ det(γcd) = − det(γef )γcdδγcd. Tenemos entonces que las ecuaciones
de movimiento para γab implican
γab = Gab , (A.5)
y sustituyendo esto en la accio´n de Polyakov (A.3) vemos que se reduce on-shell a la
accio´n de Nambu-Goto (A.1). Esto significa que las teor´ıas obtenidas a partir de una
y otra son cla´sicamente la misma, aunque a nivel cua´ntico esto no necesariamente es
cierto.
178
Dado que la accio´n de Polyakov es cuadra´tica en los campos x(τ, σ), las ecuaciones
de movimiento para e´stos son sencillamente
∂a∂ax
µ = 0 , (A.6)
pero debemos considerar adema´s las condiciones de contorno que deben satisfacer
para que se anulen los te´rminos de borde que surjen al integrar por partes para llegar
a esta expresio´n. Estos tienen la forma∫
dτ
√
− det(γab)∂σxµδxµ
∣∣∣∣σ=l
σ=0
, (A.7)
donde consideramos σ ∈ [0, l) y debemos entonces distinguir dos casos. Si imponemos
condiciones de borde perio´dicas, xµ(τ, σ + l) = xµ(τ, σ), los dos te´rminos de borde se
cancelan entre s´ı y tenemos cuerdas cerradas. En cambio, si queremos tener cuerdas
abiertas cada te´rmino de borde debe anularse por separado, de modo que debemos
imponer
δxµ(τ, σ) = 0 o´ ∂σx
µ(τ, σ) = 0 para σ = 0, l . (A.8)
Esto significa que para cada una de las direcciones espacio-temporales identificadas
por µ = 0, 1, . . . , D − 1, debemos elegir entre condiciones de borde de Dirichlet y
condiciones de borde de Neumann, y esto para cada uno de los extremos de la cuerda
abierta. Esto puede interpretarse a partir de la existencia de D-branas a las que esta´n
fijos los extremos de las cuerdas abiertas. Las D-branas son objetos extendidos en
algunas de las direcciones espacio temporales, de modo tal que las cuerdas fijas a ellas
tienen condiciones de contorno tipo Neumann en dichas direcciones, y condiciones de
contorno tipo Dirichlet en las direcciones restantes.
Adema´s de la invarianza de Poincare´ espacio-temporal, la accio´n de Polyakov
tiene invarianza frente a los difeomorfismos y transformaciones de Weyl de la hoja
de mundo. Estas simetr´ıas nos permiten elegir una forma particular para la me´trica
de la hoja de mundo, que en el gauge conforme tomamos como γab = ηab. Con esta
eleccio´n las ecuaciones de movimiento corresponden a la ecuacio´n de ondas en espacio
plano 2-dimensional,
(xµ)′′ − x¨µ = 0 , (A.9)
donde introdujimos la notacio´n (xµ)′ = ∂σxµ y x˙µ = ∂τxµ. Definiendo σ± = τ ± σ
tenemos entonces
∂+∂−xµ = 0 =⇒ xµ(τ, σ) = xµL(σ+) + xµR(σ−) , (A.10)
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y llamamos a xµL,R los modos izquierdo y derecho, respectivamente. Podemos hacer
un desarrollo de Fourier de estos modos en la forma
xµL(σ
+) =
1
2
xµ0 +
α′
2
pµσ+ + i
√
α′
2
∑
n6=0
α˜µn
n
e−inσ
+
, (A.11)
xµR(σ
−) =
1
2
xµ0 +
α′
2
pµσ− + i
√
α′
2
∑
n6=0
αµn
n
e−inσ
−
, (A.12)
donde introdujimos constantes de normalizacio´n que sera´n convenientes ma´s adelante,
y la condicio´n de que xµ sea real implica que xµ0 y p
µ son reales, tenie´ndose adema´s
para los coeficientes del desarrollo
αµ−n = (α
µ
n)
† y α˜µ−n = (α˜
µ
n)
† . (A.13)
Luego tenemos para la solucio´n completa
xµ(τ, σ) = xµ0 + α
′pµτ + i
√
α′
2
∑
n6=0
1
n
(
αµne
−in(τ−σ) + α˜µne
−in(τ+σ)) , (A.14)
y en el caso de las cuerdas cerradas la condicio´n de periodicidad se satisface automa´ti-
camente tomando l = 2pi, mientras que para las cuerdas abiertas si tomamos l = pi
tenemos que identificar α˜µn = α
µ
n. Podemos adema´s incluir el te´rmino lineal en la su-
ma definiendo αµ0 = α˜
µ
0 =
√
α′
2
pµ para las cuerdas cerradas, y αµ0 =
√
2α′pµ para las
cuerdas abiertas.
No´tese sin embargo que como fijamos el gauge conforme, debemos imponer por
separado las condiciones de gauge. Para ello, definimos el tensor de energ´ıa-impulso
de la hoja de mundo como es usual
T ab = − 4pi√
det(γcd)
∂SP
∂γab
=
1
α′
(
∂axµ∂bxµ − 1
2
γab∂cxµ∂cxµ
)
, (A.15)
y vemos que las ecuaciones de movimiento para la me´trica de la hoja de mundo son
de hecho Tab = 0, de modo que tenemos que imponer las condiciones
x˙2 + x′2 = 0 y x˙µx′µ = 0 , (A.16)
que se conocen como v´ınculos de Virasoro. Observamos que para los extremos de las
cuerdas abiertas con condiciones de contorno tipo Neumann en todas las direcciones,
tenemos (xµ)′ = 0 de manera que el primero de los v´ınculos implica que los extremos
se mueven a la velocidad de la luz, x˙2|σ=0,pi = 0.
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En te´rminos del desarrollo (A.14), los v´ınculos de Virasoro quedan expresados por
Lm =
1
2
∞∑
n=−∞
αµm−nα
µ
n = 0 , (A.17)
L˜m =
1
2
∞∑
n=−∞
α˜µm−nα˜
µ
n = 0 , (A.18)
y el hamiltoniano que podemos calcular de la definicio´n usual
H =
∫ l
0
dσ(x˙µp
µ
τ − L) =
1
2pi
∫ l
0
dσT00 con p
µ
τ =
∂L
∂x˙µ
=
1
2piα′
x˙µ , (A.19)
toma la forma
H = L0 + L˜0 o´ H = L0 , (A.20)
segu´n se trate de cuerdas cerradas o abiertas, respectivamente.
Podemos cuantizar como es usual, promoviendo los coeficientes αµn y α˜
µ
n a ope-
radores e imponiendo relaciones de conmutacio´n cano´nicas. Sin entrar en mayores
detalles, mencionamos solamente que al hacerlo encontramos que la cuantizacio´n so´lo
es consistente cuando la dimensionalidad del espacio-tiempo es D = 26, y que el
espectro de la teor´ıa de cuerdas boso´nica as´ı formulada contiene taquiones. Para re-
solver este u´ltimo problema, debemos incorporar modos fermio´nicos para desarrollar
la teor´ıa de cuerdas supersime´trica, que esta vez solamente es consistente en D = 10
dimensiones. En esta perduran los modos no masivos de la cuerda boso´nica cerrada,
que son el gravito´n gµν , el tensor antisime´trico Bµν y el dilato´n φ, y que constituyen el
vac´ıo sobre el cual se propagan los modos masivos cuya escala esta´ dada por 1/
√
α′.
En el l´ımite de bajas energ´ıas α′ → 0 los modos masivos se desacoplan, mientras que
los no masivos condensan en valores de fondo cla´sicos con correcciones cua´nticas que
resultan en valores de expectacio´n de vac´ıo no nulos.
Podemos incorporar auto-consistentemente las interacciones con los modos no
masivos de la cuerda cerrada agregando a la accio´n de Polyakov un acoplamiento de
los mismos con los campos x(τ, σ). Resulta natural acoplar el tensor antisime´trico
Bµν con ε
ab∂ax
µ∂bx
ν , lo cual da lugar al te´rmino de Wess-Zumino, mientras que el
dilato´n se acoplara´ naturalmente al escalar de Ricci de la hoja de mundo, es decir
que el sector boso´nio vendra´ dado por
S = − 1
4piα′
∫
dτdσ
{√
− det(γcd)γabGab + α′εab∂axµ∂bxνBµν − α′
√
− det(γab)Rφ
}
.
(A.21)
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El u´ltimo te´rmino en esta expresio´n esta´ relacionado con el invariante topolo´gico,
1
4pi
∫
dτdσ
√
− det(γab)R = 2(1− g) , (A.22)
donde g es el nu´mero de huecos que tiene la hoja de mundo, que interpretamos como
el orden perturbativo de las interacciones cua´nticas de la cuerda. Entonces, como
e−S ∝ (eφ)2(g−1), cada nuevo orden perturbativo esta´ acompan˜ado de un factor e2φ,
de modo que asociamos eφ con la constante de acoplamiento gs de las cuerdas.
A.2. Accio´n para D-branas
Como vimos en la seccio´n anterior, cada extremo de una cuerda abierta puede
tener condiciones de contorno de dos tipos, Dirichlet o Neumann, en cada una de
las direcciones del espacio-tiempo. Para la direccio´n temporal so´lo son razonables las
condiciones de contorno tipo Neumann, mientras que para las direcciones espaciales
podemos elegir cualquiera de las dos opciones.
Interpretamos una cuerda abierta con condiciones de contorno tipo Neumann en
p direcciones espaciales, y condiciones de contorno de Dirichlet en las restantes d− p,
como fija a una superficie extendida en las primeras p direcciones y localizada en
las restantes d − p. Decimos que esta superficie es una Dp-brana, y Polchinski et al.
mostraron en [203] que se trata de hecho de objetos dina´micos de la teor´ıa, es decir
que poseen grados de libertad intr´ınsecos que les permiten fluctuar e interactuar con
las cuerdas.
Podemos formular un principio variacional para las Dp-branas por analog´ıa con
el caso de la cuerda, escribiendo una accio´n que involucre su volumen de mundo.
Como puede verse que es posible tener campos electromagne´ticos sobre las branas,
escribimos entonces la accio´n de Dirac-Born-Infeld
SDBI = TDp
∫
dp+1ζ
√
− det (GIJ + 2piα′FIJ) , (A.23)
donde los ı´ndices I, J = 0, 1, . . . , p recorren las direcciones ζ en las que se extiende
la Dp-brana, y FIJ es el tensor de campo electromagne´tico que soporta. En esta
expresio´n, supusimos que el u´nico campo de fondo encendido es gµν , y usamos la
definicio´n de la me´trica GIJ inducida en el volumen de mundo dada por el pullback
de la me´trica del espacio tiempo,
GIJ =
∂xµ
∂ζI
∂xν
∂ζJ
gµν . (A.24)
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A la accio´n de Dirac-Born-Infeld debemos agregarle el acoplamiento de la Dp-brana
a los campos de R-R, que son n-formas antisime´tricas. Esto corresponde a un te´rmino
de Wess-Zumino que podemos escribir como
SWZ = TDp
∫
p+1
[
exp(2piα′FIJ) ∧
∑
n
A(n)
]
, (A.25)
donde entendemos a la exponenciacio´n formalmente en te´rminos del producto ∧, y
nos quedamos solamente con los te´rminos de la misma que completan el integrando
hasta que es una p+ 1 forma.
Por lo tanto, la accio´n completa para la Dp-brana es
SDp = SDBI + SWZ , (A.26)
y la tensio´n TDp puede relacionarse con la tensio´n de las cuerdas analizando los pro-
cesos de interaccio´n entre ambas, halla´ndose
TDp =
1
(2piα′)2(2pi)p−2gsα
′p−3
2
. (A.27)
Evidentemente, esta es una descripcio´n minimalista de la f´ısica mucho ma´s amplia
de estos objetos muy interesantes, pero para los efectos de este trabajo bastara´ con
lo explicado aqu´ı. Para mayores detalles, referimos al lector interesado a [204].
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Ape´ndice B
Factores de color de diagramas
ladder
En este ape´ndice recogemos algunas fo´rmulas para los operadores de Casimir de
U(N) que usamos durante el ana´lisis perturbativo del cap´ıtulo 4. Para ma´s detalles
sobre teor´ıa de grupos en general, y las convenciones utilizadas aqu´ı en particular, se
refiere al lector a [200].
Sean T a con a = 1, . . . , N2 los generadores de U(N), que pueden ser tomados en
una representacio´n arbitraria R del grupo. Estos satisfacen
Tr(T aT b) = T (R)δab , (B.1)
donde T (R) es la normalizacio´n de la representacio´n. Adoptamos las convenciones por
las cuales para la representacio´n fundamental T () = 1/2, y definimos el operador
cuadra´tico de Casimir como1
T aT a =
C2(R)
2
1dim(R) . (B.2)
Usando la base cano´nica, podemos reemplazar los T a por generadores Rij, identi-
ficados por dos ı´ndices fundamentales i, j = 1, . . . , N , que satisfacen el a´lgebra
[Rij, R
k
l ] =
1√
2
(
δilR
k
j − δkjRil
)
. (B.3)
Por ejemplo, con nuestra normalizacio´n los generadores de la representacio´n fun-
damental en la base cano´nica son (Rij)
k
l = δ
i
lδ
k
j /
√
2. Los operadores invariantes de
Casimir se definen en forma gene´rica como
Ri2i1R
i3
i2
· · ·Ri1ip =
Cp(R)
2p/2
1dim(R) . (B.4)
1El factor 1/2 se incluye en la definicio´n para tener las mismas expresiones que [200] para los
coeficientes de Casimir, manteniendo sin embargo una normalizacio´n diferente para los generadores:
T a = (T a)ref/
√
2.
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En particular, para representaciones totalmente sime´tricas o antisime´tricas de rango
k, los coeficientes de Casimir son [200]
Cp(Sk) = k(N + k − 1)p−1 , (B.5)
Cp(Ak) = k(N − k + 1)p−1 . (B.6)
En el cap´ıtulo 4 utilizamos repetidamente que para representaciones sime´tricas de
rango k  N  1 los coeficientes (B.5) se tornan
Cp(Sk) = kp
(
1 + (p− 1)N
k
+O
(
1
k
,
N2
k2
))
. (B.7)
Ana´lisis perturbativo de diagramas tipo ladder
Los diagramas tipo ladder vienen acompan˜ados de factores de color que son trazas
sobre productos de generadores. Aplicando sucesivamente las reglas de conmutacio´n
(B.3), estos factores de color pueden expresarse en te´rminos de los coeficientes de
Casimir.
El factor de color de un diagrama ladder con un u´nico escalo´n es dado simplemente
por el Casimir cuadra´tico,
Tr(T aT a) = Tr(RijR
j
i ) =
1
2
dim(R)C2(R) . (B.8)
Con dos escalones, dos factores de color distintos son posibles,
Tr(T aT aT bT b) = Tr(RijR
j
iR
k
l R
l
k) =
1
4
dim(R)C2(R)
2 , (B.9)
Tr(T aT bT aT b) = Tr(RijR
k
l R
j
iR
l
k) =
1
4
dim(R)
(
C2(R)
2 + C1(R)
2 −NC2(R)
)
,
(B.10)
el primero correspondiendo a los escalones paralelos y el segundo a los escalones
cruzados, como se ve en el texto principal y la figura 4.2.
Para ser particularmente expl´ıcitos, consideremos por ejemplo los diagramas con
tres escalones, cuyos factores de color toman la forma Tr(T aT bT cT σ(a)T σ(b)T σ(c)).
Cuando σ(a) = c o´ σ(c) = a, obtenemos un factor C2(R) junto con alguno de los
factores de color de los diagramas de dos escalones. Los factores de color genuinamente
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nuevos son aquellos que no tienen generadores adyacentes con ı´ndices repetidos2
Tr(T aT bT cT aT bT c) =
1
8
dim(R)
(
C32 + 3C
2
1C2 − 3NC22 − 2NC21 + 2N2C2
)
, (B.11)
Tr(T aT bT cT aT cT b) = Tr(T aT bT cT bT aT c) , (B.12)
=
1
8
dim(R)
(
C32 + 2C
2
1C2 − 2NC22 −NC21 +N2C2
)
. (B.13)
Para diagramas tipo ladder gene´ricos de ` escalones, los factores de color pueden
expresarse en te´rminos de coeficientes de Casimir de orden no mayor a C`(R), y lo
que es ma´s importante au´n, siempre contendra´n un te´rmino que se comporta como
C2(R)
`. Esto puede probarse fa´cilmente por induccio´n. Suponiendo que para toda
permutacio´n σ tenemos
Tr(T a1 · · ·T a`T σ(a1) · · ·T σ(a`)) = dim(R)
(
C2(R)
2
)`
+ · · · , (B.14)
siempre podemos usar el a´lgebra (B.3) y la ciclicidad de la traza, de ser necesario,
para mostrar que
Tr(T a1 · · ·T a`+1T σ(a1) · · ·T σ(a`+1)) =
(
C2(R)
2
)
Tr(T a1 · · ·T a`T σ′(a1) · · ·T σ′(a`)) + · · · ,
(B.15)
para lo cual movemos al generador T σ(ai) con σ(ai) = aj hasta colocarlo junto a T
aj .
Los te´rminos omitidos en la fo´rmula de arriba contienen trazas de a lo sumo 2` + 1
generadores, que surgen del lado derecho de (B.3) y dan lugar a te´rminos de la forma
`+1∏
s=1
Cs(R)
qs , ∀qs : 0 ≤ qs ≤ `+ 1 ,
`+1∑
s=1
s qs ≤ 2` . (B.16)
Es fa´cil ver que la restriccio´n de arriba implica de hecho q2 ≤ `, de modo que los
te´rminos omitidos en (B.15) no pueden comportarse como C2(R)`+1. Junto con el caso
base de la induccio´n y la hipo´tesis (B.14), queda entonces probada nuestra aseveracio´n
inicial.
Un corolario importante de la demostracio´n anterior es que los factores de co-
lor para los diagramas tipo ladder con ` escalones en la representacio´n totalmente
sime´trica con k  N  1 son a primer orden todos iguales, y vienen dados por
Tr(T a1 · · ·T a`T σ(a1) · · ·T σ(a`)) = dim (Sk)
(
k2
2
)`(
1 + `
N
k
+O
(
1
k
,
N2
k2
))
. (B.17)
2Omitimos por brevedad la etiqueta R de la representacio´n de los coeficientes de Casimir en estas
expresiones.
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En esta expresio´n hemos usado (B.7) en (B.16) para ver que todos los te´rminos
distintos a C2(Sk)` en (B.15) son subdominantes en este l´ımite, ya que crecen a lo
sumo como k2`−2. Esto es independiente de la permutacio´n σ, confirmando de este
modo lo argumentado en (4.45).
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