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Abstract
In this paper we present a convergence analysis for the modi&ed Gauss–Seidel methods given in Gunawar-
dena et al. (Linear Algebra Appl. 154–156 (1991) 125) and Kohno et al. (Linear Algebra Appl. 267 (1997)
113) for consistent linear systems. We prove that the modi&ed Gauss–Seidel method converges for some
values of the parameters in the preconditioned matrix.
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1. Introduction
Consider the following linear system
Ax = b; (1)
where A is an n × n square matrix, x and b are n-dimensional vectors. Particularly, when A is a
singular M -matrix, the consistent linear system may appear in many applications such as elliptic
equations with periodic boundary conditions, &nite Markov chains, etc. see [1]. For simplicity, we
assume that A has unit diagonal entries and let A= I −L−U , where L and U are strictly lower and
strictly upper triangular matrices, respectively. Then the iteration matrix of the classical Gauss–Seidel
(GS) method is T = (I − L)−1U .
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We consider a preconditioned system of (1):
PAx = Pb:
A simple modi&ed Gauss–Seidel (MGS) method was &rst proposed by Gunawardena et al. in [2]
with preconditioned matrix P = I + S and
S =


0 −a12 0 · · · 0
0 0 −a23 · · · 0
...
...
...
. . .
...
0 0 0 · · · −an−1; n
0 0 0 · · · 0


:
Then the MGS iterative method proposed in [2] is given by
x(k+1) = ETx(k) + Eb; k = 0; 1; 2 : : : ; (2)
where ET = (I − L − SL)−1(U − S + SU ) and Eb = (I − L − SL)−1(I + S)b. They presented some
convergence and comparison results for some Z-matrix A= (aij) with
0¡ai; i+1ai+1; i ¡ 1; i = 1; : : : ; n− 1
Recently, Kohno et al. [3] extended Gunawardena, Jain and Snyders’ work to more general case
and presented a new MGS method by using the preconditioned matrix P=I+S(), where ai; i+1 = 0,
i = 1; : : : ; n− 1; = (i); i = 1; : : : ; n− 1 and
S() =


0 −1a12 0 · · · 0
0 0 −2a23 · · · 0
...
...
...
. . .
...
0 0 0 · · · −n−1an−1; n
0 0 0 · · · 0


:
Then the MGS iterative method proposed in [3] is given by
x(k+1) = T ()x(k) + b(); k = 0; 1; 2 : : : ; (3)
where T ()=(I −L−S()L)−1(U −S()+S()U ) and b()=(I −L−S()L)−1(I +S())b. Notice
that if we take i = 1; i = 1; : : : ; n − 1, then the iteration (3) reduces to the iteration (2). In [3]
the authors showed that if A is a nonsingular diagonally dominant Z-matrix with some conditions,
then there exists an ′¿ 1 such that (I + S())A is a strictly diagonally dominant Z-matrix for all
i ∈ [0; ′] and presented some numerical investigation for the choice of the optimal parameter. It is
shown in [3] by numerical investigation that their method is superior to other methods.
In [5], Li and Sun consider the comparison of the asymptotic rate of convergence between the
MGS type method and GS type method for nonsingular linear systems. From [2,5] it is easy to see
that if the GS method is convergent, then the MGS method is also convergent and the asymptotic
rate of convergence for the MGS method is faster than or equal to those for the GS method for
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some values of the parameters in the precondition matrix. For singular linear systems, the authors in
[2,5] proved that (T ())=(T )=1 under some assumptions (see [2, Theorem 4.1; 5, Theorems 3.1
and 4.1]). But they did not consider the convergence of MGS methods for singular linear systems.
By the following example it is noted that for singular linear systems the convergence of the GS
method will be changed by applying modi&ed GS method given in [3]. For example, let
A=


1 −1 0
0 1 −1
−1 0 1

 :
Then by a simple calculation, it is easy to see the GS method is divergent. Now we take the
parameters 1 = 2 = 12 . Then it is easy to obtain that T () is convergent (we say a matrix B to be
convergent if limk→∞ Bk exists; e.g., see [4]).
This example illustrates that if some parameters are properly chosen, then the MGS method is
convergent although GS method is divergent. The purpose of this paper is to discuss the convergence
of the MGS method for consistent linear systems.
2. Preliminaries
For an n × n matrix A, the directed graph (A) of A is de&ned to be the pair (V; E), where
V = {1; : : : ; n} is a set of vertices and E = {(i; j) : aij = 0; i; j = 1; : : : ; n} is a set of arcs. A path
from i to j of length k in (A) is a sequence of vertices  = (i0; i1; : : : ; ik) where i0 = i and ik = j
such that (i0; i1) (i1; i2); : : : ; (ik−1; ik) are arcs of (A). A path  is called a closed path if i = j.
A closed path (i0; i1; : : : ; ik) with i1; : : : ; ik pairwise distinct is called a circuit. If 1 = (i0; i1; : : : ; ik)
and 2 = (ik ; ik+1; : : : ; it) are paths in (A), then the concatenation path [7] of 1 and 2 is a path
(i0; : : : ; ik ; : : : ; it), and denote by (1; 2). We say a directed graph (A) to be strongly connected if
for any two vertices i; j there is a path from i to j in (A). A matrix A is said to be irreducible if
(A) is strongly connected.
If 1 and 2 are graphs we de&ne the product graph 12 by (i; j)∈12 if and only if there
exists k ∈ 〈n〉 ≡ {1; : : : ; n} such that (i; k)∈1 and (k; j)∈2. Since the product is associative, we
de&ne powers of  inductively by k+1 = k for k¿ 1. We denote the diagonal graph, {(i; i) :
i∈ 〈n〉} by . The re:exive transitive closure [7] E of a graph  is de&ned to be E=∪∪2∪ : : :
A class of A is the vertex set of a strongly connected component of (A). We say the class 1
has access to class 2 in (A) if some i∈1 has access to some j∈2. A sequence of classes
(p1 ; : : : ; pt) of A is called a chain of classes in (A) of length t if ph = ph+1 , and ph has
access to ph+1 , h=1; : : : ; t− 1 (in which case the ph are pairwise distinct). A class  of A is said
to be singular if the principal submatrix A[] of A is singular.
A matrix B is nonnegative, semi-positive or positive if each entry of B is nonnegative, nonnegative
with at least a positive entry or positive, respectively. We denote them by B¿ 0; B¿ 0 and B0.
A matrix A= (aij) is called a Z-matrix if for any i = j, aij6 0 and M -matrix if A= sI −B; B¿ 0
and s¿ (B), where (B) denotes the spectral radius of B. A matrix A is called an M-matrix with
property c [1] if index(A)6 1, where by index(A) we mean the smallest nonnegative integer k such
that rank(Ak+1) = rank(Ak).
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A=M −N is said to be a splitting of A if M is nonsingular. A splitting is said to be convergent
if the iteration matrix M−1N is convergent. A splitting A=M −N is said to be regular if M−1¿ 0
and N¿ 0, an M -splitting if M is a nonsingular M -matrix and N¿ 0.
Some basic properties are given below, which will be used in the proof of the main results.
Theorem 2.1. Let A be a singular M-matrix. Then index(A) equals the length of the longest chain
of singular class of A.
Proof. The result follows immediately from Rothblum’s Theorem [7].
By c(A) we denote c(A) = gcd{l : l is the length of the circuit  in (A)}.
Theorem 2.2 (Li [4]). Let A be a singular irreducible M-matrix and A = M − N be a regular
splitting of A. Then T =M−1N is convergent if and only if c(M−1N ) = 1.
Notice that an M -splitting is regular, so Theorem 2.2 is also true for an M -splitting.
3. Convergence
Throughout this section, the matrix A = (aij) is assumed to be n × n (n¿ 2); ai; i+1 = 0; i =
1; : : : ; n − 1, and A = I − L − U , where L and U are strictly lower and strictly upper triangular
matrices, respectively.
Lemma 3.1 (Schneider [7]). (a) Let B and C be nonnegative. Then (BC) = (B)(C).
(b) If M is a nonsingular M-matrix, then (M−1) = (M).
Lemma 3.2 (Li and Sun [5]). Let A=(aij) be an n×n matrix (n¿ 2) with ai; i+1 = 0; i=1; : : : ; n−1.
Then A can be written in the following block form:
A=


A11 A12 · · · A1k
0 A22 · · · A2k
...
...
. . .
...
0 0 · · · Akk

 ; (4)
where Aii is an irreducible matrix of order ni; i = 1; : : : ; k, and n1 + · · ·+ nk = n.
Lemma 3.3. Let A be a singular M-matrix with property c. Then mult0(A)=1, where by mult+(B)
we denote the algebraic multiplicity of eigenvalue + of B.
Proof. By Lemma 3.2, A is as in the block form (4). This block form is also Frobenius normal
form (e.g. see [7]). By the assumption that ai; i+1 = 0; i=1; : : : ; n− 1, there is an access from class
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i to class j (i¡ j). Since A is a singular M -matrix with property c, by Theorem 2.1, A has only
one singular class. By Theorem 6.4.16 of [1], it is easy to see that the algebraic multiplicity of the
eigenvalue 0 of a singular irreducible M -matrix is equal to 1. Then the result follows immediately
from the block form (4) of A.
Lemma 3.4. Let A be an M-matrix. Then (I + S())A is an M-matrix, and has the same block
upper triangular structure as A. Furthermore, each diagonal block of (I+S())A is also irreducible
for i ∈ (0; 1); i=1; : : : ; n− 1. Particularly, if A is an M-matrix with property c, then (I + S())A
is an M-matrix with mult0((I + S())A)6 1.
Proof. By Lemma 3.3 of [5], it need only to prove this lemma in the case that A is a singular
M -matrix. Let EA= (I + S())A= ( Eaij). Then
Eaij =
{
aij − iai; i+1ai+1; j ; 16 i¡n
anj; i = n:
(5)
Since A is an M -matrix and i ∈ (0; 1); i = 1; : : : ; n − 1; Eaij6 0 for i = j, i.e., EA is a Z-matrix.
Now, we partition EA and I + S() into EA = ( EAij) and ES = I + S() = ( ESij) conformable with the
block form (4), respectively. Clearly ES is a block upper triangular matrix whose diagonal blocks are
ESii = I + Si( Ei); i = 1; : : : ; k, where
Si( Ei) =


0 −lal; l+1 0 · · · 0
0 0 −l+1al+1; l+2 · · · 0
...
...
...
. . .
...
0 0 0 · · · −l+ni−1al+ni−1;l+ni
0 0 0 · · · 0


ni×ni
;
l = n1 + · · · + ni−1 (i¿ 1) and l = 1 (i = 1). Hence ESii is nonsingular nonnegative, i = 1; : : : ; k. It
is easy to see that EAij = 0; i ¿ j and EAii = ESiiAii; i = 1; : : : k. Hence I + Si( E) can be referred as a
preconditioned matrix of Aii; i=1; : : : ; k. Since A is an M -matrix, so is Aii; i=1; : : : ; k. We consider
the following two cases:
Case 1: If Aii is nonsingular, then EAii is a nonsingular M -matrix from Lemma 3.3 of [5].
Case 2: If Aii is singular, then Aii is a singular irreducible M -matrix by Lemma 3.2. It follows from
Theorem 6.4.16 of [6] that there exists a positive vector x such that Aiix=0, and thus EAiix= ESiiAiix=0.
Since EA is a Z-matrix, so is EAii. It follows from Exercise 6.4.14 of [1] that EAii is also an M -matrix
with property c.
Combining the above two cases with the fact that EA is a block upper triangular Z-matrix with
diagonal blocks EAii; i=1; : : : ; k, one may deduce that EA is an M -matrix. From (5) and the irreducibility
of Aii one may deduce that EAii is irreducible for any i ∈ (0; 1).
In order to prove the second part of this lemma, we may assume that A is a singular M -matrix
with property c. Then it follows from Lemma 3.3 that mult0(A)=1, which implies that there is only
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one singular submatrix among Aii; i=1; : : : ; k, saying Ahh. By the proofs of cases 1 and 2, EAhh is an
unique singular irreducible submatrix among EAii; i = 1; : : : ; k. By Theorem 6.4.16 of [1], one may
deduce that mult0( EAhh) = 1. Hence mult0( EA) = mult0( EAhh) = 1, which proves the lemma.
Our main result in this article is as follows.
Theorem 3.5. Let A be an M-matrix with property c. Then for all parameters i ∈ (0; 1);
i = 1; : : : ; n − 1 the MGS iteration (3) converges to some solution x of the linear system (1) for
each x(0).
Proof. Let EA=(I+S())A and EA=M ()−N (), where M ()=I−L−S()L and N ()=U−S()+
S()U . Let the iteration matrix of the iteration (3) be T (). Then T () =M ()−1N (). From (5),
Eaii=1− iai; i+1ai+1; i ; i=1; : : : ; n− 1 and Eann=1. Since A is an M -matrix, all 2× 2 principal minors
of A are nonnegative (see [1, Theorem 6.4.6]). So 1− ai; i+1ai+1; i¿ 0. Since i ¡ 1; i=1; : : : ; n− 1,
all diagonal entries of EA are positive. This implies that M () is a lower triangular Z-matrix with all
positive diagonal entries, so M () is a nonsingular M -matrix. Clearly, N ()¿ 0.
If A is nonsingular, then the result follows from Theorem 3.2 of [5].
If A is a singular M -matrix, then by Lemma 3.4, EA is a singular M -matrix with mult0( EA) = 1.
Hence EA=M ()−N () is an M -splitting of an M -matrix. It follows from Theorem 4.5 of [7] that
(T ())=1 and mult1(T ())=mult0( EA)=1. Thus index(I −T ())=1 and EA has one and only one
singular submatrix EAhh among EAii; i = 1; : : : ; k.
We partition M () and N () into the block matrices M () = (M ()ij) and N () = (N ()ij)
conformable with (4). It follows from Lemma 3.4 that EA is a block upper triangular matrix with
irreducible diagonal blocks, thus M () and N () are block diagonal and block upper triangular
matrices respectively by the de&nitions of M () and N (). So T ()=M ()−1N () is a block upper
triangular matrix whose block diagonal matrices are M ()−1ii N ()ii ; i=1; : : : ; k. It is easy to see that
EAii =M ()ii − N ()ii is an M -splitting of an irreducible M -matrix. If EAii is a nonsingular M -matrix,
then (M ()−1ii N ()ii)¡ 1 by [1].
Because mult1(T ())=1 and T () is a block upper triangular matrix with block diagonal matrices
M ()−1ii N ()ii ; i=1; : : : ; k; T () converges if and only if M ()
−1
hh N ()hh converges (see Exercise 6.4.9
of [6]). Hence without loss of generality we may assume that A is irreducible. From Lemma 3.4,
EA is a singular irreducible M -matrix. Since (T ()) = 1 and index(I − T ()) = 1; T () converges
if and only if c(T ()) = 1 by Theorem 2.2. By the irreducibility of A, there is an entry aij =
0; i ¿ j, thus Eaij = aij − iai; i+1ai+1; j ¡ 0, from which one can deduce that (i; j)∈(M ()). Then
(i; j)∈(M ()) ⊂ (M ())=(M ()−1) by Lemma 1.1. Let i= j+ s, where s is a positive integer.
We consider the three cases as follows:
Case 1: If s=1, then (j+1; j)∈(M ()−1). By (5), Eaj; j+1=aj; j+1−jaj; j+1=(1−j)aj; j+1. Since
j ¡ 1, we have Eaj; j+1 = 0. This implies (j; j+ 1)∈(N ()). Therefore (j+ 1; j+ 1)∈(M ()−1)
(N ()). It follows from Lemma 1.1 that (j + 1; j + 1)∈(T ()), which implies c(T ()) = 1.
Case 2: If s = 2, then (j + 2; j)∈(M ()−1). From (5) one deduces that Eaj; j+2 = aj; j+2 −
jaj; j+1aj+1; j+2. By the assumption that aj+1; j+2¡ 0 and aj; j+1¡ 0, we have Eaj; j+2 = 0. This implies
that (j; j + 2)∈(N ()). Hence (j + 2; j + 2)∈(T ()), from which one deduces c(T ()) = 1.
Case 3: If s¿ 3, then (j + s; j)∈(M ()−1). By the same proof as Case 1, we have (j +
s; j+1)∈(T ()). It is easy to see that (j+1; j+2); : : : ; (j+ s− 1; j+ s) are all arcs in (N ()).
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Because all diagonal entries of M () are all nonzero, i.e., (i; i)∈(M ()) ⊂ (M ()−1); i=1; : : : ; n.
Hence (j + t; j + t + 1)∈(T ()); t = l; : : : ; s − 1. This implies that (j + 1; : : : ; j + s) is a path in
(T ()). Hence the concatenation path (j+1; : : : ; j+ s; j+1) is a circuit with lengths s in (T ())
on one hand. On the other hand, we have (j; j + 2)∈(N ()) from the proof of Case 2. Hence
(j + s; j + 2)∈(T ()). By the above proof, (j + 2; j + 3; : : : ; j + s) is a path in (T ()). Hence
(j + 2; j + 3 : : : ; j + s; j + 2) is another circuit with length s − 1 in (T ()). Namely, (T ()) has
two circuits with lengths s and s− 1, which implies that c(T ()) = 1.
Combining the above three cases, we have c(T ()) = 1. Hence T () converges. It follows from
Lemma 7.6.13 of [1] that the MGS method converges to some solution x of (1) for all parameters
i ∈ (0; 1); i = 1; : : : ; n− 1 and each x(0).
Now we consider the convergence of the MGS iteration (2), for the matrix A, given in [2].
Theorem 3.6. Let A be an M-matrix with 0¡ai; i+1ai+1; i ¡ 1; i = 1; : : : ; n − 1. Then the MGS
iteration (2) converges to some solution x of the linear system (1) for each x(0).
Proof. Notice that A is irreducible when 0¡ai; i+1ai+1; i ¡ 1; i=1; : : : ; n− 1. By [2] it need only to
consider the case that A is singular. Let M = I − L− SL and N = U − S + SU , where S is de&ned
in Section 1. Then ET = M−1N . Clearly, M is a lower triangular Z-matrix with positive diagonal
entries and N¿ 0, which implies that EA =M − N is an M -splitting of EA, where EA = (I + S)A. If
we take i = 1; i = 1; : : : ; n − 1 in (5), it is easy to see that EA is an irreducible Z-matrix by the
assumption on A. Since A is a singular irreducible M -matrix, there exists x0 such that Ax = 0.
Hence EAx=(I + S)Ax=0, which together with Exercise 6.4.14 of [1] gives that EA is also a singular
irreducible M -matrix. Hence from Theorem 2.2 ET converges if and only if c( ET )= 1. In fact, by (5)
we have Eai+1; i = ai+1; i − ai+1; iai; i+1¡ 0; i = 1; : : : ; n − 1. Hence (i + l; i)∈(M); i = 1; : : : ; n − 1,
which deduces that (j+2; j+1; j) is a path of length 2 in (M). In other words, (j+2; j)∈(M).
Since M is a lower triangular M -matrix, it follows from Lemma 1.1 that (j + 2; j)∈(M−1).
But Eaj; j+2 = aj; j+2 − aj; j+1aj+1; j+2¡ 0 from the assumption of A. Then (j; j + 2)∈(N ). Therefore
(j + 2; j + 2)∈(T ), which implies c( ET ) = 1. This proves that ET converges, which together with
Lemma 7.6.13 of [1] gives the desired result.
Remark 3.1. Theorem 3.5 explains why T () of the example given in Section 1 is convergent. It
is easy to know that A is an M -matrix if and only if (T )6 1 (e.g., see [6]). Hence, Theorems 3.5
and 3.6 extend the corresponding convergence theorems in [2,3,5].
Remark 3.2. In Theorem 3.5, the parameters i; i = 1; : : : ; n− 1 cannot be taken to be 0 or 1. For
example, let A be as in Section 1. If we take i = 0; i= 1; 2, then the MGS method reduces to GS
method, which is divergent. If we take i =1, the MGS iteration (3) reduces to the iteration (2). In
this case we cannot proceed the MGS method (2) when ai; i+1ai+1; i = 1. For example, let
A=
[
1 −1
−1 1
]
:
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Let 1 = 1. Then it is easy to check
I + S() =
[
1 1
0 1
]
and EA=
[
0 0
−1 1
]
;
Hence, we cannot apply GS method to the matrix EA, i.e., we cannot apply MGS method to matrix A.
This also illustrates that we cannot omit the condition that ai; i+1ai+1; i ¡ 1 in Theorem 3.6.
Remark 3.3. In Theorem 3.5, the iteration matrix T of the GS method need not convergent (see
example in Section 1). From Theorem 2.2 it follows that the GS method converges if and only if
c(T ) = 1 under the assumption of Theorem 3.5. In fact, in the example given in Section 1, it is
easy to check that c(T ) = 2, where T is an iteration matrix of the GS method, which implies that
T fails to converge. Hence for some singular linear systems, the modi&ed GS method may change
the convergence of the GS method.
Remark 3.4. By Example 5.1 of [2] it is noted that the modi&ed GS method (2) applied to singular
irreducible matrices may fail to give a faster asymptotic rate of convergence than the GS method,
i.e., let A be a Q-matrix as follows
A=


1 −0:2 0 −0:1
−0:5 1 −0:999 −0:6
0 −0:8 1 −0:3
−0:5 0 −0:001 1


Then -(T )=0:1731, -( ET )=0:3980 (see [2]). But if we take 1 =2 =3 = 12 , then -(T ())=0:0811,
where T , ET and T () are iteration matrices of the GS method, the MGS method (2) and MGS
method (3), respectively, where
-(T ) = max{|+| : +∈ spectrum(T ); + = 1}:
By this example it seems that the MGS method (3) may obtain a faster asymptotic rate of conver-
gence than the GS method, where the asymptotic rate of convergence is de&ned by
R∞(B) =−ln -(B):
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