Introduction and preliminaries
Let D be the closed unit disk. The disc algebra A(D) consists of all continuous complexvalued functions on D holomorphic in its interior D • . It is a closed subalgebra of the C*-algebra of all continuous complex-valued functions on D with norm g = sup z∈D |g(z)|. The algebra A(D) can be naturally identified with the algebra A(T) of all continuous functions on the unit circle T with vanishing negative Fourier coefficients and norm f = sup t∈T |f (t)|. So we will not distinguish between these two algebras and often identify f ∈ A(T) with its holomorphic extensionf to D.
Denote by B(H ) the algebra of all bounded operators on a Hilbert space H . An operator T ∈ B(H ) is a contraction if T 1. Von Neumann's inequality states that p(T ) p , for all polynomials p and contractions T . Since the subalgebra of all polynomials is dense in A(D), the operator g(T ) can be correctly defined for each g ∈ A(D) and contraction T , and g(T )
g .
(1.1)
Hence, considering each f ∈ A(T) as a function from A(D), we can define the operator f (T ).
A continuous function f on a compact α ⊂ C is called an operator Lipschitz function on α if
f (T ) − f (S) C T − S , (1.2) for all normal operators T , S with spectra in α. Thus f ∈ A(T) is an operator Lipschitz function on T if (1.2) holds for all unitary operators T , S. Considering f ∈ A(T) as a function from A(D),
we say that it is operator Lipschitzian on D, if (1.2) holds for all normal contractions T , S.
Furthermore, we say that it is a fully operator Lipschitz function on D if (1.2) holds for all contractions T , S.
The problem whether all these three classes of operator Lipschitz functions in A(T) coincide was posed in [9] . Our aim is to give the positive solution of this problem:
Theorem 1.1. Let f ∈ A(T). Then the following conditions are equivalent: (i) f is an operator Lipschitz function on T; (ii) f is an operator Lipschitz function on D; (iii) f is a fully operator Lipschitz function on D.
It is clear that each fully operator Lipschitz function on D is an operator Lipschitz function on D, and that each operator Lipschitz function on D is an operator Lipschitz function on T. So we only have to prove implication (i) ⇒ (iii).
In Section 3 we prove Theorem 1.1. In Section 4, making use of the interpolation theory, we obtain an analogue of (1.2) for Schatten ideals C p of compact operators with norms · p , 1 p < ∞: if f ∈ A(T) is an operator Lipschitz function on T with constant D, then
f (T ) − f (S) p D T − S p for all contractions T , S with T − S ∈ C p .
( 1.3)
It would be natural to prove (1.3) for all f ∈ A(T) that are C p -Lipschitz functions on T. The classes of C p -Lipschitz functions are wider than the class of operator Lipschitz functions; in fact no examples of continuously differentiable functions are known which do not belong to them. However, we were only able do this for p = 2, using Ando's theorem on common unitary dilations of two commuting contractions. Since C 2 -Lipschitz functions are just the usual Lipschitz functions, the result can be written in a quite general form: if f ∈ A(T) is a Lipschitz function on T with constant D then f (T ) − f (S) 2 D T − S 2 for all contractions T , S with T − S ∈ C 2 . For all p, a weaker inequality is obtained in Section 5: if f ∈ A(T) is a C p -Lipschitz function on T with constant D, then, for all contractions T , S with T − S ∈ C p/2 ,
The proof is based on the study of Lipschitz properties of the multivalued map that takes each contraction to the set of all its power unitary dilations. We shall list now a few definitions and facts (without proof) that will be used later. Denote by Con(H ) the set of all contractions on a Hilbert space H . Recall that a unitary operator U on a Hilbert space H ⊃ H is called a (power) unitary dilation of T ∈ Con(H ) if
where P is the projection on H in H. If U is a unitary dilation of T , it follows from (1.1) and (1.4) that
is normcontinuous and continuous in the strong operator topology on Con(H ).
Continuous Schur multipliers
A measure space (X, μ) is called standard if there is a topology on X (called admissible) with respect to which μ is a σ -finite Radon measure, that is, for each measurable set A of finite measure and each ε > 0, there is a compact subset F of A such that μ(A \ F ) < ε. A standard space (X, μ) is separable if there is an admissible topology in which X has a countable base.
Let (T , μ) and (S, ν) be separable standard measure spaces. Denote the Hilbert spaces L 2 (T , μ) and L 2 (S, ν) by H 1 and H 2 , respectively. Every function g(t, s) ∈ L ∞ (T × S, μ × ν) defines an operator M g on the space C 2 (H 1 , H 2 ) of Hilbert-Schmidt operators from H 1 into H 2 ; it can be considered as an analogue of the Hadamard multiplication operator in a space of matrices. Namely, if K is a Hilbert-Schmidt operator with integral kernel
the operator with integral kernel g(t, s)κ(t, s).
The operator M g is linear and bounded on C 2 (H 1 , H 2 ). If it is also bounded with respect to the usual operator norm: This implies that there are measurable subsets T 0 and S 0 of T and S with μ(T \ T 0 ) = ν(S \ S 0 ) = 0 such that the sum in (2.4) is defined as a bounded function on T 0 × S 0 and (2.5) holds for all t ∈ T 0 and s ∈ S 0 . One says in this case that the sum is a bounded function marginally almost everywhere (a.e.). This terminology originated in [1] , where a subset Proof. Note that if an ω-continuous function h on T × S equals zero a.e., then it is zero marginally a.e. Indeed, the set F = {(t, s): h(t, s) = 0} = i∈N h −1 (U i ), where C \ {0} = i∈N U i and all U i are open. Each h −1 (U i ) marginally equals to a union of measurable rectangles A n ×B n and has zero measure, as F has zero measure. Thus all μ(A n ) = ν(B n ) = 0. Therefore h −1 (U i ) is marginally null, so F is marginally null.
Hence it follows that, if two ω-continuous functions coincide a.e., they coincide marginally a.e., as the difference of ω-continuous functions is ω-continuous by [5, Corollary 3.2]. Thus we only need to show that the sum in (2.4) is an ω-continuous function.
Since u n , v n are measurable, the functions
Suppose now that T and S are separable metrizable compacts and μ, ν are regular Borel measures with supp(μ) = T , supp(ν) = S. Our aim is to prove that if a Schur multiplier g is continuous then the vector functions
2) can be chosen with some additional properties. For continuous functions, the condition that g is a Schur multiplier does not depend on the choice of μ, ν (see [8, 11] ), but we will not need this fact, as the measures will be fixed.
For a subset W of a Hilbert space H , by cls(W ) we denote its closed linear span. We will say that W generates H if csl(W ) = H . 
Theorem 2.2. Suppose that a continuous function g on T × S is a Schur multiplier. Then the vector functions
3) into account and removing, if necessary, from E 1 and F 1 some subsets of null measure, we obtain that there are
Let P 1 be the projection on
, we obtain the proof of (i). Let F be the set of all 
y (s))
is uniformly continuous on F , it extends to S by continuity; the result will be also denoted by e(s).
Clearly, for each s ∈ F , the map
e → e(s) is linear on H . Hence, by continuity, it is also linear, for each s ∈ S, so the map 
y (s)) is separately continuous on T × S by both arguments and coincides with g(t, s) on E × F . As g(t, s) is continuous, equality (2.2) holds for all (t, s) ∈ T × S. We have proved (ii) and (iii). 2
Let us reformulate the result of Theorem 2.2 in a "scalar" form.
Corollary 2.3. If g is a continuous Schur multiplier on T × S then there are continuous functions u n (t), v n (s) such that the equality (2.4) holds for all (t, s) ∈ T × S and the inequalities (2.5)
hold for each t ∈ T and each s ∈ S, respectively. Now we will prove that the functions u n , v n inherit some other properties of the function g. e ∈ H for which the function t → (
Since these vectors generate H , F = H . Thus e n ∈ F and this means that u n ∈ L. The second statement has a similar proof. 2
Main result
We prove here Theorem 1.1. Let f ∈ A(T) be continuously differentiable on T. Consider f as a function on D and define the functionf on
We will omit the proof of the following lemma. 
D.
Let
iθ , e iφ dφ dθ.
By Lemma 3.1, the functions z →f (z, w 1 ) and w →f (z 1 , w) belong to A(D). Hence, as abovê
iθ , e iφ dφ dθ. 
Let {u n }, {v n } be functions in A(T) satisfying (3.2). For N ∈ N and contractions T , S, define the bounded operators Γ N (T , S) on B(H ) by the formula: Γ N (T , S)X = N n=1 u n (T )Xv n (S).

Lemma 3.3. Γ N (T , S) B(H ) D.
Proof. Set φ N (t) =
N n=1 u n (t)u n (t). Let U be a unitary dilation of T and P be the projection on H such that T = P U| H (see (1.4)). Since 0 φ N (t) D1, the positive operators φ N (U ) =
Consider the Hilbert space H = H ⊕ · · · ⊕ H ⊕ · · · . For X ∈ B(H ), the operators
A N = u 1 (T )X . . . u N (T )X 0 . . . 0 . . . 0A N 2 = A N A * N = N n=1 u n (T )XX * u n (T ) * = sup x∈H, x =1 N n=1 X * u n (T ) * x 2 X * 2 sup x∈H, x =1 N n=1 u n (T ) * x 2 = X 2 N n=1 u n (T )u n (T ) * D X 2 ,
(H ). Thusf (L T , L S ) and f (L T ) − f (R S ) are bounded operators on B(H ).
(3.5)
Now we can prove the main result of the section and finish the proof of Theorem 1.1.
Theorem 3.4. If f ∈ A(T) is an operator Lipschitz function on T then there is D > 0 such that f (T )X − Xf (S) D T X − XS for all contractions T , S and X ∈ B(H ). (3.6)
Proof.
(1) First assume that f has continuous derivative on T and that T , S are strict contractions. It follows from (3.5) that, for all X ∈ B(H ), 
R S )(T X − XS).
By
(L T )v n (R S ). It follows from (3.4) that σ N (L T , R S ) = Γ N (T , S). Hence, by Lemma 3.3, σ N (L T , R S ) B(H ) D. Therefore f (L T , R S ) B(H ) D and (3.6) holds.
Let now T , S be arbitrary contractions. Applying (3.6) to rT , rS, for 0 < r < 1, we get
Letting r → 1 and using the norm-continuity of the map T → f (T ), we obtain that (3.6) holds for all contractions. Thus we proved the theorem for continuously differentiable functions.
(2) Let now f be any operator Lipschitz function on T from A(T). Let ϕ be a non-negative infinitely differentiable function on T with T ϕ(t) dt = 1. The convolution
is also infinitely differentiable and belongs to A(T), since the negative Fourier coefficientŝ
asf (n) = 0. Moreover, it is operator Lipschitzian on T with the same constant. Indeed,
for unitary operators U, V . Since f is an operator Lipschitz function on T and |s| = 1, we have from (1.2) that
Since h is infinitely differentiable, (3.6) holds for it and all T , S ∈ Con(H ) and X ∈ B(H ). Thus
Since the map T → f (T ) is norm-continuous, F (t) − F (s)
→ 0, as s → t. Take a sequence {ϕ n } of functions as above with the support of ϕ n contained in T n = {t ∈ T: |t − 1| 1 n }. Then
Letting n → ∞, we conclude that (3.6) holds. 2
Proof of Theorem 1.1. To complete the proof we only need to prove implication (i) ⇒ (iii). This is done by substituting 1 for X in (3.6). 2
Duality and interpolation
Denote by C p , 1 p < ∞, the Schatten ideals of compact operators on H with norm · p and by C ∞ the ideal C(H ) of all compact operators on H . Recall (see [7] ) that 
If H is finite-dimensional, then all C p coincide with B(H ) but the norms are different. It is well known that B(H ) is isomorphic to the dual space of the ideal C 1 of all nuclear operators on H and that C 1 is isomorphic to the dual space of C ∞ . Both dualities are given by the bilinear form A, B = tr(AB).
. Using this, we obtain the following identities for the conjugate operators:
In this section we obtain the Lipschitz type inequalities for C p -norms for the action of operator Lipschitz functions from A(T) on Con(H ). 
4)
for all finite rank contractions T , S and all finite rank operators X. Then (4.4) holds for any pair of contractions T , S and all X ∈ C p , and
Proof. Let X be a finite rank operator and S, T ∈ Con(H ). Choose finite rank contractions S n ,
The functionf (t) = f (t) belongs to A(T) and (see [16, 
Using these norm limits and taking the limit in the inequality f (T n )X − Xf (S n ) p D T n X − XS n p , we obtain (4.5) for all T , S ∈ Con(H ) and all finite rank operators X. For arbitrary X ∈ C p , choose finite rank operators X n such that X − X n p → 0. Now (4.5) can be proved by taking the limit in the inequality f (T )X n − X n f (S) p D T X n − X n S p and using (1.1) and (4.1).
Let now T − S ∈ C p . Let P n be an increasing sequence of finite-dimensional projections such that P n (sot) −−→ 1. Replace in (4.4) T , S by P n T , SP n and X by P n . This gives
We have that P n T
By (1.1), f (P n T ) f . Therefore the finite rank operators f (P n T )P n − P n f (SP n ) 
Proof. First assume that σ (T ) ∩ σ (S) = ∅. By Rosenblum's theorem (see [14] ) the operator Δ = L T − R S on B(H ) is invertible and we may consider the operator
Hence
Since max( F , F | C 1 ) D, it follows from the interpolation theory (see, for example [7] ,
Then Y ∈ C p and we obtain (4.7) for this case
Let dim(H ) < ∞ and T , S ∈ Con(H ). Choose contractions S n such that σ (T ) ∩ σ (S n ) = ∅ and S − S n → 0. Hence f (S n ) − f (S) → 0. We have from (4.1) and (4.9) that
By (4.1), T X − XS n p T X − XS p + X p S − S n . Taking the limit, we obtain that (4.7) holds for all T , S ∈ Con(H ) if dim H < ∞. Thus it holds for arbitrary H if T , S are finite rank contractions. Applying Proposition 4.1, we conclude the proof. 2
The result obtained in Theorem 4.2 is not the optimal one. It would be desirable to show that (4.7) and (4.8) hold if f ∈ A(T) is a C p -Lipschitz function on T (see (5.9)). Then we would have proved an analogue of Theorem 1.1 for C p -Lipschitz function on T. The partial results we have on this subject will be discussed in the further sections.
Dilations
Let H be a separable Hilbert space. Consider it as a subspace of a separable Hilbert space H such that the complement of H in H is infinite-dimensional. A natural approach to the studied problems would be a construction of unitary dilations U, V on H for any two contractions T , S on H in such a way that
where the constant C > 0 does not depend on the contractions. However, we will show in this section that such construction is in no means possible. Consider the multivalued map Dil that takes each contraction T ∈ Con(H ) into the set Dil(T ) of all its power unitary dilations U on H:
We will establish that it is not Lipschitzian. On the other hand, we will estimate the continuity moduli ω of Dil and use it to obtain Lipschitz type inequalities in C p norms. Denote Proof. It suffices to show that, for each t ∈ (0, 1), there are contractions T , S such that T − S q = t and that U − V p √ 2t, for all their unitary dilations U, V . Let e ∈ H and Q be the projection on Ce. Set T = Q and S = (1 − t)Q. Clearly, T − S = t. As T − S is rank one operator, T − S q = T − S for all q.
Let P be the projection on H in H. Then P U| H = T , P V | H = S, so that (U e, e) = 1, (V e, e) = 1 − t. Hence Ue = e. Then U − V √ 2t, as
Ue − V e 2 = (U e, U e) + (V e, V e) − (U e, V e) − (V e, U e) = 2t.
It follows from Proposition 5.1 that (5.1) does not hold. To estimate the continuity moduli ω p,q of Dil, we will consider the "canonical" unitary dilation of T ∈ Con(H ) (see [16, Repeating the end of the proof of Theorem 3.4 and replacing the operator norm · by the norm · 2 , we obtain that (6.2) holds for f . Now it suffices to use Proposition 4.1 to obtain that (6.3) also holds for f . 2
The above proof extends to a much more general situation. Let A be a semifinite von Neumann algebra and τ be a normal faithful trace on A. By L 2 (A) we denote the non-commutative 
