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Resumen—En el a´rea de la privacidad de datos, las te´cnicas
para el enlace de registros son utilizadas para evaluar el riesgo de
revelacio´n de un conjunto de datos protegido. La idea principal
detra´s de estas te´cnicas es enlazar registros que hacen referencia
a un mismo individuo, entre diferentes bases de datos. En este
trabajo se presenta una variacio´n del enlace de registros basada
en una media ponderada para calcular distancias entre registros.
Mediante el uso de un me´todo supervisado de aprendizaje
nuestra propuesta permite determinar cuales son los pesos que
maximizan el nu´mero de enlaces entre los registros de la base
de datos original y su versio´n protegida. El resultado de este
trabajo se aplica en la estimacio´n del riesgo de revelacio´n de
datos protegidos.
Palabras clave—enlace de registros (record linkage), privacidad
de datos (data privacy), riesgo de divulgacio´n (disclosure risk).
I. INTRODUCCIO´N
El enlace de registros consiste en el proceso de identi-
ficacio´n de forma ra´pida y precisa de dos o ma´s registros
distribuidos en varias bases de datos (o fuentes de informacio´n
en general) los cuales hacen referencia a la misma entidad
o individuo. Esta te´cnica fue inicialmente introducida por
Dunn [1] en el campo de la sanidad pu´blica, con el fin de
crear historiales me´dicos completos mediante el enlace de
toda la informacio´n recopilada sobre un paciente, la cual
estaba repartida por varias bases de datos. Estos enlaces fueron
posibles gracias a la utilizacio´n de campos clave como el
nombre o la fecha de nacimiento, entre otros. En los siguientes
an˜os, esta idea fue mejorada y matema´ticamente formalizada
[2], [3], [4]. Hoy en dı´a se ha convertido en una popular
te´cnica utilizada por agencias estadı´sticas, comunidades de
investigacio´n y otras instituciones, no solo para la integracio´n
de bases de datos [5], [6], sino tambie´n para la limpieza de
datos [7] o el control de la calidad de los datos [8]. Un claro
ejemplo de la utilizacio´n de estos me´todos es para la deteccio´n
de registros duplicados entre diferentes conjuntos de datos [9].
Debido a la necesidad de distintas agencias gubernamentales
u otras instituciones de coleccionar y analizar grandes cantida-
des de datos confidenciales, las te´cnicas de enlace de registros
fueron recientemente introducidas en el a´rea de la privacidad
de datos. Esta a´rea de investigacio´n proporciona me´todos de
seguridad para las bases de datos estadı´sticos con el fin de
combatir la revelacio´n de informacio´n confidencial contenida
en dichas bases de datos. Privacy Preserving Data Mining
(PPDM) [10] y Statistical Disclosure Control (SDC) [11] son
dos disciplinas cuya funcio´n es la investigacio´n de me´todos
y herramientas para asegurar la privacidad de estos datos.
Dentro de estos campos el enlace de registros se utiliza para
obtener una evaluacio´n del riesgo de revelacio´n de informacio´n
confidencial sobre un conjunto de datos previamente protegido
[12], [14]. Por lo tanto el riesgo de re-identificacio´n de un
individuo se evalu´a mediante la identificacio´n de enlaces de
registros pertenecientes al mismo individuo entre los datos
protegidos y originales. En [13] los autores definen un me´todo
general de evaluacio´n de un conjunto de datos protegido
basado en la combinacio´n de diferentes medidas analı´ticas,
cuyo objetivo es evaluar el riesgo de revelacio´n de informacio´n
confidencial y la evaluacio´n de la cantidad de informacio´n
perdida en el proceso de proteccio´n.
En este artı´culo se introduce un nuevo me´todo de evaluacio´n
del riesgo de revelacio´n con el fin de mejorar la precisio´n de
las te´cnicas actualmente utilizadas. Este consiste en la utiliza-
cio´n de una media ponderada como distancia en el proceso de
enlace de registros y un algoritmo de aprendizaje supervisado,
de manera que el algoritmo de aprendizaje aprenda cuales
son los pesos que maximizan el nu´mero de enlaces entre el
conjunto de datos original y el protegido.
La organizacio´n de este artı´culo es la siguiente. En la
Seccio´n II, se presentan algunos conceptos ba´sicos necesarios
para el resto de las secciones. En la Seccio´n III se describe el
me´todo de aprendizaje supervisado para el enlace de registros
cuando se utiliza la media ponderada. La evaluacio´n del
me´todo presentado se introduce en la Seccio´n IV. Finalmente,
la Seccio´n V presenta las conclusiones del trabajo realizado.
II. ENLACE DE REGISTROS EN LA PRIVACIDAD DE DATOS
En esta seccio´n se presentan algunas ideas y definiciones
ba´sicas para comprender el uso de las te´cnicas de enlace de
registros en el campo de la privacidad de datos.
PPDM y SDC esta´n orientadas a trabajar sobre bases de
datos, principalmente tablas o ficheros (microdata). Estas
bases de datos pueden verse como una matriz, X , de N
filas (registros) y n columnas (atributos), donde cada fila
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corresponde a un u´nico individuo (o entidad). En este contexto
se pueden diferenciar dos tipos diferentes de atributos:
Identificadores: son aquellos atributos que pueden iden-
tificar directamente un individuo, como por ejemplo el
nu´mero de identificacio´n nacional (DNI) o el nu´mero de
cuenta bancaria.
Casi-identificadores: son aquellos atributos que por ellos
mismos no son capaces de identificar un u´nico individuo,
sin embargo, cuando dos o ma´s de ellos son combinados,
pueden identificar inequı´vocamente un individuo. Estos
atributos se pueden dividir a su vez en dos tipos, los
confidenciales (Xc) y los no confidenciales (Xnc), de-
pendiendo del tipo de informacio´n que representen. Un
ejemplo de atributo no confidencial serı´a el co´digo postal,
mientras que un ejemplo de atributo confidencial podrı´a
ser el salario.
Previa publicacio´n de un conjunto de datos X , es necesaria
su proteccio´n mediante la aplicacio´n de un me´todo ρ, el cual
dara´ lugar a un conjunto de datos protegidos Y . Estos me´todos
de proteccio´n solo protegera´n los atributos considerados como
casi-identificadores no confidenciales, Ync = ρ(Xnc), ya que
para asegurar la privacidad de los individuos los identifica-
dores son eliminados y/o cifrados. Los casi-identificadores
confidenciales no son modificados ni eliminados debido a su
intere´s de ana´lisis, por lo tanto quedara´n intactos. De este
modo, podemos ver el conjunto de datos protegido como
Y = ρ(Xnc)||Xc. Este escenario fue presentado en [13] y
posteriormente utilizado en otros trabajos como [14].
En el campo de la privacidad de datos, el enlace de registros
es utilizado para re-identificar individuos entre la base de datos
protegida y la base de datos original, es decir, se usa como una
medida de evaluacio´n del riesgo de revelacio´n. Actualmente
existen dos enfoques diferentes del enlace de registros para
la evaluacio´n del riesgo. El enlace de registros probabilı´stico
(PRL) [16] y el enlace de registros basado en distancias
(DBRL) [17].
En el trabajo realizado en este artı´culo se utiliza el segundo
tipo, el enlace de registros basado en distancias, el cual es
explicado con detalle a continuacio´n.
II-A. Enlace de registros basado en distancias
La idea principal del enlace de registros basado en distancias
es la definicio´n de una funcio´n de distancia. Como es sabido,
dependiendo de la distancia utilizada se pueden obtener resul-
tados completamente diferentes. A continuacio´n se revisan dos
de las distancias ma´s utilizadas y testeadas en la literatura del
DBRL, la distancia Euclı´dea y la distancia de Mahalanobis.
En este artı´culo usaremos V X1 , . . . , V
X
n y V
Y
1 , . . . , V
Y
n
para indicar el conjunto de atributos de los ficheros X e
Y , respectivamente. Usando esta notacio´n, podemos expresar
los valores de cada atributo de un registro a ∈ X como
a = (V X1 (a), . . . , V
X
n (a)) y un registro b ∈ Y como
b = (V Y1 (b), . . . , V
Y
n (b)). Adema´s, indicaremos la media de
los valores de un atributo V Xi como V
X
i .
La distancia Euclı´dea es usada para bases de datos con
atributos estandarizados. La distancia entre dos registros
a y b se define como:
d(a, b)2 =
n∑
i=1
(
V Xi (a)− V Xi
σ(V Xi )
− V
Y
i (b)− V Yi
σ(V Yi )
)2
(1)
La distancia de Mahalanobis se define como:
dMD(a, b)2 = (a− b)′Σ−1(a− b)
donde, Σ = [V ar(V X) +V ar(V Y )− 2Cov(V X , V Y ] y
V ar(V X) es la varianza de los atributos V X , V ar(V Y )
es la varianza de los atributos V Y y Cov(V X , V Y ) es la
covarianza entre los atributos V X y V Y . Si la matriz de
covarianza es una matriz identidad, entonces la distancia
de Mahalanobis se reduce a la distancia Euclı´dea.
III. APRENDIZAJE SUPERVISADO PARA EL ENLACE DE
REGISTROS
En esta seccio´n se presenta el me´todo de aprendizaje
supervisado, el cual se usa junto a una distancia ponderada,
para determinar cuales son los pesos de esta distancia que ma-
ximizan el nu´mero de re-identificaciones entre los registros del
fichero original y protegido. En la Seccio´n III-A se introduce
la distancia usada, la media ponderada, mientras que en la
Seccio´n III-B se introduce el problema de aprendizaje como
un problema de optimizacio´n en base a la media ponderada.
III-A. Distancia ponderadas
Es bien conocido que la multiplicacio´n de la distancia
Euclı´dea por una constante no altera los resultados de ningu´n
algoritmo de enlace de registros. De modo que se puede
expresar la Ecuacio´n 1 como una media ponderada. Esta se
pude formalizar como:
d(a, b)
2
=
n∑
i=1
1
n
(
V Xi (a)− V Xi(a)
σ(V Xi )
− V
Y
i (b)− V Y i(b)
σ(V Yi )
)2
La cual, si definimos para cada atributo:
di(a, b)
2
=
(
V Xi (a)− V Xi(a)
σ(V Xi )
− V
Y
i (b)− V Y i(b)
σ(V Yi )
)2
Esta expresio´n se pude redefinir como,
d(a, b)2 = AM(d1(a, b)
2, . . . , dn(a, b)
2),
donde AM es la media aritme´tica
AM(c1, . . . , cn) =
∑
i
ci/n
.
En general, cualquier operacio´n de agregacio´n C [18] puede
utilizarse: d(a, b)2 = C(d1(a, b)2, . . . , dn(a, b)2).
De esta definicio´n, es trivial la consideracio´n de diferentes
operadores de agregacio´n, como por ejemplo la media ponde-
rada.
Definicio´n 1 Considerando p = (p1, . . . , pn) como un
vector de pesos, es decir, pi ≥ 0 y
∑
i pi = 1. Entonces,
la distancia ponderada se define como:
d2WMp(a, b) = WMp(d1(a, b)
2, . . . , dn(a, b)
2),
donde WMp(c1, . . . , cn) =
∑
i pi · ci.
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III-B. Aprendizaje supervisado
Para simplificar la formalizacio´n del proceso, se asume que
cada registro (fila) bi de Y es la versio´n protegida de ai
de X . Es decir, los dos conjuntos de datos esta´n alineados.
Entonces, dos registros esta´n correctamente enlazados usando
un operador de agregacio´n C cuando la agregacio´n de los
valores ai y bi es ma´s pequen˜a que para ai y bj para todo
i 6= j. Formalmente, ai se considera correctamente enlazado
con bi cuando se satisface la siguiente ecuacio´n para todo
i 6= j.
C(ai, bi) < C(ai, bj) (2)
En condiciones o´ptimas estas desiguales las satisfacen todos
los registros ai. No obstante, en general no se pude esperar
que se cumpla debido a los errores introducidos en el conjunto
de datos por el algoritmo de proteccio´n. Por lo tanto, el
proceso de aprendizaje es formalizado como un problema de
optimizacio´n.
La Ecuacio´n (2) debe ser relajada de manera que la solucio´n
pueda violar alguna de las restricciones. Esta relajacio´n es
formalizada creando el concepto de bloque. Un bloque es
el conjunto de ecuaciones referentes a un registro ai, es
decir, el conjunto de todas las distancias entre un registro
original y todos los registros protegidos. Ası´, podemos asignar
a cada bloque una variable Ki, teniendo tantas variables como
nu´mero de registros. Adema´s, hemos considerado para la
formalizacio´n una constante C que multiplica Ki para superar
las inconsistencias y satisfacer las restricciones. La idea de este
enfoque es que cada variable Ki indique, por cada bloque, si
todas las restricciones correspondientes se satisfacen (Ki = 0)
o si por el contrario, no se satisfacen (Ki = 1). Ası´, si un
registro ai no cumple la Ecuacio´n (2) por algu´n registro bj ,
no importa que otro registro bk (k 6= j) tambie´n viole la
ecuacio´n para el mismo ai. Teniendo en cuenta esta asuncio´n,
el objetivo del problema sera´ minimizar el nu´mero de bloques
que no cumplen sus restricciones. De este modo, podremos
encontrar los pesos que minimizan el nu´mero de violaciones,
o en otras palabras, los pesos que maximizan el nu´mero de
re-identificaciones entre los dos conjuntos de datos.
Utilizando esta notacio´n, tenemos que la siguiente restric-
cio´n tiene que satisfacerse para todos los pares i 6= j.
C(ai, bj)− C(ai, bi) + CKi > 0.
Como Ki = {0, 1}, se pude usar C como una constante,
la cual expresa la mı´nima distancia requerida entre el enlace
correcto y el resto. Cuanto ma´s grande es el valor, ma´s enlaces
correctos se distinguen de los incorrectos.
Utilizando estas restricciones anteriores y el operador de
agregacio´n presentado en la Definicio´n 1, d2WMp, se puede
definir el siguiente problema de optimizacio´n:
Minimize:
N∑
i=1
Ki (3)
Subject to:
d
2
WMp(ai, bj)− d2WMp(ai, bi) + CKi > 0, ∀i, j = 1, . . . , N, i 6= j
(4)
Ki ∈ {0, 1} (5)
n∑
i=1
= 1 (6)
pi ≥ 1 (7)
Como se puede observar, este es un problema de optimiza-
cio´n con una funcio´n objetivo (Ecuacio´n (4)) y unas restriccio-
nes (Ecuacio´n (5)) lineales. Debido al operador de agregacio´n
usado, se han tenido que an˜adir un par de restricciones al
problema. Las Ecuaciones (6) y (7) hacen referencia a las
restricciones introducidas por el uso de pesos de la media
ponderada.
Teniendo en cuenta que N es el nu´mero de registros y n
el nu´mero de variables de los dos conjuntos de datos X y Y ,
se puede calcular fa´cilmente el nu´mero total de restricciones
del problema. N2 restricciones de la Ecuacio´n (4), N son
las restricciones necesarias para la Ecuacio´n (5), 1 restriccio´n
para la suma de todos los pesos, Ecuacio´n (6), y finalmente
n restricciones de la Ecuacio´n (7). Por lo tanto el problema
tiene un total de N2 +N + n+ 1 restricciones.
IV. ANA´LISIS EXPERIMENTAL
El me´todo presentado en la seccio´n anterior ha sido evalua-
do utilizando diferentes conjuntos de datos protegidos. Para la
proteccio´n de datos se ha utilizado la Microaggregation [5], un
me´todo muy conocido para la proteccio´n de microdatos. Este
me´todo proporciona privacidad mediante la agrupacio´n de los
datos en pequen˜os grupos de k elementos, y posteriormente
reemplazando los datos originales de cada agrupacio´n por su
correspondiente centroide. El para´metro k determina el grado
de proteccio´n aplicado: cuanto mayor es el valor de k, mayor
es la proteccio´n aplicada y a su vez mayor es la informacio´n
perdida en el proceso.
Se han considerando los conjuntos de datos con los siguien-
tes para´metros de proteccio´n:
M4-33: 4 atributos microaggregados en grupos de 2 con
k = 3.
M4-28: 4 atributos, los primeros 2 atributos con k = 2,
y los u´ltimos 2 con k = 8.
M4-82: 4 atributos, los primeros 2 atributos con k = 8,
y los u´ltimos 2 con k = 2.
M5-38: 5 atributos, los primeros 3 atributos con k = 3,
y los u´ltimos 2 con k = 8.
M6-385: 6 atributos, los primeros 2 atributos con k = 3,
los siguientes 2 atributos con k = 8, y los u´ltimos 2 con
k = 5.
M6-853: 6 atributos, los primeros 2 atributos con k = 8,
los siguientes 2 atributos con k = 5, y los u´ltimos 2 con
k = 3.
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Para cada uno de los conjuntos de datos se han prote-
gido 400 registros aleatoriamente extraı´dos del censo [19]
del proyecto European CASC [20], el cual contiene 1080
registros y 13 atributos, y ha sido extensamente usado en
otras investigaciones como [21], [22], [23]. Los grados de
proteccio´n, k, aplicados, varı´an entre la mı´nima proteccio´n
posible, k = 2 y un buen grado de proteccio´n, k = 8,
segu´n [13].
d2AM d2MD d2WM
M4-33 0,84 0,94 0,955
M4-28 0,685 0,9 0,93
M4-82 0,71 0,9275 0,9425
M5-38 0,3975 0,8825 0,905
M6-385 0,78 0,985 0,9925
M6-853 0,8475 0,98 0,9875
Tabla I
RESULTADOS EN EL ENLACE DE REGISTROS BASADO EN DISTANCIAS.
En la Tabla I se muestran los resultados de aplicar los
me´todos esta´ndar de enlace de registros basado en distancias,
d2AM y d2MD, y el nuevo me´todo supervisado basado en la
media ponderada, d2WM , presentado en la Seccio´n III. Los
valores de dicha tabla son el ratio de registros correctamente
re-identificados, de modo que 1 significa que el 100 % de las
re-identificaciones fueron correctas.
Como se puede apreciar, el me´todo presentado obtiene
un incremento relevante en el nu´mero de re-identificaciones
cuando es comparado con los me´todos esta´ndar actualmente
utilizados. Este incremento es especialmente importante al
comparar d2WM con la distancia Euclı´dea, en el cual vemos
un incremento de hasta un 50 % para el conjunto M5-38.
V. CONCLUSIO´N
En este artı´culo se ha introducido una variante de enlace
de registros basado en distancias. Nuestra propuesta utiliza un
algoritmo de aprendizaje supervisado el cual gracias a una
media ponderada permite determinar los pesos de esta que
maximizan el nu´mero de re-identificaciones entre el fichero
original y el protegido. De este modo, se han mejorado los
sistemas esta´ndar de evaluacio´n del riesgo de un fichero
protegido.
Este y otros trabajos en la misma lı´nea de investigacio´n, el
enlace de registros basado en distancias, se pueden encontrar
en los siguientes artı´culos [24], [25].
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