Abstract. We give some rather weak sufficient condition for L p boundedness of the Marcinkiewicz integral operator µ Ω on the product spaces R n × R m (1 < p < ∞), which improves and extends some known results.
1. Introduction. Let R N (N ≥ 2, N = n or m) be the N -dimensional Euclidean space and S N −1 be the unit sphere in R N . For nonzero x ∈ R N , we set x = x/|x|. E. M. Stein [16] where
and Ω is a homogeneous function of degree zero whose restriction to S N −1 is in L 1 (S N −1 ) and satisfies the cancellation condition
It is well known that the Marcinkiewicz integral is an important special case of the Littlewood-Paley-Stein functions and that it plays a key role in harmonic analysis. Readers can consult [4, 5, 8, [13] [14] [15] [16] [17] , among numerous references, for its development and applications. In particular, it is closely related to the singular integral operator T Ω introduced by Calderón and Zygmund [2] , where
with Ω satisfying the same conditions as in ν Ω .
In their famous papers [2] and [3] , Calderón and Zygmund proved that the operator T Ω is bounded on L p , 1 < p < ∞, provided Ω ∈ L log + L. Moreover, the size condition Ω ∈ L log + L is the best possible in the sense of Orlicz spaces (see [20] ).
Recently, some authors began to study the Marcinkiewicz integral on the product spaces R n × R m , which is defined by (1) µ Ω (f )(x, y) := ). (2) See [7, 10, 11, 21] .
Below, we list some known results on the function µ Ω .
Theorem A [21] . If Ω satisfies the cancellation condition (2) and
As mentioned above, to obtain the L p boundedness of the singular integral operator T Ω , the best size condition in the sense of the Orlicz space norm is Ω ∈ L log + L. However, the Marcinkiewicz integral has weaker singularity than that of T Ω so that the size condition on Ω can be weakened. In the one-parameter case R n , T. Walsh [18] obtained the following theorem.
Remark. Walsh considered a slightly more general operator. But there are no essential differences between it and the Marcinkiewicz integral.
The main purpose of this paper is to extend Walsh's result to the product Marcinkiewicz integral µ Ω . We will prove the following theorem.
and satisfies the cancellation condition (2) , then
Clearly this theorem is an improvement of Theorem C. Our proof will combine the basic ideas used in [18] and the rotation method by Calderón and Zygmund. But in the product case, the latter is more difficult to apply, in particular in the case of p = 2. Also, we need some new estimates for terms involving product kernels. We will prove the easy case p = 2 in the second section. After giving some technical lemmas in Section 3, we will prove the case p = 2 in the fourth section. Throughout this paper, we always use C to denote a positive constant independent of the essential variables and functions. It may be different at different occurrences. (4) for |x| = |y| = 1, where
Proof of Theorem 1 for
For the convenience of notation, we denote the Hilbert spaces
Now, for t ≤ 1, s ≤ 1, by the cancellation property of Ω,
For t > 1, s ≤ 1, by the cancellation property of Ω,
Note that for the Young function
where ϕ(t) = Φ (t) and ϕ −1 is the inverse function of ϕ. Thus, by Hölder's inequality (see [22, Chapter 4]), we have
Hence, we have
Of the above four terms, we shall only estimate the first and the last one; the other terms can be treated similarly. For the first term, by Hölder's inequality, we have
For the last term,
Form (4)- (11), we get the assertion of Theorem 1 for p = 2, i.e.
3. Some basic lemmas. In this section, we shall mainly discuss some properties of Littlewood-Paley-Stein g-functions.
3.1. Preliminary lemmas. We first recall some basic results about the Littlewood-Paley-Stein g-function, which is defined by
where σ is an L 1 (R) function. We have the following known result.
Lemma 2 [17] . If
where 1 < p < ∞ and 1/p + 1/p = 1.
In the product space case, the Littlewood-Paley-Stein g-function of one dimension is defined by (14) g
where ς is an L 1 (R × R) function. We have
is odd both in t and in s, and there exists
This lemma can be viewed as a vector-valued generalization of boundedness of singular integrals on the product space R × R (see [11, 12] ).
Some special g-functions.
Set χ(t) = χ (0,1) (t), take λ ∈ C ∞ c (R) with supp(λ) ⊂ [1, 2] and R λ(t) dt = 1, let = χ − λ, and define
where R and R are the Riesz transforms on R n and R m respectively. Then it is easy to see that σ (i,u ,v ) is odd, and ς (u ,v ) (t, s) is odd both in t and in s.
where 1 < p < ∞, i = 1, 2, and
Proof. By Lemmas 2-3, it is enough to check that K , K σ (i,u ,v ) (i = 1, 2) satisfy the conditions of Lemma 2, and K ς (u ,v ) is as in Lemma 3. We shall check that in Subsections 3.2.1-3.2.3 below.
3.2.1.
Estimates of K . First, we note that ∈ L 1 (R), (t) dt = 0 and
In addition, we have |x|>2|y|
So, K satisfies the conditions of Lemma 2. (i,u ,v ) . We shall only consider the case i = 1.
Estimates of K σ
In addition, for |x| ≥ 2|h|,
Thus, K σ (1,u ,v ) satisfies the conditions of Lemma 2. (u ,v ) . By the oddness of K ς (u ,v ) , we can assume x > 0 and y > 0. Now, by the definition of Ω * (see (16) 
Estimates of K ς
On the other hand, for |x| ≥ 2|h|,
Similarly, for |y| ≥ 2|h|,
For |x| ≥ 2|h| and |y| ≥ 2|k|,
All the above estimates (17)- (20) ensure that the kernel function K ς (u ,v ) satisfies the conditions stated in Lemma 3.
Integrability of Ω * 's
Lemma 5. We have
which also means that for fixed y ∈ S m−1 , σ (1,x ,y ) ∈ L 1 (R) for almost every x ∈ S n−1 . A similar result holds for Ω * 2 .
Lemma 6. We have
which also means that ς (x ,y ) ∈ L 1 (R×R 1 ) for almost every (x , y ) ∈ S n−1 × S m−1 .
Proof of Lemma 5. For
where O (1) is a function depending only on n, α, x, y and satisfies |O (1)| ≤ C n,α , thus, for |s| ≤ 1/2 and j = 0, 1, 2,
thus, for |s| ≥ 4 and j = 0, 1, 2,
for j = 0, 1, 2, where a
k 's are some constants. Let
R) and supp(λ) ⊂ [1, 2] . By integration by parts, we have
thus, for 1/2 ≤ |s| ≤ 4 and j = 0, 1,
Combining (21)- (23), we get
From (24)- (25), we get the assertion of the lemma
Proof of Lemma 6. Let us first introduce some notations. Define
.
For Ω * −1,0 , following the same idea of the proof of Lemma 5, we find that for i = 0, 1, 2,
where
k 's are some constants depending only on m, k, i. By integration by parts, we deduce that for |α| ≤ 1, i = 0, 1,
while for |α| ≤ 1 and i = 0, 1,
By local boundedness of R , we have
Similarly, we have
For Ω * 0,0 , by integration by parts, we infer that for i, j = 0, 1,
Similarly to (27), we have
And, similarly to (28)- (29), we obtain (31)
where [6] ) and the above estimation method, it is not difficult to show that (32)
). Combining (30)-(32), we get
For Ω * 1,1 , by cancellation properties of Ω, we have
Hence,
Combining all the above estimation methods, we can easily prove (35)
where A = Ω * 1,0 or Ω * 0,1 . From (26), (27)-(29), (33)-(35), we get Lemma 6 easily.
Proof of Theorem 1 for
where ϕ Ω is defined in (3). Without loss of generality, we suppose Ω is even both in the first and in the second variable (for the odd case, things are much easier to deal with). Now,
where z is a complex number and σ(S k ) is the surface area of S k . Notice that Ω z satisfies (2) and sup
By (37), for Re(z) = 0, 1 < s < 2,
By (12), for Re(z) = 1,
But it is easy to see that
So, for 
Replacing Ω by AΩ in (40) for A > 0, we get Then Ω j satisfies (2) and Ω = ∞ j=j 0 Ω j . Applying (41) to Ω j with 1/q = 1/p + 1/j and A = j 10 , we get
+ L) 8 (1−2/p ) ) f p , which finishes the case 1 < p ≤ 2 of Theorem 1.
For 2 < p < ∞, replacing q by q in the proof of (41), we can show
+ Ω L(log + (AL)) 2/q ) f p .
Then, taking j 0 = [p] + 1, 1/q = 1/p + 1/j and A = j 10 , we can also get (42) for 2 < p < ∞.
