Abstract. Public-key authentication based on public-key certificates is a special case of the general problem of verifying a hypothesis (that a public key is authentic), given certain pieces of evidence. Beginning with PGP, several authors have pointed out that trust is often an uncertain piece of evidence and have proposed ad hoc methods, sometimes referred to as trust management, for dealing with this kind of uncertainty. These approaches can lead to counter-intuitive conclusions as is demonstrated with examples in the PGP trust management. For instance, an introducer marginally trusted by a user can make him accept an arbitrary key for any other user. In this paper we take a general approach to public-key authentication based on uncertain evidence, where not only trust, but also other pieces of evidence (e.g. entity authentication) can be uncertain. First, we formalize the assignment and the valuation of confidence values in the general context of reasoning based on uncertain evidence. Second, we propose a set of principles for sound confidence valuation. Third, we analyze PGP and some other previous methods for dealing with uncertainty in the light of our principles.
Introduction

Motivation
Public-key cryptography is a basic technology for information security and electronic commerce. A prerequisite for the application of public-key cryptography is that the keys are authenticated. The validation of public keys is hence of paramount importance. This is achieved by public-key certificates. A certificate is a digitally signed statement by which a certification authority (e.g., called trusted third party or introducer) asserts that a key is bound to an entity. The term "binding" is ambiguous [8] but for the purpose of this paper this is not relevant. The term public-key infrastructure (PKI) is used to refer to the complete legal, technical and organizational framework for drawing conclusions from a given set of certificates, trust relations and other pieces of evidence.
A collection of certificates where for instance Bob certifies Carol's key and Carol certifies Dave's key (and so on) is called a certification path. Since a chain is at most as strong as the weakest link, PGP [20, 22] introduced the use of parallel certification paths in order to improve the reliability of a decision about the authenticity of a public key. A certification structure with multiple certification paths is sometimes referred to as a web of trust.
One of the uncertainty factors in public-key authentication is the possible intentional or unintentional misbehavior of entities, either by not carefully authenticating a person before issuing a certificate, or by creating false certificates in the first place. Both trust and authentication are hence uncertain to some degree and should preferably be modeled as such. A user (say Alice) should be able to express that she considers one entity more trustworthy than another, or that she considers authentication by passports more secure than authentication by voice recognition over a telephone line.
A value assigned to a piece of evidence as a degree of confidence is called a confidence value. A confidence value can be a discrete numerical or non-numerical value, or it can be a real value which may or may not be interpreted as a probability. The problem of assigning and evaluating confidence values numerically or on a discrete scale (as in PGP) is non-trivial, in particular when certification paths intersect, as will be illustrated.
In PGP 2.6.2 for example, a user Alice assigns a value from the set {unknown, no trust, marginally trusted, fully trusted} to every key K she retrieved from the PKI. This trust value for K implicitly stands for her trust in the entity that presumably controls K. All keys generated by Alice herself are by default authentic (or valid). To determine the validity of a key K, only the signatures under K generated with valid keys are considered. A key is accepted to be valid if it is signed at least by one fully trusted key, or by two marginally trusted keys.
1 Figure 1 shows two PGP-like webs of trust in a graphical notation introduced by Stallings [20] . A circle stands for an entity-key pair, and an arrow from A to B means that A's public key has been signed by B's public key. In the left scenario of Figure 1 for instance, X 1 has issued a certificate asserting that a certain public key is controlled by X 3 . Different patterns indicate the different trust values that an entity (in our examples Alice) assigned to a key. In the left scenario for instance, Alice fully trusts X 1 and X 2 , and she marginally trusts X 3 and X 4 .
In PGP 2.6.2, in the left scenario Bob's key is accepted to be valid while it is not in the right scenario. Although in the right scenario X 3 and X 4 are fully trusted, Bob's key is not valid, since already the keys X 3 and X 4 are not valid. One can argue that the two scenarios are isomorphic in a certain sense and that therefore it is counter-intuitive that the validity of Bob's key is different. In both scenarios, the same coalitions of misbehaving entities can cause Alice to accept a false key for Bob: any one of the sets {X 1 , X 2 }, {X 1 , X 3 }, {X 2 , X 4 } and {X 3 , X 4 } (or of course a superset thereof). The two cases are isomorphic in the sense that in each case, one of the sets consists of two fully trusted entities, two sets consist of one fully trusted and one marginally trusted entity, and one set consist of two marginally trusted entities. It is one of the goals of this paper to formalize such principles like the described isomorphism. 
Contributions of this Paper
In this paper we take a general approach to public-key authentication based on uncertain evidence, where not only trust, but also other pieces of evidence (e.g. entity authentication) can be uncertain. Two papers with similar goals are [11] and [17] . Generic techniques for reasoning with uncertainty have been proposed in artificial intelligence (e.g., automated medical diagnosis) and decision theory (see, for instance, [13, 19, 9, 12, 6, 10] ). Many techniques and approaches for reasoning with uncertain information are based on probability theory [13, 12, 6] . There are at least two conceptually different approaches to using probabilities in this context. In the first approach, probabilities are related to measured or estimated relative frequencies of an event under consideration (e.g. the relative frequency of a disease, given the particular evidence and symptoms observed on a patient), and such systems are often called expert systems.
In the second approach, probabilities are used as parameters of subjective belief, without necessarily having a direct interpretation as relative frequencies. For instance, if one assigns a trust value of, say, 80% to a person, this generally does not mean that one expects the person to misbehave 20% of the time. Nevertheless, interpreting this parameter as a probability of 0.8 makes sense. This is a point that is often misunderstood [3, 16, 14] . Of course, the parameters are generally based also on some form of past experience, but such experience almost never arises in the form of relative frequencies. Moreover, while confidence parameters in expert systems can often be verified in the real world, this is not the case for this second type of probability-based parameters.
Hence we disagree at a conceptual level with the approach taken by Beth, Borcherding and Klein [3] and principle 2 of Reiter and Stubblebine [16, 14] : it is not necessary to define the parameters (i.e., the confidence values) of an authentication method as "negative and positive experiences" or frequencies.
We formalize the assignment and the valuation of confidence values in the general context of reasoning based on uncertain evidence. From an abstract point of view, in any uncertainty method, an entity assigns confidence values to the pieces of evidence she collected; these confidence values stand for her degree of belief that the corresponding piece of evidence is true. We then propose a set of principles for sound confidence valuation. These principles describe how a confidence valuation should reduce the confidence values assigned to the pieces of evidence to a single confidence value for the hypothesis under consideration. Two key concepts in the characterization of the confidence valuation are the notions of assumptions and arguments. These concepts are borrowed from the so-called argumentation systems [7, 5] . Finally, we analyze PGP and some other previous methods for dealing with uncertainty in the light of our principles.
While the main contribution of the paper is on modeling uncertainty, we also make some observations regarding the modeling of evidence in the context of PKI's which are valid regardless of whether one considers evidence to be uncertain.
Previous Work and Outline
The design of methods for valuating the authenticity of public keys has received substantial attention in the cryptographic community (see [21, 22, 3, 15, 16, 11, 17, 14] ); most of these methods are ad hoc and will not be discussed here in detail. Reiter and Stubblebine stated guidelines for a "metric" of authentication ( [16] ) which will be discussed in the concluding section.
In Section 2 we discuss various ways of modeling and dealing with uncertainty. Key concepts of propositional logic and argumentation systems are revisited. We formalize the concept of an uncertainty method by introducing the notions of confidence value, confidence assignment and confidence valuation. In Section 3 we state desirable principles for confidence valuation. In Section 4 we analyze existing confidence valuation methods in the light of our principles. We show some problems arising in PGP's method for combining trust values. Finally, in Section 5, we compare our work with the principles of Reiter-Stubblebine [16] and mention some directions for future research.
Reasoning with Uncertainty
A hypothesis h is a statement for which one generally does not know whether it is true or not. In order to evaluate the truth of h, one can exploit dependencies of h on other facts whose truth one can observe or estimate. Such other facts or observations are often called pieces of evidence or simply evidence.
Propositional Logic and Logical Consequence
Logic is about relating the truth of different units of concern to each other, and hence logic allows to describe the truth of a hypothesis in dependency of a user's (Alice's) evidence. In this paper, we will use propositional logic, but concepts such as logical consequence, assumptions and arguments could also be defined in the context of more powerful languages, for instance first-order logic (for an excellent introduction to different logics see [1] ).
The basic units of concern in propositional logic are called propositions or, alternatively, statements. We denote the set of statements by S, and statements by s,s 1 , . . . The statement standing for the hypothesis is sometimes denoted by h. A formula of propositional logic is composed of statements and logical connectives. In the sequel, let g, f, f 1 , f 2 , . . . stand for formulas. In a standard definition of propositional logic, there are three connectives:
A formula is either true or false, depending on the truth values that have been assigned to the statements. A truth assignment B is a function from the set of statements S to the set of truth values, {true, false}, often represented by 1 and 0: B : S → {0, 1}. The semantic definition of propositional logic states how the different logical connectives combine the truth of the corresponding subformulas, i.e., what the truth value of a formula f , denoted byB(f ), is. The logical connective ¬ stands for "not": the formula ¬f is true only if f is false. The formula f ∧ g is true if f is true and g is true, and f ∨ g is true if f is true or g is true. A truth assignment B such that the formula f is true (i.e.,B(f ) = 1) is called a model for f . A formula that has at least one model is called satisfiable, and otherwise unsatisfiable. A formula g is logical consequence of f (or f follows from g), if every model of f is also model of g. This is denoted by f |= g. If f and g have the same set of models, i.e. f |= g and g |= f , then f and g are called semantically equivalent.
One can represent each piece of evidence and the hypothesis by a statement in S, and one's belief is a formula Σ over S. The hypothesis h is accepted if, whenever Σ is true, also h is true. This corresponds to Σ |= h.
Assumptions and Arguments
Pieces of evidence can also be uncertain, and not only the hypothesis. If a hypothesis h does not follow from an initial belief Σ there are sometimes assumptions one can make about the truth values of some uncertain pieces of evidence in order to derive h. Informally, such a combination of assumptions is called an argument for h. Often there are different arguments for h; the set of arguments is what one could call a qualitative characterization for the uncertainty of h.
The notions of assumptions and arguments as used in this paper have been introduced in the context of assumption-based truth maintenance systems (ATMS) [4] , and formalized in the context of argumentation systems [5] . We will define assumptions and arguments similarly as it has been done in the case of argumentation systems. However, since we do not need the entire power of argumentation systems, we can use a simpler notation.
An assumption is a piece of evidence; we denote the set of pieces of evidence by E, where E⊆ S. The pieces of evidence, i.e. the assumptions are denoted by a, a 1 , . . .
A conjunction is of the form l 1 ∧ . . .∧ l m , where the l i are literals; a literal is a propositional statement s or its negation ¬s. A conjunction is non-contradicting, if no statement s occurs positively and negatively in the conjunction. In the sequel, let L A denote the set of literals over the set of assumptions E and C A denote the set of non-contradicting conjunctions over E. We write a conjunction
An argument A for a hypothesis h is a non-contradicting conjunction over the set of assumptions E (i.e, A ∈ C A ) such that h can be derived from A∧Σ: A∧Σ |= h. 3 In fact, we could have also defined that an argument is any formula over E. However, as shown below, the arguments for h with respect to Σ can always be represented by a set of so-called minimal non-contradicting conjunctions. Such a set of conjunctions for h is called an argument structure and is denoted by A * , where A * ⊆ C A . Let A be any propositional formula over E, such that A ∧ Σ |= h. A is semantically equivalent to a formula A 1 ∨. . .∨A n , where the A i are conjunctions in C A . Every A i is also an argument for h, since the set of models for A i is contained in the set of models of A 1 ∨ . . . ∨ A n . Furthermore, if the conjunction A i = a i1 ∧ . . .∧ a im is argument for h, then so is the conjunction that is obtained by adding one assumption to A i . A formula A ∈ C A such that A is satisfiable and A ∧ Σ is unsatisfiable is called an argument for the contradiction.
Argument Structures for Horn Formulas
In this paper, we investigate the special case where Σ is a so called Horn formula. In the following we prove some properties of the argument structure A * in the case that Σ is a Horn formula. In a first reading, the proofs can be skipped.
, A ∧ Σ |= h, if and only if h ∈ A or if there is a Horn clause
Proof. We first show that f |= g if and only if f ∧ ¬g is unsatisfiable. Consider any model B for f . If f |= g, then B is also a model for g. HenceB(¬g) = 0 wheneverB(f ) = 1 and therefore f ∧ ¬g is unsatisfiable. Conversely, that the formula f ∧ ¬g is unsatisfiable means that ifB(f ) = 1 thenB(¬g) = 0. Hence wheneverB(f ) = 1 we haveB(g) = 1. This corresponds to f |= g.
The problem of verifying A ∧ Σ |= h is therefore equivalent to deciding the unsatisfiability of A ∧ Σ ∧ ¬h. The marking algorithm allows to determine the unsatisfiability of a formula A ∧ Σ ∧ ¬h [1] . Note that ¬h is semantically equivalent to h → 0, where 0 stands for an unsatisfiable formula. Marking algorithm. On the other hand, if the algorithm stops at step 4 and returns Satisfiable, a model for A ∧ Σ ∧ ¬h exists, and hence A ∧ Σ ∧ ¬h is satisfiable. A model B is obtained by assigning the truth value 1 to all statements that have been marked, and 0 to the others. We have to show thatB(A ∧ Σ ∧ (h → 0)) = 1.
Clearly,B(A) = 1: all positive statements have been marked (at step 2); the negative statements have not been marked, because otherwise the algorithm would have stopped in 3. The same reasoning can be applied to h: B(h) = 0 and thereforeB(¬h) = 1. We getB(Σ) = 1. Let f denote any Horn clause in Σ, f = s 1 ∧ . . . s n ∧ → s n+1 . If s n+1 has not been marked, there is at least one s j , j between 1 and n that has not been marked. HenceB(f ) = 1 (and thereforê B(Σ) = 1) sinceB(s j ) = 0 andB(s 1 ∧ . . . ∧ s n ) = 0.
• 
Lemma 3. If h ∈ S − E does not occur as a precondition of a Horn clause in
Degrees of Uncertainty
Any uncertainty method uses a partially ordered set of values to represent degrees of uncertainty (or belief). For a given assumption a, one's belief can range from certainty that ¬a is true over complete uncertainty to complete certainty that a is true. We assign confidence values only to non-negated assumptions, partial belief in a negated assumption can be represented by assigning a confidence value to a new non-negative assumption a and introducing a new Horn clause a → ¬a.
Confidence values stand for the degree of certainty that a piece of evidence or a hypothesis is true. A confidence set T is a partially ordered set of confidence values, where the ordering is denoted by <. The ordering of the confidence values indicate the degree of certainty; a higher confidence value stands for more certainty. As usual, t 1 ≤ t 2 stands for t 1 < t 2 or t 1 = t 2 .
A confidence set contains a minimal and a maximal confidence value, denoted by ⊥ and , respectively. The symbol ⊥ stands for complete uncertainty (⊥ ≤ t, ∀t ∈ T ). The confidence value stands for complete certainty (t ≤ , ∀t ∈ T ) and captures an entity's belief that a statement is true.
A confidence assignment represents an entity's initial belief with respect to each of the assumptions. Formally, a confidence valuation is a function c from the set of pieces of evidence E to the set of confidence values T :
c : E → T Let C denote the set of all confidence assignments. We assume that the confidence values assigned to the pieces of evidence are independent. Such an assumption is not restricting; in the approach described in this paper, dependencies between pieces of evidence could be encoded logically, i.e., as part of the evidence Σ. Consider the situation where the truth of the assumption a 1 depends on the truth of a 2 and vice versa. This dependency can be captured by introducing a statement (say a) and by replacing Σ by another formula Σ : Σ = Σ ∧(a∧a 1 → a 2 )∧(a∧a 2 → a 1 ). The degree of dependency between a 1 and a 2 is then captured by the confidence value c(a) assigned to a.
A confidence valuation e is a function that takes as input a hypothesis (i.e, a statement in S) and a confidence assignment and returns a confidence value for the hypothesis.
e : C × S → T
Principles for Confidence Valuation
A confidence valuation reduces the a priori information (the confidence values assigned to the pieces of evidence) to a single confidence value for the hypothesis. The principles of the next section characterize the way a confidence valuation should combine the confidence values assigned to the pieces of evidence in order to obtain a confidence value for the hypothesis.
In the following, let A * stand for the argument structure for h with respect to Σ. Our principles make sense if the argument structure A * has the following two properties:
1. There is no argument for the counter-hypothesis ¬h.
Every argument A in A
* consists solely of positive literals.
We will explain why these properties for A * are required when introducing our principles. Recall from Section 2 that if the hypothesis is a statement not belonging to the set of assumptions (h ∈ S − E) and if Σ is a Horn formula, then the argument structure has the above two properties.
If all arguments for h consist of at least one assumption which is completely uncertain for Alice, then Alice will be completely uncertain with respect to the truth of h. Conversely, if Alice is completely certain about the truth of all assumptions of one argument for h, then Alice will also be certain about the truth of h.
Principle 1. (Meaning of ⊥ and .) If for all arguments A i ∈ A
* there is at least one assumption a ij ∈ A i such that c(a ij )=⊥, then
e(c, h) = ⊥.
If there is at least one argument A i ∈ A * such that for all assumptions a ij in
If one increases the confidence value for one piece of evidence then the confidence valuation should not return a lower confidence value for h: Principle 2. (Monotonicity of e with respect to the confidence assignments.) Let c 1 and c 2 be two confidence assignments such that c 1 (a) ≤ c 2 (a) for all a ∈ E. Then,
e(c 1 , h) ≤ e(c 2 , h).
Note that this principle makes only sense if the arguments in A * do not contain negative literals. If Alice's confidence in a increases, then Alice has less confidence in ¬a. If ¬a is in an argument for h, then the hypothesis h is less supported and therefore h is less certain; therefore the result of the confidence valuation should decrease. Assume that there are two isomorphic argument structures A * 1 and A * 2 for two hypotheses h 1 and h 2 , and let f be the isomorphism. Clearly, if the argument structure for the two hypotheses are isomorphic and if Alice's confidence is equal for all assumptions that correspond to each other, then the result of the confidence valuation should in both cases be the same. 
Two argument structures
Modeling Public-Key Certification
In our approach, modeling a certain problem consists of identifying the pieces of evidence (i.e., E), the possible conclusions (i.e., S), and describing how the truth values of the evidence and the conclusion is related (i.e., Σ). Different authentication methods are based on different models. The model of Reiter and Stubblebine consists of a set of public-key certificates [16] . PGP's method takes trust values with respect to keys into account, and in Maurer's model one assigns confidence values for the trustworthiness of a person [11] (see also below).
Since authenticating public keys is uncertain also because entities in a web of trust can misbehave (by issuing "wrong" certificates) an authentication method must rely on trust values that one assigns to persons. The problem that arises if trust is not with respect to persons but with respect to keys is best illustrated by the simple example depicted in Figure 2 . In the left scenario Bob's key is accepted to be valid while in the right scenario it is not. Even if Carol is only marginally trusted, she can make Alice accept Bob's key to be valid by issuing certificates with two different keys. This is against the intention of the designer of PGP's method that two introducers are needed if they are only marginally trusted.
In the left scenario the assertions made by means of the public-key certificates and signed with K 1 and K 2 are treated as if they were independent whereas clearly they are not. K 1 and K 2 are both controlled by Carol and hence both certificates for Bob's key have been issued by Carol. If trust values would be assigned to persons, both certification path (and hence both arguments) would depend on the trust value assigned to Carol. The same remark holds for the confidence valuations proposed by Reiter and Stubblebine [16] . A single person can produce any result for the confidence valuation, by generating an arbitrary number of keys and then by issuing publickey certificates.
Confidence Valuation in PGP 2.6.2
We first formalize PGP's authentication method. The evidence and the conclusions consist of three types of statements, which we denote by Aut X,K , Cert K1,X,K2 and Trust X,K . Aut X,K stands for the fact that the signature public key K is authentic for the entity X. Cert K1,X,K2 means there exists a publickey certificate, signed with the signature key K 1 , claiming that K 2 is authentic for X. Finally, Trust X,K stands for the fact that X is trustworthy to provide authentic public keys of other entities by means of a public key K. A key K is authentic for a person X if there is a certificate issued by Y by means of a public key K 1 , and if Y is trustworthy to issue public-key certificates. Therefore Σ consists of Horn clauses of the following form:
The confidence valuation has been informally described in Section 1 and is formalized in Appendix A.
PGP's confidence valuation follows principle 1. If on every path there is an entity whose trust value is no trust or if there is a key that is not valid then the target key is not valid. Conversely, if there is a path where all entities are fully trusted and where all keys are valid then the key is accepted to be valid.
Principle 2 is also satisfied by PGP's confidence valuation. If PGP evaluates a key to be valid, it will still be valid when Alice increases a confidence value for a statement in E, that is if Alice modifies her public-key ring in the following way: Alice increases a trust value, signs a public key with her own key, or adds a public-key certificate.
Principle 3 is not met by PGP. Again, consider the two scenarios of Figure 1 and assume that the entity X i "presumably" controls the key K i . Here, the evidence consists of the following statements:
Σ is obtained by instantiating the above Horn formula with the statements in E:
The confidence assignment can be read out from the web of trust. For instance, in the left scenario, we have the following confidence assignment c l (where ft stands for fully trusted and mt for marginally trusted): An argument for Aut X,K simply corresponds to the set of statements that are on the paths from the source key (in our examples Alice) to the target key (which is allegedly controlled by X). Both scenarios of Figure 1 have the same argument structure for Aut B,KB , and the two argument structures are therefore isomorphic. The two arguments for Aut B,KB are
There is a bijection f : E → E:
such that c l (a) = c r (f (a)). Thus, according to Principle 3, one could postulate that the confidence valuation should return the same confidence value for both scenarios. However, this is not the case, as mentioned in Section 1. Assume that for every argument A 1 of a hypothesis Aut X1,K1 there is an argument A 2 for Aut X2,K2 such that A 1 ⊇ A 2 . This means that for every path A 1 of K 1 there is a path A 2 for K 2 such that A 2 is a sub-path of A 1 . In this case, the key K 1 is not accepted to be valid if the key K 2 is not accepted to be valid. Hence principle 4 is followed by PGP.
Maurer's Confidence Valuation
Maurer's model of a public-key infrastructure consists of two parts [11] . In the deterministic part, he identifies the pieces of evidence that a user allow to derive that a public key is authentic for a certain entity. The deterministic part corresponds to what we here call the model of the confidence valuation (see Subsection 4.1). In the probabilistic part, probabilities stand for degrees of uncertainty. His method is based on a well-defined random experiment. The probabilistic method is inspired from other uncertainty methods, where probabilities stand for degrees of uncertainty or subjective belief [18, 5] .
Maurer uses a similar set of statements as PGP. In his model, however, trust is with respect to persons and not with respect to keys. Secondly, recommendations are part of the model: by means of a digitally signed statement, introducers can not only assert that a certain public key is authentic for a certain entity, but they can also recommend other entities to be trustworthy. For simplicity, we will describe a version of his model where we do not consider recommendations. The observations that we will make are nevertheless valid for the complete model.
The model consists of the following types of statements [11] . Aut A,B stands for A's belief that she holds an authentic public key of B. Trust A,B means that A believes that B is trustworthy. Cert X,Y stands for the fact that X has issued a public-key certificate for Y .
The fact that only entities and not keys are parameters in Maurer's statements can raise confusion and has been criticized by Reiter and Stubblebine [16] . As they state, "entities don't sign certificates, keys do" (principle 1 in [16] ). In Maurer's model there is the implicit assumption that every entity controls only one key; therefore it is not explicitly mentioned which key is concerned. For instance, the statements Cert X1,Y and Cert X2,Y stand for the fact that X 1 and X 2 have issued a certificate for the same key of Y . This confusion could be avoided by explicitly introducing statements where the keys that are concerned are mentioned, as it is the case in our formalization of PGP. One would also obtain a more realistic model where an entity can hold more than one key.
View A is the set of pieces of evidence that A collected. From View A , Alice tries to derive statements by recursively applying the following inference rule: Note that this derivation procedure is purely syntactic, and that Maurer therefore uses the symbol rather than → to denote that a statement follows from a set of other statements. The notion of derivability in Maurer's model corresponds to our notion of logical consequence, in the following way. View A corresponds to E and View A to S. Σ is obtained by instantiating the above inference rule with the statements in S. As one can show, the statement s is derivable from View A (i.e., s ∈ View A ) if and only if E ∧ Σ |= s. A minimal set of statements V such that the statement s can be derived from V is called a path. Obviously, the notion of a path corresponds to our notion of a minimal argument, and the set of paths of Aut A,B corresponds to the argument structure.
In the sequel, let S A stand for the set of statements that are in Alice's view. In the probabilistic part, View A is interpreted as a random variable where the domain is the powerset of S A , i.e., View A takes as values subsets of S A . Alice expresses her uncertainty towards the pieces of evidence by specifying a probability distribution for View A . In order to keep the number of confidence values that Alice must assign reasonably small, one can make the assumption that the pieces of evidence are independent. This means in particular that the introducers are assumed not to collude. In case of the independence assumption, Alice assigns a probability to each piece of evidence.
Since View A is a random variable, also View A is a random variable. The confidence value for a hypothesis h is defined as the probability that h can be derived from View A :
To compute e(c, h), one can determine all minimal arguments for h. Let V i , i = 1 . . . k, stand for the k minimal arguments. V i ⊆ View A stands for the event that h can be derived from V i . The confidence value e(c, h) is obtained by computing the probability that h can be derived from at least one argument, i.e., by computing the probability of the the union of the events
The probability P (V i ⊆ View A ) is the product of the probabilities of the statements in V i , in case these probabilities are independent. Since the events V i ⊆ View A intersect, one cannot simply add up the probabilities P (V i ⊆ View A ). A naive approach would be to establish a table where each row is indexed by a subset of S A . For each row V ⊆ S A , one would store
e(c,h) is the sum of the probabilities of all V from which s can be derived:
More efficiently, the union of the events P (V i ⊆ View A ) can be computed according to the inclusion-exclusion principle (see [11] ).
Maurer's confidence valuation satisfies our principles. Principle 1. By assumption for every argument V i there is a statement a such that c(a) = 0. Hence P (V i ⊆ View A ) = 0, for i = 1 . . . k. The probability of the union of events is 0 if the probability of all events is 0, and therefore e(c, s
Conversely, assume that there is an argument V i such that c(a) = 1 for all statements a in V i . Hence P (V i ⊆ View A ) = 1. Since the probability of the union of events is always bigger than the probability of one event we get e(c, s) = 1. Principle 2. By increasing the probability of one statement a (i.e, c (a) > c(a)) one gets e(c, h) ≥ e(c , h). Let V −a denote the set V − a and V +a denote the set V ∪a. Observe that if h can be derived from V −a , then it can also be derived from V +a (but the inverse is not necessarily true). Therefore one can distinguish two cases. If h can be derived from V −a then P (View A = V −a ) + P (View A = V +a ) does not depend on the value c(a). But there might exist rows such that h can not be derived from V −a but from V +a ; moreover the higher c(a), the higher P (View A = V +a ). Principle 3. Assume that the argument structures A * 1 and A * same number of rows in order to compute the confidence value for Aut A,B1 as for Aut A,B2 . Moreover, since there is twice the same probability distribution, Maurer's confidence valuation will twice return the same result. Therefore it satisfies principle 3. Principle 4. Assume that for every minimal argument V 1 of Aut A,B1 there is a minimal argument V 2 of Aut A,B2 such that V 1 ⊇ V 2 . This implies that for computing the confidence value of Aut A,B2 one has to add up more rows than for Aut A,B1 . Hence principle 4 is satisfied.
Conclusions
The Deficiency of Extensional Methods
One possible criterion to classify uncertainty methods is whether the uncertainty is dealt with extensionally or intensionally [13] . In extensional systems, the uncertainty of a formula is computed as a function of the uncertainty of its subformulas. In other words, the confidence value of a conclusion is a function of the confidence values of the preconditions of the rule [13] . In intensional systems, uncertainty is attached to "state of affairs" or "possible worlds". There seems to be a trade-off between computational efficiency and semantic correctness: Extensional systems have the advantage of generally being computationally more efficient than intensional systems. On the other hand, extensional systems often suffer the deficiency to produce counter-intuitive conclusions [13] .
PGP is a representative of an extensional system since the validity of a key is computed as a function of the trust values attached to the signature keys under the public key. From this perspective, it is not surprising that one can construct scenarios where PGP returns counter-intuitive results. Maurer's approach is an example of an intensional system, because Alice specifies a probability distribution over her possible views, and the confidence value for the hypothesis is the probability that the hypothesis can be derived from the view.
The Principles of Reiter-Stubblebine
Reiter and Stubblebine also introduce principles for a method of authentication (the RS principles for short) [16] , and it is appropriate to compare their work with ours. Their principles can be understood as general guidelines summarizing common sense, at the price of being vague, while our principles are formulated within a precise mathematical framework, hence more precise, at the price of being less comprehensive.
For instance, what it means for "the output of a metric to be intuitive" (in RS-principle 4) is made precise in this paper by the principles for the confidence valuation. As a second example, the RS-principle 5 ("A metric should be resilient to manipulation of its model by misbehaving entities, and its sensitivity to various forms of misbehavior should be made explicit.") is also vague because it is not made precise what the model of a metric is and in what ways the model can
