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We numerically study the interplay between superconductivity and disorder on the graphene
honeycomb lattice with on-site Hubbard attractive interactions U using a spatially inhomogeneous
self-consistent Bogoliubov-de Gennes (BdG) approach. In the absence of disorder there are two
phases at charge neutrality. Below a critical value Uc for attractive interactions there is a Dirac
semimetal phase and above it there is a superconducting phase. We add scalar potential disorder
to the system, while remaining at charge neutrality on average. Numerical solution of the BdG
equations suggests that while in the strong attraction regime (U > Uc) disorder has the usual
effect of suppressing superconductivity, in the weak attraction regime (U < Uc) weak disorder
enhances superconductivity. In the weak attraction regime, disorder that is too strong eventually
suppresses superconductivity, i.e., there is an optimal disorder strength that maximizes the critical
temperature Tc. Our numerical results also suggest that in the weakly disordered regime, mesoscopic
inhomogeneities enhance superconductivity significantly more than what is predicted by a spatially
uniform mean-field theory a` la Abrikosov-Gorkov. In this regime, superconductivity consists of rare
phase-coherent superconducting islands. We also study the enhancement of the superconducting
proximity effect by disorder and mesoscopic inhomogeneities, and obtain typical spatial plots of
the tunneling density of states and the superfluid susceptibility that can be directly compared
to scanning tunneling miscroscopy (STM) experiments on proximity-induced superconductivity in
graphene.
PACS numbers: 71.20.Gj, 73.22.Pr, 74.62.En, 74.45.+c
I. INTRODUCTION
Quantum many-body phenomena in disordered elec-
tronic systems have fascinated condensed matter physi-
cists for decades.1 An important subclass of such prob-
lems involves the nature of superconductivity in disor-
dered materials.2 Disorder is generally believed to be al-
ways detrimental to superconductivity, although s-wave
superconductors are largely protected against it, because
of the Anderson theorem.3 More recent work has exam-
ined the interplay between disorder and superconductiv-
ity more carefully. The work in4–6 has examined s-wave
superconductivity in the negative-U Hubbard model and
showed that at large disorder superconductivity is highly
inhomogeneous with the striking consequence that its de-
struction does not lead to a closing of the single parti-
cle gap. In related developments7–9 it has been shown
that inhomogeneities/mesoscopic fluctuations can miti-
gate the suppression of superconductivity by disorder,
with the effects being particularly striking for uncon-
ventional (non-s-wave) superconductivity. Finally, it has
been argued in10–12 that disorder can enhance supercon-
ductivity in the vicinity of an underlying metal-insulator
transition due to the multifractality of the electronic
wavefunctions.
The recent discovery of two-dimensional (2D) Dirac
semimetals such as graphene13 has provided a new plat-
form for investigating the interplay of disorder and su-
perconductivity. In the clean system, at charge neutral-
ity, the onset of superconductivity is a quantum critical
phenomenon, occurring only above some threshold inter-
action strength, with the phase transition between the
Dirac semimetal and the superconductor being governed
by an interesting effective field theory displaying emer-
gent supersymmetry.14–16 It has also been pointed out17
that for subcritical attractive interactions, disorder has
the counterintuitive effect of enhancing superconductiv-
ity, such that in the presence of weak disorder the system
superconducts for arbitrarily weak attraction. It was fur-
ther argued that the disorder enhancement of supercon-
ductivity in disordered Dirac fermion systems should be
greatly magnified by mesoscopic fluctuation effects over
and above the predictions of a mean-field theory where
the superconducting order parameter is assumed to be
homogeneous. The interplay of disorder and interactions
in Dirac fermion systems has also been examined theoret-
ically in complementary work18,19 examining the robust-
ness of the surface states of topological superconductors.
In this paper, we study numerically the interplay of
disorder and superconductivity in a 2D Dirac fermion
system — graphene. We find evidence indicating that
weak disorder enhances superconductivity when attrac-
tive interactions are weak, but suppresses superconduc-
tivity when attractive interactions are strong. Mean-
while, strong disorder always suppresses superconductiv-
ity, such that for weak attraction there is an optimal dis-
order strength that maximizes the critical temperature
Tc. We derive a phase diagram in the plane of disor-
der strength and attraction strength, and establish that
the disorder enhancement of superconductivity for weak
attraction is dominated by mesoscopic fluctuations: the
superconducting phase in this regime can be thought of
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2as rare phase-coherent superconducting islands. Finally,
we investigate numerically the proximity effect on disor-
dered graphene, and produce typical spatial plots of the
superfluid density and tunneling density of states that
allow this picture to be directly compared with scanning
tunneling microscopy (STM) experiments on graphene.
The paper is structured as follows. In Sec. II we
present the theoretical model, which is based on the self-
consistent Bogoliubov-de Gennes (BdG) formalism for a
spatially inhomogeneous pairing amplitude. This model
allows us to study the role of mesoscopic fluctuations in
the robustness of the emergent s-wave superconductivity.
In Sec. III we identify numerically the critical coupling Uc
that separates the Dirac semimetal and the superconduc-
tor in the clean system. We then obtain the full phase
diagram in the plane of disorder V and interaction U
which summarizes the interplay between superconductiv-
ity, disorder, and finite-size effects. For weak attractive
interactions, the superconducting phase is not visible in
the numerical results due to finite-size effects (the coher-
ence length grows exponentially as U decreases). Thus,
we are restricted to a window of couplings near Uc. We
observe that adding disorder allows superconductivity to
develop even for U < Uc, although because of finite-size
effects the disorder strength must exceed some threshold
value. Meanwhile, strong disorder suppresses supercon-
ductivity, such that there is an optimal disorder strength
which maximizes Tc for U < Uc. For U > Uc disor-
der always suppresses superconductivity. In Sec. IV, we
study the spatial structure of the disorder-enabled su-
perconducting phase for U < Uc. Specifically, we show
numerically that superconductivity is far stronger than
would be predicted based on a theory that assumes the
superconductivity to be homogeneous. Examining the
spectral gap and the local density of states as a function
of position reveals that in this regime superconductivity
is highly inhomogeneous, being dominated by rare re-
gions with strong pairing. These spatial plots may also
be directly compared with STM experiments. Finally, in
Sec. V we discuss the superconducting proximity effect
in dirty graphene. We present numerical evidence for
the enhancement of the superfluid susceptibility by weak
disorder, as well as the suppression of the superfluid sus-
ceptibility for very strong disorder.
II. THEORETICAL MODEL
We consider spinful electrons hopping on a 2D honey-
comb lattice near half filling, with a random scalar po-
tential and an attractive on-site interaction. The Hamil-
tonian is H = H0 +Hint, where
H0 = −t
∑
〈ij〉,σ
(c†iσcjσ + H.c.) +
∑
i,σ
(Vi − µ)niσ,
Hint = −U
∑
i
ni↑ni↓. (1)
Here c†iσ creates an electron with spin σ at site ri, t is the
nearest-neighbor hopping matrix element, U > 0 is the
attractive (pairing) interaction, niσ = c
†
iσciσ is the num-
ber of electrons of spin σ located at site ri, µ is the chem-
ical potential, and Vi is a random scalar potential at site
ri, which is sampled from a uniform distribution [−V, V ]
where V is the disorder strength. We measure energies in
units of t, which is equivalent to setting t = 1. We have
numerically studied the Hamiltonian (1) for a lattice of
N = 900 sites with periodic boundary conditions. Some
tests were made for lattices of up to N = 1600 sites.
For every realization of disorder, the chemical potential
was chosen to keep the system at charge neutrality on
average, i.e., to ensure that 〈n〉 ≡∑i,σ 〈niσ〉 /N = 1.
This simple model captures three important pieces of
physics. At V = 0, it describes the clean system which
is a Dirac semimetal at low interaction strengths U and
an s-wave superconductor for higher attractive interac-
tions. At U = 0, it reduces to the Anderson localization
problem on a honeycomb lattice. For U 6= 0 and V 6= 0,
which is the focus of this paper, it captures the inter-
play between disorder and superconductivity for Dirac
fermions.
We note the strong similarities between our model and
that of Ref. 5 and 17. However, Ref. 5 worked with a
nearest-neighbor model on a square lattice with a con-
ventional “parabolic” dispersion ∝ cos kx + cos ky, while
the Dirac nature of the electrons on the half-filled honey-
comb lattice will be essential to our analysis. Meanwhile,
Ref. 17 studied theoretically the interplay between su-
perconductivity and disorder for a single species of mass-
less, spinful Dirac fermions in 2D with attractive inter-
actions. If parity and time-reversal symmetries are to be
preserved, an odd number of species of Dirac fermions
can be realized on the surface of a 3D topological insula-
tor, but not on a purely 2D lattice.20–23 Unlike Ref. 17,
we work with a model that has an even number of species
of Dirac fermions, namely two species of Dirac fermions
per spin.
We investigate the interplay of disorder and supercon-
ductivity within the self-consistent BdG formalism4,24
that we first briefly review. In a mean-field approxima-
tion, the interaction term Hint in Eq. (1) can be decou-
pled in two ways, by acquiring a local density 〈niσ〉 =〈
c†iσciσ
〉
or a pairing amplitude ∆(ri) = −U 〈ci↓ci↑〉. Be-
cause the random scalar potential Vi breaks the lattice
translation symmetry at the level of the Hamiltonian, we
allow the pairing amplitude to be inhomogeneous. The
mean-field factorization of the interaction term yields a
quadratic Hamiltonian,
HMF = −
∑
〈ij〉,σ
(c†iσcjσ + c
†
jσciσ) +
∑
i,σ
(Vi − µ˜i)niσ
+
∑
i
(
∆(ri)c
†
i↑c
†
i↓ + ∆
∗(ri)ci↓ci↑
)
, (2)
where the Hartree shift in the chemical potential is ac-
counted for by defining µ˜i = µ + U
〈ni〉
2 , with 〈ni〉 =
3∑
σ 〈niσ〉. This Hamiltonian is diagonalized by the Bo-
goliubov operators γnσ, which are defined by
ci↑ =
∑
n
(
γn↑un(ri)− γ†n↓v∗n(ri)
)
, (3)
ci↓ =
∑
n
(
γn↓un(ri) + γ
†
n↑v
∗
n(ri)
)
. (4)
The coefficients un(ri) and vn(ri) satisfy the normal-
ization condition
∑
n |vn(ri)|2 + |un(ri)|2 = 1 for each
site ri. The diagonalized Hamiltonian is written as
HMF =
∑
n,σ nγ
†
nσγnσ with n ≥ 0, the coefficients
un(ri) and vn(ri) are solutions of the BdG equations[
HˆK ∆ˆ
∆ˆ∗ −Hˆ∗K
] [
un(ri)
vn(ri)
]
= n
[
un(ri)
vn(ri)
]
, (5)
where HˆKun(ri) = −t
∑
aˆ un(ri + aˆ) + (Vi − µ˜i)un(ri),
aˆ is the vector pointing to the nearest neighbors, and
∆ˆun(ri) = ∆(ri)un(ri). An analogous relation holds for
the vn(ri)’s. Working at zero temperature T = 0, we
obtain the self-consistency equations
∆(ri) = U
∑
n
un(ri)v
∗
n(ri), (6)
〈ni〉 = 2
∑
n
|vn(ri)|2. (7)
Starting with an ansatz for ∆(ri) and ni, i.e., an ansatz
for µ˜i and ∆(ri), we solve the BdG equations (5) on
a honeycomb lattice with periodic boundary conditions.
Doing so, we obtain the eigenenergies n and the wave
functions un(ri) and vn(ri). We iterate this process until
the solutions for the pairing amplitude and number of
fermions satisfy the self-consistent equations (6) at each
lattice site to an accuracy of at least 5 percent. The
chemical potential µ is chosen such that the effective µ˜i
containing the Hartree shift keeps the average density of
particles in the system 〈n〉 = 1 up to a precision √V ,
where V is the width of the disorder distribution. We
average the results over 10-15 disorder realizations for
each given V .
III. PHASE DIAGRAM
In Fig. 1 we plot the order parameter ∆op, defined as
the spatial average of the local pairing amplitude ∆op =∑
i ∆(ri).
4,5 We confirm the well-known result25–30 that
in the absence of disorder, there exists a critical value Uc
for the attractive interactions that separates the Dirac
semimetal phase from the superconducting one: in the
former the order parameter is zero, whereas in the latter
it is non-zero. We note that in the absence of disorder
the superconductivity is spatially homogeneous.
In the presence of disorder, the Dirac semimetal phase
is destroyed and the system becomes superconducting
even below the clean attraction threshold Uc ≈ 1.8
(Fig. 1). In principle, this should occur for arbitrarily
FIG. 1. Order parameter as a function of the attractive inter-
action strength ∆op(U), computed for the clean system (red
line) and for nonzero disorder strength V = 1.5 (blue line).
The results for the disordered system are averaged over 12
disorder realizations.
FIG. 2. Phase diagram (∆op) in the V -U plane: SC is the
superconductor; Dirac SM is the Dirac semimetal; AI is the
Anderson insulator; Vopt is the optimal disorder. Below the
critical coupling (U < Uc ≈ 1.8), weak disorder enhances
superconductivity, while strong disorder suppresses it. In this
regime there is an optimal disorder Vopt ≈ 1.5 strength that
maximizes superconductivity. For stronger interactions U >
Uc, disorder suppresses superconductivity.
weak disorder,17 but this is not visible in our numerical
simulations due to finite-size effects. Indeed, for suffi-
ciently small U the superconducting coherence length will
be greater than the system sizes we are using. However,
for U close to but less than Uc, we observe that the disor-
dered system is superconducting while the clean system
is not, i.e., superconductivity is enhanced by disorder in
this regime. Furthermore, we find that for U > Uc disor-
der suppresses superconductivity.
The full phase diagram in the V -U plane (Fig. 2) en-
capsulates the interplay of attractive interactions, disor-
der, and superconductivity. As mentioned previously, for
small attractive interactions (U . 1.0) the superconduct-
ing phase is not visible in the numerics due to finite-size
effects. However, for a substantial regime near the clean
attraction threshold U ∼ Uc, we observe that weak disor-
der enhances superconductivity, but strong disorder sup-
presses it, such that there is an optimal disorder strength
which maximizes superconductivity. We believe the sup-
pression of superconductivity by strong disorder to be a
signature of Anderson localization physics. Since a single
Dirac fermion is protected against Anderson localization,
4FIG. 3. Comparison of the uniform Abrikosov-Gorkov order
parameter ∆AG (red curve) and the spatially inhomogeneous
BdG order parameter ∆op (blue curve) as functions of the
disorder strength V . Results are averaged over 12 disorder
realizations for each disorder strength V , and are computed
for U ∼ Uc.
we conjecture that the effect of disorder on supercon-
ductivity in the weak attraction regime will be mono-
tonic for a single time-reversal invariant Dirac fermion.
However, we are unable to test this numerically, since
one cannot obtain a single Dirac fermion in a 2D lattice
Hamiltonian without breaking parity and time-reversal
symmetry.20–23 (One can design a time-reversal invariant
bilayer lattice model with a pair of Dirac fermions such
that for momenta close to the Dirac point, the Dirac
fermions are localized on opposite surfaces and are ap-
proximately decoupled.31 However, the coupling between
the two Dirac fermions increases as one moves away from
the Dirac point, such that in the presence of strong in-
teractions it is not clear that one can reliably mimick
the superconductivity of a single Dirac fermion in such
a model.) Meanwhile, for U  Uc where the clean sys-
tem was already in the superconducting phase, disorder
always suppresses superconductivity.
IV. INHOMOGENEITY OF THE DISORDERED
SUPERCONDUCTOR
In this section we show that superconductivity in the
disordered U < Uc regime is highly inhomogeneous,
and should be thought of in terms of rare supercon-
ducting puddles that eventually establish global phase
coherence.17
The Abrikosov-Gorkov (AG) theory2 provides a frame-
work for analyzing superconductivity in disordered sys-
tems, but assumes that the superconducting order pa-
rameter is translationally invariant. We compare the pre-
dictions of this theory with the results from an explicit
solution of the BdG equations, and show that it dramati-
cally underestimates the strength of superconductivity in
the disordered system. We assume a spatially uniform or-
der parameter ∆AG =
1
N
∑
i ∆(ri) = ∆(ri) and roughly
follow Anderson’s treatment of dirty superconductors in
the absence of magnetic impurities.3 If we consider wn(ri)
to be the eigenfunctions of HˆK with eigenvalues λn, we
(a) U = 5.0, V = 0.25, and
∆op = 1.84
(b) U = 5.0, V = 5.0, and
∆op = 0.05
(c) U = 0.8, V = 1.0, and
∆op ∼ 10−3
(d) U = 0.8, V = 5.0, and
∆op ∼ 10−3
FIG. 4. Spatial distribution of the pairing amplitude in vari-
ous regimes of interaction and disorder (blue: semimetal, red:
superconductor). Strong disorder leads to the formation of
superconducting islands, clusters of high pairing amplitude
surrounded by a sea of small amplitudes.
can set un(ri) = unwn(ri) and vn(ri) = vnwn(ri). The
BdG equations immediately yield 2n = λ
2
n + |∆AG|2. Us-
ing the self-consistency and normalization conditions, we
obtain
∆(ri) = U
∑
n
|wn(ri)|2 ∆AG
2
√
∆2AG + λ
2
n
(8)
Introducing the local density of states (LDOS) in the
normal state ρ(ri, ω) =
∑
n |wn(ri)|2δ(ω−λn), we get the
following equation for ∆AG which is similar to the gap
equation for s-wave superconductivity in a clean metal,
1 = U
∫
dω
ρ(ω)
2
√
ω2 + ∆2AG
, (9)
where ρ(ω) = 1N
∑
i ρ(ri, ω) is the total density of states
(DOS) in the normal state. For various disorder strengths
V , we have numerically computed the BdG order param-
eter ∆op without assuming spatial homogeneity, and also
the AG order parameter ∆AG from Eq. (9). As seen in
Fig. 3, the uniform AG mean-field theory underestimates
the strength of superconductivity in comparison to an
approach that allows for spatial inhomogeneity.
A. Superconducting islands
To understand numerically how mesoscopic fluctua-
tions and superconducting islands yield a more robust
superconductivity than predicted by a spatially uniform
pairing amplitude, we analyze the spatial distribution
of ∆(ri) in various regimes of attraction and disorder
strengths. We determine the spatial distribution of pair-
ing strengths well above Uc [Fig. 4(a),(b)] and well be-
low Uc [Fig. 4(c),(d)]. Well above the critical point
5FIG. 5. Distribution of pairing amplitudes P (∆) for V = 1.5
(averaged over 12 disorder realizations) for U = 1.75 < Uc
(blue curve) and U = 3.0 > Uc (red curve).
(a) U = 4.5 > Uc (b) U = 1.0 < Uc
FIG. 6. Spectral gap gap in the DOS [Eq. (10)] as a function
of disorder strength for different interaction strengths U .
(U = 5.0 > Uc), the clean system is superconducting
with a spatially uniform pairing amplitude. Weak disor-
der (V = 0.25) breaks the spatial uniformity of ∆(ri)
[Fig. 4(a)]. For a disorder strength that is compara-
ble to the interaction strength (V = U = 5.0), super-
conducting islands emerge, i.e., clusters of high pairing
amplitude surrounded by a sea of small pairing ampli-
tudes [Fig. 4(b)]. Meanwhile, well below the critical
point (U = 0.8 < Uc), the clean system is not super-
conducting. In the presence of weak disorder (V = 1.0)
however, superconductivity emerges in a few rare regions
[Fig. 4(c), red spots]. These superconducting islands be-
come more clearly visible when the disorder strength is
increased [Fig. 4(d)].
To study the behavior around Uc, we have looked at
the pairing amplitude distribution4,5 P (∆) for a given
disorder strength V = 1.5 (averaged over 10-15 realiza-
tions) and for two representative interaction strengths:
U1 = 1.7 < Uc and U2 = 3.0 > Uc (Fig. 5). As the inter-
action strength is increased from below to above Uc, the
distribution P (∆) becomes broader. For U < Uc super-
conductivity is concentrated in a few regions, whereas for
U > Uc most of the sample is superconducting whereas
a few regions are not.
B. Density of states and spectral gap
We now study the spatial distribution of the single-
particle DOS defined as4
ρ(ω) =
1
N
∑
n,ri
(|un(ri)|2δ(ω − n) + |vn(ri)|2δ(ω + n)) ,
(10)
In the numerical calculations delta functions are replaced
by a narrow Lorentzian lineshape.
Around the critical interaction strength (U = 1.8 ∼
Uc), the DOS (computed as the spatial average of the
local density of states as seen in Eq. [10]) has different
profiles depending on the disorder strength V (Fig. 7).
For the clean system, the DOS has two well-resolved co-
herence peaks [Fig. 7(a)], but it does not have a hard
gap due to the smoothing function we have employed.
For stronger disorder the DOS becomes “smeared” as
higher energy states become available and it retains a
gap around the zero energy point [Fig. 7(b)]. In order to
study the behavior of the gap gap in the DOS, we also
look at the lowest eigenvalue of the BdG Hamiltonian
matrix in Eq. (5).
Well above the critical point (U = 4.5 > Uc), the evo-
lution of gap with disorder is non-monotonic [Fig. 6 (a)],
and has been explained by Ghosal et al.4,5 Initially dis-
order suppresses superconductivity, which is reflected in
a decrease of the spectral gap. However, a nonzero gap
survives even for large disorder strengths because there
are islands of superconductivity in the areas where |Vi|
is small and where particle-hole mixing occurs, whereas
where |Vi| is high the pairing amplitude vanishes (in the
high mountains there are no electrons and in the deep
valleys there are two). We have also found that the
low-energy excitations lie entirely on the superconducting
islands4 which explains the finite spectral gap at high dis-
order strengths. Below the critical point (U = 1.0 < Uc),
the spectral gap is a monotonically increasing function
of disorder [Fig. 6(b)]. This indicates that for subcritical
couplings, disorder enhances pairing.
C. Local density of states
We also compute the local density of states (LDOS),
defined as
ρ(ri, ω) =
∑
n
(|un(ri)|2δ(ω − n) + |vn(ri)|2δ(ω + n)) ,
(11)
for a given realization of disorder.
A way of studying the LDOS which is akin to STM
experiments32–34 is to make spatial plots of the LDOS
scanned at a fixed energy ω [Fig. 7(c),(d)]. In the weak
disorder regime, the LDOS is roughly spatially uniform.
In this regime the enhancement of superconductivity is
too weak to be visible. In the strong disorder case where
the enhancement of superconductivity is more visible, we
6(a) U = 1.8, V = 0 (b) U = 1.8, V = 1.5
(c) U = 1.8, V = 0.5, ω = 1.0 (d) U = 1.8, V = 1.5, ω = 1.0
FIG. 7. The spatial average of the LDOS [(a),(b)] and the
spatial plot of the LDOS at a fixed energy ω for the same
disorder realization [(c),(d)].
FIG. 8. Average superfluid susceptibility χ¯ as a function of
disorder strength V for proximity-induced superconductivity
in a dirty graphene sheet.
observe a spatially inhomogeneous LDOS that we inter-
pret as a signature of the formation of superconduct-
ing islands. The observation of superconducting islands
in the LDOS confirms our expectations that disorder-
enhanced superconductivity in the subcritical attraction
regime should be highly spatially inhomogeneous.
V. PROXIMITY-INDUCED
SUPERCONDUCTIVITY
An important experimental application of the enhance-
ment of superconductivity by disorder is the supercon-
ducting proximity effect. In particular, one would ex-
pect an enhancement of the superfluid susceptibility in a
sheet of dirty graphene proximate to a superconductor.
To model this, we consider the Hamiltonian for a dis-
ordered graphene lattice with no attractive interactions,
i.e., Eq. (1) with U = 0,
H = −t
∑
〈ij〉,σ
(c†iσcjσ + H.c.) +
∑
i,σ
Viniσ. (12)
Pairing occurs via the tunneling of Cooper pairs from the
superconductor into the dirty graphene layer, which is
modeled by an external, real, uniform pairing amplitude
∆(ri) = ∆. The full Hamiltonian becomes
Hproximity = −t
∑
〈ij〉,σ
(c†iσcjσ + H.c.) +
∑
i,σ
Viniσ
+
∑
i
(∆c†i↑c
†
i↓ + H.c.). (13)
We define the local superfluid susceptibility as
χ(ri) =
∂
∂∆
∣∣∣〈c†i↑c†i↓〉∣∣∣∣∣∣∣
∆=0
. (14)
By computing the average local susceptibility χ¯ =
1
N
∑
i χ(ri) as a function of disorder strength, we ob-
serve that there is an optimal regime (roughly V ∈ [1, 5])
for which the susceptibility is enhanced compared to the
clean case (Fig. 8). However, for very high disorder
strengths (V  5.0), we recover the signature of an
Anderson insulator35, χ¯ → 0. This confirms that for
subcritical interactions U < Uc, weak disorder enhances
superconductivity while strong disorder suppresses it.
Moreover, it demonstrates that this effect applies not
only to intrinsic superconductivity, but also to proximity-
induced superconductivity.
VI. CONCLUSIONS
We have demonstrated by a self-consistent numerical
solution of the BdG equations on a disordered graphene
lattice that for weak attractive interactions U < Uc, weak
disorder enhances superconductivity. Thus, a disordered
system can be superconducting even when a clean sys-
tem is semimetallic. The effect is non-monotonic in the
disorder strength, with strong disorder suppressing su-
perconductivity, such that there is an optimal disorder
strength that maximizes superconductivity. Moreover,
superconductivity in this regime is spatially inhomoge-
neous, consisting of superconducitng islands immersed
in a semimetallic sea. We have produced plots of the
typical LDOS which may be directly compared to STM
experiments in this regime. We have also shown that
these effects apply to proximity-induced superconductiv-
ity as well as to intrinsic superconductivity. Meanwhile,
for strong attractive interactions U > Uc, disorder sup-
presses superconductivity: this is the usual behavior, re-
covered here in the strong interaction regime. We antic-
ipate that these results will be of relevance for ongoing
experiments aiming to realize proximity-induced super-
conductivity in dirty graphene36,37.
ACKNOWLEDGMENTS
We are grateful to D. A. Huse and E. H. da Silva Neto
for insightful discussions. This work was supported by
the Simons Foundation (JM), a PCTS fellowship (RN)
7and by NSF Grant Numbers DMR 1006608 and 1311781 (SLS)
1 P. A. Lee and T. V. Ramakrishnan, Rev. Mod. Phys. 57,
287 (1985).
2 A. A. Abrikosov, L. P. Gorkov, and I. Y. Dzyaloshinskii,
Quantum Field Theoretical Methods in Statistical Physics
(Pergamon Press, Oxford, 1965).
3 P. W. Anderson, J. Phys. Chem. Solids 11, 26 (1959).
4 A. Ghosal, M. Randeria, and N. Trivedi, Phys. Rev. B 65,
014501 (2001).
5 A. Ghosal, M. Randeria, and N. Trivedi, Phys. Rev. Lett.
81, 3940 (1998).
6 K. Boudim, Y. Loh, M. Randeria, and N. Trivedi, Nature
Physics 7, 884 (2011).
7 B. Spivak, P. Oreto, and S. A. Kivelson, Phys. Rev. B 77,
214523 (2008).
8 B. Spivak, P. Oreto, and S. A. Kivelson, Physica B 404,
462 (2009).
9 A. Lamacraft, F. M. Marchetti, J. S. Meyer, R. S. Moir,
and B. D. Simons, J. Phys. A 37, L447 (2004).
10 M. Feigel’man, L. Ioffe, V. Kravtsov, and E. Cuevas, Ann.
Phys. 325, 1390 (2010).
11 I. Burmistrov, I. Gornyi, and A. Mirlin, Phys. Rev. Lett.
108, 017002 (2012).
12 L. Dell’Anna, Phys. Rev. B 88, 195139 (2013).
13 K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang,
M. I. Katsnelson, I. V. Grigorieva, S. V. Dubonos, and
A. A. Firsov, Nature 438, 197 (2005).
14 T. Grover and A. Vishwanath, arXiv:1206.1332.
15 T. Grover, D. N. Sheng, and A. Vishwanath, Science 344,
280 (2014).
16 P. Ponte and S.-S. Lee, New J. Phys. 16, 013044 (2014).
17 R. Nandkishore, J. Maciejko, D. A. Huse, and S. L.
Sondhi, Phys. Rev. B 87, 174511 (2013).
18 M. S. Foster and E. A. Yuzbashyan, Phys. Rev. Lett. 109,
246801 (2012).
19 M. S. Foster, H.-Y. Xie, and Y.-Z. Chou, Phys. Rev. B
89, 155140 (2014).
20 H. B. Nielsen and M. Ninomiya, Nucl. Phys. B 185, 20
(1981).
21 H. B. Nielsen and M. Ninomiya, Nucl. Phys. B 193, 173
(1981).
22 A. J. Niemi and G. W. Semenoff, Phys. Rev. Lett. 51, 2077
(1983).
23 A. N. Redlich, Phys. Rev. Lett. 52, 18 (1984).
24 P.-G. de Gennes, Superconductivity of Metals and Alloys
(W. A. Benjamin, New York, 1966).
25 K. G. Wilson, Phys. Rev. D 7, 2911 (1973).
26 D. J. Gross and A. Neveu, Phys. Rev. D 10, 3235 (1974).
27 N. B. Kopnin and E. B. Sonin, Phys. Rev. Lett. 100,
246808 (2008).
28 B. Uchoa and A. H. Castro Neto, Phys. Rev. Lett. 102,
109701 (2009).
29 E. Zhao and A. Paramekanti, Phys. Rev. Lett. 97, 230404
(2006).
30 B. Roy, V. Juricˇic´, and I. F. Herbut, Phys. Rev. B 87,
041401 (2013).
31 D. J. J. Marchand and M. Franz, Phys. Rev. B 86, 155146
(2012).
32 O. Fischer, M. Kugler, I. Maggio-Aprile, C. Berthod, and
C. Renner, Rev. Mod. Phys. 79, 353 (2007).
33 K. K. Gomes, A. N. Pasupathy, A. Pushp, S. Ono,
Y. Ando, and A. Yazdani, Nature 447, 569 (2007).
34 J. Hoffman, K. McElroy, D.-H. Lee, K. Lang, H. Eisaki,
S. Uchida, and J. Davis, Science 297, 1148 (2002).
35 M. Ma and P. A. Lee, Phys. Rev. B 32, 5658 (1985).
36 H. Heersche, P. Jarillo-Herrero, J. Oostinga, L. Vander-
sypen, and A. Morpurgo, Nature 446, 56 (2007).
37 Z. Han, A. Allain, H. Arjmandi-Tash, K. Tikhonov,
M. Feigel’man, B. Sacepe, and V. Bouchiat, Nat Phys
10, 380 (2014).
