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Abstract
In the paper we first construct rational solutions for the Nijhoff-Quispel-Capel (NQC) equation
by means of bilinear method. These solutions can be transferred to those of Q3δ equation in the
Adler-Bobenko-Suris (ABS) list. Then making use of degeneration relation we obtain rational
solutions for Q2, Q1δ, H3δ, H2 and H1. These rational solutions are in Casoratian form and the
basic column vector satisfies an extended condition equation set.
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1 Introduction
As one of interpretations of integrability of lattice equations, multidimensional consistency [1] has
become increasingly popular in the recent years. With this property and two mild additional re-
quirements on the equations: symmetry and the so-called ‘tetrahedron property’, Adler, Bobenko
and Suris classified the integrable models defined on an elementary quadrilateral [2]. The corre-
sponding result is named as ABS list, which consists of nine lattice equations: Q4,Q3δ,Q2,Q1δ ,A2,
A1δ,H3δ ,H2,H1. These equations are of form
Q4 : p′(uu˜+ û̂˜u)− q′(uû+ u˜̂˜u)
=
p′Q′ − q′P ′
1− p′2q′2
(
(ûu˜+ û˜u)− p′q′(1 + uu˜û̂˜u)) , (1.1a)
Q3δ : p
′(1− q′2)(uû+ u˜̂˜u)− q′(1− p′2)(uu˜+ û̂˜u)
= (p′2 − q′2)
(
(ûu˜+ û˜u) + δ2 (1− p′2)(1− q′2)
4p′q′
)
, (1.1b)
Q2 : p′(u− û)(u˜− ̂˜u)− q′(u− u˜)(û− ̂˜u) + p′q′(p′ − q′)(u+ u˜+ û+ ̂˜u)
= p′q′(p′ − q′)(p′2 − p′q′ + q′2), (1.1c)
Q1δ : p
′(u− û)(u˜− ̂˜u)− q′(u− u˜)(û− ̂˜u) = δ2p′q′(q′ − p′), (1.1d)
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H3δ : p
′(uu˜+ û̂˜u)− q′(uû+ u˜̂˜u) = δ(q′2 − p′2), (1.1e)
H2 : (u− ̂˜u)(u˜− û) = (p′ − q′)(u+ u˜+ û+ ̂˜u) + p′2 − q′2, (1.1f)
H1 : (u− ̂˜u)(u˜− û) = p′ − q′, (1.1g)
where P ′2 = p′4−γp′2+1 and Q′2 = q′4−γq′2+1. We omit A1δ and A2 from the above list because of
the equivalence between A1δ and Q1 by u→ (−1)n+mu, as well as A2 and Q3δ=0 by u→ u(−1)n+m .
In equations (1.1), δ is a constant; u = un,m := u(n,m) denotes the dependent variable of the lattice
points labeled by (n,m) ∈ Z2; p′ and q′ are the continuous lattice parameters associated with the
grid size in the directions of the lattice given by the independent variables n and m, respectively;
notations with elementary lattice shifts are denoted by
u˜ = un+1,m, û = un,m+1, ̂˜u = un+1,m+1.
Some of these equations have been known before, for example, H1 is the lattice potential Korteweg
de-Vries (lpKdV) equation [3], H3δ=0 is the lattice potential modified KdV (lpmKdV) equation [3],
Q1δ=0 is the lattice Schwarzian KdV (lSKdV) equation [4] and Q4 is known as the Adler’s equation
[5], which is the nonlinear superposition principle for Ba¨cklund transformation of the Krichever-
Novikov equation. There are many ways of degenerations among these lattice equations in the list
(1.1) [2, 6, 7].
Various of approaches have been shown to be effective in deriving soliton solutions for the ABS
list (1.1) as evidenced by series of papers. Atkinson et al. constructed N -soliton solutions to Q3δ in
terms of the τ -function of the Hirota-Miwa equation. The corresponding solutions were expressed by
the usual Hirota’s polynomial of exponentials [8]. By developing Hirota’s direct method, Hietarinta
and Zhang derivedN -soliton solutions to H-series of equations and Q1 [9]. This method is algorithmic
and based on multidimensional consistency, progressing in each case from background solution to
1-soliton solution to N -soliton solutions, where many Casoratian shift formulae were established.
Meanwhile, Nijhoff and his collaborators proposed Cauchy matrix approach [7] to catch the N -
soliton solutions for the ABS list except for the elliptic case of Q4. The authors of the present paper
extended Cauchy matrix approach to a generalized case [10], which can be used to construct more
kinds of exact solutions beyond soliton solutions for integrable systems (see also Ref. [11]), such
as, multiple-pole solutions. By setting initial value problem, Inverse Scattering Transform was also
established to solve H1 [12] and the ABS list [13]. As the ‘master’ and the most complicate equation
in this list, Q4 was solved by using the Ba¨cklund transformation [14].
Different from soliton solution, rational solution is usually expressed by fraction of polynomials.
Generally speaking, such type of solutions can be derived from soliton solutions through a special
limit procedure (see Refs. [15, 16] as examples). Compared with the case in continuous integrable
system, it is more difficult to get the rational solutions of lattice equations. In spite of this, until
now much progress has been got. Algebraic solutions and lump-like solutions for the Hirota-Miwa
equation were, respectively, given in Refs. [17] and [18]. With the help of bilinear method [9],
rational solutions for H3δ and Q1δ as well as lattice Boussinesq equation were shown in recent
papers [19, 20]. Besides, by imposing reduction conditions on rational solutions for the Hirota-
Miwa equation, rational solutions for lpKdV equation and two semi-discrete lpKdV equations were
obtained [21]. Recently, transformation approach was proposed to construct the rational solutions
for the whole ABS list except for Q3δ and Q4 [22].
The present paper is devoted to investigating rational solutions for the ABS list with a different
methodology, where Q4 is excluded. The paper is organised as follows. In Sec.2, some necessary
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materials are displayed as preliminary, including the re-parameterized ABS lattices and Casoratian.
In Sec.3, we derive the rational solutions to lattice KdV-type equations involving lpKdV equation,
lpmKdV equation, NQC equation, together with two Miura transformations. In Sec.4, rational
solutions for Q3δ are presented. Furthermore, degenerations will be considered to derive the rational
solutions for “lower equations” Q2,Q1δ,H3δ ,H2 and H1. Sec.5 is for conclusions. In addition, an
appendix is given as a complement to the paper.
2 Preliminary
Some new parameters are usually introduced such that the list (1.1) can be handled easily. For
example, in Ref. [7] the ABS lattice equations (1.1) except for Q4 were re-parameterized so that
their solutions can be expressed through Cauchy matrices. These re-parametrisations are given by [7]
Q3δ : p
′ = P
p2−a2
= p
2−b2
P
, q′ = Q
q2−a2
= q
2−b2
Q
,
Q2,Q1δ : p
′ = a
2
p2−a2
, q′ = a
2
q2−a2
,
H3δ : p
′ = P
a2−p2
= 1
P
, q′ = Q
a2−q2
= 1
Q
,
H2,H1 : p′ = −p2, q′ = −q2.
(2.1)
And the re-parameterized lattice equations are
Q3δ : P (uû+ u˜
̂˜u)−Q(uu˜+ û̂˜u) = (p2 − q2)((u˜û+ û˜u) + δ2
4PQ
)
, (2.2a)
Q2 : (q2 − a2)(u− û)(u˜− ̂˜u)− (p2 − a2)(u− u˜)(û− ̂˜u)
+ (p2 − a2)(q2 − a2)(q2 − p2)(u+ u˜+ û+ ̂˜u)
= (p2 − a2)(q2 − a2)(q2 − p2)((p2 − a2)2 + (q2 − a2)2 − (p2 − a2)(q2 − a2)), (2.2b)
Q1δ : (q
2 − a2)(u− û)(u˜− ̂˜u)− (p2 − a2)(u− u˜)(û− ̂˜u) = δ2a4(p2 − q2)
(p2 − a2)(q2 − a2) , (2.2c)
H3δ : P (a
2 − q2)(uu˜+ û̂˜u)−Q(a2 − p2)(uû+ u˜̂˜u) = δ(p2 − q2), (2.2d)
H2 : (u− ̂˜u)(u˜− û) + (p2 − q2)(u+ u˜+ û+ ̂˜u) = p4 − q4, (2.2e)
H1 : (u− ̂˜u)(û− u˜) = p2 − q2, (2.2f)
where in (2.2a) (p, P ) = p and (q,Q) = q are the points on the elliptic curve
{(x,X)|X2 = (x2 − a2)(x2 − b2)}, (2.3)
in (2.2d)
P 2 = a2 − p2, Q2 = a2 − q2, (2.4)
and in Q3δ and Q2 the dependent variable u has been scaled by
u→ u(b2 − a2), u→ a
4u
(p2 − a2)2(q2 − a2)2 ,
respectively. In the present paper, we focus on constructing rational solutions for the ABS list (2.2),
where some Casoratian techniques developed in recent literatures [9, 23] will be adopted.
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Casoratian can be viewed as the discrete version of Wronskian. In general, for a given basic
column vector
φ(α, β, l) = (φ1(α, β, l), φ2(α, β, l), · · · , φN (α, β, l))T , (2.5)
with {φj(α, β, l) = φj(n,m,α, β, l)}, the corresponding Casoratian can be written as
f = |φ(α, β, 0),φ(α, β, 1), . . . ,φ(α, β,N − 1)|
= |0α,β, 1α,β , . . . , N − 1α,β|
= |(0, 1, . . . , N − 1)α,β |. (2.6)
Here and hereafter, we employ the short-hand notations [24], such as
|(0, 1, . . . , N − 1)α,β| = |(N̂ − 1)α,β|, (2.7a)
|(0, 1, . . . , N − 2, N)α,β | = |(N̂ − 2, N)α,β|. (2.7b)
In addition to the above notations, we need the following Laplace expansion identity for Caso-
ratian verification.
Lemma 1. [24] Suppose that G is a N×(N−2) matrix, and a,b,c,d are N th-order column vectors,
then
|G,a,b||G, c,d| − |G,a, c||G,b,d| + |G,a,d||G,b, c| = 0. (2.8)
3 Rational solutions for lattice KdV-type equations
In this section, we first review the usual Casoratian solutions for the lattice KdV-type equations,
including lpKdV equation, lpmKdV equation, NQC equation and two Miura transformations. Then
by introducing an extended condition equation set, we derive rational solutions for the lattice KdV-
type equations. The results play key roles in the construction of the rational solutions for Q3δ.
3.1 Casoratian solutions for lpKdV equation
The lpKdV equation reads
(p − q + ŵ − w˜)(p+ q + w − ̂˜w) = p2 − q2, (3.1)
which is equivalent to equation (2.2f) by a change of dependent variable w = u+np+mq+u0 (u0 is
a constant) and reduces to the pKdV equation after a double continuum limit. The lpKdV equation
(3.1) admits bilinear form [9]
H1 ≡ ĝf˜ − g˜f̂ + (p− q)(f̂ f˜ − f ̂˜f) = 0, (3.2a)
H2 ≡ ĝ˜f − ̂˜gf + (p+ q)(f ̂˜f − f̂ f˜) = 0 (3.2b)
under dependent transformation
w =
g
f
. (3.3)
Casoratian solutions to equation (3.2) can be summarized by the following result [25].
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Proposition 1. The bilinear equation (3.2) possesses Casoratians
f = |(N̂ − 1)0,0|, g = |(N̂ − 2, N)0,0|, (3.4)
in which the column vector φ(0, 0, l) satisfies
pφ(α, β, l) = φ˜(α, β, l) − φ(α, β, l + 1), (3.5a)
qφ(α, β, l) = φ̂(α, β, l) − φ(α, β, l + 1), (3.5b)
pψ(α, β, l) = ψ˜(α, β, l) −ψ(α, β, l + 1), (3.5c)
qψ̂(α, β, l) = ψ(α, β, l) + ψ̂(α, β, l + 1), (3.5d)
φ(α, β, l) = A[m]ψ(α, β, l), (3.5e)
where ψ(α, β, l) = (ψ1(α, β, l), ψ2(α, β, l), . . . , ψN (α, β, l))
T is an auxiliary vector and A[m] is a
N ×N matrix that only depends on m but is independent of n, α, β and l.
For the detailed proof, one can see Ref. [25].
3.2 Casoratian solutions for lpmKdV equation
The lpmKdV equation can be described as
va((p− a)v̂a − (q − a)v˜a) = ̂˜va((p + a)v˜a − (q + a)v̂a), (3.6)
where a is a non-zero constant. Under transformation
va =
h
f
, (3.7)
equation (3.6) is bilinearized into
H11 ≡ (p− a)̂˜fh+ (q + a)f ̂˜h− (p+ q)f̂ h˜ = 0, (3.8a)
H12 ≡ (p+ a)f ̂˜h+ (q − a)̂˜fh− (p+ q)f˜ ĥ = 0, (3.8b)
or
H21 ≡ (p− a)f˜ ĥ− (q − a)f̂ h˜− (p− q)f ̂˜h = 0, (3.9a)
H22 ≡ (p+ a)f̂ h˜− (q + a)f˜ ĥ− (p− q)̂˜fh = 0. (3.9b)
The Casoratian solutions to these two bilinear equations are shown as follows.
Proposition 2. The bilinear equations (3.8) and (3.9) possess Casoratians
f = |(N̂ − 1)0,0|, h = aN |(N̂ − 1)−1,0|, (3.10)
in which the column vectors φ(0, 0, l) and φ(−1, 0, l) satisfy system (3.5) together with
aφ(α, β, l) =
◦
φ(α, β, l) − φ(α, β, l + 1), (3.11a)
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aψ(α, β, l) =
◦
ψ(α, β, l) −ψ(α, β, l + 1), (3.11b)
pϕ˜(α, β, l) = ϕ(α, β, l) + ϕ˜(α, β, l + 1), (3.11c)
qϕ(α, β, l) = ϕ̂(α, β, l) −ϕ(α, β, l + 1), (3.11d)
aϕ(α, β, l) =
◦
ϕ(α, β, l) −ϕ(α, β, l + 1), (3.11e)
φ(α, β, l) = B[n]ϕ(α, β, l), (3.11f)
where ϕ(α, β, l) = (ϕ1(α, β, l), ϕ2(α, β, l), . . . , ϕN (α, β, l))
T is an auxiliary vector and
◦
denotes
shift with respect to α, i.e.,
◦
φ(α, β, l) = φ(α+1, β, l); B[n] is a N ×N matrix that only depends on
n but is independent of m,α, β and l.
Proof. Because any three bilinear equations in (3.8) and (3.9) can lead to the remainder, here we
just study equations H11, H12 and H21.
We use shifted H11 in the following form
H˜11 ≡ (p− a)f̂
˜
h+ (q + a)
˜
fĥ− (p+ q)̂˜fh = 0. (3.12)
By virtue of equation (3.11a), it is easy to know that h in (3.10) can be rewritten as
h = aN |0−1,0, (N̂ − 2)0,0|. (3.13)
In (3.12), for
˜
f ,
˜
h, f̂ , ĥ and ̂˜f , we make use of (A.1a), (A.1c), (A.2b), (A.2f) and (A.2g), respectively,
and get
(pq)N−2[(p − a)f̂
˜
h+ (q + a)
˜
fĥ− (p+ q)̂˜fh]
= aN
|Â[m]|
|A[m]|
(|0−1,0, (N̂ − 3)0,0,
˜
φ(0, 0, N − 2)||(N̂ − 2)0,0,A[m]Â
−1
[m]φ̂(0, 0, N − 2)|
− |(N̂ − 2)0,0,
˜
φ(0, 0, N − 2)||0−1,0, (N̂ − 3)0,0,A[m]Â
−1
[m]φ̂(0, 0, N − 2)|
− |(N̂ − 3)0,0,
˜
φ(0, 0, N − 2),A[m]Â
−1
[m]φ̂(0, 0, N − 2)||0−1,0, (N̂ − 2)0,0
)
, (3.14)
which vanishes in the light of Lemma 1, where G = (N̂ − 3)0,0, (a,b, c,d) = (0−1,0,
˜
φ(0, 0, N −
2), N − 20,0,A[m]Â
−1
[m]φ̂(0, 0, N − 2)).
Similarly, for proving H12, we consider its shifted form
Hˆ12 ≡ (p+ a)
ˆ
fh˜+ (q − a)f˜
ˆ
h− (p+ q)
ˆ˜
fh = 0. (3.15)
In (3.15), for
ˆ
f ,
ˆ
h, f˜ , h˜ and ˜ˆf , we use (A.1b), (A.1d), (A.2a), (A.2e) and (A.2h), respectively. Then
we have
Hˆ12 ≡(p + a)
ˆ
fh˜+ (q − a)f˜
ˆ
h− (p + q)
ˆ˜
fh
=aN (pq)−N+2
|B˜[n]|
|B[n]|
(− |0−1,0, (N̂ − 3)0,0,B[n]B˜−1[n] φ˜(0, 0, N − 2)||(N̂ − 2)0,0,
ˆ
φ(0, 0, N − 2)|
+ |(N̂ − 2)0,0,B[n]B˜
−1
[n] φ˜(0, 0, N − 2)||0−1,0, (N̂ − 3)0,0,
ˆ
φ(0, 0, N − 2)|
− |(N̂ − 3)0,0,
ˆ
φ(0, 0, N − 2),B[n]B˜
−1
[n] φ˜(0, 0, N − 2)||0−1,0, (N̂ − 2)0,0|
)
6
=0, (3.16)
where we have utilized Lemma 1, in which G = (N̂ − 3)0,0, (a,b, c,d) = (0−1,0,B[n]B˜
−1
[n] φ˜(0, 0, N −
2), N − 20,0,
ˆ
φ(0, 0, N − 2)).
Next, we adopt the down-tilde-hat version of H21, i.e.,
ˆ˜
H21 ≡ (p− a)
ˆ
f
˜
h− (q − a)
˜
f
ˆ
h− (p− q)
ˆ˜
fh = 0. (3.17)
For (3.17),
˜
f ,
ˆ
f ,
˜
h,
ˆ
h,
ˆ˜
f are provided by (A.1a), (A.1b), (A.1c), (A.1d) and (A.1m), respectively.
Now we obtain
Hˆ21 ≡ (p − a)
ˆ
f
˜
h− (q − a)
˜
f
ˆ
h− (p − q)
ˆ˜
fh
= aN (pq)−N+2
(− |(N̂ − 2)0,0,
ˆ
φ(0, 0, N − 2)||0−1,0, (N̂ − 3)0,0,
˜
φ(0, 0, N − 2)|
+ |(N̂ − 2)0,0,
˜
φ(0, 0, N − 2)||0−1,0, (N̂ − 3)0,0,
ˆ
φ(0, 0, N − 2)|
− |(N̂ − 3)0,0,
ˆ
φ(0, 0, N − 2),
˜
φ(0, 0, N − 2)||0−1,0, (N̂ − 2)0,0|
)
= 0 (3.18)
by using Lemma 1, in which G = (N̂ − 3)0,0, (a,b, c,d) = (N−20,0,
ˆ
φ(0, 0, N −2), 0−1,0,
˜
φ(0, 0, N −
2)). Thus we complete the proof.
The lpKdV equation (3.1) is related to the lpmKdV equation (3.6) by
p− q + ŵ − w˜ = 1̂˜va ((p − a)v̂a − (q − a)v˜a) (3.19a)
=
1
va
((p + a)v˜a,b − (q + a)v̂a), (3.19b)
p+ q + w − ̂˜w = 1
v˜a
((p − a)va + (q + a)̂˜va) (3.19c)
=
1
v̂a
((p + a)̂˜va + (q − a)va), (3.19d)
which serve as the Miura transformation [4]. Substituting dependent transformations (3.3) and
(3.7) into (3.19), one can easily find that (3.2), (3.8) and (3.9) compose the bilinear forms for the
system (3.19). Therefore, system (3.19) have Casoratian solutions (3.3) and (3.7), in which f, g and
h are given by (3.4) and (3.10), where the basic column vector φ(α, β, l) satisfies systems (3.5) and
(3.11).
3.3 Casoratian solutions for NQC equation
The NQC equation was firstly introduced in Ref. [3] by direct linearization method. This equation
has the form
1 + (p− a)S(a, b) − (p+ b)S˜(a, b)
1 + (q − a)S(a, b) − (q + b)Ŝ(a, b)
=
1− (q + a)̂˜S(a, b) + (q − b)S˜(a, b)
1− (p + a)̂˜S(a, b) + (p − b)Ŝ(a, b) , (3.20)
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where a and b are non-zero constants. Through different parameter choices, (3.20) can yield lpKdV
equation (3.1) and lpmKdV equation (3.6). In Ref. [3], it was revealed that there is a Miura
transformation between lpmKdV equation (3.6) and NQC equation (3.20), which is given by
1 + (p− a)S(a, b) − (p+ b)S˜(a, b) = v˜avb, (3.21a)
1 + (q − a)S(a, b)− (q + b)Ŝ(a, b) = v̂avb, (3.21b)
1 + (p− b)S(a, b) − (p+ a)S˜(a, b) = vav˜b, (3.21c)
1 + (q − b)S(a, b)− (q + a)S˜(a, b) = vav̂b, (3.21d)
where va satisfies the lpmKdV equation (3.6). Equation (3.20) can be derived from (3.21) in the
light of equality v˜avb
v̂avb
= (va v̂b)˜(va v˜b)̂ . Now rather than discussing equation (3.20), we turn to consider
system (3.21). Through transformations
va =
h
f
, vb =
s
f
, S(a, b) =
θ
f
, (3.22)
system (3.21) can be bilinearized into
H31 ≡ f f˜ + (p− a)θf˜ − (p + b)θ˜f − h˜s = 0, (3.23a)
H32 ≡ f f̂ + (q − a)θf̂ − (q + b)θ̂f − ĥs = 0, (3.23b)
H33 ≡ f f˜ + (p− b)θf˜ − (p + a)θ˜f − hs˜ = 0, (3.23c)
H34 ≡ f f̂ + (q − b)θf̂ − (q + a)θ̂f − hŝ = 0. (3.23d)
For the Casoratian solutions to (3.23), one has
Proposition 3. Bilinear system (3.23) admits the solutions
f = |(N̂ − 1)0,0|, h = aN |(N̂ − 1)−1,0|, s = bN |(N̂ − 1)0,−1|,
θ = − 1
a+ b
((ab)N |(N̂ − 1)−1,−1| − |(N̂ − 1)0,0|), (3.24)
in which the basic column vector φ(α, β, l) satisfies (3.5a), (3.5b), (3.11a) and
bφ(α, β, l) =
•
φ(α, β, l) − φ(α, β, l + 1), (3.25a)
pχ(α, β, l) = χ˜(α, β, l) − χ(α, β, l + 1), (3.25b)
qχ(α, β, l) = χ̂(α, β, l) − χ(α, β, l + 1), (3.25c)
aχ(α, β, l) =
◦
χ(α, β, l) − χ(α, β, l + 1), (3.25d)
b
•
χ(α, β, l) = χ(α, β, l) +
•
χ(α, β, l + 1), (3.25e)
φ(α, β, l) = C [β]χ(α, β, l), (3.25f)
p̟(α, β, l) = ˜̟(α, β, l) −̟(α, β, l + 1), (3.25g)
q̟(α, β, l) = ̟̂(α, β, l) −̟(α, β, l + 1), (3.25h)
a
◦
̟(α, β, l) = ̟(α, β, l) +
◦
̟(α, β, l + 1), (3.25i)
b̟(α, β, l) =
•
̟(α, β, l) −̟(α, β, l + 1), (3.25j)
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φ(α, β, l) = D[α]̟(α, β, l), (3.25k)
where χ(α, β, l) = (χ1(α, β, l), χ2(α, β, l), . . . , χN (α, β, l))
T and̟(α, β, l) = (̟1(α, β, l),̟2(α, β, l),
. . . ,̟N (α, β, l))
T are two auxiliary vectors and
•
denotes shift with respect to β, i.e.,
•
φ(α, β, l) =
φ(α, β + 1, l); C [β] is a N × N matrix that only depends on β but is independent of n,m,α and l;
D[α] is a N × N matrix only depends on α but is independent of n,m, β and l. In (3.24) we add
factor (ab)N in θ to formally avoid the constraint b 6= −a. One can see the explicit expressions for
the two simplest rational solutions listed in Sec.3.4.
Proof. Noting that the structure of θ, we rewrite (3.23) to
H41 ≡ (p− a)f˜ϑ− (p + b)ϑ˜f + (a+ b)h˜s = 0, (3.26a)
H42 ≡ (q − a)f̂ϑ− (q + b)ϑ̂f + (a+ b)ĥs = 0, (3.26b)
H43 ≡ (p− b)f˜ϑ− (p + a)ϑ˜f + (a+ b)hs˜ = 0, (3.26c)
H44 ≡ (q − b)f̂ϑ− (q + a)ϑ̂f + (a+ b)hŝ = 0, (3.26d)
where
ϑ = (ab)N |(N̂ − 1)−1,−1|.
For proving (3.26a), we make use of the replacements f = 1
bN
•
s and h = a
N
bN
•
◦
s and consider equation
H˜41 ≡ (p− a) •s
˜
ϑ− (p+ b)ϑ •
˜
s+ aN (a+ b)
•
◦
s
˜
s = 0, (3.27)
where ϑ = (ab)N |0−1,−1, (N̂ − 2)0,−1|. In (3.27), for •s,
˜
ϑ,
•
˜
s,
•
◦
s and
˜
s, we use (A.2c), (A.1g), (A.2i),
(A.2k) and (A.1e), respectively. Then we have
H˜41 ≡ (p− a) •s
˜
ϑ− (p+ b)ϑ •
˜
s+ aN (a+ b)
•
◦
s
˜
s
= (ab2)N (pb)−N+2
| •C [β]|
|C [β]|
(|0−1,−1, (N̂ − 3)0,−1,
˜
φ(0,−1, N − 2)|
|(N̂ − 2)0,−1,C [β]
•
C−1[β]
•
φ(0,−1, N − 2)| − |(N̂ − 3)0,−1,
˜
φ(0,−1, N − 2),
C [β]
•
C−1[β]
•
φ(0,−1, N − 2)||0−1,−1, (N̂ − 2)0,−1|
− |(N̂ − 2)0,−1,
˜
φ(0,−1, N − 2)||0−1,−1, (N̂ − 2)0,−1,C [β]
•
C−1[β]
•
φ(0,−1, N − 2)|)
= 0, (3.28)
where Lemma 1 was considered, in which G = (N̂ − 3)0,−1, (a,b, c,d) = (0−1,−1,
˜
φ(0,−1, N −
2), N − 20,−1,C [β]
•
C−1[β]
•
φ(0,−1, N − 2)). Similarly, one can prove bilinear equations (3.26b)-(3.26d).
Thus we finish the verification.
Let us conclude Propositions 1-3 as follows.
Proposition 4. The Casoratians
f = |(N̂ − 1)0,0|, g = |(N̂ − 2, N)0,0|, h = aN |(N̂ − 1)−1,0|, s = bN |(N̂ − 1)0,−1|,
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θ = − 1
a+ b
((ab)N |(N̂ − 1)−1,−1| − |(N̂ − 1)0,0|) (3.29)
solve the bilinear equations (3.2), (3.8), (3.9) and (3.23), where the basic column vector φ(α, β, l)
satisfies the condition equation set (3.5), (3.11), (3.25) together with
bψ(α, β, l) =
•
ψ(α, β, l) −ψ(α, β, l + 1), (3.30a)
bϕ(α, β, l) =
•
ϕ(α, β, l) −ϕ(α, β, l + 1). (3.30b)
The additional equations (3.30) implies that vb given by (3.22) also satisfies the lpmKdV equation
(3.6) with a → b. According to the different forms of A[m], B[n], C[β] and D[α], at least two types
of solutions can be obtained (cf. Ref. [25]). For example, when A[m], B[n], C[β] and D[α] are,
respectively, diagonal matrices defined as
A[m] = Diag((q
2 − k2j )m)N×N , B[n] = Diag((p2 − k2j )n)N×N , (3.31a)
C [β] = Diag((b
2 − k2j )β)N×N , D[α] = Diag((a2 − k2j )α)N×N . (3.31b)
Then (3.29) together with
φj(α, β, l) = ρ
(0)+
j (p+ kj)
n(q + kj)
m(a+ kj)
α(b+ kj)
βklj
+ρ
(0)−
j (p− kj)n(q − kj)m(a− kj)α(b− kj)β(−kj)l, (3.32a)
ψj(α, β, l) = (q
2 − k2j )−mφj(α, β, l), ϕj(α, β, l) = (p2 − k2j )−nφj(α, β, l), (3.32b)
χj(α, β, l) = (b
2 − k2j )−βφj(α, β, l), ̟j(α, β, l) = (a2 − k2j )−αφj(α, β, l) (3.32c)
for j = 1, 2, . . . , N provides the usual multi-soliton solutions for the lattice KdV-type equations,
where {ρ(0)±j } are constants.
3.4 Rational solutions for lattice KdV-type equations
For H3δ and Q1δ in the ABS list, the existence of δ 6= 0 plays a crucial role in the procedure of
obtaining rational solutions from their soliton solutions [19]. While for H1 and H2, not involving
δ, it does not work to derive their rational solution from the soliton solutions (3.29) with (3.32) by
taking limit. To avoid this shortcoming, we consider the following system
(p− c)φ(α, β, l) = φ˜(α, β, l) − φ(α, β, l + 1), (3.33a)
(q − c)φ(α, β, l) = φ̂(α, β, l) − φ(α, β, l + 1), (3.33b)
(a− c)φ(α, β, l) = ◦φ(α, β, l) − φ(α, β, l + 1), (3.33c)
(b− c)φ(α, β, l) = •φ(α, β, l) − φ(α, β, l + 1), (3.33d)
(p− c)ψ(α, β, l) = ψ˜(α, β, l) −ψ(α, β, l + 1), (3.33e)
(q + c)ψ̂(α, β, l) = ψ(α, β, l) + ψ̂(α, β, l + 1), (3.33f)
(a− c)ψ(α, β, l) = ◦ψ(α, β, l) −ψ(α, β, l + 1), (3.33g)
(b− c)ψ(α, β, l) = •ψ(α, β, l) −ψ(α, β, l + 1), (3.33h)
φ(α, β, l) = A[m]ψ(α, β, l), (3.33i)
(p+ c)ϕ˜(α, β, l) = ϕ(α, β, l) + ϕ˜(α, β, l + 1), (3.33j)
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(q − c)ϕ(α, β, l) = ϕ̂(α, β, l) −ϕ(α, β, l + 1), (3.33k)
(a− c)ϕ(α, β, l) = ◦ϕ(α, β, l) −ϕ(α, β, l + 1), (3.33l)
(b− c)ϕ(α, β, l) = •ϕ(α, β, l) −ϕ(α, β, l + 1), (3.33m)
φ(α, β, l) = B[n]ϕ(α, β, l), (3.33n)
(p− c)χ(α, β, l) = χ˜(α, β, l) − χ(α, β, l + 1), (3.33o)
(q − c)χ(α, β, l) = χ̂(α, β, l) − χ(α, β, l + 1), (3.33p)
(a− c)χ(α, β, l) = ◦χ(α, β, l) − χ(α, β, l + 1), (3.33q)
(b+ c)
•
χ(α, β, l) = χ(α, β, l) +
•
χ(α, β, l + 1), (3.33r)
φ(α, β, l) = C[β]χ(α, β, l), (3.33s)
(p − c)̟(α, β, l) = ˜̟(α, β, l) −̟(α, β, l + 1), (3.33t)
(q − c)̟(α, β, l) = ̟̂(α, β, l) −̟(α, β, l + 1), (3.33u)
(a+ c)
◦
̟(α, β, l) = ̟(α, β, l) +
◦
̟(α, β, l + 1), (3.33v)
(b− c)̟(α, β, l) = •̟(α, β, l) −̟(α, β, l + 1), (3.33w)
φ(α, β, l) = D[α]̟(α, β, l), (3.33x)
where A[m], B[n], C [β] and D[α] are defined as in Propositions 1-3. System (3.33) is referred to as
the extended condition equation set. For (3.31), solutions to (3.33) can be described as
φj(α, β, l) = ρ
(0)+
j (p+ kj)
n(q + kj)
m(a+ kj)
α(b+ kj)
β(c+ kj)
l
+ρ
(0)−
j (p− kj)n(q − kj)m(a− kj)α(b− kj)β(c− kj)l, (3.34a)
ψj(α, β, l) = (q
2 − k2j )−mφj(α, β, l), ϕj(α, β, l) = (p2 − k2j )−nφj(α, β, l), (3.34b)
χj(α, β, l) = (b
2 − k2j )−βφj(α, β, l), ̟j(α, β, l) = (a2 − k2j )−αφj(α, β, l). (3.34c)
with j = 1, 2, . . . , N .
From the previous subsections, one knows that f0 = |(N̂ − 1)0,0|, g0 = |(N̂ − 2, N)0,0|, h0 =
aN |(N̂ − 1)−1,0|, s0 = bN |(N̂ − 1)0,−1| and θ0 = − 1a+b ((ab)N |(N̂ − 1)−1,−1| − |(N̂ − 1)0,0|) solve the
bilinear equations (3.2), (3.8), (3.9) and (3.23), where the basic column vector φ(α, β, l) satisfies
system (3.33) with c = 0. In the case of (3.31), by direct calculation one knows that (cf. Ref. [26])
fc = f0, gc = g0 +Ncf0, hc = h0, sc = s0, θc = θ0, (3.35)
where in fc, gc, hc, sc and θc, the basic column vector φ(α, β, l) satisfies the extended condition
equation set (3.33). Substituting (3.35) into bilinear forms (3.2), (3.8), (3.9) and (3.23), one can
easily find that fc, gc, hc, sc and θc also satisfy these bilinear equations. Therefore, (3.29) together
with (3.34) also yields multi-soliton solutions for the lattice KdV-type equations. Furthermore, we
can get the following result.
Proposition 5. The Casoratians
f = |(N̂ − 1)0,0|, g = |(N̂ − 2, N)0,0|, h = aN |(N̂ − 1)−1,0|, s = bN |(N̂ − 1)0,−1|,
θ = − 1
a+ b
((ab)N |(N̂ − 1)−1,−1| − |(N̂ − 1)0,0|) (3.36)
solve the bilinear equations (3.2), (3.8), (3.9) and (3.23), where the basic column vector φ(α, β, l)
satisfies the extended condition equation set (3.33).
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Analogous to the earlier proofs of Propositions 1-3, we can deduce the verification of Proposition
5.
Constant c in (3.33) guarantees that one can get rational solutions for the lattice KdV-type
equations. In fact, A[m], B[n], C[β] and D[α] are taken, respectively, as lower triangular Toeplitz
matrices (For more properties of this type matrices, one can refer to Ref. [16])
A[m] = (γs,j(q,m))N×N , γs,j(q,m) =
{
1
(2s−2j)!∂
2(s−j)
k (q
2 − k2)m∣∣
k=0
, s ≥ j,
0, s < j,
(3.37a)
B[n] = (γs,j(p, n))N×N , γs,j(p, n) =
{
1
(2s−2j)!∂
2(s−j)
k (p
2 − k2)n∣∣
k=0
, s ≥ j,
0, s < j,
(3.37b)
C [β] = (γs,j(b, β))N×N , γs,j(b, β) =
{
1
(2s−2j)!∂
2(s−j)
k (b
2 − k2)β∣∣
k=0
, s ≥ j,
0, s < j,
(3.37c)
D[α] = (γs,j(a, α))N×N , γs,j(a, α) =
{
1
(2s−2j)!∂
2(s−j)
k (a
2 − k2)α∣∣
k=0
, s ≥ j,
0, s < j.
(3.37d)
The generic basic Casoratian column vector φ(α, β, l) for (3.33) can then be taken as
φ(α, β, l) = A+φ+(α, β, l) +A−φ−(α, β, l) (3.38a)
with
φ±(α, β, l) = (φ±0 (α, β, l), φ
±
1 (α, β, l), · · · , φ±N−1(α, β, l))T , (3.38b)
φ±s (α, β, l) =
1
(2s)!
∂2sk [(p ± k)n(q ± k)m(a± k)α(b± k)β(c± k)l+
1
2 ]
∣∣
k=0
, (3.38c)
where A± are two arbitrary non-singular lower triangular Toeplitz matrices. In (3.38c) we added 12
in the factor (c± k)l+ 12 to avoid zero derivative.
It is easy to understand that S(a, b) given by (3.22) with (3.36) and (3.38) satisfies symmetric
property S(a, b) = S(b, a). When N = 2, solutions w, va and S(a, b) are, respectively, given by
w =
2cpq
pq + 2c(mp + nq)
+ 2c, (3.39a)
va =
−2cpq
a(pq + 2c(mp+ nq))
+ 1, (3.39b)
S(a, b) =
2cpq
ab(pq + 2c(mp+ nq))
, (3.39c)
and when N = 3, solutions w, va and S(a, b) read, respectively,
w = 6cpq
(
pq + 2c(mp + nq)
)2
/
( − 3pq((pq)2 − 2cpq(mp+ nq)− 4c2(mp + nq)2)
+ 8c3(3nmpq(mp+ nq) + (n3 − n)q3 + (m3 −m)p3)) + 3c, (3.40a)
va =
6cpq
a2
(
pq + 2c(mp + nq)
)(
2cpq − a(pq + 2c(mp + nq)))
/
( − 3pq((pq)2 − 2cpq(mp+ nq)− 4c2(mp + nq)2)
12
+ 8c3(3nmpq(mp+ nq) + (n3 − n)q3 + (m3 −m)p3)) + 1, (3.40b)
S(a, b) =
6cpq
a2b2
(− 2cpq + a(pq + 2c(mp + nq)))(− 2cpq + b(pq + 2c(mp + nq)))
/
( − 3pq((pq)2 − 2cpq(mp+ nq)− 4c2(mp + nq)2)
+ 8c3(3nmpq(mp+ nq) + (n3 − n)q3 + (m3 −m)p3)). (3.40c)
It is noteworthy that (3.39c) and (3.40c) also hold for b = −a.
4 Rational solutions for the ABS list Q3δ
4.1 Rational solutions for the Q3δ
In Ref. [7], soliton solutions for Q3δ (2.2a) were written as a linear combination of four terms each of
which contains as an essential ingredient the soliton solution of NQC equation with different values
of the branch point parameters which enter in that equation. In the following, we still adopt this
result to present the rational solution for the Q3δ.
Theorem 1. The rational solution of Q3δ (2.2a) is formulated by
u =Ḁ(a, b) [1− (a+ b)S(a, b)] +B̥(a,−b) [1− (a− b)S(a,−b)]
+ C̥(−a, b) [1 + (a− b)S(−a, b)] +D̥(−a,−b) [1 + (a+ b)S(−a,−b)] , (4.1)
in which S(±a,±b) are the rational solutions of the NQC equation (3.20) with parameters ±a,±b;
the function ̥(a, b) is defined as
̥(a, b) =
(
P
(p − a)(p− b)
)n ( Q
(q − a)(q − b)
)m
, (4.2)
and P,Q are defined by (2.3); A, B, C and D are constants subject to the single constraint
AD(a+ b)2 −BC(a− b)2 = − δ
2
16ab
. (4.3)
The proof of soliton solutions to the Q3δ presented in Ref. [7] is based on lpKdV equation (3.1),
Miura transformations (3.19) and (3.21), as well as symmetric property S(a, b) = S(b, a). Since
rational solutions for these equations have been shown in previous section, naturally we achieve the
verification of Theorem 1. We omit it here.
4.2 Degeneration
We now consider the problem of degeneration of rational solutions into the remaining “lower” equa-
tions Q2,Q1δ,H3δ ,H2 and H1 in the ABS list (2.2). To do so we follow the degenerations given in
Ref. [7] which are limits on the parameters a and b and the dependent variable u, where a small
parameter ǫ is introduced, and all degenerations are obtained in the limit ǫ→ 0. The degeneration
relations between Q3δ and “lower equations” Q2,Q1δ,H3δ ,H2 and H1 can be depicted by Fig.1.
Q3δ

// Q2

// Q1δ

H3δ // H2 // H1
Fig.1 Degeneration relation
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4.2.1 Q3δ −→ Q2
The degeneration from Q3δ to Q2 is
b = a(1− 2ǫ), u −→ δ
4a2
(
1
ǫ
+ 1 + (1 + 2u)ǫ
)
. (4.4)
Making the following replacements of constants in (4.1)
A→ δ
4a2
Aǫ, B → δ
8a2
(
1
ǫ
+ 1− ξ0 + ((3 + ξ20)/2 + 2AD)ǫ
)
,
C → δ
8a2
(
1
ǫ
+ 1 + ξ0 + ((3 + ξ
2
0)/2 + 2AD)ǫ
)
, D → δ
4a2
Dǫ,
(4.5)
we find the rational solution for Q2:
u =
1
4
((ξ + ξ0)
2 + 1) + a(ξ + ξ0)S(−a, a) + a2 (Z(a,−a) + Z(−a, a))+
AD +
1
2
Aρ(a)(1 − 2aS(a, a)) + 1
2
Dρ(−a)(1 + 2aS(−a,−a)),
(4.6)
in which
ξ = 2a
(
p
a2 − p2n+
q
a2 − q2m
)
, ρ(a) =
(
p+a
p−a
)n (
q+a
q−a
)m
,
Z(a,−a) = − 12a∂ǫS(a, 2aǫ− a)
∣∣
ǫ=0
, Z(−a, a) = 12a∂ǫS(−a, a− 2aǫ)
∣∣
ǫ=0
,
(4.7)
and ξ0, A and D are the constants which may be chosen arbitrarily.
4.2.2 Q2 −→ Q1δ
To achieve the rational solution for Q1δ we degenerate from (4.6) by taking
u −→ δ
2
4ǫ2
+
1
ǫ
u.
Meanwhile, we replace the constants appearing in solution (4.6) by
A→ 2A
ǫ
, D → 2D
ǫ
, ξ0 → ξ0 + 2B
ǫ
. (4.8)
Then the rational solutions for Q1δ can be described as
u = Aρ(a)(1 − 2aS(a, a)) +B(ξ + ξ0 + 2aS(−a, a)) +Dρ(−a)(1 + 2aS(−a,−a)), (4.9)
where constants A, B, D and ξ0 are chosen to satisfy the single constraint
AD +
1
4
B2 =
δ2
16
. (4.10)
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4.2.3 Q3δ −→ H3δ
By setting
b =
1
ǫ2
, u −→ ǫ3
√
δ
2
u, (4.11)
and
A→ ǫ3
√
δ
2
A, B → ǫ3
√
δ
2
B, C → ǫ3
√
δ
2
C, D → ǫ3
√
δ
2
D, (4.12)
rational solution to H3δ can be degenerated from (4.1), which is of form
u = (A+ (−1)n+mB)̺va + ((−1)n+mC +D)̺−1v−a, (4.13)
in which va is defined by (3.7) and
̺ =
(
P
a− p
)n( Q
a− q
)m
, (4.14)
where parameters P and Q are related to p and q by (2.4) and the constants A, B, C and D are
subject to the constraint
AD −BC = δ
4a
.
4.2.4 Q2 −→ H2
The degeneration from Q2 to H2 can be arrived at by setting
a =
1
ǫ
, u −→ 1
4
+ ǫ2u. (4.15)
Substituting (4.15) into (4.6) combined with
aS(−a, a) −→ −ǫS(0) +O(ǫ2),
aS(a, a) −→ ǫS(0) − 2ǫ2S(1) +O(ǫ3),
aS(−a,−a) −→ ǫS(0) + 2ǫ2S(1) +O(ǫ3),
a2(Z(−a, a) + Z(a,−a)) −→ 2ǫ2S(1) +O(ǫ3),
(4.16)
and the following choice for the constants
A→ A(ǫ+ ζ1ǫ2/2), D → A(−ǫ+ ζ1ǫ2/2), ξ0 → ǫζ0 (4.17)
with unconstrained constants ζ0, ζ1, the rational solution for H2 reads
u =
1
4
(ζ + ζ0)
2 − (ζ + ζ0)S(0) + 2S(1) −A2 + (−1)n+mA(ζ + ζ1/2− 2S(0)), (4.18)
where
ζ = 2(np+mq). (4.19)
From (3.39) and (3.40) one know that when N = 2, S(0) and S(1) are taken as
S(0) =
2cpq
pq + 2c(mp + nq)
, S(1) = 0, (4.20)
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and when N = 3, S(0) and S(1) are described as
S(0) = 6cpq(pq + 2c(mp + nq))2/
( − 3pq((pq)2 − 2cpq(mp+ nq)− 4c2(mp+ nq)2)
+ 8c3(3nmpq(mp+ nq) + (n3 − n)q3 + (m3 −m)p3)),
S(1) = 12(cpq)2(pq + 2c(mp+ nq))/
( − 3pq((pq)2 − 2cpq(mp+ nq)− 4c2(mp + nq)2)
+ 8c3(3nmpq(mp+ nq) + (n3 − n)q3 + (m3 −m)p3)).
4.2.5 Q1δ −→ H1
The rational solution to H1 can be obtained from (4.9) through degeneration. Substituting
a =
1
ǫ
, u→ ǫδu (4.21)
into (4.9) and using
A→ δ
2
A(1 + ζ1ǫ), D → δ
2
A(−1 + ζ1ǫ), B → δB, ξ0 → ǫζ0 (4.22)
with constants ζ0, ζ1, we have
u = B(ζ + ζ0 − 2S(0)) + (−1)n+mA(ζ + ζ1 − 2S(0)), (4.23)
which presents rational solution of H1, where ζ0, ζ1, A and B satisfies A
2 −B2 = −14 . Here S(0) is
same as the one in solution (4.18).
5 Conclusions
In the present paper, we investigate the rational solutions for the whole ABS list except for Q4.
The procedure is different from the one given in Ref. [22]. We make use of Hirota’s bilinear method
together with the key results given in Ref. [7]. In order to express the rational solutions for the
lattice KdV-type equations uniformly, we consider an extended condition equation set (3.33), where
a constant c is introduced. This constant is indispensable and allows one to take spectral parameters’
limit k → 0. On basis of rational solutions for the lpKdV equation and the Miura transformations
(3.19) and (3.21), together with symmetric property S(a, b) = S(b, a), one can finish the proof of
Theorem 1. Theorem 1 reveals a fact that solutions to Q3δ can be expressed as a linear combination
of four different solutions of the NQC equation with the parameters a, b changing signs holds not
only for solitons [7] but also for rational solutions. Besides, from the relation (4.1) one may consider
(3.23) as a bilinear form of Q3δ. Based on the degeneration relations between Q3δ and “lower
equations” Q2,Q1δ ,H3δ ,H2 and H1, the rational solutions for the latter equations are also derived.
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A Casoratian shift formulae
We list shift formulae for the Casoratians
f = |(N̂ − 1)0,0|, g = |(N̂ − 2, N)0,0|, h = |(N̂ − 1)−1,0|, s = |(N̂ − 1)0,−1|, ϑ = |(N̂ − 1)−1,−1|,
where the basic column vector φ(α, β, l) satisfies the relations (3.5), (3.11) and (3.25).
pN−2
˜
f = −|(N̂ − 2)0,0,
˜
φ(0, 0, N − 2)|, (A.1a)
qN−2
ˆ
f = −|(N̂ − 2)0,0,
ˆ
φ(0, 0, N − 2)|, (A.1b)
(p− a)pN−2
˜
h = aN |0−1,0, (N̂ − 3)0,0,
˜
φ(0, 0, N − 2)|, (A.1c)
(q − a)qN−2
ˆ
h = aN |0−1,0, (N̂ − 3)0,0,
ˆ
φ(0, 0, N − 2)|, (A.1d)
pN−2
˜
s = −bN |(N̂ − 2)0,−1,
˜
φ(0,−1, N − 2)|, (A.1e)
qN−2
ˆ
s = −bN |(N̂ − 2)0,−1,
ˆ
φ(0,−1, N − 2)|, (A.1f)
(p− a)pN−2
˜
ϑ = (ab)N |0−1,−1, (N̂ − 3)0,−1,
˜
φ(0,−1, N − 2)|, (A.1g)
(q − a)qN−2
ˆ
ϑ = (ab)N |0−1,−1, (N̂ − 3)0,−1,
ˆ
φ(0,−1, N − 2)|, (A.1h)
(p− b)pN−2
˜
ϑ = (ab)N |0−1,−1, (N̂ − 3)−1,0,
˜
φ(−1, 0, N − 2)|, (A.1i)
(q − b)qN−2
ˆ
ϑ = (ab)N |0−1,−1, (N̂ − 3)−1,0,
ˆ
φ(−1, 0, N − 2)|, (A.1j)
pN−2(
˜
g + p
˜
f) = −|(N̂ − 3, N − 1)0,0,
˜
φ(0, 0, N − 2)|, (A.1k)
qN−2(
ˆ
g + q
ˆ
f) = −|(N̂ − 3, N − 1)0,0,
ˆ
φ(0, 0, N − 2)|, (A.1l)
(p− q)pN−2qN−2
ˆ˜
f = |(N̂ − 3)0,0,
ˆ
φ(0, 0, N − 2),
˜
φ(0, 0, N − 2)|, (A.1m)
and
pN−2f˜ =
|B˜[n]|
|B[n]|
|(N̂ − 2)0,0,B[n]B˜
−1
[n] φ˜(0, 0, N − 2)|, (A.2a)
qN−2f̂ =
|Â[m]|
|A[m]|
|(N̂ − 2)0,0,A[m]Â
−1
[m]φ̂(0, 0, N − 2)|, (A.2b)
bN−2
•
s = bN
| •C[β]|
|C[β]|
|(N̂ − 2)0,−1,C [β]
•
C−1[β]
•
φ(0,−1, N − 2)|, (A.2c)
aN−2
◦
h = aN
| ◦D[α]|
|D[α]|
|(N̂ − 2)−1,0,D[α]
◦
D−1[α]
◦
φ(−1, 0, N − 2)|, (A.2d)
(p+ a)pN−2h˜ = aN
|B˜[n]|
|B[n]|
|0−1,0, (N̂ − 3)0,0,B[n]B˜
−1
[n] φ˜(0, 0, N − 2)|, (A.2e)
(q + a)qN−2ĥ = aN
|Â[m]|
|A[m]|
|0−1,0, (N̂ − 3)0,0,A[m]Â
−1
[m]φ̂(0, 0, N − 2)|, (A.2f)
(p+ q)pN−2qN−2̂˜f = |Â[m]||A[m]| |(N̂ − 3)0,0, ˜φ(0, 0, N − 2),A[m]Â−1[m]φ̂(0, 0, N − 2)|, (A.2g)
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(p+ q)pN−2qN−2˜ˆf = |B˜[n]||B[n]| |(N̂ − 3)0,0, ˆφ(0, 0, N − 2),B [n]B˜−1[n] φ˜(0, 0, N − 2)|, (A.2h)
(p+ b)pN−2bN−2
•
˜
s = bN
| •C [β]|
|C [β]|
|(N̂ − 3)0,−1,
˜
φ(0,−1, N − 2),C [β]
•
C−1[β]
•
φ(0,−1, N − 2)|, (A.2i)
(q + b)qN−2bN−2
•
ˆ
s = bN
| •C[β]|
|C[β]|
|(N̂ − 3)0,−1,
ˆ
φ(0,−1, N − 2),C [β]
•
C−1[β]
•
φ(0,−1, N − 2)|, (A.2j)
(a+ b)bN−2
•
◦
s = bN
| •C [β]|
|C [β]|
|0−1,−1, (N̂ − 3)0,−1,C [β]
•
C−1[β]
•
φ(0,−1, N − 2)|, (A.2k)
(p+ a)pN−2aN−2
◦
˜
h = aN
| ◦D[α]|
|D[α]|
|(N̂ − 3)−1,0,
˜
φ(−1, 0, N − 2),D[α]
◦
D−1[α]
◦
φ(−1, 0, N − 2)|,(A.2l)
(q + a)qN−2aN−2
◦
ˆ
h = aN
| ◦D[α]|
|D[α]|
|(N̂ − 3)−1,0,
ˆ
φ(−1, 0, N − 2),D[α]
◦
D−1[α]
◦
φ(−1, 0, N − 2)|,(A.2m)
(a+ b)aN−2
◦
•
h = aN
| ◦D[α]|
|D[α]|
|0−1,−1, (N̂ − 3)−1,0,D[α]
◦
D−1[α]
◦
φ(−1, 0, N − 2)|, (A.2n)
qN−2(ĝ − qf̂) = |Â[m]||A[m]|
|(N̂ − 3, N − 1)0,0,A[m]Â
−1
[m]φ̂(0, 0, N − 2)|. (A.2o)
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