Abstract. We meditate on the following questions. What are the best analogs of measure and dimension for discrete sets? How should a discrete analogue of the Brunn-Minkowski inequality look like? And back to the continuous case, are we happy with the usual concepts of measure and dimension for studying the addition of sets?
Introduction
"Additive combinatorics" is a name coined by (I think) Tao and Van for the title of their book in preparation to denote the study of additive properties of general setsmainly of integers, but also in other structures. Works on this topics are generally classified as additive or combinatorial number theory.
The first result that connects additive properties to geometrical position is perhaps the following theorem of Freiman. Theorem 1.1 (Freiman [3] , Lemma 1.14). Let A ⊂ R d be a finite set, |A| = m.
Assume that A is proper d-dimensional, that is, it is not contained in any affine hyperplane. Then
This theorem is exact, equality can occur, namely it holds when A is a "long simplex", a set of the form L dm = {0, e 1 , 2e 1 , . . . , (m − d)e 1 , e 2 , e 3 , . . . , e d }.
(1.1)
In particular, if no assumption is made on the dimension, then the minimal possible cardinality of the sumset is 2m − 1, with equality for arithmetic progressions. This result can be extended to sums of different sets. This extension is problematic from the beginning, namely the assumption "d-dimensional" can be interpreted in different ways. We can stipulate that both sets be d-dimensional, or only one, or, in the weakest form, make this assumption on the sumset only.
An immediate extension of Freiman's above result goes as follows. We can compare these results to the continuous case. Let A, B be Borel sets in R d ; μ will denote the Lebesgue measure. The celebrated Brunn-Minkowski inequality asserts that μ(A + B) 2) and here equality holds if A and B are homothetic convex sets, and under mild and natural assumptions this is the only case of equality. It can also be observed that the case A = B is completely obvious here: we have
μ(A).
Also the constant 2 d is much larger than the constant d + 1 in Theorem 1.1. This is necessary, as there are examples of equality, however, one feels that this is an exceptional phenomenon and better estimations should hold for "typical" sets. A further difference is the asymmetrical nature of the discrete result and the symmetry of the continuous one. Finally, when |A| is fixed, Theorem 1.2 gives a linear increment, while (1. In the next section we tell what can be said if we use cardinality as the discrete analog of measure, and prescribe only the dimension of the sets. Later we try to find other spatial properties that may be used to study sumsets.
We meditate on the following questions (without being able to even conjecture a definitive answer). What are the best analogs of measure and dimension for discrete sets? How should a discrete analogue of the Brunn-Minkowski inequality look like? The partial answers also suggest questions in the continuous case. Should we be satisfied with the usual concepts of measure and dimension for studying the addition of sets?
Most of the paper is a survey, however, there are some new results in Sections 4 and 6.
We end the introduction by fixing some notations, which were tacitly used above. For two sets A, B (in any structure with an operation called addition) by their sum we mean the set
We use A − B similarly. For repeated addition we write
Mostly our sets will be in an Euclidean space R d , and e 1 , . . . , e d will be the system of unit vectors. We define initially the dimension dim A of a set A ⊂ R d as the dimension of the smallest affine hyperplane containing A. (This definition will be modified in Section 3).
Results using cardinality and dimension
We consider finite sets in an Euclidean space R d . Put
and F d are obviously symmetric, while F d may not be (and, in fact, we will see that for certain values of m, n it is not), and they are connected by the obvious inequalities
I determined the behaviour of F d and of F d for m ≤ n. The more difficult problem of describing F d and F d for m > n was solved by Gardner and Gronchi [4] ; we shall quote their results later.
To describe F d define another function G d as follows:
and for m > n extend it symmetrically, putting
With this notation we have the following result. 
Theorem 2.1 ([11], Theorem 1). For all positive integers m, n and d satisfying
The construction goes as follows.
This set satisfies |A| = m. The set A + B consists of the vectors ie 1 , 0
This set satisfies |A| = m. The set A+B consists of the vectors ie 1 
These constructions cover all pairs m, n except those listed in Theorem 2.2. Observe that A is also a long simplex of lower dimension. For a few small values the exact bounds are yet to be determined.
We now describe Gardner and Gronchi's [4] bound for F d (m, n). Informally their main result (Theorem 5.1) asserts that the |A + B| is minimalized when B = L dn , a long simplex, and A is as near to the set of points inside a homothetic simplex as possible. More exactly the define (for a fixed value of n) the weight of a point
This defines an ordering by writing x < y if either w(x) < w(y) or w(x) = w(y) and for some j we have x j > y j and x i = y i for i < j. Let D dmn be the collection of the first m vectors with nonnegative integer coordinates in this ordering. We have D dnn = L dn = B, and, more generally, D dmn = rB for any integer m such that
For such values of m we also have
With this notation their result sounds as follows. 
For m < n this reproves Theorem 2.2. For m ≥ n the extremal set D dmn is also d-dimensional, thus this result also gives the value of F d .
Corollary 2.4. For m ≥ n > d we have
A formula for the value of this function is given in [4] , Section 6. We quote some interesting consequences. 
This result is as close to the Brunn-Minkowski inequality as we can get by using only the cardinality of the summands.
The impact function and the hull volume
While we will focus our attention to sets in Euclidean spaces, some definitions and results can be formulated more clearly in a more general setting. So let now G be a commutative group. For a fixed finite set B ⊂ G we define its impact function by
This is defined for all positive integers if G is infinite, and for m ≤ |G| if G is finite.
This function embodies what can be told about cardinality of sumsets if one of the set is unrestricted up to cardinality. The name is a translation of Plünnecke's "Wirkungsfunktion", who first studied this concept systematically for density [9] .
We will be interested mainly in the infinite case, and in this case the dependence on G can be omitted.
Lemma 3.1. Let G, G be infinite commutative groups, G ⊂ G, and let
for all m.
be its decomposition according to cosets of G . For each 1 ≤ i ≤ k take an element x i from the coset containing A i so that the sets A i − x i are pairwise disjoint; this is easily done as long as G is infinite. The set
G). The inequality in the other direction is obvious. 2
In the case of finite groups the connection between ξ B (m, G) and ξ B (m, G ) can also be described by arguments like in chapters 3 and 4 of Plünnecke's above mentioned book [9] . We restrict our attention to infinite groups, and henceforth omit the reference to G and write just ξ B (m) instead.
Let G be a torsionfree group. Take a finite B ⊂ G, and let G be the subgroup generated by B − B, that is, the smallest subgroup such that B is contained in a single coset. Let B = B − a with some a ∈ B, so that B ⊂ G . The group G , as any finitely generated torsionfree group, is isomorphic to the additive group
so when studying the impact function we can restrict our attention to sets in Z d that contain the origin and generate the whole lattice; we then study the set "in its natural habitat".
Definition 3.2.
Let B be a finite set in a torsionfree group G. By the dimension of B we mean the number d defined above, and denote it by dim B. By the hull volume of B we mean the volume of the convex hull of the set B described above and denote it by hv B.
The set B is determined up to an automorphism of Z d . These automorphisms are exactly linear maps of determinant ±1, hence the hull volume is uniquely defined.
Observe that this dimension is not the same as the dimension described in the Introduction; in the case when B ⊂ R k with some k, this is its dimension over the field of rationals.
Theorem 3.3. Let B be a finite set in a torsionfree group
A proof can be found in [12] , Section 11, though this form is not explicitly stated there. An outline is as follows. By using the arguments above we may assume that B ⊂ Z d , 0 ∈ B and B generates Z d . Let B * be the convex hull of B. Then kB is contained in k · B * . The number of lattice points in k · B is asymptotically μ(k ·B * ) = k d v; this yields an upper estimate. To get a lower estimate one proves that with some constant p, kB contains all the lattice points inside translate of (k −p)·B * ; this is Lemma 11.2 of [12] .
This means that the hull volume can be defined without any reference to convexity and measure, and this definition can even be extended to commutative semigroups. This follows from the following result of Khovanskii [5] , [6] ; for a simple proof see [8] .
Theorem 3.4 (Khovanskii) . Let B be a finite set in a commutative semigroup. There is a k 0 , depending on the set B, such that |kB| is a polynomial function of k for k > k 0 . Definition 3.5. Let B be a finite set in a commutative semigroup, and let vk d be the leading term of the polynomial which coincides with |kB| for large k. By the dimension of B we mean the degree d of this polynomial, and by the hull volume we mean the leading coefficient v.
It turns out that in Z d , hence in any torsionfree group, the dimension and hull volume determine the asymptotic behaviour of the impact function.
Theorem 3.6. Let B be a finite set in a torsionfree commutative group
This is the main result (Theorem 3.1) of [12] . In the same paper I announce the same result for non necessarily torsionfree commutative groups without proof (Theorem 3.4). In a general semigroup A + B may consist of a single element, so an attempt to an immediate generalization fails. 
Probably the real error terms are much smaller than these estimates. 
The impact function of the set B = {0, e 1 , e 2 , −(e 1 + e 2 )} ⊂ Z 2 satisfies
for infinitely many m.
Inequality (3.2) was announced in [12] without proof as Theorem 4.1, and it is a special case of Gardner and Gronchi's Theorem 2.6. Inequality 3.3 is Theorem 4.3 of [12] .
I cannot decide whether there is a set such that
The impact volume
Besides cardinality we saw the hull volume as a contender for the title "discrete volume". For both we had something resembling the Brunn-Minkowski inequality;
for cardinality we had Gardner and Gronchi's Theorem 2.6, which has the (necessary) factor d!, and for the hull volume we have Theorem 3.6, which only holds asymptotically.
There is an easy way to find a quantity for which the analogue of the BrunnMinkowski inequality hods exactly: we can make it a definition. Definition 4.1. The d-dimensional impact volume of a set B (in an arbitrarily commutative group) is the quantity
Note that the d above may differ from the dimension of B, in fact, it need not be an integer. It seems, however, that the only really interesting case is d = dim B.
The following statement list some immediate consequences of this definition. 
(d) For every pair A, B of finite sets in the same group and every d we have
2)
The price we have to pay for the discrete Brunn-Minkowski inequality (4.2) is that there is no easy way to compute the impact volume for a general set. We have the following estimates.
Theorem 4.3. Let B be a finite set in a commutative torsionfree group
3)
with equality in both places if B is a long simplex.
The first inequality follows form Theorem 2.6 of Gardner and Gronchi, the second from Theorem 3.6. 
We have 
. We want to estimate |A + B| from below for a general set A ⊂ G with |A| = m. Firs we transform them to some standard form; this will be the procedure what Gardner and Gronchi call compression. Let A 1 be the projection of A to G 1 , and for an x ∈ A 1 write A(x) = {y ∈ G 2 : (x, y) ∈ A}. With the obvious notation, we will show that
|S (x)| ≤ |S(x)|
for each x. To this end observe that
and so |S (x)| = max
Now we continue the proof of the theorem. Decompose A into layers according to the value of the second component; write
The set S is the union of the sets
By the above inclusion it is sufficient to consider the L i with the smallest possible i, that is,
We obtain that
To estimate the summands we use the d − 1-dimensional impact of B 1 , and we get
the second inequality follows from m i ≤ m 0 . By substituting this into (4.7) and recalling that m i = m we obtain
(4.8)
Consider the right side as a function of the real variable m 0 . By differentiating we find that it assumes its minimum at
(This minimum typically is not attained; this m 0 may be < 1 or > m, and it is generally not integer). Substituting this value of m 0 into (4.8) we obtain the desired bound
Problem 4.9. Does equality always hold in Theorem 4.7?
I expect a negative answer.
Problem 4.10. Can Theorem 4.7 be extended to an inequality of the form
Proof of Theorem 4.5. To prove ≥ we use induction on d. The case d = 1 is obvious, and Theorem 4.7 provides the inductive step. This means that with the cube B defined in (4.4) we have
Equality can occur for infinitely many values of |A|, namely it holds whenever A is also a cube of the form
with some integer k; we have As Theorem 4.3 shows, the impact volume can be d! times smaller than cardinality. The example we have of this phenomenon, the long simplex, is, however, "barely" d-dimensional, and I expect that a better estimates hold for a "substantially" d-dimensional set. This conjecture would yield a discrete Brunn-Minkowski inequality of the form 
Meditation on the continuous case

Thus (1.2) is equivalent to
and this is the best possible estimate in terms of μ(B) only.
To measure the degree of nonconvexity we propose to use the measure of the convex hull beside the measure of the set. This is analogous to the hull volume, and it is sufficient to describe the asymptotic behaviour of ξ . 
This is the continuous analogue of Theorem 3.6, and there is an analogue to the effective version Theorem 3.8 as well.
Note that by considering sets homothetic to conv B we immediately obtain
thus we need only to give a lower estimate. This is as follows.
Theorem 5.2 ([13], Theorem 2.). Let μ(B)
with a suitable positive constant c depending on d.
If v > b, we get a nontrivial improvement over the Brunn-Minkowski inequality for a > a 0 (b, v). It would be desirable to find an improvement also for small values of a, or, even more, to find the best estimate in terms of μ(B) and μ(conv B).
The exact bound and the structure of the extremal set may be complicated. This is already so in the case d = 1, which was solved in [10] . Observe that in one dimension μ(conv B) is the diameter of B. 
and define δ by
We have
and equality holds if
A set A such that ξ B (a) = μ(A + B) for the above set B is given by
A less exact, but simple and still quite good lower bound sounds as follows.
Corollary 5.4 ([10], Theorem 1). Let B ⊂ R, and write μ(B)
A comparison with the 2-dimensional Brunn-Minkowski inequality gives the following interpretation: initially a long one-dimensional set B tries to behave as if it were a two-dimensional set of area b/2.
It can be observed that (5.4) is weaker than the obvious inequality
for small a. For small values of a Theorem 5.3 yields the following improvement of (5.2).
Corollary 5.5 ([10], Corollary 3.1). If a ≤ b, then we have
If b < a ≤ 3b, then we have The results above show that for d = 1 (like in the discrete case, but for less obvious reasons) the limit relation becomes an equality for a > a 0 . Again, this is no longer the case for d = 2.
An example of a set B ⊂ R 2 such that For an integer n ≥ 1 put
Thus A n consists of a square of side n and 2n + 1 small squares of side c, hence
We can easily see that A n + B = A n+1 . Hence by considering the set A = A n we see that for a number a of the form a = n 2 + (2n + 1)b we have
A more detailed calculation leads to
(for these special values of a). If we tried to define an impact volume in the continuous case, we would recover the volume, at least for compact sets. Still, the above results and questions suggest that ordinary volume is not the best tool to understand additive properties. Perhaps one could try to modify the definition of impact volume by requiring μ(A) ≥ μ(B).
Problem 5.7. Find a lower estimate for iv * (B) in terms of μ(B) and μ(conv B).
Back to one dimension
The results in the previous section, Theorem 5.3 and Corollaries 5.4 and 5.5 show that one can have nontrivial results in the seemingly uninteresting one-dimensional case.
We now try to do the same, and will find bounds on |A + B| using the cardinality and hull volume of B. Observe that in one dimension the hull volume is the smallest l such that B is contained in an arithmetic progression {b, b + q, . . . , b + lq}: the reduced diameter of B.
It is possible to give bounds using nothing else than the hull volume.
Theorem 6.1. Let B be a one-dimensional set in a torsionfree commutative group,
For v ≤ 2 we have obviously ξ B (m) = m + v for all m (such a set cannot be anything else than a v + 1-term arithmetic progression).
This will be deduced from the following result, where the cardinality of B is also taken into account. For every m we have
The minimum is attained either at the floor or at the ceiling of √ 2m/w. Unlike the previous theorem, typically we do not have examples of equality, and the extremal value and the structure of extremal sets is probably complicated. Also the value of w depends on divisibility properties of v and n. After the proof we give a less exact but simpler corollary.
Proof. By Lemma 3.1 we may assume that B ⊂ Z, its smallest element is 0 and it generates Z; then its largest element is just v. 
We resume the proof of Theorem 6.2. Take a set A ⊂ Z, |A| = m. We are going to estimate |A + B| from below.
For j ∈ Z v let u(j ) be the number of integers a ∈ A, a ≡ j (mod v) and let U(j) be the corresponding number for the sumset A + B. We have
whenever U(j) > 0; this follows by adding the numbers 0, v to each element of A in this residue class if u(j ) > 0, and holds obviously for u(j ) = 0. We also have 6) and inequality (6.5) implies
Inequality (6.4) implies
First case. U(j) > 0 for all j . In this case by summing (6.4) we get
Second case. There is a j with U(j) = 0. Then we have |R(k)| < v for every k > 0. An application of Lemma 6.3 to the sets r(k) yields, in view of (6.7),
as long as r(k) = ∅. Let t be the largest integer with r(t) = ∅. We have (6.8) for 1 ≤ k ≤ t, and (6.6) yields
for all k ≥ 2. Consequently for 1 ≤ k ≤ t + 1 we have
Indeed, for k = 1 (6.10) is identical with (6.8), for k = t + 1 it is identical with (6.9) and for 2 ≤ k ≤ t it is a linear combination of the two. By summing (6.10) we obtain Proof. This follows from (6.2) and the inequality of arithmetic and geometric means. Observe that the above theorems cannot be directly compared to ours because of the somewhat different structure of the assumptions. Problem 6.7. Find a common generalization of Theorems 6.2 and 6.6.
