We study a variant of Wasserstein barycenter problem, which we refer to as tree-sliced Wasserstein barycenter, by leveraging the structure of tree metrics for the ground metrics in the formulation of Wasserstein distance. Drawing on the tree structure, we propose efficient algorithms for solving the unconstrained and constrained versions of tree-sliced Wasserstein barycenter. The algorithms have fast computational time and efficient memory usage, especially for high dimensional settings while demonstrating favorable results when the tree metrics are appropriately constructed. Experimental results on large-scale synthetic and real datasets from Wasserstein barycenter for documents with word embedding, multilevel clustering, and scalable Bayes problems show the advantages of tree-sliced Wasserstein barycenter over (Sinkhorn) Wasserstein barycenter.
Introduction
In the big data era, large-scale datasets have become a norm in several applications in statistics and machine learning. Recently, optimal transport (OT) distance has been employed as a popular and powerful tool in these applications, including computer vision, deep learning [2, 6, 12, 32, 35] , and computational biology [30, 38] .
In principle, OT distance between two discrete probability measures can be formulated as a linear programming problem, which can be solved by interior point methods. However, as pointed out in several works [21, 26] , these methods are not scalable in a high dimensional setting of OT. Recently, Cuturi [7] proposed an entropic regularization of OT, which we refer to as entropic regularized OT, as an efficient way to solve the scalability issue of OT. Given the special structure of its dual form, the entropic regularized OT can be solved by the celebrated Sinkhorn algorithm [31] . Due to the favorable practical performance of Sinkhorn algorithm, several works have analyzed its computational complexity [1, 10] . Along this vein, Lin et al. [23] proposed an efficient scheme to accelerate the Sinkhorn algorithm to further improve its practical performance.
Another direction for scaling up the computation of OT distance includes sliced Wasserstein (SW) distance [27] . The idea of SW distance is to project probability measures into one dimensional space and then using the closed-form expression of one-dimensional Wasserstein distance as an approximation for the original OT distance. Given its fast computation, SW distance has been employed to numerous problems in deep generative models, including SW autoencoder [17] and generative models [9, 36] . However, since the projection step of SW distance does not retain the topological structure of the probability measures, its result in general gives a poor approximation for the original OT distance, especially in high-dimensional spaces of supports [4] .
Recently, Le et al. [20] proposed tree-sliced Wasserstein (TSW) distance in which the SW distance is a particular instance. The idea of TSW distance is to use a specific class of ground metrics, namely tree metrics, for OT distance which yields a closed-form solution. Therefore, the TSW distance also enjoys a fast computation as that of SW distance. Moreover, since a tree metric is defined on the original space of supports (e.g. the clustering-based tree metric [20, §4] is constructed by directly leveraging a distribution of supports), the TSW distance preserves the structure of the probability measures better than that of SW distance, since choosing a tree has far more degrees of freedom than choosing a line, especially in high-dimensional support data spaces.
Going beyond OT distance, Wasserstein barycenter, a problem of finding optimal probability measure to minimize its OT distances to a given set of probability measures, becomes of great interest for several applications, such as clustering and scalable Bayes inference [13, 33] . Even though several algorithms were proposed to compute Wasserstein barycenter as well as its corresponding entropic regularized version [3, 8, 18] , large-scale applications of these algorithms have still been challenging.
Contribution. In this work, we address the scalability issue of computational Wasserstein barycenter via the lens of TSW distance. We refer to our approach as tree-sliced Wasserstein barycenter. Our contribution is three-fold and can be summarized as follows:
1. Unconstrained tree-sliced Wasserstein barycenter: We first consider solving the unconstrained TSW barycenter problem, namely, when the optimal probability measure of that problem has no constraint on the number of supports. By leveraging the structure of tree metrics, we map probability measures as vectors in the tree where each coordinate of vectors is corresponding to an edge on the tree. Then, the Wasserstein barycenter can be recasted as a weighted geometric median problem for mapped vectors. Based on that observation, we propose an efficient algorithm for solving the TSW barycenter. Our algorithm has fast computational time and shows favorable results on the barycenter.
2.
Constrained tree-sliced Wasserstein barycenter: Moving beyond the unconstrained setting, we study the constrained TSW barycenter problem, namely, when the number of supports of the optimal probability measure is upper bounded by some given constant. By leveraging the closed-form solution of TSW distance on the tree, we derive a fast computation for the subgradient. Consequently, we derive an efficient stochastic subgradient descent algorithm to solve this constrained barycenter problem.
3. Large-scale applications: Finally, we consider Wasserstein barycenter for documents with word embedding, and two large-scale applications of TSW barycenter: multilevel clustering, and scalable Bayes. We empirically demonstrate the relative advantages of TSW barycenter over (Sinkhorn) Wasserstein barycenter in terms of computational time under these applications.
Organization. The remainder of the paper is organized as follows. In Section 2, we first provide necessary background on TSW distance. Then, we present algorithms for solving the unconstrained and constrained TSW barycenter problems in Section 3 and Section 4 respectively. We next present several experiment results with TSW barycenter in Section 5 while further experiments are deferred to the supplementary material. Finally, we conclude in Section 6.
Notation. We denote [n] = {1, 2, . . . , n} for any n ∈ N + . For any discrete probability distribution G, the notation |G| stands for the number of supports of G. For any x ∈ R d , x 1 is the 1 -norm of x.
2 Tree-sliced Wasserstein distance
In this section, we give a brief review about tree-sliced Wasserstein (TSW) distance introduced in [20] . Let d T be the tree metric on tree T , rooting at node r. Given a node x ∈ T , we denote Γ(x) as a set of nodes for a subtree of T rooted at x, namely, Γ(x) = {z ∈ T | x ∈ P(r, z)} where P(r, z) is the (unique) path between root r and node z in T . For an edge e of tree T , let v e be the deeper-level node, u e is the other node, and w e = d T (u e , v e ) be the non-negative length of that edge, as illustrated in Figure 1 . Let µ, ν be two Borel probability measures on T , the tree Wasserstein distance d TW between µ and ν takes the form
Tree Wasserstein (TW) distance
where Π(µ, ν) is the set of probability distributions π on the product space T × T such that its marginal distributions are respectively µ and ν. As shown in [11, 20] , the tree Wasserstein (TW) distance admits the closed-form solution as follows:
2.2 Tree-sliced Wasserstein (TSW) distance
As indicated in Equation (2), computing TW distance depends on the structure of tree T . In real applications, the tree T is often constructed based on support data points. However, choosing the optimal tree T is nontrivial. In order to account for the possible sub-optimality for constructing the tree, we follow the idea in [20, §4] which adaptively constructing several trees T 1 , . . . , T k . Then, we compute the average TW distances in these trees. The resulting distance is referred to as tree-sliced Wasserstein distance, which is given by:
3 Unconstrained TSW barycenter
In this section, we develop an efficient algorithm for solving the unconstrained TSW barycenter problem.
Unconstrained TW barycenter
First, we study the TW barycenter problem when only a single tree T is considered. In particular, assume that µ 1 , . . . , µ n are n given probability measures on tree T for n ≥ 1. Furthermore, the corresponding weights of these probability measures are p 1 , . . . , p n satisfying p i ≥ 0 and n i=1 p i = 1. The unconstrained tree Wasserstein barycenterμ of these probability measures is formulated as follows:μ
where the minimum is taken with respect to any probability measure on tree T . Given the closed-form expression for TW distance in Equation (2), the above optimization problem can be rewritten as:
For any probability measure µ on tree T , we observe that w e µ(Γ(v e )) | e∈T can be regarded as a mapping for the probability measure µ into R m where m is the number of edges in tree T . Then, the tree Wasserstein distance d TW between two probability measures is equivalent to the 1 distance between their corresponding mappings in R m . The following result shows that this mapping is bijective.
Proof. Forμ = i a i δ x i where x i is a node in tree T (note that we have no constraint on a i ). At each edge e, h(μ) (e) = w eμ (Γ(v e )) = w e i a i 1 x i ∈Γ(ve) . Recall that Γ(v e ) = {z ∈ T | v e ∈ P(r, z)} which is a set of nodes of the unique subtree of T rooted at v e . Therefore, the mapping h(μ) is unique. Note that the total "mass" flowing through edge e is equal to total "mass" in subtree Γ(v e ). For a node x in T , let S x be the set of children nodes of x, then a x =μ(Γ(x)) − x∈Sxμ (Γ(x)). Therefore, given a mapping vector α = h(μ) where each dimension α (e) is corresponding to an edge e in tree T rooted at r, one can recover weight a i for each δ x i inμ as follows:
Thus, the mapping function h is invertible (i.e. let α = h(μ), thenμ = h −1 (α)). Hence, h is bijective.
To streamline the argument, we denote h : µ → w e µ(Γ(v e )) | e∈T . In addition, we denotē
The unconstrained TW barycenter problem in (5) can be reformulated as the following barycenter problem for 1 distance in R m :z
Algorithm 1: Inverse Mapping Input: A feature map z where each dimension z (e) is corresponding the edge e in tree T rooted at r. Output: Probability measure µ on tree T . 1: Compute weight for Dirac at root r, a r = 1 − e∈T ,ue=r z (e) /w e . 2: Set µ = a r δ r . 3: for each node x in T do
4:
Compute weight for Dirac at node x, a x = e∈T ,ve=x z (e) /w e − e∈T ,ue=x z (e) /w e .
5:
µ ← µ + a x δ x . 6: end for Compute the mapping z i ← h(µ i ). 3: end for 4: Compute the component-wise weighted geometric medianz for z i | i∈[n] by using Algorithm 3 for each dimension. 5: Recover the TW barycenterμ fromz by using Algorithm 1 for inverse mapping of h atz.
Since the 1 distance is separable with respect to dimensions of data points, the barycenter problem in (6) can be solved separately for each dimension. More specifically, for each dimension j ∈ [m], the optimal componentz j is the weighted median of z 1j , . . . , z nj with the corresponding weights p 1 , . . . , p n :z j ∈ arg min
Moreover,μ is a probability measure on tree T as in Equation (4), and recall thatz is the corresponding of the unconstrained TW barycenterμ on tree T via the mapping h. Therefore, we can retrieve the probability measureμ by applying an inverse mapping for h atz, i.e.μ = h −1 (z), and summarized in Algorithm 1. Additionally, in practice, we use Algorithm 3 to solve the problem (7) which outputs the minimum value when the weighted geometric median is not unique. Empirically, we also observe that the inverse mapping ofz, i.e. h −1 (z) is always a probability measure. Finally, the pseudo-code for solving the unconstrained TW barycenter problem is given in Algorithm 2.
Extension to unconstrained tree-sliced Wasserstein barycenter
Now, we consider an extension to the unconstrained TSW barycenter, namely, the setting when we have several trees T 1 , . . . , T k and we use TSW distance instead of TW distance for the barycenter problem. The unconstrained tree-sliced Wasserstein barycenterμ of the probability measures Algorithm 3: Weighted Geometric Median Input: Scalar values a i | 1≤i≤n , and their corresponding weights p i | 1≤i≤n where p i ≥ 0 and n i=1 p i = 1. Output: Weighted geometric medianā.
1: Let σ be the permutation which sorts a i | 1≤i≤n in ascending order.
Accumulatep ← p σ(1) , set t ← 2, and f lag ← true.
8:
while f lag do 9:
if 1 −p − p σ(t) ≤ 1/2 then 10:ā ← a σ(t) .
11:
f lag ← f alse.
12:
else 13:p ←p + p σ(t) .
14:
t ← t + 1.
15:
end if 16: end while 17: end if µ 1 , . . . , µ k with the corresponding weights p 1 , . . . , p k takes the form:
Given the definition of TSW distance in (3), the above barycenter problem can be rewritten as follows:μ
Since the tree metrics on T i | i∈[k] are independent to each other, the above barycenter problem can be optimized separately for each tree T i . More precisely, Equation (9) is equivalent to the following problem:μ
We can use Algorithm 2 to solve the TW barycenterν j for each tree T j when j ∈ [k]. Then, the TSW barycenterμ is simply an average of these barycentersν 1 , . . . ,ν k . The pseudo-code for unconstrained TSW barycenter problem is presented in Algorithm 4. Compute the TW barycenterν j in (10) by Algorithm 2. 3: end for 4: Compute the TSW barycenterμ = 1 k k j=1ν j .
Constrained TSW barycenter
In this section, we consider the constrained TSW barycenter problem, namely, when the number of supports of the barycenter is bounded by some given constant. The constrained setting appears in several applications, such as multilevel clustering problem with images and documents (see Section A.1 for the details).
Constrained TW barycenter
We first consider the constrained TW barycenter problem when only one tree T is constructed. The constrained tree Wasserstein barycenterμ c of the probability measures µ 1 , . . . , µ n with the corresponding weights p 1 , . . . , p n is formulated as follows:
where κ ≥ 1 is a pre-defined positive integer parameter and recall that |µ| is the number of supports for measure µ. Although the above problem is non-convex, we can find its stationary point by stochastic subgradient descent.
Stochastic subgradient descent. The algorithm starts at a random initialization measure µ with κ supports (e.g. µ = κ i=1 a i δx i ), and uniform (or random) weights in the interior of the simplex for
. At each iteration t, for all i ∈ [κ], one can use subgradients ∂f ∂x i and ∂f ∂a i to have a descent update forx i and a i respectively. Note that, one can sample a minibatch S t ⊂ [n] with probability p i for an index i to compute stochastic variant for the subgradients. Moreover, since a = (a i | i∈ [κ] ) is in the simplex, one can use an exponentiated subgradient descent update [16] . Following [5] , the step size α t should be decaying, i.e. α t ∼ 1/t β where 1/2 < β ≤ 1, to ensure the convergence of the stochastic subgradient descent to a stationary point.
, where x i is the corresponding node ofx i in T , and the subgradient ∂d TW (µ,·) ∂x i is written as follows:
One can use κ-means on the supports of measures µi | i∈[n] as an initialization forxi | i∈[κ] .
Algorithm 5: Constrained TW Barycenter Input: Probability measures µ i | 1≤i≤n , their corresponding weights p i | 1≤i≤n where p i ≥ 0 and n i=1 p i = 1, κ is the constrained number of supports of the barycenter, and the learning rate
Find the corresponding nodes x
(i.e. the nearest node).
5:
Set step size α (t) ← 1/t β .
6:
Fix the weights, update supportsx
7:
Fix the supports, update weights
In Equation (12), only edges containing the node x i contribute to the subgradient. The first term
is trivial to compute from Equation (2) while the second term ∂we ∂x i is also easily obtained for most of popular distances (e.g. 2 
where sign is the sign function (and x i is the corresponding node in T ofx i ). With a slight abuse of notations, we denoted w v = w e where v e = v, and w r = 0. We summarize the stochastic subgradient descent algorithm for solving constrained TW barycenter problem in Algorithm 5.
Extension to constrained tree-sliced Wasserstein barycenter
Given the trees T i | i∈[k] , the constrained tree-sliced Wasserstein barycenterμ c of the probability measures µ i | i∈[n] with the corresponding weights p i | i∈[n] satisfies:
Since the tree metrics on T i | i∈[k] are independent of each other, the subgradients of d TW w.r.t. a support and a weight (Equation (12) and Equation (13) respectively) can be derived independently on each tree. Therefore, one can optimize the constrained TSW barycenter in a similar procedure as in Algorithm 5 with the following stochastic subgradients: Figure 2 : An illustration for the word cloud (a visual representation of text data in which the higher corresponding weight a word has, the more prominently it is displayed) and time consumption of TSW barycenter (with unconstrained free-support setting), and Sinkhorn-based barycenter (with fixed-support setting) for class ID1 (in the 1 st row) and class ID2 (in the 2 nd row) on AMAZON dataset. Moreover, TSW barycenter was evaluated with 1 CPU while Sinkhorn-based barycenter was run with multiple CPUs (40 2.80GHz-CPUs).
where x i is the corresponding node in tree T of supportx i , and
Experiments
We implement several simulation studies to demonstrate the favorable practical performances of TSW barycenter. First, we compare the performances between tree-sliced and Sinkhorn-based on Wasserstein barycenter on AMAZON dataset in Section 5.1. Then, we move to the experiments with various large-scale datasets with the multilevel clustering in Section 5.2 and scalable Bayes inference problems in Section 5.3. Further experimental results are provided in the supplementary material.
Wasserstein barycenter problem for documents with word embedding
We evaluated TSW barycenter on AMAZON, a textual dataset containing 4 classes, and each class has 2000 documents. We used the word2vec word embedding [24] , pre-trained on Google News. It includes about 3 million words/phrases, mapped into R 300 . We dropped all SMART stop words [29] , and words which are not in the pre-trained word2vec as in [19, 20] . For TSW, we optimize for both supports and its corresponding weights in the unconstrained setting for the barycenter. For constructing clustering-based tree metrics, following [20] , we set κ = 4 for the number of clusters for the farthest-point clustering, and H T = 6 for the predefined deepest level of the constructed https://code.google.com/p/word2vec tree. For Sinkhorn-based algorithm, we optimize barycenter under fixed-support setting. We used Euclidean ground metric, set 500 for the entropic regularization parameter, and did 100 iterations (when we performed more iterations, e.g. 200, Sinkhorn-based barycenter suffered a numerical problem). Figure 2 illustrates the word cloud result, a visual representation of text data in which the higher corresponding weight a word has, the more prominently it is displayed, and time consumption of TSW barycenter, and Sinkhorn-based barycenter for classes ID1 and ID2 on AMAZON dataset. Further results for classes ID3 and ID4 are in Figure 6 in the supplementary material. The time computation of TSW barycenter is much less than that of Sinkhorn-based barycenter. Moreover, note that Sinkhorn-based barycenter was run parallelly on a 40-CPU cluster (Intel(R) Xeon(R) CPU E7-8891 v3 2.80GHz), and required at least about 50GB RAM while TSW barycenter was evaluated with a single CPU. Further experimental results for different parameters are placed in the supplementary material.
Multilevel clustering problem
We leverage the unconstrained TSW barycenter (Algorithm 4) and the constrained TSW barycenter (Algorithm 5) to solve the problem of multilevel clustering similar to [13] . In this experiment, we demonstrate the efficiency of our proposed algorithms with a synthetic dataset. We define six clusters of data, each of which is a mixture of three 2-dimensional Gaussian components. The ground For Sinkhorn-based barycenter with fixed-support setting, we followed https://github.com/gpeyre/2014-SISC-BregmanOT/tree/master/code/barycenters See Section A.1 in the supplementary material for the detailed description of multilevel clustering problem. truth of six random data mixtures is shown in the first row of Figure 3 . We uniformly generated 100 groups of data, each group belongs to one of the six aforementioned clusters. Once the clustering index of a data group was defined, we generated 100 data points from the corresponding mixture of Gaussian distributions. The second row of Figure 3 shows the distribution of data for each cluster. We ran the proposed tree-sliced Wasserstein Multilevel Clustering (TS-MWM) algorithm (see Algorithm 6 in Section A.1 of the supplementary material) with 50 trees of 5 deep levels, 4 branches for each node. The algorithm can approximately recover ground truth distributions of generated data as shown in the third row of Figure 3 . In the following experiment, we aim to demonstrate the efficiency of our proposed method for large-scale dataset settings. In order to have a sufficiently large number of samples, we use a synthetic dataset similar to the previous experiment. However, we generated 50000 data points from the corresponding mixture of Gaussian distributions. Given our simulated setting, the total number of data points in 100 groups is 5 million.
We ran the TS-MWM algorithm with 10 trees of 5 deep levels, 4 branches for each node. We compare the performance of our algorithm with that of the multilevel Wasserstein means (MWM) algorithm [13] , the Sinkhorn-based version, which was run with only 10 iterations. Both algorithms were set with the maximum number of local clusters as k = 30 while the number of global clusters K ∈ {30, 100, 300}. When K = 30, the running times for both methods are comparable which are 12296.5s and 12794.3s for TS-MWM and MWM respectively. However, TS-MWM is more efficient in terms of memory usage as depicted in Table 1 . The reason is that MWM need to compute and store the cost matrix of size n × k for each data group where n is the number of data points of a group (n = 50000) and k is the number of local clusters while TS-MWM does not need to store these matrices but trees for all data groups. Note that for a large number of local clusters, e.g. k = 300, MWM can not handle since there is not enough memory while TS-MWM is still robust.
Scalable Bayes problem
In this section, we demonstrate the efficiency of TSW barycenter when applied to the scalable Bayes problem. Different from the divide-and-conquer approach in [33] , we use TSW barycenter instead of standard Wasserstein barycenter to combine the subset posteriors in different machines to approximate the full posterior distribution. A detailed description of our approach is in Section A.2 in the supplementary material.
In order to illustrate the scalable performance of our approach, we consider the large-scale setting of linear mixed effects model (cf. [33, §4.3] ). Suppose that we have n = 6000 data groups with the total number of observations s = 100000. The number of observations in each group s i are uniform among groups, i.e. i s i = s. Letting X i ∈ R s i ×4 and Z i ∈ R s i ×3 ,and y i ∈ R s i be the observed features in the fixed and random effects components, and the response for data group i, respectively. The generative process of the linear mixed effects model follows
where τ , β, and Σ are the model parameters. The priors for these parameters are chosen as 1/τ 2 ∼ Half-Cauchy(0,2.5), β ∼ N (0, τ 2 I 3 ), and Σ ∼ LKJCorr (2) which is LKJ correlation distribution [22] . We generated data using the generative process in Equation (17) with true β = [−2, 2, −2, 2], τ 2 = 1, and Σ = diag( √ 1, . . . ,
where R is a symmetric correlation matrix with diagonal of one and R 12 = −0.40, R 13 = 0.30, and R 23 = 0.001. We divided generated data into 50 partitions and used the no-u-turn sampler [14] to simulate 10000 samples of each sub-posterior. In the following experiments, we aim to estimate the random covariance matrix Σ of 3 × 3 dimensions. We then used the Sinkhorn-based algorithm [8] and our proposed TSW barycenter to estimate the posterior. We compared running time and the accuracy of both algorithms. For the Sinkhorn-based algorithm, we ran for 10 iterations with regularizer λ = 1 while we use clustering-based 100 trees of 5 deep levels with κ = 4 (the number of clusters for the farthest-point clustering in clustering-based tree metric construction procedure [20] ) for computing the barycenter. Figure 5 depicts the running time of our proposed algorithm and the Sinkhorn-based algorithm with different number of supports (samples) for estimating the posterior. Note that we do not need to specify the number of supports for our proposed algorithms which is bounded by the product of the number of nodes in tree and the number of trees. The TSW barycenter algorithm requires less than half of the running time for the Sinkhorn-based algorithm with only 30 samples.
We also investigate how the number of trees used in the proposed algorithms affects approximation performance. We estimate the covariance matrix Σ using weighted samples from the barycenter and compare it with the true Σ. Figure 4 shows error means and standard deviations with a different number of trees. When the more number of trees is used, the more confidence we can obtain in the estimated parameters. Additionally, the error means between TSW-based algorithm and Sinkhorn-based algorithm depicted in Table 2 show the efficiency of the proposed method. 
Conclusion
In the paper, we study and propose efficient algorithms for solving tree-sliced Wasserstein barycenter problems. By employing the favorable structure of tree metrics, our algorithms enjoy the fast computational time while showing desirable results for approximating the barycenter. Experiments on real datasets from multilevel clustering and scalable Bayes inference problems demonstrate the benefits of our algorithm over other state-of-the-art algorithms on solving these problems.
Supplement to "On Scalable Variant of Wasserstein Barycenter"
In this supplementary material, we provide detailed formulations of multilevel clustering and scalable Bayes problems based on tree-sliced Wasserstein (TSW) barycenter in Appendix A. Then, we include additional experiments with TSW barycenter in Appendix B.
A Applications of TSW barycenter
In this appendix, we consider applications of TSW barycenter to multilevel clustering and scalable Bayes problems.
A.1 Application to multilevel clustering problem
We first discuss an application of TSW barycenter to the multilevel clustering problem, which arises in various real applications in text data and computer vision. In particular, we consider m groups of n j data points X ij where i ∈ [m] and j ∈ [n i ]. The main goal of the multilevel clustering problem is to simultaneously partition data X ij in each group i and cluster the groups. There are two popular approaches to solving the multilevel clustering problem. The first approach is through Bayesian hierarchical models, such as hierarchical Dirichlet process [34, ?] , nested Dirichlet process [28] , and a combination of these processes [25, 37, 15] . The second approach is through an optimization approach based on optimal transport (OT) distances [13] , which is amendable to large-scale settings of multilevel data. In this paper, we employ the second approach with TSW distance and demonstrate that our model has a much faster running time than previous models in the same vein.
To ease the ensuing presentation, we denote P i := 1 n i n i j=1 δ X ij as an empirical measure associated with group i. We assume that there are at most k i clusters in each group i for i ∈ [m] while there are at most K clusters for the m groups where K ≥ 2. The idea of our model is similar in spirit to that of multilevel Wasserstein means (MWM) in [13] . In particular, in each group i ∈ [m], we partition the data X ij based on TSW, namely, we seek for a discrete probability measure G i with at most k i supports such that it minimizes the TSW distance:
That step is referred to as local clustering. By viewing G i as points in the probability space of discrete probability measures, we can cluster these groups utilizing K-means using the TSW distance. More precisely, we determine a set of discrete probability distributions Q = {Q 1 , . . . , Q K } that minimizes the objective function:
This step is referred to as global clustering. To capture the sharing information among groups in global clustering, we will jointly optimize the probability measures G i from local clustering and the set of probability distributions Q = {Q k } K k=1 from global clustering. More precisely, we derive the following objective function 
).
t ← t + 1. end while
Here, λ > 0 is used to balance the losses from the local clustering and global clustering. The infimum in the above display is taken with respect to discrete probability measures G i with at most k i supports. We call the above objective function tree-sliced Wasserstein multilevel clustering.
To solve the TSW multilevel clustering in (18), we employ an alternating optimization approach, namely, we fix Q and optimize G i s using the constrained tree-sliced Wasserstein barycenter and then we fix G i s and optimize Q using the (unconstrained) tree-sliced Wasserstein barycenter. The pseudo-code of our algorithm is presented in Algorithm 6.
A.2 Application to scalable Bayes problem
We next study another application of TSW barycenter to the scalable approximation of posterior distribution in Bayesian inference under the massive data settings. In particular, we assume that Y 1 , . . . , Y n are i.i.d. samples from the true probability distribution P θ * with density function f (· | θ * ) where θ * ∈ Θ ⊂ R d is a true parameter. Under the Bayesian framework, we endow the parameter θ with a prior distribution with its density π(θ). Then, given θ, we fit Y 1 , . . . , Y n to be i.i.d. from P θ with density function f (· | θ). Given that setting, the posterior distribution of θ given the data Y 1 , . . . , Y n is given by
In general, the posterior distribution Π(θ | Y 1 , . . . , Y n ) is computationally intractable due to the expensive term in its denominator. Even though sampling methods, such as MCMC, are widely used to approximate the posterior, their computations are notoriously expensive when the sample size n is large.
Recently, Srivastava et al. [33] proposed an efficient divide-and-conquer approach, which is termed as Wasserstein posterior (WASP), for approximating the posterior distribution based on the Wasserstein barycenter, which has favorable practical performance over other state-of-the-art methods. In the paper, we use this approach with TSW barycenter, which refers to as tree-sliced Wasserstein posterior, and show that our model has a better running time than the previous method.
The crux of divide-and-conquer approach is to divide the data Y 1 , . . . , Y n into m machines where each machine has k data, i.e., we have an equation n = mk. To simplify the presentation, we denote Y ij as the data in i-th machine for i ∈ [m] and j ∈ [k]. The subset posterior distribution given the data in machine j is given by
In general, the subset posterior distributions are still intractable to compute due to their expensive denominators. However, as k is sufficiently small, we can use MCMC methods to approximate these posteriors. In particular, we assume that θ i1 , . . . , θ iN are the samples drawing from Π i (θ | Y i1 , . . . , Y ik ) via MCMC methods. Then, we can approximate these posterior distributions by the empirical measures of their samples, which can be defined as Π
The TSW posterior (tree-WASP) combines the approximate posterior distributions Π i (θ | Y i1 , . . . , Y ik ) for i ∈ [m] through their TSW barycenter, which can be formulated below:
The tree-WASP Π(θ | Y 1 , ..., Y n ) serves as an approximation for the original posterior distribution Π(θ | Y 1 , . . . , Y n ). The pseudo-code for computing the tree-WASP is presented in Algorithm 7.
Algorithm 7: Tree Sliced Wasserstein Posterior Input: Data Y 1 , . . . , Y n and the number of machines m. (20)).
B Additional experiments
In this appendix, we provide further experimental results with TSW barycenter.
Note that the stochastic approximation trick which raises the likelihood to the power of m is used to ensure that subset posteriors and the full posterior have variances of the same order.
B.1 Further experiments with AMAZON dataset
We show a comparison of word cloud-a visual representation of text data in which the higher corresponding weight a word has, the more prominently it is displayed-and time consumption of TSW barycenter and Sinkhorn barycenter for each class on AMAZON dataset (each row is corresponding to each class: ID1, ID2, ID3, and ID4 respectively) in Figure 6 .
Additionally, we illustrate further results for TSW barycenter when one increases the number of tree metrics for each class on AMAZON dataset (each row is corresponding to each class: ID1, ID2, ID3, and ID4 respectively) in Figure 7 .
Moreover, we also illustrate further results for Sinkhorn barycenter when one increases the number of iterations for each class on AMAZON dataset (each row is corresponding to each class: ID1, ID2, ID3, and ID4 respectively) in Figure 8 . Note that, when we increase more iterations (e.g. 200 iterations), Sinkhorn barycenter suffered numerical problems (e.g. not a number problem).
B.2 Wasserstein barycenter on MNIST handwritten digital images
In this appendix, we illustrate the comparative performances of TSW versus Sinkhorn for Wasserstein barycenters on the MNIST dataset. Note that, for Sinkhorn, each image is a 28 × 28 matrix of normalized intensity. So, each image can be regarded as an empirical measure where its supports are 2-dimensional location of pixels and its corresponding weights are the normalized intensities at those pixels. Then, we applied the fixed-support Sinkhorn barycenter (on the grid 28 × 28). Or, Sinkhorn barycenter only needs to optimize the corresponding weights for the 28 × 28 grid. While for TSW, each image is represented as a point cloud of 2-dimensional positions of digit pixels, and ignore the positions of background pixels. After that, we used the unconstrained barycenter which optimizes both supports and corresponding weights. Figures 9-18 illustrate a comparison between TSW and Sinkhorn on Wasserstein barycenters where we randomly sample 6000 images of each number 0 − 9 on MNIST dataset. For Sinkhorn, we set 500 for the entropic regulation parameter and use Euclidean distance as its ground metric. The barycenter of the Sinkhorn is optimized over a fixed grid 28 × 28, so it can be easily visualized by colormap (as pixel intensity). For TSW, the number of trees is set to 200 and 500, and tree metrics are constructed by using the farthest-point clustering as in [20] where we set 4 for the number of clusters in the farthest-point clustering, and 10 as the deepest level for the constructed tree. Figures 9-18 show that the quality of TSW barycenter is a trade-off with its computation when we increase the number of trees. Recall that, the TSW barycenter optimizes both supports and corresponding weights. Therefore, for visualization, we employing a 4-neighbor interpolation to round the barycenter on the integer grid 28 × 28, then use colormap (as pixel intensity) as for Sinkhorn barycenter. We also illustrate a comparison of the computational time between TSW and Sinkhorn for Wasserstein barycenters with different numbers of handwritten digital images on MINIST dataset in Figure 19 . Wasserstein barycenter with TSW is faster than that of Sinkhorn, especially when we increase the number of images.
B.3 Tree-sliced Wasserstein multilevel clustering objective function
In this experiment, we will experimentally demonstrate the convergence of Algorithm 6 which uses the constrained tree-sliced Wasserstein barycenter in Algorithm 5 as a sub-routine. Figure 20 depicts the convergence of TSMWM algorithm in terms of objective function being decreased over iterations. 
