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Abstract
In the face of ever more precise experiments, the standard model of cosmology has proven
to be tremendously robust over the past decades. Ination or ekpyrosis provide a basis for
solving some of its remaining conceptual issues - they are a beautiful and natural simpli-
cation to our understanding of the universe's early history; yet they leave many questions
unanswered and raise new problems. For example, inationary theories fail to be predictive
as long as eternal ination is not better understood. At the same time, ekpyrotic theories
struggle to explain the transition from a contracting to an expanding phase - the so-called
bounce. Both of them lack any understanding or description of the origin of everything and
contain cosmological singularities. Here, we provide concrete steps towards shedding a light
on these mysteries.
The overarching theme that guides most chapters in this thesis is how to deal with cosmologi-
cal singularities and whether they can be resolved without invoking extraordinary physics. In
the rst part, we construct classically non-singular bounces in the most general closed, homo-
geneous but anisotropic space-time. In special cases we nd analytic solutions to Einstein's
equations which, in addition, describe inhomogeneities and electro-magnetic elds. Looking
at the general case, we nd bounces numerically and show that they leave the universe in a
state well-suited for ination to commence. In the second part we analyze the eect of intro-
ducing quantum mechanics semi-classically to cosmology. Our methods, which are based on
Feynman's sum over histories framework, reveal novel and interesting properties of the early
universe. We scrutinize both processes responsible for eternal ination: false vacuum decay
and slow-roll ination. In the rst case, we are able to show that instabilities may occur dur-
ing false vacuum decay independent of the scale at which the decay happens. In the second
case, we provide a new framework which can be used to describe quantum eects during an
inationary phase and goes beyond the usual treatment of Quantum Field Theory in curved
space-time. We calculate the dominant contributions to transition amplitudes during slow-
roll and eternal ination as well as their properties. Finally, we show that quantum eects
are helpful in resolving cosmological singularities. We demonstrate that anisotropies do not
hinder the universe's creation from nothing. Furthermore, we construct numerical solutions
in which the universe tunnels to a dierent state before reaching a singularity. With that, we
resolve for the rst time cosmological singularities without the use of extravagant physics.
i
Zusammenfassung
Das Standardmodell der Kosmologie stellte sich in den letzten Jahrzehnten, trotz immer
genauerer experimenteller Tests, als sehr robust heraus. Daruber hinaus schaen ekpyro-
tische und inationare Theorien eine Grundlage um viele konzeptuelle Probleme des fruhen
Universums zu losen. Dennoch bleiben viele Fragen unbeantwortet. So ist es in inationaren
Theorien schwierig prazise Vorhersagen zu treen so lange die ewige Ination nicht besser
verstanden wird. Auf der anderen Seite haben ekpyrotische Theorien Schwierigkeiten den
Ubergang zwischen kontrahierenden und expandierenden Phasen - den so-genannten kosmis-
chen Ruckprall - zu erklaren. Zudem beschreibt keine der beiden Theorien den Ursprung von
Allem und beinhalten kosmologische Singularitaten. Hier stellen wir Denkansatze bereit um
diese Unklarheiten naher zu beleuchten.
Im ersten Teil der Arbeit konstruieren wir klassische, singularitatenfreie Ruckpralle in der
generellsten geschlossenen, homogenen aber anisotropischen, Raumzeit. In speziellen Fallen
nden wir analytische Losungen der Einsteingleichungen die zusatzlich sogar Inhomogenitaten
und elektromagnetische Felder beschreiben. Im Allgemeinen nden wir ruckprallende Losungen
numerisch und zeigen, dass sie das Universum in einen Zustand lassen, der fur eine subse-
quente Inationsphase gut geeignet ist.
In dem langeren, zweiten Teil beschaftigen wir uns mit den Konsequenzen auf die Kos-
mologie, die eine konsistente, semiklassische Quantisierung mit sich bringt. Unsere Methoden,
die auf Feynmans Summe uber Pfade basiert, oenbart neue und interessante Phanomene des
fruhen Universums. Im Speziellen analysieren wir beide Prozesse, die ewige Ination verur-
sachen: Der Zerfall des falschen Vakuums und langsam-rollende Ination. Im ersten Fall
zeigen wir, dass Instabilitaten wahrend des Zerfalls auftreten konnen unabhangig von der
Energie des Zerfalls. Im zweiten Fall stellen wir einen neues Konzept vor mit dem Quanten-
eekte wahrend der inationaren Phase beschrieben werden konnen und das uber die ubliche
Beschreibung in der Quantenfeldtheorie in gekrummter Raumzeit hinausgeht. Wir berech-
nen die dominanten Beitrage zu Amplituden die typische und ewige inationare Prozesse
beschreiben sowie deren Eigenschaften. Schlussendlich zeigen wir wie Quanteneekte fur die
Auosung kosmologischer Singularitaten hilfreich sind. Wir zeigen explizit, dass Anisotropien
kein Problem fur den Ursprung des Universums durch ein Tunneln aus dem Nichts darstellen.
Zudem konstruieren wir numerische Losungen, in denen das Universum vor dem Erreichen
einer Singularitat in einen anderen Zustand tunnelt. Damit losen wir zum aller ersten Mal
kosmologische Singularitaten ohne den Einsatz von extravaganter Physik auf.
ii
Contents
Publications vii
1 Introduction 1
2 The Standard Model of Cosmology 4
2.1 The Lagrangian description of General Relativity . . . . . . . . . . . . . . . . 4
2.2 The Big Bang model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 The PLANCK measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 The Cosmic Microwave Background . . . . . . . . . . . . . . . . . . . . . . . 8
2.5 Problems of the Big Bang model . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.5.1 The singularity problem . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.2 The atness problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5.3 The horizon problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5.4 The topological defects puzzle . . . . . . . . . . . . . . . . . . . . . . . 13
2.5.5 The classicality puzzle . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3 Beyond the Standard Model of Cosmology 14
3.1 Ination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.1.1 De Sitter space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.2 Slow-roll ination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.3 The end of ination? . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.4 Eternal ination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Ekpyrosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Scaling solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Problems of ination and ekpyrosis . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.1 Ination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4.2 Ekpyrosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5 Beyond FLRW: symmetries in cosmology . . . . . . . . . . . . . . . . . . . . 23
3.5.1 Rotations and Translations . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5.2 All Cosmological Models . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5.3 The Bianchi Classication . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5.4 Bianchi IX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.6 Beyond General Relativity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
iii
4 Classically Bouncing Cosmologies 29
4.1 Anisotropic bounces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.1.1 Adding an electromagnetic eld . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Inhomogeneous and anisotropic bounces . . . . . . . . . . . . . . . . . . . . . 34
4.2.1 Adding an electromagnetic eld . . . . . . . . . . . . . . . . . . . . . . 34
4.3 A black hole - bounce correspondence . . . . . . . . . . . . . . . . . . . . . . 36
4.4 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.5 Bounces in the presence of a cosmological constant . . . . . . . . . . . . . . . 43
4.5.1 Time symmetric bounces . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.5.2 Time asymmetric bounces . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.5.3 Axial Bianchi IX: Comparing to the exact solution . . . . . . . . . . . 53
4.6 Bounces in the presence of a scalar eld . . . . . . . . . . . . . . . . . . . . . 57
4.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5 Quantum Tunnelling 65
5.1 The Simplest Case: 1D Quantum Mechanics . . . . . . . . . . . . . . . . . . . 65
5.2 Tunneling via complex time paths . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3.1 Inverted harmonic oscillator . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3.2 Inverted Higgs potential . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.3 Potential barrier with singularities . . . . . . . . . . . . . . . . . . . . 78
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.5 False Vacuum Decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.5.1 Coleman DeLuccia Instantons . . . . . . . . . . . . . . . . . . . . . . . 85
5.6 The negative mode problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.7 Negative mode problem for a polynomial potential . . . . . . . . . . . . . . . 89
5.7.1 Numerical example of negative Q far from Planck scale . . . . . . . . 89
5.7.2 Negative Q in the thin wall approximation . . . . . . . . . . . . . . . 91
5.7.3 Existence of Coleman - De Luccia solutions . . . . . . . . . . . . . . . 93
5.7.4 Comparison with numerics . . . . . . . . . . . . . . . . . . . . . . . . 93
5.8 Negative mode problem for Higgs-like potentials . . . . . . . . . . . . . . . . 95
5.9 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
iv
6 Quantum Cosmology 98
6.1 The Hamiltonian Formulation of General Relativity . . . . . . . . . . . . . . 98
6.2 Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
6.3 Minisuperspace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.3.1 Canonical Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.3.2 Path Integral Quantization . . . . . . . . . . . . . . . . . . . . . . . . 102
6.4 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.5 Classicality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7 Quantum Singularity Resolution 105
7.1 The Anisotropic Minisuperspace Model . . . . . . . . . . . . . . . . . . . . . 105
7.2 The Anisotropic No-Boundary Proposal . . . . . . . . . . . . . . . . . . . . . 107
7.2.1 No-Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2.2 Classicality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2.3 Existence and Basic Features of Anisotropic Instantons . . . . . . . . 111
7.2.4 Scaling of the classicality conditions . . . . . . . . . . . . . . . . . . . 117
7.3 Quantum Transitions of the Universe . . . . . . . . . . . . . . . . . . . . . . 123
7.3.1 Quantum Transitions: from Ination to Ination . . . . . . . . . . . . 125
7.3.2 Quantum Transitions: from Ekpyrosis to Ination . . . . . . . . . . . 131
7.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
8 Lorentzian Quantum Cosmology 139
8.1 Picard-Lefschetz Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
8.2 Exactly Soluble Scalar Field Minisuperspace Models . . . . . . . . . . . . . . 142
8.2.1 The Simplest Case: Pure Gravity . . . . . . . . . . . . . . . . . . . . . 142
8.2.2 Gravity and a Scalar Field . . . . . . . . . . . . . . . . . . . . . . . . . 144
8.3 Homogeneous Transitions During Ination . . . . . . . . . . . . . . . . . . . . 146
8.3.1 Ination - Rolling Down the Potential . . . . . . . . . . . . . . . . . . 149
8.3.2 Jumping Up the Potential . . . . . . . . . . . . . . . . . . . . . . . . . 156
8.3.3 Avoiding O-Shell Singularities . . . . . . . . . . . . . . . . . . . . . . 169
8.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
9 Conclusion 172
v
A The Variational Principle 175
A.1 Dirichlet Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.2 Neumann Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
A.3 Robin Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
B Cosmological Perturbation Theory 179
C Kantowski-Sachs bounces 181
D Quantum Bounces 183
D.1 Contours of Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
D.2 Perturbative Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
D.2.1 Large scalar eld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
D.2.2 Small scalar eld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
E Horava Lifshitz Gravity 188
E.1 Projectable HL gravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
E.2 Anisotropic instanton . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
E.3 General argument . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
E.4 Summary and discussions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
E.5 Scale-invariant perturbation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
E.6 Evolution after instanton . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
E.7 A more general solution to the atness problem . . . . . . . . . . . . . . . . . 201
References 204
vi
Publications
The rst part of this thesis is on classically bouncing cosmologies and largely based on the
following publications and preprints
[1] S.F. Bramberger, and J-L. Lehners, "Non-Singular Bounces Catalysed by Dark Energy",
Phys.Rev. D99 (2019) no.12, 123523, arXiv:1901.10198 [1]
[2] A. Anabalon, S.F. Bramberger, and J-L. Lehners, "Kerr-NUT-de Sitter as an Inho-
mogeneous Non-Singular Bouncing Cosmology", arXiv:1904.07285, submitted to JHEP
[2]
The second part of this thesis, focusing on quantum aspects of early universe cosmology is
based on
[3] S.F. Bramberger, G. Lavrelashvili, and J.L. Lehners, "Quantum Tunneling via Complex
Time Paths", Phys.Rev. D94 (2016) no.6, 064032, arXiv:1605.02751 [3]
[4] S.F. Bramberger, T. Hertog, J.L. Lehners, and Y.Vreys. "Quantum Transitions Through
Cosmological Singularities", JCAP 1707 (2017) no.07, arXiv:1701.05399 [4]
[5] S.F. Bramberger, S. Farnsworth, and J.L. Lehners. "The Wavefunction of Anisotropic
Inationary Universes With No-Boundary Conditions", Phys.Rev. D95 (2017) no.8,
083513, arXiv:1701.05753 [5]
[6] S.F. Bramberger, M. Chitishvili, and G. Lavrelashvili, "Aspects of the negative mode
problem in quantum tunneling with gravity", arXiv:1906.07033 [6]
[7] S.F. Bramberger, A. Di Tucci, and J.L. Lehners, "Homogenous Fluctuations during
Ination: a Description in Quantum Cosmology", arXiv:1906.05782 [7]
One of the appendices is based on
[8] S.F. Bramberger, A. Coates, J. Magueijo, S. Mukohyama, R. Namba, and Y. Watanabe.
"Solving the atness problem with an anisotropic instanton in Horava-Lifshitz gravity",
Phys.Rev. D97 (2018) no.4, 043512, arXiv:1709.07084 [8]
vii
1 Introduction
The standard model of cosmology has enjoyed tremendous success despite the scrutiny that
increasingly precise experiments such as PLANCK [9, 10] and WMAP [11] provide. provide.
They show that the universe is almost completely isotropic and homogeneous at its largest
scales. Further, we live in a at, expanding universe that has an approximately scale invari-
ant spectrum of primordial perturbations. While there is no tension between the standard
(CDM) model and observational data, a lot of open conceptual questions about the early
universe remain unanswered. Most pressingly, why is the universe the way it is? In other
words, it is a complete mystery why the universe is so homogeneous, isotropic, and at.
Furthermore, the Big Bang indicates that a cosmological singularity is looming in our past,
suggesting the complete failure of our physical theories.
As a result, many extensions which augment the standard model have been proposed. Ina-
tion [12, 13, 14, 15] is a period of accelerated expansion in the early universe, while ekpyrosis
[16, 17] is a high pressure contracting phase. Both of them give a satisfying explanation of the
special properties our universe has. At the same time, they suer from theoretical challenges
of their own. In inationary theories, eternal ination is a threat to the predictability of
theory [18]. Ekpyrotic theories on the other hand struggle to give a consistent description of
the transition between the contracting phase of the early universe to the expanding phase we
are currently in. Even more crucially, they do not provide an explanation for the beginning
of the universe and hence have to be augmented by a theory of initial conditions.
In this thesis we make progress towards solutions to these predicaments in three ways. Firstly,
we construct exact classically bouncing solutions [1, 2], which eectively avoid the cosmo-
logical singularity. We study the theoretical properties of these solutions as well as specic
examples to make contact with observations. Secondly, we study proposals of the very be-
ginning of the universe - a domain in which the physics of the very large and the very small
come together. Its description is a display of one of the most beautiful ideas in cosmology:
the origin of the largest structures in the universe lie in primordial quantum uctuations.
Ination and ekpyrosis provide concrete mechanisms that can amplify these uctuations into
essentially classical density perturbations, which can then act as seeds for the formation of
structure via gravitational collapse. In this formalism, one xes a classical background and
imposes small, quantized uctuations around it.
However, despite its attractiveness, this approach also displays its potential downfalls: since
the fundamental laws governing the universe are quantum mechanical, are we justied in
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making the assumption that quantum eects play solely a minor role? It seems likely that
such a treatment misses fundamental, quantum, features in our description of the universe.
Especially at its origins we expect this, otherwise valid and precise, approximation to break
down. Instead, we require a theory that goes a step beyond, which treats background and
perturbations on an equal footing.
This is the realm of quantum cosmology [19]. In its most elegant formulation it is an attempt
to generalize Feynman's path integral approach to gravity [20]. Within it, the best known
theories of initial conditions were formulated: the tunnelling proposal by Vilenkin [21] and
the no-boundary proposal by Hartle and Hawking [22]. Based on the Euclidean gravitational
path integral, they are motivated by the Wick rotation commonly employed in Quantum
Field Theory (QFT). We extend the no-boundary proposal to a more realistic version which
includes anisotropies [5]. Interestingly, it is possible to nd no-boundary solutions for arbi-
trarily large anisotropies. However, they do delay the rate at which the universe becomes
classical. The no-boundary proposal is very similar in its description to so-called Coleman-De
Luccia instantons [23]. The idea behind them is that the universe is initially in an excited
state that, even though it is classically stable, is unstable due to quantum eects. Hence the
universe may tunnel from its excited state to the lower energy state. While this, quantum
mechanical, decay is well understood in eld theory, when gravity is included there are a lot
of open puzzles. One of them is the so-called negative mode problem [24]: some tunneling
solutions develop pathological perturbations. We further the understanding of this problem
by showing that it is not related to Planck scale physics but can happen at any scale of the
potential [6].
Finally, we turn towards investigating the framework of quantum cosmology itself. The Eu-
clidean approach to quantum gravity has been plagued by pathologies such as the conformal
factor problem since its infancy [25]. Instead, we work with a formulation of the path integral
that is dened in a fundamentally Lorentzian manner [26]. Picard-Lefschetz theory [27, 28]
is a mathematical tool that gives a precise prescription of how to evaluate the resulting, con-
ditionally convergent, integrals by deforming the integration contour in the complex plane.
Using this tool provides a rmer mathematical basis for the path integral framework. As an
example of its application, we study the uctuations arising during ination [7]. Not only
did we gain insight into exactly how quantum transitions occur during ination and when
the usual QFT in curved space-time treatment breaks down, but we could establish a frame-
work which allows asking these questions to begin with. Generalizing this to inhomogeneous
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uctuations might allow us to address one of the big enigmas of inationary theory: eternal
ination [29]. In slow-roll eternal ination [30], quantum transitions cause an innite number
of universes with a variety of properties to come into existence. Making predictions for ob-
servables in this scenario is notoriously hard and forms a basis for critique of any inationary
model and we provide a fresh, more adequate framework to study its implications.
In the appendix we clarify some details and extensions of the calculations in the main body
of the text. More importantly however, we also show that ination and ekpyrosis are not the
only models that can resolve the problems of the standard model of cosmology. Employing
the renormalizable Horava-Lifshitz theory of gravity [31], we show that the so-called atness
problem in cosmology is solved due to the special symmetry of the theory [8]. Notably, this
solution is achieved without assuming extra ingredients like a scalar eld. To conclude, we
show that this is not specic to the theory but any theory with appropriately modied dis-
persion relations is able to solve several problems of standard cosmology.
In summary, we lay the foundations for a consistent and powerful description of quantum
eects in the early universe through introducing new analytical and numerical tools to the
eld of quantum cosmology. By applying our methods to various open problems we demon-
strate their utility and reveal a promising road map towards solutions of the most pressing
questions in early universe cosmology.
3
2 The Standard Model of Cosmology
2.1 The Lagrangian description of General Relativity
Einstein's theory of General Relativity (GR) describes space, time and its interaction with
matter to an outstanding degree of accuracy. The dynamics of the fundamental degrees of
freedom in the theory are governed by its eld equations
R   1
2
Rg + g = T (2.1)
In four dimensions, these are ten partial dierential equations corresponding to the ten degrees
of freedom in the symmetric metric tensor g . T is the stress-energy tensor describing the
interaction between space-time and matter. The Ricci tensor and scalar are given by
R =  

;    ; +        ; R = gR (2.2)
where
  =
1
2
g (g; + g;   g;) (2.3)
are the usual Christoel symbols. We have presented only one - albeit the most common -
way, of the many ways that GR can be formulated. In the Lagrangian formalism, employing
metric variables, Einstein's equations are derived from the Einstein-Hilbert action via the
variational principle. IfM is a Lorentzian manifold with metric g , then the action is given
by
SEH + SGHY =
1
2
Z
M
d4x
p gR 
Z
M
d3y
p
hK (2.4)
where g is the determinant of the metric. We require the second term, also known as the
Gibbons-Hawking-York boundary term, in order to make the variational principle well de-
ned. It depends on the quantities y, and h which are induced by the bulk coordinates x and
metric g respectively on the boundary M ofM.  is a constant equal to +1 for a space-like
or -1 for a time-like boundary and nally K is the trace of the extrinsic curvature Kij which
is given by
Kij =
1
2
[rn +rn] ei ej (2.5)
Here ei =
@x
@yi
project from the bulk coordinates to the boundary coordinates and n is the
unit normal to the boundary facing outwards. It is useful to express the induced metric in
terms of the projectors
hij = e

i e

j g (2.6)
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In appendix A.1 we derive the GHY boundary term and show that it cancels the spurious
boundary term arising from the Einstein-Hilbert action. Note that depending on the concep-
tual questions one is asking, it is useful to introduce dierent boundary terms. For example,
in the derivation of the GHY term, we assumed the metric's variation on the boundary to
be zero. This corresponds specifying the values of the degrees of freedom at the boundary
also known as Dirichlet boundary conditions. However, these might not be appropriate in
all physical contexts. In certain situations we are interested in specifying the momenta in-
stead. Most generally, we can enforce Robin boundary conditions where we specify a linear
combination of position and momenta. The Einstein-Hilbert action with Robin boundary
conditions reads [32, 33]
SR =
1
2
Z
M
d4x
p gR  
Z
@M
d3y
p
h (2.7)
where  is the proportionality factor between the momenta and positions. We derive this
form of the boundary term in appendix A.1 and make extensive use of it in section 8.
2.2 The Big Bang model
Cosmology is the study of the universe and its content on the largest scales, typically by
inserting a specic metric ansatz with a high degree of symmetry into Einstein's equations.
Two measurements have revolutionized the eld in the last century: The rst observation,
made in 1938, through measuring the recession velocities of galaxies, was that the universe
is expanding. This led to the famous Hubble law for the recession velocities of galaxies v
v = H0d (2.8)
where H0 is the Hubble parameter today, measured by the PLANCK satellite [34] to be
H0 = 67:36  0:54 km s 1 Mpc 1 and d is the distance to the galaxy. This observation
naturally led to the notion that the universe was smaller and thus hotter in its past; however,
strictly following the universe's evolution into its past will naturally lead to a point where
the universe was innitesimally small, innitely hot and innitely dense. As an attempt to
demean this proposal it was termed the Hot Big Bang scenario by Fred Hoyle. Today we
know that as the universe becomes smaller and smaller, eventually the framework of General
Relativity does not hold anymore and ought to be replaced by a more fundamental theory. As
such Hot Big Bang cosmology refers to the idea that the universe expanded from a smaller,
hotter stage in its infancy to what it is today. The second crucial experiment was performed
on the universe's rst light which was emitted when the universe was cool enough for atoms
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to form. This primordial light has since been stretched by the expansion of the universe and
we observe it today in the microwave frequency range. Remarkably, its spectrum is the one of
a thermal black body with a temperature of T = 2:725480:00057K and it is extraordinarily
isotropic. This has led to the postulate of the so-called Cosmological Principle which asserts
that at its largest scales, the universe is homogeneous and isotropic. The most general metric
describing such a universe is the Friedmann{Lema^tre{Robertson{Walker (FLRW) metric
which, in some suitable coordinates, has line element
ds2 =  dt2 + a(t)2

1
1  kr2dr
2 + r2
 
d2 + sin2 d2

(2.9)
where k measures the spatial curvature and may take on the values  1; 0;+1 corresponding
to negatively curved, at, and positively curved spatial slices respectively. Hence the high
degree of symmetry imposed by assuming the cosmological principle allows for only three
dierent kinds of spatial geometries. The function a(t) is usually called the scale factor and
determines the overall contraction or expansion of the universe as the physical (or proper)
distance between two comoving (i.e. moving with the expansion or contraction of universe)
observers.
With the geometry and thus the left hand side of Einstein's equations xed we ought to now
specify the right hand side of the equation amounting to describing the matter content of the
theory. It turns out that the macroscopic properties of the matter in the universe are well
described by a perfect uid which has stress-energy tensor
T = (+ p)uu + pg (2.10)
where  and p are the proper energy density and pressure in the uid rest frame and u
is the four velocity of the uid. Choosing a frame comoving with the uid we may set
u = (1; 0; 0; 0) so that the stress energy tensor simplies to
T = diag(; p; p; p) (2.11)
Finally, having specied both sides of the equation, Einstein's eld equations reduce to two
coupled ordinary dierential equations - the Friedmann equations
H2 =

_a
a
2
=
1
3
  k
a2
(2.12)
_H +H2 =
a
a
=  1
6
(+ 3p) (2.13)
where the dot signies a derivative with respect to the physical time t. Combining the two
equations yields a third, which relates the pressure and energy density and is sometimes
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called the continuity equation
_+ 3H(+ p) = 0 (2.14)
This makes it clear that, in general, in an evolving universe, the energy density is not con-
served. It is typical to introduce a parameter w, called the equation of state, which relates
the pressure and energy density via p = w. In cosmology it is often times more useful to
consider the alternative denition p =
 
2
3  1

 and we will call  the equation of state from
now on. Upon plugging this relationship back into Eq. (2.14), we nd that the energy den-
sity scales as  / a 2. Thus we can read o how the energy density of various matter types
evolves as the universe becomes larger or smaller, inferring which matter type is dominant at
what time. It is instructive to look at some representative examples of the most commonly
used ideal uids:
 The energy density of ordinary baryonic matter (sometimes referred to as dust) and
dark matter scales like the inverse of volume of the universe  = a 3. Hence they have
equation of state  = 32 and thus are pressure-less.
 For radiation and relativistic particles, the energy density scales like  = a 4 because in
addition to the scaling due to the change in the volume of the universe, their wavelength
also scales with the universe's size, adding another factor of a. Radiation has equation
of state  = 2.
 The simplest model for dark energy is the energy density of the vacuum which is con-
stant over time and unaected by cosmic evolution. For that reason, this contribution
to the total energy density of the universe is also called the cosmological constant. It
has equation of state  = 0.
In conjunction with the Friedmann equation we can write the scale factor as a function of
the equation of state
a(t) /
8><>:
t2=3(1+w) for  6= 0
eHt for  = 0
(2.15)
Thus the equation of state of the dominant matter type in the universe will determine its
overall behaviour.
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2.3 The PLANCK measurements
In order to compare with experiments, it is illuminating to study the Friedmann equation in
the presence of various energy sources. Then we can write
3H2 =
r;c
a4
+
m;c
a3
  3k
a2
+  (2.16)
where  is the cosmological constant and we chose units such that a0 = 1 is the scale factor
today. Then r;c and m;c correspond to the energy densities in radiation and matter today,
respectively. It is common to re-write this equation as
H
H0
2
=

r;c
a4
+

m;c
a3
+

k
a2
+ 
 (2.17)
where the canonically dened fractional energy densities are

r =
r;c
3H20
; 
m =
m;c
3H20
; 
k =
 k
H20
; 
 =

3H20
(2.18)
These quantities were measured by the 2015 PLANCK satellite [34] to be

r = (9:14 0:34)10 5 (2.19)

m = 0:308 0:012 (2.20)

k =  0:005 0:017 (2.21)

 = 0:692 0:012 (2.22)
H0 = (67:36 0:54)km s 1Mpc 1 (2.23)
Hence they found a very at universe that is currently dominated by dark energy. Impor-
tantly, if this is the full matter content of the universe, curvature never dominated cosmic
evolution. This is because today the contribution of matter to the total energy is bigger
than the curvature contribution and the universe is already dominated by dark energy. From
here on out all components will get diluted while dark energy remains constant and domi-
nant. Hence we get the picture of the universe starting from a hot, dense initial state after
which radiation was the dominant driver of cosmic evolution followed by baryonic matter and
ultimately by dark energy as it is today.
2.4 The Cosmic Microwave Background
In 1964, Penszias and Wilson measured radiation that permeates the entire universe. This
signal, known as the Cosmic Microwave Background (CMB), was emitted when the, then
very hot, universe cooled enough such that protons and electrons combined into hydrogen
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atoms. Before, photons would constantly scatter of the electrons but they interact much less
with the electrically neutral hydrogen. Hence from then on, photons were streaming freely
and the universe went from opaque to transparent. This event, where atoms rst formed,
is called recombination and happened at about 370,000 years after the Big Bang when the
universe reached about 3,000 degrees Kelvin. Measurements of the CMB are currently the
best probes of the very early universe. Today, we measure the photons' frequency to be
 = 160GHz which corresponds to a black body temperature of T = 2:7K on average. The
existence of the CMB provides very strong evidence that the universe was once very hot and
dense. Not only that but surprisingly, the temperature distribution of the radiation is very
isotropic, implying that the early universe was isotropic to large degree. This is a puzzle in
standard hot Big Bang cosmology as we will demonstrate in the next section. First, we take
a look at the precise, quantitative results the CMB provides.
Figure 1: The angular power spectrum of temperature uctuations as measured by the 2015
PLANCK satellite. Plotted here is the angular power DTTl as a function of the multipole
moment l. Superimposed in red is the best-t CDM model. The residuals to the t are
plotted in the lower panel and the error bars indicate 1 uncertainties. The gure is taken
from [34].
Despite the isotropy of the CMB, there are small temperature uctuations of order 10 5.
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They play a vital role in the structure formation of the universe and can be described by
an expansion in spherical harmonics Y ml on the sky. In Cartesian coordinates they are
polynomials of order l obeying Laplace's equation. l is the multipole moment and thus and
integer quantity. In particular, l = 0 describes the monopole, l = 1 the dipole and so on. m
is an integer, running from  l to l and m = 0 corresponds to the Legendre polynomials. The
temperature uctuations in the CMB are given by
T (n) = T0
X
l;m
almY
m
l (n) (2.24)
where n is the direction in the sky and T0 is the average temperature and the alms are complex
coecients. What is measured in practice (c.f Fig. 1) is the rotationally invariant quantity,
constructed out of the factors alm
DTTl =
l(l + 1)
2
CTTl (2.25)
where
CTTl =
1
2l + 1
X
m
halmalmi (2.26)
and h:::i refers to an ensemble average. Thus, CTTl represents the angular correlation function
of the CMB's temperature uctuations1. Its undulating shape stems from the behaviour of
the radiation-matter plasma which was omni-present in the universe before recombination.
Since describing this plasma relies on well-understood physics, the angular power spectrum's
oscillations can be well explained if one assumes a nearly scale-invariant spectrum of uc-
tuations before that. One of the main tasks of early universe theories is explaining such a
spectrum. Theoretically, the best variable to use in order to describe small departures from
a FLRW space-time is the time and spatially dependent, curvature perturbation R(t; x).
It characterizes small perturbations around the mean value of the universe's curvature and
therefore is still well-dened when there is no matter or radiation present. In the language
of the FLRW metric R(t; x) implies a small, local and time-dependent change in the scale
factor a(t) - the radius of the universe. It is in this way that R(t; x) and CTTl are related:
A non-zero R(t; x) implies that in dierent regions the universe expanded at dierent rates
leading to temperature dierences. Explicitly, we write
CTTl =
Z
d3
(2)3
PR(k)T 2l (k) (2.27)
1Note that TT refers to the fact that we are dealing with correlations between temperature uctuations.
There are other channels due to the radiation's polarization. These are referred to as E-modes and B-modes.
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where PR(k) is the power spectrum associated with the Fourier transform of the curvature
perturbation Rk(t). It is dened as the two-point correlation function of R(t; x) in Fourier
space
hRkRk0i = (2)3(k + k0)PR(k) (2.28)
The transfer function Tl, on the other hand, is a complicated expression with its detailed form
usually being computed numerically. Crucially, however, it depends only on known physics
and hence one can connect theoretical predictions with the observations stemming from the
CMB. In order to evaluate the degree to which early universe models predict a scale invariant
and deviations thereof, it is useful to dene the variance 2R and spectral index ns, associated
with the power spectrum of the curvature perturbations, as
2R =
k3
22
PR ns = 1  d ln 
2
R
d ln k
(2.29)
ns = 1 corresponds to a scale-invariant spectrum. For convenience in calculating one often
assumes that the variance takes on the form of a power law
2R = AR =

k
~k
ns 1
(2.30)
where the Pivot scale ~k is some reference scale which the PLANCK satellite gives as ~k =
0:05Mpc 1. With these denitions, the experimentally measured results (with 1 errors) are
[34]:
AR = (2:139 0:063) 10 9 (2.31)
ns = 0:9677 0:0060 (2.32)
meaning that the spectrum is, in fact, not entirely scale invariant - even though to a very large
degree it is - but slightly red (i.e. there is more power on larger scales). Having established
that the standard model of cosmology matches the data very well, we now highlight some
puzzles and problems that require further explanation.
2.5 Problems of the Big Bang model
While there are is no observational tension of the CDM model of cosmology with exper-
iments, there remain many mysteries and puzzles of theoretical nature that beg to be ad-
dressed.
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2.5.1 The singularity problem
When the scale factor a of the at FLRW model becomes zero, the metric becomes singu-
lar. This is a curvature singularity as at the same time coordinate invariants such as the
Ricci scalar become innite. The conditions for when this happens have been generalized to
arbitrary metrics by Penrose and Hawking in their famous singularity theorems [35]. They
state that as long as all the matter in the universe satises certain energy conditions, general
relativity predicts a singularity in the past. Qualitatively, this singularity is more troubling
than the ones found in black holes as we are separated from those by a horizon. The cosmo-
logical one, on the other hand, lies in everyone's past and therefore aects the evolution of
everything. Sometimes this extraordinary event is interpreted as the beginning of space and
time and the beginning of the universe. However, such an interpretation is not justied as
it simply signies that it lies in a regime where the universe is no longer well described by
General Relativity. There are two main approaches to deal with the cosmological singular-
ity. It either gets resolved by a quantum theory of gravity or it is avoided by violating an
assumption in the Hawking-Penrose theorems. It is the fundamental goal of this thesis to
advance our understanding of the cosmological singularity and will consider complementary
solutions that fall in both categories.
2.5.2 The atness problem
Dividing the Friedmann equation 2.17 by (H=H0)
2 gives
1 =

r;cH
2
0
a4H2
+

m;cH
2
0
a3H2
+

kH
2
0
a2H2
+

H
2
0
H2
(2.33)
We have seen before that if an ideal uid dominates the evolution of the universe we have an
explicit expression for the scale factor. Hence the comoving Hubble horizon can be deduced
to be
(aH) 1 
8><>:
a radiation domination
p
a matter domination
(2.34)
This implies that during matter and radiation domination, the relative energy contribution
due to curvature was increasing since a is increasing. Today we measure 
k =  0:0050:017.
Comparing the curvature at the electro-weak scale (at  1TeV ) to the one at radiation-matter
equality (at  1eV ) implies a growth by a factor of 1024. Depending on where one starts
to count, (for example instead of the electro-weak scale one could start at the grand unied
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scale) the problem gets even worse. Therefore, it is surprising why this quantity is so small
today.
2.5.3 The horizon problem
The comoving particle horizon  is the maximum distance a light ray can travel between
times 0 and t and is dened as
 =
Z 1
0
dt0
a(t0)
=
Z a
0
da
a2H
=
Z a
0
d ln a

1
aH

(2.35)
where we expressed it in terms of the comoving Hubble horizon. Just like in the last section for
 > 1 the comoving Hubble horizon grows which in turn implies that the comoving particle
horizon grows with time. This means that the fraction of the universe which is in causal
contact increases with time, presenting a puzzle: At time when the CMB was emitted the
universe was already homogenous and isotropic at its largest scales. If the comoving Hubble
horizon was increasing beforehand, a large number of causally disconnected regions all had
to have the same temperature up to a hundreth of a percent. Note that we could trace the
origin of both the atness and the horizon problem to the growth of the comoving Hubble
horizon which suggests a common solution for both problems.
2.5.4 The topological defects puzzle
The symmetries of the standard model are likely to be part of a larger symmetry group in
the early universe. These extra symmetries would have been broken in the early universe
as it expanded and cooled. However, as they break, they inevitably form topological defects
such as magnetic monopoles, domain walls or cosmic strings. So far these defects have not
been observed and one might wonder why.
2.5.5 The classicality puzzle
The most fundamental theories to date are General Relativity and Quantum Mechanics.
Nevertheless, we do not describe space and time quantum mechanically but classically instead.
In the late universe decoherence explains why this assumption is justied. However, it is likely
that the creation of space-time was a pre-dominantly quantum eect. As such we ought to
include quantum mechanics in our description of the early universe and at the same time
strive for a dynamic mechanism which explains the classicality of space-time.
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3 Beyond the Standard Model of Cosmology
3.1 Ination
As illustrated in the last section, both the horizon and the atness problems arise because
the co-moving Hubble radius 1=aH grows in an expanding universe, dominated by any of the
matter sources discussed above. Hence it is feasible that a prior phase in which the co-moving
Hubble radius was shrinking by the same or larger magnitude than the subsequent growth,
solves both problems [12, 13, 14, 15] (see Fig. 2)
Figure 2: During ination the co-moving Hubble radius (aH) 1 as indicated by the red line.
That means that at any given point in time, scales with wavenumber k leave the horizon only
to re-enter it again in the subsequent hot big bang evolution. The gure is taken from [15].
If we assume an expanding universe, then a shrinking of the co-moving Hubble radius
during that time implies that
d
dt

1
aH

< 0 ! d
dt

1
_a

< 0 ! a > 0 (3.1)
since an expanding universe means that _a > 0. This condition is the essence of ination.
How can we obtain such a phase? The acceleration equation (2.13) tells us that to obtain
a > 0, we require
 2(+ 3p) > 0 (3.2)
or, written in terms of the equation of state
 1
3
(  1) < 0 (3.3)
Therefore, if we the universe is dominated by matter that has  < 1 (or in more physical
terms, suciently negative pressure p <  13), ination will happen.
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Ination is a period of accelerated expansion, dominated by a suciently negative pressure
energy component.
In the following sections we will examine more closely how ination can be modelled in
practice?
3.1.1 De Sitter space
In fact, we have already encountered one example of an inationary matter type: The cosmo-
logical constant . When the universe is dominated by a positive cosmological constant, the
Einstein equations can be solved for any curvature. The solution is called de Sitter space-time
and is given by FLRW metric where the scale factor a(t) takes on the form
a(t) =
8>>>>><>>>>>:
1
H sinh(Ht) for k =  1
eHt for k = 0
1
H cosh(Ht) for k = 1
(3.4)
Locally these metrics describe the same space-time but they correspond to dierent ways of
slicing the 3-dimensional spatial sections. This is possible to the special structure of de Sitter:
It is a maximally symmetric space-time (i.e. in four dimensions it has ten killing vectors)
just like Minkowski space-time. Globally, however, the structure is dierent as, for example,
only the closed, k = 1, slicing covers the whole space-time. The hypberbolic global structure
of de Sitter space can be investigated by considering its embedding in at ve-dimensional
Minkowski space. As can be seen from Eq. (3.4), the scale factor grows exponentially while
the universe is dominated by a cosmological constant and provides the simplest inationary
model.
3.1.2 Slow-roll ination
More generally, ination can be modelled by the dynamics of a scalar eld evolving in an
appropriate potential V (), which is chosen in precisely such a way that ination can happen.
The stress energy tensor for a scalar eld which is minimally coupled to gravity is given by
T = ;;   g

1
2
;; + V ()

(3.5)
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and the eld equation of motion is
1p g
 p g;
;
+ V; = 0 (3.6)
Then, assuming the FLRW metric for g and a homogeneous eld (i.e a eld obeying
(x; t) = (t)), the energy-momentum tensor for it, reduces to the form of a perfect uid
with
 =
1
2
_2 + V () (3.7)
p =
1
2
_2   V () (3.8)
Therefore we nd that the equation of state is given by
2
3
  1 =
1
2
_2   V ()
1
2
_2 + V ()
!  = 3
_2
_2 + 2V ()
(3.9)
and conclude that if the potential energy V () is larger than twice the kinetic energy 12
_2
the universe undergoes ination. That is, the condition for ination to happen is that the
scalar eld's dynamics is potential dominated V () > _2. The equations of motion for the
scale factor and scalar eld as well as the constraint are given by
3H2 =
1
2
_2 + V () (3.10)
_H =  1
2
_2 (3.11)
+ 3H _+ V; = 0 (3.12)
only two of which are linearly independent. Using these equations, we can re-express  in a
variety of ways, all of which are useful in dierent contexts.
 =  
_H
H2
=
1
2
_2
H2
(3.13)
An observationally viable scenario of ination is when the equation of state is very small
 << 1 and remains that way over extended period of time  << H _. This is the so-called
slow-roll regime as the kinetic energy of the scalar eld is vastly dominated by the potential
energy 12
_2 << V (). In that regime the equations of motion can be approximated as
3H2  V () (3.14)
_H =  1
2
_2 (3.15)
3H _   V; (3.16)
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and   12
V 2;
V 2
is usually called the (rst) slow-roll parameter. Higher order slow-roll parame-
ters may be dened in analogy to
 =  d lnH
d ln a
(3.17)
For example the second slow-roll parameter  is dened as
 =   d ln 
d ln a
(3.18)
The fact that the scale factor needs to roll slowly over an extended period of time is then
quantied by setting  << 1. Using this approximation is particularly useful because in that
case we can solve the equations of motion by expanding the Hubble rate and scalar eld as
a Taylor series in time. To rst order we obtain
a(t)  a0 exp
 r
V
3
t  V
6
t2
!
(3.19)
(t)  0  
r
2V
3
t (3.20)
where a0 and 0 are integration constants.
3.1.3 The end of ination?
In order to match the CMB observations, it is necessary that ination lasts for a certain
amount of time. In terms of the number of e-folds dened via
N = ln ajHj (3.21)
we require N  60. In that case, ination resolves, the atness and horizon problem and
creates quantum uctuations consistent with the ones observed on the CMB. Ination ends
when the scalar elds leaves the region where  < 1 and oscillates around a minimum in
the potential. That phase is called reheating because during this phase, the scalar eld acts
like pressure-less matter which decays into the particles found in the standard model and
the usual Hot Big Bang commences. It is important to mention here that this is the desired
behaviour of the ination. However, the exact nature of reheating is very ill understood
especially since we do not know what particle the ination is precisely. Conceptually, the
idea of reheating was that it ends ination everywhere in the universe. These hopes were
quickly extinguished by the discovery of eternal ination.
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3.1.4 Eternal ination
An important characteristic of ination is that once it starts it never ends globally [29,
36]. There are two mechanisms leading to eternal ination. In one scenario the inaton is
in a metastable state often called the "false vacuum". During ination parts of the false
vacuum decay and create a "pocket" universe [29]. The creation of these pocket universes
will go on forever as pieces of the exponentially expanding false vacuum region undergo decay.
There even has been eort recently to include semi-classical eects within this picture which
conrmed the standard results [37]. We will take a closer look at false vacuum decay in
chapter 5.
The second mechanism is called slow-roll eternal ination [30] which may occur when  < 1.
In the usual cosmological perturbation theory, the constraints show that when the slow-roll
parameter is very small,   1; the metric perturbations are negligible compared to the
scalar eld uctuations  since they are suppressed by factors of
p
: This is the basis for
the standard intuition that in slow-roll ination one may think of the background space-time
as being constant, with only the scalar eld uctuating.
This picture is reinforced by the fact that at cubic order in interactions, up to a numer-
ical factor of order one, the leading contribution in the Lagrangian is a term of the form
p
( _)2; which is also small in the slow-roll limit. Hence, in the presence of a very at
potential, the system is perturbative. In other words, to a rst approximation the system is
described by free scalar eld uctuations in a xed geometry.
In at gauge the comoving curvature perturbation (we review cosmological perturbation
theory briey in appendix B) is given by R =    H_  =  
H
_
    1p
2
: A classic
calculation shows that ination amplies quantum uctuations and induces a variance of the
curvature perturbation which on super-Hubble scales and in the slow-roll limit is given by
[38, 39, 40, 41]
2R =
H2
82
: (3.22)
The relation between the curvature perturbation and the scalar eld perturbation then implies
that the variance of the scalar eld is given by
qu  h()2i1=2 = H
2
: (3.23)
This is the typical quantum induced change in the scalar eld value during one Hubble time.
By comparison, the classical rolling of the scalar eld during the same time interval induces
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a change
cl  j
_j
H
(3.24)
Note that the quantum uctuation dominates over the classical rolling when
qu > cl $ H
2
2j _j 
Hp
8
> 1 $ 2R > 1 ; (3.25)
i.e. precisely when the variance of the curvature perturbation is larger than one, and when
perturbation theory becomes questionable. In this regime, ination is thought to be eternal,
leading to severe paradoxes in its interpretation [18]. There has been signicant activity in
analyzing eternal ination, via false vacuum decay [42] or during slow roll ination, within
the framework of stochastic ination [43, 44, 45]. The stochastic approach also relies on the
separation of classical background and quantum uctuations rendering a similar outcome to
the usual calculation unsurprising. In chapter 8 we will set-up a framework that will allow us
to go beyond this treatment and quantize both the scale factor and scalar eld simultaneously.
Thus we provide a set-up to study eternal ination in a more consistent fashion.
3.2 Ekpyrosis
The crucial insight to arrive at the concept of ination was the observation that the Hubble
horizon had to shrink in the early universe in order to solve the atness and horizon problems.
This immediately led to a phase of accelerated expansion. However, we made the assumption
that the universe was expanding by imposing _a > 0. What happens if instead we had a
contracting phase? Now the horizon problem is trivially solved since the contracting phase
gives ample time for the entire observable universe to have been in causal contact, if it lasts
long enough [16, 17]. The arguments for the other puzzles now reverse and other challenges
arise. Let's go back to the Friedmann equation but now also include the contributions from
anisotropies :
3H2 =   3k
a2
+
m
a3
+
r
a4
+
2
a6
+   + 
a2
(3.26)
The reason why  scales like a 6 can be seen by considering a metric more general than
FLRW, which allows for anisotropies. The Bianchi I metric is an example of such a metric
which reads:
ds2 =  dt2 + a(t)2e2idx2i (3.27)
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where
P
i i = 0 such that a(t) is the average scale factor while the is describe the
anisotropies in the three spatial directions. Consequently, the Friedmann equation is aug-
mented by an extra term
3H2 =   3k
a2
+
1
2
X
i
_2i (3.28)
At the same time, the ij Einstein Equations yield a dynamical equation for the anisotropies
 + 3H _ = 0 (3.29)
It is straightforward to solve this equation yielding _ / 1
a3
. Therefore, the anisotropies as
they appear in the Friedmann equation fall o as _2i / a 6 which is what we wanted to
show. Hence in a contracting universe the anisotropies will eventually dominate over the
conventional matter types. Since this would leave us with a highly anisotropic universe,
in contradiction with observations, we need a matter type to suppress the energy in the
anisotropies - that is one scaling with a higher negative power than a 6. To do that we can
therefore introduce a scalar eld for which we require  > 3 or equivalently p > . This is
the dening characteristic for ekpyrosis.
Ekpyrosis is period of contraction, dominated by a high pressure energy component.
3.3 Scaling solutions
Upon adding a scalar eld, GR's equations of motion can no longer be solved analytically for
any potential and typically some approximations (like the slow-roll conditions )are invoked.
However, there does exist a family of potentials for which the equations can be solved. Taking
an exponential potential (plotted in Fig. 3)
V = V0e
 p2 (3.30)
gives two dierent solutions when evaluating the equations of motions depending on the sign
of the pre-factor V0 and the magnitude of . For positive V0 and  < 3 we obtain an expanding
solution
a(t) = a0t
1= (t) =
1p
2
ln

V0
2
3  t
2

(3.31)
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Figure 3: Representative examples of an inationary exponential potential on the left (with
 = 1=10 and V0 = 1) and an ekpyrotic one on the right (with  = 5 and V0 =  1).
where a0 is an integration constant and 0 < t < 1 so that at t = 0 we have a = 0
corresponding to the big bang. A contracting solution can be found by setting V0 to be
negative and  > 3. In that case we have
a(t) = a0( t)1= (t) = 1p
2
ln

V0
2
3  t
2

(3.32)
and the time coordinate now runs from  1 < t < 0 such that at t = 0 a big crunch occurs
where the scale factor shrinks to zero value. While these models allow us to compute salient
features of ination and ekpyrosis they cannot be a realistic description of the universe as
these phases cannot end and reheating followed by the hot big bang evolution of the universe
does not occur.
3.4 Problems of ination and ekpyrosis
3.4.1 Ination
While inationary theory has become widely popular soon after its inception, there still
remain a host of unresolved problems with the paradigm [18]. This has been worsened in
recent years due to the observational constraints from experiments probing the early universe.
The original idea of ination was to have a mechanism that transforms a generic universe
into the very special one we observe today: That is to say the mechanism should be able
to convert an anisotropic, inhomogenous universe into an isotropic and homogenous one. As
we saw however, in order for ination to happen, the potential energy of the scalar eld
must dominate over its kinetic energy. Large gradients in the scalar eld following from the
inhomogeneity of the universe, for example, quickly lead to the universe's recollapse. It has
been argued in the past that all the various components of the total energy density of the
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universe should all be roughly of order one in Planck units
1
2
_2 / V () / r / O(1) (3.33)
which would allow for the potential term to quickly dominate and ination to commence.
However, due to the improved bounds on the scalar-tensor ratio r, the energy scale of ina-
tion has to be at least three orders of magnitude below the Planck scale in order for ination
to explain the features in the CMB. Thus to get ination started a region of roughly a billion
Hubble radii needed to be homogeneous and isotropic already.
As a result of the PLANCK measurements it was found that power law potentials such
as polynomial or exponential potentials are disfavoured and instead so-called plateau poten-
tials like Higgs ination or Starobinsky ination are preferred. It turns out, however, that
within the paradigm of ination itself, ination in a power law potential is exponentially more
likely than ination in a plateau region of the potential [46].
The nal and most troubling issue with ination is its tendency to create innitely many
universes: a behaviour called eternal ination. Quantum mechanics is responsible for en-
abling the scalar eld to tunnel either up the inationary potential (so-called slow roll eternal
ination) or between dierent local minima (so-called false vacuum eternal ination). The
consequence is that ination never ends globally as there are always regions in the universe
where it still persists. Together with this type of multiverse comes a host of problems. First
of all there, so far, does not exist a sensible measure that allows one to prescribe probabilities
to dierent outcomes. Hence it has been said that "anything that can happen, will happen",
which calls into question the predictability of the theory or if it is scientic theory at all.
Another unresolved issue is the "youngness paradox", which postulates that we are exponen-
tially more likely to live in a younger universe than we do.
In the past, a primary focus of cosmologists working on ination has been to match observa-
tions by building increasingly complex models. However, the above, fundamental, problems
remain to be solved and must be addressed to have a satisfactory theory of the early universe.
3.4.2 Ekpyrosis
In order to explain the observed spectrum of perturbations, an ekpyrotic phase with a single
scalar eld is not sucient since the comoving curvature perturbations are not amplied.
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Instead a second one is required which introduces extra complexity and ne-tuning into the
model. Furthermore, they typically predict large non-Gaussianities which have not been
observed. However, the biggest challenge for any contracting model of the universe is how it
transitioned to the current phase of expansion. For that to be possible the evolution of the
universe's size had to have a local minimum: the bounce. A realization of a healthy bouncing
cosmology is challenging and even though signicant progress has been made in the last two
decades, the current models typically either invoke exotic matter [47, 48] or exotic extensions
of General Relativity, none of which have been observed.
3.5 Beyond FLRW: symmetries in cosmology
As we have seen, the principles of homogeneity and isotropy of the universe as a whole, are
strongly ingrained in the study of cosmology. Instead of simply postulating these features,
mechanisms that dynamically drive the universe towards anisotropy and homogeneity, like
ination or ekpyrosis, are an attractive alternative. In order to study how anisotropies and
inhomogeneities behave it is necessary to include them in the theoretical model which we use
to describe the universe and thus go beyond the FLRW metric. More generally, it is useful
to classify cosmological models according to their symmetries. For this section we will follow
the review of Ellis and van Elst [49] and consider continuous symmetries only.
3.5.1 Rotations and Translations
A symmetry is a transformation of the metric along some curve such that the metric remains
unchanged. Such curves are generated by so-called Killing vectors i which are found by
enforcing Killing's equation
rij +rji = 0 (3.34)
where r is the covariant derivative related to the metric. The set of all Killing vectors
forms a Lie Algebra with basis elements faga=1;2;:::;r where r denotes the dimension of Lie
Algebra. Since any Killing vector can be written as a sum of the basis elements with constant
coecients, the commutator of two Killing vectors gives another Killing vector
[a; b] = C
c
abc (3.35)
Considering the properties of the metric tensor, the dimension of the Lie Algebra is given by
r  12n(n+ 1) where n is the dimension of space-time. Continuous symmetries form a group
and are generated by the Lie Algebra of Killing vectors. It is further useful to separate the
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symmetries into translations and rotations. The isometry group is transitive on a surface
S (of any dimension) if it can move any point in S into any other point in S. The largest
surface through each point on which the group is transitive is the called the orbit whose
dimension s is bounded by the dimension of space-time s  n. Rotations, on the other hand,
are described by the isotropy group. At each point, the group of isometries that leave that
point xed is generated by all the Killing vectors that vanish at that point. The dimension
q of the isotropy group is given by q  12n(n  1). Of course we have r = q + s  12n(n+ 1).
3.5.2 All Cosmological Models
In a cosmological setting we take the space-time dimension n to be 4 which means that the
possible values for the dimension of the orbit are s = 0; 1; 2; 3; 4. If we assume perfect uid
models with + p 6= 0 then the isotropy group can take values q = 0; 1; 3. A value of 2 is not
possible because the four-velocity of the perfect uid is invariant implying that the isotropy
group at each point has to be a subgroup of the rotations which act orthogonally to the
four-velocity. Therefore, it must be a subgroup of O(3) which, however, does not have a two-
dimensional subgroup. In simple terms, s species the number of coordinates that the metric
is independent of while q is a measure of the anisotropy. In particular q = 3 corresponds to
a completely isotropic metric. q = 0 means that it is anisotropic and q = 1 means that the
kinematical quantities are rotationally symmetric about a preferred spatial direction. This,
reduced rotational symmetry is also known as local rotational symmetry (LRS). Table (3.5.2)
lists all possibilities and the names by which these models are usually referred to.
Notice that our universe is, in general, not homogenous and isotropic and hence is de-
scribed by the s = 0 and q = 0 case. As we have seen earlier, the FLRW metric is a good
approximation to our current universe on large scales. Tracing the evolution of the universe
back to very early times however, anisotropies become of importance. When we include them
in the models used in this thesis we will, for the most part, consider the metrics from the,
still large, class of Bianchi models, which we will further classify next.
3.5.3 The Bianchi Classication
A very simple way of classifying all metrics that have s = 3, q = 0 or in other words metrics
that are spatially homogeneous but completely anisotropic, is by using an orthonormal tetrad
[50]. The formalism is based on the fact that we are dealing with a spatially homogeneous
metric and hence we can choose one basis vector to be the one orthonormal to the surfaces
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q = 0
anisotropic
q = 1
LRS
q = 3
isotropic
s = 0
inhomogeneous
Szekeres-Szafron
Swiss-cheese models
- -
s = 1
inhomogeneous
General metric indep.
of one coordinate
- -
s = 2
inhomogeneous
General metric indep.
of two coordinates
Lemaitre-Tolman-
Bondi family
-
s = 3
spatially homog.
Bianchi models
Kantowski-Sachs
Axial Bianchi models
FLRW
s = 4
space-time homog.
Osvath/Kerr Godel metric Einstein's static universe
Table 1: A list of all possible cosmological models, categorized by their translational and
rotational symmetries.
of homogeneity. The tetrad basis further chosen in such a way that it is invariant under the
group of isometries. In that case the basis elements obey the commutation relation
[ea; eb] = 
c
ab(t)c (3.36)
where the cab are equivalent to the structure constants of the Lie Algebra that generate
the isometries Ccab and the latin indices run from 0 to 4. It can be shown that 
c
ab can be
decomposed as cab = naba
c. Finally, invoking the fact that the tetrad basis needs to satisfy
the Jacobi identity we obtain
naba
b = 0 (3.37)
Without loss of generalization, one can choose [50] the tetrad basis to diagonalise nab =
(n1; n2; n3) and set a
c = (a; 0; 0) reducing the Jacobi identity to
n1a = 0 (3.38)
Hence we have to classes of Bianchi models. The ones (sometimes referred to as class A)
which have a = 0 (and n1 can be chosen freely) and the ones (class B) that have n1 = 0 (and
a can be chosen freely). Table (3.5.3) lists all possible combinations of a; n1; n2; n3 which
obey the Jacobi identity.
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Type a n1 n2 n3
I 0 0 0 0
II 0 +ve 0 0
VI0 0 +ve -ve 0
VII0 0 +ve +ve 0
VIII 0 +ve +ve -ve
IX 0 +ve +ve +ve
V +ve 0 0 0
IV +ve 0 0 +ve
VIh +ve 0 +ve -ve
VIIh +ve 0 +ve +ve
Table 2: A list of all possible Bianchi models. Type III is absent because it is a subclass of
type VIh. The parameter h is given by h = a
2=n2n3. It is important to note the special role
of types I,V, and IX since they include the at, open and closed FLRW models as subcases
respectively.
Having written down all possible structure constants, we can obtain the metric by writing
ds2 = g!
! (3.39)
where the !s provide a basis of one-forms. It can be shown that their exterior derivative is
related to the structure constants via
d! =  1
2
C!
 (3.40)
We will be particularly interested in the Bianchi IX case which we will turn to next.
3.5.4 Bianchi IX
Physically, one can think of the spatial part of this metric as an evolving three-sphere with two
dierent squashing parameters, so that it represents an anisotropic generalisation of a closed
Robertson-Walker spacetime. An alternative point of view is that Bianchi IX represents
a fully non-linear completion of a gravitational wave, again in a closed cosmology. More
quantitatively, the Bianchi IX metric takes the form [51, 52],
ds2IX =  N2(t)dt2 +
X
m

lm(t)
2
2
2m ; (3.41)
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where 1 = sin d   cos sin d', 2 = cos d + sin sin d', and 3 =  (d + cos d')
are dierential forms on the three sphere such that 0    4, 0    , and 0    2:
For our purposes, it is most useful to consider General Relativity coupled to a scalar eld 
moving in a potential V ();
S =
Z
d4x
p g

R
2
  1
2
g@@  V ()

; (3.42)
where we are using natural units 8G = c = ~ = 1: It is particularly useful to re-write the
three scale factors as (we will employ the original denition of Misner [52] { note that some
authors re-scale the s by a factor of 2),
l1(t) = a(t) exp

1
2

+(t) +
p
3 (t)

(3.43)
l2(t) = a(t) exp

1
2

+(t) 
p
3 (t)

(3.44)
l3(t) = a(t) exp ( +(t)) (3.45)
which makes it obvious that a will yield information about volume change while the s
quantify shape change. When   = + = 0 one recovers the isotropic case. The Lorentzian
action in these coordinates becomes
S = 22
Z
dtNa

1
N2

 3 _a2 + a2

1
2
_2 +
3
4
_2+ +
3
4
_2 

   a2V () + U(+;  ) ;
(3.46)
where
U(+;  ) =  2

e2+ + e + 
p
3  + e ++
p
3 

+

e 4+ + e2+ 2
p
3  + e2++2
p
3 

:
(3.47)
Varying with respect to the lapse N we obtain the Friedman constraint equation
3 _a2 = a2

1
2
_2 +
3
4
_2+ +
3
4
_2 

+N2
 
a2V () + U(+;  )

; (3.48)
while the equations of motion for a; +;   are given by
a
a
+
1
2
_a2
a2
  2
aN
_a _N +
3
8

_2+ +
_2 

  N
2
6a2
U(+;  ) +
1
2

1
2
_2  N2V ()

= 0 ; (3.49)
+ + 3
_a
a
_+  
_N
N
_+ +
2
3
N2
a2
U;+ = 0 ; (3.50)
  + 3
_a
a
_   
_N
N
_  +
2
3
N2
a2
U;  = 0 : (3.51)
Finally we have the equation for the scalar eld,
+ 3
_a
a
_ 
_N
N
_+N2V; = 0 : (3.52)
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Figure 4: The anisotropy potential U(+;  ). The minimum is at U(0; 0) =  3: Around
the minimum the potential has an approximate circular symmetry, while at larger values of
the anisotropy parameters it has the symmetries of an equilateral triangle. The potential
asymptotes to zero from below in the \corner" directions.
One can simplify the equation for a by plugging in the Friedman constraint (4.48) into it.
Then we get
a
a
+
1
2

_2+ +
_2 

+
1
3

_2  N2V ()

= 0 : (3.53)
Similarly, once we have a solution to the equations of motion, we can simplify the calculation
of the value of the on-shell action by plugging in the Friedman equation 3.48,
Son shell =  42
Z
dtNa

U(+;  ) + a2V ()

: (3.54)
In the numerical calculations, it turns out to be computationally favourable if one eliminates
the U(+;  ) potential from the action. In that case the action becomes
Son shell = 62
Z
dt
a3
N

 2 _a2 + 1
2
( _2+ +
_2 ) +
1
3
_2

: (3.55)
The potential for the anisotropy parameters  is shown in Fig. 4. For small s it is
given approximately by
U(+;  )   3 + 6
 
2+ + 
2
 

; (3.56)
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and hence near the origin it has a circular symmetry. For larger anisotropies, the potential
becomes exponentially steep and has the symmetry of an equilateral triangle, with one axis
of symmetry being the   = 0 line [52]. This forms the basis for describing the dynamics
close to a cosmological singularity as that of a ball on this (or a closely related) eective
triangular billiard table [53] (with dierent boundary conditions, this system has also been
quantised [54, 55]). Here we will however not need the billiards description.
3.6 Beyond General Relativity
General Relativity is the simplest theory of gravity we know of that perfectly ts all exper-
iments that have been performed so far. It has been tested and veried for a wide range of
parameters, putting it on extremely rm ground. Nevertheless, the existence of singulari-
ties in the theory and the fact that it is not renormalizable indicate that it is interesting to
consider alternative theories of gravity. These must, of course, reproduce the predictions of
General Relativity in the regimes for which it has been already tested. Nevertheless there are
a host of interesting alternatives such as e.g massive gravity [56], tensor theories such as f(R)
gravity [57] and scalar-tensor theories such as Brans-Dicke theory [58]. Some of them can help
tremendously with the early universe puzzles described above. It is our attitude in this thesis
to focus on pure General Relativity only with one exception. Horava-Lifshitz gravity [31, 59]
is an alternative theory of gravity that does not have Lorentz symmetry has its fundamental
symmetry but is fully renormalizable. At low energies it recovers General Relativity but the
behaviour at high energies is dierent due to the inclusion of higher curvature terms. In the
appendix we describe the theory in detail and show that the atness and horizon problem are
solved automatically, without the need for ination or ekpyrosis. The theory also provides
a natural dark matter candidate and provides a near scale invariant spectrum of primordial
perturbations. In the appendix we further show that the horizon and atness problem can be
solved in any modied gravity theory that has an appropriately modied dispersion relation.
4 Classically Bouncing Cosmologies
In the last section we have seen that the main challenge for ekpyrotic models or any kind
of cyclic model is transitioning from contraction to expansion. One of the main hurdles
that must be overcome in any model of the universe that contains such a bounce is a set
of theorems known as the Hawking-Penrose singularity theorems [35]. They show on rather
general grounds and in particular, in the presence of matter that satises the null energy
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condition, that the current expansion of the universe must have been proceeded by a curvature
singularity. In the simplest example of at FLRW cosmology this can be seen directly from
the Friedman equations:
_H =  1
2
(+ p) (4.1)
Having a bounce corresponds to taking H(tb) = 0 while simultaneously ensuring that a(tb) >
0 so that expansion follows from the universe reaching its smallest size at tb. Immediately we
see that these conditions require a violation of the null-energy condition (NEC)  + p > 0.
There is, however, a caveat to the singularity theorems when one considers the combination
of a positive cosmological constant and positive spatial curvature. [60]. The most well-known
example is pure de Sitter space in closed coordinates. The metric is then given by 2
ds2 =  dt2 + ` cosh

t
`
2
d
23 ; (4.2)
and it solves Einstein's equations in the presence of a cosmological constant  = 3` 2,
R =
3
`2
g . (4.3)
Other approaches rely either on exotic matter - that is to say matter that has not been
observed in our universe though theoretically possible - or exotic theories where gravity is no
longer described by general relativity. Much studied in recent times have been exotic matter
models that allow for violations of the null energy condition while being carefully constructed
to avoid a myriad of potential pathologies, such as ghosts, gradient instabilities and causality
violations, see e.g. [61, 62, 63, 64, 65, 66]. However, there exists a simple manner in which
the singularity theorems may also be avoided, namely by having a spatially closed universe
and matter violating only the strong energy condition [60]. This is in no way exotic, as dark
energy is known to have a pressure that is equal to minus its energy density to better than 10
percent accuracy [67], in clear violation of the strong energy condition. The above example
thus crucially relies on the existence of cosmological constant or dark energy. Moreover,
although the spatial sections of our current universe are measured to be nearly at, this is
not inconsistent with the early universe having had a signicant positive spatial curvature,
as long as there is a mechanism that can dissipate the curvature at later times. Another
alternative could be that the universe reaches very high energies during the bouncing phase
2Indeed, in the case of pure de Sitter space-time the bounce is an artifact of the coordinates. The de Sitter
space-time is completely homogenous and isotropic. Namely, all the points on the manifold can be reached by
means of a isometry. Hence, the location of the bounce is coordinate dependent.
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so that we no longer trust general relativity and quantum eects become important. One
then expects quantum gravitational eects to become of preeminent importance, oering a
way to describe the emergence of space-time out of a quantum state (possibilities that have
been put forward include for instance string gas cosmology [68] or the no-boundary state
[69]). Within this chapter, which is based in its entirety on [2, 1] we will explore classically
non-singular bouncing cosmologies within the framework of general relativity. In particular
we will construct analytic, classically bouncing solutions that are not only inhomogenous
but also anistropic and may include electro-magnetic elds. It turns out that they may be
interpreted as the interior of black holes [2]. In the more general Bianchi IX setting, we
analyze the space-time numerically in the presence of a cosmological constant and a scalar
eld. In the end we are able to put bounds on the degree of anisotropies allowed in order
to obtain a bounce. Furthermore we show that a bouncing phase provides suitable initial
conditions for ination [1].
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4.1 Anisotropic bounces
Having introduced the Bianchi IX metric in detail in section (3.5.4) we will now investigate
whether we can construct cosmological bounces in this metric and investigate their properties.
A useful way to re-write the metric is
ds2 =   dt
2
N(t)
+ g(t)21 + h(t)
2
2 + f(t)
2
3 , (4.4)
where the dierential forms are given exactly as before in equation (3.41). If we enhance
the symmetry of the space-time by setting h(t) = g(t), there is an exact analytic cosmology
satisfying the Einstein equations with N(t) = 
2
4`4
f(t) and
f(t) =
4`2
2
t4 + (6  )t2 + t+    3
t2 + 1
, (4.5)
g(t) =
`2

(t2 + 1) . (4.6)
The function f(t) never vanishes provided
12 >  > 3 , jj < 2
3
p
3
(12  )p   3 , (4.7)
and with these inequalities satised the solution describes a non-singular bounce. The pa-
rameter  may be interpreted as the time asymmetry of the metric, which asymptotically
approaches de Sitter space as t ! 1: This bouncing space-time, with two scale factors
being equal, belongs to the class of metrics known as biaxial Bianchi IX. It was obtained in
[70] by analytic continuation from a wormhole solution in asymptotic Anti-de Sitter space.
Let us extend this solution to more general cases.
4.1.1 Adding an electromagnetic eld
In order to include an electromagnetic eld we may add a gauge vector of the form
A = q(t)3 ; (4.8)
bearing in mind the symmetries of the metric. Then we need to solve the familiar Einstein-
Maxwell system of equations
R   1
2
gR+ g = T ; (4.9)
rF = 0 ; (4.10)
where
T = FF

  
1
4
gFF
 ; (4.11)
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and
F = @A   @A (4.12)
is the anti-symmetric eld-strength corresponding to A. Maxwell's equations for this gauge
vector and metric ansatz reduce to a single equation,
q +
_g
g
_q + 4
`4
2
q
g2
= 0 ; (4.13)
which admits the solution
q(t) = 2
p
2

q1t
t2 + 1
+
q2
t2 + 1
  q2
2

; (4.14)
with two integration constants q1; q2: The Einstein equations are solved provided
g(t) =
`2

(t2 + 1) (4.15)
f(t) = 4
`2
2
t4 + (6  )t2 + t+    3
t2 + 1
  4q
2
1 + q
2
2
t2 + 1
: (4.16)
To eliminate the magnetic monopoles at large t is necessary to set q2 = 0 { we will get back to
this case later in the paper. Note that there are new constraints on the allowed parameters
now, if we want to avoid reaching a singularity near t = 0. The absence of a curvature
singularity now implies the inequalities
j  j<
p
2
3
p
3
6
 p
1 X + 4  2  1 +X +p1 X  72q

 
1 +
p
1 X  6 : (4.17)
and + >  >   with
 = 3
4(1 3)p1 X
1 +X +
p
1 X ; X =
12(q21 + q
2
2)
`2
< 1 ; (4.18)
where the bound of  can be found by demanding that the numerator of the bound on 
never vanishes. An interesting feature of this solution is that the gauge eld is non-trivial
even though there is no singularity in the metric nor in the gauge eld, i.e. there is no source.
In fact it is the geometry alone that supports the electromagnetic eld lines, and we will
explore this aspect in more detail below when discussing the inhomogeneous solution. Here
we simply note that the gauge potential grows in the approach to the bounce, and decays
again as the universe expands, allowing electromagnetic elds to pass through the bounce.
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4.2 Inhomogeneous and anisotropic bounces
Extending from the metric considered thus far, the cosmological solution can be generalised
as follows,
ds2 = `2
 
t2 + (y + 1)2
  dt2
(t)
+
dy2
G(y)

+
4`2
2
(t) + 2G(y)
t2 + (y + 1)2
d 2
+
4`2
2
y (y + 2) (t)    t2 + 1G(y)
t2 + (y + 1)2
d d
+
`2
2
 
t2 + 1
2
G(y) + y2 (y + 2)2 (t)
t2 + (y + 1)2
d2 ; (4.19)
where
(t) = t4 + (6 + 2   )t2 + t+ (   3)  1  2 ; (4.20)
G(y) =
 
1  y2  2y2 + 4y +  : (4.21)
The homogeneous solutions of the previous section are recovered when  = 0. The range of
the new coordinate is cos () = y 2 [ 1; 1]. The condition 2 < 1 is necessary for regularity
of the metric. Indeed, the would be singularity is at t = 0 and y =   1 , however this region
can never be reached as long as 2 < 1. Once again we have bounds on the anisotropy
parameters we are allowed to take. The eect of  on these is essentially a reduction of the
parameter space to obtain non-singular solutions. We shall give the bounds on  and  below
when discussing the charged solution. The uncharged case can be retrieved by setting the
charge to zero.
This solution is a new type of everywhere regular bouncing cosmology when the range
of the parameters is such that (t) never vanishes. When (t) has zeroes there exist black
hole and cosmological horizons and the solution is Kerr-Taub-NUT-de Sitter with the stan-
dard pathological interpretation of the NUT parameter. We will comment more on this
correspondence below. But when the parameters are chosen such that (t) remains positive
throughout, these solutions describe pathology-free non-singular bounce cosmologies. The
parameter  determines the amount of inhomogeneity in the y direction.
4.2.1 Adding an electromagnetic eld
We may once again add an electromagnetic eld. The metric retains the same form as in
(4.19), though the function  gets augmented by a term,
(t) = t4 + (6 + 2   )t2 + t+ (   3)  1  2  2` 2  q21 + q22 : (4.22)
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Regularity requires again that 2 < 1. (t) must remain positive throughout if we want a
singularity-free metric. This condition translates into the following requirement for 
j  j<   1
3
p
6
(12(12  4   
p
1  ~X) + 22(1 + ~X +
p
1  ~X) + 2(2   23 + 
p
1  ~X + 84))q
 6  2 + (1 +
p
1  ~X)
;
(4.23)
while  must reside in the range
+ >  >   ; (4.24)
with
 =
3
4
16 + 4(1  ~X)1=2  1=2
1 + (1  ~X)1=2 + ~X  
1
4
(1  ~X)1=2   23
1 + (1  ~X)1=2 + ~X
2 ; (4.25)
 =144(1  ~X) + 1682   242(1  ~X)1=2   722 ~X + 584   64(1  ~X)1=2   4 ~X ;
(4.26)
and ~X must satisfy
1  ~X = 12(q
2
1 + q
2
2)
`2
  
2(48 + 2   14)
2
; (4.27)
where the last condition yields a bound on the charge. The vector potential is generalised to
A =
2
p
2
(t2 + (y + 1)2)
hq2
2
 
1 + y22   t2  q1ti d   y
2

q2
 
t2   1  y+ q1t (2 + y) d ;
(4.28)
where q1 and q2 are again the integration constants describing the electromagnetic eld.
In order to interpret the gauge potential as giving rise to electric and magnetic elds, we
should rst shift the description to a local tangent frame. For this we need the vielbeine,
which for the metric (4.19) are given by
e
0
t =
`
(t)1=2
 
t2 + (y + 1)2
1=2
e
1
y =
`
G(y)1=2
 
t2 + (y + 1)2
1=2
(4.29)
e
2
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`

y(y + 2)

(t)
t2 + (y + 1)2
1=2
e
2
 = 2
`


(t)
t2 + (y + 1)2
1=2
(4.30)
e
3
 =
`

(t2 + 1)

G(y)
t2 + (y + 1)2
1=2
e
3
 =  2
`


G(y)
t2 + (y + 1)2
1=2
(4.31)
and all other components are zero. Now we can dene the electric and magnetic elds as
they would be measured by a local free-falling observer,
Ea = F
0
a ; Ba =
1
2
abcF
bc : (4.32)
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Curiously in local coordinates both the electric and the magnetic elds only point in a single
spatial direction,
E2 =  
p
2
 
q1
 
t2   (y + 1)2  2q2t(y + 1)
`2 (t2 + (y + 1)2)2
; (4.33)
B2 =
p
2
 
q2
 
t2   (y + 1)2+ 2q1t(y + 1)
`2 (t2 + (y + 1)2)2
; (4.34)
and all other terms are zero. The Maxwell equations are nevertheless satised because the
geometry provides the additional terms required. Thus the geometry supports the electric
and magnetic elds, which exist without the presence of a source. The general structure
of the E and B elds is that they grow in the approach of the bounce, and decay again
afterwards. The integration constant q1 corresponds to a time-symmetric electric eld and
an odd magnetic eld (vanishing at t = 0), while for q2 this correspondence is reversed. An
example is shown in Fig. 5.
Figure 5: The local electric (in orange) and magnetic (in blue) elds for  = 4;  = 1=2,
`2 = 3, q1 =  1=10 and q2 = 0. For  > 0; the growth of the elds in the approach of the
bounce is largest near y =  1:
4.3 A black hole - bounce correspondence
In order to appreciate how cosmological and black hole metrics sometimes happen to be
related to each other, it is instructive to start with the example of the familiar Schwarzschild
black hole metric with mass M [71],
ds2 =  

1  2M
r

dt2 +
dr2 
1  2Mr
 + r2d
22 : (4.35)
Outside the horizon, r  2M; the spacetime is static with the curvature depending solely on
the distance to the horizon. But in the interior of the black hole, r < 2M; the coecients of
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dt2 and dr2 switch sign, so that these coordinates exchange their roles { t becomes a space
direction, and r a time direction. Near r = 0; the metric can be approximated as
ds2  +2M
r
dt2   r
2M
dr2 + r2d
22 : (4.36)
Now we can redene r  T 2=3 and call t  R; with the consequence that up to some trivial
re-scalings the metric becomes
ds2   dT 2 + T 2=3dR2 + T 4=3d
22 : (4.37)
This shows that in the black hole interior the metric is of Kantowski-Sachs type [72], i.e.
it has the topology R2  S2: Near the centre of the Schwarzschild black hole, at T = 0;
the metric is of approximate Kasner form with exponents ( 13 ; 23 ; 23): In other words, the
interior of the Schwarzschild black hole is a time-dependent contracting universe ending in
a big crunch singularity at T = 0: From the point of view of classical general relativity, this
interior solution is not particularly useful (although one may speculate what the fate of the
crunch may end up being in quantum gravity). But for more general black hole metrics, the
interior region can be considerably more interesting.
We will be particularly interested in the Kerr-Newman-NUT-deSitter solution in Boyer-
Lindquist coordinates [73],
ds2 =  Q
2

dt 

a sin2  + 4n sin2
1
2


d
2
+
P
2
sin2 

adt   r2 + (a+ n)2 d2
+
2
Q
dr2 +
2
P
d2 (4.38)
with
2 = r2 + (n+ a cos )2 ; (4.39)
P = 1 +
4
3
an cos  +
1
3
a2 cos2  ; (4.40)
Q = (a2   n2 + e2 + g2)  2mr + r2   

(a2   n2)n2 + (1
3
a2 + 2n2)r2 +
1
3
r4

; (4.41)
where m is the mass, e and g are the electric and magnetic charges, n is the NUT parameter, a
is the spin and  is the cosmological constant. Horizons are located at zeroes of Q: Meanwhile
the corresponding vector potential is given by
A =
2
p
6p

1
2n2

d [gn(n+ a cos )  enr] + cos 
2
d

g
 
n2r2   1  a cos + e (2n+ a cos )
(4.42)
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From here we make the following coordinate transformations and redenitions
r = t
r
`2

; cos  = y ; t =  ; (4.43)
a = 
r
`2

; n =
r
`2

; m =
1
2
` 3=2;  =
3
`2
; e =
`

q1; g =
`

q2 ; (4.44)
which precisely recover the inhomogeneous/anisotropic non-singular bounce solution (4.19)
we have used above. Horizons would be located at zeroes of Q; but we have chosen parameters
and coordinate ranges such that for the bouncing solution Q < 0 everywhere. This means
that one should think of the bouncing cosmology as the smooth joining of the region outside
the cosmological horizon with the region inside the event horizon of the Kerr-NUT-de Sitter
black hole. The fact that the cosmological constant is positive is in fact crucial for this to be
possible, as can be seen from Eq. (4.41). Note also that a curvature singularity is reached
at  = 0: But from Eq. (4.39) we can see that if the NUT parameter n is larger than the
rotation a; then  can never be zero. In our notation this translates into the requirement
2 < 1; so that we can see that a suciently large NUT charge is required to change the big
bang into a non-singular bounce. In the stationary region of the black hole, the NUT charge
is considered pathological, as it leads to the appearance of closed timelike curves, but in the
interior region it takes on the new role of preventing a singularity. When the cosmological
constant is positive this interior region can be extended to a geodesically complete spacetime
representing the bouncing cosmologies we discuss here.
Note also that the switch between spacelike and timelike directions means that the mixed
time-space component of the metric morphs into a mixed spatial component only, and, to-
gether with the denite sign of all metric coecients, this is the reason why no closed timelike
curves can appear in the interior region. Related to this is the fact that a no longer charac-
terises the rotation/angular momentum of the black hole, and in fact comes to parameterise
the spatial inhomogeneity  of the bounce. Finally, we note that the mass m of the black
hole ends up simply parameterising the time asymmetry  of the bouncing solution. Thus
there is a complete re-shue of the physical signicances of the various parameters, the most
important one being that the NUT charge n looses its stigma. In the cosmological setting
the NUT parameter is controlled by , which measures the amount of anisotropy that the
metric has at large times. When  = 4 the anisotropic cosmology evolves towards the closed
FLRW metric with a round sphere.
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4.4 Examples
In order to highlight the non-trivial features of the non-singular bounce solutions that we
have described so far, it is useful to present a few representative examples. These examples
may also point to several directions of research that will be worthwhile exploring in more
detail in the future. We will characterise the solutions by looking at the size of the spatial
hypersurfaces at xed times, and at the contributions of the various forms of gravitational and
matter energy densities that determine the contraction/expansion history of the solutions.
Figure 6: Plots of the average local scale factor (cubed) as a function of y and t: The
solutions can be signicantly inhomogeneous: for instance there can be one bounce near
y =  1 and two bounces near y = +1 (left panel, with  = 1=2;  = 10; q1 = q2 = 0) or two
bounces on one side and three on the other (right panel, with  = 1=2;  = 11; q1 = q2 = 0).
All our plots have `2 = 3;  = 3:
The solutions that we are describing are both anisotropic and inhomogeneous. Neverthe-
less, we can dene a local scale factor A(t; y) which averages over the anisotropies, but shows
the inhomogeneity and the dependence on time, by making use of the determinant of the
metric ij on constant t slices (the integral of which would yield the volume),
A(t; y)3  p = 2`
3
2

(t2 + (y + 1)2)(t)
1=2
: (4.45)
This allows us to highlight an interesting feature of the bounces: there are solutions for
which the inhomogeneity is so large that the number of bounces a local observer experiences
depends on the location in y; see Fig. 6. As the gure shows, there exist solutions where one
region of the universe bounces once, while far away regions bounce twice. Likewise, there are
solutions containing two or three bounces depending on location. Three bounces is however
the maximum possible number, since the equation _A = 0 contains ve real roots at most,
corresponding to three bounces separated by two occurrences of re-collapse. Asymptotically
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however, as t! 1; the metric becomes independent of  and the inhomogeneity is diluted
{ hence it is only near the bounce(s) that the inhomogeneity is really pronounced.
Another useful way to characterise the inhomogeneity as well as other features of the
solutions is to look at the contributions of the dierent forms of stress energy: gravitational,
vacuum and of electromagnetic type. For this, it is convenient to decompose the metric (4.19)
into a 3 + 1 split [74],
g00 =  N(t; y)2 ; g0i = 0 ; gij = ij ; (4.46)
where we note that for our metric the shift is equal to zero (here we use Roman letters for spa-
tial indices and Greek ones for spacetime indices). The three dimensional hypersurfaces have
extrinsic curvature Kij arising from their embedding into the four-dimensional spacetime,
Kij =   1
2N
@tij : (4.47)
Then the time-time component of the Einstein equations, usually referred to as the Friedman
equation in a cosmological context, reads
1
2

K2  KijKij + (3)R

= T 00 =
3
`2
+
2
`4
 
q21 + q
2
2

[t2 + (y + 1)2]2
: (4.48)
On the right hand side of Eq. (4.48) we have contributions both from the cosmological
constant and from the stress-energy of the electromagnetic eld. The left hand side, given in
terms of the extrinsic curvature and the three-curvature, reads more explicitly
K2  KijKij =
2t

_
 
t2 + (y + 1)2
  t  2tG
`2 (t2 + (y + 1)2)3
; (4.49)
(3)R =  2(y + 1)
2( + 2G) +
 
t2 + (y + 1)2
  
G00
 
t2 + (y + 1)2
  2(y + 1)G0
`2 (t2 + (y + 1)2)3
:
(4.50)
In a FLRW context the extrinsic curvature term (4.49) would simply have been 3H2 (where
H denotes the Hubble rate), while the spatial curvature term would have been 3k
a2
for spatial
slices that are closed (k = 1), at (k = 0) or open (k =  1). In such a FLRW context a
positive curvature term is needed in order to obtain a non-singular bounce. Meanwhile, in
the present inhomogeneous context, all these terms, apart from the cosmological constant
term, can have a strong spatial and temporal dependence.
As a rst example, consider Fig. 7. This provides an example of a highly inhomogeneous
solution, with  = 9=10. We are plotting various contributions to the Friedman equation:
in blue, the stress-energy from the electromagnetic eld, in orange that of the cosmological
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Figure 7: An example with large spatial curvature. In blue is shown the energy density
of the electromagnetic eld, in orange that of the cosmological constant (equal to  = 1),
while the green curve/surface shows the 3-curvature. The parameter values are  = 8;  =
9=10; q1 = 1=20; q2 = 0: Left panel: y =  1: Right panel:  1  y   0:7:
constant (set to  = 1 here) and in green we are showing (3)R: Both the electromagnetic
energy density and the 3-curvature are growing towards the bounce, and then decaying again.
Near y =  1 the growth is by far the strongest, and in this region the 3-curvature can become
a full three orders of magnitude larger in magnitude than the cosmological constant. The
right panel shows that this growth is far less pronounced at larger y:
This solution is also interesting in the context of ination. An unresolved open problem of
all inationary models is how to explain the initial conditions that are required for ination
to begin 3. But it remains an open issue in and of itself to understand in general what the
range of allowable initial conditions is (for recent work see e.g. [75]). An intuitive expectation
would be to require a Hubble sized region to be roughly homogeneous and isotropic, with
inationary potential energy dominating over the kinetic energy. Recently, numerical studies
have largely conrmed these expectations, but have also indicated that a larger inhomogeneity
may in fact be tolerable (while still assuming the inaton kinetic energy to be very small)
[76, 77]. Our explicit analytic bounce solutions are interesting in this regard, as they all
link to a phase of accelerated/inationary expansion, albeit one induced by a cosmological
constant, where the issues with kinetic energy do not arise. Our solutions demonstrate that
the inhomogeneity can indeed be surprisingly large, while still allowing accelerated expansion
to take place afterwards. Nevertheless, one should note that in the present case the regions
of large curvature are surrounded by regions of small curvature at larger y; so that it may
3Quantum cosmology may oer a setting where this question can be addressed. We provide an overview
of quantum cosmology in chapter 6 and detail our recent progress in chapters 7 and 8.
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also be the case that these low curvature regions are pulling the large curvature regions along
into the ensuing phase of accelerated expansion. It would certainly be interesting to study
these questions numerically for initial conditions that are obtained as deformations of the
exact solutions presented here, to verify the robustness of the comments above.
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Figure 8: An example where the spatial curvature changes sign in some regions, just before
and after the bounce, which occurs at t = 0. In blue is shown the energy density of the
electromagnetic eld, in orange that of the cosmological constant (equal to  = 1), while the
green curve/surface shows the 3-curvature. The parameter values are  = 4;  = 4=5; q1 =
1=20; q2 = 0: Left panel: y =  1: Right panel:  1  y  +1:
Another example of interest is presented in Fig. 8. Here a dierent, though equally
surprising eect takes place. As discussed in the introduction, it is the combination of vacuum
energy and positive 3-curvature that allows the singularity theorems to be evaded. Thus we
know that at the bounce the 3-curvature is necessarily positive. However, for a signicant
range of parameters, the 3-curvature switches sign and becomes negative right before/after
the bounce, again in the region of the largest inhomogeneity, near y =  1. This is interesting
again in the context of \initial" conditions, in particular regarding the atness problem [78].
From the fact that current observations provide a stringent upper bound on the homogeneous
spatial curvature today, we can infer that at the onset of the hot big bang phase the relative
importance of the 3-curvature must have been extremely tiny. Considering that non-singular
bounces (without exotic matter that can violate the null energy condition) require a signicant
positive spatial curvature then seems to be in direct conict with observations, unless there
exists a mechanism that dilutes this curvature after the bounce. Of course, ination could
potentially provide such a mechanism [13]. But here we see that the case against pure
curvature-induced bounces is perhaps less watertight than assumed so far: the fact that the
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3-curvature can change sign right after the bounce also implies that it will vanish or nearly
vanish in some regions. It would be a strong use of the anthropic principle to simply postulate
that we might live in such a region, and we do not want to pursue this line of reasoning here.
However, we simply wish to point out that it might be interesting to investigate this question
further, and to see under what conditions the dynamics might cause large regions of the
universe to become at or nearly at in the aftermath of a non-singular bounce.
4.5 Bounces in the presence of a cosmological constant
In the previous section we found exact solutions to the reduced Bianchi IX metric by setting
two of the scale factors equal right away. As we have seen in section 3.5.4, the most general
homogenous, closed metric, however, contains all three scale factors. In that case, analytic
solutions cannot be found and the system has to be studied numerically. To begin, we simplify
the discussion by considering constant positive vacuum energy density  > 0; as the only
matter type in the universe. That means we can make full use of all equations in section
(3.5.4) by simply setting V () = constant =  and choosing N = 1. These choices imply
that the scalar eld will not evolve and hence sit a at certain value of the potential forever,
mimicking a cosmological constant.
4.5.1 Time symmetric bounces
The requirements for a non-singular bounce are straightforward to derive: the equations of
motion must allow for the scale factor of the universe to turn around (i.e. they must allow
for _a = 0) and they must allow for this moment to represent a minimum size, a > 0: At the
bounce (a  ab; H = 0), the Friedman equation (4.48) reads
  1
a2b
U(+;  ) =
3
4

_2+ +
_2 

+  jbounce : (4.51)
Since the right hand side is positive denite, we see that the anisotropy potential must be
negative at the bounce, U < 0; which implies that at the bounce, the anisotropy parameters
 must reside in the approximately triangular region shown in Fig. 4.The bounce radius ab
is then given by
ab =
s
 U
 + 34(
_2+ +
_2 )
: (4.52)
Negative U is a necessary condition for a bounce, but it is not sucient: the acceleration
equation (3.53) shows that in order to obtain a > 0; we must have
3
2
( _2+ +
_2 ) <  jbounce : (4.53)
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Thus we must have suitably small velocities for the anisotropies at the time of the bounce. In
other words, for _ jbounce= 0 we obtain the largest possible set of anisotropy values leading
to a bounce. Roughly speaking, the conditions for a successful bounce are that at the bounce
the kinetic energy associated with the anisotropies is smaller than the vacuum energy, which
in turn must be smaller in magnitude than the (negative) potential energy due to spatial
curvature. Note that it is indeed the combination of spatial curvature (leading to U < 0) and
vacuum energy, as exemplied in Eq. (4.53), that allows for non-singular bounces to occur.
With the exception of a special sub-class of solutions presented in subsection 4.5.3 and
for which an analytic expression exists, we must nd the bouncing solutions numerically.
We will start with the best possible case, where we demand that the time derivatives of the
anisotropy parameters are set to zero at the moment of the bounce, _+(tb) = _ (tb) = 0 at
_a(tb) = 0: Without loss of generality we will choose the origin of the time coordinate to be
at the bounce, tb = 0: Since the derivatives are all zero at the bounce, these solutions will
be symmetric in time, i.e. the contraction phase leading up to the bounce will be the time
reverse of the ensuing expanding phase. Our numerical results for this case are presented in
Figs. 9 { 12. In all these plots we have chosen  = 3  10 4; so that the Hubble radius is
given by 1=H =
p
3= = 100 in Planck units, i.e. we made the assumption that the vacuum
energy was large in the early universe. The solutions presented here however exist for any
chosen value of  and can be obtained using suitable re-scalings of the coordinates.
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Figure 9: This plot shows the evolution of the anisotropies  as a function of time. Time
is height in the graph, the plotted ranges are  7=10 < + < 11=10; 9=10 <   < 9=10 and
 300 < t < 300, for  = 3  10 4 so that the Hubble radius is 1=H = 100 Planck lengths.
The bounce occurs in the middle, with zero derivatives _a = _+ = _  = 0 at t = 0: There
is a general focussing towards smaller values of the anisotropies away from the bounce. The
coloured curves show the evolution of the anisotropies near the bounce for solutions that
evolve to a large universe asymptotically. The colour changes as a function of the distance
from the isotropic (pure de Sitter) solution located at the centre of the plot, see also the next
gures and the text for more details.
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Figure 10: Time slices through the previous gure: clockwise from top left at t =
0; 50; 100; 500: The anisotropy parameters are re-scaled by a factor of 100: Gray dots in
the t = 0 slice indicate values where the potential U is positive (cf. Fig. 4), and where no
bounce can occur. Black dots mark the anisotropy values for which the bounce is followed
by a rapid re-collapse. As one can see, the rapid re-collapse region surrounds the conditions
for a bounce in all anisotropy directions. Overall, the triangular shape of the anisotropy
potential is easily recognisable, and the later time slices show how various solutions reect o
the potential walls, while overall there is a general focussing eect towards smaller anisotropy
values away from the bounce.
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Figure 11: These graphs indicate the number of extrema of the scale factor a(t); as a
function of the anisotropy values at t = 0. A value of 1 corresponds to a single bounce, while
5 for instance implies three bounces separated by two local maxima of a. An R marks a
bouncing solution that rapidly re-collapses to a singularity, while 0 means that no bounce is
possible at all. The plot on the right is a zoom-in near the edge of the region of re-collapse.
Fig. 9 shows the evolution of the anisotropy parameters as a function of time. Each
trajectory represents a bouncing solution, with the colour determined by the distance 2++
2 
in anisotropy space (at t = 0) from the isotropic de Sitter solution for which  = 0: Time
slices through these solutions are presented in Fig. 10 at times t = 0; 50; 100; 500; where
we should keep in mind that the characteristic time scale implied by the vacuum energy
is 100 Planck times for our choice of : Each coloured trajectory describes a successful
bouncing solution, in the sense that at large early/late times these solutions contract/expand
exponentially.
They may, however, contain short time intervals of re-collapse, followed by another
bounce. This is illustrated in Fig. 11 where the number of extrema of the scale factor is
shown. A value of 1 implies a standard non-singular bounce solution for which the scale
factor has a typical \U" shape as a function of time. By contrast, a value of 3, for instance,
implies that there are two bounces separated by a local maximum of the scale factor, i.e.
the scale factor has a prole that resembles the letter \W". We deem a solution to be an
unsuccessful bounce if shortly before/after the bounce the scale factor re-collapses to zero
size, leading to a curvature singularity. Such re-collapsing solutions are marked with the
47
letter R in Fig. 11. As we derived above, the anisotropy potential must be negative in order
for a bounce to occur. When this is not the case, i.e. when no bounce can occur at all, not
even a temporary one followed by re-collapse, we assigned the entry 0 in Fig. 11. From this
graph we can see that the region where bounces occur is separated from the region where
they cannot occur by re-collapsing solutions that simply shift the singularity in time, with-
out eliminating it. The edge of the re-collapsing region is formed by what might very well
be the most interesting bouncing solutions from a mathematical viewpoint: here there exist
solutions with increasing numbers of intermediate bounces, and intricate evolutions of the
anisotropy parameters. An example with 13 extrema of the scale factor, i.e. 7 bounces and
6 local maxima of a; is shown in Fig. 12. The plot of the evolution of the anisotropies shows
that this solution repeatedly reects o the walls of the anisotropy potential U(+;  ); rem-
iniscent of the BKL/mixmaster behaviour of singular crunches. The evolution here reveals
a substantial sensitivity to initial conditions, although it is not chaotic in the BKL sense, in
that there are only a nite number of such reections before a non-singular bounce occurs.
Nevertheless, as one approaches the edge of the re-collapse region in ever smaller intervals,
there seems to be no limit to the number of bounces, as illustrated by the right panel in
Fig. 11. The latter graph for instance includes a solution with 15 bounces separated by 14
local maxima of the scale factor. It would be interesting, though computationally intense, to
nd the shape of the curves delineating the borders between solution regions with dierent
numbers of bounces. This question must, however, be left for future work 4.
Overall, there is a signicant focussing of the anisotropies towards smaller values as one
goes away from the bounce. Also, in all successful bounce solutions, the anisotropies rapidly
reach approximately constant values at early and late times, with all of the interesting evolu-
tion conned to the time period of the bounce. For the case of zero (or very small) velocities
at the bounce, we can also understand the focussing eect analytically. This is because the
equations of motion (3.50), (3.51) for the anisotropies simplify near the bounce to give
    2
3a2b
U; : (4.54)
Since the eective potential U rises from the origin in all directions of increasing anisotropy,
the above equation implies that the anisotropy will be reduced as we go away from the bounce.
4Analyses of the chaotic nature of isotropic solutions (in the presence of a massive scalar eld) have already
been performed in [79, 80, 81].
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Figure 12: These two graphs show the evolution of the scale factor and the anisotropy
parameters for the time symmetric solution with + =  11=30;   = 1=6 at the bounce.
For this solution there are a total of 7 bounces occurring in succession, while the anisotropy
parameters undergo elaborate reections o the walls of the anisotropy potential. Multi-
bounce solutions such as this one occur near the edges of the allowed parameter space, as
evidenced in Fig. 11.
4.5.2 Time asymmetric bounces
We can now extend these results by allowing for non-zero time derivatives of the anisotropy
parameters at the bounce. The allowed range is indicated by the bound in Eq. (4.53), which
can be read to say that the \kinetic energy" in the anisotropy must be smaller than half
of the energy density of vacuum energy. Numerically, we nd that, increasing this kinetic
energy, the results of the previous section are modied very little until one gets close to the
upper bound. The left panel in Fig. 13 for instance shows the results for the case where we
take _+(0) = _ (0) = 1=200; implying that 32( _
2
+ +
_2 ) =
1
4 at t = 0: Even for these values
which are just a factor of 1=4 away from the upper bound, the main eects are a slight time
asymmetry in the solutions and a modest reduction of the available anisotropy space leading
to bounces. The left panel in Fig. 14 illustrates this.
Interestingly, one may increase the velocities of the  parameters at t = 0 even slightly
beyond the bound of Eq. (4.53), and still obtain non-trivial results { see the right panels in
Figs. 13 and 14, where we took _+(0) = _ (0) = 1=80; implying that 32( _
2
+ +
_2 ) =
25
16
at t = 0: Simple bounces have now disappeared (in agreement with the derived bound), but
multi-bounce solutions may still exist, since the anisotropy parameters may evolve to smaller
velocities away from t = 0 and lead to bounces there. An example of such a solution with
3 extrema of the scale factor, translating into two bounces separated by one local maximum
of a(t); is plotted in Fig. 15. Overall, the parameter space leading to bounce solutions
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is drastically reduced when the kinetic energy in the anisotropy is this large. From these
considerations it seems clear that non-singular bounces of the type discussed here can only
have played a role in the early universe if the vacuum energy was very large., and if the growth
of anisotropies during a prior contracting phase was suitably mitigated. We will discuss this
aspect in more detail in section 4.7.
50
Figure 13: This plot shows the evolution of the anisotropies  as a function of time. Time
is height in the graph, the plotted ranges are  7=10 < + < 11=10; 9=10 <   < 9=10 at
the bounce, and  300 < t < 300, for  = 3  10 4 so that the Hubble radius is 1=H = 100
Planck lengths. Initial conditions are imposed at t = 0, where _a = 0 and _+ = _  = 1=200
(left graph) and _+ = _  = 1=80 (right graph).
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Figure 14: The number of extrema of the scale factor a(t) for the solutions plotted in Fig.
13.
a(t)
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Figure 15: These graphs show the evolutions of the scale factor and of the anisotropy
parameters as a function of time, for the solution with +(0) =  (0) = 0; but with large
velocities _+(0) = _ (0) = 1=80. Although the kinetic energy at t = 0 is larger than the
value that could lead to a bounce, away from t = 0 two bounces nevertheless occur since the
energy in the anisotropies is slightly reduced there.
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4.5.3 Axial Bianchi IX: Comparing to the exact solution
Our discussions so far were based on numerical solutions to the equations of motion, for
various boundary conditions. In fact it seems dicult to imagine that a general analytic
solution can be found for full Bianchi IX non-singular bounces. However, there exists a
special subset of solutions for which the exact solution of the previous section is recovered.
We will present it here, again, but this time not in terms of the variables we used before but in
terms of the Misner variables, as it conrms our numerical results in the relevant parameter
region, and provides useful insights into the general structure of this subset of solutions.
One may consistently truncate the equations of motion (4.48) - (3.51) to a simpler system
with just one deformation parameter, along any of the three axes of symmetry of the full
Bianchi IX metric. The simplest choice is the axis dened by   = 0; and along this axis
  will then not be sourced by non-zero +. Thus, the anisotropy space is reduced from 2
to just 1 dimension, and sometimes this is called the axial Bianchi IX case. With the choice
  = 0, the eective anisotropy potential simplies to the form
U(+;   = 0) =  4e + + e 4+ : (4.55)
This potential is shown in the left panel of Fig. 16. It contains a local minimum at negative
values of the potential, and asymptotes zero from below as + ! 1: The bounce criterium
that U must be negative to allow for a non-singular bounce thus suggests that it might be
possible to nd bounce solutions for arbitrarily large values of + as long as   = 0; and we
will see that this expectation is borne out.
Recall that previously we took the line element
ds2 =   4l
4
2f()
d2 + g()(21 + 
2
2) + f()
2
3 ; (4.56)
such that the action is given by
S = V ol3
Z
d

1
8l2

16l4   22f;g;   f
g
 
4l4 + 2g2;
  2l2

g

: (4.57)
Hence the solution
g() =
l2

 
2 + 1

; (4.58)
f() =
4l2
2
4 + (6  )2 +  +    3
2 + 1
; (4.59)
satises the equations of motion obtained from varying the action with respect to the elds
gg;   1
2
g2;   2
l4
2
= 0 ; (4.60)
f; +
g;
g
f; +
4l4
2
f
g2
  8l
4
2
 = 0 : (4.61)
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Having the metric be non-singular everywhere puts further conditions on the free parameters
 and ;
3 <  < 12 ; jj < 2
9
p
3
p
   3(12  ) : (4.62)
To better illustrate the physical meaning of the variables, we translate them into the scale
factor a and anisotropy +. By comparing the metrics we nd that
a =
 
fg2
1=6
; + =
1
3
ln
g
f
: (4.63)
The isotropic (de Sitter) limit is restored in the case  = 0 and  = 4. The parameters are
related to the anisotropy and its derivative at  = 0; in fact we have
+(0) =
1
3
ln

4(   3) ; (4.64)
d+
d
(0) =   1
3(   3) ; (4.65)
while asymptotically we have
+(1) = 1
3
ln

4
+O( 2) ; (4.66)
d+
d
(1) = 0 +O( 3) : (4.67)
Eq. (4.65) shows that  determines the velocity of the anisotropy at the bounce, and as
a consequence also the amount of time asymmetry of the solution. Meanwhile Eq. (4.64)
implies that non-singular bounces can occur for all values of + >
1
3 ln
 
1
3
   0:366 at the
bounce. In particular, the anisotropy can be arbitrarily large in the positive + direction,
as expected from the shape of the potential. However, there is a lower limit at 13 ln
 
1
3

;
which is not at the point where the potential turns positive, but rather a little into the
negative potential region. This is illustrated in the left panel of Fig. 16. This limiting
value also agrees with our numerical results, cf. the location of the re-collapse region on the
  = 0 axis in Fig. 11. Asymptotically, Eqs. (4.66) and (4.67) imply that the anisotropy
parameter tends to a constant value, and this value is forced to be in the rather small range
1
3 ln
 
3
4

< +(1) < 13 ln 3: This range reects the focussing eect towards small values of the
anisotropy that we already discussed in subsection 4.5.1.
The exact solution permits us to understand a few additional features analytically. From
Eq. (4.63) we can see that a6 is a 6th order polynomial in time, implying that it can have 5
extrema at most. Explicitly, we have
a6 =
4l6
4

6 + (7  )4 + 3 + 32 +  +    3 : (4.68)
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For time symmetric solutions, with  = 0; the extrema are then given by the real solutions
to the equation


4 +

14
3
  2
3

2 + 1

= 0 : (4.69)
This straightforwardly implies that time symmetric axial Bianchi IX bounces have a single
minimum of the scale factor for 3 <  < 10; a minimum and two inection points for  = 10
and 3 bounces separated by 2 local maxima for 10 <  < 12: We cannot have more than 3
bounces for these solutions, a feature that can be understood intuitively in the sense that the
vanishing of   implies that the potential only contains a wall in the negative + direction,
and multiple BKL-type reections o the potential walls cannot occur. A similar calculation
shows that the extrema of + occur (again in the time symmetric  = 0 case) when
 = 0; and when 2 =
3   12
   4 : (4.70)
Thus, except for the de Sitter solution at  = 4; the anisotropy always has 3 extrema, a fact
that is also nicely seen in the right panel of Fig. 16.
In the appendix we show that the closely related Kantowski-Sachs metric, in which the
spatial sections contain a two-sphere rather than a three-sphere, also admit non-singular
bounce solutions that are easily describable by an analytic solution, and that have related
properties.
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β+
U(β+)
Figure 16: The left plot depicts the anisotropy potential U(+;   = 0) along one of the axes
of symmetry, here chosen to be the axis   = 0. The range over which non-singular bounces
can occur is marked in red. Bounces occur for arbitrarily large positive anisotropies in this
direction, and the solutions are strongly focussed towards zero away from the bounce. There
is a minimum value + =
1
3 ln(
1
3)   0:366 below which the solutions rapidly re-collapse.
Below + =
1
3 ln(
1
4)   0:462 the anisotropy potential is positive an no bounce can occur at
all.
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4.6 Bounces in the presence of a scalar eld
Up to now we modelled dark energy via a cosmological constant. However, we may also
consider the possibility that dark energy evolves over time, a situation which can be described
by using a scalar eld  in a potential V (). Then the equations of motion are augmented
to include contributions from the (minimally coupled) scalar, to become Eq. (3.49) while
the Friedman equation is given by Eq. (3.48). This setting is familiar from ination and
quintessence models of dark energy. There are some similarities here, as one of the conditions
for obtaining a bounce is that the strong energy condition must be violated, just like for
accelerated expansion. The scalar eld equation of state is given by the ratio of pressure to
energy density, which in the cosmological context can be expressed as
w =
1
2
_2   V ()
1
2
_2 + V ()
: (4.71)
A violation of the strong energy condition corresponds to w <  13 : In ination and quintessence
models, this condition is realised by the eld slowly rolling down the potential, so that the
kinetic energy is suciently small compared to the potential energy, more precisely such that
1
2
_2 < 12V () (in the absence of anisotropies, the acceleration equation (3.53) then immedi-
ately implies a > 0). This regime where the scalar slowly rolls down the potential is required
for such a phase to last for an extended period of time, and for this reason the potential must
not only be suciently at in one location, rather it must be so over an extended eld range.
For non-singular bounces, one could consider a similar scenario where the scalar eld rolls
down while the universe bounces. This works less well than for ination/quintessence how-
ever, as the scalar eld kinetic energy is blue-shifted during contraction, and thus the standard
Hubble friction term in the equation of motion (3.52) becomes an anti-friction term. There
is however an alternative manner in which a scalar potential can usefully lead to a bounce,
and this is to consider the situation in which the scalar eld runs up the potential during the
contracting phase. It can do so again because of the blue-shifting. Moreover, one can then
imagine the situation where the scalar slows down as it rolls up, comes to rest at (or around)
the time of the bounce, and subsequently rolls down again during the expansion phase. A
great advantage of this scenario is that once the scalar comes to rest, the equation of state
is precisely that of a cosmological constant, w =  1: And for a bounce, which occurs over a
relatively short time scale, this is enough. One does not need an extended period of strong
energy violation. This implies that bounces can occur even in potentials that are rather steep
(in fact, one can momentarily achieve w =  1 in any potential), and that one would not con-
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sider for inationary model building. That said, we should now look at the combination of
all the conditions required for a bounce, and then compare to numerical examples.
Figure 17: These two plots show the evolution of the scalar eld as a function of time, for
solutions that bounce at t = 0 at a specied value of a = 10;  = 1=2; for a range of values of
_ at the bounce. The left panel is for a potential V = e=10; showing solutions with _(t = 0)
up to values of 0:90 while the right panel is for V = e=2; showing solutions with _(t = 0) up
to values of 0:48. Lighter curves correspond to larger velocities at the bounce.
The minimal value of the scale factor at the bounce can again be found from the Friedman
equation (3.48), and is given by
ab =
s
 U
V () + 12
_2 + 34(
_2+ +
_2 )
: (4.72)
The conditions to obtain a bounce are now given by
U(+;  ) < 0 jbounce ; (4.73)
3
2
( _2+ +
_2 ) + _
2 < V () jbounce : (4.74)
We may again study a few numerical examples, this time for potentials of exponential form
V () = v0e
c: We will also limit ourselves to cases with small anisotropies (in all the examples
below we set  = 1=100; _ = 0 as an initial condition), since the inclusion of anisotropies
is very similar to the discussions of the preceding sections.
Fig. 17 shows the time evolution of the scalar eld for a rather at (left panel) and for
a steeper potential (right panel). The initial conditions have been set at the bounce, which
occurs at t = 0; for a range of values of the scalar eld derivative. Thus the solutions that
are plotted are automatically selected on the basis that a non-singular bounce occurs. As the
scalar eld derivative increases, the eld runs further up the potential after the bounce, before
eventually turning around and rolling back down. In potentials such as these, an inationary
phase would then follow.
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Figure 18: The evolution of the scale factor and the scalar eld for a range of initial velocities
leading to non-singular bounce solutions. The potential is taken to be  = ephi=10 here. The
initial values for the scale factor and scalar eld are ai = 9; i = 23=50; and the range of initial
velocities leading to non-singular bounces is found to be 0:058 / _ / 0:064, represented by
the curves ranging from black to yellow respectively.
We may also set the initial conditions at an earlier time, in the contracting phase preceding
a bounce (or a crunch). This is shown for two dierent potentials in Figs. 18 (with V = e=10)
and 19 (with V = e=100). The solutions that are plotted are those that lead to non-singular
bounces. For the steeper potential in Fig. 18, we nd that only solutions that rst run
up the potential lead to a bounce. In all these solutions the scalar eld turns around at or
shortly after the bounce, and rolls back down the potential. For the largest initial scalar
eld velocity, the eld runs up the furthest, leading to the largest amount of expansion after
the bounce. For a atter potential, as shown in Fig. 19, non-singular bounces may occur
both when the scalar eld runs up the potential, or down. Of course, eventually the eld
always rolls down the potential, and all these non-singular bounces are followed by phases
of inationary expansion. The largest amount of expansion right after the bounce occurs for
the case where the scalar eld velocity is practically zero at the bounce. For larger velocities,
the bounce occurs somewhat later, so that there is less time for expansion. And for smaller
initial velocities, the scalar rolls down the potential earlier, so that the bounce occurs while
the eld is already rolling down, implying a smaller expansion rate right after the bounce.
In all cases, the range of initial velocities that lead to a non-singular bounce is small. This
is mainly due to the blue-shifting of the scalar kinetic energy during the contraction phase,
where one must ensure that the bound in Eq. (4.74) does not get violated. We will discuss
the initial conditions in more detail in the next section.
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Figure 19: Same as Fig. 18, but for the potential V = e=100. The initial values for the
scale factor and scalar eld are ai = 9; i = 23=50; and the range of initial velocities leading
to non-singular bounces is found to be 0:0024 / _ / 0:095, represented by the curves ranging
from black to yellow respectively.
60
4.7 Discussion
Exact solutions of general relativity, in the presence of well-understood matter sources, have
played a leading role not only in understanding the structure of relativity itself, but also in
understanding its physical consequences for the universe. The most obvious examples that
come to mind are the Schwarzschild solution describing the simplest black holes, and the
Friedman-Lema^tre-Robertson-Walker solutions describing the evolution of the universe on
the largest scales. In the present chapter, based on [2] we have morphed a generalised exact
black hole solution, namely the Kerr-NUT-de Sitter solution, into a cosmological solution, by
focussing on the matching of the interior region of the black hole to the asymptotic region by
eliminating the event horizon. This solution, which exists in the presence of a cosmological
constant and (optionally) an electromagnetic eld, is distinguished by being both anisotropic
and inhomogeneous while describing a non-singular bouncing universe.
Could this solution describe the interior of actual black holes? And could such a non-
singular bounce lead into a new expanding universe on the \other" side of the black hole,
as has been suggested in some scenarios of cosmic evolution [82]? Unfortunately this seems
unlikely, as the black holes in question are known to lead to closed timelike curves outside of
their horizon due to the presence of the NUT charge, implying that this class of black holes
is unlikely to be physically realistic. However, on the inside of these black holes, the various
parameters describing the solution take on entirely dierent meanings, and it is precisely
the NUT parameter that pushes the would-be big bang singularity out into an unphysical
coordinate range, thus rendering the solution everywhere regular. Meanwhile, the rotation
parameter of the black hole ends up describing the inhomogeneity of the bouncing universe
solution. The end result is that the bouncing solution is entirely non-pathological.
Could the bouncing solution describe our universe? This remains too early to tell. We
do however foresee a number of applications of this solution: for instance, as an exact inho-
mogeneous solution, it may well have applications in terms of understanding the averaging
problem in cosmology better [83]. And since the bounce is followed by a period of acceler-
ated expansion, these solutions may be useful in understanding the initial conditions required
for phases of accelerated expansion, i.e. for ination. Indeed, the issue of how much inho-
mogeneity is tolerable while still allowing for ination to get started remains incompletely
understood. Most of the recent work in this direction has focussed on numerical techniques,
but exact solutions certainly have a role to play in this context, not only to check the accuracy
of numerical codes, but also to understand and perhaps uncover qualitatively new eects.
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From the purely classical point of view the existence of these solutions is quite satisfactory.
Indeed, given a classical eld theory it is necessary to nd solutions that represent the physics
one is trying to describe. Therefore, any singularity of the eld should be ruled out in the
description of the origin of the universe. The existence of a singularity implies that the
solution is not a good model of the region of interest. Indeed, it is likely that the nal
understanding of the origin of the universe shall require a quantum theory of gravity. However,
it is natural to expect perturbation theory around a state where observables are innite to be
ill-dened. Hence, if one expects the existence of a regime where the putative theory yields
quantum \corrections" it is necessary to have at hand congurations where the gravitational
eld is bounded.
It remains an open question then how such non-singular bounces might t into a more
complete cosmological model [17]. However, the mere fact that they can occur in the presence
of known matter sources already motivates their study. Somewhere, sometime, the conditions
may have been (or will be) just right for them to actually take place. But, perhaps most
intriguingly, they display some features that seem worth further exploration: they support
electromagnetic elds simply due to their intricate geometry, and these elds grow in the
approach to the bounce. It would be interesting to see if there can be any connection with
the magnetic elds that are speculated to have been present already in the early universe.
Also, the fact that the 3-curvature can vary widely from place to place, and even switch sign in
some regions, oers new avenues of inquiry. The usual objections to non-singular curvature-
induced bounces, namely that they require highly homogeneous initial conditions, and that
the required spatial curvature is eventually at odds with current bounds on the curvature,
though not evaded are at the very least relativised by the existence of these solutions. After
all, in an inhomogeneous universe not all regions are the same, and some neighbourhoods
may be much more interesting than others.
We have analysed non-singular bouncing universe solutions in the simplest possible set-
ting: general relativity in the presence of a cosmological constant, or in the presence of a
scalar eld with a potential. Here bounces occur due to established physics only (dark en-
ergy is observationally established, as is the existence of a scalar particle, the Higgs), and
without violations of the null energy condition. From this point of view, these bounces are
considerably less speculative than bounces based on theories with specically tuned higher-
derivative kinetic terms, such as Galileon bounces [61, 62, 64]5. We have demonstrated that
5Galileon models can be extended to supergravity theories [63, 84], but it remains unclear whether they
can arise in a truly fundamental framework, such as string theory [85, 86]. Moreover, it is not clear if these
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the bounces are robust under the inclusion of small anisotropies at the bounce, by study-
ing bounce solutions within the Bianchi IX metric. Near the edge of the parameter space
allowing for bounces, we have found solutions with multiple bounces, and accompanying
turn-arounds of the anisotropy functions resulting from their non-linear dynamics. These
multi-bounce solutions provide the link between non-singular single bounce solutions and
chaotic BKL/mixmaster crunches that occur for \most" initial conditions.
This brings us to the issue of initial conditions: even though the theory in which the
bounces occur is very simple, the solutions themselves are very special [87]6. A bounce
occurs only if the energy density in homogeneous curvature, and that in dark energy, are
larger at the time of the bounce than the kinetic energy coming from the time evolution of
the anisotropies and of the scalar eld. However, the kinetic energy in the scalar grows much
faster during a contracting phase (neglecting the potential, it is proportional to 1=a6) than the
homogeneous curvature (/ 1=a2) or the approximately constant dark energy density. Thus
it remains an open problem as to what kind of dynamics during the contracting phase could
lead to such non-singular bounces. An ekpyrotic phase cannot achieve this, as it suppresses
curvature and leads to a fast-rolling scalar [16, 17]. We must leave this as an open question
for the future. Let us just mention one mitigating thought: if the dark energy resides at a
very high scale in the early universe, say very close to the Planck scale, then the range of
allowed kinetic energies compatible with a bounce are rather large. In such a case, one would
in fact only trust the theory (considered as an eective theory) for kinetic energies below
the Planck scale, and thus the self-consistency of the assumptions would render the bounces
more prevalent in the space of available solutions.
If, in light of the preceding discussion, we simply assume that the conditions required
for a non-singular bounce have been established, then the bounce would quite naturally lead
into an inationary phase afterwards. The bounce would imply that it is rather natural
to nd the scalar eld high up on the potential (since it would have rolled up during the
contracting phase), and the universe would have small anisotropies and be dominated by
vacuum energy. Furthermore, the inationary phase would subsequently dilute the spatial
curvature required for the bounce. In this sense, a non-singular bounce can provide a viable
prelude to ination (see also [88, 89] for works in that direction). Of course, the question
theories are consistent at the quantum level, as they typically contain classes of unhealthy solutions in addition
to the desired solutions.
6Exactly how special depends on having a probability measure, an issue that is far from resolved in cos-
mology.
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of initial conditions for ination is then not solved, but shifted to the question of initial
conditions for the bounce. One could then hope that this new viewpoint might lead to new
ideas on how to address this open issue. For instance, could the bounce act as a kind of
lter, thereby automatically selecting for universes with suitable \initial" conditions, similar
in spirit to the scenario proposed for the \phoenix" universe [90, 91, 92]?
There has been a renewed interest recently in cosmological models arising from string
theory, due to proposed consistency requirements for string theoretic solutions [93, 94, 95].
These \swampland" criteria have put a lot of pressure on existing cosmological models, both
of inationary [96, 97] and ekpyrotic [98] type, as they suggest in particular that the scalar
eld range  must remain smaller than order one in Planck units in a consistent eective
description, while any positive potential must remain suciently steep throughout (jV 0j=V
larger than some order one number in Planck units). In the present context it is interesting
to point out that non-singular bounces can easily fulll these criteria: given that the scalar
eld can run up the potential and come back down afterwards, the range of eld values that
is traversed can naturally remain small. Moreover, it is not necessary that the scalar eld
potential be at: as the scalar comes to rest on the potential, it momentarily acts like a
cosmological constant, regardless of the steepness of the potential, and, as we have seen, this
can be sucient to induce a cosmological bounce.
Apart from the open questions listed so far, there are two further avenues for future
research that seem particularly promising: the rst is related to the question as to what
happens when the anisotropy becomes larger than the allowed bound at the bounce, i.e.
what happens when the anisotropy potential U(+;  ) becomes positive? Here, no classical
non-singular bounce solutions remain, but perhaps there exist quantum transitions between
a contracting and an expanding phase of the universe. This is the domain of quantum
cosmology which we will turn to in chapter 6.
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5 Quantum Tunnelling
Moving on from the entirely classical discussion of the previous section, we turn our atten-
tion towards extending our description to include quantum eects. Particularly in the early
universe, we expect them to dominate and no longer be captured by the usual, perturbative,
treatment in which small uctuations are imposed on top of a classical background. Instead
we seek to describe the entire space-time as a fundamentally quantum object, at least on a
semi-classical level employing Feynman's sum over histories framework. To start with, we will
review and extend the path integral formalism in easy setups and then apply the numerical
and analytical tools we developed to cosmology in the upcoming sections. In particular our
focus will lie on describing quantum tunnelling. When a particle encounters a barrier, its
subsequent path depends crucially on the ratio of its kinetic energy to the potential energy
of the barrier. If it is larger than one the particle can overcome the barrier and proceed in
its original direction. On the other hand, if it is smaller than one, it will be reected o of it.
In classical physics this picture provides a complete description of all the particle's possible
behaviours. The story changed crucially with the advent of quantum mechanics in which the
particle is now described by a state living in a Hilbert space or equivalently a wavefunction.
Crucially, the wavefunction localized on one side of the barrier will, in general, have non-zero
support on the other side of the barrier, allowing for a certain probability to observe the
particle there. Note that this is the case even if the particle's kinetic energy is smaller than
the barrier's potential energy. Numerically, quantum tunnelling can be well and accurately
described by evaluating Schrodinger's equation on a lattice. Our focus, however, will lie on
Feynman's sum over histories approach to quantum mechanics [20] since it can be extended
to quantum eld theory and gravity.
5.1 The Simplest Case: 1D Quantum Mechanics
To begin, let us consider a particle travelling in a universe consisting of only one spatial and
one temporal dimension. We are interested in describing the position of the particle as a
function of time x(t). In Feynman's approach, the amplitude to transition from an initial
position and time (xi = x(ti); ti) to a nal position and time (xf ; tf ) is given by a sum over
all paths obeying the appropriate boundary conditions which are weighted by their classical
action S
hxf ; tf jxi; tf i = N
Z xf ;tf
xi;ti
D[x(t)]e
i
~S : (5.1)
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N is a normalization factor and S is given by
S =
Z
L( _x(t); x(t))dt (5.2)
In other words, the action is the time integral of the classical Lagrangian evaluated along the
path in question. We choose L such that it describes a particle of unit mass travelling in a
potential V (x) which may be specied at a later stage
S =
Z 
1
2
_x2   V (x)

dt (5.3)
Coleman [99] illustrated wonderfully how to describe tunneling in Feynman's formalism. After
a Wick rotation to Euclidean time the transition amplitude reads
hxf ; tf jxi; tf i = N
Z xf ;tf
xi;ti
D[x(t)]e 
SE
~ (5.4)
where the Euclidean action is given by
SE =
Z 
1
2
(x; )2 + V (x)

d (5.5)
The measure can now be made more precise: If x is any function obeying the boundary
conditions then a general function obeying the boundary conditions can be written as
x(t) = x(t) +
X
n
cnxn(t) (5.6)
where the xns form a complete set of orthonormal functions that vanish at the boundary.
Then the measure is dened by
D[x(t)] =
Y
n
(2~) 1=2dcn (5.7)
The dominant eld conguration contributing to the Euclidean-time path integral goes
by the name of bounce or instanton, depending on the boundary conditions (bounces [100]
are used in the description of the decay of a metastable vacuum with x(ti) = x(tf ) = xmin;
while instantons, which correspond to \half-bounces", describe either the splitting of energy
levels for potentials with degenerate minima, or tunneling across a potential barrier [101]).
These solutions are nite action solutions of the Wick-rotated Euclidean equations of motion.
The standard description goes as follows: imagine a particle with insucient kinetic
energy to overcome a potential barrier. A good approximation is then to treat the particle
classically as it runs up the potential barrier until it comes to a momentary stop on the slope
of the potential when all its kinetic energy has been converted to potential energy. Here the
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possibilities bifurcate: the particle can either roll back down classically, or one can use the
Euclidean time instanton solution to describe the tunneling of the particle to the other side of
the barrier. The probability for this tunneling event to happen will be determined to leading
order by the action of the instanton solution. The particle then emerges on the other side of
the potential barrier with zero velocity, whence it can roll down the other side of the barrier
classically. Thus the overall classical evolution in Lorentzian time is interrupted at an instant
where the Euclidean time \instanton" solution is inserted.
As has often been discussed, this method works well but it is conceptually not very clear:
how do we know that we can just put in the instanton solution between classical solutions?
This procedure after all seems rather ad hoc. In the rest of this chapter, based on [3], we
will attempt to answer that question by deriving a continuous and generalized formulation
of classical-to-quantum-to-classical transitions. Our approach will allow one to identify the
relevant solutions for such transitions, and will largely constitute both a justication and an
extension of the instanton method. Conceptually our approach is clearer and more intuitive.
Moreover, as we will argue, our methods will be useful in more complicated situations, in
particular when gravity is included, when singularities are present and when Euclidean time
instanton solutions might not exist.
5.2 Tunneling via complex time paths
Instead of employing only solutions of the equations of motion in either Lorentzian/real time
or in Euclidean/imaginary time, we will consider solutions in terms of general complexied
time. As discussed by many authors (in particular Bender et al. [102, 103, 104, 105], Dunne
et al. [106, 107] and Turok [108]) complex solutions of the classical eld equations capture
salient features of quantum mechanics. Moreover, as shown by Cherman and Unsal [109],
and by Turok [108], deformations of Euclidean time instanton solutions to a \rotated" time
coordinate that approaches Lorentzian time seem to oer a sort of real time description of
tunneling. In the present work we unify and extend these approaches. We arrive at the
following picture { see Fig. 20.
Purely classical evolution corresponds to evolution along a line parallel to the real time
axis, with all eld values (and derivatives) taking real values. These are the green lines in
Fig. 20. It is important to realize that, if the elds take real values, it is not necessary for
the evolution to be represented exactly on the real time axis, rather any line parallel to it
will do equally ne since the dierential dt is also real on that line, and hence the momenta
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Figure 20: An overview of old and new approaches to describing classical to quantum and
back to classical transitions. Green lines denote classical histories, while dashed red lines
indicate Euclidean respectively fully complex tunneling paths. Blue dots show the location
of initial and nal conditions, while purple crosses indicate the location of singularities. For
a full description of this gure see the main text.
will also be real. The upper left panel then illustrates the picture suggested by standard
instanton methods: from a classical solution one can tunnel via a Euclidean time instanton
solution (indicated by a dashed red line) to a dierent classical history. The idea here is that
in the classically forbidden region, the leading approximation to the transition amplitude 5.4
is given by a saddle point of the Wick-rotated ( =  it) Euclidean action
SE =  iS =
Z
d

1
2
(x; )
2 + V (x)

; (5.8)
that is to say by a classical solution of the Euclidean equations of motion with nite action
SE;instanton. Moreover, to leading approximation the probability for this tunneling to take
place is given by the factor e 2SE;instanton : We can picture this sequence of events in the
complexied time plane, as shown in the gure: two classical histories in real time are joined
by a Euclidean solution mediating the tunneling. The fact that the transition is classically
forbidden is reected in a shift along the Euclidean time axis. As soon as one has this
picture in mind, it becomes clear that the path taken in the complex time plane may also
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be deformed, as long as it does not pass any singularities of the solutions of the complexied
classical equations of motion. This brings us to the lower left panel, which illustrates the
approach of Cherman-Unsal [109] where the tunneling path is rotated so as to be aligned more
and more with the classical histories it is meant to join. In [109] only the tunneling part is
considered, and rotations arbitrarily close to the real line are advocated, but as our graph
indicates, the boundary conditions will limit to what extent such a rotation is feasible. The
upper right panel illustrates the point of view advocated here: a classical history can tunnel
to various other classical histories via various paths in the complex time plane. These paths
are equivalent as long as their deformations do not encircle singularities (marked by purple
crosses) and of course as long as they respect the specied initial and nal conditions (in the
gure we show three paths with dierent nal conditions). What is not shown here is that
paths that dier in how they circle singularities can take the evolution onto a dierent sheet
of the solution function, and on this new sheet both the singularities and the loci of classical
histories may dier from other sheets. We will discuss this in more detail in section 5.3
and present an example illustrating these concepts. The lower right panel shows a situation
in which our method will be of clear advantage over existing ones: there exist classical
histories which cannot be joined via purely Euclidean time instanton solutions. Moreover a
variety of singularities are present. In this case our method will nevertheless allow one to
determine which complex time paths can mediate a quantum transition between dierent
classical histories.
The crucial question we have not discussed yet is which paths actually contribute to
tunneling and which do not. The standard instanton method employs a single path, but how
do we know that this is the dominant/relevant path? Evidently, by Cauchy's theorem we can
deform a path in the complex time plane as long as it does not cross any singularities. Such
deformed paths are entirely equivalent to the original one, and should not be counted multiple
times. However, in general singularities will be present, and then there exist inequivalent
paths that encircle the singularities in various ways. Should we then sum over all possible
(inequivalent) complex paths between xed initial and nal conditions? As we will now argue,
the answer to this question is \no". Not all such paths are relevant for tunneling, and we will
now identify a criterion for identifying the relevant path(s).
The crucial notion here is to look at uctuations around all possible interpolating paths.
For purely Euclidean instantons this analysis was rst performed by Callan and Coleman in
[110]. Consider again the saddle point approximation. Around the saddle point, where the
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solution to the Euclidean equation of motion is denoted by xcc; to quadratic order the action
can be approximated by
SE [x; x; ] = SE [xcc] +
1
2
Z xf ;x(f )=0
xi;x(i)=0
d
 
(x; )
2 + V 00(xcc)(x)2

+    ; (5.9)
where V 00 = V;xx; and where the term linear in x vanishes precisely because we expand
around an extremum. Given the boundary conditions on x (vanishing at the endpoints), we
can expand any uctuation into a complete set of eigenfunctions of the uctuation operator,
x =
X
n
cnxn ; (5.10)
where
R
d xn xm = nm; and obeying the eigenvalue equation
  d
2
d2
+ V 00(xcc)

xn = !nxn ; (5.11)
where the !n are the (real) eigenvalues. The integral above then turns into simple Gaussian
integrals, which can be performed to yield the approximation7
hxf ; tf j xi; tii = N
Z xf ;tf
xi;ti
D[x(t)] eiS  e SE(xcc) 1p
n!n
: (5.12)
The Gaussian integrals result in a prefactor that involves the square root of the product of
eigenvalues of the uctuation operator. If all eigenvalues are positive, then any uctuation
around the saddle point solution will increase the action, resulting in a lower probability. In
this case we have found the dominant path. On the other hand, if some of the eigenvalues are
negative, then there exist uctuations that can lower the Euclidean action. Such solutions
are thus not actual extrema and must be discarded8. (For a related discussion see [111].)
How do we know whether negative modes exist? After all, it might be dicult to nd the
associated eigenfunctions numerically. Here the nodal theorem helps (see e.g. [112] and
references therein): we can solve the perturbation equation (5.11) for the zero eigenvalue
! = 0; with the boundary conditions x(i) = 0; x; (i) = 1 (since this is not necessarily
an eigenfunction we do not care about normalizability and can in principle choose x; to
take any non-zero value). The number of nodes of the corresponding solution, which we refer
to as the perturbation function, will tell us the number of negative modes9. In this way we
7When zero modes are present, they must be treated separately. A proper inclusion of the zero modes
results in an additional prefactor which is irrelevant for our discussion [110].
8A Euclidean solution which describes the decay of a metastable vacuum, i.e. a bounce, has exactly one
negative mode, which justies the decay picture. Here we are interested in tunneling solutions, i.e. instantons,
which should have at most zero modes in their spectrum of linear perturbations.
9Think about the energy eigenfunctions in a potential well: with each increasing eigenvalue an additional
node is present. Hence if the solution with zero eigenvalue has n nodes, there must exist n eigenfunctions with
lower, i.e. negative, eigenvalues.
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can determine whether we have found the relevant tunneling solution without having to nd
the eigenfunctions and eigenvalues of (5.11) explicitly.
Now we want to adapt this argument to the case where the paths under consideration are
complex. In fact, we will retain the Euclidean formulation, but where one should now consider
both the Euclidean time coordinate and the elds to be complexied (it may appear baroque
to rotate to Euclidean time before complexifying, but this avoids the use of slightly awkward
factors of i { we will discuss how to get back to Lorentzian time below). By analytically
continuing, the eigenfunctions will become complex but the eigenvalues !n remain real as
these are simply constants. The problem is that the nodes in the analytically continued
perturbation functions will in general disappear, and thus it looks like we might lose our
simple criterion for determining which paths are relevant and which are not. However, we
can nd a resolution of this issue by thinking about the nodes in a little more detail: if a
node is present in the Euclidean zero-eigenvalue perturbation function x0 at 0 then because
of the boundary conditions we can expand the perturbation function between i and 0 using
purely sin functions,
x0 =
X
k
ck sin

k
(0   i)(   i)

; (5.13)
where k 2 N runs over integer values. Now imagine that we deform the solution path by
shifting it along the Lorentzian time direction by a constant amount  = it; where t 2 R:
Then along the Lorentzian time direction starting from the node at 0 we have
sin (k + it) = sin (k) cos (it) + cos (k) sin (it) =  sin (it) = i sinh (t) : (5.14)
From a node, and along the Lorentzian time direction, the change in the perturbation function
will therefore be purely imaginary! This implies that if we look at the real part of the zero-
eigenvalue perturbation function it will still contain a node. Thus we can essentially retain
the same criterion for deciding whether solutions are relevant or not as in the pure Euclidean
case, with the proviso that we must look only at the real part of the perturbation function.
There is one possible caveat: could the complex perturbation function accidentally develop
a zero in its real part, i.e. a zero not related to an actual node? This certainly seems
conceivable, but in practice it is easy to avoid any ambiguity: the above arguments imply
that if one solves for the zero-eigenvalue perturbation function over an extended region in the
complex time plane, then there will be an entire line of zeros associated with an actual node.
Such a line of zeros is thus the unmistakeable signature of solutions that must be discarded.
Furthermore, the freedom to deform the contour in the complex time plane implies that one
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can always deform the solution path such that it crosses such a line of zeros and then comes
back. Our criterion may therefore be stated more carefully as follows: if the real part of
the zero eigenvalue perturbation function unavoidably crosses a line of zeros, this signals the
presence of a negative mode and the solution must be discarded. If the real part of the zero
eigenvalue perturbation function does not cross any such line of zeros, the solution is relevant
to tunneling.
We may now go back to Lorentzian time and reformulate this calculation in terms of
complexied real time t: The zero-eigenvalue perturbation function  must then satisfy the
following equation of motion and boundary conditions
d2
dt2
+ V 00(xcc)

 = 0;  (ti) = 0; _ (ti) = i : (5.15)
Since we have also transformed the boundary conditions in accordance with the change of
time coordinate, our criterion above remains unchanged and we must look for lines of nodes
of Re( ); as we will do in section 5.3. The presence of such a line of zeros will imply
that a particular solution must be discarded, while a solution without any such nodes in its
perturbation function will be relevant to tunneling.
A couple of additional comments: the existence of solutions with more and more negative
modes is reminiscent of gravitational oscillating bounces [113, 114, 115], which also seem
to represent excited states not relevant to the description of vacuum decay. The existence
of such oscillating instantons is usually explained by arguments about Hubble friction and
anti-friction, while here we will see that qualitatively similar solutions can exist even in the
absence of gravity. Further works discussing the importance of negative modes in quantum
tunneling include [116, 24, 117, 118, 119, 120, 121, 122, 123].
5.3 Examples
The discussion so far might have seemed rather generic and abstract. We will now illustrate
the ideas discussed above with concrete examples. The core of our approach is the solution
of the background and perturbation equations over an extended region of the complex time
plane, and the visualization of the results by means of relief plots. Let us briey describe
how exactly this is done. First we note that the Lorentzian action (5.3) can be written in a
reparametrization invariant way
S =
Z
n d

1
2n2
(x;)
2   V (x)

; (5.16)
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where n() is the (complex) \lapse function" and  is a parameter. Choosing a particular
form for n() then allows one to follow a specied path in the complex time plane. For
instance, n() = 1 corresponds to evolving along the Lorentzian time direction, while n() = i
corresponds to the Euclidean direction { more general choices of n() will allow evolution
along any desired curve in the complex time plane.
We solve the equations of motion, starting from purely classical boundary conditions. The
solution along the Lorentzian time axis then gives the classical solution, with real (conserved)
energy, which in the case of a barrier potential means the solution that rolls up the potential
until all kinetic energy is converted to potential energy; subsequently the particle simply rolls
back down the potential. From this reference solution we branch out in both perpendicular
directions, integrating the equation of motion as we go along while periodically sampling the
values thus obtained. By repeating this procedure, and shifting the integration path by a
small amount every time, we obtain the solution over a dense grid of points in the complex
time plane. If no singularities are present, this prescription already gives us the full solution
over the required time domain (with a resolution limited by the accuracy of the numerical
computation). If singularities are present, then the reference path can be deformed repeatedly
so as to encircle the singularities in various ways (where now branch cuts automatically appear
\behind" the singularities after branching out from the reference path), until all possible
paths are explored. A detailed example of this latter situation will be presented in section
5.3.3. The same procedure can then also be repeated for the perturbed equation of motion,
imposing the boundary conditions specied in (5.15). We then employ relief plots to visually
represent the real and imaginary parts of the background and perturbation solutions. The
three examples below will illustrate this procedure.
5.3.1 Inverted harmonic oscillator
As a rst example consider a particle moving in an inverted harmonic oscillator potential
(see Fig. 21)
V (x) =  1
2

2x2 + V0 ; (5.17)
where 
; V0 are constants.
This potential is unbounded from below, but one might imagine that it gets deformed
so as to develop a minimum at large eld values { in any case, we are just interested in
energy dierences here. The potential has the advantage that analytic solutions to both the
background equation of motion (x = 
2x) and perturbation equation (  = 
2 ) can be
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Figure 21: Plot of an inverted harmonic oscillator potential, V (x) = 1  12x2.
found easily. They are both given by
x(t);  (t) = c1e

t + c2e
 
t; t 2 C; (5.18)
where c1; c2 are complex integration constants to be determined. The solution is exponential
when t is purely real and periodic when t is imaginary. If we choose the origin of time t = 0
to correspond to the moment just before tunneling, then the background solution is
x(t) = c cosh 
t; t 2 C (5.19)
where the constant c is the particle's location at the classical turnaround at t = 0:
Even though for this particular case analytic solutions are available, this will of course
in general not be the case. For this reason we will in general solve the equations of motion
numerically over an extended region of the complex time plane. Here we do this in Fig. 22
(where we have taken c =  3=2), so that we can directly compare our numerical methods with
the analytic results. As explained above, the gures are obtained by solving the equations
of motion over a dense grid of points in the complex time plane, and then representing the
results with relief plots. Then, by taking a look at log jIm(x)j one can immediately identify
where the solutions are purely real: note that log jIm(x)j blows up to large negative values for
small imaginary values of x and thus the locations where x has a tiny or zero imaginary part
will be represented by very dark colors. In this way the regions of classicality become obvious
by inspection. There are innitely many lines parallel to the real time axis along which the
solution is real and classical. Tunneling then corresponds to considering complex time paths
that join dierent such (horizontal) classical solutions by traversing regions of non-classicality.
One path is singled out in the graph, namely the Euclidean instanton solution, which is the
vertical dark line in Fig. 22, center panel. This solution stands out since the eld values are
74
Figure 22: Relief plots of the background (left and center panels) and perturbation (right
panel) solutions in the inverted harmonic oscillator potential. Darker colors represents smaller
(more negative) values while brighter colors represents larger (more positive) values. There-
fore in the center and right images the black lines show the regions where Im(x) and Re( )
are zero, indicating the regions of classicality along with the Euclidean instanton solutions
(center panel), and the locations of nodes (right panel) respectively. The green line indicates
a particular path which is further inspected in gure 23.
purely real along it. However, in our approach this path is now not any more fundamental
than other paths through the complex time plane. An example of a possible tunneling path
is drawn in Fig. 22, with the evolution of the eld and action along this path shown in Fig.
23.10 After tunneling, the solution is given by
x(t) = c cosh (i + 
t) =  c cosh 
t; t 2 C (5.20)
and it is classical again, as it should.
We have also plotted (the real part of) the perturbation function, which satises (5.15)
and in the present case is given by
 (t) =
i


sinh 
t; t 2 C : (5.21)
The right panel in Fig. 22 shows the zeros of the real part of the perturbation function. As
expected, these nodes are distributed along continuous lines. Paths that join two adjacent
lines of classicality can avoid crossing any node, and hence these paths are the relevant ones
for tunneling. By contrast, a tunneling path joining two lines of classicality that are separated
10Note that we only need to consider tunneling paths in one direction along the Euclidean time direction,
namely the direction corresponding to the correct Wick rotation. In practice this direction can be identied
by the fact that quantum tunneling is suppressed compared to classical evolution, i.e. that the imaginary part
of the action is positive.
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Figure 23: Field values and action for the tunneling path drawn by the green line in Fig. 22.
Note that this is an actual tunneling path, with Re(x) interpolating between two dierent
sides of the potential and Im(x) returning to zero after tunneling. The imaginary part of
the action reaches a constant after tunneling, and this value will (to leading order) determine
the probability for this tunneling event to take place. As required, the real part of the
perturbation function  does not present any nodes.
by additional lines of classicality in between will contain nodes, and hence must be discarded.
This simple example thus illustrates the main concepts advocated in the previous section.
5.3.2 Inverted Higgs potential
Figure 24: Plot of the inverted Higgs potential V (x) = 12x
2   12x4.
Next, consider a particle moving in an inverted Higgs potential,
V (x) =
1
2
x2   1
2
x4 ; (5.22)
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which has also been studied by Turok [108]. The potential is shown in Fig. 24. The general
solution is [108]
x(t) =   1p
1 +m
1
sn(t=
p
1 +mjm) ; t 2 C ; (5.23)
where sn denotes the doubly periodic Jacobi sn function, and the order m of the function
determines the energy of the solution, 2E = m=(1 + m)2. A particularly simple limit is
obtained by setting the energy to zero, m = 0; in which case the solution is
x(t) =   1
sin t
; t 2 C ; (5.24)
where for this solution the particle is at negative innity at t = 0 and reaches the turn-
around/tunneling location x =  1 at t = 2 : The perturbation function, satisfying the re-
quired boundary conditions at t = 2 ; is given by
 (t) = i
cos(t)
sin2(t)
; t 2 C : (5.25)
Plots of the background solution and the real part of the perturbation function are shown
in Fig. 25, for the case of a small positive energy. In all plots the double periodicity is
immediately apparent. The dark spots in the left panel show the regions where the particle
rolls to large eld values. The center panel indicates the lines of classicality. Once again we
have an innite number of such lines parallel to the real time axis (there is also a vertical line
in the middle along which the eld is real { this is the Euclidean instanton solution). Possible
tunneling paths then join two such horizontal lines. As the right panel shows, joining two
adjacent lines will not result in having nodes in the perturbation function, and such paths
thus contribute to tunneling. Lines of classicality that are further separated in the Euclidean
time direction are also separated by lines of nodes, and hence the corresponding tunneling
solutions must be discarded. For illustration, an example of such an irrelevant solution is
given in Fig. 26.
For completeness we should discuss the vertical line of nodes in the right panel of Fig.
25. This line is located at the position in real time where the particle reaches the potential
minimum at x = 0 (and it is a direct consequence of the cos expansion of the background
solution that one can perform around that point). It thus divides the evolution into regions
left or right from the local minimum of the potential, and in this manner divides it into
regions with the possibility to tunnel across either the left or right barrier. If we imagine
having a particle on the left of the local minimum (i.e. at x < 0) but say we want to evaluate
the transition amplitude to emerge on the far side of the right potential barrier, then we may
follow the classical evolution from x < 0 to x > 0 rst, and then tunnel across the right
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Figure 25: A gure analogous to Fig. 22, but for the inverted Higgs potential. The plots
are obtained with the initial condition that the particle is released at x = 10 2 with zero
velocity.
Figure 26: An example of an irrelevant solution. The path chosen here is indicated by the
green line in Fig. 25. The perturbation function contains two nodes, indicating that there
exist perturbations of this solution that increase the probability.
potential barrier. In this sense this vertical line of nodes is avoidable and therefore does not
obstruct a contribution to the path integral.
5.3.3 Potential barrier with singularities
Our nal example is also the most interesting one, namely a potential hill of the form
V =
1
x2 + 1
: (5.26)
For real x values this potential is everywhere nite (see Fig. 27), but in the complex
plane there are singularities at x(t) = i: In classical physics these would not play any role,
but in our treatment of quantum tunneling using complex time paths the singularities are
important. They imply that there now exist possible tunneling paths that are distinct in the
sense that they can encircle the singularities in various ways. It is then crucial to have a way
of assessing which such paths truly contribute to the tunneling amplitude, and which do not.
As in our previous discussion, we will approach this question by looking at the solutions of
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Figure 27: A potential hill V = 1
x2+1
; which is entirely regular for real eld values but
contains singularities in the complex plane.
both the background and perturbation equations over extended regions in the complex time
plane. For a rst look see Fig. 28. Given that we are now in the presence of singularities,
we must be a little more precise in specifying how we obtained these gures. In Fig. 28
we have solved the equations of motion by taking paths that start at the original classical
solution (on the real time axis), then run up the Euclidean time direction in between the
two vertical lines of periodically spaced singularities (which can clearly be seen in the left
panel, along with their attached outwards-running branch cuts), and from there branch out
again parallel to the real time axis to the left and to the right. We see that in this way we
can reach other classical solutions at periodically spaced lines of classicality parallel to the
real time axis. Also, the right panel shows that nodes reside along the same lines. Thus
we have a situation very similar to that of the simple inverted harmonic oscillator of section
5.3.1: adjacent lines of classicality may be joined by node-less, and thus relevant tunneling
solutions, while tunneling paths between further separated lines necessarily cross at least one
node and must be discarded. Thus the relevant paths pass just beyond the closest singularity
right of the center.
But now we have other possibilities too. In particular, we would like to know what
happens when one chooses a path that passes by a singularity on the left. For this case, see
Fig. 30. Here we are choosing paths in the following manner: from the classical solution on
the real time axis let the path run up on the left hand side of the closest singularity left of
the center. Having passed that singularity, we continue parallel to the real time axis, and
then branch out from there up and down along the Euclidean time direction. In practice this
means that we have chosen the branch cut emanating from the singularity to run straight
down perpendicular to the real time axis. We see something interesting: to the right of the
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Figure 28: A rst look at the solutions to the hill potential. The plots have been obtained
with the initial condition that the particle is at rest at x =  1: For a complete description,
see the main text.
Figure 29: Solution along the green path in gure 28.
branch cut, the solution becomes real again on the real time axis. Note that this real solution
is now not reachable via purely classical evolution from the original classical solution on the
left, because of the branch cut residing in between. However, the path circling around the
left singularity is a possible tunneling solution linking these two classical solutions. Is it also
a relevant one? The right panel shows that unfortunately this is not the case. There is a line
of nodes starting at the singularity and running straight up { any path joining the classical
solution on the left to that on the right must necessarily intersect this line of nodes, and thus
these solutions must all be discarded. One may wonder why the line of nodes is vertical in the
present case. This is because the tunneling eectively occurs parallel to the real time axis, as
opposed to the more usual situation where the tunneling is always along the Euclidean time
direction. Here this occurs because of the presence of the singularity. As a consequence, near
a node of a putative Euclidean solution the perturbation function could now be expanded
in terms of sin(kt) functions, so that a line of nodes then emanates in the Euclidean time
direction { this is simply the rotated version of the argument presented around Eq. (5.14).
Other paths passing by singularities left of the center and further removed from the
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Figure 30: Investigating the left singularity. { for a description of how this plot was obtained,
see the main text. A new feature is the straight line of nodes emanating from the left
singularity and running vertically upwards along the Euclidean time direction.
Figure 31: Solution along the green path in gure 30.
original classical solution will contain additional nodes, and hence all such paths are irrelevant.
For the present potential, when we circle around the closest singularity left of the center by one
additional full circle we essentially arrive back at the starting position, and thus no further
paths need to be investigated. For other potentials, involving higher order singularities,
additional non-trivial paths may exist, and our method will then allow one to determine all
of the solutions relevant to quantum tunneling.
5.4 Discussion
Working in the semi-classical approximation, we have shown how complex time paths can
mediate quantum tunneling between distinct classical histories. Both in order to nd the
location of the possible classical solutions and to determine the relevance of the solutions, we
have shown that it is useful to solve the background and perturbation equations of motion
over an extended region of the complexied time plane. This in particular enables one to nd
the nodes of the (real part of the) perturbation function, which, as we have argued, determine
whether or not a given path contributes signicantly to the tunneling amplitude. Our work
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extends previous treatments where single complex solutions have been considered. Moreover,
our analysis of the perturbation function and its nodes is new. The latter analysis provides a
crucial new aspect, with the absence of nodes being the criterion selecting the relevant paths.
It might be useful to add further comments contrasting our work with earlier approaches.
The closest related works are those of Cherman- Unsal [109] and Turok [108], which both
aim to develop a description of quantum tunneling in \real" time, essentially by choosing a
path in the complex time plane that is aligned as closely as possible with the real time axis.
However, as our approach makes clear, although the contour can be chosen to be essentially
aligned with the real time axis in some parts, the overall shift in Euclidean time is essential
to capture tunneling. A special case is provided by the presence of singularities, in which
case there may exist paths that encircle a singularity and then return back to the real line
(though actually on a new sheet of the solution function), as exemplied in section 5.3.3 {
still, at some point a departure from the real line is unavoidable to capture quantum eects.
Bender [102, 103] and Turok advocate using solutions with a complex energy to describe
tunneling. In describing an initial wavepacket, this is in fact required, as emphasized by
Turok. However, when describing a quantum transition between histories that can to a good
approximation be described classically, there is no need to use complex energy solutions. In
all our examples, we have chosen the energy to be real, as determined by the starting classical
history. This is in no way an obstacle to describing tunneling by complex time paths. It is
simply the initial conditions that determine the value of the energy. Note furthermore that
since energy is conserved, a complex energy does not allow one to obtain a purely classical
history after tunneling { the best one can achieve is approximate classicality.
As shown by Cherman-Unsal and Turok, the imaginary part of the eld may reach very
large values during tunneling. Turok has even proposed that these imaginary values may have
a physical signicance, and that they may be observable via weak measurements. We are
skeptical about this claim, since the tunneling path may be deformed at will as long as one
does not cross any singularities. Such deformations are allowed by Cauchy's theorem, and
cannot result in any change in the physics. However, since the deformed paths reach dierent
imaginary values of the eld, these imaginary values cannot have a physical signicance. It
would however be fascinating if we were proven wrong about this point!
The advantage of our method is that it provides a rather general prescription for treating
classical-to-quantum-to-classical transitions. This might be of great use in more complicated
situations: we intend to extend our methods to quantum eld theory, and also to semi-
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classical quantum gravity. In this case, one may generally expect singularities to be present
and classical histories to come to an end, most notably near black hole or big bang type
singularities (see chapter 7 for our work in this direction). It is our (ambitious) hope that
in such situations our method may be of use in identifying possible quantum transitions to
other classical solutions.
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5.5 False Vacuum Decay
If we try to describe tunneling in quantum eld theory, many results from the simple quantum
mechanical case carry over, but there are signicant dierences. In two seminal papers,
Coleman and Callan [100, 110] outlined the process by which tunneling occurs in quantum
eld theory. The key assumption is that  is a function of  = (2 + jxj2)1=2 only and
hence is invariant under Euclidean rotational symmetry (i.e O(4) symmetry). Indeed, it was
later proved that if there are solutions which are not O(4) symmetric, they will have higher
Euclidean action and therefore will be sub-dominant. Since the signicance of any solution
will be suppressed exponentially by their Euclidean action, even solutions with only slightly
larger action will be negligible in calculating the transition amplitude. Under the above
assumption, the Euclidean equation of motion simplies to
d2
d2
+
3

d
d
= U 0() (5.27)
which comes from the usual action of a scalar eld in at-space with potential U :
SE =
Z
dd3x
"
d
d
2
+
1
2
(r)2 + U
#
(5.28)
The boundary conditions for the scalar eld reduce to
lim
!1() = + (5.29)
d
d
j=0 = 0 (5.30)
and the action B is found by evaluating
B = SE [bounce]  SE [f ] = 22
Z 1
0
d3

1
2
02 + U()  Uf

(5.31)
While it is not possible to solve this expression in general, when the width of the wall that
separates the two vacua is small compared to the radius of the bubble, there is a very useful
approximation - the aptly named thin-wall approximation. A thin wall means that we can
write the eld as a step function
() =
8>>>>><>>>>>:
t  <  =2
w  =2 <  < + =2
f  > + =2
(5.32)
where  is the width of the wall. This signicantly simplies the action as we can now write
B = 22 3S1   1
2
2 4 (5.33)
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where  is the dierence between true and false vacua  = U(f )  U(t) and
S1 =
Z +=2
 =2
d

1
2
02 + U()

(5.34)
is the action on the wall. With all these quantities known, what is left to determine is 
which is the size of the wall which maximizes the bounce solution. Hence it can be found by
setting
@B
@
= 62 2S1   22 3 = 0 (5.35)
giving
 =
3S1

(5.36)
5.5.1 Coleman DeLuccia Instantons
Generalizing the above to gravity is an important task as it allows describing early universe
phenomena. In the weak gravity regime, which is the only regime where our description is
valid, we can compute the corrections that gravity gives to the tunnelling rate. As a rst
step, one has to choose a metric to describe the system. While the O(4) symmetric metric
was proven to give the dominant contribution to the tunneling rate in the at case, no such
theorem exists in the curved case. Nevertheless, examples show that it is reasonable to
assume that the O(4) symmetric solution - termed the Coleman-De Luccia (CdL) instanton
- is also the dominant contribution in the case with gravity. For example the Hawking-Moss
instanton is an example of a dierent solution with O(5) symmetry which can be shown to
always have lower action than the CdL solution. Once one assumes O(4) symmetry of the
solution, the problem becomes very similar to the eld theory, with the addition of an extra
(gravitational) degree of freedom. The metric is
ds2 = d2 + ()2d
23 (5.37)
and the action is simply gravity minimally coupled to a scalar eld. The equations of motion
are
_2 = 1 +
2
3

1
2
_2   U

(5.38)
+ 3
_

_ = U 0() (5.39)
and the action, upon substituting the equations of motion, takes on a very simple form
SE = 4
2
Z
d

3U   3 (5.40)
85
The boundary conditions are very similar to the no-boundary proposal of chapter 7. In order
for the solution to be regular, we require
_(0) = 1 (5.41)
_(0) = 0 (5.42)
where 0 is the initial point of the instanton and hence  = 0 there. Of course we also require
that the instanton interpolates between the two vacua.
5.6 The negative mode problem
Calculating the decay rate of metastable vacua while taking gravitational eects into account,
has risen in importance upon the discovery that we might be living in a false vacuum. Using
the Euclidean approach [100, 110, 23] for calculating the decay rate of metastable vacua to
their true value, , the Arrhenius formula is given by
 = Ae B ; (5.43)
with
B = S(cl)('b)  S(cl)('f ) ; (5.44)
where the rst term on the r.h.s. is the classical Euclidean action calculated along the bounce
solution and the second term is the value of action evaluated at the false vacuum.
φt φf φ
V(φ)
Figure 32: A typical potential in which false vacuum decay can occur. The bounce solution
interpolates between the false vacuum 'f and true vacuum 't.
The bounce solution is the lowest action O(4) symmetric solution to the Euclidean equa-
tions of motion that interpolates between false and true vacua (see Fig. 32). Expanding
around the bounce solution, gives the pre-exponential factor A as a Gaussian integral over
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the linear perturbations. Proper bounces should have exactly one eigenfunction with a neg-
ative eigenvalue in the spectrum of linear perturbations, in order to make the decay picture
coherent [111]. While this is always the case in at space-time, generalizing to curved space-
time results in some bounces getting innitely many negative modes indicating a problem.
Note that when gravity is involved, in addition to the basic bounce solution, there are oscil-
lating instantons and an innite tower of oscillating bounces [113, 124, 125], which, however,
have more than one negative modes [114, 115] making their relation to tunneling questionable.
In the following sections based on [6] we aim to clarify the question of whether the negative
mode problem is inherently related to Planck-scale physics and highlight dierences between
the Hamiltonian and Lagrangian approaches to the problem. Let us consider the theory of a
single scalar eld minimally coupled to gravity, which is dened by the following Euclidean
action
SE =
Z
d4x
p
g

  1
2
R+
1
2
r'r'+ V (')

; (5.45)
where  = 8GN is the reduced Newton's gravitational constant. The most general O(4)
invariant metric is parametrised as
ds2 = N2()d2 + 2()d
23 ; (5.46)
where N() is the lapse function, () is the scale factor and d
23 is metric of the unit
three-sphere. In proper-time gauge, N = 1; the corresponding eld equations are
'+ 3
_

_' =
@V
@'
; (5.47)
 =  
3
 
_'2 + V (')

; (5.48)
_2 = 1 +
2
3

_'2
2
  V (')

; (5.49)
where _ = d=d. The leading exponential factor in the decay rate is determined by the bounce:
A solution of these equations with appropriate boundary conditions. In order to calculate
the pre-exponential factor A in Eq. (5.43) one should consider linear perturbations about the
bounce solution. For this purpose we expand the metric and the scalar eld over an O(4)
symmetric background as follows (compare to B):
ds2 = (1 + 2A())d2 + ()2(1  2	())d
23 ; ' = '() + () ; (5.50)
where  and ' are the background eld values and A;	 and  are small perturbations. Note
that under the innitesimal shift  !  +  the gauge transformations are
	 =   _

 ;  = _' ; A = _ : (5.51)
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In what follows, we will be interested in the lowest (purely -dependent, `homogeneous')
modes and consider only scalar metric perturbations. Expanding the total action to second
order in perturbations and using the background equations of motion, we nd
S = S(0)[; '] + S(2)[A;	;] ; (5.52)
where S(0) is the action of the background solution and S(2)[A;	;] is the quadratic action.
An analysis of the equations of motion following from this quadratic action shows [116, 117]
that there are constraints in this system and only one out of three variables is physical. The
unconstrained quadratic action about Coleman - De Luccia bounces was rst derived in [116]
using the 	 = 0 gauge in the Lagrangian approach. Integrating out A and expressing the
quadratic action in terms of the remaining, physical perturbation , one gets
S
(2)
L = 2
2
Z
3d

_2
2QL
_2 +
1
2
U
2

(5.53)
with the potential being
U =
_2V 00
QL
+
2 _2V 02
3Q2L
+
 _ _'V 0
3Q2L
; (5.54)
where 0  d=d'. In particular, it was noted that a factor termed Q appears in front of the
kinetic term, which in the Lagrangian approach is the following combination of background
quantities
QL = 1  
2V (')
3
= _2   
2 _'2
6
: (5.55)
This factor becomes negative for any bounce solution close to the point _ = 0. In addition, for
some bounces it becomes negative a second time, in a regime where the last term dominates
over _. Despite its widespread use, the Lagrangian approach was criticized in [24] because of
poor gauge xing. Indeed, from the gauge transformations Eq. (5.51) it is clear that we cannot
freely transform the variable 	. In particular the transformation breaks down at any point
where _ = 0 making it impossible to impose a nonsingular gauge on 	. Unfortunately, there
are not many alternatives in the Lagrangian approach since it only involves conguration
space variables. Later, Lee and Weinberg [122] promoted  to a gauge invariant variable
 = _ +  _'	 ; (5.56)
and obtained a pulsation equation, which exactly coincides with the earlier 	 = 0 gauge xed
approach (see Appendix in [123]).
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Therefore, we will use the Hamiltonian approach in this note which is more adequate for
constrained dynamical systems. Using a Hamiltonian approach following Dirac the quadratic
action has the form [118, 123]
S
(2)
H = 
2
Z
d

  d
d

3()
QH
d
d

+ 3()U ['(); ()]

 ; (5.57)
where the potential U is expressed in terms of the bounce solution as
U ['(); ()]  V
00(')
QH
+
2 _'2
QH
+

3Q2H

6 _2 _'2 + 2V 02(')  5 _ _'V 0(')

: (5.58)
and again a factor QH  Q appears in quadratic action and this time it reads
Q = 1  
2 _'2
6
: (5.59)
Unlike the previous prefactor in Eq. (5.55), this factor is positive denite for a wide class
of bounces where one nds exactly one tunneling negative mode in the spectrum of the un-
constrained action [118, 117, 119, 123]. When Q becomes negative along the bounce, the
pulsation equation is regular and the tunneling negative mode persists, but on top of it one
gets an innite tower of negative modes that has support in the negative Q region. Further-
more, negative Q leads to catastrophic particle creation and instability of the quasiclassical
approximation [116].
5.7 Negative mode problem for a polynomial potential
5.7.1 Numerical example of negative Q far from Planck scale
One might argue that the problematic behaviour of Q only appears close or above the Planck
scale where classical General Relativity is no longer valid. Here with combined numerical
and analytic methods we can show that this is not the case and Q may be negative even far
away from the Planck scale. For deniteness we parameterize the quartic potential as
V (') = V0 +

8
('2   2)2 + 
2
('+ ) (5.60)
and plot it in Fig. 33. The evolution of the scale factor and scalar eld for the Coleman
- De Luccia bounce solution and the evolution of the corresponding Q factor is shown in
Fig. 34 and we can immediately see that even though the energy scale is signicantly below
the Planck scale, Q turns negative along the evolution. It might be argued that Q becomes
negative because the curvature becomes huge close at the maximal radius of the instanton.
However, the four-dimensional Ricci scalar R, given by
R =
6
()2
 
1  _()2   ()() (5.61)
89
-0.6 -0.4 -0.2 0.2 0.4 0.6φ1.×10
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6.×10-22V(φ)
Figure 33: A plot of the potential Eq.(5.60) for the parameter values V0 = 10
 22,  = 10 19,
 = 10 30, and  = 0:4. For these parameters we have V ('top) ve orders of magnitude
below the Planck scale. The minima for this potential are almost degenerate, a fact, which
is reected in the small value for , but there still is a true and a false vacuum.
is suppressed by a factor of 1
2
, where the scale factor  typically is large in the negative
Q regime. Hence, the curvature is expected to be small as well which is demonstrated for
the example above in Fig. 35. In general the intuitive reasoning of ' rolling in the inverted
potential gives a good guideline for how to nd solutions with negative Q at an arbitrary
scale. In particular, taking V ('top) much bigger than V (') where ' are the two deSitter
vacua of the potential will give a fast rolling eld with a large bubble radius which are the
exact conditions for negative Q. In the next section we make this argument more precise.
4×1010 3×1011 η-0.5
0.5
1
1.5
4×1010 3×1011 η
-1
-0.5
0.5
1
Q(η)
Figure 34: Left: The evolution of the scale factor ()=1011 in blue and scalar eld '() in
orange as a function of Euclidean time  which ranges from 0 to approximately 3:6  1011
in this example. Right: The evolution of Q for this instanton clearly demonstrating that it
becomes negative along the bounce solution.
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Figure 35: The four dimensional Ricci scalar for the instanton solution in Fig. 34
.
5.7.2 Negative Q in the thin wall approximation
We are interested in a formula for Q that depends only on the parameters of the potential.
Critically we note that the smallest value of Q (see Eq. (5.59)) is obtained when 2 _'2 is
maximized which, in the thin wall limit approximately happens when both  and _' are
extremized. Thus, starting with , the general formula for the bubble size [126] is
2 =
20
1 + 2(20=2
)2 + (0=2)4
; (5.62)
where  is the separation between the true and false vacuum  = Vf   Vt, 0 is the critical
bubble size without gravity and
2 =
3
(Vf + Vt)
=
3
(2Vf   ) ;
2 =
3
(Vf   Vt) : (5.63)
This provides a generalization of Coleman - De Luccia's earlier result which can be recovered
by setting 2=2 = 1 corresponding to Vf = 0 or Vt = 0 respectively. Using denitions
Eq. (5.63), expression for bubble size Eq. (5.62) can be written as follows
2 =
20
20Vf
3 +

1  2012
2 : (5.64)
This expression shows that in contrast to at space-time, where bubble size grows indenitely
when ! 0, in dS-dS transition it reaches maximum size and starts to decrease again. Hence
this expression simplies dramatically by taking a particular value for , namely
 =
12
20
=
3
4
2 ; (5.65)
where  is the bubble tension in the absence of gravity. Due to this choice the bubble size
now takes on a particularly simple form
2 =
3
Vf
: (5.66)
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So far all the calculations were independent of the particular form of the potential. One can
go one step further and obtain a concrete value for  based on the parameters of the potential
by choosing
V () =
c2
8
('2   2)2 + 
2
('+ ) ; (5.67)
where c2 > 0;  > 0 and   0, such that the wall tension  can be solved for analytically, in
the thin wall approximation
 =
Z 'f
't
[2 (Vs(')  Vs('t))]1=2 d' = 2
3
c3 ; (5.68)
where Vs =

8 ('
2 2)2 is the symmetric part of the potential and for this potential we have
't;f = . This implies that the critical value for  is
 =
1
3
c26 : (5.69)
Returning to the denition of Q and making use of the Friedman equation
_2 = 1 +

3
2

1
2
_'2   V (')

(5.70)
we obtain
Q = 2  _2   
3
2V (') (5.71)
and consequently, if we restrict  to be of the special form of Eq. (5.69), we have
Qc = 2  _2   V (')
Vf
! Qc  2  V (')
Vf
: (5.72)
Hence if we can nd a  such that this quantity is negative, we can be sure that Q will be
negative somewhere. As a rst guess we can take for example c = 0. Numerically we will
see that this assumption leaves us very close to the extremal value for Qc. Writing this in
terms of the parameter of the potential given in Eq. (5.67), we obtain:
Qc  2  V (')
Vf
 2  V (0)
Vf
(5.73)
= 2  1
Vf

c2
8
4 +

2

(5.74)
 3
2
  c
2
8
4

(5.75)
=
3
2

1  1
42

(5.76)
where in the last approximation we took 't   which implies Vf   and we have plugged in
the critical value for epsilon in the second last line. All this implies that for 2 < 14 we expect
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that Q is negative at some point. This conrms our intuition that for steeper potentials we
expect Q to be more negative since the scalar eld will roll faster in such a potential. Indeed,
this choice of  illustrates this beautifully since it eliminates the dependence on the height of
the potential. Thus we can nd transitions that have the problematic negative pre-factor for
the kinetic term of the perturbations at any scale.
5.7.3 Existence of Coleman - De Luccia solutions
It is known [127], [113] that for the existence of Coleman - De Luccia bounce solution in a
given potential V (') following condition should be satised
jV 00('top)j > 4H2('top) ; (5.77)
where V 00(') = d
2V (')
d'2
and H2(') = V (')3 . For the quartic potential dened in Eq. (5.67)
we approximate 'top = 0 and consequently must satisfy
c22
2
>
2
3


c24
4
+ 

(5.78)
Choosing  = 13c
26, as above, we nd that in order for Coleman - De Luccia instantons to
exist we must have
2 <
3
8
(
p
17  1)  9
8
(5.79)
Hence for 0 < 2 < 14 , Coleman - De Luccia solutions exist but are pathological as Q
is negative for some part of the instanton. For 14 < 
2 < 98 , the Coleman - De Luccia
instantons exist and are perfectly well behaved while for 2 > 98 no Coleman - De Luccia
solutions exist.
5.7.4 Comparison with numerics
In deriving the analytic bounds for  we took several approximations. Therefore it is useful to
compare the approximate analytics to the full, numerical solutions. Here we choose  = c = 1
for simplicity and without loss of generality and compare the two methods for various values
of . Note that since  scales like 6, the thin wall approximation is satised very rapidly as
 decreases from 1. Four sample geometries are shown in Fig. 36 while their corresponding
Q values are plotted in Fig. 37. In table 5.7.4 we compare the analytics with the numerics,
indicating that our approximation yields excellent results. In particular, the approximation
of taking 'c = 0 is a very good one while the largest uncertainty comes from neglecting the
derivative of . From Fig. (37) is also apparent that the Hamiltonian kinetic pre-factor Q
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and its Lagrangian counterpart QL behave in a very similar fashion when  is large but may
dier qualitatively in other situations. In particular since QL always develops a negative
region, the dierence between the two grows as  shrinks.
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Figure 36: Plotted here is the evolution of four instantons in the potential given by equation
(5.67) but for four dierent values of . The orange, red, green, and blue curves correspond
to  = 3=5; 1=2; 2=5; and 3=10 respectively. Left: The evolution of the scale factor in terms
of Euclidean time . Right: The evolution of the scalar eld.
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Figure 37: Left: The kinetic pre-factor Q for the bounces shown above. Right: Comparison
of Q in blue and QL in dashed orange. At the top  = 3=10 while at the bottom  = 3=5.
These results are still of order one in  which corresponds to a eld excursion for  of order
one also which might be considered problematic. On the other hand, the approximations we
are using work better for ever smaller values , hence even though it is numerically very
hard to nd Coleman - De Luccia instantons for these values, we can nevertheless rely on the
analytical tools developed to analyze these solutions.
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 = 3=5  = 1=2  = 2=5  = 3=10
Numerics Analytics Numerics Analytics Numerics Analytics Numerics Analytics
0c -0.4901 0 -0.4939 0 -0.4982 0 -0.4976 0
c 0.0108 0 0.0037 0 -0.0001 0 0.0002 0
c 13.266 14.001 23.250 24.132 45.927 47.036 109.852 111.323
m 13.898 14.001 24.019 24.132 46.916 47.036 111.199 111.323
Qmin 0.3457  0.4583 -0.1242  0 -0.9768  -0.8437 -2.8087  -2.6667
Table 3: Comparison of various quantities in the analytic expression with the numerics.
The ones with subscript c refer to the the values where Q takes the minimum. m is the
maximum/critical bubble radius and Qmin is the minimum value for Q.
5.8 Negative mode problem for Higgs-like potentials
Taking into account the current experimental bounds of the standard model parameters, the
instability scale of the Higgs potential, () = 0, depends sensitively on the top Quark and
Higgs masses. The bounds at 1 currently are [128]
1:16  109 GeV <  < 2:37  1011 GeV : (5.80)
such that the top of the potential barrier lies at about
'top = 4:64  1010 GeV ; (5.81)
and the barrier height is
Vtop = 3:46  1038 GeV4 = (4:31  109 GeV)4 : (5.82)
In Planck units MPl = 1=
p
8G  2:435  1018 GeV = 1, these numbers are:
4:76  10 10 <  < 9:73  10 8 ; 'top = 1:91  10 8 ; Vtop = 9:84  10 36 : (5.83)
At high energies the Higgs potential can be modelled as [129]
VH = V0 +
H(')
4
'4 ; (5.84)
H = q

(ln')4   (ln)4 ; (5.85)
where q is a dimension-less tting parameter and V0 is the cosmological constant. An sample
potential for specic values of q and  is given in Fig. (38). We can further mimic the Higgs
potential by choosing V0 << Vtop and
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1.  = 10 9; q = 10 2 for the lower bound value of instability scale or
2.  = 10 7; q = 10 9 for the upper bound value of the instability scale, Eq. (5.83).
0.5 1.0 1.5
φ
-8×10-9
4×10-9V(φ)
Figure 38: An example of the Higgs-like potential described in Eq. (5.84) for q = 10 7 and
 = 0:57. The bounce solution is marked in red and does not develop a problematic, negative
Q, region.
Numerically, we found that for  <  Q is positive everywhere while for  > , Q develops a
region with Q < 0. Choosing parameters q = 10 7 and V0 = 10 12 we found 0:57 <  < 0:6,
see Figure 39. Therefore for a realistic Higgs like potential, the negative mode problem shows
up only at the Planck values of the instability scale.
5.9 Discussion
Using the Hamiltonian approach to false vacuum decay [118, 119], we have shown that
for generic polynomial potentials the negative mode problem is not related to Planck scale
physics. At the same time we demonstrated that for a Higgs - like potential, a region with
Q < 0 does not develop for realistic values of the potential's parameters. Instead, the problem
only shows up if we assume the Higgs instability scale to be close to the Planck mass.
In the present analysis we used the Hamiltonian reduction scheme, which is based on
Dirac's approach to constrained dynamical systems. Within this method, both, gauge xed
[118] and gauge invariant [119] approaches, are not problematic and give the same answer.
Hence we think this reduction gives a more adequate description of the physical situation
than the Lagrangian approach. Note that there is a similar controversy in the counting of the
number of negative modes [130], [131] of axionic Euclidean wormholes [132, 133]. Recently it
was advocated that the Hamiltonian approach discussed here, also gives the correct answer in
the wormhole case [134]. On the other hand why Lagrangian and Hamiltonian reductions give
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Figure 39: Here we show the values of the scalar eld ', scale factor  and the function
Q for the Higgs like potential Eq. (5.84). The top gure shows the Coleman - De Luccia
instanton for  = 0:57 while the bottom one has  = 0:6. The images on the left are zoomed
in versions of the full instantons shown on the right. MPl = 1 units are used where we zoomed
in on the part of the instanton where the scalar eld tunnels and the problematic behaviour
of Q might occur.
a dierent kinetic pre-factor Q for bounces in false vacuum decay and its physical relevance
is still an open, puzzling question.
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6 Quantum Cosmology
Quantum cosmology is the application of the principles of quantum mechanics to the universe
as a whole. Although it might not seem fruitful to apply a theory describing the smallest
objects to the largest object we know, quantum theory makes a strong argument for doing
so. The reason is that most quantum systems are coupled to its environment which is again
coupled to its environment and so forth until we reach the largest possible scales: The entire
universe - the only closed quantum system. The universe then is fundamentally quantum but
appears classical in most of its stages; a process known as decoherence. The most interesting
periods are, of course, where decoherence has not yet happened and the quantum nature of
the universe becomes apparent. Probing it is the goal of quantum cosmology which we will
introduce following [19, 135] in the following sections.
6.1 The Hamiltonian Formulation of General Relativity
In order to commence with a general formalism for quantum cosmology we rst have to
turn our attention to the Hamiltonian formalism of General Relativity [74]. One considers
an embedding of a three-surface with three-metric hij in a four-manifold with four-metric
g . In Arnowitt-Deser-Misner (ADM) variables this embedding leads to a (3+1) split of the
four-metric
ds2 =  (N2  NiN i)dt2 + 2Nidxidt+ hijdxidxj (6.1)
where N is a scalar called the lapse and the three-vector Ni is called the shift vector. Both of
these quantities are general functions of all coordinates. They describe how the coordinates
on one three surface are related to the ones on an adjacent three-surface and are therefore
arbitrary or pure gauge. Writing the standard Einstein-Hilbert action (2.4) in terms of the
ADM variables, we obtain
SEH =
1
2
Z
d3xdtLADM (6.2)
with
LADM = N
p
h
h
KijK
ij  K2 + (3)R  2
i
(6.3)
where in the extrinsic curvature in these variables reads
Kij =
1
2N
h
_hij  DIhj  Djhi
i
(6.4)
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Here we chosen to denote the time derivative with an over-dot _x = @x@t and D denotes the
three-dimension covariant derivative on the hyper-surface. Now we are in a position to directly
write down the Hamiltonian form of the action
SEH =
Z
d3xdt
h
_hij
ij  NH N iHi
i
(6.5)
where the ij is the conjugate momentum to hij dened via
ij =
@LADM
@ _hij
(6.6)
It is important to note that the momenta conjugate to the lapse and shift are identically zero
 =
@LADM
@ _N
= 0 i =
@LADM
@ _N i
= 0 (6.7)
implying that they act as Lagrange multipliers in the action, which is another way of saying
that N and N i are pure gauge variables. H and Hi are the constraints of the system. We
have the momentum constraint
Hi =  2Djji = 0 (6.8)
and the Hamiltonian constraint
H = 2Gijklijkl   1
2
p
h

(3)R  2

= 0 (6.9)
where the DeWitt metric Gijkl is given by
Gijkl =
1
2
p
h
(hikhjl + hilhjk   hijhkl) (6.10)
The constraints are equivalent to the time-time and time-space components of the classical
Einstein equations and play a crucial role in the quantization of the system. The space of
all three-metrics on a three-surface forms superspace (which is unrelated to supersymmetry's
superspace) and comes equipped with the DeWitt metric as its natural metric. It is innite
dimensional since we have a nite number of coordinates hij at an innite number of points
in the three-space. This is why people often employ the so-called minisuperspace approach,
restricting to certain metrics that make the system nite dimensional and thus more tractable.
6.2 Quantization
Quantizing by Dirac's method [136], the wave function of the universe 	, is taken to be a
functional of the three-metric hij and the matter conguration on superspace. Note that
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the wave function does not depend on the coordinate t, simply because GR is an example
of a parametrized theory and time is already contained in the other dynamical variables of
the system. Wave functions live in a Hilbert space on which quantum operators such as
position and momentum space operators act. The observables of the theory are represented
by Hermitian operators. According to Dirac's quantization procedure the wave function has
to be annihilated by the quantum analogue of the classical constraints. In other words,
assuming the usual substitution for the momenta
ij !  i 
~ij
(6.11)
one obtains the momentum constraint originating from the fact that the shift is a Lagrange
multiplier
Hi	 = 2iDj 	
~ij
= 0 (6.12)
and the so-called Wheeler-DeWitt equation which comes from the lapse
H	 =

 Gijkl 
~ij

~kl
 
p
h((3)R  2)

	 = 0 (6.13)
In this discussion, and all subsequent ones in this thesis, we will ignore issues that arise due to
operator orderings in the Wheeler-DeWitt equation. Notice that the momentum constraint is
simply a quantum mechanical expression of the theory's invariance under three-dimensional
dieomorphisms [137]. That means that the wave function 	 is the same under a change of
coordinates on the three surface hij .
6.3 Minisuperspace
As we have touched on before, the fact that superspace is innite dimensional makes it very
hard to work with. In practice, therefore, all but a nite number of degrees of freedom are
frozen out by choosing a specic, restrictive metric ansatz. Most commonly this is achieved by
restricting the elds to be homogeneous, however, any model with a nite number of degrees
of freedom may be called a minisuperspace model. Fortunately, this simplication seems
to be a reasonable one. After all, the universe is homogeneous and isotropic on its largest
scales. Conceptually, however, the minisuperspace simplication is dubious: the uncertainty
principle clearly does not allow setting most elds and their conjugate momenta to zero
simultaneously. Furthermore, there currently does not exist a systematic approximation
scheme which represents the full theory increasingly better. Nevertheless, minisuperspace
models allow the study of certain features of the full theory and most work in quantum
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cosmology has been done in this setting.
Restricting to any of the cosmological models presented in table 3.5.2 with s  3 and the
Lemaitre-Tolman-Bondi family, reduce the theory from super- to minisuperspace. Upon
substituting a metric ansatz into the general form of the metric, one obtains
S[hij ; N;N
i] = S[q(t); N(t)] =
Z 1
0
dtN

1
N2
f(q) _q
 _q   U(q)

(6.14)
where f is a reduced version of the DeWitt metric and the degrees of freedom are encoded
in the variable q. The integration over t is from 0 to 1 which can be achieved by rescaling the
lapse N and U(q) depends on the details of the metric ansatz. We now study the quantization
of minisuperspace.
6.3.1 Canonical Quantization
The most important feature of the action (6.14) is that it is of the form of a relativistic point
particle moving in n dimensional, curved space-time under the inuence of the potential U(q).
After varying with respect to the variables q and N we obtain the eld equations
1
N
d
dt

_q
N

+
1
N2
  _q
 _q + f
@U
@q
= 0 (6.15)
1
2N2
f _q
 _q + U(q) = 0 (6.16)
These should be equivalent to the Einstein equations. Unfortunately, this is not guaranteed -
instead one has to check in every case separately. In models that are equivalent, the canonical
Hamiltonian is given by
Hc = p _q
   L = N

1
2
fp
p + U(q)

= NH (6.17)
where, just like in the general case, we dened the canonical momenta
p =
@L
@ _q
(6.18)
Finally the Hamiltonian form of the action is given by
S =
Z 1
0
dt [p _q
  NH] (6.19)
which unsurprisingly indicates that N is simply a Lagrange multiplier, enforcing the Hamilto-
nian constraint H = 0. The wave function is then found by demanding that it is annihilated
by H. This gives rise to the minisuperspace Wheeler-DeWitt equation.
H	 = 0!

 1
2
r2   1
8
n  2
n  1Kf + U(q)

	 = 0 (6.20)
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where Kf and r2 are the curvature and Laplacian of the minisuperspace metric respectively.
Note that this, minisuperspace, form of the WDW equation does not have operator ordering
issues since the order is resolved by demanding that it is covariant in minisuperspace.
6.3.2 Path Integral Quantization
An equivalent but very useful way of quantizing the system is via the path integral; a for-
malism we have already discussed in the context of quantum mechanics. Unlike quantum
mechanics, however, we rst need to x the remaining redundancy in the description of the
system. It can be shown that all the remaining gauge symmetry of minisuperspace is xed
by imposing the condition
_N   (p; q; N) = 0 (6.21)
where  is an arbitrary function. The path integral representing the wave function is then
given by
	 =
Z
DpDq
DNGe
iS[p;q;N ] (6.22)
where S[p; q;N ] is the Hamiltonian form of the action (6.19) and G is the so-called Faddeev-
Popov measure guaranteeing that the path integral does not depend on any particular gauge
choice. Heuristically, we integrate over all paths (q(t),p(t),N(t)) that satisfy the boundary
conditions q(0) = q0 and q
(1) = q1 . In practice the only realistic gauge choice is
_N = 0
for which G = constant. Then the functional integral over the lapse reduced to an ordinary
one
	 =
Z
dN
Z
DpDq
eiS[p;q;N ] (6.23)
Often, in order to evaluate the integral, one rotates to Euclidean time in analogy with Quan-
tum Field Theory in which case it is customary to write
	 =
Z
dN
Z
Dqe I[q;N ] (6.24)
where I is the Euclidean action and the momenta have already been integrated out11
6.4 Boundary Conditions
There is an old, simple idea illustrating the problem of initial conditions: take any state that
the universe might be in and evolve it back in time to some primordial epoch { you will
11There are problems with dening the path integral in this way that only appear when gravity is included.
We take a closer look at these problems and their possible resolution in chapter 8.
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obtain a possible set of \initial" conditions for the universe. Considering that our current
universe is in many ways special (and certainly non \generic"), this argument makes it very
clear that we will need a theory of initial conditions if we are to understand the history of
the universe. In a sense the task is to pick out just one wave function from the all the ones
which are allowed by the dynamics (i.e the WDW equation). Initially, the hope was that
mathematical consistency would single out just one solution. Unfortunately, this seems to
not be true and in lieu proposals for the initial conditions were developed. The most famous
ones are the no-boundary proposal of Hartle and Hawking [138, 69, 139, 140], and the closely
related tunnelling prescription of Vilenkin [21, 29, 141, 142] which we will focus on for the
remainder of the thesis. The no-boundary proposal is most easily expressed in terms of the
Euclidean path integral formulation of quantum cosmology. The idea is to restrict the class
of manifolds being summed over to ones that only have a single boundary at the nal surface.
In practice, the simplest way of describing the no-boundary proposal as well as the tunnelling
prescription is by considering a Euclidean, closed FLRW metric non-minimally coupled to
a scalar eld. In that case, the equations of motion reduce to the ones presented in eqs.
(3.48) - (3.52) with the anisotropies set to zero and crucially N = i. In the saddle point
approximation to the path integral, the integral is approximated by a sum of the integrand's
saddle points
	(b; ) 
X
e SE(b;) (6.25)
where b and  are the values of the scale factor a and scalar eld  on the nal three-surface.
SE is the Euclidean action of a, typically complex, instanton solution for a and  which
satisfy the no boundary conditions
 a(0) = 0 and the solution does not have a singularity there. This condition is the one
that required a Euclidean solution and closed spatial slices in the rst place. It also
implies that at t = 0 we must have a0(0) = 1 and 0(0) = 0.
 At some point f in the complex  plane, (a; ) = (b; ). The solution then needs to
interpolate between  = 0 and  = f . Note that f can also be rescaled to 1 in which
case, the lapse is no longer set to N = i but generally becomes complex.
Notably the no-boundary proposal can smoothly lead to both inationary and ekpyrotic
cosmologies [143] and predict a classical universe as we observe it today.
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6.5 Classicality
What does it mean for the universe to be classical in quantum cosmology? Let us choose a
semi-classical ansatz for the wavefunction
	 = e( A+i ~S)=~ (6.26)
with A(q) and ~S(q) real functions. Plugging this ansatz into the WdW equation and
expanding in powers of ~ gives to leading order:
 1
2
G
 
  @A
@q
+ i
@ ~S
@q
! 
  @A
@q
+ i
@ ~S
@q
!
+ U = 0 (6.27)
Thus if
@ ~S
@q
 @A
@q
; (6.28)
i.e. if the phase of the wavefunction varies much faster than its amplitude for all degrees
of freedom, we obtain the Lorentzian Hamilton-Jacobi equation (which species the classical
dynamics)
1
2
G
@ ~S
@q
@ ~S
@q
+ U = 0 ; (6.29)
as long as we identify ~S with the classical action. With this identication, we also obtain the
classical relation between the momenta and the action,
pA =
@ ~S
@q
; (6.30)
and the behaviour of the wavefunction can be said to be classical since it is strongly peaked
around classical solutions to the equations of motion. A possible probabilistic interpretation
of the wavefunction has been described by Vilenkin [144] and relies on the conserved Klein-
Gordon current
JB =   i
2
(	rB	 	rB	) : (6.31)
Evaluating this current for the semi-classical form of the wavefunction yields JB = e
 2ArB ~S
and consequently
rB

e 2ArB ~S

= 0 : (6.32)
Vilenkin's prescription then is to specify a spacelike hypersurface in eld space, and dene
approximately conserved relative probabilities e 2A nBrB ~S where nB is the unit normal to
the surface.
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7 Quantum Singularity Resolution
In a universe that is fundamentally quantum mechanical, classical cosmological evolution
may not be predicted by the universe's quantum state for all times and in all regions of the
conguration space on which the wave function 	 is dened. Instead one expects histories
of the universe to behave classically in limited patches only. Regions of our universe where
classical evolution likely breaks down include the high curvature realm of the early universe
and the interior of black holes.
Classical evolution emerges when the quantum probabilities are high for histories with
deterministic correlations in time. These quantum probabilities are given by the quantum
state and cannot be reliably diagnosed from the classical equations of motion for cosmology
any more than this can be done for any other quantum system. This means in particular
that classical evolution can break down without the breakdown of the classical equations of
motion. An example of this is the universe's evolution near the de Sitter like throat in the
inationary histories in the no-boundary wave function [145].
Histories of the universe do not simply end when they cease to behave classically. Rather
classical evolution is replaced by quantum evolution. In this chapter we apply the framework
of minisuperspace quantum cosmology to study what happens when classical cosmological
evolution breaks down in the early universe, in the context of four dimensional Einstein
gravity coupled to a scalar eld.
In particular, we will explore two approaches to resolving the initial, cosmological, singu-
larity: The rst is an extension of the no-boundary proposal and the closely related tunnelling
prescription to anisotropic (Bianchi IX) models of the universe, in the context of an ina-
tionary model following [5] closely.
In the second approach we nd saddle point solutions of the Lorentzian path integral for
this model that describe transitions connecting two patches where the universe behaves clas-
sically, according to Einsteins equations. In that sense quantum mechanics aids in resolving
the cosmological singularity. This part follows [4].
7.1 The Anisotropic Minisuperspace Model
In the following sections we will extend the no-boundary proposal of Hartle and Hawking
[138, 69, 139, 140], and the closely related tunnelling prescription of Vilenkin [21, 29, 141, 142]
to include anisotropies. Our focus is on the saddle point geometries that approximate the
path integral, and on the classicality of the wavefunction - these are issues that apply equally
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to both proposals. The inclusion of anisotropies is of interest because it provides the rst
step in going beyond the often-employed restriction to spatially homogeneous and isotropic
minisuperspace models. In that sense these models are already a good deal more realistic
than the isotropic ones. Also, it is known that in the approach of a cosmological singularity,
the spacetime metric can locally be described to better and better accuracy by precisely a
Bianchi IX metric [51]. Thus we may reasonably hope that the Bianchi IX models studied
here capture certain salient features of a full superspace analysis.
Anisotropic models have been studied repeatedly in quantum cosmology, starting from
the more qualitative works of Hawking and Luttrell [146], and Moss and Wright [147]. Var-
ious approximate solutions to the Wheeler-DeWitt equation were given by Del Campo and
Vilenkin [148], by Amsterdamski [149] and by Duncan and Jensen [150]. These works pro-
vided valuable rst insights into the existence and properties of anisotropic instantons. More
recently, Fujio and Futamase instigated a more systematic numerical study, in which they
found an obstruction to constructing instantons with large anisotropies [151].
Here we wish to extend these studies. We will show that Bianchi IX instantons sat-
isfying the no-boundary regularity conditions may actually be constructed with arbitrary
anisotropies. A non-trivial feature is however that care must be taken in choosing a contour
of integration in the complex time plane, as for increasing anisotropies singularities start to
appear, and the standard contour (originally employed by Hawking since the earliest works
[138]) becomes inappropriate. The visual methods developed in [143, 152, 3] are well suited
to reveal this feature, and readily suggest better contours.
Even though we do not nd any limit to how large the anisotropies can be at a given
instant, all classical histories implied by the instantons undergo inationary dynamics, just
as is the case for isotropic models [140], and thus the anisotropies are quickly diluted away.
Nevertheless, we nd an interesting eect induced by the anisotropies: they cause the wave-
function of the universe to become classical, in a WKB sense, more slowly than in the isotropic
case. More specically, isotropic inationary universes satisfy the WKB conditions (that the
amplitude of the wavefunction should vary slowly compared to the phase) approximately in
inverse proportion to the amount of volume created, while anisotropic universes do so only
in inverse proportion to the linear size of the universe. We show this result numerically, and
prove it analytically for constant equation of state.
We will consider the scalar eld potential to be of exponential form,
V () = V0e
c; (7.1)
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Figure 40: The scalar eld potential V () = ec. For our numerical examples, we chose
c = 1=3 and correspondingly  = 1=18:
as shown in Fig. 40 and with c taken to be a positive constant. We will set V0 = 1; which
can be achieved by shifting the origin of : The reason for choosing an exponential is that
for such potentials the slow-roll parameter  = c2=2 is constant (though it need not be small
{ only the condition  < 1 is required for ination to take place). Furthermore, with this
potential, the theory has a classical scaling/shift symmetry. Indeed, if one performs the
following transformations, with  constant,
  +  ; g  e cg ; (7.2)
one nds that the action changes only by an overall constant
S = e c
Z
d4x
p g
 R
2
  1
2
g@ @   ec

: (7.3)
This symmetry of the equations of motion is of great value in obtaining analytic approxima-
tions.
7.2 The Anisotropic No-Boundary Proposal
7.2.1 No-Boundary Conditions
The WdW equation admits many solutions. In order to know which one to pick, we need a
theory of initial conditions. First recall that the path integral construction of the wavefunc-
tion,
	(b; ; b+; b ) =
Z
C
DNDaDD+D  e
i
~
R
dt[pA _qA NH] ; (7.4)
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is equivalent to canonical quantisation, in the sense that the wavefunction thus constructed
automatically solves the WdW equation (see e.g. [153]). Here the arguments of the wave-
function correspond to the specied eld values on the nal hypersurface. If we denote the
time coordinate at the nal hypersurface by f ; then the arguments are
a(f ) = b; (f ) = ; +(f ) = b+;  (f ) = b  : (7.5)
In the denition (7.4) the no-boundary proposal then restricts the class C of metrics over which
the path integral is performed to be the class of compact, regular metrics admitting regular
eld congurations and having no boundary other than the nal boundary just described.
This restriction selects particular solutions of the WdW equation { this is the sense in which
the no-boundary proposal is indeed a theory of initial conditions. Below we will evaluate the
path integral in the saddle point approximation, i.e. we will look for nite action solutions
of the classical equations of motion satisfying the required boundary conditions. As is well
known [154], with the \no-boundary" boundary conditions, these solutions must in fact be
complex, although of course at the nal boundary all eld vales in (7.5) are required to
be real. Given one saddle point, one can obtain others rather trivially, by taking either
the complex conjugate or the time reverse (or both) of a particular saddle point geometry.
Hartle and Hawking then have a proposal as to which of these saddle points should be
retained [138, 69, 139, 140]. A second well-known theory of initial conditions is Vilenkin's
tunnelling proposal. In that theory, the universe is also envisaged to tunnel from \nothing",
and the regular tunnelling geometries satisfy the same no-boundary regularity condition. The
dierence with the approach of Hartle and Hawking is that the tunnelling boundary conditions
select a dierent saddle point to be retained [21, 29, 141, 142]. Since the various saddle points
in question can be trivially obtained from one another, we will not dwell on distinguishing the
two proposals below - our focus is on obtaining and characterising the saddle point geometries
in the rst place, and on the classicality properties of the wavefunction, which are issues that
apply equally to both theories of initial conditions.
The no-boundary condition demands regularity at the so-called South Pole of the solution
(i.e. where the volume of the universe is zero). In our case this corresponds to a = 0; which
we can set to be at t = 0. From the Friedman equation it is clear that at the South Pole
_a2 =
N2
3
U(+;  ) (7.6)
must be satised. For small anisotropies, Eq. (3.47) implies that U < 0; and thus we see that
the Friedman constraint forces us to complexify the elds (we will shortly see that in fact we
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need to take U(+(t = 0);  (t = 0)) = U(0; 0) =  3). The  equation (3.52) enforces
_ = 0 : (7.7)
The  equations (3.50),(3.51) give U;+ = U;  = 0 which correspond respectively to
2e2+   e + 
p
3    e ++
p
3  + 2e 4+   e2+ 2
p
3    e2++2
p
3  = 0 ; (7.8)
 e + 
p
3  + e ++
p
3    e2+ 2
p
3  + e2++2
p
3  = 0 : (7.9)
These equations allow six complex solutions given by
(e+ ; e
p
3 ) =
n
(1; 1); ( 1; 1); ( ( 1)1=3; 1); (( 1)1=3; 1); (( 1)2=3; 1); ( ( 1)2=3; 1)
o
:
(7.10)
It is instructive to analyse the form of the metric near the South Pole for these values.
Inserting the values of the rst two solutions yields
ds2SP   N2dt2 + a2
 
21 + 
2
2 + 
2
3

: (7.11)
Solutions 3 and 4 give
ds2SP   N2dt2  
 
1
2
+ i
p
3
2
!
a2
 
21 + 
2
2 + 
2
3

; (7.12)
while the last pair of solutions give
ds2SP   N2dt2 +
 
 1
2
+ i
p
3
2
!
a2
 
21 + 
2
2 + 
2
3

: (7.13)
Since we are allowing for complex scale factors a when searching for instanton solutions, all
these cases are in fact equivalent, and we may simply use (7.11).
Even though we dened the path integral in real/Lorentzian time, we just saw that the
boundary conditions force us to consider complex solutions as saddle points of the action.
This means that from here on we should consider the time variable to be complex. To make
contact with the existing literature on no-boundary instantons, we will take our complexied
time variable to be given by ; such that Im() = t: Thus one may think of the real part of 
as denoting the Euclidean time direction, and the imaginary part as real time. The regularity
of the eld equations near the South Pole then translates into the following series expansions
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up to O(5)
a =    1
18
V0e
cSP 3 +
1
8640
(( 216(00SP+)2   216(00SP )2 + (8  27c2)V 20 e2cSP )5 +   
(7.14)
 = SP +
c
8
V0e
cSP 2 +
c(2 + 3c2)
576
V 20 e
2cSP 4 +    (7.15)
+ =
1
2
00SP+
2 +
1
144
(45(00SP )
2 + 00SP+( 4500SP  + 7V0ecSP ))4 +    (7.16)
  =
1
2
00SP 
2 +
1
144
00SP (90
00
SP+ + 7V0e
cSP )4 +    (7.17)
These series expansions are needed to form a well-dened numerical problem. We can see
that the instantons are characterised by the three complex numbers
SP ; 
00
SP+; 
00
SP  ; (7.18)
representing the scalar eld value, and the values of the second derivatives of the anisotropy
functions, at the South Pole. The no-boundary condition forces the anisotropy functions and
their rst derivatives to be zero at the no-boundary point, but allow for a non-trivial second
derivative. In this way anisotropies can develop.
7.2.2 Classicality
In section 6.5 we have already specied what classicality means in the general context of
quantum cosmology. Now we investigate what these conditions reduce to in the context of
the Bianchi IX metric since we are interested in how the classicality conditions behave when
anisotropies are introduced.
S = 62
Z
dtN

1
2
GAB

1
N
dqA
dt

1
N
dqB
dt

  U(qA)

(7.19)
with qA = (a; ; +;  ) and
GAB = diag

 2a; 1
3
a3;
1
2
a3;
1
2
a3

: (7.20)
Then the associated Hamiltonian is given by
H = 1
2
GABpApB + U ; (7.21)
with the canonical momenta pa =  2a _a, p = 13a3 _, p+ = 12a3 _+, p  = 12a3 _ , and where
the total eective potential is given by
U(qA) = aU(+;  ) + a3V (): (7.22)
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In the end, we then require that
@ ~S
@qA
 @A
@qA
; (7.23)
holds for any A i.e. for all variables qA = (a; ; +;  ).
7.2.3 Existence and Basic Features of Anisotropic Instantons
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Figure 41: An example of an anisotropic instanton, optimised to reach the real values
b = 10000;  =  2; b+ = 1; b  = 1 on the nal boundary. These values are reached at
f = 2:32705 + 17:9932 i, with the South Pole values SP = 0:942081   0:554398 i; 00SP+ =
 0:926417+0:173177 i; 00SP  =  0:00373004+0:000697265 i: We have drawn an example of a
\good" contour of integration in magenta, which avoids the singularities and their associated
branch cuts visible in the lower right part of the gures. For a detailed description of the
gure, see the main text.
We can now look for solutions satisfying the no-boundary conditions (7.14) - (7.17) while
approaching the desired real values of b; ; b+; b  on the nal hypersurface at some f : In
order to nd such solutions we have the freedom of adjusting the contour and the South Pole
values (7.18). We nd these values by implementing a numerical Newtonian optimisation
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Figure 42: The evolution of the elds a; ; +;   along the contour shown in magenta in
Fig. 41. The contour has been parameterised with a monotonically increasing parameter ;
and the dashed lines indicate the locations where the contour changes direction. Note that the
elds approach real values on the nal, vertical part of the contour. The inationary attractor
ensures that this is possible simultaneously for all elds. Also note that the anisotropy
functions  start out at zero, as they must to satisfy the no-boundary conditions, then grow
to complex values and and eventually settle at the desired real values.
algorithm. An example of an anisotropic instanton, optimised to reach the values (b =
10000;  =  2; b+ = 1; b  = 1) on the nal boundary is shown in Fig. 41. What we show
in the gure are relief plots of the imaginary parts of the functions a(); (); () over the
complex time plane  with  = 0 corresponding to the South Pole where the no-boundary
conditions are implemented. More precisely, we are plotting the logarithm of the absolute
value of the imaginary part of these functions, such that small imaginary part corresponds
to very negative values and thus very dark points. The dark lines thus represent the locus
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where the elds are essentially real. These plots are obtained by solving the equations of
motion, starting from the South Pole, going upwards along the imaginary  axis to a xed
height rst, and then branching out horizontally to a dense series of points on a horizontal
line. Then this procedure is repeated for a slightly higher horizontal line, until a dense grid
of points is obtained, covering the desired region of the complex time plane.
Our procedure thus implicitly entails a choice of contour along which the equations of
motion are solved. This contour is dierent from the type of contour usually employed for
no-boundary instantons, see Fig. 43. The usual contour runs out horizontally along the real
 axis (along which the solution is approximately that of a Euclidean sphere) and then up,
parallel to the imaginary  axis, to the nal location f where the desired eld values are
reached. In the isotropic case, the solution along this last contour then corresponds to a
portion of de Sitter space. However, when signicant anisotropies are included, this standard
type of contour is no longer viable, as singularities develop and the standard contour would
in fact take us to a dierent sheet of the solution function. Along this new sheet we have
checked and found that the nal real values (b; ; b) are not reached. But we can avoid the
singularities by running the contour rst up along the imaginary  axis, and then horizontally
across. An example of such a \good" contour is shown by the magenta line in Fig. 41, and
the evolution of the elds along this contour is shown in Fig. 42.
Note that the presence of additional singularities is not really surprising: the anisotropies
lead to an increased energy density, which favours a decelerating scale factor (see Eq. (3.53))
and thus favours gravitational collapse. In regions where the scale factor a shrinks, a sin-
gularity can only be avoided if the homogeneous curvature dominates over the anisotropies,
since the homogeneous curvature can induce a bounce analogous to that present in the closed
slicing of de Sitter space. This however will generically not occur, as the energy density of
the homogeneous curvature scales as 1=a2 while that of the anisotropies scales as 1=a6: Thus
we may generically expect singularities to form in regions where the scale factor shrinks, and
consequently it is only natural that we see many additional singularities in the anisotropic
case. (See also [4] for tunnelling solutions which circumvent singularities in a similar manner.)
With the right contour, we can now construct anisotropic instantons over large ranges of
values, where we only seem to be limited in the range by the computational time it takes to
optimise the instantons. As an example, we show the South Pole values and values of the
action for instantons optimised to reach (b = 100;  =  1=2); with the anisotropy parameters
ranging from  7=10  b+  +1=2 and  1=2  b   +1=2: These ranges coincide with
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Figure 43: Due to the presence of singularities (marked by purple crosses), we cannot choose
the standard \Hawking" contour in the complex time plane (in red), as this contour would
not have yielded a solution with the desired boundary conditions. Instead we have to use a
modied contour such as the one in green. Shown here is the complexied Euclidean time
plane ; with the South Pole at  = 0 and the nal boundary conditions imposed at f :
the ranges for the potential U(+;  ) shown in Fig. 4. The optimised South Pole values
SP ; 
00
SP+; 
00
SP  are shown in Figs. 44 - 46, while the action is shown in Fig. 47. The gures
clearly reect the expected b  !  b  symmetry that comes with this choice of coordinates.
Note that the South Pole values of the scalar eld vary little as the anisotropies are increased,
and in particular the imaginary part stays essentially constant. Note also that for a pure b+
deformation the values of 00SP  stay close to zero, and to a somewhat lesser extent this is
also true for the 00SP+ values when considering pure b  deformations. This indicates that
there is not much \rotation" (or mixing between + and  ) of the instantons between the
South Pole and the nal hypersurface. Regarding the action in Fig. 47, we can see that the
real part of the action is very large, which is as expected since a classical history has been
reached. The imaginary part of the action, which can be thought of as the \quantum" part,
is much smaller but increases steeply for larger anisotropies. We note also that it changes
sign: the minimum is located at b+ = b  = 0 where Im(S) =  79:769844; while for large
anisotropies the imaginary part of the action becomes large and positive. We will further
comment on this feature in the discussion section.
Having constructed anisotropic instantons over a signicant range of anisotropy parame-
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Figure 44: Real and imaginary parts of SP at the South Pole, in terms of the nal, real
values of b indicated, and for b = 100;  =  1=2. Note that Im(SP ) varies only over a
very small range.
Figure 45: Real and imaginary parts of 00SP+ at the South Pole, in terms of the nal, real
values of b indicated, and for b = 100;  =  1=2.
ters, we should note an interesting consequence of the shift/scaling symmetry (7.2). Given a
solution such as the ones we have just described, a shifted instanton with nal values
b! b e  c2; ! + ; b+ ! b+; b  ! b  ; (7.24)
can be obtained from the following South Pole values
SP ! SP +  (7.25)
00SP+ ! 00SP+ ec (7.26)
00SP  ! 00SP  ec (7.27)
f ! f e 
c
2
 ; (7.28)
where we also included the shifted time coordinate of the nal hypersurface. Here  is
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Figure 46: Real and imaginary parts of 00SP  at the South Pole, in terms of the nal, real
values of b indicated, and for b = 100;  =  1=2.
an arbitrary real number, und thus a one-parameter family of instantons with the same
anisotropy parameters, but dierent scale factor and scalar eld values can be obtained.
These shifted instantons belong to dierent classical histories. Interestingly, starting from
a specic instanton, one can use these relations to construct an instanton with the same
anisotropies but with a much larger value of the scale factor. But evolving that new history
back in time to the original scale factor one realises that this has shifted to a history with
much larger anisotropies (as measured at a reference scale factor value). Given that using
the formulae above we can shift the scale factor by an arbitrary amount, this means that
we can obtain histories with an arbitrarily large anisotropies, along a one-parameter set of
deformations. Together with our grids in Figs. 44, 45 and 46 this strongly suggests that, at
least in the case of a constant equation of state, there is no limit to how large the anisotropies
can be.
Figure 47: Real and imaginary parts of the action S, in terms of the nal, real values of b
indicated, and for b = 100;  =  1=2.
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The visual methods employed here, and which were developed in [143, 152, 3], have the
great advantage of allowing one to see by eye where the singularities are located, and thus
clearly show in what manner the choice of contour is crucial. With the right contour, we have
been able to construct anisotropic instantons with any desired nal anisotropy parameters.
Thus we suspect that the obstruction to constructing instantons with large anisotropies re-
ported in [151] might have been due to the fact that the authors used the standard contour,
and thus inadvertently landed on a wrong sheet of the solution function.
7.2.4 Scaling of the classicality conditions
So far, we have discussed the instanton solutions that are required to approximate the wave-
function (7.4) in the saddle point approximation. But it is important to realise that the
instantons themselves do not represent the physical spacetime (which is also why it is un-
problematic that they are complex valued) { rather all the physics must be deduced from the
wavefunction itself. The most basic question we can ask is whether the wavefunction thus
calculated predicts a classical spacetime. We can analyse this question using the WKB clas-
sicality conditions reviewed in section 7.2.2. To evaluate whether the amplitude of the wave-
function evolves slowly compared to its phase, we must rst nd out how the action changes
as the boundary conditions (b; ; b) of the wavefunction are varied, i.e. we must evaluate
the wavefunction along a classical history. Moreover, to evaluate the partial derivatives w.r.t
the elds we must also evaluate the wavefunction with small changes in the individual elds,
so that we may approximate the derivatives by nite dierences. Thus we must evaluate
	[b(); (); b+(); b ()] for a sequence of time steps, where [b(); (); b+(); b ()] de-
notes a classical history parameterised by a time coordinate ; and also the slightly shifted
instantons 	[b+b; ; b+; b ]; 	[b; +; b+; b ]; 	[b; ; b++b+; b ] and 	[b; ; b+; b +b ]
at each time step. Then we can form the WKB conditions
WKB qA 
@AIm(S)
@ARe(S)
; qA = (b; ; b+; b ) ; (7.29)
which are shown in Fig. 48. The numerical results for the WKB conditions are given by the
blue lines, while the red dashed lines indicate tting functions. There are a few points to
note: the most obvious feature is that the WKB conditions become better and better satised
as the universe expands. Thus the wavefunction really does predict a classical spacetime at
large values of the scale factor. The seond point to note is that the WKB conditions approach
a scaling law, since the log-log plots approach straight lines. Interestingly however, the four
conditions do not all approach the same scaling. The conditions involving derivatives of the
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scale factor b and the scalar eld  approach the scaling relation
WKB b; / 1
b3 
/ e  3 1 N ; (7.30)
which is the same scaling that one obtains for isotropic inationary universes (here N denotes
the number of e-folds of evolution, dN  d ln(aH)). This is perhaps not so surprising, since
the anisotropies are diluted away at late values of the scale factor. For a small slow-roll
parameter ; one has WKB b;  b 3; i.e. the classicality conditions are satised in inverse
proportion to the volume generated by ination. These relations were proven analytically for
the isotropic case in [155].
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Figure 48: Plots of the WKB classicality conditions (in blue) and their asymptotic scaling
behaviour (red dashed lines). For the classicality conditions involving the scale factor b
and the scalar eld  the red dashed lines are proportional to b 3+; while for the relations
involving the anisotropy functions b the tted red dashed lines are proportional to b 1 :
Thus the anisotropies cause the wavefunction to become classical more slowly than in the
isotropic case.
For the WKB conditions involving derivatives of the anisotropy functions b; we obtain
a dierent scaling law, namely
WKB b+;b  /
1
b1+
/ e  1+1 N : (7.31)
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This is a substantially slower fall-o than that in Eq. (7.30), and for small slow-roll parameter
 one approximately ndsWKB b  b 1; that is to say the classicality conditions only become
satised in inverse proportion to the linear size of the universe. Thus the anisotropies slow
down the approach to classicality.
We can derive this asymptotic scaling analytically. For this we need to derive the be-
haviour of the elds at large scale factor. At late times, the inationary attractor is reached,
and the energy density in the anisotropies is diluted as 1=a6: Thus the anisotropies will only
act as a small perturbation. Because of the attractor, successive constant time slices of a
single instanton will correspond with great accuracy to a series of subsequent instantons for
a wavefunction evaluated on the corresponding classical history. In an exponential scalar
potential the scale factor will approach the inationary attractor solution
b = b0t
1= ; (7.32)
where t is the Lorentzian time coordinate and b0 is a constant. At large scale factor, we can
consider the anisotropy equations of motion at linear order in the anisotropy functions,
b +
3
t
_b +
8
b20t
2=
b = 0 : (7.33)
These equations can be solved asymptotically in a series expansion, giving
b(t) = b1

1 +
42
b20(1  2)
t2 
2
 +   

: (7.34)
Here b1 are the asymptotic values of the anisotropy parameters reached at t!1:
It is interesting to see how this solution transforms under the shift-scaling symmetry
(7.24) that arises for exponential potentials. This symmetry only aects the time coordinate
t and the scale factor b in the metric, and not the anisotropy parameters b; so that we have
b(t) = b(e 
c
2
t) (7.35)
= b1

1 +
42
b20(1  2)
e 
c
2
(2  2

)t2 
2
 +   

; (7.36)
which, using the transformation of the integration constant b20 = b
2
0e
 1

c [155], leads to
b(t) = b1

1 +
42
b20(1  2)
t2 
2
 +   

: (7.37)
Thus the solution for the anisotropy parameters is indeed unchanged in form, and in particular
the value of the anisotropies at innity is unchanged.
We are now in a position to determine how the action changes along a classical history. As
argued above, at suciently late times the anisotropies will act as small perturbations, and
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hence we can treat them perturbatively without loss of generality. Then, to leading order,
the b dependent changes in the action (3.54) will be reected solely in the termZ
dtNaU(+;  ) : (7.38)
Successive instantons are obtained in the late time limit by evolving in the Lorentzian time
direction, hence the lapse function is N = 1 and the asymptotic scaling of the anisotropy
parameters in Eq. (7.34) implies that they will reach constant values,
Re(S) =
Z
dtaU(+;  ) (7.39)

Z
dt b0 t
1
U(b+; b ) (7.40)
 b0 t 1+1U (7.41)
/ b V  1=2U : (7.42)
Thus @bRe(S) / b V  1=2U;b : In order to determine the change in the imaginary part of
the action, we can use the scaling/shift symmetry described above. As shown in [155], for
isotropic instantons with constant  this symmetry implies that Im(S) / b 2 1V 1 1 : But
we have just seen that the symmetry does not aect the anisotropy parameters. Hence we
must have
Im(S) / f(b+; b ) b
2
 1V
1
 1 ; (7.43)
for some function f(b+; b ) which we cannot determine from these arguments. However, we
also do not need to know its precise functional form. This is because asymptotically, both
the function f and its derivatives f;b will reach the constant values f(b1) and f;b(b1)
respectively, and we are only interested in the overall scaling. Putting the above results
together, we arrive at the scaling law for the WKB classicality conditions associated with the
anisotropy parameters,
WKB b =
@bIm(S)
@bRe(S)
/ f;b(b1) b
2
 1V
1
 1
U;b(b1)b V  1=2
/ 1
b1+
: (7.44)
A nal feature seen in Fig. 48 is the little dip in the plot of WKB b. This feature shows
that the scaling law has not been reached yet, and thus suggests that the wavefunction has not
really reached classicality yet at this stage. It is instructive to look at an early instanton just
before the dip { such an instanton is shown in Fig. 49. The instanton has been optimised
to reach the values (b = 100;  =  1=2; b+ = 1; b  = 1): Interestingly, the vertical lines
emanating from f for the plots of the imaginary values of the scale factor and scalar eld
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Figure 49: An \early" instanton with a smaller scale factor, optimised for b = 100;  =
 1=2; b+ = 1; b  = 1: These values are reached at f = 2:33345 + 8:29691 i, with the
South Pole values SP = 0:905134   0:554599 i; 00SP+ =  0:909196 + 0:164990 i; 00SP  =
 0:00369960+0:000726549 i. The magenta contour runs from the South Pole at  = 0 to the
nal hypersurface at f : We have solved the equations of motion over a larger time domain in
order to show that the elds (especially the anisotropy functions) do not retain approximately
real values beyond f yet.
show that these elds are already very nearly real in the Lorentzian time direction, while
the ansiotropy parameters do not remain as close to real beyond f ; compare also to Fig. 41
This is in agreement with the fact that the classicality conditions involving the anisotropy
functions are satised more slowly than those involving the scale factor and scalar eld. Thus,
at that stage, one cannot yet say that a classical spacetime is predicted, and several more
e-folds of expansion are needed before classicality is reached.
To conclude this section we recap that the no-boundary proposal is a method that avoids the
initial cosmological singularity by regularizing the metrics under consideration. Using novel
numerical techniques we could refute earlier claims in the literature that large anisotropies
do not allow for no-boundary congurations. However, we do note that the presence of
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anisotropies delays the classicalization of the space-time.
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7.3 Quantum Transitions of the Universe
In the last section the cosmological singularity has been resolved by using the no-boundary
proposal which sums only over non-singular metrics. Here we present an alternative resolution
of cosmological singularities: Quantum transitions that interpolate between classical histories
[4]. The classical behaviour of the boundary congurations means that the saddle points
obey boundary conditions corresponding to real values of the scalar eld and scale factor
on both ends of the transition (cf. Fig. 50). The solutions are complex in the interior,
however, as is common for gravitational instantons. The action of the saddle points species
probabilities for quantum transitions through the region of breakdown of classical evolution,
thereby connecting a classical history in a given patch with a classical history in another
patch. One history typically branches into many histories [145].
We investigate two qualitatively dierent cosmological scenarios that are of special inter-
est: quantum transitions between inationary histories on both ends, and transitions from
ekpyrosis to ination. The classical extrapolation of the histories beyond its domain of va-
lidity can produce a curvature singularity in both cases. In ination the singularity lies in
the past, whereas ekpyrotic histories contain a singularity in their future. The quantum
transitions we nd can thus be viewed as a resolution { albeit in minisuperspace { of the
cosmological singularity in these models.
Transitions between inationary histories may be argued to be somewhat academic in
that the opposite side of the bounce is unlikely to lead to testable predictions on our side of
the bounce. This is because the physical arrows of time point away from the bounce on both
sides in all quantum states, such as the no-boundary state [22], that implies perturbations
are in their vacuum state near the bounce [156]. By contrast, transitions from ekpyrosis to
ination are central to the theory because the arrow of time does not reverse in ekpyrotic
cosmology, where the detailed spectral properties of the perturbations on our side generally
depend on the conditions before and at the bounce.
The plan of this section is as follows: we start by briey describing the general framework
that we will work with, namely the semiclassical path integral for quantum gravity in the
minisuperspace approximation. We nd saddle points of the path integral describing tran-
sitions between inationary histories in Section 7.3.1. In section 7.3.2 we nd transitions
between an ekpyrotic contracting phase and an inationary expanding phase. We conclude
in section 7.4 and provide further technical details in the appendix.
We work in a minisuperspace model in which the Lorentzian four-geometries are homo-
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Figure 50: We will study quantum transitions (in red) between real, classical boundaries
(in blue), here shown for the situation in which the classical evolution (in green) would lead
to singularities.
geneous, isotropic, and spatially closed on the manifold M = RS3. For the matter content
we take a single homogeneous scalar eld  moving in a potential V (). Thus we can simply
take the metric of section (3.5.4) with the anisotropies set to zero.
Quantum states of the universe are represented by wave functions 	 on the superspace
spanned by the three-geometries and the eld congurations on a spacelike surface . Taking
 to be a surface of homogeneity, useful coordinates on minisuperspace are the scale factor
of the three-geometry which we denote by b and the homogeneous value of the scalar eld 
denoted by . Histories are specied by functions (a(), ()) that dene curves in congu-
ration space (b(); ()) and vice versa. Thus 	 = 	(b; ). When there is a need to be more
compact we will write xA = (b; ); A = 1; 2. Then 	 = 	(xA).
Classical histories are specied by functions a^() and ^() that are real valued and satisfy
the classical Einstein equations and the dynamical equation for the scalar eld. Classical
histories are predicted in regions of superspace where the wave function is well approximated
by a semiclassical (\WKB") form as reviewed in section 6.5.
This semiclassical algorithm for classical prediction has been extensively used in quantum
cosmology to extract predictions for cosmological observables from a wave function of the
universe in domains where the classicality conditions hold. But histories need not be all
quantum or all classical. Instead the classicality conditions (6.28) may hold in some regions
of conguration space but not in other regions. Histories (a(), ()) do not end when
the classicality conditions break down. After all, histories are dened on the whole of the
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manifold M = R  S3. Instead when the classicality conditions fail deterministic classical
evolution is replaced by quantum evolution. This allows for quantum transitions through
the region of semiclassical breakdown that connect dierent parts of histories in the classical
region of superspace [145]. Tunneling through a barrier is a well known example of this.
In minisuperspace quantum cosmology, the quantum transition amplitude between two
classical histories is specied by the propagator between an initial spatial hypersurface where
(b; ) = (b1; 1) and a nal one with data (b2; 2),
T (b2; 2jb1; 1) 
Z (b2;2)
(b1;1)
Na exp fiS[a; ]=~g : (7.45)
We show below that the transition probabilities derived from this stabilise as the boundary
surfaces are moved further into the classical domain of the histories. Hence we obtain a
transition matrix T (b2; 2jb1; 1) between classical histories, that in many ways is analogous
to an S-matrix. The transition probabilities between specied classical histories are then
proportional to
ptrans(b2; 2jb1; 1) / jT (b2; 2jb1; 1)j2 : (7.46)
Below we calculate this propagator (7.45) in the semiclassical approximation in two dierent
cosmological models.
7.3.1 Quantum Transitions: from Ination to Ination
In this section we consider a positive scalar potential and evaluate the propagator (7.45) in its
saddle point approximation to compute quantum transitions connecting classical, inationary
histories across a de Sitter like throat or a classical singularity. In Section 7.3.2 we will return
to the propagator (7.45) in models with more general potentials that allow for transitions
between ekpyrotic contraction and inationary expansion.
We rst consider the semiclassical approximation to the propagator (7.45) interpolating
between two identical inationary histories on both ends. This amounts to nding (complex)
`bounce' solutions of the Euclidean equations of motion of gravity coupled to a scalar eld,
a00 +
a2
3

V () + 02

= 0 ; (7.47a)
00 + 3
a0
a
0   @V ()
@
= 0 ; (7.47b)
a02   1 + 
2a2
3

 1
2
02 + V ()

= 0 ; (7.47c)
where a prime denotes a derivative w.r.t. Euclidean time.
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The symmetry of the problem means it is natural to consider saddle points that are
symmetric around the bounce which translates into the boundary condition that, at the
point s of symmetry,
a0(s) = 0 ; 0(s) = 0 ; (7.48)
where we are free to choose s = 0. The complex value (s) of the scalar eld at the
surface of symmetry can be varied to obtain the required boundary values (b; ) of the elds.
The bounce value of the (complex) scale factor in turn is determined by the Hamiltonian
constraint. Hence we have,
(s) = se
is ; a(s) =
s
3
V ((s))
: (7.49)
These constitute a sucient set of boundary conditions to determine saddle point solutions to
the propagator path integral. The bounce solutions can be viewed as solutions in the complex
 -plane, with the bounce located at  = s = 0 and the boundaries where (a; ) = (b; ) at
some complex value ; with  = X + it.
To nd the saddle points we must tune the three free parameters s; s and X such
that the desired boundary values are reached. Fig. 51 shows an example, for a quadratic
potential with m =
p
2  10 2. The top panels show the logarithm of the absolute value
of Im() and Im(a) in the complex  -plane for s = 10 and s =  0:0637813. Black lines
correspond to large negative values of the logarithm, indicating where the elds become real.
Loosely speaking, a classical history corresponds to having vertical black lines (vertical is
the Lorentzian time direction) for a and  at the same location in the complex  -plane. It
turns out that the scale factor has in general multiple lines parallel to the y-axis where its
imaginary part becomes zero. This is because in a slowly changing potential, the solution for
the scale factor is sinusoidal, a 
q
3
V ((s))
sin(
q
V ((s))
3 ): Then, by tuning the phase s
one can ensure the lines of real a and real  coincide. In fact, given there are multiple vertical
lines where a is real for a given 0, one can nd several symmetric bouncing saddle points
connecting dierent classical solutions. In Fig. 51 we have taken  such that the scalar eld
becomes real on the rst branch in the upper right quadrant.
The action of the complex bouncing saddle points determines the quantum transition
amplitude between the two classical histories at the endpoints. We have chosen to integrate
the action along a contour that is not only symmetric, as required by the NBWF, but which
also provides the dominant contribution to the quantum transition. In appendix D.1 we
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Figure 51: For s = 10; s =  0:0637813 we show on the left side j log(Im(a))j and on the
right j log(Im())j in the complex  -plane. These plots show where the the scale factor and
scalar eld become real. The phase s is ne-tuned such that the lines of real values of 
and a overlap on the rst branch of a to the right of the origin. The contour we chose is
drawn in magenta, and the lower panels show the evolution of the elds along this contour as
a function of , which is related to  by  =
R
Nd. Here we took  = 0 in the bottom left
corner and evaluated the elds from this point to the upper right corner where  = 261:6.
For the present solution, we have b1 = b2 = 500; 1 = 2 = 9:04196 and at (b2; 2) we have
a; =  4:00006 10 7   26:1886i; ; = 2:18152 10 8 + 0:0115247i:
127
-150 -100 -50 0 50 100 150
-100
-50
0
50
100
Log|Im(a)|
-5
0
5
-150 -100 -50 0 50 100 150
-100
-50
0
50
100
Log|Im(ϕ)|
-10.0
-7.5
-5.0
-2.5
0
50 100 150 200 250 λ
100
200
300
400
500
Re(a)
50 100 150 200 250 λ
5
10
15
20
25
30
Im(a)
0 50 100 150 200 250 λ
9.2
9.4
9.6
9.8
10.0
Re(ϕ)
50 100 150 200 250 λ
-0.6
-0.5
-0.4
-0.3
-0.2
-0.1
Im(ϕ)
Figure 52: An example of an asymmetric bounce with (b1 = 500; 1 = 7) and (b2 =
500; 2 = 9:04196). In the upper panel we show the behaviour of the imaginary parts of the
elds in the complex  -plane, together with the contour we chose in magenta. In the lower
panels we show the eld values along this magenta path. This solution is obtained with the
following derivatives imposed at the nal boundary: a; = 6:93303 10 6   26:1886i; ; =
 3:78052 10 7 + 0:0115265i:
discuss our choice of contour in more detail. We also discuss approximate analytic solutions
in appendix D.2.
The contour we selected is shown in Fig. 51 in magenta in the upper panel. The evolution
of the elds along this contour is shown in the lower panels of the gure. The elds indeed
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become real along the last vertical leg out to the end points, where the saddle points coincide
with a classical history. The upper panel shows there are singularities in the complex  -plane,
especially along the real  axis. Had we chosen a contour encircling one of these singularities,
we would have obtained either a dierent solution or no solution at all.
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Figure 53: The real part of the interpolating saddle point action along the magenta contour
shown in Fig. 52. This tends to a constant near the boundaries of the instanton, indicating
that the quantum transition probabilities between given classical histories rapidly stabilise
in the classical domain away from the bounce.
Evidently the symmetric bounce solutions can equally well be obtained by integrating
the equations of motion from one of the boundaries, instead of starting at the point of
symmetry. This proves to be a more useful setup to nd interpolating saddle points between
dierent classical histories on both ends. Fig. 52 shows an example of such an asymmetric
bounce, connecting two inationary histories with a dierent number of efolds. The contour
we selected to compute this asymmetric transition is the one which smoothly changes into
the original symmetric contour, without crossing any singularities, when the data on both
boundaries are taken to be equal again.
At this point one may wonder whether the quantum transition probabilities (7.46) depend
on the boundary value that is taken for the scale factor in the calculation of the propagator
(7.45). Clearly this should not be the case as long as the classicality conditions hold on the
boundary, since classical evolution preserves the real part of the Euclidean action.
It is therefore a useful consistency check of our method to verify whether the resulting
transition probabilities stabilise if we take the boundary surfaces to larger scale factor, deeper
into the classical domain of the histories. A rst indication that this will indeed be the case
for our solutions is provided in Fig. 53 which shows, for the solution plotted in Fig. 52, that
the real part of the Euclidean action of the interpolating saddle point tends to a constant
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Figure 54: Classicality conditions derived from a saddle point describing a quantum bounce,
assuming a classical incoming history, as a function of ln(b). The smallness of these ratios
shows that the transition probability stabilises along the outgoing classical history.
near both boundaries. A more precise assessment is given in Fig. 54 where the WKB ratio
rAIT =rAST is plotted as a function of b: We dened here IT and ST as respectively the real
and imaginary part of the Euclidean action. The derivatives are estimated from taking nite
dierences, obtained by calculating successive interpolating instantons matching onto a clas-
sical history (b(); ()), as well as slightly displaced instantons (b+ b; ) and (b; + ) :
The fact that the WKB conditions are small means the real part of the action is conserved.
Thus the transition probability is independent of the slice at which the interpolating instan-
ton is matched onto a given classical history. This also means that to compute asymmetric
transitions we can x b to a convenient value, and let the boundary values of the scalar eld
vary.
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Figure 55: Logplot of the real part of the transition actions IR as a function of the dierence
1 2 for seven dierent initial values 2 shown in the legend. On both sides of the transition
we xed b = 500, well into the classical regime.
Our results for the semiclassical quantum transitions between inationary histories in a
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quadratic potential are summarized in Figures 55 and 56. Shown in Fig. 55 are the real part of
the saddle point actions interpolating to dierent nal values of 2 = 9:3; 7:8; 6:0; 5:0; 3:7; 2:0; 1:3,
as a function of the dierence 2   1 with xed b = 500 on both sides of the bounce. For
large initial scalar eld values 2 the most probable transition is the symmetric one. If we
decrease 2 the instanton actions increase, giving a lower overall probability for a transition
to occur. This behaviour is similar to that of probability distributions resulting from the
tunneling wave function in cosmology [29], which one might have expected since the transi-
tions we compute are not unlike tunneling events. This is illustrated in Fig. 56 where we
integrated over all initial values 1 to obtain the total probability to transition as a function
of 2. Finally we note that the minima shift slightly towards larger values of 1 2, implying
that transitions to universes with a slightly longer period of ination are preferred.
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Figure 56: The real part of the transition action, as a function of 2, for the most probable
history on the other side of the bounce. The values ~1 thus correspond for each 2 to the
minimum of the curves in Fig. 55. This shows that transitions are more likely for larger 2.
Transition probabilities of this kind can be used to compute probabilities for entire four-
dimensional histories in any quantum state that predicts classical inationary patches.
7.3.2 Quantum Transitions: from Ekpyrosis to Ination
The methods we have developed are not conned to the case of inationary dynamics. In
fact, the inationary case is slightly special in that the transitions relate classical histories
with opposite arrows of time. As a separate road to pursue, one may also consider big crunch
singularities, and ask whether it is possible to tunnel out of them into an expanding universe,
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thereby avoiding the big crunch. The best understood example of a big crunch is that of an
ekpyrotic phase, which is a phase of high-pressure contraction during which anisotropies are
suppressed [16, 17]. Thus, during such a phase the universe is driven towards a spatially at
crunch, and this justies our minisuperspace approach.
We should note that various models for transitions from the contracting into an expand-
ing phase have been investigated to date: in the original ekpyrotic model, the big crunch
was modelled as the collision of higher-dimensional branes [16, 157]. At the classical level,
the crunch was still singular (even though the singularity is much milder from a higher-
dimensional point of view [158]), and thus the precise evolution across such a transition rests
on assumptions of how to match a contracting with an expanding universe across a singular
surface, see e.g. [159, 160]. To improve the calculational reliability, non-singular bouncing
models were also constructed [161, 162, 47, 163] (for an implementation within the NBWF
see [164]). Such models have the great advantage that one can calculate explicitly and unam-
biguously what happens to the background evolution and to cosmological perturbations (and
it was found, for instance, that long-wavelength cosmological perturbations evolve across the
bounce without being altered [63, 84]). However, all of the currently known models include
hypothetical forms of matter, such as ghost condensates [165] or Galileons [61, 62], with
unusual properties and no clear origin in fundamental physics.
Here we will be concerned with a more direct, and in fact more conservative approach:
namely we want to see if one can transition out of an ekpyrotic contraction phase via a
quantum transition12. As we will demonstrate, this is indeed possible, and in the particular
example that we have studied, the ekpyrotic universe performs a quantum transition into an
expanding inationary phase. The reason for transitioning to ination rather than, say, a
kinetic dominated phase, is that the inationary attractor guarantees a transition to another
phase of classical evolution.
The model that we study again contains gravity coupled to a scalar eld with a potential.
We take the potential to be of the form
V () = V0

1  e c

+ 2 tanh( ) ; (7.50)
with the constants chosen to be V0 = c = 3: The potential is shown in Fig. 57. It contains a
steep negative region for negative values of ; separated by a barrier from a region where the
potential is positive and at for positive : This potential allows for two types of attractor
12See e.g. [166, 167, 168, 169, 170] for some earlier work on the quantum resolution of cosmological singu-
larities mostly in the context of the holographic approach to quantum gravity.
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Figure 57: The potential V () = 3
 
1  e 3 + 2 tanh( ) that we are considering in
this section. It allows for ekpyrotic contracting solutions on the left, and for inationary
expanding solutions to the right of the maximum. We wish to show that quantum transitions
between these two types of solutions are possible.
solutions: inationary slow-roll solutions at positive , and ekpyrotic contracting solutions
at negative . Let us be slightly more specic about the ekpyrotic solutions: for  .  1;
we can approximate V ()   3e 3: Assuming a standard at Robertson-Walker metric
ds2 =  dt2 + a2(t)dx2; this model allows for the scaling solutions [143]
a(t) = a0( t)1=
 
1 +
p
2
3
 ( t)1 3= + : : :  1  3
3(1  )
1p
2
 ( t)2 2= + : : :
!
;(7.51)
(t) =
r
2

ln
 
 
r
2V0
  3 t
!
+  ( t)1 3= + : : :+  ( t)2 2= + : : : ; (7.52)
where a0 is a constant and where we have included the leading correction terms. The pa-
rameters ;  are xed by initial conditions. Here  = c2=2 = 9=2 is the fast-roll parameter,
which by denition is always larger than 3 during an ekpyrotic phase. This expression clearly
shows that the scaling solution is an attractor, as all correction terms die o in the approach
to an eventual big crunch at t = 0: Note that the approximation of a spatially at metric is
justied since both the energy of expansion H2 / t 2 / a 2 = a 9 and the energy density of
the scalar eld _2 / a 9 grow much faster than the energy density in anisotropic uctuations
(which scales as a 6) as the universe contracts.
The question now is whether, while classically headed for disaster, the big crunch can be
avoided by a quantum transition to the other attractor solution, namely the inationary one
at positive scalar eld values. Semi-classically, such a quantum transition can be described
by a complex saddle point of the path integral, i.e. we will once again look for a complex
solution of the equations of motion, this time interpolating between an ekpyrotic starting
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Figure 58: These relief plots show our solution interpolating between a contracting ekpyrotic
phase and an expanding inationary phase over a region of the complex time plane. More
specically, the plots show (the logarithm of the absolute value of) the imaginary part of the
scale factor (left panel) and scalar eld (right panel), with darker colours corresponding to
smaller imaginary parts. Thus the dark lines show the locus where the elds take real values.
The bottom left part of the gures show an ekpyrotic history headed for a big crunch at
t = 0; while the upper right part shows the nal inationary history with coincident lines of
real scale factor and scalar eld. On the ekpyrotic side, the lines of real a and  also become
coincident in the approach to the crunch, but this occurs over a very small time interval just
before the crunch { this is as expected from studies of ekpyrotic instantons [152]. The graph
necessarily only shows one sheet of the full solution function, while one can clearly distinguish
several singular points and the associated branch cuts.
point and an inationary nal point. Finding such a solution is complicated in this case by
the presence of numerous singularities, which arise because along the ekpyrotic part of the
potential a singularity can be reached within a nite time. Because of these singularities,
it is not obvious what the appropriate contour in the complex time plane ought to be, and
some trial and error is inevitable. An example of an interpolating solution is shown in Fig.
58, and the evolution of the elds along the contour drawn as a pink line in Fig. 58 is shown
in Fig. 59. The many singularities mentioned above are immediately apparent in Fig. 58,
which shows only the relevant sheet of the solution function. Encircling the singularities in
dierent ways typically leads to an entirely dierent solution, usually containing no region
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Figure 59: These graphs show the evolution of the scale factor aand the scalar eld  along
the contour (parameterised by ) shown by a pink line in Fig. 58. Note that the elds are real
at the end points, as required. In fact, for this particular solutions, we have b1 = 1; 1 =  1
and b2 = 50; 2 = 2: The solution corresponds to imposing 1; =  1:40549 + 14:1652i
and b1; =  0:582476 + 5:69670i; with b1; being determined by the Hamiltonian constraint.
At small ; the contour rst runs down, and accordingly along this rst segment the elds
undergo a reverse ekpyrotic contraction. Along the middle segments, the evolution is fully
complex, and along the nal vertical segment a real inationary expanding history has been
reached. At large ; it is also obvious from the plots of the action that the imaginary part
varies fast compared to the variation in the real part, which shows that the WKB classicality
conditions will be satised there. More prosaically, this can already be guessed from the fact
that the imaginary parts of a and  are tiny there, compared to the real parts. At small ; it
is less obvious that the ekpyrotic starting history is indeed classical in a WKB sense, which
is why we have performed a more detailed WKB analysis as shown in Fig. 60.
of classicality. This solution is a showcase example of the use of complex time paths in
describing quantum tunneling, as described in more detail in [108, 3] and in chapter 5.
As one can see from the gures, our solution indeed interpolates between an ekpyrotic
and an inationary history, with a fully complex evolution in between. It is obvious that a
classical inationary solution is reached near the nal boundary, since the scale factor and
scalar eld remain real in the Lorentzian direction for an extended period of time. On the
ekpyrotic side, although at the starting point the elds are real, they rather quickly develop
imaginary parts too. This is because the ekpyrotic contraction occurs over a very short time
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period, and thus appears compressed in the gure. In order to show unambiguously that
we are indeed starting from a classical ekpyrotic contraction history, we have evaluated the
WKB classicality conditions (6.28) on the ekpyrotic side, keeping the nal eld values on the
inationary end xed (while allowing the eld derivatives to vary). Corresponding plots are
shown in Fig. 60. As the gures show, the WKB conditions are better and better satised
as the universe contracts towards a big crunch, which is just as expected for the ekpyrotic
attractor [152, 155]. This result also implies that the probability for tunnelling out of an
ekpyrotic phase is constant along a classical ekpyrotic contracting solution, analogously to
the inationary case treated in section 7.3.1.
The solution that we have just presented may be considered as a proof of principle that
quantum transitions out of an ekpyrotic contracting phase and into an expanding inationary
phase are possible.
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Figure 60: A graph of the WKB classicality conditions (6.28). These become small as the
universe contracts, i.e. as b decreases, thus demonstrating that the approach to a big crunch
is accurately described by a classical ekpyrotic phase.
7.4 Discussion
We have provided two ways of resolving classical singularities through quantum means.
Firstly, anisotropic (Bianchi IX) no-boundary inationary instantons may be constructed
with arbitrary values of the anisotropy functions. A novel feature is that the construction of
these instantons requires a dierent contour in the complex time plane than the one usually
employed for no-boundary inationary instantons, due to the presence of singularities caused
by the anisotropies. A further implication of the anisotropies is that the wavefunction of
the universe becomes classical in a WKB sense less fast than in the isotropic case. More
precisely, the classicality conditions are satised only in inverse proportion to the linear size
of the universe, as opposed to inversely to the volume, which would have been the case for
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isotropic instantons. Thus the anisotropies keep the wavefunction fully quantum for longer,
and it will be interesting to explore possible implications of this feature.
Our results imply that for a scalar eld model with an inationary potential the no-
boundary state predicts classical histories with arbitrarily large anisotropies. In all cases
that we have constructed we found that an inationary phase is reached, and thus at late
times these anisotropies decay away. In general, due to the presence of the anisotropies, the
classical histories reached at late times contain a big bang singularity when extrapolated into
their past. This singularity is then resolved by the no-boundary proposal in the sense that
the description in terms of a classical space-time becomes untenable at small scale factor
values, since the wavefunction does not yet describe a classical universe at that point.
A further extension concerns the construction of anisotropic ekpyrotic instantons. Here
also we are naively faced with a puzzle: the new WKB b classicality conditions that we have
derived here scale as b 1 : In ekpyrotic models the universe is contracting and moreover
 > 3: Then, if the same scaling were to hold, it would appear that the classicality conditions
would blow up and not be satised as b shrinks. This is however hard to believe as an
ekpyrotic phase is an attractor and suppresses anisotropies in much the same way as ination
does. It will therefore be interesting to clarify this puzzle.
Secondly, we have shown that classical cosmological singularities can be resolved in min-
isuperspace semi-classical quantum gravity and replaced by quantum bounces interpolating
between contracting and expanding branches of cosmological histories.
We have focussed on two cases of special interest where classical cosmological evolution
often involves a singularity: transitions from ination to ination, and transitions from ekpy-
rosis to ination. Let us summarise our ndings.
The quantum bounces that we have found are mediated by complex saddle points of the
action of gravity coupled to a scalar eld, interpolating between specied real initial and nal
classical congurations. For the case of inationary-to-inationary transitions, the symmetry
of the problem selects the appropriate contour of integration in the complex plane. This
provides a clean starting point to identify more general instantons describing asymmetric
transitions obtained by smoothly deforming away from the symmetric case. Interestingly, at
large values of the inaton potential, the most likely transition turns out to be the symmetric
one whereas at low values of the potential { the regime where the classical extrapolation
produces a singularity { tunnelling to a slightly larger value of the potential is preferred.
Combined with the no-boundary wave function, which provides a measure on inationary
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cosmology, our results for the quantum bounces yield probabilities for an ensemble of complete
inationary histories exhibiting a quantum transition that connects two classical inationary
patches on either side. The quantum transitions identied here allow one to rene and
dierentiate between dierent possible pasts of the inationary histories in the NBWF, which
are coarse grained over in the usual treatment.
We have also analysed a potential that contains both ekpyrotic contracting and ina-
tionary expanding solutions. In this case, we have demonstrated the existence of similar
quantum transitions from the contracting phase into the expanding one, avoiding the big
crunch singularity that in a purely classical context would follow the ekpyrotic contraction.
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8 Lorentzian Quantum Cosmology
So far in this thesis we have used a somewhat ad-hoc notion of the path integral. For
example in chapter 7, we approximated the path integral by the saddle point with the lowest
Euclidean action. However, because we could not solve the theory analytically, we could not
systematically list all saddle points and then choose the lowest action one. Therefore, it is
not entirely clear whether we found the correct one. Furthermore, we have, so far, relied
primarily on the Euclidean path integral. This framework is motivated by the no-boundary
proposal - which is more naturally formulated in the Euclidean theory - and developed in
analogy to quantum eld theory where the Euclidean (so-called Wick rotated) theory has nicer
convergence properties. This is because the Lorentzian path integral is highly oscillatory and
thus its convergence not guaranteed. When gravity is included, however, the Euclidean path
integral faces more serious trouble than in the usual eld theory case: The Euclidean action
is unbounded from below. Ever larger gradients of the universe's overall scale-factor lead to
an increasingly negative action rendering the entire theory unstable. This is the so-called
conformal factor problem [25, 171]. Indeed, upon a conformal transformation of the metric
~g = 

2g (8.1)
the Ricci scalar transforms as
~R = 
 2R  6
 3
;
; (8.2)
and the bulk of the Euclidean gravitational action becomes
SE [~g] =  1
2
Z
M
p
~g ~R (8.3)
=  1
2
Z
M


2R+ 6
;

;
p
gd4x (8.4)
Thus SE can be as negative as desired by simply choosing a very rapidly varying conformal
factor 
. In practice this means that the Euclidean path integral by itself does not dene
the theory uniquely but additional input in the form of a complex integration contour is
required. It is for these reason that recently there has been a trend to return to a purely
Lorentzian denition of the path integral, dened over real, Lorentzian metrics [28, 172].
Causality and unitarity are immediate and natural consequences of this choice. Furthermore,
any ambiguities that appear in the wavefunction of Wheeler and DeWitt are eliminated
as the boundary conditions are specied in terms of initial and nal three-geometries. The
question raised in the beginning still remains however: How does one deal with the oscillatory
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integral? It turns out that in simple examples, the integral is conditionally convergent. There
exists a mathematical framework which rigourously prescribes how to deform the integral's
integration contour in the complex plane such that it becomes absolutely convergent: Picard-
Lefschetz theory13. In the following sections, we will rst introduce Picard-Lefschetz Theory
as a mathematical tool and illustrate its use with a simple example. Consequently, we will
apply it in a cosmological context by identifying minisuperspace models for which the path
integral can be solved completely. This allows us to re-examine the no-boundary proposal
and provide the basis for an analysis of eternal ination that goes beyond what is typically
found in the literature.
8.1 Picard-Lefschetz Theory
The main idea of Picard-Lefschetz theory is to complexify the integral of interest and then
deform the original contour of integration (here the contour for the lapse integral) in such a
way as to render the resulting integral manifestly convergent. It may be useful to consider
a simple example, say ~I =
R
R dxe
ix2 : Along the dening contour, namely the real line, this
is a highly oscillating integral. But now we can deform the contour by dening x = ei=4y;
such that ~I = ei=4
R
dye y2 : Along the new contour, the integral has stopped oscillating,
and in fact the magnitude of the integrand decreases as rapidly as possible. The integral is
now manifestly convergent, and one may check that the arcs at innity linking the original
contour to the new one yield zero contribution. Note that along the steepest descent path,
there is an overall constant phase factor (here ei=4) { this is a general feature of such paths.
More formally, we can write the exponent iS[x]=~ and its argument, taken to be x here,
in terms of their real and imaginary parts, iS=~ = h + iH and x = u1 + iu2 { see Fig. 61
for an illustration of the concepts. Downward ow of the magnitude of the integrand is then
dened by
dui
d
=  gij @h
@uj
; (8.5)
with  denoting a parameter (along the ow) and gij denoting a metric on the complexied
plane of the original variable x (here we can take this metric to be the trivial one, ds2 = djuj2).
The real part of the exponent h is also called the Morse function. It decreases along the ow,
since dhd =
P
i
@h
@ui
dui
d =  
P
i
 
@h
@ui
2
< 0: The downward ow Eq. (8.5) can be rewritten as
du
d
=  @
I
@u
;
du
d
=  @I
@u
; (8.6)
13While we complexify the integral in the process of evaluating it, the fundamental denition of the path
integral is still over real, Lorentzian metrics.
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and this form of the equations is useful in that it straightforwardly implies that the phase of
the integrand, H = Im[iS=~]; is conserved along a ow,
dH
d
=
1
2i
d(I   I)
d
=
1
2i

@I
@u
du
d
  @
I
@u
du
d

= 0 : (8.7)
Thus, along a ow the integrand does not oscillate, rather its amplitude decreases as fast as
possible. Such a downwards ow emanating from a saddle point  is denoted by J and is
often called a \Lefschetz thimble".
x
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Figure 61: Picard-Lefschetz theory instructs us how to deform a contour of integration such
that an oscillating integral along a contour C gets replaced by a steepest descent contour (or
in general a sum thereof) along a Lefschetz thimble J associated with a saddle point .
Only those saddle points contribute for which the ow of steepest ascent K intersects C:
In much the same way one can dene an upwards ow
dui
d
= +gij
@h
@uj
; (8.8)
with H likewise being constant along such ows. Upwards ows are denoted by K; and they
intersect the thimbles at the saddle points. Thus we can write
Int(J;K0) = 0 : (8.9)
Our goal then is to express the original integration contour C as a sum over Lefschetz thimbles,
C =
X

nJ : (8.10)
Multiplying this equation on both sides by K we obtain that n = Int(C;K): Thus a
saddle point, and its associated thimble, are relevant if and only if one can reach the original
integration contour via an upwards ow from the saddle point in question. Intuitively, this
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makes sense: we are replacing an oscillating integral, with many cancellations, by one which
does not contain cancellations, and thus the amplitude along the non-oscillating path must
be lower. Putting everything together, we can then re-express the conditionally convergent
integral by a sum over convergent integrals,Z
C
dx eiS[x]=~ =
X

n
Z
J
dx eiS[x]=~ (8.11)
=
X

n e
iH(x)
Z
J
ehdx (8.12)

X

n e
iS(x)=~ : (8.13)
The last line expresses the fact that the integral along each thimble may easily be approx-
imated via the saddle point approximation, the leading term being the value at the saddle
point itself. If required, one can then evaluate sub-leading terms by expanding in ~; but in the
present work this will not be necessary. This concludes our mini-review of Picard-Lefschetz
theory { for a detailed discussion see [27], and for applications in a similar context than the
present one see [28, 173, 174].
8.2 Exactly Soluble Scalar Field Minisuperspace Models
8.2.1 The Simplest Case: Pure Gravity
We consider an FLRW metric of any curvature coupled to a cosmological constant. Because
the theory has gauge symmetry, quantization implies extra diculty. The usual treatment,
pioneered by Batalin, Fradkin, and Vilkovisky (BFV), is to introduce a ghost term which
breaks the reparametrization symmetry and xes the proper time gauge _N = 0 [175, 153, 176].
After integrating over the ghost and momentum elds, one obtains
G[a1; a0] =
Z 1
0+
dN
Z a1
a0
DaeiS(a;N)=~ (8.14)
The path integral over the scale factor represents the quantum mechanical amplitude for the
universe to evolve from having a0 as its radius to a1 in a proper time N . Integrating over
the lapse implies that we consider all possible paths of positive proper time. In [176] it was
shown that this choice means that a0 lies in the causal past of a1. The resulting action reads
S = 22
Z 1
0
dtN

  3
N
a _a2 + 3ka  a3

(8.15)
The path integral simplies signicantly upon the following change of variables [177]
N(t)! N(t)=a(t)q(t) = a2(t) (8.16)
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which means that the action now reads
S = 22
Z 1
0
dt

  3
4N
_q2 +N(3k   q

(8.17)
and we can solve the equation of motion for q exactly and the path integral over it is Gaussian.
Hence the expression for the propagator reduces to
G[q1; q0] =
r
3i
2~
Z 1
0
dN
N1=2
e2
2iS0=~ (8.18)
where S0 is the on-shell action for q but not forN . We are now dealing with a highly oscillating
integral and ought to apply Picard-Lefschetz theory to approximate it by its saddle points.
S0 can be explicitly evaluated and is given by
S0 = N
3 
2
36
+N

 
2
(q0 + q1) + 3k

  1
N
3
4
(q1   q0)2 (8.19)
which has four, generally complex, saddle points which are solutions of
@S0
@N
= N4s
2 +N2s ( 6(q0 + q1) + 36k) + 9(q1   q0)2 = 0 (8.20)
The saddle points themselves are
Ns = c1
3

"

3
q0   k
1=2
+ c2


3
q1   k
1=2#
(8.21)
c0 and c1 can be either  1 or 1 and thus four solutions are obtained. When k = 1 these can
be complex while for at or hyperbolic geometries they are purely real. The closed k = 1 case
is interesting because within it, the no-boundary proposal can be analyzed. In particular,
depending on the boundary conditions, four qualitatively dierent scenarios occur
 Classical boundary conditions q1  q0 > 3= where all saddle points are real.
 The no-boundary proposal q1 > 3= > q0 where one of the roots becomes imaginary.
 Quantum boundary conditions 3= > q1 > q0 where both roots become imaginary.
This analysis has led to the nding that the no-boundary proposal's amplitude is well approx-
imated by the propagator Gnb[q1; 0]  e 122=~. However, extending this result to include
perturbations yields catastrophic results: Ever larger perturbations are favoured and the no-
boundary proposal is rendered unstable [173, 172]. One possible resolution is by changing the
no-boundary proposal altogether and choosing a saddle point by introducing suitable bound-
ary conditions. In this case the saddle point with suppressed perturbations can be selected
by introducing Robin boundary conditions [178] which we introduced in appendix A.1.
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8.2.2 Gravity and a Scalar Field
For gravity minimally coupled to a scalar eld with a potential, the Feynman propagator in
minisuperspace is given by
G[a1; 1; a0; 0] =
Z 1
0+
dN
Z a1
a0
Z 1
0
DaDeiS(a;;N)=~ : (8.22)
This propagator describes the amplitude to go from an initial 3-surface with scale factor a0
and scalar eld 0 to a nal 3-surface specied by a1 and 1. The action here is given by the
Einstein-Hilbert functional with a minimally coupled scalar eld and the Gibbons-Hawking-
York boundary term. Note that the last term is crucial to make the variational principle
compatible with the mentioned Dirichlet boundary conditions. The full action reads
S = 62
Z
dtpN
 
 a _a
2
N2
+ a+
a3
3
 
1
2
_2
N2
  V
!!
(8.23)
where we used the usual metric of a closed FLRW universe with lapse N
ds2 =  N2dt2p + a(tp)2d
23 : (8.24)
We take the range of integration of the lapse function to be over strictly positive and real
values only - in line with the denition of the Lorentzian path integral. While the path
integral is a very intuitive tool in computing amplitudes for the universe's, it is not used
very much because in most situations it is dicult or impossible to compute it explicitly. In
particular one cannot solve the above analytically for generic potentials of the scalar eld
V (). For certain specic forms of V (), however, exact solutions may be obtained. One class
has been studied in [179] and we shall review their approach here. Our goal is to transform
the action (8.23) into a form that is quadratic in its variables such that we can solve the
resulting path integral exactly. To do this, rst consider a rescaling of the time coordinate,
ds2 =   N
2
a(t)2
dt2 + a(t)2d
23; (8.25)
followed by a redenition of the elds [179],
x(t)  a2(t) cosh
 r
2
3
(t)
!
; (8.26)
y(t)  a2(t) sinh
 r
2
3
(t)
!
: (8.27)
The inverse transformations are given by
a(t) =
 
x2(t)  y2(t)1=4 ; (t) = r3
2
tanh 1

y(t)
x(t)

: (8.28)
144
Then, for a potential of the form
V () =  cosh
r
2
3
 ; (8.29)
the action reduces to the remarkably compact form [179]
S = V3
Z 1
0
dtN

3
4N2
 
y0(t)2   x0(t)2+ 3  x(t) ; (8.30)
where a prime refers to derivation with respect to the coordinate time t; and we are choosing
the range of the time coordinate between the initial and nal hypersurface to be 0  t  1:
Here we wrote the coordinate volume of the three-dimensional spatial slice as V3 { for the
standard three-sphere we have V3 = 2
2 but here, for notational simplicity, we will use re-
scaled coordinates such that V3 = 1 (since we will be interested in situations where the scale
factor is large, our calculations also apply with good accuracy to FLRW metrics with at
spatial slices, as long as the spatial volume is regulated to a nite value). The resulting
equations of motion are
x00(t) =
2
3
N2 ; y00(t) = 0 : (8.31)
Imposing Dirichlet boundary conditions x(0) = x0, x(1) = x1, and y(0) = y0, y(1) = y1
(where these boundary values are related to the original boundary conditions a0;1; 0;1 via
the denitions (8.26) and (8.27)), the resulting solutions are given by
x(t) =

3
N2t2 + (x1   x0   
3
N2)t+ x0 ; (8.32)
y(t) = (y1   y0)t+ y0 : (8.33)
A general path that is summed over in the path integral can now be written as x(t) =
x(t)+X(t) and similarly for y(t): The path integral over x can then be performed by shifting
variables to X; where the integral over X is a simple Gaussian that can be evaluated exactly.
After solving the x and y integrals in this manner we are left with an ordinary one-dimensional
integral over the lapse only,
G[x1; y1;x0; y0] =
Z 1
0+
dNP (N)eiS0(x0;x1;y0;y1;N)=~ (8.34)
where P (N) is a non-exponential prefactor (scaling as 1=N), and the action S0 is obtained
by substitution of the solutions (8.32) and (8.33), yielding
S0 =
2
36
N3 +N

3  1
2
(x0 + x1)

+
3
4N
 
(y1   y0)2   (x1   x0)2

: (8.35)
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In order to evaluate the above integral, which is a conditionally convergent integral, we will
make use of Picard-Lefschetz theory. The rst step in evaluating the propagator (8.34) then
is to identify the saddle points of the integrand. Since we will be interested in the leading
semi-classical approximation, we can neglect the prefactor P (N) from this point onwards, as
it will not aect the saddle points of the integrand at leading order in ~: The saddle points
obey the condition
@S0
@N
=
2
12
N2 +

3  1
2
(x0 + x1)

  3
4N2
 
(y1   y0)2   (x1   x0)2

= 0 ; (8.36)
which has four solutions
Nc1;c2 = c1
r
3
2
q
 6 + (x0 + x1)  c2
p
I ; (8.37)
where
I = 2
 
(y1   y0)2   (x1   x0)2

+ (6  (x0 + x1))2 (8.38)
and c1; c2 2 f 1; 1g. As we will see below, for the cases of interest to us, these saddle points
will either be all real, or two real and two pure imaginary. The subsequent analysis based on
[7] depends on the boundary conditions that are chosen.
8.3 Homogeneous Transitions During Ination
A beautiful idea of modern cosmology is that the origin of the largest structures in the
universe may lie in primordial quantum uctuations [180, 38]. Ination and ekpyrosis provide
concrete mechanisms that can amplify quantum uctuations into essentially classical density
perturbations, which can then act as seeds for the formation of structure via gravitational
collapse [38, 181, 39, 40, 41, 182, 183, 184, 185, 186, 187, 188, 189]. The amplication itself
is calculated within the framework of quantum eld theory (QFT) in curved spacetime.
In this formalism, one xes a classical background spacetime (and a classical background
matter conguration) and then quantises small uctuations around this background [190].
This approach is reminiscent of the Born-Oppenheimer approximation, where light electronic
excitations are quantised around a heavy atomic nucleus which to a rst approximation is
treated classically. This analogy suggests that for many applications this approximation
scheme should be valid and yield precise results. However, there are also good reasons to
try to go beyond this rst approximation: conceptually, it makes little sense to think of the
background as classical and the uctuations as quantum. All of nature should be described
by the same theory, and thus the background should be thought of as being just as much
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part of the quantum wavefunction as the uctuations. Beyond this conceptual consideration,
it is important to gain an understanding of the quantisation of the entire system in order
to assess under what circumstances the approximation of QFT in curved spacetime breaks
down, and to see what might replace it in such a regime. In the context of ination, which
we will focus on in this chapter, the calculation of quantum uctuations is used not only for
small uctuations, but also for large uctuations deep in the tails of the distribution. This is
especially relevant for eternal ination, where it is assumed that the quantum uctuations of
the inaton can be larger than its changes due to classical evolution [191, 29]. Although such
large uctuations are rare, they may play an important role in the cosmological context as
they can alter the global structure of spacetime: in a region where the inaton jumps up the
potential, the expansion rate of the universe will be larger than before, and this will cause
that region to grow signicantly more than the classical evolution would have suggested.
It is notoriously hard to make predictions for observables under these circumstances (see
e.g. [192, 193] and references therein), and this provides further motivation for trying to
understand such large quantum uctuations in more detail.
In this work we will undertake a rst step in the direction of understanding ination-
ary uctuations in semi-classical gravity, where the background is quantised alongside the
uctuations. We achieve this by working with the path integral formulation of gravity and,
more specically, with the Lorentzian path integral [26, 175]. Moreover, we will make use of
an exactly solvable minisuperspace model in which gravity is coupled to a scalar eld with a
specic inationary potential [179]. The fact that we are working in minisuperspace, and that
we consequently only consider homogeneous uctuations of the elds, is a restriction that we
hope to improve on in future work. However, on super-Hubble scales such an approximation
should be rather accurate by simple virtue of causality (cf. also the stochastic picture of
super-Hubble uctuations [43]).
Our goal then is to describe homogeneous inationary transitions, both small and large,
in a fully quantum manner. The framework that we employ allows us to see how the elds
evolve \during" a quantum transition, and we will see how the transition amplitude depends
not only on the change in the scalar eld, but also (though to a lesser extent) on the change in
the scale factor. The key feature of our calculation is the use of Robin boundary conditions.
This allows us to follow the semiclassical evolution of a universe which has a large enough
initial size and is initially inating. In order for these requirements to be compatible with
Heisenberg's uncertainty principle, the initial size and velocity are specied only with some
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uncertainty. This is implemented by the Robin condition which is in fact equivalent to an
initial coherent state. A general feature that we observe is that the transition amplitude is
governed by contributions from two saddle points when the uncertainty in the initial value
of the scalar eld is small, but with large uncertainty in the inaton velocity. In this case
a description in terms of QFT in curved spacetime in fact breaks down, as two separate
backgrounds contribute signicantly. However, as soon as the uncertainty in the eld value
is increased to the expected level (H=(2)) while the uncertainty in the eld momentum is
correspondingly reduced, we generically see that a so-called Stokes phenomenon happens:
this is a topological change in the (steepest descent) ow lines, beyond which only a single
saddle point remains relevant to the path integral, and where consequently the approximation
in terms of QFT in curved spacetime is vindicated. However, in the attest region of the
potential even this is not quite enough, and some additional uncertainty in the size of the
universe is required in order to obtain consistent results.
The plan of this chapter (based on [7]) is as follows: We will test the model presented in
section 8.2.2 by applying it to boundary conditions that correspond to a scalar eld classically
rolling down an inationary potential in section 8.3.1. This example turns out to be non-
trivial already, in that it demonstrates the need for, and the use of, an appropriate initial
state. Equipped with these realisations we then explore transitions during which the scalar
eld evolves up the potential, in section 8.3.2. A further constraint on the validity of our
calculations is analysed in section 8.3.3. We conclude with a discussion of our results in
section 8.4.
One motivation for the present study is to verify the intuitions from QFT in curved
spacetime (briey summarized in section 3.1.4): does quantum cosmology, where the scale
factor of the universe is also quantised, support the view that the scalar eld uctuations
evolve in a xed background spacetime. Does this picture become better or worse as the
potential becomes atter? Is there a qualitative dierence between the eternal and non-
eternal regimes?
We will be interested in inationary evolution, in two distinct cases: rst, to set up our
calculation and to check its validity, we will investigate the description of purely rolling down
the potential. Afterwards, we will consider the case where the universe inates, and then we
will demand that the scalar eld jump up the potential.
Before continuing, we should add a note about the potential we are using, namely V () =
 cosh
q
2
3

: In Fig. 62 we have plotted the atness of the potential (more specically, we
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Figure 62: These plots show the atness V 2;=(2V
2) (left panel) and the variance of the
curvature perturbation (right panel) for our potential (8.29) with  = 1=10: Slow-roll is
achieved only for small values of ; and for small  we are also in the conjectured regime of
eternal ination. There is a second regime of large variance at larger values of  ' 3; but here
the potential quickly exceeds the Planck energy density, so that we will ignore this region in
the present work. The yellow line on the left indicates the asymptotic value of  for large .
On the right the yellow line separates the regimes where eternal ination is expected from
those where it is not.
have plotted V 2;=(2V
2) which in the slow-roll limit coincides with ) as well as the variance of
the curvature perturbation, for  = 1=10. Here we can see that inationary solutions can be
achieved throughout, but slow roll is only applicable for very small  / 0:2: Meanwhile the
variance becomes large both for small eld values  / 0:5 and for very large values  ' 3;
although these specic numbers will change for other choices of :
8.3.1 Ination - Rolling Down the Potential
Now that we have set up our model, we can evaluate transition amplitudes with various
boundary conditions. In fact, in the present chapter we will only look at homogeneous
congurations. This is because on the one hand, this restriction brings about a signicant
technical simplication, and on the other hand it is suggested as a reasonable approximation
(in a suitably sized patch of the universe) by the calculations of stochastic ination, as
discussed in the introduction. In order to test our formalism, we will start with a situation
in which the universe is expanding while the scalar eld is rolling down the potential, i.e. we
start with a situation in which we expect there to exist a classical inationary solution. Thus
at rst we will pick Dirichlet boundary conditions with
a1 > a0 ; 1 < 0 ; (8.39)
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NFigure 63: The gure shows a typical example of the saddle points and the ow lines in the
complex N plane. The Js/Ks lines are the steepest descent/ascent paths associated with the
saddle point s; where arrows indicate downwards ow. The integral along the positive real
N line (dashed line) is equivalent to the integral along the path J1 +J2 (full red line). Both
saddle points are relevant to the path integral.
where we will stick to the   0 side of the potential, and we will assume that the scale
factors are larger than the de Sitter radius implied by the potential, a0;1 >
p
3=V (0;1). For
boundary conditions such as these, the action (8.35) admits four real saddle points, two at
positive values of the lapse function, and two at negative values, as given by Eq. (8.37). The
two saddle points at positive N are trivially relevant to our path integral, since they lie on
the original integration contour { see Fig. 63 for an illustration. The gure also shows the
associated paths of steepest descent, and the original integration contour along R+ can indeed
be deformed into the sum of these two steepest descent contours. Supercially, it may be
surprising that there are two relevant saddle points because we expect only the inationary
solution, but upon analysing the saddle point geometries it becomes clear what is happening.
The rst solution, for smaller N , corresponds to an inationary universe (an example
of which is given in Fig. 64). The second solution, the one for larger N , corresponds to
a bouncing universe (see Fig. 65). Note that due to the blue-shifting that occurs during
contraction, the scalar eld can initially roll up the potential, and then roll down again
during the expanding phase. From these geometrical properties it also becomes clear why
there are two solutions: the path integral simply nds all solutions corresponding to the
given boundary conditions. It does not know about the prior evolution of the universe and
hence picks out solutions consistent both with initial expansion and contraction. Note that
a classical bouncing solution exists because we took the spatial sections of the metric to be
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closed, and hence the solution can be thought of as being a deformation of the de Sitter
hyperboloid with the waist sitting in between the initial and nal hypersurfaces. We should
emphasise that in this situation, where two (real) saddle points contribute, an approximation
in terms fo QFT in curved spacetime does not hold, since we are in the presence of two
relevant background spacetimes (cf. the analogous discussion regarding pure de Sitter space
in [194]).
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Figure 64: A typical example of the geometry at the saddle point N1. In particular, here
we have 0 = 2=10, 1 = 0, a0 = 11, and a1 = 33 corresponding to 1 e-fold of ination and,
as expected, we nd inationary behaviour of the scale factor and scalar eld.
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Figure 65: A typical example of the geometry of the saddle point N2. In particular, here
we have 0 = 2=10, 1 = 1=10, a0 = 11, and a1 = 33 corresponding to bouncing behaviour
of the scale factor and scalar eld.
If we would like to single out the purely expanding inationary solution we have to impose
that the universe was already expanding with the scalar eld rolling down the potential before
we consider the transition computed through the path integral. In other words we need to
include information not only about the initial values of the elds but also about their initial
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velocities. So far we have calculated the propagator with Dirichlet boundary conditions
G[x1; y1;x0; y0] =
Z 1
0+
dNeiS(x0;x1;y0;y1;N)=~ : (8.40)
In this description we have complete certainty of the initial and nal values of x and y or
correspondingly of a and . On the other hand, the uncertainty principle implies that we
have no knowledge of the initial and nal velocities.
We would now like to spread the uncertainty between positions and momenta impos-
ing initial conditions where neither the value of the elds nor their conjugate momenta are
specied but rather a linear combination of the two:
c1x(0) + c2Px(0) = c3 ; (8.41)
c4y(0) + c5Py(0) = c6 : (8.42)
These are initial conditions of Robin type which require boundary terms in the action dierent
from the Gibbons-Hawking-York one. To this eect, we will augment the action by additional
boundary terms [194, 178],
SR = S + pxx0 + pyy0 +
i~
42x
(x0   xi)2 + i~
42y
(y0   yi)2 ; (8.43)
where px; py; x and y are constants. The variation of the action now reads
SR =
Z 1
0
N

3
2N2
 
x00(t)x  y00(t)y  x dt
  3
2N
x0(t)x
1
0
+
3
2N
y0(t)y
1
0
+

px +
i~
22x
(x0   xi)

x0 +

py +
i~
22y
(y0   yi)

y0 :
(8.44)
Substituting the denitions of the momenta Px =   32N x0(t) and Py = 32N y0(t), the variational
principle is satised if
x0   2
2
x
i~
Px(0) = xi   2
2
x
i~
px ; (8.45)
y0  
22y
i~
Py(0) = yi  
22y
i~
py (8.46)
at the initial boundary and if x(1) = x1; y(1) = y1 at the nal boundary. Hence, comparing to
the conditions (8.42), the action SR denes a mixed boundary value problem with a Dirichlet
condition at t = 1 and a Robin one at t = 0. The Robin condition interpolates between
Dirichlet (where the positions are known exactly) and Neumann (where the momenta are
known exactly) as the parameters x and y are changed. For x; y ! 0 the boundary
condition reduces to Dirichlet while for x; y !1 it reduces to Neumann.
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In the following we will evaluate the path integralZ
dN
Z
x
Z
y eiSR=~ (8.47)
with the mixed boundary conditions dened by SR for various values of x and y and explore
the consequences in terms of the structure of the ow lines. Notice that the propagator (8.47)
can be interpreted as a convolution with an initial state
G[x1; y1; 0] =
Z Z
G[x1; y1;x0; y0] 0(x0; y0)dx0dy0 (8.48)
where G[x1; y1;x0; y0] is the propagator evaluated with Dirichlet boundary conditions and
the initial wave function reads
 0(x0; y0) = e
i
~ (pxx0+pyy0) 
(x0 xi)2
42x
  (y0 yi)
2
42y : (8.49)
The functional form of this initial state is that of a coherent, Gaussian state, which allows us
to express our knowledge of the initial uncertainty in the eld values and their momenta14.
By construction the initial positions are peaked around the values xi,yi, with a Gaussian
spread around them. In the limit where x = y = 0 the initial positions simply become
xi and yi by construction. We are then back to the position representation which we were
(implicitly) using up to now. Performing the Gaussian integrals over x0 and y0 gives us the
saddle point solutions
x0 =
~Nxi   iN22x + 2iNpx2x + 3x1i2x
~N + 3i2x
; (8.50)
y0 =
~Nyi + 2iNpy2y   3y1i2y
~N   3i2y
: (8.51)
For small spreads ; we have x0  xi; y0  yi; while for very large  we obtain
x0  x1   
3
N2 +
2N
3
px ; y0  y1   2N
3
py (x;y  1) : (8.52)
Thus at large spreads xi; yi disappear from the formula, which is an indication that the
position is less well known. In fact at large  the momentum is determined with increasing
precision. To show this in more detail we focus on one of the momenta and variables (px and
x respectively) but the result holds for both. Hamilton's equations give
Px(t) =   3
2N
x0(t) =  Nt  3
2N

x1   x0   1
3
N2

(8.53)
14A detailed discussion of the use of initial and nal (o-shell) states will be published in upcoming work
by Angelika Fertig, Job Feldbrugge, Laura Sberna and Neil Turok [?].
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where the last line was obtained by plugging in the solution of the equations of motion for x.
Thus, at the saddle points the initial momentum simply reduces to
Px(0) =   3
2N

x1   x0   1
3
N2

; (8.54)
which agrees with Eq. (8.52). We may also nd the sub-leading terms by making use of Eq.
(8.50), plugging it into the general expression for the momentum and expanding for large x;
to obtain
Px(0) = px +
i~
2x
1
6
 
3x1   3xi + 2Npx   N2

+O

1
4x

; (8.55)
which conrms that in the large x limit we reach the pure momentum representation.
Let us now return to our inationary example. We choose initial momenta px and py such
that a is expanding and  is rolling down the potential. The values of px and py are xed
such that they correspond to the classical inationary solution that links our initial and nal
boundary conditions. After performing the integrals over x0 and y0, we are again left with
an integral over the lapse function N;
G[x1; y1; 0] 
Z 1
0+
dNei
~S(xi;x1;yi;y1;px;py ;x;y ;N)=~ (8.56)
This new action results from having replaced x0 and y0 with their saddle point values x0; y0
in Eq. (8.35) and including the contributions from the initial state. More explicitly, we have
i
~
~S =
i
~
S0 +
i
~
(pxx0 + pyy0)  1
42x
(x0   xi)2   1
42y
(y0   yi)2
=
i
~

2
36
N3 +N

3  ~N(xi + x1)  
2iN22x + 2iNpx
2
x + 6x1i
2
x
2(~N + 3i2x)

+
3N
4
 
~(yi   y1) + 2ipy2y
~N   3i2y
!2
  3N
4

~(xi   x0)  iN2x + 2ipx2x
~N + 3i2x
235
+
i
~
(pxxi + pyyi) +
N22xpx   2Np2x2x   3x1px2x
~(~N + 3i2x)
+
 2Np2y2y + 3y12ypy
~(~N   3i2y)
+
 N2 + 2Npx + 3(x1   xi)
4(~N + 3i2x)
2
+

2Npy   3(y1   yi)
4(~N   3i2y)
2
(8.57)
The replacements of x0 and y0 have as a consequence that the dependence of the action on
the lapse function N has become more complicated. But once again we can solve this integral
using Picard-Lefschetz theory. Let us start from small values of x and y and investigate
what happens as the spreads x;y are increased, see Fig. 66. At zero spread, we are in the
pure position representation, with two relevant saddle points (upper left panel in the gure).
But as soon as the spreads are turned on, the situation changes: we now have six complex
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Figure 66: The structure of the ow lines is shown as a function of the uncertainty
 for inationary boundary conditions, with x;y determined via Eqs. (8.66), (8.67).
In order to draw these graphs we have used the boundary conditions a0 = 100; 0 =
1=10; a1 = 200; 1 = 1=100 and  = 1=10, with the corresponding momenta being given
by ( _a(tp); _(tp)) = (1:7953; 0:0820864). The numerically determined ow lines would have
been dicult to put on a legible graph due to the large distances between saddle points,
hence we have re-drawn these graphs to show the qualitative behaviour of the ow lines.
Only the saddle points with Re(Ni) > 0 are considered, being the only ones relevant for the
ow analysis. Top left panel: For  = 0 both the expanding and the bouncing solutions
are relevant to the path integral (corresponding to the saddle points N1 and N2). Top right
panel: For non-zero  a new saddle point appears, the saddle point N2 moves o the real line
while N1 maintains its original position (here  = 0:0100). For small enough  the original
integration contour is deformed to the Lefschetz thimble J1 + J2. Bottom left panel: For
a critical value of  = c a Stokes phenomenon happens (here c  0:0154). The steepest
descent path associated to N1 (J1) coincides now with the steepest ascent through N2 (J2).
This is the Stokes line, the blue line in the gure. Bottom right panel: For  > c the
bouncing solution (N2) no longer contributes to the path integral and only the inating one
(N1) survives (here  = 0:0200).
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saddle points (three with positive real part, and three with negative real part) out of which
two are relevant to the Lorentzian path integral, see the upper right panel in Fig. 66. As
we increase our certainty about the values of the initial momenta, the saddle points and ow
lines change their location in the complex plane. Eventually a drastic transition occurs where
the topology of the ow lines changes. This, so-called Stokes phenomenon, happens when a
ow line connects two saddle points, for example in this case when
Im( ~S(N1)) = Im( ~S(N2)) (8.58)
for two distinct saddle points N1 and N2. After this transition only one saddle point (N1)
remains relevant to the path integral, while the second one (N2) has become irrelevant. The
saddle point N1, the only relevant critical point after the Stokes phenomenon, does not move
at all as a function of x and y. Furthermore the behaviour of the scale factor and scalar
eld at this location is inationary as desired (see Fig. 64), while the bouncing solution
(Fig. 65) has become irrelevant. This is entirely consistent with our interpretation of the
initial state: as we increase our knowledge of the initial momentum (chosen to represent
an expanding universe), only the expanding solution survives. Thus we see that the path
integral gives sensible results for transitions in which the scale factor expands and the scalar
eld rolls down the potential. At the same time, we can appreciate the importance of the
Robin initial condition in determining the outcome of future evolution.
8.3.2 Jumping Up the Potential
Ination may be able to sustain itself indenitely if the scalar eld can jump up the potential,
thus inducing a phase of enhanced accelerated expansion. In order to understand the true
consequences of eternal ination, it seems likely that a more fully quantum understanding of
such transitions, and the associated issues of measures, must be developed. Here we take a
step in that direction, by investigating the semi-classical geometries of such up-jumps. Thus
we will now consider boundary conditions of the form
a1 > a0 >
s
3
V (0)
; 1 > 0 : (8.59)
Again we must nd the relevant saddle points, so that we can look at their geometries. Just
as in the previous case in the Dirichlet limit x;y = 0 we have four saddle points out of which
two will be relevant for the path integral (the other two being the time reverses of the relevant
two).
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Figure 67: The gures show the structure of the steepest ascent and descent path (Js and
Ks) for x;y = 0 and 1 > 0. The left (case A) and the right (case B) panels show the
only two inequivalent qualitative structures allowed for by up-jumping boundary conditions.
In both cases the action has 4 critical points but only those with Re(Ns)  0 are plotted.
The original integration contour (dashed red line) can be deformed smoothly to the Lefschetz
thimble J1 +J2 so that two saddle points contribute to the path integral. The geometries of
these saddle points are plotted in Figs. 68 and 69 for case B.
In fact, for dierent values of the initial conditions the saddle point N1 can be either purely
real or purely imaginary: we call these two possibilities case A and case B respectively. Case
A is obtained for a1  a0e
p
6(1 0); otherwise we have case B. The second relevant saddle
point (N2) always turns out to be real. Fig. 67 shows the ow lines for the two possible
inequivalent cases, while Figs. 68 and 69 show the associated geometries for case B.
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Figure 68: Geometry of saddle point number 1 in the right panel of Fig. 67. Plotted here
are the scale factor and scalar eld with respect to coordinate time where we have chosen
 = 1=10, i = 1=10, 1 = 1=2, a0 = 100, a1 = 100 and  = 0. The saddle point is purely
imaginary, and consequently the scale factor is Euclidean here.
Note that the eld values for all saddle points are strictly real, although for case B
the saddle point N1 is at a purely imaginary value, implying that the geometry is in fact
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Figure 69: Geometry of saddle point number 2 in the right panel of Fig. 67. The scalar
eld passes through zero twice, and at these singularities the scalar eld blows up. Moreover,
the scalar eld starts out rolling up the hill, so that this geometry could only be relevant for
a physical situation in which the scalar eld would already have a large initial velocity up the
hill, while we are interested in a prior state with the scalar slowly rolling down the potential.
Euclidean. This also means that the action at this saddle point is imaginary, and consequently
the contribution to the path integral will be signicantly suppressed compared to the saddle
point N2: This second saddle point also has some peculiarities: it contains two singularities
where the scale factor a(t) passes through zero and where the scalar eld blows up. On top
of this diculty, the scalar eld starts out by rolling up the potential. Thus such a geometry
may not be smoothly linked to a prior phase of ination where the eld is rolling down the
potential. We can in fact show that no saddle point exists for which the scalar eld is initially
rolling down, but where it ends up higher in the potential. To see this consider the physical
time derivatives of the scalar eld and scale factor,
_(tp) =
0(t)a(t)
N
=
r
3
2
x(t)y0(t)  y(t)x0(t)
N (x(t)2   y(t)2)3=4
; (8.60)
_a(tp) =
a0(t)a(t)
N
=
x(t)x0(t)  y(t)y0(t)
2N (x(t)2   y(t)2)1=2
; (8.61)
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which at t = 0 reduce to
_0 =
N2y0 + 3x0y1   3x1y0p
6N
 
x20   y20
3=4
=
1p
6Na0
 
N2 sinh
 r
2
3
0
!
+ 3a21 sinh
 r
2
3
(1   0)
!!
;
(8.62)
_a0 =
x0(3(x1   x0)  N2)  3y0(y1   y0)
6N((x0   y0)(x0 + y0))1=2
=
1
6N
 
3a21 cosh
 r
2
3
(1   0)
!
  3a20   N2 cosh
 r
2
3
0
!!
:
(8.63)
Since we assume a transition up the potential, 1 0 > 0 and this makes the second term in
(8.62) positive. Thus _0 can never be real and positive for the considered boundary conditions.
The reason for this stumbling block is simply that we are working in the pure position
representation here, where we have not included any information about the momenta of the
elds. But we are actually interested in the situation in which we have a prior inationary
state, with the scale factor growing and the inaton rolling down the potential. Once we
include this information, we will see that much more sensible results are obtained.
Thus we must repeat the same procedure as in the last section, i.e. we introduce Robin
boundary conditions or, equivalently, convolve the propagator with an initial wavefunction
as in Eq. (8.49), yielding the eective action (8.57), where the momenta are chosen to
correspond to an inating universe. Let us be more specic about which form of the spreads
x;y we will consider. From the denitions of the variables x; y we have to leading order
x = 2a0 cosh
 r
2
3
0
!
a +
r
2
3
a20 sinh
 r
2
3
0
!
 ; (8.64)
y = 2a0 sinh
 r
2
3
0
!
a +
r
2
3
a20 cosh
 r
2
3
0
!
 : (8.65)
While these relations are only accurate for small spreads, we will simply use them as def-
initions, even when the spread is large. Our discussion in section 3.1.4 indicated that we
can expect that for at potentials the metric changes little, and most of the perturbation is
expressed as a change in the scalar eld value. This would suggest the choice a = 0 with
the entire spread relegated to : In this case
x =
r
2
3
a20 sinh
 r
2
3
0
!
 ; (8.66)
y =
r
2
3
a20 cosh
 r
2
3
0
!
 : (8.67)
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Note that this case corresponds to a specic choice of initial state, a choice that is motivated
by the calculations of section 3.1.4. If not specied otherwise, this will be our default choice
of initial state. Thus when we quote results in terms of  alone, this should be understood as
shorthand for x;y given by Eqs. (8.66) and (8.67). However, we will also be led to consider
other choices, with both a and  turned on.
The evolution of the saddle point locations and their associated ow lines as a function of
 is illustrated in Fig. 70. For  = 0, two of the four critical points of the action are relevant
to the Lorentzian propagator. As we turn on , the four saddle points smoothly change their
location in the complex N plane and two extra saddle points appear, which however turn
out to never give a dominant contribution to the path integral. For a critical value of the
uncertainty  = c; a Stokes phenomenon happens which changes the topology of the ow
lines. The process is shown in Fig. 70 for case A. The nal result is entirely analogous for
case B, the only dierence lying in the fact that in that case the saddle point N1 travels from
the imaginary line to the real line as  increases. After the Stokes phenomenon ( > c), the
only relevant saddle point is N1 and this saddle point becomes more and more real as  is
further increased. The geometry of the relevant saddle point N1 after the Stokes phenomenon
has occurred, i.e. for  > c, is shown in Fig. 71. An interesting aspect is that the initial
position of the scalar eld x0 is no longer close to the original initial position x0; but is
signicantly larger { in fact it has become larger than the nal value x1 (and  also contains
a small imaginary part, which is a reection of the transition being a quantum transition).
What does this mean? In the Dirichlet formulation of the Feynman propagator we calcu-
late a transition between two xed geometries and matter content. In that setting it is not
possible to continuously link an inationary evolution with an evolution where the scalar eld
tunnels up the potential. However, by introducing Robin boundary conditions, thus allowing
for a spread in eld values and momenta, we do nd solutions. Analysing them in more de-
tail, we nd that the scalar eld already starts higher up the potential and then simply rolls
down according to an inationary solution. Thus, instead of choosing a solution that rolls up
the potential, the system has picked out a (comparatively unlikely) conguration contained
within the initial state in which the inaton is already higher up in the potential than re-
quired, so as to allow a slow-roll solution to the nal conguration. In complete analogy, the
scale factor starts out at a smaller value and then grows as the scalar eld rolls down.
This result can be further quantied by analysing probabilities of the geometry and scalar
eld undergoing transitions to various values of 1 and a1 as depicted in Fig. 72. It is obvious
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Figure 70: Evolution of the saddle points and their associated ow lines in the complex N
plane as  is increased. The original integration contour (positive real line) can be smoothly
deformed to the complex Lefschetz thimble (the red line) leaving the value of the path integral
unchanged. The Lefschetz thimble runs through one or more saddle points of the action. One
of the initially relevant saddle points (N1) is relevant for all values of  but its position and
therefore the geometry associated to it changes. The other saddle point becomes irrelevant
after the Stokes phenomenon (the Stokes line is the blue line in the bottom left panel). The
third saddle point never contributes to the path integral. In order to draw these graphs, we
have used the boundary conditions a0 = 100; 0 = 1=10; a1 = 200; 1 = 1=2; while the values
of the spread for these four plots are respectively  = 0; 0:0100; c  0:0154; 0:0700:
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Figure 71: Geometry of the relevant saddle point for  > c. Plotted here are the real and
imaginary parts of the scale factor and scalar eld with respect to coordinate time where we
have chosen  = 1=10, 0 = 1=10, 1 = 1=2, a0 = 100, a1 = 100 and  = 2=100. The
nal relevant solution is seen to be a slightly complexied version of an ordinary inationary
solution, with the scale factor expanding and the scalar eld rolling down the potential, even
though our boundary conditions are such that we consider an up-jump from the central value
of the inaton.
that for larger values of a1 and 1, transitions become less and less likely. In fact, the most
likely transitions occur for a tiny increase in the scale factor, in our example from a0 = 100
to a1  101: This conrms the expectation from QFT in curved spacetime that the geometry
ultimately changes very little when the scalar eld jumps up the potential. Here we should
note that when we impose a nal scale factor value that is equal to or smaller than the initial
one, then transitions to certain values of the scalar eld are impossible (semi-classically).
This is reected in some of the curves in Fig. 72 having gaps in them. What happens in
these cases is that the relevant saddle point moves to the region where Re(N) < 0; i.e. these
solutions then actually correspond to time-reversed solutions. This is consistent with the fact
that the system prefers to choose inationary, expanding solutions and requiring the nal
scale factor to be small then clashes with this preference. In line with this observation is the
fact that if we look at increasing values of the nal scale factor, then the spread is actually
reduced due to the inationary attractor. In fact, the nal weighting remains Gaussian to a
good approximation, with only the peak value having shifted and the spread shrinking. We
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Figure 72: The logarithm of the transition amplitude going from (a0; 0) = (100; 1=10) to
various values of a1 and 1. Here the x-axis represents 1 while the dierent colours refer to
dierent values of a1, ranging between 98 and 120. The action was evaluated for a spread
of  =
H
2 . Interestingly, for a1  100 there are areas where no transition is possible and
hence there are gaps in the parabola. This is because the usually relevant saddle point has
negative real N for these transitions, and no other saddle point is relevant. In such cases,
the transition would be more than exponentially suppressed. The picture on the right is the
same as on the left except zoomed in onto the top of the curves. As the nal scale factor
value a1 is increased, the peak of the distribution shifts and the spread in  narrows.
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Figure 73: An example of the distribution of uctuations after the quantum transition in red
with a tted parabola in blue. In all three graphs  = 1=10, 0 = 1=10, a0 = 100. However
a1 = 100; 101; 110 in the left, centre and right graphs respectively. In dashed grey we have
plotted the initial spread in  = H=(2) centred around the classical value top. From the
picture it is clear that the peak of the distribution shifts and the spread in  narrows as we
increase the nal scale factor { see also Fig. 74 for more details.
can see this more quantitatively in Fig. 73, where we plot the nal weighting alongside a
tted parabola with nal width f ; dened via
Re(i ~S=~) = h(1) = h(top)  (1   top)
42f
+    ; (8.68)
where top denotes that value of  at which the weighting (Morse function h) is maximal for
a given nal scale factor value a1: From the gure we can see that the parabola provides an
excellent t. The decrease in the width as the universe expands is plotted in Fig.74.
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Figure 74: For transitions in which the nal scale factor is only slightly larger than the
initial one, the weighting for dierent nal congurations is essentially equal to the weighting
implied by the initial state. But as the nal scale factor value a1 increases the spread (of the
weighting) is reduced as a result of the inationary attractor. The numerical example shown
here is the same one as in Fig.72. The red line is the spread in the inaton value imposed
before the transition occurs.
Figure 75: A 3-dimensional version of Fig. 72 illustrating how the peak of the weighting
(red line) follows a slow-roll solution down towards the minimum of the potential at  = 0
(black line), while large excursions of the inaton away from the classical solution become
less and less likely as the universe expands.
All this is nicely visible in a 3-dimensional version of these plots in Fig. 75. Accompanied
with this shrinking of the width is a displacement of the peak of the weighting. The 3-
dimensional picture shows that the peak slowly approaches  = 0 as the universe expands {
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in other words, the peak of the weighting follows the classical slow-roll trajectory associated
with the initial central values of the elds and their momenta that we imposed via the initial
state. As the universe expands, the wavefunction narrows around this classical solution, and
we attribute this feature to the inationary attractor. Thus, starting from a xed initial state
and as the universe grows larger, inaton excursions away from the classical solution become
less likely.
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Figure 76: Left panel: The blue dots indicate the value of  at which the Stokes phe-
nomenon appears while the value of H=(2) is given by the red line. Here  = 1=10 and
a0 = 100. The critical value of  depends only on the initial value 0 and not on the nal
values a1 and 1: This graph shows that for a suciently large initial scalar eld value, only
one saddle point is relevant at  = H=(2): Right panel: The critical spread expressed in
terms of the canonical variables. This gure shows the critical value cx as a function of the
initial inaton value 0: Near 0 = 0 we recover the exact value for de Sitter space given in
Eq. (8.69). The red curve shows the expected value if one were to assume only an uncertainty
in the initial scale factor, and not in the inaton value. For larger 0 we can see that the
critical value lies below this curve, implying that for suciently large 0; where the potential
is less at, the uncertainty in the inaton value can induce an earlier Stokes phenomenon. To
calculate the points, we have xed a0 = a1 = 100 with varying 0 and a 1 that corresponds
to the eld jumping up the potential. The initial state's momenta were calculated by keeping
00 xed, nding the corresponding a00 via the Friedmann equation and then converting to
the momenta in x and y.
An important eect that we saw earlier was that beyond some critical value of the spread
a Stokes phenomenon happens and only a single saddle point remains relevant. When this
occurs, we automatically obtain a situation in which quantum eld theory in curved spacetime
is a reasonable approximation, as only a single background geometry is relevant to the path
integral. We can now make this discussion more quantitative { see Fig. 76. An important
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aspect of this discussion concerns the relationship between the original variables a;  and
the canonical variables x; y; expressed via the transformations Eqs. (8.26) - (8.27) and the
relations between the spreads (8.64) and (8.65). We argued in section 3.1.4 that the standard
calculation in a xed background suggests that the inaton should have a signicant spread,
of order H=(2); with the scale factor being kept essentially xed. This would amount to
setting a = 0: The left panel in Fig. 76 shows the critical value of  that is required under
those circumstances in order to obtain the Stokes phenomenon, as a function of the initial
inaton value 0: (An important point is that the critical spread does not depend on the nal
inaton value 1.) What the gure shows is that for large enough 0 the Stokes phenomenon
always occurs before the spread is increased to H=(2): Thus, in regions where the potential
is not too at (but including regions where the density perturbations that are generated may
be large), the standard intuition is vindicated.
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Figure 77: Geometry of the relevant saddle point where the scale factor is kept constant
a0 = a1 = 100 and the scalar eld transitions from 0 = 1=1000 to 0 = 1=2. The initial
state's momenta were chosen to be px   54:7 and py   0:0134 with uncertainties x = 11
and y = 100 which implies that the Stokes phenomenon has already happened. Notice that
this geometry closely resembles the one of Fig. 71, where 0 is larger.
For small values of 0 however we see a departure from this behaviour, in that the mini-
mum value of  that would be required to obtain a Stokes phenomenon becomes larger and
larger. At this point it is advantageous to switch to a description in terms of the canonical
variables x; y: Note that when a = 0; we have that x / sinh
p
2=30

 and thus, for
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Figure 78: Geometry of the relevant saddle point where the numerical values are identical
to the ones of Fig. 77 except that now y = 0.
small 0 a large inaton uncertainty  may still correspond to a much smaller spread x:
The right panel in Fig. 76 now shows the critical spread expressed in terms of x as a function
of 0: Here we are departing from the assumption that a = 0; and in fact in the plot we
have chosen a constant value for y.
15 What we see is that for small initial scalar eld values
the critical spread is reduced, rather than enhanced, compared to larger 0: Moreover, the
limiting value at 0 = 0 corresponds exactly to the critical value calculated for pure de Sitter
space in [194], and where the scale factor of the universe was the only degree of freedom,
cx(0 = 0) =

a20
9
1=4
: (8.69)
Thus we see that in the region where the potential is attest, we require a minimum uncer-
tainty in the size of the universe a 6= 0; and it appears not to be sucient to only have a
large enough uncertainty in the inaton value. Based on the formula (8.69), we might guess
that the critical uncertainty should be given, as long as the slow-roll approximation holds,
by replacing  by V (0); and taking into account the transformation formula (8.64). Hence,
if we assumed that now on the contrary  was set to zero, and we would consider only an
15It turns out that the precise value of y is not so important, except when y is very small (a case which
we will discuss below). We believe that the relative insensitivity to y; and the importance of x; are simply
a reection of the fact that the potential depends solely on x:
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initial spread in the scale factor, then we might expect the critical spread to be given by
cx(a 6= 0;  = 0) = cosh
 r
2
3
0
! 
a20
9V (0)
1=4
: (8.70)
The corresponding curve is plotted in red in the right panel of Fig. 76. We can see that
the true critical spread in fact lies somewhat below this curve. This can be understood in
terms of the previous discussion where we showed that for large enough 0 even a small 
is already enough to cause the Stokes phenomenon. Thus, away from the very at region
of the potential near 0 = 0 we nd that an inaton uncertainty  / H=(2) is sucient
to lead to a consistent description of quantum transitions, both down and up the potential.
However, in the attest region of the potential (where the slow-roll parameter is smaller
than  . 5  10 4), which may be the region of most interest in terms of applications to
eternal ination, this is not enough, and the initial quantum state must contain a signicant
uncertainty in the scale factor too, of a magnitude indicated by the de Sitter result (8.69).
As discussed above and shown in Fig. 71, the relevant saddle point geometry is typically
similar to a standard slow-roll inationary solution, albeit one with slightly complexied eld
values. This is certainly the case whenever the initial inaton value 0 is large enough, and 
has been chosen to lie above the critical value c: However, as we just saw, in the attest part
of the potential a signicant uncertainty in the size of the universe is also required in order
to achieve a Stokes phenomenon. We may thus expect the relevant saddle point geometry
to change character, and in closing this discussion we will briey illustrate this eect. Near
0 = 0 we still have the possibility of having a large uncertainty in the inaton value too, i.e.
we may still have a large  and thus, in combination with a; we may still have large values
of both x and y: In this case we still have a roughly slow-roll saddle point geometry, where
as before the inaton starts with a comparatively unlikely value high up on the potential and
slowly rolls down - see Fig. 77. However, the uncertainty in the inaton value could also
be small, with a correspondingly well determined initial expansion rate, so that once again
a Stokes phenomenon is achieved. This corresponds to having a very small (or vanishing)
value for y: In this case the scalar eld is forced to roll up the potential, since its initial
and nal values are specied with great certainty. But we showed in Eq. (8.62) that it is
not possible for the inaton to roll up, as long as the eld values are real. The resolution
is that in this case the saddle point becomes highly complex, and the eld evolution also
correspondingly complex - see Fig. (78). Moreover, at the end of the transition the scalar
eld is still rolling up the potential. These two cases thus nicely illustrate the importance of
the initial Robin conditions, or equivalently the initial state, in determining the most likely
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Figure 79: The plots show the ow lines (in black) and the scale factor's curve of zeros (in
green) for increasing values of . The left, middle and right panels correspond to  = 0,
 = c = 0:0154, and  = 0:0170 > z respectively. The other parameters read a0 = 100,
a1 = 200, 0 = 1=10, 1 = 1=2,  = 1=10, px =  54:79, and py =  1:34 similar to the
previous examples. The curves of zeros still crosses the Lefschetz thimble when the Stokes
phenomenon happens, but after a further, modest increase in the spread to   0:0164, the
lines do not cross anymore, and the path integral is well dened.
subsequent evolutions. The most appropriate form of the initial state will of course depend
on the physical situation under consideration, and determining the appropriate form of the
initial state will be the most important ingredient in applying our results to situations of
interest, such as eternal ination.
8.3.3 Avoiding O-Shell Singularities
For every value of  there are regions in the complex N plane where the scale factor a(t)
vanishes for some t 2 [0; 1] and the scalar eld (t) correspondingly diverges [194]. These
congurations are irregular in terms of the physical variables a and  and as a consequence
the action functional diverges. Note that this irregularity has no counterpart in terms of
the canonical variables x, y and the corresponding action is analytic. In fact, what becomes
singular when the scale factor vanishes is the map which connects the two sets of variables.
Thus, these singularities would appear in the Jacobian factor the we have been ignoring in
the saddle point approximation, because it usually plays a sub-leading role. However, in the
special case where the map becomes singular, the Jacobian would render the path integral
ill-dened. Therefore, in order to deal with a well dened path integral we will require that
such a curve of zeros (of the scale factor) in the complex N plane does not lie on the dening
integration contour, the Lefschetz thimble nor region in between the two.
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The curve of zeros, just like the ow lines associated with the various saddle points,
changes as a function of . The typical behaviour is shown in Fig. 79. For 0    c,
the curve of zeros crosses the Lefschetz thimble but there is no more crossing starting from
 > z > c. For larger values of the uncertainty, the path integral is well approximated
by one saddle point and the variables a and  are well dened. From our numerical studies
we found that z is only modestly larger than c; leading to a small increase of the spread
required to recover QFT in curved space-time.
8.4 Discussion
In this work we have taken the rst steps in analysing inationary quantum transitions in
semi-classical gravity, more specically in the path integral formulation of gravity. Such an
analysis is of interest since inationary uctuations are regularly considered as having mo-
mentous implications: they may be the source of the primordial density uctuations, and
they are thought to be able to alter the global structure of spacetime. Since they are typ-
ically treated using the framework of QFT in curved spacetime, an important question is
whether this approximate treatment is justied. We have analysed this question making
use of a specic minisuperspace model containing a scalar eld  in a potential of the form
V () =  cosh
q
2
3

; where the potential is chosen such that a transformation of variables
is possible that enables the action to become quadratic. This potential has the interest-
ing feature of interpolating between a very at region near  = 0; where the potential is
approximately constant, and a region with a larger slow-roll parameter   1=3:
Our results, which only deal with the simplied case of homogeneous transitions, in fact
largely support the results of QFT in curved spacetime, under the assumption that an ap-
propriate initial state of the universe is considered. The way in which the \standard" results
are recovered is however rather surprising: for instance, we are led to think of a transition up
the inationary potential not so much as involving the inaton rolling up the potential, but
rather as the selection of an unlikely, but otherwise perfectly ordinary, inationary solution
that was already \hidden" in the initial state (our results share some conceptual similarities
with the framework of Braden et al. in [37]). In other words, the semi-classical picture that is
emerging is that an unlikely large value of the scalar eld is picked out (typically containing
a small imaginary part as well), such that the desired nal value of the scalar eld can be
reached from it by ordinary slow-roll down the potential.
In order to obtain consistent results, it is crucial however that an appropriate initial state
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is imposed. We have done this by using Robin initial conditions, which may equivalently be
seen as the imposition of an initial coherent state for the canonical variables of the model.
We nd that in potential regions that are not too at, the initial state must contain a
sucient uncertainty in the inaton value in order for a single saddle point to be relevant
to the transition amplitude, implying that an approximate description in terms of QFT in
curved spacetime is justied. The critical minimal uncertainty in such potential regions is
moreover below the expected scale H=(2); where H denotes the Hubble rate at the start of
the transition. More surprising is perhaps our nding that in very at potential regions (in
our model where the slow-roll parameter  is smaller than about 5 10 4), considering only
an uncertainty in the inaton is not sucient: one must also allow for a suciently large
uncertainty in the size of the universe. This may have consequences for models of eternal
ination, since it remains to be demonstrated that an appropriate state is generated prior to
the up-jumping transitions that are usually considered in this framework. The generation of
an appropriate initial state remains an interesting topic for future work.
There are in fact many other avenues for future work. An important extension of the
present work will be to add inhomogeneous perturbations. Another aspect that will be
worth studying will be the dierence between transitions that occur while ination is already
underway, compared to transitions right at the beginning of ination. This latter study will
of course require the additional input from a theory of initial conditions, such as the no-
boundary proposal [195, 178]. In addition, it may be of interest to clarify what goes wrong
when two saddle points remain relevant to a particular transition. Based on the earlier study
in pure de Sitter space [194] we expect uctuations around the two saddle point geometries to
be incompatible with each other and to lead to problematic interference eects or instabilities.
Understanding such interference may help in clarifying what happens for transitions in very
at potential regions when the uncertainty in the size of the universe is insucient. Finally,
one can use the semi-classical techniques employed here to investigate other physical setups,
such as quantum transitions across the big bang [196, 4]. We hope to report on progress
along those lines in the future.
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9 Conclusion
In this thesis we highlighted and made progress on a variety of open issues with the stan-
dard model of cosmology and its extensions. A main goal was to have minimal assumptions
which is why we only used ingredients that are known to exist in our universe. Beginning
with classical gravity, we found an analytic solution to Einstein's equations for classically
bouncing cosmologies that may contain anisotropies, inhomogeneities and electro-magnetic
elds. This solution is a re-interpretation of a familiar family of black hole interiors which
signies an exciting duality; the extent of which is yet to be seen. In a more general setting,
we extended our analysis to the full Bianchi IX metric where we showed that bounces still
persist within a narrow but open set of parameters. It is interesting that their dynamics
leaves the universe in a state that is well suited for ination as during the bouncing phase the
scalar eld rolls up the potential. As such, a hybrid model that contains both a contracting
phase and an expanding, inationary phase seems natural and attractive. Importantly, these
bounces occur without the need for exotic matter and serve as a fantastic proof of principle
for their usefulness.
Moving on to the quantum realm, we have shown the specics of how quantum mechan-
ics eects the evolution of the universe near cosmological singularities. Employing the path
integral framework as a step beyond the usual QFT in curved space-time treatment we were
able to nally ask the right question in order to begin addressing eternal ination. In the
path integral it was dicult to even ask the question of how the scalar eld can tunnel up the
potential during ination. Now this is possible as we have furthered the development of the
Lorentzian path integral which provides a more consistent framework - free from pathologies
- than the Euclidean one.
We have further presented two distinct ways of resolving cosmological singularities. First,
we showed that at the level of the background instanton solution, the no-boundary proposal
is still meaningful when anisotropies are involved. This is contrary to previous claims in the
literature and result of our development of novel visualization techniques that allow analyzing
the singularity structure of the saddle point geometry. The second method of resolution is
another application of these methods. Formulated in an entirely complex language, we found
that quantum transitions provide a consistent and plausible way of avoiding cosmological
singularities in the early universe.
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The wide breadth of topics oers many directions for promising research and many new
questions emerged. For the classical bounces, there are two further avenues for future research
that seem particularly promising: the rst is related to the question as to what happens when
the anisotropy becomes larger than the allowed bound in order to have a classical bounce, i.e.
what happens when the anisotropy potential U(+;  ) becomes positive? Here, no classical
non-singular bounce solutions remain, but perhaps there exist quantum transitions between
a contracting and an expanding phase of the universe. In the absence of anisotropies, we have
started an exploration of such solutions in chapter 7, but it would be important to extend this
analysis to the more rigorous approach using Picard-Lefschetz theory to dene and evaluate
the gravitational path integral, while also including anisotropies.
This applies equally well to the ekpyrotic-to-inationary transitions described in chapter
7, where we do not have any guidelines as to what the appropriate contour of integration
should be, and thus we do not know yet whether the solutions that we have found are the
dominant ones. An important question for future work is to clarify this, perhaps by gener-
alising the treatment of quantum mechanical tunnelling described in [3] to include gravity.
Another question is whether one can transition to other phases of classical evolution, such as
a radiation or matter dominated universe. Beyond these questions, our work opens up the
possibility to place ekpyrotic cosmology on rmer footing. Specically it provides a starting
point to address the central open question of the evolution of perturbations through a classi-
cally singular bounce, and possible observational signatures of the pre-bounce era. This will
require a generalisation of our treatment that includes cosmological perturbations. We leave
this question for upcoming work.
Finally, as emphasized by Anabalon and Oliva [70], bouncing universe solutions as pre-
sented in chapter 4 with positive vacuum energy are closely related to wormholes in the
presence of negative vacuum energy. Hence our results suggest the existence of many new
anisotropic wormhole solutions, including multi-wormhole solutions with arbitrarily large
numbers of throats. It will be interesting to construct and study these solutions, which we
hope to do in the near future.
The negative mode problem of chapter 5, however, remains elusive. It is puzzling why La-
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grangian and Hamiltonian reductions give a dierent kinetic pre-factor Q for bounces in false
vacuum decay and what its physical relevance is. It will be exciting to see if the implemen-
tation of a more general framework by not only considering Euclidean but a fully complex
lapse as we proposed in section 5 could resolve this issue. Another interesting issue is to
investigate in which realistic cosmological or astrophysical set up a situation with negative
Q could occur and what the physical consequences might be.
Ultimately, we are interested in furthering the development of a consistent and powerful
framework to describe quantum eects in the early universe and what the observational
consequences are. This is important because many puzzling and exciting phenomena such
as the cosmological singularity, eternal ination or the no-boundary proposal crucially rely
on it. It will certainly be interesting to see what impact combining ingredients presented
here such as implementing the anisotropic no-boundary proposal followed by a contracting,
classically bouncing solution has for cosmological predictions. Continuing the work presented
in this thesis provides a promising and fruitful avenue to better understand and resolve our
uncertainties about early universe cosmology.
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A The Variational Principle
A.1 Dirichlet Conditions
In section 2.1 we state that the variational principle for the Einstein-Hilbert action is only
well-dened if the Gibbons-Hawking-York (GHY) boundary term is added. Here we present
the standard argument in detail following [197], which derives the GHY term. Afterwards
we will generalize this argument to more general boundary conditions which yield dierent
boundary terms as well. The variational principle or principle of least action states that
the path followed by physical system is the one for which the action is stationary. As a
consequence of minimizing the value of the action integral, one obtains the classical equations
of motion. In the case of General Relativity the variational principle requires the variation
of the Einstein Hilbert action to be zero.
0 = SEH = 

1
2
Z
M
p gRd4x

(A.1)
= 

1
2
Z
M
p ggRd4x

(A.2)
=
1
2
Z
M

gR
p g +p gRg +
p ggR

d4x (A.3)
Hence we need to compute the variations of the determinant of the metric and of the Ricci
scalar. Considering the rst term we write

p g =  1
2
1p g g (A.4)
which puts us in a position to apply Jacobi's rule for dierentiating invertible matrices
g = ggg (A.5)
and obtain

p g =  1
2
1p g gg
g =
1
2
p ggg =  1
2
p ggg (A.6)
where the last line follows from the fact that
0 = (gg
) = gg
 + gg
 (A.7)
Hence Eq. (A.3) turns into
SEH =
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d4x
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(A.10)
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and the rst term is exactly satised by the left-hand side of the Einstein equations. Next we
need to compute the remaining second term. We can re-express it in terms of the Christoel
symbols, via Palatini's identity
R = r( ) r( ) (A.11)
as
gR = r(g    g ) (A.12)
where we could commute the metric and covariant derivative because of metric compatibility
rg = 0. We now have an expression that is of the formZ
M
p grXd4x =
Z
M
@
 p gX d4x (A.13)
where the integrand is a total derivative and does not contribute to the equations of motion
and
X = g    g  (A.14)
. We want to see the precise form of the boundary term, however, and thus apply Stokes'
theorem Z
M
@
 p gX d4x = Z
@M

p
hXnd
3y (A.15)
This implies that we have to nd the value of X on the boundary of the manifold @M.
Expanding the Christoel symbols in terms of the metric and recalling that the variation of
the metric at the boundary is zero, we obtain
g  =
1
2
gg (g; + g;   g;) (A.16)
g  =
1
2
gg (g; + g;   g;) (A.17)
Therefore, upon relabeling indices in the second line via  $ , we end up with the simple
expression
Xj@M = gg (g;   g;) (A.18)
Multiplying by the normal vector we get
nX
j@M = ng (g;   g;) (A.19)
= n (nn + h) (g;   g;) (A.20)
= nh (g;   g;) + nnn (g;   g;) (A.21)
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where we have expanded the four metric in terms of the ADM variables. In the last line we
arranged the terms in a suggestive way. Indeed, upon, exchanging  and , we nd that the
last term is anti-symmetric in these indices and therefore vanishes. The rst term, on the
other hand, contains a tangential derivative g;e

a because of the three-metric's form (2.6).
Hence we are left with
nX
j@M = n
 
g    g 

=  nhg; (A.22)
This term is not zero because the derivative points along the normal to the boundary and
not along the tangent. Putting it all together, the variation of the Einstein-Hilbert action
gives
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All that is left to show is that the variation of the GHY term (as given in Eq. (2.4)) precisely
cancels this term. Essentially this reduces to taking the variation of the extrinsic curvature's
trace K. We start by rewriting K as
K = n; = g
n; = (n
n + h)n; (A.26)
Now we notice that the denition of the unit normal vector n implies that nn
 = 0 and
hence (nn
); = 0. This, in turn, implies that n
n; which means that the expression for
K simplies dramatically
K = n; = h
n; = h

 
n;    n

(A.27)
Taking the variation of this expression is straight-forward
K =  h n (A.28)
=  hn 1
2
g (g; + g;   g;) (A.29)
= h
1
2
gg;n (A.30)
=
1
2
hg;n
 (A.31)
which is exactly what we wanted to show.
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A.2 Neumann Conditions
In this section, following [32], we will derive an alternative boundary term which allows
specifying the momenta instead of positions. In the standard derivation of the variational
principle presented above, we saw that the total variation of the Einstein-Hilbert action
together with the GHY term gives
SD = SEH + SGHY (A.32)
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(A.33)
where we dened the canonical momentum of the boundary metric as
ij = 
p
h(Kij  Khij) (A.34)
The second term in the action's variation vanished since we set hij , evaluated at the bound-
ary, to zero. Usually this is done implicitly, but here we stress it in order to point out that
this implies Dirichlet boundary conditions. It furthermore suggests a strategy for implement-
ing other ones. To obtain Neumann conditions we set  _hij or equivalently ij to zero at the
boundary which means that we need a term dierent from the GHY term that will make the
variational principle well-dened for this condition. Eq. (A.33) suggests that the appropriate
Neumann action is
SN = SD  
Z
@M
d3yijhij (A.35)
since the variation yields
SN =
1
2
Z
M
d4x
p gGg   1
2
Z
@M
ijhijd
3y (A.36)
Explicitly, the Neumann action reads
SN = SEH + S@N (A.37)
= SEH (A.38)
Curiously, evaluating the Einstein-Hilbert action without a boundary term is equivalent to
imposing Neumann boundary conditions. Note that this is only true in 4 space-time dimen-
sions as the boundary term is dimension dependent [32].
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A.3 Robin Conditions
The most general boundary conditions one can impose are Robin conditions which specify a
linear combination of positions and momenta. Explicitly, this implies setting
ij + 
p
jhjhij = 0 (A.39)
where  is left as a free choice. Upon adding an appropriate term to the Neumann action we
get
SR = SEH   
Z
@M
d3
p
jhj (A.40)
Upon varying this action we obtain
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where we used the relation
pjhjhijhij = 2(pjhjhij)hij .
B Cosmological Perturbation Theory
Here we give a brief review of a few salient features of the theory of cosmological perturbations.
Readers familiar with this material may skip to the next section. We will consider theories of
gravity minimally coupled to a scalar eld  with a potential V (): Thus the action is given
by
S =
Z
d4x
p g

R
2
  1
2
(@)2   V ()

; (B.1)
where we have set 8G = 1: In the cosmological context we are interested in Friedmann-
Lema^tre-Robertson-Walker (FLRW) solutions and perturbations around them. In this sec-
tion we will focus on spatially at backgrounds, ds2 =  dt2 + a2(t)ijdxidxj ; where a(t)
denotes the background scale factor and H = _a=a characterises the expansion rate. An in-
ationary phase then corresponds to a phase of accelerated expansion, a > 0; which can also
be formulated as the requirement that  < 1; where we have introduced the slow-roll param-
eter     _H=H2 = _2=(2H2): The condition for ination can be met when the potential is
suciently at. For a very at potential, we have the approximate relation   V 2;=(2V 2),
which is valid when  1:
Now we can consider perturbations of this background space-time. Retaining only scalar
perturbations, we can write the metric as
ds2 =  (1 + 2A)dt2 + 2a(t)B;idxidt+ a2(t)[(1 + 2 )ij + 2@i@jE]dxidxj ; (B.2)
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where A;B; ;E are the perturbations. One additional scalar perturbation arises from the
perturbation of the scalar eld, : A small local change in the coordinates can be written
as x ! x0 = x + , where the vector  can be decomposed as  = (0; i) with
i = iT + @
i: Here  is a scalar and @i
i
T = 0 is a divergence free 3-vector. Thus 
0 and 
are the two scalar transformation parameters. The associated gauge transformations of the
metric perturbations are given by
A ! A+ _0 (B.3)
B ! B + 1
a
( 0   _ + 2H) (B.4)
 !  +H0 (B.5)
E ! E   1
a2
; (B.6)
while the scalar eld perturbation transforms as !   _0:
We will perform our calculation in at gauge where the spatial metric hij = a(t)
2ij is
kept xed as the spatial section of a at FLRW universe (0 can be chosen to eliminate  
and  to eliminate E). At linear order the constraints, which can be thought of as the 00
and 0i Einstein equations, are given by (see e.g. [198])
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2H
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 (B.7)
@i@iB =  1
2H
(V; +
_
H
V ) 
_
2H
_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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
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where in the constraint for B we have already used (B.7) to replace A:
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C Kantowski-Sachs bounces
An easier toy model for non-singular cosmological bounces than the axial Bianchi IX model
of section 4.5.3 can be found in the Kantowski-Sachs (KS) class of metrics [72]. These metrics
contain a two-sphere in their spatial directions, and the line element is given by
ds2KS =  dt2 +
a2(t)
4
e 2(t)dr2 +
a2(t)
4
e(t)d
22 ; (C.1)
where the factor of 1=4 was included in analogy with the Bianchi IX case. Again, a represents
the spatial volume while  quanties an anisotropic deformation. In this case there is only
one a deformation parameter. In the presence of a cosmological constant ; the equations of
motion and constraint are given by
3
a
a
+
3
2
_2 = N2 (C.2)
 + 3H _ +
2N2
3a2
U; = 0 (C.3)
3H2 =
3
4
_2 +N2( +
1
a2
U) (C.4)
where the constraint has been used to simplify the acceleration equation. The eective
potential is
U() =  4e  : (C.5)
It is very similar to the axial Bianchi IX potential in Eq. 4.55, except that the e 4 term is
absent. At large positive  the two models are essentially equivalent, but at negative  the
KS potential remains negative, causing a runaway of the solutions asymptotically.
Now we may look for actual bounce solutions. A perturbative expansion around a would-
be bounce leads to the expansions
a = ab(1 +

6
t2 +    ) (C.6)
 = (0)  1
3
t2 +    (C.7)
where the scale factor at the bounce is given by ab = a(t = 0) =
1p
e(0)=2
and we have xed
the time of the bounce to be at t = 0: The above expansions suggest that one might try an
ansatz a / e =2 and this indeed solves the equations of motion exactly,
a =
1p

e =2 = c1

cosh(
p
t+ c2)
1=3
(C.8)
where c1; c2 are integration constants. Thus analytic bounce solutions exist for every possible
value of  at the bounce, while asymptotically the anisotropy parameter  always runs o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Figure 80: Evolution of the anisotropy parameter  as a function of time for Kantowski-
Sachs bounces. For all s there exists a bounce (here with _ = 0 at the bounce).
to minus innity. For these solutions, in fact only the r direction bounces while the 2-sphere
remains constant throughout. These solutions are plotted in Fig. 80, and may be recognised
as dS2  S2 (and we note that closely related wormhole solutions also exist [199]).
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Figure 81: An instanton with an L-shaped path connecting 1 = 10 to 2 = 10:
D Quantum Bounces
D.1 Contours of Integration
For inationary-to-inationary transitions, apart from the specic symmetric contour used
in the main part of the text, other paths are possible which also lead to potentially valid
interpolating solutions. One example is an L-shaped path, as shown in Fig. 81. From
the nal classical history, this path runs straight down through the point where the big
bang singularity would have been, had the solution been real. The fact that the solution
is complex now allows one to continue through this point, and connect with an incoming
classical history in the bottom left quadrant. However, as shown in Fig. 82, if we look at
transitions to dierent scalar eld values, then for the L-shaped path the implied probability
distribution would be non-normalisable, indicating that this class of solutions may not be
physical. Similar results are obtained for other L-shaped paths that connect with further-
removed loci of real a values, and with upside-down L-shaped paths that run through the
would-be singularity from the bottom up. For this reason we focus on the symmetric contour.
But even for the symmetric contour, we have further possibilities, as we can use it to
connect classical histories that are further separated in Euclidean time. Fig. 83 shows the
real part of the action for such transitions between increasingly separated \branches" where
the scale factor is real, each time with eld derivatives optimised such that the locus of
real scalar eld asymptotically overlaps with the line of real scale factor. For these higher
branches, the action increases monotonically, indicating that these transitions, though also
normalisable, are further suppressed. We may thus safely ignore these.
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Figure 82: The real part of the action for transition from 1 = 10 to various values of 2;
plotted as a function of 1   2 and for two types of integration contour: the L-shaped one
(in blue dots) and the symmetric one (in red squares).
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Figure 83: The real part of the action for symmetric contours connecting classical histories
that are ever further separated in Euclidean time, and which we refer to as dierent branches.
These solutions have higher actions and are thus further suppressed.
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D.2 Perturbative Results
For inationary-to-inationary transitions, the equations of motion can be solved analytically
in various approximate regimes, allowing us to provide approximate analytic descriptions of
the quantum transitions.
D.2.1 Large scalar eld
At large eld values we will be in the slow-roll regime, 02  V () and 00  @V ()@ . If
the scale factor is also large, then the spatial curvature can be ignored and the equations of
motion simplify to
3
a0
a
= m2

0
; (D.1a)
a00 +
a2m22
6
= 0 ; (D.1b)
a0
a
2
=  
2m22
6
: (D.1c)
These can be solved explicitly, for example by substituting the rst equation into the last,
02 =  2
3
m2
2
; (D.1d)
which can be easily solved to give
() = (0) im

r
2
3
 : (D.2)
Notice that again we took the point of symmetry s = 0. This result for  can be plugged
into (D.1a), from which we then obtain the sale factor
a0
a
= imp
6
 
(0) i
r
2
3
m

!
) a() = Cei
m(0)p
6
+m
22
6 : (D.3)
To nd the value of C, we will follow Lyons [154], who states that when Re((0)) > 0 in the
upper half  plane the solutions with the upper sign are valid while in the lower half  -plane
the ones with the lower sign are valid. This means that around  = 0 both solutions should
be matched to one solution,
()  (0) ; (D.4)
a()  C cos

m(0)p
6


: (D.5)
Notice that it is clear that these solutions obey the bounce boundary conditions that we im-
pose. To nd C we plug a into the Hamiltonian constraint, giving C =
q
3
2
1
m(0) . Collecting
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our results, the solution is approximately given by
() = (0) + i
r
2
3
m

; (D.6)
a() =
r
3
2
1
m(0)
exp

 im(0)p
6
 +
m22
6

: (D.7)
From this we can understand the behaviour in our numerics. It is clear that  is real along
 = XTP + it with XTP =  sI m
q
2
3 . Here we have split (0) in its real and imaginary
components (0) = sR + isI . It is also interesting to write (0) = se
is , from which we
can see that a change in phase, keeping s xed, shifts the line of real ():
XTP =  s sin(s)
r
3
2

m
: (D.8)
Let us now take a closer look at the scale factor. To see where it becomes real, we will try to
write it as an amplitude times a phase,
a() =
r
3
2
1
ms
exp

m2
6
(x2   t2) + msp
6
(cos(s)t+ sin(s)x)

 exp

i

m2xt
3
  s   msp
6
(cos(s)x  sin(s)t)

: (D.9)
This becomes real when the phase is a multiple of . If t is not too big, the only relevant
term is the one without t, therefore we expect that a is real along
X =
n
p
6
ms cos(s)
; (D.10)
with n 2 Z. This explains why we see dierent lines in the complex  plane along which a
is real. In the numerical results there are singularities around  = 0, though these do not
appear in our analytic results. The lines of real a and  will coincide if
 sI 
m
r
3
2
=
n
p
6
msR
) sI =   2n
2sR
; (D.11)
or written in terms of the absolute value and the phase of (0)
s =
1
2
sin 1

4n
22s

: (D.12)
Thus we expect no obstruction to nding such interpolating solutions numerically.
D.2.2 Small scalar eld
Another region where analytic results are possible is the region where the scalar eld is a
small perturbation, without backreaction on the metric. Starting with the case for which
there is no scalar eld at all, the equation of motion for a is solved by
a00() = 0) a() = A+B : (D.13)
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Because we demand a0(0) = 0 we can conclude that without a scalar eld the scale factor is
constant, a() = A. If we now add a small scalar eld to this background, we get an equation
of motion for :
00  m2 = 0 : (D.14)
The solution for this, obeying the appropriate boundary condition 0(0) = 0, is
() = se
is cosh(m) : (D.15)
Plugging this together with a into the Hamiltonian constraint gives a() = 
p
6
mseis
.
Now we can look for regions where both a and  are real. The only values of s for which
a is real are  = n.  can then only be real along the imaginary axis, i.e. XTP = 0. This
explains why we can not nd complex bounce solutions for very small s, the only possible
solutions are those that are real.
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E Horava Lifshitz Gravity
This chapter, based on [8] stands in contrast to the rest of this thesis insofar as that we
do not consider ordinary General Relativity but an alternative theory of gravity: Horava-
Lifshitz gravity. Here we are interested in showing that alternative theories of gravity might
not suer from some of the problems that occur in the standard model according to GR. In
GR a homogeneous and isotropic universe is described by the Friedmann equation
3H2 = 8G  3K
a2
+  ; (E.1)
where H is the Hubble expansion rate, G is Newton's constant,  is the energy density,
K = 0; 1; 1 is the curvature constant of a maximally symmetric 3-space, a is the scale factor
and  is the cosmological constant. The asymptotic value, of  at late time can be set to
zero by redenition of . In the standard cosmology,  then includes energy densities of
radiation (/ 1=a4) and pressure-less matter (/ 1=a3). The fact that all but  decay as the
universe expands is the source of the cosmological constant problem. The present chapter
does not intend to solve the cosmological constant problem and we simply assume that  has
the observed value. The slowest decaying component on the right hand side of the Friedmann
equation is the spatial curvature term  3K=a2 and is the source of the atness problem in
the standard cosmology.
Ination, once it occurs, makes  almost constant for an extended period in the early
universe so that even the curvature term decays faster than . The initial condition of the
standard cosmology is thus set at the end of ination in such a way that the curvature term
is suciently smaller than 8G. Subsequently, the ratio of the curvature term to 8G
grows but the initial value of the ratio at the end of ination is so small that the universe
reaches the current epoch before the ratio becomes order unity. This is how ination solves
the atness problem.
If a theory of quantum gravity predicts that the ratio (3K=a2)=(8G) be suciently
small at the beginning of the universe then this could be an alternative solution to the
atness problem. The purpose of the present chapter is to propose such a solution based
on the projectable version of Horava-Lifshitz (HL) gravity [31, 200], which has recently been
proved to be renormalizable [201, 202] and thus is a good candidate for a quantum gravity
theory. Since our proposal is solely based on a fundamental principle called the anisotropic
scaling, which is respected by all versions of the HL theory, it is expected that the same idea
can be implemented in other versions of HL gravity.
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One of the fundamental principle of HL gravity is the so-called anisotropic scaling, or
Lifshitz scaling,
t! bzt ; ~x! b~x ; (E.2)
where t is the time coordinate, ~x are the spatial coordinates and z is a number called dynam-
ical critical exponent. In 3+1 dimensions the anisotropic scaling with z = 3 is realized in the
ultraviolet (UV) regime which is the essential reason for renormalizability. The anisotropic
scaling with z = 3 also leads to a novel mechanism of generating scale-invariant cosmological
perturbations, solving the horizon problem without ination [203].
In the context of quantum cosmology, the initial conditions of the universe are typically
set by quantum tunneling described by an instanton, i.e. a classical solution to Euclidean
equations of motion with suitable boundary conditions. In relativistic theories, where z = 1,
quantum tunneling is thought to be dominated by an O(4) symmetric instanton, implying that
T = L, where T and L are the Euclidean time and length scales, respectively. After analytic
continuation to the real time evolution, this causes the atness problem unless ination
follows.
Setting z = 3, however, the story is completely dierent. An instanton should lead to
T / L3 and thus
T 'M2L3 ; (E.3)
where T and L are again the Euclidean time and length scales, respectively, and M is the
scale above which the anisotropic scaling (E.2) with z = 3 becomes important. If the theory
is UV complete then the scaling (E.3) is expected to apply to any kind of instantons deep in
the UV regime, i.e. for L 1=M . If the size of the instanton L is indeed much smaller than
1=M then this implies that T  L and thus the instanton has a highly anisotropic shape.
We thus call this kind of instanton an anisotropic instanton. If the creation of the universe
is dominated by a small anisotropic instanton then in the real time universe after analytic
continuation, the spatial curvature length scale will be much greater than the cosmological
time scale. In this way the anisotropic instanton may solve the atness problem without
ination.
The rest of the present chapter is organized as follows. In Section E.1 we review pro-
jectable HL theory, obtaining the equivalent of Friedmann's equation (E.1) in this theory.
New curvature-dependent terms are found, which will be essential for the solution to the
atness problem proposed here. In Section E.2 we examine a quantum state inspired by the
no-boundary proposal: the idea that the universe nucleated from nothing, as represented
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by Euclidean evolution replacing the Big Bang singularity. We nd that under anisotropic
scaling and the semi-classical evolution of HL theory, the curvature is suciently suppressed
to solve the atness problem without the need for ination. The solution may be more gen-
eral than the concrete model presented here, as argued in Section E.3, where we show that
on dimensional grounds we can always predict the modications to (E.1) from the modied
dispersion relations of the theory. Together with equipartition of energy at the initial point
evolution in this regime enforces the necessary suppression of the curvature.
E.1 Projectable HL gravity
The basic variables of the projectable version of HL gravity are:
lapse : N(t) ; shift : N i(t; ~x) ; 3d metric : gij(t; ~x) (E.4)
The theory respects the so-called foliation preserving dieomorphism,
t! t0(t) ; ~x! ~x0(t; ~x) : (E.5)
Adopting the notation of [204], the action of the gravity sector is then given by
Ig =
M2Pl
2
Z
Ndt
p
gd3~x
 
KijKij   K2   2 +R+ Lz>1

; (E.6)
where
M2Pl
2
Lz>1 = (c1DiRjkD
iRjk + c2DiRD
iR+ c3R
j
iR
k
jR
i
k
+c4RR
j
iR
i
j + c5R
3) + (c6R
j
iR
i
j + c7R
2) : (E.7)
Here, Kij = (@tgij  DiNj  DjNi)=(2N) is the extrinsic curvature of the constant t hyper-
surfaces, Kij = gikgjlKkl, K = g
ijKij , Ni = gijN
j , gij is the inverse of gij , Di and R
j
i are
the coveriant derivative and the Ricci tensor constructed from gij , R = R
i
i is the Ricci scalar
of gij , MPl = 1=
p
8G is the Planck scale, and  and cn (n = 1;    ; 7) are constants.
In HL gravity, as already stated in (E.4), a spacetime geometry is described by a family
of spatial metrics parameterized by the time coordinate t, together with the lapse function
and the shift vector. 3D space at each t can have non-trivial topology and may consist of
several connected pieces,  ( = 1;    ), each of which is disconnected from the others. In
this situation, we have a common lapse function and a set of shift vectors and a set of spatial
metrics parameterized by not only (continuous) t but also (discrete) , as
N i = N i(t; ~x) ; gij = g

ij(t; ~x) ; (~x 2 ) : (E.8)
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The equation of motion for N(t) then leads to a global Hamiltonian constraint of the form,X

Z

d3~xHg? = 0 ; (E.9)
where
Hg? = M
2
Pl
2
p
g(Kijpij + 2 R  Lz>1) ; (E.10)
and pij = Kij   Kgij . Because of the summation over mutually disconnected pieces of the
space fg in (E.9), Z

d3~xHg? 6= 0 (E.11)
is possible, provided that the sum of them over all  is zero. Therefore, if we are interested
in a universe in one of fg then there is neither a local nor a global Hamiltonian constraint
that needs to be taken into account. On the other hand, the equation of motion for N i(t; ~x)
and gij(t; ~x) are local and thus must be imposed everywhere. The absence of a Hamiltonian
constraint introduces an extra component that behaves like dark matter [205, 206], as we
shall see below explicitly for a homogeneous and isotropic universe.
We now consider a homogeneous and isotropic universe in each connected piece of the
space  ( = 1;    ), described by
N i = 0 ; g

ij = a(t)
2
ij ; (E.12)
where 
ij is the metric of the maximally symmetric three-dimensional space with the curva-
ture constant K = 0; 1; 1 and the Riemann curvature Rijkl[
] = K(ikjl   iljk). The
action is then
Ig = 6
2M2Pl
Z
Ndt
X

Z

d3~xa3L ; (E.13)
L = 1  3
2
H2 +
3K
3

3a6
+
2K
2

a4
+
K
a2
  
3
;
where H = (@ta)=(Na), 2 = 4(c6 + 3c7)=M
2
Pl and 3 = 24(c3 + 3c4 + 9c5)=M
2
Pl. The
variation of the action with respect to a leads to the dynamical equation,
3  1
2

2
@tH
N
+ 3H2

=
3K
3

a6
+
2K
2

a4
  K
a2
+  : (E.14)
Integrating this equation once, we obtain
3(3  1)
2
H2 =
C
a3
  3K
3

a6
  32K
2

a4
  3K
a2
+  ; (E.15)
where C is an integration constant. The rst term on the right hand side behaves like
a pressureless dust and thus is called dark matter as integration constant [205, 206]. The
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equation of motion for N(t) then to the global Hamiltonian constraint of the form (E.9). For
example, if K = 1 for
8 then the global Hamiltonian constraint is simply
X

C = 0 : (E.16)
For the reason already explained in the previous paragraph, we do not need to consider this
equation, if we are interested in a universe in one of fg.
E.2 Anisotropic instanton
Suppressing the subscript , as we have shown in the previous section, a homogeneous and
isotropic universe in the projectable HL gravity is described by
3(3  1)
2
H2 =
C
a3
  3K
3
a6
  32K
2
a4
  3K
a2
+  : (E.17)
For simplicity, we set 2 = 0 and  = 0 giving
3(3  1)
2
H2 =
C
a3
  3K
3
a6
  3K
a2
: (E.18)
We assume that there is a UV xed point of the renormalization group (RG) ow with a
nite value of  larger than 1, as in the case of 2+1 dimensions [207]. Since we are interested
in quantum tunneling in the UV, it is ideal to set  to a constant value (> 1) at the UV
xed point. However, since the RG ow in 3 + 1-dimensions has not yet been investigated,
we shall consider  as a free parameter (> 1). We shall adopt units in which MPl = 1.
Hereafter in this section, we consider the creation of a closed (K = 1) universe. Switching
to Euclidean time  = i
R t
N(t0)dt0 + const:, we obtain
3(3  1)
2
(@a)
2
a2
=  C
a3
+
3
a6
+
3
a2
: (E.19)
Supposing that a! +0 as  ! +0, the leading behavior of a for small  is a ' a11=3, where
a1 is a constant. Hence, expanding a around  = 0 as
a = a1
1=3 + a2
2=3 + a3 +    ; (E.20)
and plugging this into the Euclidean equation of motion (E.19), we obtain
a1 =

63
3  1
1=6
; a2 = 0 ; a3 =
32
10
s
6
3(3  1) : (E.21)
By using this formula, it is easy to solve (E.19) numerically from  =  towards larger  ,
where  is a small positive number. The solution is unique for a given value of the integration
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Figure 84: Loglog plots of ln a vs. ln =c in blue with the analytic solution (E.26) super-
imposed in red. We have HL = 2, 3 = 1, 2 = 0 for both plots, however on the left we
have C = 3 while on the right C = 20. This conrms the validity of the analytic solution in
the large C limit.
constant C as we have already xed another integration constant corresponding to a constant
shift of  . Some numerical solutions are shown in gure 84. For a positive 3 and a large
enough positive C, one nds that @a vanishes at a nite value of  , which we call c, i.e.
@aj=c = 0 : (E.22)
The Lorentzian evolution of the unvierse after the quantum tunneling is then obtained by
Wick rotating the Euclidean solution at  = c as  = c + i
R t
N(t0)dt0, meaning that
the instanton is represented by the solution in the range     c with  ! +0. The
contribution of the connected piece of the space of interest to the Euclidean action iIg is then
SE = 6
2 lim
!+0
Z c

d

1  3
2
a(@a)
2   3
3a3
  a

= 62 lim
!+0
Z c

d

C
3
  23
3a3
  2a

; (E.23)
where we have used the equation of motion (E.19).
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Figure 85: The plot shows a3c=c as a function of C and conrms the expected analytic
scaling behavior in the large C limit shown in red. To obtain the plot, we kept HL = 2,
3 = 1, 2 = 0 and integrated the Euclidean equation of motion from  = 0 to  = c for
various values of the integration constant C.
For large positive C, we expect a to be small in the whole interval 0    c. Hence in
this limit we can safely ignore the last term on the right hand side of (E.19):
3(3  1)
2
(@a)
2
a2
'  C
a3
+
3
a6
: (E.24)
We then have an approximate analytic solution given bys
2
3(3  1) '
2
p
3
3C
 
1 
r
1  C
3
a3
!
; (E.25)
or equivalently
a '

3
p
3T   9
4
CT 2
1=3
; T =
s
2
3(3  1) : (E.26)
As a result, we have
c ' 2
p
3
3C
r
3(3  1)
2
; ac '
3
C
1=3
; (E.27)
where ac  a(c). This implies that
a3c
c
' 3
p
3
2
s
2
3(3  1) = const : (E.28)
For a positive 3 and a large positive value of C, ac  a(c) is small as seen in (E.27). As
expected from the scaling argument (E.3) in the Introduction and as conrmed numerically
in gure 85, we have the scaling relation (E.28). These results support the claim that a small
anisotropic instanton may solve the atness problem in HL gravity.
To see if the small instanton dominates the creation of the universe, we need to estimate
the tunneling rate, which in the regime of validity of the semi-classical approximation, is
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given by the exponential of the Euclidean action (E.23). This however turns out to be a
dicult task. First, both the (Euclidean) extrinsic curvature KiE j = 
i
j@ ln a and the spatial
curvature Rij = 2
i
j=a
2 diverges in the limit  ! +0, indicating that the semi-classical
description should break down near  = 0. We are thus unable to rely on the semi-classical
formula for the tunneling rate. Indeed, the dominant term in the integrand of (E.23) for small
 is / 3=a3 /
p
3(3  1)= , whose integral over the small  region exhibits a divergence
of order
p
3(3  1) ln . Thus the quantum state employed in this paper while inspired
by the no-boundary proposal, does not have a regular beginning. Quantum eects such as
the RG ow of coupling constants might somehow ameliorate the log divergence but this is
beyond the scope of the present paper. Second, based on a formulation of the Lorentzian path
integral for quantum cosmology, it was recently suggested that the semi-classical formula for
the tunneling rate may have to be drastically modied [28, 173, 172]. This may pose some
doubts on the no-boundary proposal [138, 139, 69, 140] in general relativity. It is certainly
worthwhile investigating whether a similar argument applies to HL gravity or not.
E.3 General argument
Although we have proposed a concrete framework for solving the atness problem within HL
gravity, the arguments presented are more general and may be valid for any UV complete
theory with an anisotropic scaling of spacetime on purely dimensional grounds. This can be
suspected from the simple argument presented in Section E, but we now take the dimensional
argument further. All that we shall need from the concrete model presented are its disper-
sion relations (as in HL theory) and equipartition at the starting point (as imposed by the
anisotropic instanton).
Let a general UV complete theory have modied dispersion relations for its massless
particles (including gravitons) of the form:
E2 = M2f(p2=M2) ; (E.29)
where f is a smooth function with the following asymptotic behavior,
f(x) =
8<: x ; (0  x 1)xz ; (x 1) ; (E.30)
and the mass scale M may be taken to be of the order of the Planck scale or not. This is
a Hamiltonian constraint for particles, so we may expect that in a FLRW setting a corre-
sponding Hamiltonian constraint for vacuum solutions may result from replacing E2 ! H2
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and p2 ! jKj=a2. Even when such a constraint does not strictly exist (as is the case with
our model), an eective one may be present, resulting in a Friedmann-like equation. On
dimensional grounds we therefore expect the Friedmann equation in vacuum to read:
H2 = M2f(jKj=a2M2) : (E.31)
The sign on the right hand side may be either positive or negative and the following argument
does not rely on the choice of the sign. Addition of matter energy density  (or some
component that stems from gravity but that behaves like matter, such as the term C=a3 in
(E.17)) then leads to:
H2 =
1
3
M2f(jKj=a2M2) ; (E.32)
where we have set 8G = 1. To complete the system we have to specify the second Friedmann
equation (which indeed was the starting point for our concrete model), or alternatively, the
conservation equation for . Let us rst assume conservation (this is in fact not needed: see
Appendix E.7 for details.). With a general equation of state w = p= we then have:
_+ 3H(1 + w) = 0 ; (E.33)
integrating into:
 / 1
a3(1+w)
: (E.34)
In our concrete model we have z = 3 and w = 0, but this set up is more general.
Let us now assume that at some time, deep in the UV regime far beyond the scale M ,
the Lorentzian signature universe is created, after which it is subject to (semi-) classical
evolution. We assume that the theory we are considering is UV complete, so there is no need
to fear going beyond the scale M . This \initial time" of creation can be seen as the result
of tunneling from vacuum, via an instanton, similar to our concrete model, or it can be the
result of any other process, e.g. a phase transition from a disordered quantum geometry. The
point is that the Universe undergoes a transition into (semi-) classical evolution in the UV
complete theory at a density in, assumed to be in M4.
Let us now also assume that an equipartition principle is in action, that is, we assume
roughly equal amounts of energy for dierent types of contributions that enter the Hamil-
tonian. In our setting there are just two contributions: matter (with a general equation of
state w) and curvature. Curvature can be seen as a uid with energy density:
K = 3M2f(jKj=a2M2) ; (E.35)
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and we can tweak this formula as appropriate, to contain the concrete model. Equipartition
then implies:
  K ; (E.36)
which is equivalent to the suppression of curvature K=a2 derived from the anisotropic instan-
ton presented in Section III. However, dened in terms of K there is no suppression. Indeed
  K  in initially and the subsequent evolution takes care of the suppression. Whether
we phrase things in terms of K=a2 or K the nal result is the same.
Let the curvature be measured by

K =
K
+ K
: (E.37)
Using (E.34) and (E.35) we see that for M4   in we have:

K / a3(1+w) 2z ; (E.38)
whereas for M4 we have the standard atness problem instability:

K / a3(1+w) 2 : (E.39)
So that 
K may be suppressed in the rst stage of evolution we see that a necessary condition
for solving the atness problem in an expanding universe is:
z >
3(1 + w)
2
: (E.40)
In our concrete model this is satised since z = 3 and w = 0, but in fact for the z = 3 HL
theory this would work with any w < 1. With standard gravity (i.e. z = 1) we would need
w <  1=3, i.e. ination.
The above is a necessary but not sucient condition. The exact condition will involve M
and in as well as z and w. Assuming the universe exits the UV phase around   M4 to
enter a standard hot big bang model, then curvature must be suppressed at  M4 by:

K  
sup = zeq

TCMB
MPl
2MPl
M
2
; (E.41)
where we have used (E.39) and zeq is the redshift of matter radiation equality. If M MPl,
with standard assumptions we have roughly 
sup  10 60, as is well known.
In order to obtain this suppression while M4 <  < in we should therefore impose the
condition:
in
M4
 
 
3(1+w)
2z 3(1+w)
sup ; (E.42)
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where we have used (E.38) in conjunction with  conservation (and solution (E.34)), even
though the latter is not strictly necessary. Equation E.42 is the general condition for solving
the atness problem in the vast class of models considered here. For the concrete model
proposed in this paper (z = 3 and w = 0) we have:
in
M4
 
 1sup ; (E.43)
so that with M = MPl this amounts to
in
M4Pl
 1060 : (E.44)
Eq. (E.42) establishes the general condition for a solution of the atness problem in
general UV complete theories with anisotropic scaling. In summary, they must start operating
suciently above the Planck scale and satisfy equipartition in some form at this initial point.
This applies to our concrete model with a starting point dened by an anisotropic instanton.
However, the formal mechanism is more general.
E.4 Summary and discussions
In the context of the renormalizable theory of gravity called Horava-Lisfhitz (HL) theory,
we have proposed a possible solution to the atness problem without relying on ination,
supposing that the initial condition of the universe respects the so-called anisotropic scaling
(E.2) with z = 3. This scaling is isotropic in space but anisotropic in spacetime, and is the
essential reason for the renormalizability of HL theory. Because of this scaling, any physical
system in the deep ultraviolet (UV) regime tends to possess the scaling property T 'M2L3,
where T and L are the time scale and the length scale of the system and M is the mass scale
characterizing the anisotropic scaling. If the universe started in the deep UV regime then the
initial condition is expected to satisfy this scaling property with L 1=M , meaning that the
curvature length scale of the universe is much longer than the expansion time scale. This is
exactly what we need for solving the atness problem.
Based on the projectable version of the HL theory for concreteness, we have found a family
of instanton solutions parameterized by an integration constant C. This family of solutions
is unique under the FLRW ansatz for the pure gravity system, i.e. without any matter elds,
for a given set of parameters in the action. For positive and large enough C, the spatial size
ain and the (Euclidean) temporal size in of the instanton are decreasing functions of C. We
conrmed the scaling relation a3in=in ' const: in the large C limit, both numerically and
analytically. We call those instantons with anisotropy in 4-dimensional Euclidean spacetime
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(but with isotropy in 3-dimensional space) anisotropic instantons. The anisotropic instanton
provides a concrete example of physical systems that realize the scaling property T 'M2L3
and thus may solve the atness problem in cosmology.
We have also given a more general argument for the solution of the atness problem,
based on the assumption of equipartition among dierent contributions of energy density to
the Hamiltonian of the system. The equipartition between the highest time derivative term
and the highest spatial gradient term can be considered as a restatement of the anisotropic
scaling and thus is expected to be universally applicable to many physical systems in any
possible UV complete theories with anisotropic scaling.
E.5 Scale-invariant perturbation
In the projectable Horava-Lifshitz gravity, the number of physical degrees of freedom is
three: two from the tensor graviton and one from the scalar graviton. Actually, one can
consider the scalar graviton as perturbation of the \dark matter as integration constant",
i.e. the C=a3 term in (E.17). In other words, the \dark matter as integration constant" is
a coherent condensate of scalar gravitons. Both tensor and scalar gravitons obey the z = 3
anisotropic scaling and thus it is expected that the quantum tunneling comes with scale-
invariant cosmological perturbations of both of them, following exactly the same logic as the
one proposed in [203].
After quantum tunneling, the universe is still in the UV regime and thus the stress-energy
tensor of matter elds T does not have to satisfy the usual four-dimensional conservation
equation, rT 6= 0, wherer is the four-dimensional covariant derivative. In this situation,
matter elds and the scalar graviton exchange energies [205]. It is therefore possible that the
scale-invariant perturbations of the scalar graviton may be transferred to matter elds. As
a result of such transfer processes a part of the coherent condensate of scalar gravitons, i.e.
the \dark matter as integration constant", may be converted to a gas/dust of scalar graviton
particles, which may also behave as dark matter. If energy densities in the matter sector
are initially small compared with that in the \dark matter as integration constant" then the
resulting perturbations after such transfer of energies will inevitably be almost scale-invariant
and adiabatic.
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E.6 Evolution after instanton
In Sec. E.2, we have shown that for a large positive value of the dark matter as integration
constant, C, there is an instanton solution near the origin of the Euclidean time  , given
by (E.20) with (E.21). After the Lorentzian universe emerges as the analytical continuation
of the instanton, this \dark matter" dominates the energy density of the universe for some
time. For the subsequent evolution, we assume a minimal scenario as a demonstration in this
appendix. Since C interacts with matter (and thus in fact is not constant in its presence)
[204], it can decay and populate the universe with matter and radiation some time after the
instanton tunneling. Under the assumption that the continuity equation is respected in the
matter sector, the relevant part of (E.17) after the transition reads, with addition of matter
and radiation,
3(3  1)
2
H2 =
C
a3
  3K
a2
+ mat + rad +  ; (E.45)
where MPl is again set to unity, and mat and rad are the energy densities of radiation and
matter, respectively. We have recovered the cosmological constant  to account for the late-
time accelerated expansion, whose potential dynamics, which is an interesting topic on its
own, is beyond the scope of this section. We further assume an instantaneous reheating by
the decay of C for simplicity, and that the values of C, rad and mat shift before and after
reheating as
tc < t < treh : mat = rad = 0 ; (E.46)
treh < t :
C
a3
+ mat =
a30
a3
0mat ; rad =
a40
a4
0rad ;
(E.47)
where \c," \reh" and \0" denote the values at the instanton transition, reheating and present
time, respectively.
The universe undergoes the standard cosmic history of the hot big bang cosmology after
the reheating, namely nucleosynthesis followed by radiation-, matter- and then -dominated
periods. The fractional curvature \density," dened as 
K(t)  (3K=a2)=tot, evolves as
j
K(tc)j
j
K(t0)j =
0
m

areh
a0

a0
am
4am
aeq

ac
a0

; (E.48)
where the subscript \eq" and \m" denote the values at the time of matter-radiation and
-matter equalities, respectively. The values of 0=m, areh=a0, a0=am and am=aeq are
given in the same way as the standard cosmological evolution. On the other hand, by setting
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K = 1, (E.28) gives
ac
a0
=
s1=2
a0

c
ac
1=2
=
r
s
3
j
K(t0)j 0

c
ac
1=2
; (E.49)
where s 
q
33
2(3 1) . The fractional density 
K at the time t = tc is approximately given by
j
K(tc)j ' 3=a
2
c
3=a6c
=
3s2
3

c
ac
2
: (E.50)
Hence (E.48) reduces to
c
ac
' 
2=3
3 j
K(t0)j 2=9eq 1=90
28=9 3 s

8=9
m (1 + zreh)
2=3
' 1:80  10 471=63

3  1
2
1=2


1010
1 + zreh
2=3 j
K(t0)j
0:005
; (E.51)
where in the last approximate equality we have used the observed values to plug in eq ' 
5:67  10 28MPl
4
, 0 '
 
1:01  10 30MPl
4
and 
m ' 0:308.
As we learn from (E.51), we need an anisotropic instanton with the level of anisotropy of
order T=L . 10 47 in order to respect the observational upper bound j
K(t0)j . 0:005 [34],
provided that the reheating occurs before BBN (zreh & 1010), that  at the time of tunneling
does not deviate much from its (expected) IR value IR = 1, and that 3  O(1) in the
Planck units. This small value is to account for the present atness of the universe by the
proposed mechanism in Sec. E.2, which in the inationary cosmology would be compensated
by the duration of ination  50 60 e-foldings. This also sets the lower bound on the energy
scale that the instanton tunneling has to occur. At the time of this transition, (E.17) gives
3(3  1)
2
H2c 
C
a3c
 3
a6c
' 3
s3

ac
c
3
'
 
1:28  10354
3

1 + zreh
1010
2 0:005
j
K(t0)j
3
;
(E.52)
where Hc is the value of Hubble parameter at the time of instanton transition (in Planck
units), and this corresponds to the energy scale at the transition to be Ec 
p
Hc & 1035MPl,
recovering the Planck units at the last inequality.
E.7 A more general solution to the atness problem
In Section E.3 we showed how the concrete model presented in this chapter may be part
of a more general class of solutions. In the paper's appendix [8] we expand further on this
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argument, both in scope and in terms of interpretation.
There is a simple interpretation of the general argument presented in Section E.3. It is
known that modied dispersion relations (MDR) may lead to an energy dependent speed of
propagation for massless particles. This falls under the general umbrella term of \varying
speed of light" (see [208] for an early review). In the guise of MDRs, such theories lead to
several astrophysical and cosmological implications (e.g. [209, 210]). The phenomenon may
be quantied by the phase speed cp = E=p or the group speed cg = dE=dp. In the case of
(E.29) and (E.30), in the UV we have:
cp / cg /
 p
M
z 1
: (E.53)
In view of this, it is tempting to map the Friedmann equation (E.32) into the standard-looking
Friedmann equation:
H2 =
1
3
  Kc
2
h
a2
(E.54)
also with a time dependent c, and where we have reinstated K as the culprit for the sign
ambiguity of the curvature term (relevant in what follows). Assuming K 6= 0 we have
c2h = a
2M2f , so that in the UV:
ch 

1
Ma
z 1
: (E.55)
We see that in the deep UV we have ch / cg / cp, (with the understanding that comparisons
assume the replacements E2 ! H2 and p2 ! jKj=a2). Thus in the deep UV the various c
may be used interchangeably. The transition from UV to IR may be dierent, but this is not
important here.
This interpretation at once connects the solution of the atness problem presented here
to that in [211]. This is particularly relevant if we wish to consider the implication of non-
conservation of energy mentioned above. As shown in [211] such violations actually help
solving the atness problem, reinforcing the argument.
As is well known, violations of Lorentz invariance may bring about non-conservation. This
depends on how we close the system started by (E.54). In the concrete model presented in
this chapter, conservation of  is assumed (or rather, one starts from the second Friedmann
equation and then integrates it into the rst, building conservation into the model). An
alternative is to assume no modications to the second Friedmann equation:
a
a
=  1
6
(1 + 3w): (E.56)
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This implies violations of the Bianchi identities and energy conservation. Specically, in
combination with (E.54) we nd:
_+ 3
_a
a
(1 + w) =
6Kc2
a2
_c
c
: (E.57)
Merely looking at the sign of the RHS is very informative. Dening c = 3H
2 we see at
once that if _c=c < 0 the violations of energy conservation act so as to push the Universe
towards atness. If the universe is closed (K = 1 and thus supercritical,  > c) then energy
is removed from the universe; if the universe is open (K =  1 and  < c) then energy is
inserted into the universe; no violations occur for a at model. Thus  is pushed to c.
This does not mean that these violations are needed, or indeed relevant in all regimes.
As in [211] we can combine (E.54) and (E.56) to obtain:
_
K = (1  
K)
K _a
a
(1 + 3w) + 2
c
c

K : (E.58)
If 
K  1 this integrates to:

K / a1+3wc2 (E.59)
leading to (E.38), obtained ignoring violations of energy conservation. Thus these violations
are not very important in the solution to the atness problem, as long as curvature is already
suciently suppressed.
Where these violations may be interesting is in situations in which the universe does not
start from exact equipartition. Let us consider an extreme case. Suppose that initially  = 0
and K =  1, that is a Milne Universe beginning. Then the Universe starts with 
K = 1
and no matter. This would be hopeless if energy were conserved (the Universe would simply
remain empty). However inserting this condition into (E.58), we see that the rst term
initially vanishes, but the second term leads to 
K / c2. Hence curvature is still suppressed
(at this rate) while matter is being dumped into the Universe.  = 0 is also pushed to  = c.
Eventually 
K  1, after which violations of energy conservation become irrelevant, and
suppression of curvature proceeds according to (E.59).
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