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This paper considers the problem of screening k multivariate normal populations
(secondary data) with respect to a control population (primary data) in terms of
covariance structure. A screening procedure, developed based upon statistical
ranking and selection theory, is designed to include in the selected subset those
populations which have the same (or similar) covariance structure as the control
population, and exclude those populations which differ significantly. Formulas for
computing the probability of a correct selection and the least favorable configura-
tion are developed. The sample size required to achieve a specific probability
requirement is also developed, with results presented in tabular form. This
secondary data selection procedure is illustrated via an example with applications
to radar signal processing.  1999 Academic Press
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1. INTRODUCTION
Ranking and selection procedures are generally developed using either
an indifference zone or a subset selection approach. The literature on
ranking and selection theory is dominated by these two methods. In this
paper, a variation of the subset selection approach is used to develop
a screening procedure for choosing secondary data. By partitioning
secondary data into two groups based upon a quantitative measure of
similarity in covariance structure, samples which differ significantly from a
control population can be discarded. The remaining samples are then
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processed via standard statistical hypothesis testing techniques to determine
the presence or absence of targets. This result is a new approach to radar
signal processing with dramatically improved performance over conven-
tional techniques.
Consider k independent populations ?1 , ?2 , ..., ?k where the underlying
distribution of ?i is F%i , i=1, 2, ..., k. The unknown real parameter, %i ,
i=1, 2, ..., k, represents the value of a quantity of interest for the i th pop-
ulation. By definition, we select population ?i over ?j if %i is greater than
%j . The ordered values of %i for all i are denoted by %[1] } } } %[k] . In
general, %[i] {% i . One approach to solving the basic problem of selecting
the best population, called the indifference zone formulation, was
developed in Bechhofer (1954). In Bechhofer’s paper, the selection of the
population associated with the ranked parameter %[k] results in a correct
selection (CS). For the indifference zone approach to be of value, the pro-
cedure R must establish a lower bound on the probability of a correct
selection P(CS). The minimum value of P(CS) is P*, with 1k<P*<1
whenever the separation between %[k] and %[k&1] exceeds some minimum
specified value. Let $(%i , %j) denote an appropriate nonnegative measure of
the separation between the population associated with %i and %j . For the
minimum probability of correct selection, P*, $* is the minimum separa-
tion distance. For any specified $*>0, let the preference zone, 0$* be the
subset of the parameter space 0=[% | % =(%1 , ..., %k)] defined by
0$*=[% | $(%[k] , %[k&1])$*]. Let P(CS | R) denote the probability of a
correct selection under the procedure R. In order for this procedure to be
valid, it should satisfy P(CS | R)P* for all % # 0$* . The complement of
the preference zone 0$* is called the indifference zone, a subset of the
parameter space where no requirement on P(CS) is made. For the analysis
of measured data, $* and P* are specified in advance. Suppose that the
procedure R is based on samples of fixed size n from each population. One
problem of practical interest in radar signal processing is to determine the
smallest sample size n for which the probability requirement P* holds.
In the subset selection approach of Gupta (1956), a procedure was
developed to guarantee a non-empty subset of the k given populations
which include the desired (or best) population with a minimum probability
P*. Any subset which includes the desired population results in a correct
selection. In case of a tie, any contender may be tagged best. Any valid pro-
cedure R should satisfy P(CS | R)P* for all % # 0. In the subset selection
approach, the size of the selected subset S is not decided in advance, but
is determined based on the analysis of data.
The procedures developed in ranking and selection theory are designed
to satisfy the requirement for a minimum probability of a correct selection
P*. Any parameter configuration % which yields the infimum of the P(CS)
over 0$* in the indifference zone approach, or 0 in the subset selection
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approach, is called the least favorable configuration (LFC). Many variations
and generalizations of these two basic approaches have been studied. For
example, one problem involves procedures for selecting the most appropriate
sample populations better than a control population ?0 . These sample
populations may then be used to estimate other parameters of interest such
as the covariance matrix. In our study of selection procedures for analyzing
radar data, the control population can be taken as the primary data (under
the null hypothesis). The secondary data are selected from those independent
populations ?1 , ?2 , ..., ?k having the same or similar covariance structure as
the control population. This approach forms the basis for a solution to the
nonhomogeneous interference problem in radar signal processing.
Radar data in the form of random vectors or matrices are processed
statistically via the techniques developed in multivariate analysis. In
Section 2, the application of ranking and selection theory to radar signal
processing is discussed. In Section 3, a screening procedure and method to
solve the non-homogenous problem in multivariate analysis is presented. A
derivation of the probability of a correct selection P(CS) for this screening
procedure, and its least favorable configuration, are included in Section 4.
Numerical results and sample size requirements are provided in Section 5.
An example with radar signal processing applications is also included.
Final remarks and future research are discussed in Section 6.
2. APPLICATIONS OF RANKING AND SELECTION THEORY
TO RADAR SIGNAL PROCESSING
Statistical inferences in radar signal processing involves two of the major
focus areas in statistical research, hypothesis testing and multivariate
analysis. The null hypothesis, mean vector equal to zero (i.e., H0 : +~ =0)
implies target absent in the test cell. The alternate hypothesis, nonzero
mean vector (i.e., H0 : +~ =!), implies target present in the test cell. For
example, Khatri and Rao (1987) developed a test of the mean vector given
that only an estimate of the covariance matrix is available. Since measured
radar data are assumed to be correlated complex-valued vectors, multi-
variate analysis is appropriate for statistical hypothesis testing. Although
recent research in radar signal processing focus on a wide variety of density
functions, the focus of this paper is on multivariate normal theory.
Classical detection theory was developed under the Gaussian assump-
tion. As such, target returns are embedded in homogeneous Gaussian inter-
ference. The term ‘‘homogeneous’’ refers to the covariance matrices of the
reference cells (the secondary data) which are assumed to have the same
structure as the covariance matrix of the test cell (the primary data) under
the null hypothesis. Under this assumptions, the likelihood ratio tests has
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been well studied and documented (see for examples, Kelly (1986) and
Khatri and Rao (1987)). As it has been reported in Melvin et al. (1998),
the detection of targets in heterogeneous (nonhomogenous) interference is
an important and challenging signal processing research problem. Classical
detection processing techniques, developed under the homogeneous assump-
tion, may suffer a significant loss in performances if the true interference
environment is heterogeneous.
Recently, Raghavan et al. (1995) addressed several interesting aspects of
target detection in the present of nonhomogenous interference. In their
analysis, the correlation properties of the interference remains unknown.
However, distribution theories needed for computing measures of perfor-
mance (probabilities of false alarm and detection) for their proposed test
statistic are incomplete. The probability in the null hypothesis (probability
of false alarm) is computed assuming the target signal is deterministic,
thus causing no change in second order statistic ( covariance matrix). The
probability in the alternate hypothesis (probability of detection) was not
computed for the proposed test statistic. Instead, an asymptotic perfor-
mance analysis, applicable only under the large sample assumption was
conducted. Strictly speaking, a complete solution to this problem parallel-
ing the development of the Generalized Likelihood Ratio (GLR) test of
Kelly (1986) should include the distribution theory for the test statistic
zHS &1z, while z is normal (and zero mean under the null hypothesis) and
nS, where n is the sample size, is a Wishart, independent of z. Then, a
comparison between this test and the GLR test would be possible.
An alternative approach is to determine whether the covariance structure
of each reference cell (secondary data) is the same as the control data (test
cell) under the null hypothesis. If a test of homogeneity is the desired result,
further analysis is not needed. However, in radar signal processing, as with
many other applications, we are not only interested in which secondary
data have the same covariance structure as that of the test cell. We are also
interested in selecting those reference cells whose covariance structure is the
same as that of the test cell, or similar, that traditional algorithms for
detection processing may be applied. Next, we propose a screening proce-
dure to solve this problem.
A procedure for eliminating secondary data which differs significantly in
covariance structure from the primary data is needed. Suppose that the
secondary data is obtained from the independent random vectors
Y1 , Y2 , ..., YK and the primary data from the random vector Y0 . Assume
also that we can segregate the vectors Y1 , Y2 , ..., YK into k subgroups
[Y11 , ..., Y1m], [Y21 , ..., Y2n], ..., [Yk1 , ..., Ykp], where the vectors from
each subgroup are from the same (or similar) populations. This is true for
the analysis of radar data collected during controlled flights, since environ-
mental features (lakes, rivers, forest, etc.) and cultural features (highways,
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urban developments, etc.) are well documented. The goal is to eliminate
those subgroups with a covariance structure which is significantly different
from that of the primary data. To achieve this goal, we need to modify the
classical subset selection approach in such a way that the concept of com-
paring with a control is included in the basic formulation of the test. The
new formulation, which will be called screening with respect to a control,
will be formally defined in the next section. Under this formulation we will
propose a procedure to select the similar populations and to eliminate the
dissimilar populations simultaneously.
Selection among multivariate normal populations was thoroughly
reviewed by Gupta and Panchapakesan (1979) for indifference zone for-
mulation in Chapt. 7, for subset selection formulation in Chapt. 14, and for
comparison with a control in Sect. 20.8. The formulation that is the closest
to our screening formulation, to be defined in next section, is by
Krishnaiah (1967), who considered the problem of selecting multivariate
normal populations better than a control on the basis of linear combina-
tions of the elements of covariance matrices. The formula of the probability
of a correct screening P(CS) for our procedure, to be dereived in Section 4,
has a form similar to but more general than the P(CS) of Gupta and
Panchapakesan (1969) who considered selecting a subset containing the
population associated with the largest multiple correlation coefficients.
3. SCREENING WITH RESPECT TO A CONTROL
We begin with some notations and basic definitions. If A=(aij) is a
matrix of complex numbers, the conjugate transpose of A is defined by
A*=(a*ji), where a*ji is is the complex conjugate of aij . A square complex
matrix is said to be Hermitian if A=A*. Let A be an n_n Hermitian
matrix and let x be any n_1 vector. Then x*Ax is called a Hermitian form
of A, and it will be a real number. A will be said to be positive definite iff
x*Ax>0 for all nonzero vectors x. If A is positive definite, then all the
eigenvalues are positive. (See, for example, Theorem 1.9.1 in Srivastava and
Khatri (1979).) Let z=x+iy be a complex random p vector with mean %
and covariance matrix Q=71+i72 . Then z has a complex multivariate
normal distribution with mean % and covariance matrix Q, written as






71 ), %=%1+i%2 . (See,
for example, Definition 2.9.2 in Srivastava and Khatri (1979).)
Let ?1 , ?2 , ..., ?k represent k multivariate ( p-variate) complex normal
populations CNp(+ i , 7i), i=1, 2, ..., k, and let ?0 be a control p-variate
complex normal population CNp(+0 , 70). Assume that + i=0, i=0, 1,
2, ..., k, since our primary concern is with the structure of the covariance
matrix. In radar signal processing, there are usually several guard cells near
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the test cell or primary data. Thus, it is possible to use one or more guard
cells as a control population. For the comparison of two univariate normal
populations of zero mean, a measure of similarity is the ratio function,
d(x, y)=xy, since the variance is a scale parameter. The covariance
matrix of a multivariate normal random vector has similar properties as
the variance of univariate normal random variable, especially in distribu-
tion theory. Thus we will also use the ratio of two covariance matrices
as a distance measure in our study. Let *i, 1*i, 2 } } } *i, p>0 denote
the ordered eigenvalues of 707&1i . Now we define the two disjoint and
exhaustive subsets 0G and 0B of the set 0=[?1 , ?2 , ..., ?k], by using a
pair of distance functions d1 and d2 defined as
d1(7i , 70)=*i, 1 and d2(7i , 70)=*i, p , (3.1)
and
0B=[? i | d1(7i , 70)<$*1 or d2(7i , 70)>$*2] and 0G=0&0B ,
(3.2)
where $*1<$*2 are preassigned positive real numbers used to differentiate
between similar and dissimilar populations. Theoretically, the values of $*1
should be less than 1 and the value of $*2 should be greater than 1 since
$*1=$*2=1 is equivalent to the perfect case when the control population
has exactly the same covariance matrix as that of the experimental popula-
tions. A population is considered similar to a control population where the
distance measures approaching unity. Our goal is to separate the popula-
tions obtained from the reference data into two disjoint subsets, SG and SB .
The separation is correct if SG /0G , meaning that all populations included
in selected subset SG have similar covariance structure as the control
population. It also means that all populations with significantly different
covariance structures are eliminated. We require a procedure R that will
satisfy a predetermined probability requirement P(CS | R)P*. The
proposed procedure, Rc , is defined as:
Procedure Rc . For each population 6 i (i=1, 2, ..., k), computer T i=
(xHS &1i x)n where n is the common sample size, x is the primary data
vector, and Si is the sample covariance matrix associated with population
6i . Partition the set of populations 0=[?1 , ?2 , ..., ?k] into two subsets SG
and SB . The subset SG consists of those populations 6i with cTid
where c and d are chosen such that the probability requirement P(CS)
P* is satisfied.
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The selection statistic in procedure Rc , Ti=(xHS&1i x)n, seems to be a
reasonable choice for estimating scalar functions of the matrix 70 7&1i
when only one observation is available in the control population 60 . Con-
sidering S &1i is the inverse of the covariance matrix, then the measure
used in the selection procedure could be thought of as a ratio in matrix
form.
4. THE PROBABILITY OF A CORRECT SCREENING FOR THE
PROPOSED PROCEDURE RC
In ranking and selection theory, we use P(CS) to measure the perfor-
mance of a selection procedure. In this analysis, our goal is to screen
populations according to their covariance structure. A natural measure
of the performance of the proposed screening procedure is P(CS). Next, we
derive the distribution of the selection statistic Ti=(xHS &1i x)n in proce-
dure Rc and the least favorable configuration (LFC). Also computed is the
minimum of P(CS) under the LFC, in terms of the multivariate normal
density function and the chi-squared, density function. In order to imple-
ment this procedure, a numerical solution to the integral equation,
min[P(CS | LFC)]=P*, is required.
4.1. The Distribution of Ti=(xHS &1i x)n
Assume that X1 , X2 , ..., Xk are k independent random vectors from a
p-variate complex normal distribution CNp(0, R1). The random vector
Xk+1 is distributed, independently of X1 , X2 , ..., Xk , according to a
p-variate complex normal distribution CNp(0, R2). Both R1 and R2 are
unknown.
Our selection statistic can be written as T=(X Hk+1S
&1
1 Xk+1)n where S1
is the sample variancecovariance matrix of [X1 , X2 , ..., Xk]. The selection














1 ), where S2=Xk+1X
H
k+1 (4.1)
First, consider real normal random variables only. Since S2 has rank 1
and S1 has full rank p, the rank of S2S&11 is 1. Thus
nT=tr(S2S&11 )=the largest eigenvalue of S2S
&1
1 (4.2)
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For the non-singular case where both S2 and S1 have full rank p and
orders n1 and n2 , respectively, formula (16) of Khatri (1967) gives the
density of f1 , the largest eigenvalue of S2 S&11 , as









































2), 4=diag(*1 , *2 , ..., *p),
where * s are the eigenvalues of R2R&11 , and 3F2 is the hypergeometric
function in matrix argument as defined in James (1964). Since the deriva-
tion of the distribution of T involves the simplification of 3F2 , the complete
definition of the hypergeometric function in matrix argument is required.
Consider the partition of k=(k1 , k2 , ..., km), k1k2 } } } km0, k1+
k2+ } } } +km=k, into at most m (the number of variables in each vector)
parts. Then from p. 477 of James (1964), we have, by definition,
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(a& 12 (i&1))ki ,
where (a)k=a(a+1)(a+2) } } } (a+k&1). (4.5)
It is clear from the arguments made in Section 13.2.4 of Anderson (1984),
that in order to obtain the density function of the roots of |A& f (A+B)|
for the singular case (that is, when the rank of A is less than p), we need
only to change the density function of the roots of |A&f(A+B)| by changing
variables in formula (4.3), replacing (n1 , n2 , p) to ( p, n1 , n1+n2& p), to
obtain

























































and 4 is the diagonal matrix with n1 elements *1>*2> } } } >*n1 .
Now replace n1 by 1 in 3F2 in (4.6). The third argument in the first
3-vector becomes 0.
For any k>0, since k1>0, we have
(a3)k =(0)k =(0)k1(&
1
2)k2 } } } =0. (4.7)
For k=0, by Formula (4) in James (1964), we get




























Ck ( f1(4+ f1I )&1), (4.9)




Thus 3F2 in (4.9) is 1. Now by letting n1=1 in the density function (4.6),
we finally obtain the density of T= f1 :
f ( f1)=cp |4|&p2 f ( p&2)21 |I+ f14
&1| &(n1+n2)2. (4.11)
Considering the complex case via heuristic arguments, the analogous
theory for the density function of the largest eigenvalue of the matrix
S2 S &11 does not exist. However, based on (1) the fact that both S2 and S1
are positive Hermitian with positive eigenvalues, as are the eigenvalues of
S2 S &11 , (2) the F distribution can be derived from the ratio of two Chi-
squared random variables; and (3) most of the Chi-square random
variables involved in the complex case have twice as many degrees of
freedom as in the real case, we obtain from p. 188 of Khatri and Rao
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(1987) that the density function for the complex case has the following
density:
f ( f1)=c*p |4|&p f p&21 |I+ f14
&1| &(n1+n2)
with appropriate coefficient c*p . (4.12)
Let X1( p_n1) and X2( p_n2) be independent matrix variates, columns
of X1 being independently distributed as N(0, R1) and those of X2 inde-
pendently distributed as N(0, R2). In testing the equality of R1 and R2 ,
various criteria have appeared in the literature. Let f1 f2 } } }  fp be the
eigenvalues of |X1X$1& f X2X$2 |=0 and let *1*2 } } } *p be the eigen-
values of |R1& fR2 |=0. Roy (1945) considered f1 . Hotelling (1951) con-
sidered U= pi=1 f i . As for our problem, n1=1. Thus f2= f3= } } } =
fp=0< f1 . Our selection statistic T is exactly the same as Roy’s and
Hotelling’s test statistic.
4.2. P(CS) and LFC
Assume that there are k1+k2 bad populations. Among them, k1 popula-
tions 61 , 62 , ..., 6k1 are significantly better than the control and k2 popula-
tions 6k&k2+1, 6k&k2+2, ..., 6k are significantly worse than the control.
That is, for i=1, 2, ..., k1 , d1(7i , 70)=*i, 1<$*1 . For i=k&k2+1, ..., k,
d2(7i , 70)=*i, p>$*2 . As a consequence, there are k&k1&k2 similar pop-
ulations. We also assume that each population has sample size n. It can be
seen from the density function, given in formula (4.12), of our test statistic
Ti=nxHS &1i x that the distribution depends on 70 and 71 only through
4=_07&11 . Thus in the following derivation of probability of a correct
screening, we will assume that 70=I, and for each i=1, 2, ..., k1+k2 , we
assume that the population covariance matrix 71, i=diag(1*i1 , 1*i2 , ...,
1*ip). Then we have
P(CS)=P (all the dissimilar populations are eliminated)
=P(Ti  [c, d] for i=1, ..., k1 and i=k&k2+1, ..., k)
P(Ti<c, i=1, 2, ..., k1 ; Tj>d, j=k&k2+1, ..., k)
=|
x
P((xHS &1i x)n<c, i=1, 2, ..., k1 ;
(xHS &1j x)n>d, j=k&k2+1, ..., k) .(x) dx (4.13)
where x is a p-dimension complex normal random vector with 0 mean
vector and covariance matrix I and .(x) is its density function. From Rao
(1973, p. 538), for given x, xH4ix[(xHS &1i x)n] follows a chi-squared
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distribution with 2(n& p+1) degrees of freedom. Thus since 4 is positive
definite and xH4x>0 for all x, we obtain
P((xHS &1i x)n<c, i=1, 2, ..., k1 ; (x
HS &1j x)n>d, j=k&k2+1, ..., k)
=P(xH4ix[(xHS &1i x)n]>x
H4ixc, i=1, 2, ..., k1 ;
xH4jx[(xHS &1j x)n]<x
H4jxd, j=k&k2+1, ..., k)
(4.14)
If we denote xH4i x[(xHS &1i x)n] by Yi for all i=1, 2, ..., k1+k2 , we
obtain from (4.14) that
P((xHS &1i x)n<c, i=1, 2, ..., k1 ; (x
HS &1j x)n>d, j=k&k2+1, ..., k)
=P(Yi>xH4i xc, i=1, 2, ..., k1 ;
Yj<xH4j xd, j=k&k2+1, ..., k). (4.15)
Since the value of xH4i x increases as we increase any diagonal element
of 4i when all the other diagonal elements are held fixed, the probability
in (4.15) reaches its minimum when all the diagonal elements in 4i for
i=1, 2, ..., k1 are increased to their maximum possible value $*1 and all the
diagonal elements in 4j for j=k&k2+1, ..., k are decreased to their mini-
mum possible value $*2 . It is also clear that the minimum of P(CS) occurs
when the total number of dissimilar populations equals k. Therefore we
have complete the proof of the following theorem.
Theorem 4.1. The least favorable configuration for any parameter vec-
tor (*1, 1 , *1, 2 , ..., *1, p ; *2, 1 , *2, 2 , ..., *2, p ; ...; *k, 1 , *k, 2 , ..., *k, p) under proce-
dure RC is given by
*i, 1=*i, 2= } } } =*i, p=$*1 , i=1, 2, ..., m;
(4.16)
*j, 1=*j, 2= } } } =*j, p=$*2 , j=m+1, ..., k,
where m is an integer between 0 and k that minimizes the probability of a
correct selection in Eq. (4.13).
As a consequence of the above theorem, under the LFC in (4.16), the
sample covariance matrix S i for i=1, 2, ..., m follows a complex Wishart
distribution with parameters n and I$*1 and the sample covariance matrix
Sj for j=m+1, ..., k follows a complex Wishart distribution with param-
eters n and I$*2 . Furthermore the test statistic Ts, under the least favorable
configuration, follow the following distribution:




, i=1, 2, ..., m follows an F distribution






, j=m+1, m+2, ..., k follows an F distribution
with 2p and 2(n& p+1) degrees of freedom.
From the above theorem, we can write the minimum of P(CS) as
min[P(CP)]=P(Ti<c, i=1, 2, ..., m; Tj>d, j=m+1, ..., k)
where T ’s satisfy (4.17). (4.18)
In order to implement the proposed procedure RC , procedure param-
eters c and d as a function of n, p, k, $*1 , and $*2 are required. Although
Eq. (4.18) provides a simple expression for min[P(CS)], in order to avoid
computations involving correlated F distributions, we will use conditional
arguments to rewrite min[P(CS)] in terms of multivariate normal function
and chi-squared density functions.
We obtain the same minimum P(CS) as expressed in Eq. (4.18) if the
control population has covariance matrix 70=I and the population
covariance matrices are
1$1* 0 } } }
0 1$1* 0 } 0
7i=_ } } } 0 0 }&} } } } }
0 } } } 1|$1*
for i=1, 2, ..., m; and
1$2* 0 } } }
0 1$2* 0 } 0
7i=_ } } } 0 0 }&} } } } }
0 } } } 1|$2*
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for i=m+1, m+2, ..., k. Therefore, from (4.18) and Theorem 4.1,
P(SC | LFC)=P((xHS &1i x)n<c, i=1, 2, ..., m;
(xHS &1j x)n>d, j=m+1, ..., k), (4.19)
where x is a p-variate complex normal random vector CN(0, 1), Si is the
sample covariance matrix with covariance matrix 7i , and Sj is the sample
covariance matrix with covariance matrix 7j . Define x=(x1 , x2 , ..., xp),
where the xi ’s are independent and identically distributed (iid) univariate
complex CN(0, 1). From Rao (1973, p. 538), the statistic Wi=LH7&1i L
[(LHS &1i L)n] follows a chi-squared distribution with 2(n& p+1) degrees
of freedom for any fixed vector L. Thus the statistic LHS &1i Ln=
(LH7&1i L)Wi is distributed as the reciprocal of a chi-squared random
variable times a constant. From Eq. (4.19),
P(CS | LFC)=P[(xH7&1i x[(x
HS &1i x)n)]>(x




j=m+1, m+2, ..., k]
=|| } } } | P[Wi>($*1 c)[x1x~ 1+x2x~ 2+ } } } +xpx~ p],
i=1, 2, ..., m;
Wj<($*2 d )[x1 x~ 1+x2x~ 2+ } } } +xpx~ p],
j=m+1, ..., k] ,(x1 , x2 , ..., xp) dx1 dx2 } } } dxp , (4.20)
where Wi , i=1, ..., m and Wj , j=m+1, ..., k are iid chi-squared random
variables with 2(n& p&1) degrees of freedom for a given x, x~ i , i=
1, 2, ..., p is the conjugates of x i , and ,(x1 , x2 , ..., xp) is the probability
density function of a p-varaiate CN(0, I ). This probability depends on
x1 , x2 , ..., xp only through x1x~ 1+x2x~ 2+ } } } +xpx~ p which has a chi-




(/2($*2 yd))k&m (1&/2($*1yc))m f ( y) dy, (4.21)
where /2 is the distribution function of a chi-squared random variable with
2(n& p+1) degrees of freedom and f ( y) is the probability density function
of a chi-squared random variable with 2p degrees of freedom.
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5. TABLES AND AN EXAMPLE
Using MATHEMATICA, the minimum probability of a correct selection
under the least favorable configuration P(CS | LFC) is computed. The least
favorable configuration given in (4.16) is usually called the generalized least
favorable configuration, since m, the number of the parameter * smaller
than $1 , is not known. For each value of k, there are k+1 possible values
for m. Thus there are k+1 possibilities for the LFC. For p (the number of
components in a signal) =5, 10, and 20; $*1 c=12, 13, 14, and 15;
$*2 d=2, 3, 4, and 5; P*=0.90, and 0.95, we computed the integral in
Eq. (4.21) for m=0, 1, ..., k for k=4. The purpose of this computation is to
find the minimum sample sizes such that the P* requirement is met. For
each case considered, the smallest value of P(CS | LFC) over the k+1
values of m is always (without any exception in the cases we considered)
a unimodal function in n.
To illustrate this property and the method used to produced the tables,
we present in Figs. 1 through 5 for the cases m=0, 1, ..., 4, respectively, the
plots of the integral given in Eq. (4.21) as a function of sample size n for
the special configuration p=10, $*1 c=13, and $*2 d=3. From these
figures, it is clear that the P(CS | LFC) is always unimodal. This was true
for all cases considered. Furthermore, presented in Fig. 6 are minimum
values of the five integrals (for m=0 to 4) versus sample size n. These
results are for the same cases considered in Figs. 1 to 5. In Fig. 6, y=0.90
and y=0.95 provide the sample size n corresponding to desired values of
P*. From these figures it is clear that the minimum of the k+1 integrals
is also unimodal in n. Thus the line y=0.90 intersects the curve representing
the minimum of k+1 integrals at either 0 or, at most, two points. The first
intersection provides a solution for the sample size requirement (n).
FIGURE 1
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FIGURE 5
Table 1 presents the sample sizes required to satisfy P* requirements for
k=4. We found in our reserach that the minimum of the k+1 integrals
will not always occur at predictable values of m. Furthermore, the mini-
mum may not be bounded by P* for all values of m. In this situation,
adjustments to the parameters $*1 c and $*2 d may be required. Other
statistical techniques may be required such as changes to the value dimen-
sion p, in order to satisfy the requirement on P*. In the table, ‘‘*’’ is used
to indicate that there is no solution for the given sample size n. In general,
as p increases, we should always be able to find a solution.
This next example demonstrates use of the table for analysis of radar
data. To illustrate the proposed selection procedure, five 20-variate
complex multivariate normal populations are generated using a MATLAB-
based radar simulation tool, developed for the United States Air Force
Rome Laboratory by Scientific Studies Corporation. Fifty test data, x, are
generated from population ?0 with covariance matrix 70 . Samples of size
40 are generated from four other populations ?1 , ?2 , ?3 , and ?4 with
covariance matrices 71 , 72 , 73 , and 74 . The distance function for these
FIGURE 6
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TABLE 1
The Sample Size n Needed to Achieve the P* Requirement for k=4
P*=0.90 P*=0.95
$1*c"$2*d 2 3 4 5 $1*c"$2*d 2 3 4 5
p=5
1
2 V V V 12
1
2 V V V V
1
3 V V 10 10
1
3 V V V V
1
4 V V 9 9
1
4 V V V 10
1
5 V V 9 9
1
5 V V V 9
p=10
1
2 V 21 21 21
1
2 V V 22 22
1
3 V 18 18 18
1
3 V 19 19 19
1
4 16 16 16 16
1
4 V 17 17 17
1
5 15 15 15 15
1
5 V 16 16 16
p=20
1
2 38 38 38 38
1
2 40 40 40 40
1
3 33 33 33 33
1
3 34 34 34 34
1
4 30 30 30 30
1
4 32 32 32 32
1
5 29 29 29 29
1
5 30 30 30 30
Note. A ‘‘*’’ sign shows that the probability requirement P* is not satisfied by any sample size.
FIG. 7. Figure for example.
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covariance matrices satisfies the requirement that the largest and the
smallest eigenvalues of 707&1j for j=1, 2, 3, and 4 are (1.0, 1.0), (1.9, .6),
(19, 6), (38, 12) respectively. Using results from Table 1, for the case k=4,
p=20, P*=0.95, $*1=16, and $*2=6, procedure parameters c=0.5 and
d=2 are required. The selection statistic Ti=xHS &1i xn for each of the 50
test data is presented in Fig. 7. It is clear from the figure that the popula-
tions ?1 and ?2 are always selected as similar (homogenous) populations;
population ?3 and population ?4 , the nonhomogenous populations, and
never selected. Notice that a ‘‘correct screening’’ is defined as the rejection
of a dissimilar population. The screening of a good population is not
necessarily incorrect as long as only good populations remain after applying
the screening procedure. The proportion of correct screening is 1000 for
the 50 test data analyzed in this example.
6. CONCLUDING REMARKS AND DIRECTIONS FOR
FUTURE RESEARCH
Limitations on sample size often prohibits accurate estimation for the
covariance structure. Since the statistic T i=xHS &1i xn provides informa-
tion about the deviation of the covariance matrix 7i from 70 , it is used to
develop a screening procedure for the analysis of multivariate data. The
underlying distribution for both the test (primary) data and the reference
(secondary) is assumed to have zero mean. Since the sample covariance
matrix is not defined for a single observation when the mean vector is
unknown, the selection statistic Ti=xHS &1i xn provides a suitable alter-
native.
Results presented in this paper demonstrate that the statistic
Ti=xHS &1i xn may be used to identify secondary data which have
covariance matrices different from those for a control population. The prin-
cipal results obtained in this paper are (1) a new selection formulation for
screening secondary data in radar signal processing; (2) an inferential selec-
tion procedure to achieve the goal of screening the data; and (3) formulas
for computing the performance measure, P(CS) for the proposed proce-
dure. A numerical example illustrates this procedure.
In order to further assess performance of this selection procedure for
radar applications, measures of robustness are required. From the theoreti-
cal developments in Section 4, it is possible to find procedure parameters
such that, with high probability P*, a correct selection or screening is
always obtained. If a statistical hypothesis test, designed under the assump-
tion that only homogenous secondary data are available for parameter
estimation, is applied using screened data which have been identified via
this new selection procedure, then it is reasonable to assume that detection
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performance will improve. Whether this improvement in radar signal pro-
cessing performance is significant enough to warrant further development
is an important issue. This issue is being addressed, and will form the basis
for future publications.
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