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Resumen 
 Este trabajo de investigación tiene como objetivo principal, 
desarrollar, implementar y validar una técnica de transferencia de 
información, en los métodos de descomposición de dominios, capaz de 
abordar problemas termomecánicos acoplados con formulaciones mixtas 
desplazamiento-presión. 
En las técnicas de partición de dominios, una vez dividido un dominio 
en un número finito de subdominios, la discretización de cada uno de los 
componentes internos o subdominios, se lleva a cabo mediante técnicas 
conocidas, en este caso, mediante la técnica de los Elementos Finitos, con lo 
cual, el problema se centra en la correcta transferencia de información a 
través de la interfaz de contacto entre las particiones. 
 En la mayoría de los métodos alternativos de descomposición de 
dominios, la interfaz entre subdominios se genera mediante la creación de un 
marco de partición. En este trabajo por el contrario, se propone la generación 
de una malla de interfaz, de espesor nulo entre fronteras, por degeneración de 
una triangulación de Delaunay. Esta forma tan sencilla de generar la interfaz 
le confiere al método, además de precisión y robustez, versatilidad, ya que las 
mallas de los subdominios pueden ser arbitrariamente no coincidentes en sus 
fronteras, con lo cual, no se está supeditado a utilizar la misma discretización 
en cada una de las particiones, ni el mismo tipo de elementos en cada 
subdominio.   
 Al particionar un dominio en subdominios, se pueden generar los 
denominados subdominios flotantes, que son aquellos que carecen de las 
condiciones de contorno suficientes para eliminar los movimientos de sólido 
rígido. Para poder llevar a cabo simulaciones numéricas con la presencia de 
  
subdominios flotantes, en este trabajo se propone una técnica innovadora, de 
bajo coste computacional y mínimamente invasiva a nivel de implementación, 
que permite calcular de forma robusta la pseudoinversa del subdominio 
flotante. 
 Se demuestra, que la técnica propuesta, a diferencia de algunos 
métodos alternativos, pasa el “patch test” de forma satisfactoria, aun y cuando 
existen subdominios flotantes y mallas no coincidentes. Adicionalmente, se 
ha demostrado a partir de análisis de convergencia y medidas del error, que 
los resultados obtenidos mediante el método propuesto, son comparables, a 
nivel de precisión y velocidad de convergencia, con métodos alternativos que 
incorporan un marco de partición entre subdominios y que incluso, puede 
presentar ventajas notables a nivel de precisión, al ser comparada con el 
método de mortero de malla burda.  
Tomando en cuenta que la conexión entre subdominios se lleva a 
cabo mediante la incorporación de multiplicadores de Lagrange sobre la 
interfaz, para llevar a cabo simulaciones mixtas desplazamiento-presión, se ha 
incorporado el multiplicador de Lagrange de las presiones ( )pλ  y sus 
respectivas ecuaciones de trabajo y restricciones sobre la interfaz. Mediante 
un test de validación, estudios de convergencia y medidas del error, se ha 
demostrado que la incorporación de este parámetro es fundamental a nivel de 
precisión, para llevar a cabo una correcta transferencia de la variable presión a 
través de la interfaz. 
De la misma manera, para poder abordar simulaciones numéricas de 
problemas termomecánicos acoplados, se ha incorporado el multiplicador de 
Lagrange de la temperatura ( )θλ  y sus respectivas ecuaciones de trabajo y 
restricciones sobre la interfaz,  demostrándose, mediante un test de 
validación, que incluso en problemas de conformado de metales en donde el 
material sufre altos niveles de deformación plástica, la técnica propuesta de 
partición de dominios consigue obtener resultados comparables en robustez y 
precisión con simulaciones numéricas monolíticas. 
Con el fin de utilizar el método propuesto en el contexto del cálculo en 
paralelo, se ha implementado la técnica, tal que, cada subdominio pueda ser 
procesado independientemente. Es por esta razón que se ha utilizado el 
  
método de las subestructuras para el cálculo de las variables (desplazamiento, 
presión y temperatura).  
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Capítulo 1: Introducción y antecedentes 
 
 
 
1 Introducción y antecedentes 
1.1 Motivación 
La partición de un dominio en un número finito de subdominios, 
constituye hoy en día un campo de interés en el desarrollo de diversas 
simulaciones numéricas. Existen tres motivaciones claras para la separación 
de todo un dominio en varios subdominios. La primera de ellas se encuentra 
orientada a la resolución de problemas de tipo multi – física, modalidades 
como las de ingeniería civil, petróleo, fluidos, entre otras, han aumentado la 
demanda de algoritmos y programas computacionales que con gran precisión 
y eficiencia, modelen comportamientos físicos distintos, como por ejemplo, la 
interacción fluido-estructura.  
La segunda motivación, surge como una respuesta a la necesidad de 
acople de esquemas disímiles de discretización, como es el caso de 
geometrías complejas que ameritan un refinamiento muy alto de la malla en 
zonas con singularidades muy fuertes, como es el caso del “driven cavity 
problem” (ver Figura 1.1), que requiere un mayor número de elementos en las 
esquinas por las singularidades que allí se presentan, permitiendo resolver el 
problema global de una forma más barata (Bernardi, y otros, 1993). 
La tercera motivación y no por ello la menos importante, se desprende 
de la necesidad del cálculo en paralelo en simulaciones que poseen un gran 
número de elementos. El cómputo en paralelo opera sobre el principio de 
dividir los problemas grandes, en unos más pequeños que serán resueltos de 
manera simultánea. Esta técnica, admite el uso de metodologías 
completamente diferentes en cada una de las partes, permitiendo aumentar de 
esta manera la potencia de los ordenadores.  
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Figura 1.1: “Driven cavity problem”, con mallas más refinadas en las esquinas 
(Bernardi, y otros, 1993). 
 
En este trabajo se estudia una clase específica de descomposición de 
dominios. El término partición en este caso, identifica el proceso de 
separación espacial de un continuo, en componentes que interactúan entre si 
denominados particiones (Park, et al., 2000). 
Los análisis llevados a cabo mediante descomposición de dominios 
estipulan que la discretización de los componentes individuales a través de 
métodos estándares como los elementos finitos, diferencias finitas o los 
elementos de contorno, son bastante conocidas;  con lo cual, el problema se 
reduce al modelado de la interacción entre estos componentes (Park, et al., 
2000) de aquí se deriva la eficiencia del método, en la adecuada transmisión 
de información entre los subdominios a través de sus fronteras, en el 
denominado problema de contacto en las fronteras. 
En este trabajo, se propone el método de la interfaz de contacto como 
una particularización del  denominado “contact-domain method”, para 
problemas de contacto friccional entre cuerpos (Oliver, y otros, 2009). Esta 
técnica propuesta, se fundamenta en la generación de una malla de interfaz, de 
espesor nulo entre fronteras, por degeneración de una triangulación de 
Delaunay entre los subdominios. Esta forma tan simple de generar la malla, le 
ofrece una gran ventaja al método frente a otros alternativos.  
3 
 
Capítulo 1: Introducción y antecedentes 
 
Un elemento adicional del método propuesto, que surge como una 
solución a las carencias de otras técnicas, corresponde a que las mallas de los 
subdominios pueden ser arbitrariamente no-coincidentes en sus fronteras, con 
lo cual, no se está supeditado a utilizar la misma discretización en cada una de 
las particiones.  
El término de “subdominios flotantes” se utiliza en este trabajo para 
denotar todas aquellas particiones que carecen de restricciones suficientes 
para evitar los movimientos de sólido rígido. El tratamiento con el cual se 
suprimen estos movimientos, se realiza mediante una estrategia específica 
propuesta, de bajo coste computacional, permitiendo un cálculo robusto de la 
matriz inversa de dicho subdominio flotante. 
Por otra parte, ante la necesidad actual de la industria en simular 
problemas termomecánicos de conformado de metales, el método ofrece la 
capacidad de extenderse sin dificultad a formulaciones mixtas 
desplazamiento-presión, como las que se requieren para el tratamiento de 
problemas incompresibles, así como también, al estudio de problemas 
termomecánicos acoplados. 
 
1.2 Antecedentes de diversos métodos de 
subdominios 
Las primeras técnicas de descomposición de dominios se derivan  del 
algoritmo de Schwarz y se fundamentan en la descomposición de un dominio 
Ω  en una familia de dominios solapados (ver Figura 1.2). El algoritmo de 
Schwarz  es un procedimiento iterativo en donde se resuelve el problema 
original sobre uno de los dominios o familias, a partir de las condiciones de 
contorno resueltas previamente sobre la otra familia (Bernardi, y otros, 1993). 
De esta manera, la solución de los dominios solapados, tal y como se 
muestra en la Figura 1.2-(a) y (b), se lleva a cabo resolviendo primeramente la 
restricción de la zona 2∂Ω  contenida en 1Ω , para luego utilizar esta 
respuesta, como condición de contorno para la familia 2Ω  (Schwarz, 1972).  
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Figura 1.2: Solución de los dominios solapados 1Ω  y 2Ω  en el plano 
2ℝ : (a) 
Solución de la restricción 2∂Ω , (b) Solución de la familia 2Ω . 
Sin embargo, debido a lo costosas que pueden ser estas técnicas, 
actualmente se prefiere utilizar métodos sin solapamiento que tienden a ser 
computacionalmente más baratos.  
Los algoritmos sin solapamiento se basan en descomponer un 
dominio Ω  en K  subdominios, kΩ , con frontera kΩ , tal que cumplan las 
siguientes condiciones:  
1
y
K
k k l
k=
Ω = Ω Ω Ω = ∅∩∪  
 
(1.1) 
 
 kl k lγ = Ω Ω∩  (1.2) 
Con: 1 k l K≤ ≤ ≤ . 
En la literatura, se pueden encontrar diversos algoritmos sin 
solapamiento, sin embargo, el desarrollo de esta tesis se centrará en los 
métodos sin solapamiento de tipo no conforme funcional. Para profundizar 
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sobre la clasificación mostrada en la Figura 1.3 se recomienda ir a (Bernardi, 
y otros, 1993).  
 
Figura 1.3: Clasificación de las técnicas de descomposición de dominios 
(Bernardi, y otros, 1993) 
1.2.1 Métodos sin solapamiento de tipo no conforme 
funcional 
Suponga el problema de Poisson formulado sobre un dominio 
rectangular Ω  particionado en un par de subdominios 1Ω  y 2Ω  como los que 
se ilustran en la Figura 1.4 a continuación: 
 
 
 
 
 
 
Figura 1.4: Dominio rectangular Ω  particionado en los subdominios 1Ω  y 2Ω  . 
6 
 
Partiendo de una determinada función 2( )f L∈ Ω descrita como:  
en
0 en
u f
u
−∆ = Ω = ∂Ω
 
 
(1.3) 
 
El método de descomposición de dominios consiste en ubicar las 
variables escalares 1 2( , )u u  tal que satisfagan las siguientes condiciones: 
sobre
sobre
1
2
1 1
1 1
2 2
2 2
en
0
en
0
u f
u
u f
u
Ω
Ω
 −∆ = Ω = ∂Ω ∂Ω
 −∆ = Ω = ∂Ω ∂Ω
∩
∩
 
(1.4) 
 
La técnica de descomposición de dominios, basada en el método de 
los principios variacionales, debe buscar adicionalmente la solución 1 2( , )u u  
tal que satisfaga la relación (1.5) que corresponde a la condición de 
conformidad sobre la interfaz (mallas coincidentes): 
sobre1 2 12u u γ=  (1.5) 
Sin embargo, como una respuesta a la necesidad de aumentar la 
flexibilidad de las discretizaciones de los subdominios, aparecen los métodos 
sin solapamiento de tipo “no conforme funcional” en los que la condición 
(1.5) deja de cumplirse exactamente (mallas no coincidentes). Es en este tipo 
de métodos, en los que se centrará el desarrollo de esta tesis. 
A continuación, se explicarán algunos métodos utilizados en la 
actualidad, para la resolución de problemas de descomposición de dominios 
con mallas no coincidentes y que se fundamentan por llevar a cabo el enlace 
entre subdominios, a partir de la introducción del campo de los 
multiplicadores de Lagrange (Zienkiewicz, y otros, 2000). 
1.2.2 Método de Mortero 
El método de mortero es una de las técnicas más conocidas en la 
solución de problemas de subdominios disconformes en la interfaz  y/o con 
mallas no coincidentes; y se caracteriza por el acoplamiento entre 
subdominios a través del uso de los multiplicadores de Lagrange. 
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Partiendo de un dominio Ω , este método distingue a los subdominios 
1Ω  y 2Ω , denotando a sus respectivas superficies de la interfaz, como 
superficies “mortar” y “non-mortar” (ver Figura 1.5). Estas denotaciones se 
pueden  llevar a cabo de manera arbitraria, sin embargo, son  necesarias para 
el desarrollo de la formulación (Popp, y otros, 2009). 
 
 
 
 
 
 
Figura 1.5: Definición de las superficies “mortar” y “non-mortar” (Zienkiewicz, 
y otros, 2000). 
1.2.2.1 Forma débil del método 
Una vez definidos los subdominios como “mortar” y “non-mortar” 
se calcula la energía potencial total, en términos del trabajo interno y externo 
realizado por cada uno de los subdominios y del aporte realizado por los 
multiplicadores de Lagrange sobre la interfaz.  La solución de este problema 
vendrá dada por la localización de los extremos de la función potencial totalP  
haciendo 0totalPδ = . 
 
int ext( ) ( )
nm m nm m LM
total NcP P P P P P= + + + +  
(1.6) 
Con: 
 
    LMNc N N
LM
Nc N N N N N N
P g da
P g da g da g da
γ
γ γ γ
λ
δ δλ λ δ λ δ
=
= + +
∫
∫ ∫ ∫
 
 
 
 
(1.7) 
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donde:  
nm =
 Subdominio con superficie “non-mortar”. 
m =
 Subdominio con superficie “mortar”. 
int =  Energía Potencial interna. 
ext =  Energía Potencial externa. 
LM
NcP =  Trabajo hecho por los multiplicadores de Lagrange ( )LM sobre una 
interfaz no conforme ( )cN . 
Nλ =  Multiplicador de Lagrange proyectado sobre el vector normal a la 
superficie “mortar”. 
Ng =  Medida de la penetración o “gap” proyectado sobre el vector normal 
a la superficie “mortar” ( )mn  y que viene dada por la expresión:  
 En la forma débil (1.7), se observa que la energía potencial LMNcP  
debe ser evaluada sobre la interfaz γ , sin embargo, al hablar de mallas no 
conformes en donde nm mγ γ≠ , para una única definición de la superficie 
de interfaz,  el método de mortero propone escoger una de las superficies 
(“mortar” o “non-mortar”) como superficie común.   
 En una gran cantidad de trabajos (Fischer, y otros, 2005) (Popp, y 
otros, 2009) entre otros, la superficie “non-mortar” suele ser seleccionada 
como superficie común :nmγ γ= .  
 Siendo así, al ser la malla de la superficie “non-mortar” utilizada para 
discretizar la interfaz γ , también lo será para definir el campo de los 
multiplicadores de Lagrange (ver Figura 1.6). 
Observación 1.1 Nótese que aunque esta selección se lleva a cabo de 
forma arbitraria y que aunque estudios anteriores confirman que 
cualquiera de las dos discretizaciones arrojan valores del error 
comparables con valores de referencia, la formulación se encuentra  
sujeta a limitaciones impuestas por la estabilidad y consistencia del 
“patch test”, debido a la selección de un número apropiado de 
variables Nλ  (Zienkiewicz, y otros, 2000).  
: ( )nm m mNg x x= − ⋅ n  (1.8) 
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Figura 1.6: Discretización de la interfaz γ  y del campo de los 
multiplicadores de Lagrange a partir de la discretización de la superficie 
“non-mortar” (Zienkiewicz, y otros, 2000). 
1.2.2.2 Discretización por Elementos Finitos 
Conociendo que el método de mortero se fundamenta en el uso de la 
técnica de los multiplicadores de Lagrange para incluir la restricción de 
contacto entre cuerpos o subdominios, se aplica un enfoque mixto en el que 
las funciones de forma para cada una de las variables ( , )Nλu , tienen que ser 
elegidas de forma tal, que cumplan con las condiciones Babuska-Brezzi. 
Dentro de la aproximación por el método de los elementos finitos, si 
la interfaz es discretizada mediante elementos finitos lineales (ver apartado 
1.2.2.3),  las discretizaciones que se obtienen para los desplazamientos nmu , 
las coordenadas nmX  y los multiplicadores de Lagrange Nλ  son las 
siguientes: 
2
( ) ( )
1
2
( ) ( )
1
2
( ) ( )
1
nm nm nmNe i i
i
nm
N Ni ie i
nm nm nmNe i i
i
ξ ξ
λ ξ λ φ ξ
ξ ξ
= ∑
=
= ∑
=
= ∑
=
u u
X X
 
(1.9) 
 
Note que las coordenadas en la configuración actual, se consiguen a 
partir de nm nm nme e e= +x X u . Por otra parte, sobre la superficie “mortar”, 
sólo serán interpolados los desplazamientos mu  y las coordenadas mX  
donde m m me e e= +x X u , siendo:  
10 
 
1.2.2.3 Segmentación y descripción de los elementos de 
mortero 
Dentro de la aproximación del método de mortero, la forma débil 
presentada en (1.7) es discretizada mediante la introducción de segmentos, 
éstos, se definen como el espacio geométrico ubicado entre dos nodos sobre la 
superficie “non-mortar” (ver Figura 1.7). 
 En el caso bidimensional (2D), se utiliza una integración numérica 
mediante puntos de Gauss, en donde para cada punto de Gauss ubicado dentro 
de un segmento, la medida del gap ( )Ng  vista en (1.8) es calculada mediante 
la proyección de los desplazamientos a través del vector normal ( )mn  sobre 
la superficie “mortar”. 
En general, es posible que cada vector de posición nmx  pueda ser 
proyectado dentro de un segmento de la superficie “mortar”. En la Figura 1.7 
se presenta dicha proyección para una integración realizada mediante 3 puntos 
de Gauss en cada segmento de superficie “non-mortar”. 
Figura 1.7: Definición de segmentos sobre la superficie “non-mortar” (Fischer, y 
otros, 2005). 
2
( ) ( )
1
2
( ) ( )
1
m m mNe i i
i
m m mNe i i
i
ξ ξ
ξ ξ
= ∑
=
= ∑
=
u u
X X
 (1.10) 
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1.2.3 Método de Descomposición de dominios Dual 
Este método fue propuesto por (Herry, y otros, 2002) y al igual que el 
de mortero, está dedicado al tratamiento de la interacción entre subdominios 
con mallas no conformes en la interfaz. 
En esta técnica, para la construcción de la interfaz, se debe garantizar 
que en un problema 2D al menos dos nodos sean comunes  y que en uno 3D, 
al menos tres lo sean.  
La interfaz en un problema 2D está constituida por tres superficies, las 
dos primeras pertenecientes a la de cada subdominio con sus respectivos 
grados de libertad ( 1∂Ω  y 2∂Ω ) y la tercera, a la de los multiplicadores de 
Lagrange ( γ ) cuya discretización es la esencia del método (ver Figura 1.8). 
Figura 1.8: Definición de la interfaz (Herry, y otros, 2002). 
Estas superficies se tratarán por separado y se definirá para cada una 
de ellas una discretización de elementos finitos independiente, con su número 
de grados de libertad y sus funciones de forma asociadas. De esta manera, el 
caso de mallas no coincidentes, se tratará como un problema libre al que se le 
adicionan restricciones en la interfaz entre subdominios,  introduciendo tantos 
multiplicadores de Lagrange como restricciones existan. 
Adicionalmente, para la generación de la interfaz se toman en cuenta los 
siguientes aspectos: 
• La dimensión de la geometría de la interfaz siempre será igual a 
la dimensión  del problema menos uno. 
• Se asumirá que los subdominios continuos y su representación 
discretizada poseen la misma geometría. 
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• Las tres superficies tendrán la misma geometría pero pueden estar 
discretizadas de maneras diferentes. 
Conociendo que el factor clave en el estudio de mallas no coincidentes 
recae sobre la discretización de la superficie de los multiplicadores de 
Lagrange, el método que se utiliza para cumplir con la continuidad cinemática 
del subdominio y para escoger el número de nodos sobre la interfaz (Nλ ), 
con sus correspondientes funciones de forma, es el siguiente: 
1. Se escogen los nodos comunes entre la interfaz CN , siendo 1N∂Ω  y 
2
N∂Ω  el número de nodos de los contornos 1∂Ω  y 2∂Ω  
respectivamente.  
1 2C
N N N∂Ω ∂Ω= ∩  (1.11) 
2. El número de nodos (Nλ ) en la interfaz ( )γ  vendrá dado según 
(Simo, y otros, 1985) por: 
1 2
( ) CN N N Nλ ∂Ω ∂Ω= + −  (1.12) 
 En la Figura 1.9 se puede observar, sobre una superficie 2D de una 
forma más explícita,  el proceso de obtención del número de nodos sobre la 
interfaz a partir de las ecuaciones (1.11) y (1.12). 
Figura 1.9: Selección de los nodos Nλ   sobre la interfaz γ (Herry, y otros, 
2002). 
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De esta manera, recordando que el método de mortero consiste en 
discretizar la superficie de la interfaz como la copia de  una de las superficies 
de los subdominios, en este método cuando las mallas son coincidentes, la 
discretización de la interfaz es exactamente la misma que para el método de 
mortero y cuando el mallado es de tipo Jerárquico, en donde la malla fina se 
obtiene subdividiendo la malla gruesa, el método de mortero con los 
multiplicadores de Lagrange ubicados sobre la malla más fina y este método, 
son equivalentes. 
1.2.4 Método de los Multiplicadores de Lagrange 
Localizados (LLM) 
Este método, trata el problema de la partición de dominios 
fundamentándose en la teoría de Lagrange: “Todos los cuerpos son 
enteramente libres” por lo cual, el principio de los trabajos virtuales se 
consigue sumando las contribuciones independientes de estos cuerpos. 
Los ingredientes del método LLM para el caso presentado en la  
Figura 1.10 son los siguientes (Park, y otros, 2002): 
• El dominio Ω  posee un contorno ∂Ω  y en este caso se encuentra 
particionado en tres subdominios 1 2 3, yΩ Ω Ω  (ver Figura 1.10 (a)). 
• Los subdominios SΩ  son considerados entidades aisladas con sus 
propios campos de desplazamientos Su  , deformaciones Se , 
tensiones Sσ   y fuerzas prescritas Sf . 
• El contorno entre subdominios γ  es denominado  marco de partición 
y sus desplazamientos podrán variar independientemente de cómo 
varíen los de los subdominios 1 2 3, yΩ Ω Ω .  
• El marco de partición γ  se encuentra pegado a los subdominios 
adyacentes por medio del campo de los multiplicadores de Lagrange, 
como se muestra en la Figura 1.10 (b). 
•  Se dice que estos Sλ  son localizados, porque se encuentran 
asociados a sus respectivos subdominios y juegan el rol de tracciones 
superficiales (ver Figura 1.11). 
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Figura 1.10: Tratamiento de la interfaz para la construcción del funcional de 
energía potencial (Park, y otros, 2002). 
 
Figura 1.11: Definición del campo de las tracciones sobre la interfaz  (Park, et al., 
2000). 
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1.2.4.1 Forma débil del método 
Este método utiliza el funcional de energía potencial de (Atluri, 1975) 
modificado debido a la adición de la interfaz. Este funcional incluye los 
desplazamientos independientes λu , unidos de forma débil a través de los 
multiplicadores de Lagrange localizados Sλ ;  y puede ser presentado de la 
siguiente manera (1.13) y (1.14): 
S S
PEM PE PE
S S
P P P P P
λ
= − = −∑ ∑u u
λ
 
(1.13) 
 
Donde: 
( )
S S
S
S SP dA
λ∂Ω ∂Ω
= −∫
u
u
u u
∪
λ
λ
λ  
 
(1.14) 
 
La solución de este problema vendrá dada por la localización de los 
extremos de la función potencial PEMP  haciendo 0PEMPδ = . 
S S
S
SP dAδ δ
∂Ω ∂Ω
= − ∫
u
u
u
∪
λ
λ
λ
λ  (1.15) 
En donde: 
PEMP  =  Funcional de energía potencial total, modificado. 
S
PEP  =  Energía potencial interna y externa de cada uno de los subdominios. 
SP
u
λ
 =  Energía potencial para cada una de las interfaces.  
Su  =  Campo de los desplazamientos de cada subdominio. 
u
λ
 =  Campo de los desplazamientos sobre el marco de partición γ . 
S∂Ω
λ
 =  Superficie de cada uno de los subdominios que forma parte del 
marco de partición γ . 
S∂Ωu  = Superficie de cada uno de los subdominios en donde se aplican 
desplazamientos prescritos.  
1.2.4.2 Discretización por Elementos Finitos 
Para llevar a cabo la colocación de los nodos sobre el marco de 
partición, se partirá de un dominio Ω  subdividido en los subdominios 
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1 2yΩ Ω  tal y como se observa en la Figura 1.12. Siendo los tres factores que 
influyen en la discretización de la interfaz los siguientes  (Park, y otros, 
2002):  
• La interpolación de los multiplicadores de Lagrange localizados 1lλ  
y 2lλ . 
• La interpolación del campo de los desplazamientos u
λ
. 
• La preservación del estado tensional constante cuando se conectan 
los subdominios. Este último paso se conoce como la prueba de la 
parcela sobre la interfaz o “patch test”. 
 
 
Figura 1.12: Esquema de conexión para una malla de interfaz no coincidente: (a) 
campo de los desplazamientos y los multiplicadores de Lagrange locales, (b) 
conexión mediante los multiplicadores de Lagrange globales (Park, y otros, 
2002). 
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Interpolación de las fuerzas de la interfaz localizadas 
En los trabajos de (Park, y otros, 1998) y (Park, et al., 2000) se 
demuestra que los multiplicadores de Lagrange locales 1lλ  y 
2
lλ  actúan como 
fuerzas nodales físicas, cuando se encuentran localizados sobre los nodos que 
conforman el contorno de los subdominios 1Ω  y 2Ω  (ver Figura 1.12 (a)). 
Esta propiedad, se preserva haciendo que los multiplicadores de 
Lagrange se conviertan en fuerzas puntuales, concentradas, en los nodos que 
coinciden con el campo de los desplazamientos del contorno de cada 
subdominio (cruces y círculos Figura 1.12 (a)) y puede ser expresado de 
forma simbólica mediante la siguiente expresión (Park, y otros, 2002): 
con :
si
de otra manera
1
( ) ( ), 1,2
( )
( ) ( )
0   
kN
k k
l j l j
j
m m
m m
kδ
δ
=
= − =
 =− = 
∑ x x x
x x x
x x x
λ λ
λ
λ
 (1.16) 
Preservación de un estado tensional constante a través de las fuerzas de la 
interfaz 
Como prerrequisito para la determinación de la ubicación de los 
nodos sobre el marco de partición, es necesario determinar las fuerzas nodales 
sobre la interfaz, asociadas a un estado tensional constante Cσ .  
Supóngase una capa de elementos cualquiera, dispuesta a lo largo de 
la interfaz de cada uno de los subdominios particionados (Figura 1.13). 
Considerando un elemento típico ( )e , a partir de la matriz εB  que 
corresponde a la matriz de las derivadas de las funciones de forma, la 
contribución del elemento a las fuerzas nodales asociadas al estado tensional 
constante Cσ  viene dado por: 
( ) ( ) Te e
CV ε =  f B σ  (1.17) 
En donde ( )eV  corresponde al volumen, área o longitud del elemento 
dependiendo de las dimensiones  del problema.  
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Figura 1.13: Cálculo elemento por elemento de las fuerzas nodales asociadas a un 
estado tensional constante.  
Una vez que ( )ef  ha sido calculada para el total de elementos sobre la 
interfaz ( )Nelem , el vector de fuerzas nodales será calculado como:  
(1) (2) ( )( ) ( ) ( )
( )
TT T Nelem T
T
T
l C
λ
 =   
=
=
f f f f
f A f
L f
⋯
λ
λ σ
 
(1.18) 
Siendo A  la matriz de ensamblaje que asigna las contribuciones 
elementales en el vector de fuerzas nodales sobre la frontera y L  la matriz 
Booleana que extrae los grados de libertad de los nodos sobre la interfaz  
(Park, y otros, 2002). 
 
Disposición de los nodos sobre el marco de partición 
Considere las fuerzas nodales 1 2 yl lλ λ  mostradas en la  Figura 1.14-
(a) que satisfacen el estado tensional constante cσ  sobre cada una de las 
particiones, cuando estas fuerzas se disponen sobre el marco de partición 
como se muestra en la Figura 1.14-(b), el marco γ , considerado como un 
cuerpo libre, debe satisfacer la condición de equilibrio sobre la interfaz.  
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Figura 1.14: Procedimiento para el cálculo de las coordenadas nodales sobre el 
marco de partición: (a) Fuerzas nodales sobre las interfaces, (b) fuerzas 
proyectadas sobre el marco de partición, (c) fuerza resultante y momento 
actuando sobre el marco de partición en el punto j. 
Si se restringen las fuerzas de la interfaz a aquellas que satisfacen 
dicho estado tensional constante y si éstas, están en equilibrio a lo largo del 
marco de partición, se concluye que el estado de tensión constante en los dos 
subdominios se conserva (Park, y otros, 2002). Esta observación será 
explotada en el desarrollo del criterio de disposición de los nodos sobre el 
marco de partición. Definiendo: 
,j xjj j
j jθ
         = =            
n u
u
m uλ
λ
 (1.19) 
Considerando las fuerzas y momentos resultantes ( , )j jn m , el método 
consiste en realizar un barrido sobre todo el marco de partición con la 
finalidad de hallar las coordenadas { }, ,j j j jx y z=x  de los M  nodos sobre 
la interfaz (Figura 1.14-(c)), tal que los desplazamientos xju  y jθu  
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construyan un sistema linealmente independiente. Este requisito dará lugar a 
una disposición única de los nodos sobre el marco de partición. 
Observación 1.2 Nótese que los desplazamientos juλ  causados por 
las fuerzas y momentos que actúan a lo largo del marco de partición, 
como constituyen un sistema linealmente independiente al ser 
dispuestos sobre ( )γ , no dan lugar a cambios en la energía de 
deformación. Esto puede ser escrito como: 
1 1
0
M M
S T T
j xj j j
j j
P θδ δ δ
= =
= + =∑ ∑u n u m u
λ
 
 
(1.20) 
1.2.5 Métodos FETI “Finite Element Tearing and 
Interconnecting” 
Este método fue introducido por  (Farhat, y otros, 1991) y se 
encuentra ubicado dentro del análisis numérico como una técnica para la 
resolución de problemas de descomposición de dominios no solapados y 
dentro del campo del análisis estructural, como el método de las 
subestructuras basado en los Gradientes Conjugados GC. 
Los métodos de partición de dominios no solapados como el de 
mortero, DDD o LLM, una vez que han generado la interfaz y definido las 
ecuaciones de equilibrio, pueden resolver el problema discreto resultante, 
mediante la técnica FETI con precondicionadores (Stefanica, 1999). 
Para explicar el método considere un dominio Ω  particionado en los 
subdominios 1 2y Ω Ω . En (Farhat, y otros, 1991) se demuestra que la 
generalización a un número arbitrario de subdominios es directa. 
Un problema genérico de partición de dominios, consiste en: dada una 
cierta y f h , encontrar el campo de los desplazamientos u  tal que 
correspondan al punto estacionario del siguiente funcional de energía: 
1
( ) ( , ) ( , ) ( , )
2
J a f h ∂Ω= − −u u u u u  (1.21) 
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Dónde: 
( , )a =u u  Forma bilineal de la energía potencial interna. 
( , ) ( , )f h ∂Ω + = u u  Energía potencial externa. 
Si Ω  se divide en 1 2y Ω Ω , resolver el problema presentado en 
(1.21) consiste en encontrar los campos de desplazamientos 1 2yu u  que 
corresponden a los puntos estacionarios de los funcionales de energía: 
1 1 1
2 2 2
1 1 1 1 1
2 2 2 2 2
1
( ) ( , ) ( , ) ( , )
2
1
( ) ( , ) ( , ) ( , )
2
J a f h
J a f h
Ω Ω ∂Ω
Ω Ω ∂Ω
= − −
= − −
u u u u u
u u u u u
 (1.22) 
Y que satisfagan adicionalmente la condición de continuidad sobre la 
superficie de la interfaz γ : 
sobre1 2   γ=u u  (1.23) 
 Resolver los problemas variacionales presentados en (1.22) que 
cumplan con la condición de continuidad (1.23) es equivalente a encontrar el 
punto de silla del potencial: 
*
1 2 1 1 2 2 1 2( , , ) ( ) ( ) ( , )J J J γλ λ= + + −u u u u u u  (1.24) 
 Dónde: 
1 2 1 2( , ) ( )dγ
γ
λ λ γ− = −∫u u u u  (1.25) 
 Escribiendo el campo de los desplazamientos 1 2y u u  mediante sus 
respectivas funciones de forma: 
1 1 2 2ˆ ˆy = =u Nu u Nu  (1.26) 
el principio variacional (1.24) puede ser escrito matricialmente como: 
1 1
2 2 2 2
ˆ
ˆ
ˆ ˆ
=
=
T
1 1
T
1 1 2 2
K u f + B
K u f + B
B u = B u
λ
λ
 (1.27) 
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Donde conˆ ,  1,2y j =j j jK ,u f  son respectivamente la matriz de 
rigidez, el vector de desplazamientos y el vector de fuerzas prescritas 
asociados al subdominio jΩ . El vector de los multiplicadores de Lagrange λ  
representa las fuerzas de interacción entre los dos subdominios 1 2yΩ Ω  a lo 
largo de la interfaz o superficie común γ  y 1 2B y B  corresponden a las 
matrices simbólicas Booleanas que conectan la malla de 1 2yΩ Ω  sobre la 
interfaz. 
 De esta manera, si y1 2K K  son matrices no singulares, el sistema de 
ecuaciones (1.27) se puede escribir de la siguiente manera: 
=-1 T -1 T -1 -11 1 1 2 2 2 2 2 2 1 1 1(B K B + B K B ) B K f - B K fλ  (1.28) 
2 2 2 2
ˆ
ˆ
-1 T
1 1 1 1
-1 T
u = K (f + B )
u = K (f + B )
λ
λ
 (1.29) 
Y su solución, se obtendrá mediante la resolución de los 
multiplicadores de Lagrange en (1.28) para luego sustituir éstos, en (1.29) y 
obtener el campo de los desplazamientos ˆ ˆy1 2u u . 
Para un número arbitrario de subdominios jΩ , el método consiste en 
mallar cada uno de estos subdominios de manera independiente y 
posteriormente para cada una de estas mallas se construye sus respectivas 
matrices de rigidez, vectores de fuerzas prescritas y las matrices Booleanas 
que conectan los subdominios vecinos j kyΩ Ω ( )
k
j j jK , f y B . 
Si y j Sa N  denotan el número de subdominios kΩ  que son 
adyacentes a jΩ  y el número total de subdominios respectivamente, el 
sistema matricial a resolver se puede escribir de la siguiente forma: 
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ˆ
ˆ ˆ
∑
j
T
k=a
k
j j j j
k=1
k j
j j k k
K u = f + B
B u = B u
λ
 (1.30) 
1.2.5.1 Manejo de singularidades 
En muchos problemas de partición de dominios, no todas las matrices 
de los subdominios son no singulares, lo cual se puede traducir como la 
existencia de subdominios que carecen de las condiciones de contorno 
suficientes como para suprimir los movimientos de sólido rígido. 
A esta clase de subdominios se les denomina “subdominios flotantes”. 
En estos casos, el proceso descrito anteriormente se descompone, para armar 
una estrategia computacional especial que maneja estas singularidades 
locales. 
 
 
 
 
 
Figura 1.15: Descomposición de una viga en voladizo con subdominio flotante. 
 
Una vez más, para la explicación de esta estrategia nos 
concentraremos en el caso de dos subdominios ya que la extrapolación para el 
caso SN > 2  es directa. Suponiendo que  Ω  corresponde a una viga en 
cantilever y que 1 2yΩ Ω  son las particiones verticales resultantes como se 
muestra en (Figura 1.15). 
En este caso en particular, 1K  es definida positiva y 2K  es semi-
definida positiva debido a que no hay ninguna condición de contorno 
especificada sobre 2Ω . Es por esta razón, que la segunda ecuación de (1.29) 
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requiere un tratamiento especial, se debe conseguir la pseudoinversa de la 
matriz denominada 2
+K  tal que, cumpla la condición +2 2 2 2K K K = K . De 
esta manera, la nueva solución para los desplazamientos ˆ2u  (1.29)  vendrá 
dada por: 
 Donde 2R  es una matriz rectangular cuyas columnas forman la base 
del espacio nulo de 2K , lo que físicamente representa los modos de sólido 
rígido de 2Ω  y α  un vector que especifica su combinación lineal. 
Sustituyendo (1.31) en (1.28) y (1.29) se obtiene: 
2
2                                   + (
+
+
= −-1 T T -11 1 1 2 2 1 1 1
2 2 2
(B K B + B K B ) B K f
B K f + R )
λ
α
 (1.32) 
2 2 2 2
ˆ
ˆ + +
-1 T
1 1 1 1
T
2
u = K (f + B )
u = K (f + B ) R
λ
λ α
 (1.33) 
 El sistema (1.32) y (1.33) es indeterminado, ya que tanto α  como λ  
necesitan ser determinados antes del campo de los desplazamientos yˆ ˆ1 2u u , 
pero hasta este momento, sólo tres ecuaciones se encuentran disponibles. 
Debido a que 2K  es una matriz simétrica, la ecuación singular 
ˆ T2 2 2 2K u = f - B λ  admite al menos una solución, si y solo si, el lado 
derecho de la igualdad T2 2(f - B )λ  no tiene componentes en el espacio nulo 
de 2K , esta condición puede ser expresada como: 
0=T T2 2 2R (f - B )λ  
(1.34) 
 La anterior condición de ortogonalidad proporciona la ecuación que 
falta para la solución completa del sistema (1.32) y (1.33). De esta manera, 
combinando (1.32), (1.33) y (1.34) después de algunas manipulaciones 
algebraicas, el nuevo sistema a resolver se puede escribir como: 
ˆ + T2 2 2 2 2u = K (f - B ) + Rλ α  (1.31) 
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          =              
+ -1
I 2 2 2 2 2 1 1 1
T T
2 2 2 2
F B R B K f - B K f
(B R ) 0 -R f
λ
α
 
2 2 2 2
ˆ
ˆ + +
-1 T
1 1 1 1
T
2
u = K (f + B )
u = K (f + B ) R
λ
λ α
 
(1.35) 
-1 T + T
I 1 1 1 2 2 2F = B K B + B K B  
(1.36) 
 Debido a que IF  es simétrica definida positiva, y 
T
2 2(B R )  es una 
matriz llena, el sistema matricial de ecuaciones para la obtención de ( , )λ α es 
simétrico y no singular y admite una única solución. 
1.2.5.2 Algoritmo del Gradiente Conjugado proyectado y 
precondicionado  
En este punto, nos enfocaremos en la solución del sistema de 
ecuaciones no singular: 
          =              
+ -1
I 2 2 2 2 2 1 1 1
T T
2 2 2 2
F B R B K f - B K f
(B R ) 0 -R f
λ
α
 
 
(1.37) 
 Conociendo la expresión para IF  en (1.36), se busca un algoritmo de 
resolución eficiente que no requiera ni el ensamble, ni el cálculo explícito de 
IF  y de su inversa 
-1
IF . Luego de diferentes análisis (Farhat, y otros, 1991) se 
demostró que un método eficiente para resolver (1.37) es el de los Gradientes 
Conjugados (CG).  
Con el fin de introducir un algoritmo de solución iterativo para la 
solución de los multiplicadores de Lagrange, se debe notar que resolver el 
sistema (1.37) es equivalente a resolver el siguiente problema de 
minimización: 
Φ T -1 + TI 1 1 1 2 2 2
1
( ) = F + (B K f - B K f )
2
λ λ λ λ  (1.38) 
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Sujeto a la siguiente restricción: 
T T
2 2 2 2(B R ) = R fλ  
(1.39) 
Así, partiendo de 0=λ λ  este algoritmo convergerá si y solo si, la 
condición (1.39) es satisfecha en cada iteración, ver (Farhat, y otros, 1991). 
1.2.5.3 Precondicionador en el problema de la interfaz 
La convergencia del método de los Gradientes Conjugados 
Proyectados (CPG), puede ser mejorada a través del uso de un 
precondicionador, ya que el problema por si sólo se encuentra mal 
condicionado. 
 La incorporación de un precondicionador consiste en encontrar una 
aproximación de la inversa de IF  escrita como 
-1
IP . Entre los objetivos de 
encontrar una aproximación de la inversa de IF  se pueden mencionar: 
• Mejorar la convergencia del método. 
• Evitar el ensamble explícito de la matriz IF  y de su inversa. 
• Proveer al método de una estrategia muy beneficiosa  para la 
paralelización. 
 
Observación 1.3 la diferencia entre los métodos iterativos y los 
métodos directos para el cálculo de los λ , es que los directos  aunque 
funcionan mejor, tienden a ser muy costosos en el ámbito 
computacional, sin embargo, aunque los iterativos son más baratos, se 
encuentran mal condicionados. 
Es importante señalar, que incluso bajo la presencia de subdominios 
flotantes, sólo IF  necesita del uso de un precondicionador, no la matriz 
global. 
Los usuarios del método FETI, han desarrollado una amplia gama de 
precondicionadores y sus diferentes usos dependen del problema que desea 
resolverse. Por ejemplo, el primer precondicionador que propuso (Farhat, y 
otros, 1991) dio lugar a los métodos FETI de nivel 1 y fue implementado 
como: 
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-1 I I
1 1 2P = K + K  
(1.40) 
En donde yI I1 2K K  corresponde a las trazas de y1 2K K  sobre la 
interfaz γ . Al escoger este precondicionador el sistema era barato, fácil de 
resolver y perfectamente paralelizable, sin embargo, este precondicionador 
presentaba inconsistencias físicas al ser utilizado en dominios particionados 
con puntos de cruz (ver Figura 1.16). 
Ciertas modificaciones sobre dicho precondicionador nacieron como 
una solución para la correcta resolución de problemas con puntos de cruz 
homogéneos. Al referirnos al término homogéneo, hablamos de aquellos 
problemas en los que todos los subdominios poseen similares materiales, 
geometrías o propiedades de discretización sobre los puntos de cruz. 
 
 
 
 
 
 
 
 
Figura 1.16: Punto de cruz entre subdominios (Rixen, 2002).  
De igual manera, para aquellas simulaciones que presentan  
heterogeneidades en los puntos de cruz, como por ejemplo, subdominios con 
materiales diferentes o tamaños de mallas diferentes, en (Rixen, y otros, 1997) 
se proponen ciertas estrategias aplicadas sobre el precondicionador, para 
lograr una correcta transmisión de las variables a través de los puntos de cruz. 
 Los métodos FETI de nivel 2 fueron desarrollados en (Farhat, y otros, 
1998) y aparecieron como una extensión de los métodos de nivel 1, 
caracterizándose por la introducción de un segundo set de multiplicadores de 
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Lagrange en los puntos de cruz para forzar continuidad exacta del campo de 
los desplazamientos en cada iteración. 
La formulación dual-primal para los métodos FETI de nivel 2 (Farhat, 
y otros, 2001), elimina la necesidad de este segundo set de multiplicadores de 
Lagrange en los puntos de cruz y unifica los desarrollos previos de FETI-1 y 
FETI-2 en un método simple denominado FETI-DP.  
 
1.3 Antecedentes en el cálculo de las 
Pseudoinversas  
1.3.1 Cálculo de las matrices de flexibilidad “free-free”  
Este método fue introducido por (Felippa, y otros, 1998) y presenta 
una generalización de la matriz clásica de flexibilidad estructural. 
En esta técnica una subestructura es definida como un ensamble de 
elementos finitos que no posee modos de energía cero. En la Figura 1.17 se 
observa una subestructura y el sistema de fuerzas que actúa sobre ella, en 
donde las fuerzas aplicadas f  son un dato, las fuerzas de interacción λ  son 
ejercidas por otras subestructuras conectadas y por último, si la subestructura 
se encuentra apoyada o parcialmente apoyada, la fuerza sf  representa las 
fuerzas de reacción asociada. Cada vector posee una longitud de fN  que 
corresponde al total de grados de libertad nodales de la subestructura. 
Si la subestructura tiene 0rN >  modos de sólido rígido o “Rigid 
Body Modes- RBM’s” linealmente independientes. Los movimientos de sólido 
rígido son caracterizados a través de su base RBM o la llamada matriz R , de 
dimensiones f rN N× .  
La matriz R  puede ser escrita tomando como columnas linealmente 
independientes los desplazamientos rígidos evaluados en los nodos. Para 
construirla es conveniente colocar los ejes ,x y  en la media geométrica de las 
ubicaciones de los N  nodos de la subestructura.  
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Los tres movimientos de sólido rígido independientes son: 
• El movimiento de traslación en la dirección x : 
1, 0x yu u= =  (1.41) 
• El movimiento de traslación el dirección y : 
0, 1x yu u= =  (1.42) 
• Y la rotación en z  como: 
,x yu y u x= − =  (1.43) 
 
 
La evaluación sobre los nodos, arroja el siguiente arreglo matricial: 
1 1 2
1 0 1 0
0 1 0 1
Ny x y x
 
 
 =  
 − −  
TR
⋯
⋯
⋯
 (1.44) 
 
 
 Una vez se ha construido la matriz R , el proyector ortogonal 
asociado a R  se puede escribir como la matriz simétrica (Felippa, y otros, 
1998): 
TP = I - RR
 
(1.45) 
 
 
A partir de las expresiones (1.44) y (1.45), la matriz de flexibilidad 
“free-free” de la subestructura se define mediante la expresión: 
 
T -1F = P(K + RR )
 
(1.46) 
 
 
 Si la subestructura se encuentra fija, lo que significa que se encuentra 
totalmente restringida, la matriz R  se encuentra vacía, con lo cual, la 
ecuación (1.46) colapsa en la expresión de la flexibilidad estructural ordinaria 
-1F = K . La matriz F  es considerada la pseudo-inversa de la matriz de 
rigidez. 
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Figura 1.17: Subestructura genérica SΩ  y el sistema de fuerzas que actúa sobre 
ella (Felippa, y otros, 1998). 
1.3.2 Cálculo de los modos de sólido rígido y de la 
Pseudoinversa en los métodos FETI 
En la implementación del método FETI, la matriz de rigidez de cada 
subdominio SK  se almacena en el formato “skyline” o perfil de la matriz. 
Esto significa que cada columna o fila, es almacenada comenzando con el 
primer elemento de la columna o de la fila que es diferente de cero (ver 
Figura 1.18).   
Cuando la matriz SK  es no singular, una factorización de Cholesky 
es relativamente sencilla ya que SK  puede escribirse como: 
T
S S SK = L L  (1.47) 
 Donde SL  es una matriz triangular inferior. Así, la aplicación de su 
inversa se lleva a cabo de una forma muy sencilla: 
-1 T -1
S S S
-1 T -1 -1
S S S
K u = (L L ) u
K u = (L ) ((L ) u)
 (1.48) 
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Figura 1.18: “Skyline” o perfil de una matriz. 
 Sin embargo, cuando SK  es singular, lo que significa que SΩ  es un 
subdominio flotante, la factorización mostrada en (1.47) arroja problemas 
cuando se encuentra un pivote igual a cero, así que, suponiendo que la matriz 
SK  puede ser escrita como: 
 
 
 
  
S S
SS
pp pr
TS
rrpr
K K
K =
K K
 (1.49) 
Donde el subíndice p  denota la cantidad principal y el r  la cantidad 
redundante.  
Se define la matriz de los modos de sólido rígido SR  y la 
Pseudoinversa +K  de la SK  como: 
 
 
 
  
S S
-1
pp pr
S
-(K ) K
R =
I
 (1.50) 
 
 
 
  
S
-1
+ pp
K 0
K =
0 0
 (1.51) 
Sin embargo, en la práctica no se puede ordenar la matriz SK  como 
se muestra en (1.49), es por esta razón que los autores (Farhat, y otros, 1991) 
proponen un método de implementación para el caso en el que la matriz SK  
ha sido almacenada en modo “Skyline”. 
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Además, se demuestra que el pivote cero que se encuentra durante la 
factorización de la matriz SK , indica la ecuación redundante que debe ser 
numerada y removida de la matriz original. 
El pivote cero se establece como 1 y la columna reducida por encima 
de él se copia en un vector extra. Los coeficientes por debajo de la “Skyline” 
se hacen 0 (ver Figura 1.19). Al final del proceso de factorización, las 
ecuaciones no numeradas definen la matriz 
Spp
K .  
Figura 1.19: Incorporación del cálculo de la Pseudoinversa y de los modos de 
sólido rígido en la factorización de la matriz “Skyline”.  
Observación 1.4 La matriz 
Spp
K es una matriz de dimensiones 
S S Si b r
n n n+ − , con: 
Si
n el número de nodos internos del 
subdominio, 
Sb
n
 los nodos del contorno y 
Sr
n el número de modos 
de sólido rígido. 
 
1.4 Contenido de la Tesis 
El resto de esta tesis se encuentra organizado en 4 capítulos. En el  
capítulo 2 se describirá el método propuesto Subdominio de Interfaz, 
destacando los aspectos geométricos, la generación de la interfaz, las 
ecuaciones de energía, el cálculo de la pseudoinversa de los subdominios 
flotantes, la resolución del problema mediante el método de las subestructuras 
y sus respectivos test de validación. 
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En el capítulo 3, se describirá la extensión del método visto en el 
capítulo 2, para el caso en el que se deseen llevar a cabo simulaciones 
numéricas con elementos finitos de formulaciones mixtas desplazamiento-
presión. En este caso se observará como afecta la introducción de la variable 
presión al método de partición de dominios, las ecuaciones asociadas y los 
respectivos test de validación. 
En el capítulo 4, se mostrará la solución de problemas termomecánicos 
acoplados mediante el uso de la técnica de partición de dominios propuesta en 
este trabajo, para ello, se introducirá la variable temperatura en el problema, 
las ecuaciones adicionales asociadas a esta variable y finalmente, la 
validación del método. 
Por último, en el capítulo 5 se mostrarán las conclusiones y las 
respectivas líneas futuras de investigación de este trabajo. 
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2 El Método de Subdominio  de 
Interfaz (MSI) 
Los métodos de partición de dominios vistos en el capítulo 1, se 
caracterizan por la generación de una interfaz, de una dimensión menor a la 
del problema. Esta interfaz por lo general, recibe el nombre de marco de 
partición.  
La técnica propuesta en este trabajo, se fundamenta en el algoritmo de 
contacto “contact domain method” (Oliver, y otros, 2009) y propone la 
creación de una interfaz que, aunque es de espesor nulo, carece de la 
necesidad de generar dicho marco de partición.  
 
2.1 Antecedentes: Método del dominio de 
contacto 
El “Contact Domain Method” es una técnica recientemente  
desarrollada por: (Hartmann, y otros, 2009) que parte del método clásico de 
los multiplicadores de Lagrange. 
Se fundamenta en el enfoque del método de Nitsche desarrollado por 
(Heintz, y otros, 2006) en el que se introduce un término de estabilización que 
se ve muy similar al del método de penalización, pero que a diferencia de 
éste, exhibe menos influencia en la solución del problema. Esta estrategia de 
estabilización, conecta a los multiplicadores de Lagrange con el campo de las 
tensiones de los cuerpos en contacto, para su posterior condensación. 
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A diferencia de los métodos ya conocidos como el nodo-segmento 
(Hallquist, y otros, 1985) o segmento-segmento, el “Contact Domain 
Method”, no tiene la necesidad de proyectar ningún nodo/segmento del lado 
esclavo sobre la superficie maestra, ya que esta nueva técnica propone crear 
entre las superficies de contacto un dominio ficticio intermedio, denominado 
dominio de contacto, que conecta ambas superficies mediante una simple 
triangulación de Delaunay. 
De esta manera, el método se puede aproximar mediante un set de 
elementos triangulares o parcelas triangulares no solapadas, que se encuentran 
dotadas del campo de los desplazamientos de los cuerpos en contacto y sus 
respectivas interpolaciones. 
Entre las ventajas que exhibe esta estrategia, figuran:  
• Permite la condensación de los multiplicadores de Lagrange. 
• Elimina la necesidad de crear un marco de partición o 
proyecciones de una superficie sobre otra. 
• Cumple con el “patch test”. 
• Puede acoplar superficies de contacto con mallas coincidentes o 
no coincidentes. 
 
2.2 Descripción del Método Propuesto  
2.2.1 Aspectos generales 
Considérese como ejemplo un dominio Ω  particionado en los 
subdominios 1Ω  y 2Ω , con sus respectivas fronteras 1 2y∂Ω ∂Ω . Se definen 
las superficies de interfaz 1Γ  y 2Γ  como las respectivas  intercepciones entre 
los contornos de 1Ω  y 2Ω  tal que cumplan con la siguiente condición 
1 1 2Γ = ∂Ω ∩ ∂Ω  (ver Figura 2.1). 
Asumiendo que S  corresponde al número de subdominio, siendo 
SN  el número total de subdominios obtenidos de la partición. Los vectores 
normales a cada una de las superficies S∂Ω  son denominados Sn  y siempre 
apuntarán hacia el exterior del subdominio. 
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Figura 2.1: Partición de un dominio Ω  en los subdominios 1Ω  y 2Ω . 
Adicionalmente, y dependiendo de cómo se lleven a cabo las 
particiones, cada subdominio poseerá sus propias superficies ,u SΓ  y ,SσΓ  
sobre las cuales se aplicarán los desplazamientos y tensiones impuestas 
respectivamente. Sin embargo, es importante señalar que pueden existir 
subdominios sin condiciones de contorno, a los que llamaremos flotantes y a 
los que le dedicaremos el epígrafe 2.5 de este capítulo. 
Una vez establecidos físicamente los subdominios, éstos son 
discretizados por medio de elementos finitos. Así, asumiendo que las 
fronteras SΓ  son lo suficientemente grandes como para contener todas las 
zonas de S∂Ω  que están en contacto; se definen los vértices ,i SV  como 
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aquellos nodos sobre las superficies SΓ  que coinciden con la discretización 
de cada subdominio (ver Figura 2.1). 
2.2.1.1 Generación de la interfaz 
El proceso de obtención de la interfaz consiste en generar una 
triangulación de Delaunay entre los vértices ,i SV y ,j SV  de cada una de las 
superficies SΓ  (ver Figura 2.1).  
Sin embargo, como el espacio entre las superficies SΓ  es vacío, 
para generar esta triangulación es necesario llevar a cabo un tratamiento 
especial y transitorio sobre las interfaces. La estrategia que se propone, 
consiste en llevar a cabo una contracción ficticia sobre las fronteras SΓ  de 
cada uno de los subdominios en la dirección opuesta a la normal de dicha 
superficie ( )S−n . 
Esta contracción,  permite crear unas nuevas coordenadas de los 
vértices ,i SV  ubicados sobre las fronteras SΓ , coordenadas que reciben el 
nombre de “coordenadas ficticias” y a partir de las cuales se puede generar 
directamente la triangulación de Delaunay. 
Una vez que la interfaz ha sido generada, estas “coordenadas 
ficticias” desaparecen, recuperándose las coordenadas originales de cada uno 
de los vértices ,i SV y ,j SV  tal y como se observa en la Figura 2.2. Así, 
aunque aparentemente entre los subdominios existe una interfaz de dos 
dimensiones, realmente ésta es de espesor nulo. 
A este espacio ficticio originado por la malla de la interfaz, se le 
denomina dominio de interfaz D  (ver Figura 2.3), y a cada uno de los 
triángulos que conforman este dominio, se les denomina parcelas qD . Así, si 
qN  constituye el número total de triángulos de la interfaz, el dominio de 
interfaz D  puede escribirse de la siguiente manera: 
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1
qN
q
q
D D
=
= ∪  
 
(2.1) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.2: Pasos para la generación de la interfaz de contacto: 1) Discretización 
de los subdominios, 2) Contracción ficticia de los subdominios en la zona de la 
interfaz, 3) Generación de la malla entre subdominios por triangulación de 
Delaunay, 4) Recuperación de las coordenadas iniciales. 
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 Figura 2.3: Dominio de interfaz: espacio ficticio creado entre los subdominios 
por la malla de la interfaz. 
 
 
 
 
 
 
 
 
Figura 2.4: Medidas geométricas de cada una de las parcelas que conforma la 
interfaz. 
Cada parcela qD  contendrá (ver Figura 2.4): 
• Un lado base de longitud qL  que se encuentra ubicado sobre la 
superficie SΓ que le corresponda.  
• Una altura qh  que se mide perpendicularmente desde el lado base, 
hasta el vértice opuesto a él.  
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Observación 2.1 Nótese que como 0qh →  surgen interrogantes 
acerca de la obtención de ciertas integrales a resolver en el problema.  
Supóngase el caso más general en el que las superficies 1Γ  y 2Γ  son 
curvas (Figura 2.5). Se asegura que las integrales sobre la interfaz 
convergen hacia un valor acotado y que pueden escribirse de la 
siguiente manera: 
0
1 1
1 1
lim ( ) ( ) ( )
2
q q
q q
p
N N
q qhq qq LD
dD dL h
h
ο
→= =
• = • +∑ ∑∫ ∫  
 
(2.2) 
 
  
 
 
 
 
 
Figura 2.5: Generación de la interfaz en una superficie curva. 
Donde ( )o h  corresponde al error generado por la aproximación de 
los triángulos de la interfaz, que no copian de manera exacta las 
superficies de contacto (ver Figura 2.5). Cuando las superficies  1Γ  y 
2Γ  son rectas ( ) 0o h →  y por lo tanto la integral puede escribirse 
de la siguiente manera: 
0
1 1
1 1
lim ( ) ( )
2
q q
q q
q
N N
q qhq qq LD
dD dL
h→= =
• ≈ •∑ ∑∫ ∫  
 
(2.3) 
Observación 2.2 Considerando que qN  corresponde al número total 
de elementos en la malla de interfaz, se observa que las integrales 
(2.2) y (2.3) toman en cuenta ambas discretizaciones, las de 1Γ  y 2Γ
(ver Figura 2.6): 
 
1 2
interf ( )dδ
Γ Γ
Π = • Γ∫
∪
 
(2.4) 
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Figura 2.6: Diferencias entre el método de mortero y el método de 
subdominio de interfaz. 
En el método de mortero visto en el apartado 1.2.2, la superficie γ
sobre la que se lleva a cabo la integral, corresponde sólo a una de las 
dos discretizaciones, o la más fina o la más burda. 
1
( )
c
LM
N
P dA
γ γ=
= •∫  (2.5) 
 
Este hecho, le permite al método propuesto (MSI) obtener en algunos 
tests, resultados más precisos en comparación con los adquiridos por 
el método de mortero en el caso en el que se escoja la discretización 
más burda como superficie γ . En el apartado 2.6.2 se mostrará un 
ejemplo en el que se pone en manifiesto este efecto. 
2.2.2 Aspectos geométricos 
2.2.2.1 Funciones de movimiento 
Sea 1Ω  y 2Ω  los subdominios que conforman Ω , tal que: 
1 2 1 2 y  Ω ∪Ω = Ω Ω ∩Ω = ∅  (2.6) 
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Sea ( ) ( )( ) ( , ) : 0,S St St Tφ φ  ≡ Ω ×  X X  la función de movimiento 
del subdominio S  tal que, S S∈ ΩX  en la configuración de referencia 
puede escribirse como ( )( )SS t Sφ=x X  en la configuración actual. 
Asumiendo que el dominio de tiempo 0,t T ∈    está subdividido en 
intervalos discretos, siendo 1,n nt t +    el intervalo de tiempo, de longitud 
1 1n n nt t t+ +∆ = − , con nt  y 1nt +  los tiempos anterior y actual y 
( )S
nΩ  y 
( )
1
S
n+Ω  las configuraciones anterior y actual, respectivamente. Tomando en 
cuenta que ( ) ( )
n
S S
nt
φ φ≡
 y 
1
( ) ( )
1
n
S S
nt
φ φ
+
+≡ cualquier coordenada en las 
configuraciones nΩ  y 1n+Ω  puede ser escrita como: 
( ) ( ) ( ) ( ) ( ) 1 ( ) ( )
1 1 1 1
( ) ( ) ( ) ( )
( ) (( ) ( )) ( )
( )
S S S S S S S
n n S n n n n S n
S S S S
n n S n n
φ φ φ φ
φ
−
+ + + +
= = = ⇒= ∀ ∈ Ω
x X x x x
x X x
 
 
(2.7) 
 
En donde la función Sφ , obtenida a partir de la eliminación de la 
coordenada material SX , define el movimiento incremental de los 
subdominios en el intervalo de tiempo 1,n nt t +   . A partir de este 
movimiento incremental, el campo de los desplazamientos puede ser escrito 
de la siguiente manera: 
( )( ) ( ) ( ) ( ) ( ) ( )
1( ) ( )
SS S S S S S
S n S n n n n n nφ += − = − ∀ ∈ Ωu x x x x x x  
 
(2.8) 
 
Aunque la función de movimiento incremental Sφ  y los 
desplazamientos incrementales Su  de las ecuaciones (2.7) y (2.8) están 
definidos para los subdominios ( )SnΩ , el dominio de interfaz D  se encuentra 
dotado de una extensión de estos desplazamientos incrementales, por lo cual, 
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se define la función de movimiento incremental Dφ  del dominio de interfaz, 
como: 
1
1
:
( ) ( ) ( )
D n n
D n n n n D n n n
D D
D
φ
φ
+
+
→
≡ = + ∀ ∈x x x x u x x
 
 
(2.9) 
 
En donde el dominio de interfaz en la configuración actual 1nD + , 
representa la imagen del dominio nD  de la configuración anterior, a través de 
Dφ , e incluso, las superficies de contacto SΓ  pueden ser escritas en la 
configuración actual como ( )S D Sγ φ= Γ . 
 El campo de los desplazamientos incrementales  Du  se obtiene como 
una interpolación lineal de los desplazamientos incrementales de los 
contornos de cada parcela, de la siguiente manera: 
3
( )
1
( ) ( ) ( ) D qD n q n i n i n n
i
D
=
≡ = ∀ ∈∑u x u x x d xℕ  
 
(2.10) 
 En donde iℕ  corresponde a las funciones lineales de interpolación 
para un elemento finito triangular y ( )Did  a los desplazamientos 
incrementales en los vértices 1,2 y 3 (nodos) de la parcela: 
 
 
 
 
 
 
 
Figura 2.7: Definición del campo de los desplazamientos Du  sobre cada una de 
las parcelas qD  . 
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A partir de la función de movimiento incremental Dφ  presentada en 
la ecuación (2.9) se puede definir la medida de deformación de este 
movimiento, en particular, el tensor gradiente de la deformación incremental 
como: 
1( ( )) ( )nD D n D
n
GRAD GRADφ +
∂
= = = +
∂
x
f x 1 u
x
 
 
(2.11) 
 
En donde 1  corresponde al tensor unitario de segundo orden. 
Observación 2.3 Nótese que, debido al carácter lineal del campo de 
los desplazamientos incrementales, descritos en la relación (2.10), el 
( )DGRAD u  y Df  son constantes dentro de cada una de las parcelas 
del dominio de interfaz, por lo tanto pueden ser escritos como: 
constante( )  qD n q n D≡ = ∀ ∈f x f x  
(2.12) 
 
2.2.2.2 Definición de los vectores normal y tangencial 
Dentro del dominio de Interfaz, cada parcela triangular qnD  posee un 
vector normal, qN , al lado base del triángulo. Puesto que este lado base se 
encuentra ubicado sobre la superficie S SΓ ∈ ∂Ω , la normal qN  apuntará en 
la misma dirección de la normal SN  de cada subdominio. 
Con el vector normal qN , el vector tangencial qT  se define a partir 
de la condición de ortogonalidad, como: 
3ˆq q= ×T e N  (2.13) 
 
Siendo el vector unitario 3eˆ  el vector que apunta hacia fuera del 
plano, de modo que el triplete de vectores unitarios que definen la parcela 
triangular qnD  en la configuración previa, corresponde a:  
{ }3ˆq qN T e  (2.14) 
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A partir de la función de movimiento Dφ  el vector tangente qt  en la 
configuración espacial puede escribirse como la imagen de qT  sobre la 
configuración 1n+Ω  y el  normal qn , como su correspondiente vector 
unitario ortogonal: 
3
( )
( )
ˆ
D q q q
q
D q q q
q q
φ
φ
⋅
= =
⋅
= ×
T f T
t
T f T
n t e
 
 
 
 
(2.15) 
 
Observación 2.4 Se puede demostrar (Hartmann, y otros, 2009) que 
el vector normal qn  también conserva la misma dirección a la normal 
del  subdominio Sn  sobre la superficie ,D Sγ  y que el nuevo triplete 
de vectores unitarios que definen la parcela triangular 1
q
nD +  en la 
configuración actual, corresponde a: 
{ }ˆ3q qn t e  (2.16) 
 
 
 
Figura 2.8: Definición de los vectores normal y tangencial sobre una parcela 
triangular (Hartmann, y otros, 2009).  
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2.2.2.3 Definición del gap 
La medición de la penetración/separación o “gap” de cualquier 
partícula de los subdominios dentro de las parcelas triangulares, es de vital 
importancia para garantizar la eficacia del método. 
Sin embargo, aunque estas medidas serán utilizadas en el desarrollo 
de la formulación, las ecuaciones de Euler Lagrange (apartado 2.3.1) indican 
que para que exista una correcta transferencia de información entre 
subdominios, esta medida en sus componentes normal y la tangencial, deben 
de ser iguales a cero. 
Gap geométrico 
La medida del gap, está definida tanto en la configuración previa 
,0( )N ng x  como en la configuración actual ( )ng x . 
Para la configuración previa, representa la distancia entre cualquier 
q
n nD∈x  y su proyección a través del vector normal qN  al lado base de la 
parcela triangular (Figura 2.9): 
,0 ( ) ( )Ng n n n= − ⋅x x N x  (2.17) 
Figura 2.9: (a) Definición del gap en la configuración  anterior y (b) en la 
configuración actual (Hartmann, y otros, 2009). 
Mediante la función de movimiento Dφ  se obtiene la medida del gap 
en la configuración actual y a partir de los vectores qn y qt   sus respectivas 
proyecciones en las direcciones normal y tangencial (2.19). 
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1 1( ) ( ) ( ) ( )n n n D n D nφ φ+ += − = −g x x x x x  (2.18) 
( ) ( )
( ) ( ) ( )
( ) ( )
N n n q
n N n q T n q
T n n q
g
g g
g
 = ⋅= + ⇒  = ⋅
x g x n
g x x n x t
x g x t
 (2.19) 
Para poder obtener una expresión explícita del vector del gap en la 
configuración actual, en el trabajo (Hartmann, y otros, 2009) se propone 
llevar a cabo una expansión de Taylor sobre la expresión (2.18), con lo cual, 
se puede escribir que: 
1 ,0
1 ,0
1 1 ,0
( ) ( ( ) )
( ) ( ) ( )
( )
n D n D n N n q
n D n D N n q
n n N n q q
g
GRAD g
g
φ φ
φ φ
+
+
+ +
= = +
= + ⋅
= + ⋅
x x x x N
x x x N
x x x f N
 (2.20) 
 
Observación 2.5 Nótese que esta expansión de Taylor llega hasta la 
primera derivada  porque tal y como se menciona en la observación 
2.3, el tensor gradiente de la deformación se ha definido constante 
dentro de toda la parcela triangular, y por ende, su derivada es nula. 
Conociendo la expresión para la coordenada 1n+x  en 1n+Ω , se 
puede reescribir la expresión del gap y sus respectivas proyecciones en las 
direcciones normal y tangencial: 
1 1 ,0
,0
( ) ( ) ( )
( ) ( )( ( ))
n n n N n q q
n N n q q
g
g GRAD
+ +
 = − = ⋅ = + ⋅
g x x x x f N
g x x 1 u N
 
 
(2.21) 
,0
,0
,0
( ) ( ) ( )
( ) ( ) ( ( ))
( ) ( ) ( ( ) )
N n q n N n q q q
N n N n q q q
N n N n q q q q
g g
g g GRAD
g g GRAD
 = ⋅ = ⋅ ⋅ = ⋅ + ⋅ = ⋅ + ⋅
x n g x x n f N
x x n 1 u N
x x n N u N
 
 
 
(2.22) 
,0
,0
,0
( ) ( ) ( )
( ) ( ) ( ( ))
( ) ( ) ( ( ) )
T n q n N n q q q
T n N n q q q
T n N n q q q q
g g
g g GRAD
g g GRAD
 = ⋅ = ⋅ ⋅ = ⋅ + ⋅ = ⋅ + ⋅
x t g x x t f N
x x t 1 u N
x x t N u N
 
 
 
(2.23) 
Gap efectivo 
 El gap geométrico presentado anteriormente posee dimensión, lo cual 
constituye un problema para el desarrollo de la formulación. Es por esta 
razón, que se define una nueva medida del gap, totalmente adimensional 
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denominada gap efectivo y que consiste en el valor de gap geométrico por 
unidad de gap inicial normal ,0( )N ng x . 
  
,0 ,0
( ) ( )
( ) , ( )
( ) ( )
N n T n
N n T n
N n N n
g g
g g
g g
= =
x x
x x
x x
 
 
(2.24) 
Estas medidas después de ciertas manipulaciones matemáticas 
(Hartmann, y otros, 2009), pueden ser escritas de la siguiente manera: 
,0
,0
( ) ( ( )) ( ( ) )
( ) ( ( )) ( ( ) )
N n N n q q q q
T n N n q q q q
g sign g GRAD
g sign g GRAD
= ⋅ + ⋅
= ⋅ + ⋅
x x n N u N
x x t N u N
 
 
(2.25) 
2.2.2.4 Definición de los vectores de tensión normal y 
tangencial 
Partiendo del estado tensional Sσ  al que se encuentra sometido el 
subdominio S  en la configuración actual 1n+Ω . Se define sobre la 
configuración nΩ  el vector de tracción orientado en la dirección normal a la 
interfaz SΓ  como: 
1 ,( , ) ( , )c n S n n n D St += ⋅ ∀ ∈ Γt x N P x N x  (2.26) 
Siendo SP  el primer tensor de Piola-Kirchhoff obtenido a partir de la 
inversa de la función de movimiento 1( )Dφ
−
. Este vector de tracción ct , al 
ser proyectado sobre los vectores normal y tangencial a la superficie,  da lugar 
a los vectores de tracción  normal , ( )N S nt x  y tangencial , ( )T S nt x  
n S∀ ∈ Γx : 
,
,
( )
( )
N S n S
n S
T S n S
t
t
= ⋅ ⋅  ∀ ∈ Γ= ⋅ ⋅ 
x n P N
x
x t P N
 
 
(2.27) 
 
En la ecuación (2.27) los vectores n  y t  se encuentran ubicados 
sobre la interfaz Sγ  de la configuración actual (ver Figura 2.8) (Oliver, y 
otros, 2009).  
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2.2.2.5 Definición de los multiplicadores de Lagrange Normal 
y Tangencial 
La continuidad en los desplazamientos a través de la interfaz se 
impone mediante el uso de los multiplicadores de Lagrange. Así, se introduce 
en el problema una nueva variable denominada qλ  que corresponde al campo 
de los multiplicadores de Lagrange definidos en el interior de cada una de las 
parcelas qnD  (ver Figura 2.10) y que, por facilidades en el desarrollo de la 
formulación, se descompone en sus componentes normal y tangencial qNλ  y 
q
Tλ .  
Estas variables son definidas constantes dentro de toda la parcela qnD  
y para que puedan garantizar una correcta continuidad, deberán satisfacer las 
siguientes condiciones sobre la superficie SΓ . 
,
,
( ) ( )
( ) ( )
q q
N n N S n
n Sq q
T n T S n
t
t
λ
λ
=  ∀ ∈ Γ= 
x x
x
x x
 
 
(2.28) 
 
 
 
 
 
 
 
 
 
 
Figura 2.10: Incorporación de los multiplicadores de Lagrange dentro de las 
parcelas triangulares qD . 
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2.3 Descripción del problema  
2.3.1 Forma fuerte del problema 
2.3.1.1 Problema de valores de contorno 
 
PROBLEMA: 
ENCONTRAR:
2( ) :
( ) :
( ) :
S S
S n n
N n n
T n n
D
D
λ
λ
 Ω → → →
u x
x
x
ℝ
ℝ
ℝ
 (2.29) 
SATISFACIENDO: 
Ecuación de equilibrio:  
en SS S nDIV = − ΩP b  
 
(2.30) 
Modelo constitutivo:  
( ) en SS S S n= ∑ ΩP u    
 
(2.31) 
Condiciones de contorno de Dirichlet:  
en ,SS u S= Γu u
ɵ
  
 
(2.32) 
Condiciones de contorno de Neumann: 
en ,SS S Sσ⋅ = ΓP N t
ɵ
 
 
(2.33) 
Identificación de los Multiplicadores de Lagrange: 
 
,
,
enN N S S
T T S
t
t
λ
λ
 = Γ =
  
 
 
(2.34) 
Condición de restricción:  
0
en
0
N
n
T
g
D
g
 = =
 
 
 
(2.35) 
Donde SP  representa el primer tensor de Piola Kirchhoff 
correspondiente a la configuración previa SnΩ  y que satisface la ecuación del 
modelo constitutivo (2.31), Sb  al vector de fuerzas de volumen en SnΩ , y 
finalmente, las variables ˆSu  y ˆSt  que corresponden a las condiciones de 
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contorno de desplazamientos y tracciones impuestas sobre las superficies 
,u SΓ  y ,SσΓ . 
Observación 2.6 La condición (2.34) identifica los multiplicadores 
de Lagrange como los valores de la tensión normal y tangencial ,N St  
y ,T St  en su respectiva superficie de interfaz SΓ . Y adicionalmente, 
la condición de restricción (2.35) establece que los valores de gap 
efectivos, Ng  y Tg  deben ser iguales a cero dentro de 
q
nD  . 
2.3.2 Forma débil del problema 
2.3.2.1 Principio de los trabajos virtuales 
Se definen los siguientes espacios: 
{ }
{ }
{ }
1
,
1
,
2
ˆ: ( ), en   
: ( ), 0 en 
: ( )
S S S S u S
S S S u S
U H
V H
L D
δ δ
α
= ∈ Ω = Γ
= ∈ Ω = Γ
= ∈
u u u
u u
λ
 
 
 
(2.36) 
Donde 1( )SH Ω  representa el espacio de Sobolev de funciones con 
derivadas de cuadrado integrable, 2( )L D  el espacio de las funciones de 
cuadrado integrable y ,u SΓ  la porción de la frontera del subdominio SΩ  con 
desplazamientos impuestos ˆSu . 
El problema consiste en encontrar los desplazamientos S U∈u  y los 
multiplicadores de Lagrange α∈λ , tal que definan el extremo de la función 
potencial mecΠ : 
mec int,ext
interf
: ( , )
           ( , , ) 0    
S S
D D V
δ δ δ
δ δ δ
Π = Π
+ Π = ∀ ∈
u u
u u uλ
 
 
(2.37) 
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En donde mecδΠ  consiste en la variación del trabajo mecánico total, 
constituido por la suma del trabajo virtual interno intδΠ   y externo extδΠ , 
realizado por cada uno de los subdominios, y el trabajo realizado por los 
multiplicadores de Lagrange a través de la interfaz, interfδΠ . 
int,ext int ext( , ) ( , ) ( )S S S S Sδ δ δ δ δ δΠ = Π − Πu u u u u  (2.38) 
 
Siendo: 
int
1
ext
1
( , ) ( : ( )) y
( )
S
S
n
S
S S
n
N
S S S S
S
N
SS S S S
S
GRAD d
d d
σ
δ δ δ
δ δ δ δ
= Ω
= Ω Γ
    Π = Ω     
    Π = ⋅ Ω + ⋅ Γ     
∑ ∫
∑ ∫ ∫
u u P u
u b u t uɵ
 
 
 
 
(2.39) 
  
Por su parte, el trabajo realizado por los multiplicadores de Lagrange 
sobre la interfaz, vendrá dado por la suma de las integrales sobre cada uno de 
los dominios de interfaz, siendo IN  el número total de interfaces que 
conforman el dominio Ω  particionado: 
interf
1
( , , ) ( )
I
n
N
D D I I D
I D
dDδ δ δ
=
    Π =      
∑ ∫u u g uλ λ  
 
(2.40) 
Con: 
   y   N N
T T
g
g
λ
λ
       = =        
gλ
 
 
(2.41) 
Las ecuaciones (2.30)-(2.34) corresponden a las ecuaciones de Euler-
Lagrange del principio de los trabajos virtuales visto en la ecuación (2.37). 
2.3.2.2 Ecuaciones variacionales con restricciones 
Las ecuaciones (2.39) y (2.40), se encuentran restringidas mediante 
dos ecuaciones variacionales adicionales que se derivan de la expresión (2.35) 
y que fuerzan de forma débil a que los gaps efectivos Ng  y Tg  sean nulos. 
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Tomando en cuenta la descomposición de los vectores λ  y g  
mostrada en la expresión (2.41), en (Oliver, y otros, 2009) se demuestra que 
la condición (2.35) corresponde a  la ecuación de Euler-Lagrange del 
principio variacional (2.42): 
1
( , ) ( ) 0
I
n
N
D I I D
I D
dDδ δ δ δ α
=
    Π = = ∀ ∈     
∑ ∫u g uλ λ λ λ  
 
(2.42) 
2.3.3 Linealización del sistema 
2.3.3.1 Discretización 
Los desplazamientos S S∈ Ωu  pueden ser expresados como una 
función de las funciones de interpolación iℕ  correspondientes a un elemento 
triangular lineal y de los desplazamientos de los nodos que lo conforman.  
,( ) ( )S n i n i S n S= ∀ ∈ Ω∑u x x d xℕ  (2.43) 
De la misma manera, la variación de los desplazamientos Sδu  puede 
ser escrita como: 
,( ) ( )S n i n i S n Sδ δ= ∀ ∈ Ω∑u x x d xℕ  (2.44) 
En el caso de los desplazamientos Du  de cualquier punto n nD∈x , 
la interpolación se llevará a cabo a partir de los desplazamientos Dd  tal y 
como se observó en el apartado 2.2.2.1: 
,( ) ( )D n i n i D n nD= ∀ ∈∑u x x d xℕ  (2.45) 
,( ) ( )D n i n i D n nDδ δ= ∀ ∈∑u x x d xℕ  (2.46) 
Para el caso de los multiplicadores de Lagrange, la interpolación 
vendrá dada por las siguientes expresiones: 
( ) ( )n n n nD= Ψ ∀ ∈x x xλ Λ  (2.47) 
( ) ( )n n n nDδ δ= Ψ ∀ ∈x x xλ Λ  (2.48) 
En donde ( )nΨ x  corresponde a la función de colocación dentro de 
los elementos, definida dentro de cada una de las parcelas que conforman el 
dominio de interfaz D , de la siguiente manera: 
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Teniendo en cuenta estas interpolaciones, las integrales que 
conforman el principio de los trabajos virtuales implican el cumplimiento de 
las siguientes ecuaciones matriciales: 
int,ext int,ext int,ext( , ) ( , ) ( ) 0S S S S Sδ δ δ δΠ ≈ Π → =u u d d G d  (2.50) 
{ }int,ext int ext
1
( ) ( )
SN
S S
S=
= +∑G d F d F  (2.51) 
Con: 
int( ) : ( )
S
S S S SGRAD d
Ω
= ⋅ Ω∫F d f S ℕ  (2.52) 
,
ext
ˆ
S S
T T
S S Sd
σ
σδ
Ω Γ
= Ω + Γ∫ ∫F b tℕ ℕ  (2.53) 
 Donde intF  corresponde al vector de fuerzas internas generado por 
cada uno de los subdominios, extF  al vector de fuerzas externas y Sd  a los 
desplazamientos nodales discretos de cada subdominio SΩ   (Oliver, y otros, 
2009). 
Por otra parte, la discretización del principio de los trabajos virtuales 
generado por los multiplicadores de Lagrange sobre la interfaz, puede 
escribirse como: 
interf interf
interf interf
( , , ) ( , ) 0
( , ) 0 ( , ) 0
D D D D
D D D
δ δ δ δ
δ δ
Π ≈ Π =
Π = → =
u u d d
d d G d
λ Λ,
Λ, Λ
 (2.54) 
( ) ( )
interf
1
( ) ( )
( ) 0
( , ) ( ( ) )
                     + ( ( ) )
                     + ( ( ) ( ) )
I
n
n
n
N
I I
D N N
I D
I I
T N
D
I
T N
D
g grad dD
g grad dD
sign g GRAD dD
=
  = ΨΛ ⋅ ⋅   
 ΨΛ ⋅ ⋅  
 ΨΛ ⋅ ⋅    
∑ ∫
∫
∫
G d n n
n t
t N
Λ ℕ
ℕ
ℕ
 
 
 
(2.55) 
1
( )
0
q
n n
n q
n n
D
D
 ∀ ∈Ψ =  ∀ ∉
x
x
x
 (2.49) 
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 En este caso interf( , )DG d Λ  depende de los desplazamientos nodales 
discretos Dd  de cada una de las interfaces y de los valores discretos de los 
multiplicadores de Lagrange Λ . Con lo cual, el principio variacional (2.37) 
conduce al siguiente vector de fuerzas residuales mecánicas: 
mec mec mec
mec int,ext interf
( , , ) ( , ) 0 ( , ) 0
( , ) ( ) ( , ) 0S D
δ δ δ δΠ ≈ Π = → =
= + =
u u d d G d
G d G d G d
λ Λ, Λ
Λ Λ
 
 
(2.56) 
 Estas mismas discretizaciones pueden utilizarse sobre las ecuaciones 
variacionales con restricciones, vistas en el apartado 2.3.2.2. Obteniendo los 
siguientes vectores de fuerzas residuales de las restricciones: 
( , ) ( , ) 0 ( ) 0
N N N
D N D N R Dλ λδ δλ δ δ Λ
Π ≈ Π Λ = → =u d G d  (2.57) 
0
1
( ) ( ) ( ( ) )
I
N
n
N
R D N D
I D
sign g GRAD dD
Λ
=
    = ⋅ +     
∑ ∫G d n N Ndℕ  
 
 
(2.58) 
( , ) ( , ) 0 ( ) 0
T T T
D T D T R Dλ λδ δλ δ δ Λ
Π ≈ Π Λ = → =u d G d  (2.59) 
0
1
( ) ( ) ( ( ) )
I
T
n
N
R D N D
I D
sign g GRAD dD
Λ
=
    = ⋅ +     
∑ ∫G d t N Ndℕ  
 
(2.60) 
Así, el nuevo problema discreto a resolver será: 
ENCONTRAR: 

d
Λ
 
 
(2.61) 
SATISFACIENDO:
int,ext interf( ) ( , ) 0
( ) 0
( ) 0
N
T
R
R
Λ
Λ
 + =  =    =   
G d G d
G d
G d
Λ
 
 
 
(2.62) 
Este sistema de ecuaciones no lineales puede ser resuelto de forma 
iterativa mediante el método de Newton-Raphson, a partir de la linealización 
de las ecuaciones (2.61) y (2.62): 
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mec mec
mec
( , ) ( , )
( , )
0
( ) ( )
0
 ∂ ∂    ∆ ∂ ∂   + =    ∂ ∆         ∂ 
R R
G d G d
G d d
d
G d G d
d
Λ Λ
Λ
Λ
Λ
 
 
 
(2.63) 
Sin embargo, puesto que los vectores residuales de las restricciones 
RG  no dependen de los multiplicadores de Lagrange, al derivar en función 
de la variable Λ  aparecen ceros en la diagonal de la matriz de rigidez (2.63), 
razón por la cual, el problema puede estar propenso a exhibir inestabilidades 
en el caso que las discretizaciones utilizadas no satisfagan la condición de 
Babuska-Brezzi-Ladyzhenskaya (BBL) (Oliver, y otros, 2009). 
 
2.3.4 Método de la estabilización consistente 
Para poder manejar estas posibles inestabilidades, en este trabajo se 
propone utilizar una estabilización basada en el método de Nitsche o de 
penalización (Hartmann, y otros, 2009).  
La idea del método es añadir un término de estabilización a la 
ecuación variacional con restricciones (2.42). A partir de este término, se 
conseguirá una dependencia con respecto a los multiplicadores de Lagrange 
discretos Λ , eliminándose los ceros de la diagonal en la matriz de rigidez del 
sistema (2.63).  
La estabilización vendrá motivada por la identificación de los 
multiplicadores de Lagrange vista en la expresión (2.34) y será adicionada de 
forma débil, en las ecuaciones variacionales con restricciones de la siguiente 
manera: 
Término adicional
( ) ( )
1
( ) ( )
1
( , , ) ( )
                       + ( ( ) ) 0
I
N
n
I
S
N
I I
D N N N N D
I D
N
I I
N N S N
I
g dD
t d
λδ λ δλ δλ
δλ τ λ
=
= Γ
    Π =      
    − Γ =     
∑ ∫
∑ ∫ u
u u
u
	

 
 
 
 
(2.64) 
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Término adicional
( ) ( )
1
( ) ( )
1
( , , ) ( )
                      + ( ( ) ) 0
I
T
n
I
S
N
I I
D T T T T D
I D
N
I I
T T S T
I
g dD
t d
λδ λ δλ δλ
δλ τ λ
=
= Γ
    Π =      
    − Γ =     
∑ ∫
∑ ∫ u
u u
u
	

 
 
 
 
(2.65) 
 Donde 0τu >  es un parámetro que ajusta las dimensiones del 
término adicional de la siguiente forma: 
L
E
α
τ =u  (2.66) 
Siendo 0α >  un valor adimensional, L  la longitud de la parcela 
triangular y E  al módulo de Young del material (Oliver, y otros, 2009). Esta 
nueva modificación, permite que los nuevos vectores de fuerzas residuales de 
las restricciones 
NR
G
 y 
TR
G
 (2.58) y (2.60), dependan de ambas variables 
discretas: 
0
1
( ) ( )
1
( , ) ( ) ( ( ) )
                     + ( )
I
N
n
I
n
N
R D N N D
I D
N
I I
S N
I
sign g GRAD dD
dτ
Λ
=
= Γ
    Λ = ⋅ +     
    ⋅ ⋅ − ΨΛ Γ     
∑ ∫
∑ ∫ u
G d n N Nd
n P N
ℕ
 
 
 
(2.67) 
0
1
( ) ( )
1
( , ) ( ) ( ( ) )
         ( )
I
T
n
I
n
N
R D T N D
I D
N
I I
S T
I
sign g GRAD dD
dτ
Λ
=
= Γ
    Λ = ⋅ +     
    + ⋅ ⋅ − ΨΛ Γ     
∑ ∫
∑ ∫ u
G d t N Nd
t P N
ℕ
 
 
 
(2.68) 
Con lo cual, el nuevo sistema linealizado puede escribirse como: 
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mec mec
mec
( , ) ( , )
( , )
0
( , ) ( , )( ) R RR
 ∂ ∂    ∆ ∂ ∂   + =    ∂ ∂ ∆         ∂ ∂ 
G d G d
G d d
d
G d G dG d
d
Λ Λ
Λ
Λ
Λ Λ Λ
Λ
 
 
 
(2.69) 
 
Observación 2.7 Obsérvese que τu  podría ser considerado como un 
factor que penaliza los términos ( ( ) )N S Nt λ−u  y ( ( ) )T S Tt λ−u
de las ecuaciones (2.64) y (2.65). Sin embargo, ya que estos términos 
forman parte de las ecuaciones de Euler-Lagrange (2.34), el 
refinamiento de la malla impone automáticamente que ambos tiendan 
a cero. Por lo tanto, el procedimiento podría ser calificado como un 
método de penalización consistente, en el cual, a diferencia de los 
métodos de penalización no consistentes, τu  puede ser pequeño (o 
incluso muy pequeño) sin afectar necesariamente la calidad de los 
resultados obtenidos. 
Observación 2.8 Nótese que la tensión ( )IS S∈ ΩP  presente en las 
ecuaciones (2.67) y (2.68), corresponde a la tensión del elemento 
adyacente al lado base de la parcela triangular qD . 
 
 
 
 
 
 
 
 
Figura 2.11: Estado tensional adjunto al elemento de interfaz qD . 
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2.4 Resolución del sistema mediante el método 
de las subestructuras 
Tal y como se observó en el apartado 1.2.5, el método de las 
subestructuras facilita el cálculo en paralelo en la resolución se sistemas 
mixtos (Farhat, y otros, 1991). 
Si el sistema de elementos finitos completo, es subdividido en SN  
subdominios, cada grupo de elementos dentro del subdominio puede ser 
procesado simultáneamente mediante el método de las subestructuras, ya que 
éste parte del hecho que cualquier sistema del tipo matriz-vector Ku  puede 
ser calculado de forma paralela mediante la siguiente expresión (Farhat, 
1990): 
1
SN
S S
S=
= ∑Ku K u  
 
(2.70) 
Donde SK  denota la matriz de rigidez del subdominio S  y Su  la 
localización del vector de los desplazamientos para dicho subdominio.  
Suponiendo que: 
mec mec
mech d
R
( , ) ( , )
( , ) ( , )
( , )
 
( , )
R R
Λ
 ∂ ∂    ∂ ∂  =   ∂ ∂      ∂ ∂ 
   
   =         
dd d
d
G d G d
K K
d
G d G d K K
d
G d f
G d f
Λ
Λ ΛΛ
Λ Λ
Λ
Λ Λ
Λ
Λ
Λ
 
 
 
 
(2.71) 
De manera alternativa a la expresión (2.70), el método de las 
subestructuras para este caso en específico, propone que cada una de estas 
matrices , , ,dd d dK K K KΛ Λ ΛΛ  y sus respectivos vectores de fuerzas sean 
calculados de manera independiente para cada uno de los subdominios.  
Así, la discretización de la forma variacional de las ecuaciones de 
equilibrio, junto con las ecuaciones de las restricciones, dan lugar a un 
sistema como el presentado en (2.72) (Lloberas Valls, 2013). 
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(1) (1)
(1)
( ) ( ) ( )
( ) ( ) ( )
( )(1) ( )
S S S
S
S S S
N N N
NS
             ∆                   ∆          =             ∆                   ∆              
dd d
dd d
dd d
d d d
K K fd
K K d
K K d
K K K K
⋱ ⋮ ⋮
⋱ ⋮ ⋮
⋯ ⋯
Λ
Λ
Λ
Λ Λ Λ ΛΛ
Λ
(1)
( )
( )S
S
N
 
 
 
 
 
 
 
 
 
 
 
 
  
d
d
d
f
f
f
⋮
⋮
Λ
 
 
 
 
 
(2.72) 
El cual, al ser desglosado en cada una de las ecuaciones que lo 
conforman, corresponde al siguiente sistema de 1SN +  ecuaciones: 
(1) (1) (1) (1)
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( )(1) ( ) ((1) ( )
                               
                         
       +
S S S S
S
S S S S
N N N N
NS NS
= ∆ ∆
= ∆ ∆
= ∆ ∆
= ∆
∆ + + ∆ + + ∆
d d dd
d d dd
d d dd
d d d
f K K d
f K K d
f K K d
f K
K d K d K d
⋮ ⋮ ⋮
⋮ ⋮ ⋮
⋯ ⋯
Λ
Λ
Λ
Λ ΛΛ
Λ Λ Λ
Λ +
Λ +
Λ +
Λ 
)S
 
 
 
 
(2.73) 
A partir de estas ecuaciones y por medio de un método de sustitución, 
se puede obtener el campo de los multiplicadores de Lagrange: 
( )
( )
1
( ) ( ) ( )
1
1
( ) ( ) ( )
1
( )
( )
S
S S
Ns
S S ST
S
S
N
S S ST
S
S
−
=
−
=
∆ =
= −
= −
∑
∑
d dd d
d dd d
F f
F K K K K
f f K K f
ΛΛ Λ Λ
Λ Λ
Λ
 
 
 
 
(2.74) 
Y posteriormente, conociendo ∆Λ se puede obtener el campo de los 
desplazamientos de cada uno de los subdominios, de la siguiente manera: 
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(1) (1) (1)(1) 1
( ) ( ) ( )( ) 1
( ) ( )1
( ) ( )
                             
( ) ( )
                                  
( ) ( )S S SS
S S SS
N N NN
−
−
−
∆ = − ∆
∆ = − ∆
∆ = − ∆
dd d d
dd d d
dd d d
d K f K
d K f K
d K f K
⋮ ⋮ ⋮
⋮ ⋮ ⋮
Λ
Λ
Λ
Λ
Λ
Λ
 
 
 
 
(2.75) 
 
Esta independencia en cada uno de los cálculos de las respectivas 
matrices de rigidez y de los campos de desplazamientos, permite que cada 
procesador pueda ejecutar su parte del algoritmo de manera simultánea 
(Figura 2.12) para, posteriormente, pasarle toda la información a un 
procesador maestro, que será quien calcule la información global 
correspondiente a los multiplicadores de Lagrange.   
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.12: Cálculo en paralelo realizado mediante el método de las 
subestructuras. 
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BOX 1: Algoritmo iterativo para la resolución del sistema mixto sin 
subdominios flotantes. 
Inicialización: 
( ) ( ) ( )
1 0 0
0 0
S S S = + ∆ =
d d d
Λ
  
Actualización de las coordenadas: ( )1, 0, 0
S
S S= + ∆x X d   
1. Inicio del estado de carga 1 0( )t t t= +∆   
2. Cálculo de los vectores de fuerzas: ( ),0 ,0,
S
df fΛ   
3. Inicio del Algoritmo iterativo del Newton Raphson ( 1)i i= +   
4. Cálculo de las matrices: ( ) ( ) ( ), , , ,, , ,
S S S
i i i idd d dK K K KΛ Λ ΛΛ   
5. Cálculo de las variables: 
a. Multiplicadores de Lagrange: 
( )
( )
1
1, , ,
1
( ) ( ) ( )
, , , , ,
1
1
( ) ( ) ( )
, , , , ,
1
( )
( )
( )
S
i S i S i
Ns
S S S
S i i i i i
S
N
S S S
S i i i i i
S
−
−
=
−
=
∆ =
= −
= −
∑
∑
d dd d
d dd d
F f
F K K K K
f f K K f
ΛΛ Λ Λ
Λ Λ
Λ
 
b. Desplazamientos: 
 
( ) ( ) ( ) ( )1
1, , , 1,( ) ( )
S S S S
i i i i
−∆ = − ∆dd d dd K f K Λ Λ  
6. Actualización de las variables: 
( ) ( ) ( )
1, 1 1,
1, 0 1,
S S S
i i
i i
 = + ∆ = + ∆
d d d
Λ Λ Λ
  
7. Cálculo de los vectores de fuerzas: ( ), ,,
S
i iΛdf f    
8. Cálculo del vector de fuerzas residuales: Res,if  
9. Estimación del error: 
Si Res, .i TOLf < , ir al paso 1 haciendo 1( )i it t t+ = + ∆   
Si no, regresar al paso 3. 
1
 Todas las operaciones que poseen el superíndice ( )S  requieren un 
bucle sobre los SN  subdominios. 
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2.5 Eliminación de los movimientos de sólido 
rígido 
Tal y como se mencionó en el apartado 1.2.5.1 no todas las matrices de 
rigidez de los subdominios son no singulares. Cuando al particionar el 
dominio Ω , aparecen subdominios sin las condiciones de contorno 
suficientes para suprimir los movimientos de sólido rígido, las expresiones 
(2.74) y (2.75) para el cálculo de los multiplicadores de Lagrange y de los 
desplazamientos, no pueden utilizarse directamente.  
Al no poder invertirse la matriz ddK  de los subdominios flotantes, es 
necesario llevar a cabo un tratamiento especial para poder obtener los ∆Λ  y 
( )S∆d
 de cada uno de los subdominios. 
Este tratamiento especial, consiste en el cálculo de la pseudoinversa 
de la matriz de rigidez, que según cada autor puede ser obtenida mediante 
métodos diversos, como por ejemplo el visto en el apartado 1.3.1 propuesto 
por (Felippa, y otros, 1998) en el que se calcula la matriz de flexibilidad free-
free, por medio de la siguiente expresión: 
1( )( )T T+ −= − +K I RR K RR
 
(2.76) 
Siendo R  una matriz llena, de dimensiones f rN N× , donde fN  
corresponde al total de grados de libertad del subdominio y rN  a los modos 
de sólido rígido presentes en la estructura. 
La implementación de la pseudoinversa de la matriz ddK  a partir de 
esta técnica en específico,  manifiesta ciertas dificultades; el hecho que la 
matriz R  sea una matriz llena (ver expresión 1.44), hace que la matriz +K  
pierda su característica de matriz dispersa,  lo cual, incrementa de manera 
considerable los tiempos de cálculo y la eficiencia computacional del código. 
Por otra parte, la técnica FETI, presentada por (Farhat, y otros, 1991) 
en el apartado 1.3.2, si bien fue pensada para el cálculo en paralelo y para la 
optimización de los tiempos de cálculo, es altamente invasiva a nivel de 
implementación. 
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Es por esta razón, que en este trabajo se propone una nueva estrategia 
para el cálculo de la pseudoinversa de la matriz de rigidez. Se propone una 
técnica mínimamente invasiva a nivel de implementación y que no rompa con 
las características de matriz dispersa que posee intrínsecamente la matriz de 
rigidez. 
2.5.1 Método de estabilización (consistente) por la 
interfaz 
El método propuesto, plantea añadir a la forma variacional del 
funcional de energía (2.37) un término adicional de estabilización consistente, 
vía el método de la penalización: 
*
mec mec RBM( , , ) : ( , , ) ( , ) 0δ δ δ δ δ δΠ = Π + Π =u u u u u uλ λ  
(2.77) 
RBM
1
( , ) ( )
r
r
n
N
r r r
r D
c dDδ δ δ
=
    Π =      
∑ ∫u u g g  
 
(2.78) 
El término (2.78) se adiciona sobre algunas, o todas las  parcelas  de 
las interfaces asociadas al subdominio flotante; es por esta razón que el 
sumatorio en (2.78) se lleva a cabo sobre rN  elementos de la interfaz, con 
r qN N≤ , siendo qN  el total de parcelas de la interfaz. 
Sin embargo, aunque este número puede ser escogido de manera 
aleatoria, la cantidad de elementos de la interfaz utilizados en la estabilización 
(de ahora en adelante denominados elementos estabilizadores), puede influir 
en la convergencia del método. 
Cuando los elementos estabilizadores escogidos, no son suficientes 
como para suprimir los movimientos de sólido rígido, la nueva matriz ddKɶ  
seguirá siendo no invertible, y por lo tanto, no habrá convergencia.  En la 
Figura 2.13 se puede observar este fenómeno. 
En el apartado 2.6.3 se lleva a cabo un estudio realizado sobre una 
viga con subdominios flotantes, en el que se observa la relación existente 
entre el número de elementos estabilizadores y el número de condición de la 
nueva matriz ddKɶ  así como también, su relación con el error del salto 
cometido por la interfaz. 
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Figura 2.13: Cantidad mínima de elementos necesaria para suprimir los 
movimientos de sólido rígido en el subdominio flotante 2Ω . 
 
Observación 2.9 Conociendo que la ecuación (2.78) proviene de la 
siguiente función de penalización: 
21
2
P = g  (2.79) 
Se enfatiza nuevamente que se está utilizando una penalización de 
tipo consistente, ya que el  gap es forzado de forma débil a tender a 
cero. Véase la Observación 2.7. 
2.5.1.1 Discretización del término de estabilización 
La discretización del término de estabilización (2.78) a partir de las 
expresiones de interpolación presentadas en el apartado 2.3.3.1, se puede 
escribir de la siguiente manera: 
RBM RBM RBM( , ) ( , ) 0 ( ) 0S S S S Sδ δ δ δΠ ≈ Π = → =u u d d G d  (2.80) 
 
 
}
RBM
1
0
( ) ( )
               + ( )
               + ( ) ( )
r
r
n
N
S S S N r
r D
S S T r
N S S T r
h
c grad g dD
H
h
grad g dD
H
s ign g GRAD g dD
=
= 
∑∫G d n n
n t
t N
ℕ
ℕ
ℕ
 
 
 
 
 
(2.81) 
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2.5.1.2 Linealización 
A partir de la expresión (2.80) y (2.81), el nuevo sistema mixto, a 
resolver en el caso en el que existen subdominios flotantes, vendrá dado por la 
siguiente expresión: 
( )RBM
1
( , ) ( , )mec mec *
( , )mec
( , ) ( , ) ( )R R R
∂
+
∂
−
∂ ∂
∆
∂ ∂=
∂ ∂∆
∂ ∂
 
                   
  
G d
d
G d G d
d G d
d
G d G d G d
d
Λ Λ
Λ
Λ
Λ ΛΛ
Λ
 
 
 
(2.82) 
En el sistema (2.82), se observa la existencia de una nueva matriz de 
rigidez que puede ser escrita como ddKɶ  de la siguiente manera: 
mec RBM( , )∂ ∂= +
∂ ∂dd
G d G
K
d d
ɶ Λ
 
 
(2.83) 
RBM
1
( )
( ( ))( ( ))
r
r
n
N
T
r
r D
c dD cδ δ
=
∂
= =
∂ ∑∫
G d
g d g d R R
d
ɶ ɶ
 
 
(2.84) 
La nueva matriz (2.83), tal y como se mostrará en el apartado 0, es 
invertible y garantiza la convergencia del método. 
 
2.5.1.3 Algoritmo de solución iterativa para el caso de 
subdominios flotantes 
BOX 2: Algoritmo iterativo para la resolución del sistema mixto con 
subdominios flotantes. 
Inicialización: 
( ) ( ) ( )
1 0 0
0 0
S S S = + ∆ =
d d d
Λ
  
Actualización de las coordenadas: ( )1, 0, 0
S
S S= + ∆x X d   
1. Inicio del estado de carga 1 0( )t t t= +∆   
2. Cálculo de los vectores de fuerzas: ( ),0 ,0,
S
df fΛ   
3. Inicio del Algoritmo iterativo del Newton Raphson ( 1)i i= +   
4. Cálculo de las matrices: ( ) ( ) ( ), , , ,, , ,
S S S
i i i idd d dK K K KΛ Λ ΛΛ   
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5. Reconocimiento de subdominios flotantes1: 
a. Cálculo de la matrices R  y ddK
ɶ
 para los subdominios 
flotantes: 
( ) ( ) ( ) ( )
, , ( )
f f f fT
i i i ic= +dd ddK K R R
ɶ ɶ ɶ
 
6. Cálculo de las variables: 
a) Multiplicadores de Lagrange: 
( )
( )
1
1, , ,
1
( ) ( ) ( )
, , , , ,
1
1
( ) ( ) ( )
, , ,
1
( )
( )
              ( )
SP
SF
i S i S i
N
S S S
S i i i i i
S
N
f f f
i i i
f
−
−
=
−
=
∆ =
= −
−
∑
∑
d dd d
d dd d
F f
F K K K K
K K Kɶ
ΛΛ Λ Λ
Λ Λ
Λ
 
( )
( )
1
( ) ( ) ( )
, , , , ,
1
1
( ) ( ) ( )
, , ,
1
( )
          ( )
SP
SF
N
S S S
S i i i i i
S
N
f f f
i i i
f
−
=
−
=
= −
−
∑
∑
d dd d
d dd d
f f K K f
K K fɶ
Λ Λ
Λ
 
                   b.  Desplazamientos: 
                       IF ( )S  = No flotante 
( ) ( ) ( ) ( )1
1, , , 1,( ) ( )
S S S S
i i i i
−∆ = − ∆dd d dd K f K Λ Λ  
                       ELSE 
( ) ( ) ( ) ( )1
1, , , 1,( ) ( )
S S S S
i i i i
−∆ = − ∆dd d dd K f K
ɶ
Λ Λ  
                       END 
7. Actualización de las variables: 
( ) ( ) ( )
1, 1 1,
1, 0 1,
S S S
i i
i i
 = + ∆ = Λ +∆
d d d
Λ Λ
  
8. Cálculo de los vectores de fuerzas: ( ), ,,
S
i idf fΛ   
9. Cálculo del vector de fuerzas residuales: Res,if  
10. Estimación del error: 
Si Res, .i TOLf < , ir al paso 1 haciendo 1 1( )it t t+ = + ∆   
Si no, regresar al paso 3. 
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1
 SPN  corresponde al total de subdominios con desplazamientos 
preescritos suficientes, como para suprimir los movimientos de sólido 
rígido y SFN  al total de subdominios flotantes. 
2
 Los superíndices ( )S  y ( )f  corresponden a los subdominios que 
pertenecen a SPN  y SFN  respectivamente. 
3
 Todas las operaciones que poseen los superíndices ( )S  o ( )f   
requieren un bucle o sobre los SPN  subdominios prescritos o los 
SFN   subdominios flotantes, según sea el caso. 
 
2.6 Validación del método 
2.6.1 Patch test 
El “patch test” o criterio de la parcela, ha sido utilizado en este 
trabajo para verificar la correcta transferencia de información a través de la 
interfaz, en un problema de tensión uniforme.  
Para comenzar, sobre un cuadrado de longitud 20mL =  sometido a 
deformación plana, de propiedades elásticas conocidas, se aplicaron las 
condiciones de contorno mostradas en la Figura 2.14. Se llevaron a cabo los 
cálculos teóricos para conocer el estado tensional final del cuadrado elástico, 
partiendo del siguiente modelo constitutivo: 
2 trµ λ= + 1σ ε ε  (2.85) 
0 0 0
1 0 0
0 0    y   0 1 0
0 0 10 0 0
,
(1 2 )(1 ) 2(1 )
L
E E
δ
ν
λ µ
ν ν ν
          = − =            
= =
− + +
1ε
 
 
 
 
 
 
(2.86) 
 
12115.384615 Pa  y  28269.230768 Pax yσ σ= − = −  
 
(2.87) 
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Con la finalidad de comparar con los resultados obtenidos en (2.87), 
se llevaron a cabo diversas simulaciones numéricas. Las discretizaciones 
utilizadas se observan en la Figura 2.14 y fueron escogidas para verificar:  
• La correcta transferencia de información a través de una interfaz 
en diagonal. 
• La inexistencia de diferencias en los resultados, al escoger mallas 
no coincidentes con tamaños de elementos símiles y disímiles. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2.14: Criterio de la parcela A, aplicado sobre dos discretizaciones 
distintas. 
Tal y como se puede observar en la Figura 2.15 y Figura 2.16, los 
resultados numéricos para las discretizaciones (a) y (b) muestran 
correspondencia con los resultados teóricos mostrados en (2.87). 
Adicionalmente, se observa que los resultados numéricos en cualquier punto 
dentro de los subdominios o sobre la interfaz, alcanzan prácticamente el orden 
de precisión de la máquina.  
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Figura 2.15: Resultados numéricos de yx yσ σ  para la discretización (a). 
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Figura 2.16: Resultados numéricos de yx yσ σ  para la discretización (b). 
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De esta manera, se confirma la convergencia del método, el correcto 
funcionamiento de la interfaz, su robustez y su precisión. 
2.6.1.1 Patch test con subdominios flotantes 
De la misma manera que en el caso anterior, se formuló el criterio de 
la parcela (B) pero esta vez sobre un cuadrado de longitud 30mL = , 
particionado en 9 subdominios, con mallas no coincidentes y con la presencia 
de un subdominio flotante: 
Figura 2.17: Criterio de la parcela B, aplicado sobre un cuadrado particionado en 
9 subdominios. 
 Aplicando sobre el cuadrado de dimensiones y propiedades conocidas 
(Figura 2.17), el tensor de deformaciones presentado en (2.88) y con las 
constantes de Lamé vistas en (2.86). 
0 0
0 0    
0 0 0
x
y
L
L
δ
δ
 
 − 
 
 
= − 
 
 
 
 
  
ε
 
 
 
 
(2.88) 
 El estado tensional teórico final corresponde a: 
99615.384615 Pa  y  88846.153846 Pax yσ σ= − = −  (2.89) 
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Figura 2.18: Criterio de la parcela B, aplicado sobre un cuadrado particionado en 
9 subdominios. 
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Observando los resultados teóricos (2.89) y los numéricos (Figura 
2.18), se verifica nuevamente el criterio de la parcela y se comprueba que aun 
y cuando existen subdominios flotantes, los resultados numéricos siguen 
alcanzando prácticamente el orden de precisión de la máquina.  
Con esto, se demuestra que la presencia de subdominios flotantes y su 
resolución mediante la técnica presentada en el apartado 2.5 no introduce 
ningún tipo de error sobre los resultados finales de la simulación. 
Adicionalmente, con el criterio de la parcela B, es interesante 
observar cómo se lleva a cabo  la generación de las interfaces cuando existen 
subdominios en forma de cruz.  
En la Figura 2.19, se presenta el cuadrado particionado en 9 
subdominios, discretizados y conectados antes del proceso de contracción de 
la malla, con la finalidad de observar las mallas generadas y demostrar que la 
técnica propuesta garantiza una correcta transferencia de la información, 
haciendo sólo contacto unilateral entre cada uno de los subdominios, sin tener 
en cuenta las esquinas de cada uno de ellos.   
 
 
 
 
Figura 2.19: Generación de interfaces entre subdominios en forma de cruz. 
2.6.2 Viga en Cantilever 
La segunda verificación llevada a cabo en este trabajo, se  fundamenta 
en un ensayo propuesto por (Herry, y otros, 2002) y se basa en el estudio de 
una viga en catilever.  
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El objetivo de este ejemplo es el de comparar la técnica presentada 
(MSI), con el método de mortero y con el de descomposición de dominios 
dual. Esta comparación se llevará a cabo tomando en cuenta el valor teórico 
de deflexión alcanzado por la viga en x L=  y la deflexión obtenida 
numéricamente en una viga particionada en dos subdominios con mallas no 
coincidentes.   
Para comenzar, la estructura analizada corresponde a una viga en 
cantilever con las siguientes condiciones de contorno: 
 
 
 
 
Figura 2.20: Análisis de una viga en cantilever. 
 Este problema ha sido ampliamente estudiado en la literatura, y su 
solución exacta dada por (Timoshenko, y otros, 1970) se resume en las 
siguientes expresiones, siendo u  y υ  los desplazamientos en las direcciones 
x
 e y  respectivamente: 
2
2(6 3 ) (2 )( )
6 4
Py D
u L x x y
EI
ν
 
 = − + + − 
 
 
 
(2.90) 
2
2 2(3 ( ) (4 5 ) (3 )
6 4
P D x
v y L x L x x
EI
ν ν
 −  = − + + + − 
 
 
 
(2.91) 
( )
x
P L x y
I
σ
−
=  (2.92) 
0yσ =  (2.93) 
2
2( )
2 4xy
P D
y
I
σ = −
 
 
(2.94) 
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Donde P  denota la fuerza aplicada, 3 12I D=  el momento de 
inercia de la viga y para el caso tensión plana E E=  y ν ν= , mientras 
que en problemas de deformación plana 2(1 )E E ν= −  y 
(1 )µ ν ν= − .  
 La viga que se resolverá en este caso, corresponde a una viga en 
deformación plana, con las siguientes propiedades: 
11 2
6
2.1 10
0.3
10
1
2 10
E N m
L m
D m
P N
ν
 = × = = = = ×
 
 A partir de la expresión (2.91), se puede obtener la deflexión teórica 
máxima ( )tw  alcanzada por la viga en x L= : 
0.03493285714286tw m= −  
(2.95) 
 Por su parte, para la simulación numérica la viga fue particionada en 
dos subdominios, cada uno de  longitud 2SL L= .  
 
 
 
Figura 2.21: Viga en cantilever particionada en subdominios. 
Las discretizaciones utilizadas en cada uno de los subdominios fueron 
las siguientes: 
• 1Ω  1960 elementos (70×14 divisiones).   
• 2Ω  4840 elementos (110×22 divisiones). 
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Figura 2.22: Discretización de la viga en cantilever. 
 En la Figura 2.22, se observa que el número de divisiones existentes 
en cada uno de los subdominios a lo largo de la interfaz corresponden a: 14 
divisiones en 1Ω  y 22 en 2Ω . Como las simulaciones presentadas en el 
ejemplo propuesto por (Herry, y otros, 2002) se llevaron a cabo con 
elementos cuadriláteros, y las de este trabajo con elementos triangulares, para 
el mismo número de divisiones nuestra discretización presentará una mayor 
cantidad de elementos por subdominio. 
Sin embargo, como las divisiones o números de elementos a lo largo 
de la interfaz son los que definirán su discretización y el número de 
multiplicadores de Lagrange que se dispondrán a lo largo de ésta, a fin de 
evaluar la interfaz con sus " "λ  e intentar reproducir el ensayo, se mantuvo el 
número de divisiones iguales, a costa de tener un número de elementos 
diferentes. 
En cuanto a las condiciones de contorno utilizadas, tal y como se 
muestra en las relaciones (2.90) y (2.91), éstas no corresponden exactamente a 
las de una viga empotrada en la coordenada 0x = , la magnitud de estos 
desplazamientos se muestran en los gráficos presentados a continuación: 
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Figura 2.23: Desplazamientos impuestos en la dirección x  en 0x = . 
 
Figura 2.24: Desplazamientos impuestos en la dirección y  en 0x =  . 
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Con los ingredientes antes descritos, la simulación numérica arrojó el 
siguiente resultado de deflexión máxima: 
 Figura 2.25: Resultados de la máxima deflexión alcanzada en x L= . 
 En la Figura 2.25, se observa que la deflexión máxima alcanzada por 
la viga en x L=  corresponde a: 
0.03472381457686424nw m= −  (2.96) 
A partir de este resultado y basándonos en los resultados expuestos 
por (Herry, y otros, 2002), con la misma discretización a lo largo de la 
interfaz, se puede presentar una tabla comparativa que muestra el alcance del 
método propuesto y el de otros métodos como por ejemplo: el de mortero 
(Bernardi, y otros, 1993) y el (DDD) descomposición de dominios dual 
(Herry, y otros, 2002). 
Tabla 2.1: Porcentaje máximo de deflexión, comparación con otros métodos. 
 
Método de 
mortero burdo 
Método de 
mortero fino 
Método 
DDD 
Método 
propuesto 
Número de λ  15 23 35 36 
100n
t
w
w
×
 79.06% 99.86% 99.84% 99.40% 
En la Tabla 2.1, se observa que el resultado arrojado por el método 
propuesto (MSI), muestra un alcance que se encuentra al nivel, de métodos 
alternativos como por ejemplo el método de mortero de malla fina y el de 
descomposición de dominios dual. 
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 Por otra parte, estos resultados ponen en manifiesto la observación 2.2 
que menciona que cuando el método de mortero escoge la discretización más 
burda como superficie γ  los resultados finales pueden verse afectados a nivel 
de precisión (ver apartado 2.2.1.1). En nuestro caso, este hecho queda 
solventado por el doble chequeo que se realiza de forma natural sobre la 
integral (2.4). 
 En cuanto al número de multiplicadores de Lagrange utilizado por 
cada método, en el método propuesto (MSI) la cantidad de multiplicadores de 
Lagrange corresponde al número de parcelas que conforman la malla de 
interfaz. En la figura a continuación, se puede observar la malla de la interfaz 
durante el proceso de contracción de los subdominios: 
 
 
 
 
 
 
 
Figura 2.26: Imagen amplificada de la interfaz generada entre subdominios, para 
la disposición de los multiplicadores de Lagrange λ . 
2.6.3 Análisis de convergencia 
En este apartado, se llevará a cabo un test numérico para verificar la 
velocidad de convergencia del método. Partiendo de un ejemplo propuesto 
por (Girault, y otros, 2009) se considera nuevamente una viga en 2D de 
longitud L  y ancho 2c , empotrada en uno de sus extremos, ver Figura 2.27. 
Las propiedades mecánicas de la viga son: módulo de Young 
5 22 10E N m= × , coeficiente de Poisson 0.3ν =  y constantes de 
Lamé: 
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,
(1 )(1 2 ) 2(1 )
E Eν
λ µ
ν ν ν
= =
+ − +
 
(2.97) 
Figura 2.27: Geometría y condiciones de contorno de la viga (Girault, y otros, 
2009). 
 En cuanto a las condiciones de contorno, un desplazamiento 
homogéneo ( )=u 0  es impuesto en 0x = , al igual que sobre la parte 
superior e inferior de la viga en y c= ±  una tracción homogénea 
( ) =u n 0σ . El problema se resuelve a partir de un campo de 
desplazamientos conocido y que será utilizado para prescribir las condiciones 
en x L=  haciendo D=u u . 
2
3 2 2
3
3
( )
2
x y
x x y c
α
αλ
α
λ µ
 − 
 =  + − + 
u  
 
(2.98) 
 Las fuerzas aplicadas sobre la viga vienen dadas por el vector: 
3 4
6
2
0
y
λ µ
αµ
λ µ
 + 
 = + 
  
f  
 
(2.99) 
 Siendo 10L m= , 0.5c m=  y 3 21 10 mα − −= − ×  constantes,  
la viga se dividió en 10 subdominios a lo largo de la dirección x . Cada uno 
de estos subdominios fueron discretizados de forma alternada comenzando 
con 4×4 y 6×6 divisiones y a partir de allí, se comenzó a disminuir el 
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tamaño de los elementos. La discretización inicial puede ser observada en la 
Figura 2.28: 
 
Figura 2.28: Primera discretización de la viga, con tamaños de malla de 4×4 y 6
×6 de forma alternada entre subdominios.  
 Los distintos tamaños de malla utilizados fueron: 4/6, 8/12, 16/24 y 
32/48. Para cada una de estas discretizaciones se llevó a cabo la medida del 
error generado por la interfaz (error del salto) y que corresponde a la 
diferencia entre los desplazamientos entre subdominios a lo largo de la 
interfaz. 
2.6.3.1 Medidas del error  
( )
1
2 2
1, 2,
1
( 2 )
h
h i iX
i
error λ µ
=
  = − + + +    
∑u u B B  
 
(2.100) 
Con: 
2
,
2
2
1, , ( )
2
2, , ( )
h
h i
H
i h X
i h i D L
i h i H L
h
h
γ
γ
γ γ
τ
τ
τ ε τ
σ
σ
λ
∈Γ
∈
= −
= −
= −
∑
∑
A u u
B u u
B u
 
 
 
(2.101) 
En la expresión (2.100) se observa la medida del error utilizada por 
(Girault, y otros, 2009). Ésta, corresponde básicamente a una medida de los 
saltos de la variable de los desplazamientos en cada una de las zonas en las 
cuales trabaja la interfaz (Girault, y otros, 2009).  
En el método del salto (Girault, y otros, 2009), en un dominio Ω  
particionado en los dominios con 1,2i iΩ = , se define para 1,2i =  el 
conjunto de elementos que se encuentran en las proximidades de 12Γ  
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denominado iΟ  (ver Figura 2.29). Igualmente, se define iΩɶ  como el set de 
elementos restantes sobre iΩ , que se obtiene al suprimir los correspondientes 
a iΟ .   
 
 
 
 
 
 
Figura 2.29: Partición de dominios y definición de espacios en la técnica de 
(Girault, y otros, 2009). 
Los desplazamientos definidos sobre el espacio 
{ }2: ( )h hX L= ∈ Ωu  son una función a trozos que existe sobre cada uno 
de los elementos, y que son continuos sobre iΩɶ  pero a los que se les permite 
ser discontinuos sobre iΟ .  
De esta manera en la expresión (2.101), el término A  mide la norma 
del error del salto sobre hX  debido a la discontinuidad que podrían presentar 
los desplazamientos sobre iΟ . Los términos 1B  y 2B , corresponden a la 
norma 2L  del error en desplazamientos sobre la superficie de contorno 
prescrita y sobre la interfaz medida a través de los multiplicadores de 
Lagrange, respectivamente. 
Así, para poder evaluar la velocidad de convergencia del método 
propuesto y compararla con el método del salto, se propone llevar a cabo la 
medición de la norma 2L  de la diferencia en los desplazamientos entre 
subdominios a través de la interfaz, con lo cual, la medida del error propuesta 
viene dada por la siguiente expresión: 
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2
1
2
0
( )
l
i jL
dx
    = −      
∫u u u  
 
 
(2.102) 
 Donde   u  corresponde al salto del campo de los desplazamientos 
entre subdominios, yi ju u  a los desplazamientos nodales de cada uno de 
los subdominios que se encuentran sobre la interfaz y l  a la longitud total de 
la interfaz.  
En cuanto a la integral (2.102) su resolución se llevó a cabo mediante 
cuadratura de Gauss, tomando dos puntos de Gauss por cada elemento lineal 
definido por los nodos que se encuentran ubicados sobre la interfaz. 
2.6.3.2 Comparación de resultados 
 Los resultados expuestos a continuación, corresponden a la velocidad 
de convergencia presentada por el método propuesto (MSI) y el método del 
salto presentado por (Girault, y otros, 2009). Aunque las curvas no serán 
superpuestas ya que las medidas del error no son las mismas, y por lo tanto, 
no son comparables, permiten verificar la convergencia del método propuesto. 
Figura 2.30: Velocidad de convergencia para distintos tamaños de mallas 
triangulares lineales para el método del salto (Girault, y otros, 2009). 
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Figura 2.31: Velocidad de convergencia para distintos tamaños de mallas 
triangulares lineales para el método propuesto (MSI). 
Los resultados en ambos de los casos corresponden a los arrojados 
por elementos triangulares lineales. Sin embargo, la velocidad de 
convergencia en ambos, es menor a la convergencia cuadrática esperada1 en 
simulaciones con este tipo de elementos. 
Adicionalmente en las figuras a continuación, se puede observar la 
correcta transmisión de información a través de la interfaz de ambos métodos: 
Figura 2.32: Desplazamientos en la dirección X e Y del método del salto (Girault, 
y otros, 2009),  
                                                     
1
 La menor velocidad de convergencia podría atribuirse a la introducción de la 
interfaz, que si bien logra llevar a cabo una correcta transmisión en tensiones y 
deformaciones, siempre generará un margen error al ser introducida en el sistema 
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Figura 2.33: Desplazamientos en la dirección X e Y del método propuesto (MSI), 
para una viga particionada en subdominios, con malla refinada y con elementos 
triangulares lineales. 
 
2.6.3.3 Influencia de la cantidad de elementos perturbados, 
sobre el comportamiento de los subdominios flotantes. 
Otro análisis ya comentado en el apartado 2.5.1, corresponde a la 
evaluación de la influencia de la cantidad de elementos estabilizadores de la 
interfaz, sobre el comportamiento de los subdominios flotantes.  
 Para esto, sobre uno de los subdominios flotantes de la viga 
presentada en la Figura 2.28, se llevó a cabo la medición del error (2.102) 
para diferentes tamaños de mallas, variando el número de elementos 
estabilizadores escogidos sobre la interfaz (ver Figura 2.34). 
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Figura 2.34: Variación del número de elementos estabilizadores de la interfaz 
“configuraciones”: (a) Configuración A = 100% de los elementos, (b) 
Configuración B = 50% de los elementos, (c) Configuración C = 4 elementos y 
(d) Configuración D = 2 elementos. 
 Las diferentes variaciones del error (2.102) con el tamaño de malla 
( )h  y el tipo de configuración puede observarse en la Figura 2.35. 
Adicionalmente, se puede observar una dependencia directa entre el número 
de elementos estabilizadores de la interfaz y la magnitud del error. Cuando las 
discretizaciones de las mallas son más burdas, esta cantidad no afecta la 
magnitud del error, pero cuando las mallas comienzan a hacerse cada vez más 
finas, la cantidad de elementos estabilizadores comienza a hacerse importante, 
tanto, que hasta logra cambiar el signo de la velocidad de convergencia.  
En la Figura 2.36, se observa consistentemente que a medida que la 
malla se hace más fina, pocos elementos estabilizadores hacen que la nueva 
matriz ddKɶ  presente un aumento en su número de condición, lo que provoca 
la generación de una norma del error mayor, al ser invertida. 
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Figura 2.35: Variación de la magnitud del error, con el tamaño de malla y con el 
número de elementos estabilizadores sobre la interfaz. 
 
  Figura 2.36: Variación de la condición de la matriz ddKɶ  de un 
subdominio flotante, al variar el número de elementos estabilizadores de la 
interfaz. 
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2.7 Consideraciones Finales 
El presente capítulo se inició con la descripción del método propuesto 
Subdominio de Interfaz (MSI). Se explicaron los aspectos geométricos del 
método, el procedimiento para la generación de la interfaz e incorporación de 
los multiplicadores de Lagrange y se introdujeron las ecuaciones globales de 
balance de energía, el principio de los trabajos virtuales, discretización, 
linealización, estabilización y resolución del problema mediante el método de 
las subestructuras. 
En la segunda parte del capítulo, se mostró una técnica innovadora para 
la eliminación de movimientos de sólido rígido, necesaria en la resolución de 
problemas de partición de dominios  con presencia de subdominios flotantes. 
En la tercera y última parte del capítulo, se llevaron a cabo distintos test 
de validación y análisis de convergencia, a partir de los cuales se pudieron 
obtener las siguientes conclusiones: 
• El método propuesto cumple con el “patch test” de forma 
satisfactoria, para discretizaciones con mallas no coincidentes y 
con la presencia de subdominios flotantes. 
• Los resultados arrojados por el método propuesto, muestran un 
nivel de precisión y una velocidad de convergencia, 
comparable con métodos alternativos. 
• Se verificó el correcto funcionamiento de la técnica para la 
eliminación de movimientos de sólido rígido y se observó la 
influencia de la cantidad de elementos perturbados, sobre su 
comportamiento. 
 En el apartado siguiente (Capítulo III), se muestran las 
modificaciones llevadas a cabo sobre la técnica presentada en este capítulo, 
con la finalidad de llevar a cabo simulaciones numéricas de problemas 
incompresibles, que requieren de formulaciones mixtas desplazamiento-
presión. 
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3 Aplicación a formulaciones mixtas 
desplazamiento – presión 
3.1 Formulación mixta para la resolución de 
problemas incompresibles  
Es bien conocido que la formulación irreducible en desplazamientos, 
no es adecuada para la resolución de problemas en los que el comportamiento 
constitutivo del material exhibe incompresibilidad y por tanto, bloqueo 
(Bochev, y otros, 2008). 
La formulación mixta desplazamiento-presión surge como una 
solución a este problema. Ésta, propone: 
• Introducir el campo de las presiones ( )p  como una variable adicional 
a determinar en el problema. 
• Incorporar sobre el principio variacional (2.38), la descomposición 
del tensor de tensiones en sus respectivas componentes hidrostática y 
desviadora. 
 
3.1.1 Descripción del problema monolítico 
3.1.1.1 Forma fuerte del problema 
Problemas de valores de contorno 
PROBLEMA: 
ENCONTRAR:
2( ) :
( ) :
n n
n np
 Ω → Ω →
u x
x
ℝ
ℝ
 
 
(3.1) 
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SATISFACIENDO: 
Ecuación de equilibrio: 
en nDIV = − Ωbσ  
 
(3.2) 
Ecuación constitutiva de la presión:   
( )
en n
p ln J
Jκ
= Ω  
 
(3.3) 
Condiciones de contorno de Dirichlet:  
en u= Γu u
ɵ
 
 
(3.4) 
Condiciones de contorno de Neumann: 
en σ⋅ = ΓN t
ɵ
σ
 
 
(3.5) 
Donde σ  corresponde al tensor de tensiones de Cauchy y ˆˆ, ,b u t  a 
las expresiones vectoriales definidas previamente en el apartado 2.3.1.1, p  
corresponde a la presión, detJ = f  se define como el determinante del 
tensor gradiente de la deformación y κ  como el módulo de compresibilidad 
del material. 
Observación 3.1 Nótese que la ecuación (3.1) se resolverá de forma 
desacoplada, con lo cual, el tensor de tensiones puede escribirse en 
sus componentes volumétrica y desviadora de la siguiente manera: 
p∇ ⋅ + ∇ = −S b  (3.6) 
Con 1 ( )
3
p tr= σ  y ( )dev=S σ . 
Observación 3.2 La ecuación adicional (3.3) corresponde a la 
ecuación constitutiva de la presión propuesta para un modelo “Neo-
Hookean Hyperelastic” (Bonet, y otros, 1997). 
3.1.1.2 Forma débil del problema 
Principio de los trabajos virtuales 
Partiendo de los espacios U  y V  definidos en la expresión (2.36): 
{ }
{ }
1
1
ˆ: ( ),  en  y
: ( ), 0 en 
u
u
U H
V Hδ δ
= ∈ Ω = Γ
= ∈ Ω = Γ
u u u
u u
  
 
(3.7) 
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Y tomando en cuenta que la variable presión ( )p  y su respectiva 
variación ( )pδ , pertenecen al espacio 2( )L Ω  de funciones de cuadrado 
integrables: 
2 2 ( ) y  ( )p L p Lδ∈ Ω ∈ Ω   (3.8) 
Dados los desplazamientos prescritos ˆ( )u , las cargas exteriores (ˆ )t  y las 
fuerzas másicas ( )b , el problema se reduce a encontrar el campo de los 
desplazamientos y de las presiones 1 2( , ) ( ) ( )p H L∈ Ω × Ωu  tal que satisfagan 
las siguientes expresiones: 
(( ) : ( ))
0
p GRAD d
d d V
σ
δ
δ δ δ
Ω
Ω Γ
+ Ω
− ⋅ Ω− ⋅ Γ = ∀ ∈
∫
∫ ∫
S 1 u
b u t u uɵ
 
 
(3.9) 
2ln( ) 1( ) 0 ( )
J
p p d p L
J
δ δ
κ
Ω
− Ω = ∀ ∈ Ω∫  (3.10) 
Siendo la integral (3.10)  la forma débil de la ecuación constitutiva de la 
presión presentada en (3.3). 
3.1.2 Estabilización vía el método PPP 
En las formulaciones mixtas, cuando se utilizan elementos finitos 
lineales en desplazamientos y presión en la simulación de materiales 
incompresibles o en la cercanía de incompresibilidades, 
( 0.5 o 0.5)ν ν= ≈  el campo de las presiones presenta oscilaciones. Estas 
oscilaciones carecen de sentido físico y matemáticamente indican que un 
mismo orden de interpolación para los desplazamientos y las presiones no 
satisface la condición Babuska-Brezzy (Rodriguez, 2014).  
Con el fin de eliminar estas oscilaciones, en la literatura se presentan 
diferentes estrategias para la estabilización: Characteristic Based Split (CBS) 
(Chorin, 1997), Finite Calculus (FIC) (Oñate, y otros, 2004), Orthogonal 
Subgrid Scales (OSS) (Agelet de Saracibar, y otros, 2006), Polynomial 
Pressure Projection (PPP) introducida por (Dohrmann, y otros, 2004) y 
(Bochev, y otros, 2008), entre otros. 
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En este trabajo se utilizará la estrategia de estabilización Polynomial 
Pressure Projection (PPP) introducida por (Bochev, y otros, 2008), la cual, 
tiene varios aspectos relevantes: 
• No requiere de la aproximación de derivadas o la especificación de 
parámetros dependientes del tamaño de malla. 
• Es incondicionalmente estable, óptimamente precisa y siempre 
conduce a problemas simétricos.   
• Su implementación depende de operadores cuya acción puede ser 
evaluada a nivel local dentro de cada elemento, razón por la cual, su 
implementación es poco invasiva en un código ya existente.  
De esta manera, para estabilizar el problema (3.9) y (3.10), la técnica 
PPP propone adicionar el operador de proyección (3.11) a la forma débil de la 
condición cinemática de incompresibilidad (3.10): 
( )( )p p p p d
β
δ δ
µ
Ω
− − Ω∫  (3.11) 
Siendo: 
 
1 2 3
1 2 3
1
( )
3
1
( )
3
p p p p
p p p pδ δ δ δ
= + +
= + +
 
(3.12) 
  
Donde β  corresponde al parámetro de estabilización, µ  al módulo de 
cizalladura y 1 2 3, y p p p  a las respectivas presiones nodales del elemento mixto. 
La aplicación del operador de proyección sobre el problema planteado en (3.9) y 
(3.10) contribuye a la eliminación de la inconsistencia que se genera en los 
problemas mixtos, al trabajar con desplazamientos y presiones del mismo orden 
(Bochev, y otros, 2008). 
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3.2 Formulación mixta para la resolución de 
problemas incompresibles dentro del 
método de partición de dominios 
Partiendo de un dominio continuo Ω , particionado en SN   
subdominios SΩ  con sus respectivas discretizaciones e interfaces de 
conexión entre ellos, las modificaciones en el tratamiento de la interfaz para 
incorporar la formulación mixta desplazamiento-presión, serán las siguientes: 
3.2.1 Incorporación del multiplicador de Lagrange para 
la transferencia de las presiones 
Al introducir una nueva variable en el problema ( )p , la continuidad 
en presiones a través de la interfaz se lleva a cabo a partir de un nuevo 
multiplicador de Lagrange denominado ( )pλ . Éste, al igual que Nλ  y Tλ  se 
encuentra ubicado en el interior de cada una de las parcelas qnD  que 
conforman la interfaz (ver Figura 3.1).  Y tal y como se verá más adelante en 
el apartado 3.2.3, será forzado de forma débil a anularse sobre la superficie 
SΓ . 
 
 
 
 
 
 
 
Figura 3.1: Incorporación del multiplicador de Lagrange pλ  para la transferencia 
de la presión a través de la interfaz. 
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3.2.2 Definición del gap de las presiones 
3.2.2.1 Gap geométrico de la presión 
Se define el gap p ng ∈ Ω  como el gradiente de la presión,  
proyectado sobre el vector normal qN  al lado base de la parcela triangular 
(ver Figura 3.2). 
q
p
q
p
g
∂
=
∂N
 (3.13) 
 
Observación 3.3 Tal y como se verá en el apartado 3.2.3 este gap 
será forzado de forma débil a anularse, garantizando que exista una 
correcta transferencia de información y que el salto en presiones 
1 2
p p pΩ Ω= −     en la dirección qN  de cada parcela, tienda a ser 
nulo.   
 
 
 
 
 
 
 
 
 
 
 
Figura 3.2: Valores de presiones nodales y vector normal q S∈ ΓN , necesarios 
para el cálculo de pg  .  
 
 
 
97 
 
 Capítulo 3: Aplicación a formulaciones mixtas desplazamiento-presión 
 
3.2.3 Descripción del problema 
3.2.3.1 Forma fuerte del problema 
Problema de valores de contorno 
PROBLEMA: 
ENCONTRAR:
2
2
( ) :
( ) :
( ) :
( , ) :
S S
S n n
S S
S n n
S
n n
S
p n n
p
D
p Dλ
 Ω → Ω → → →
u x
x
x
x
ℝ
ℝ
ℝ
ℝ
λ
 
 
 
(3.14) 
SATISFACIENDO: 
 
Ecuación de equilibrio: 
en SS S nDIV = − ΩP b  
 
 
 
(3.15) 
Ecuación constitutiva de la presión: 
( )
en SS S n
S
p ln J
Jκ
= Ω
 
 
 
(3.16) 
Condiciones de contorno de Dirichlet: 
,ˆ enS S u S= Γu u  
 
(3.17) 
Condiciones de contorno de Neumann: 
,
ˆ enS S S Sσ⋅ = ΓP N t  
 
(3.18) 
Identificación de los multiplicadores de Lagrange: 
,
, en
0
N N S
T T S S
p
t
t
λ
λ
λ
 = = Γ =
 
 
 
(3.19) 
Condición de restricción:  
( ) 0
( ) 0   en
( ) 0
N
T n
p
g
g D
g p
 = = =
u
u
 
 
(3.20) 
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Observación 3.4 Nótese que basándonos en la observación 3.1, el 
desacoplamiento de σ  genera un desacoplamiento de P en la 
expresión (3.15): 
 
J
J( + p )
=P f
P S 1 f
σ
= 
 
(3.21) 
3.2.3.2 Forma débil del problema 
Principio de los trabajos virtuales 
Definidos los espacios U y V en (2.36), y teniendo en cuenta que 
( )Sp , ( )Spδ  y ( )pλ  pertenecen al espacio de funciones de cuadrado 
integrable tal que: 
2 2
2
 ( )  y  ( )
( )
S S S S
p
p L p L
L D
δ
λ
∈ Ω ∈ Ω
∈
  
 
(3.22) 
El problema consiste en encontrar los desplazamientos ,S U∈u el 
campo de las presiones 2( )S Sp L∈ Ω  y los multiplicadores de Lagrange 
2( )p L D,λ  ∈ λ , tal que satisfagan las siguientes expresiones 
2( , ) ( )Sp V Lδ δ∀ ∈ × Ωu : 
( ) ( )
mec int,ext interf interf: ( , , ) ( , ) 0
pmix mix
p pδ δ δ δ δ λ δΠ = Π + Π + Π =
u u uλ
 
incomp
ln( ) 1
: ( ) 0
S
S
S S S
S
J
p p d
J
δ δ
κ
Ω
Π = − Ω =∫  
 
 
(3.23) 
Donde int,ext
mixδΠ
 corresponde a las expresiones vistas en (2.39) 
teniendo en cuenta el desacoplamiento del primer tensor de Piola Kirchhoff 
SP  visto en la ecuación (3.20). Los términos ( )interfδΠ u  y ( )interfpδΠ  
corresponden al trabajo realizado sobre la interfaz por los multiplicadores de 
Lagrange λ  y pλ  respectivamente. Siendo 
( )
interfδΠ
u
 la expresión mostrada 
en (2.40) y ( )interf
p
δΠ : 
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( ) ( ) ( )
interf
1
( , ) ( )
I
n
N
p I I
p D p p D
I D
p g p dDδ λ δ λ δ
=
    Π =      
∑ ∫   
 
(3.24) 
 
Observación 3.5 Nótese que al igual que en (2.40) el trabajo 
realizado por el multiplicador de Lagrange pλ vendrá dado por la 
suma de las integrales sobre el número total de interfaces .IN  
Ecuación de las restricciones para la transferencia de las presiones 
Las ecuaciones (3.23) y (3.24), se encuentran restringidas para el 
campo de los desplazamientos mediante las ecuaciones variacionales (2.41) y 
(2.42) y, adicionalmente, para el campo de las presiones por: 
( ) ( )
1
( , ) ( ) 0
I
p
n
N
I I
D p p p D
I D
p g p dDλδ δλ δλ
=
    Π = =     
∑ ∫  
 
(3.25) 
Observación 3.6 La expresión (3.25) impone que el  gap de las 
presiones pg  sea nulo con el refinamiento de la malla, satisfaciendo 
la condición (3.20). 
 
3.2.3.3 Linealización del sistema 
Discretización 
De la misma forma que los desplazamientos S S∈ Ωu , la variable 
presión S Sp ∈ Ω  y su variación S Spδ ∈ Ω , pueden ser escritas como una 
función de las funciones de interpolación iℕ  para el  elemento triangular 
lineal y de las presiones nodales ˆ( )p  y su respectiva variación ˆ( )pδ . 
,ˆ( ) ( )S n i n i S n Sp p= ∀ ∈ Ω∑x x xℕ  (3.26) 
,ˆ( ) ( )S n i n i S n Sp pδ δ= ∀ ∈ Ω∑x x xℕ  (3.27) 
 Las presiones qDp D∈ , corresponden a las presiones nodales de  los 
vértices 1,2 y 3 que conforman cada parcela (Figura 3.3), por lo cual, también 
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pueden ser escritas como una interpolación lineal de las presiones de los 
nodos de los contornos y mediante las funciones de interpolación para el 
elemento finito triangular iℕ : 
3
( )
1
ˆ( ) ( ) ( ) D qD n q n i n i n n
i
p p p D
=
≡ = ∀ ∈∑x x x xℕ  
 
(3.28) 
 
 
En cuanto al multiplicador de Lagrange de las presiones pλ , la 
interpolación se llevará cabo a partir de las funciones de colocación ( )nΨ x
vistas en la expresión (2.49). 
( , ) ( )p n n p n np Dλ = Ψ Λ ∀ ∈x x x  (3.29) 
 
 
 
 
 
 
 
 
 
 
Figura 3.3: definición del campo de presiones Dp  en cada una de las parcelas 
qD . 
Basándonos en las interpolaciones de las variables 
, , , , y S S D Dδ δ δu u u u λ  λ  mostradas en el capítulo II en las expresiones 
(2.43)-(2.48) y a partir de las igualdades (3.26)-(3.29), las integrales que 
conforman el principio de los trabajos virtuales y las ecuaciones variacionales 
con restricciones, pueden ser escritas de forma matricial tal y como se observa 
en la Tabla 3.1. 
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Tabla 3.1: Forma matricial del principio de los trabajos virtuales y las ecuaciones 
variacionales con restricciones. 
mec int,ext
( ) ( )
interf interf
( , , , )
          ( , , ) ( , ) 0
mix mix
p
p
p p
p
δ δ δ δ
δ δ δ δ λ
Π = Π
+ Π + Π =u
u u
u uλ
 
 
int,ext int,ext int,extˆ ˆ ˆ( , , , ) ( , , , ) ( , )
mix mix mix
S Sp p p p pδ δ δ δ δ δΠ ≈ Π →u u d d G d
 
( ) ( ) ( )
interf interf interf( , , ) ( , ) ( , )Dδ δ δ δΠ ≈ Π →
u u uu u d d G dΛ, Λλ
 
 
( ) ( ) ( )
interf interf interfˆ( , ) ( , ) ( )
p p p
p p pp pδ δ λ δ δΠ ≈ Π Λ → ΛG  
( )( )interf( ) ( )
n
p
p p
D
grad dD Λ = ΨΛ ⋅ ∫G Nℕ  
 
(3.30)  
 
 
(3.31) 
 
 
(3.32) 
 
 
 
(3.33) 
 
incomp incomp
incomp incomp
incomp
1
ˆ ˆ( , , , ) ( , , , )
ˆ ˆ ˆ( , , , ) ( , ) 0
ln 1
ˆ ˆ( , ) 0
S
S S
S S S S S S S S
S S S S S S
N
S
S S S
S S
p p p p
p p p
J
p d p d
J
δ δ δ δ δ δ
δ δ δ
κ= Ω Ω
Π ≈ Π
Π → =
       = Ω + Ω =         
∑ ∫ ∫
u u d d
d d G d
G d ℕ ℕℕ
 
 
 
(3.34) 
 
 
 
(3.35) 
( , , ) ( , , )
( , , ) ( , ) 0
N N
N N
D N N D N N
D N N R D N
λ λ
λ
δ λ δλ δ δ
δ δ
Λ
Π ≈ Π Λ Λ
Π Λ Λ → Λ =
u d
d G d
 
 
(3.36) 
 
( , , ) ( , , )
( , , ) ( , ) 0
T T
T T
D T T D T T
D T T R D T
λ λ
λ
δ λ δλ δ δ
δ δ
Λ
Π ≈ Π Λ Λ
Π Λ Λ → Λ =
u d
d G d
 (3.37) 
( )
ˆ ˆ( , ) ( , ) ( ) 0
ˆ ˆ( ) ( ) 0
p p p
p
n
D p D p R D
R D D
D
p p p
p grad p dD
λδ δλ δ δ Λ
Λ
ΛΠ ≈ Π Λ → =
 = ⋅ = ∫
G
G Nℕ  
 
(3.38) 
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Para mayor detalle sobre el desarrollo de las expresiones (3.31), 
(3.32), (3.36) y (3.37) se puede verificar el epígrafe 2.3.3. 
Así, el nuevo problema discreto a resolver será: 
PROBLEMA: 
ENCONTRAR: 
ˆ,
p
p Λ
d
Λ,
 
 
(3.39) 
 
SATISFACIENDO: 
( ) ( )
int,ext interf interf
incomp
ˆ( , ) ( , ) ( ) 0
ˆ( , ) 0
( , ) 0
( , ) 0
ˆ( ) 0
N
T
p
pmix
p
R
R
R
p
p
p
Λ
Λ
Λ
+ + Λ =
=
=
=
=
uG d G d G
G d
G d
G d
G
Λ
Λ
Λ
 
 
 
 
 
 
(3.40) 
Este sistema de ecuaciones no lineales será resuelto iterativamente 
usando el método de Newton-Raphson, a partir de la linealización de las 
expresiones (2.61) y (3.40): 
mec mec mec mec
0
ˆ
incomp incomp mec
0 0
ˆ mec
0 0 0
0 0 0
0 0 0 0
ˆ
mix mix mix mix
p N T mix
m
p p
p
N N
N
N T
pT T
T
p
p
∂ ∂ ∂ ∂
∂ ∂ ∂Λ ∂Λ
∂ ∂ ∂
∂ ∂ ∂Λ ∆
∂ ∂ ∆Λ Λ
= −∆Λ
∂ ∂Λ ∆Λ
∂ ∂ ∆ΛΛ Λ
∂ ∂Λ
∂
Λ
∂
 
 
 
 
 
                       
 
 
 
 
  
G G G G
d
G G G
Gd d
G GR R
d
G GR R
d
GR
incomp
ix
N
T
p
Λ
Λ
Λ
 
 
 
 
 
 
 
  
G
GR
GR
GR
 
 
 
 
 
 
(3.41) 
Tal y como se observa en la expresión (3.38) el vector residual de las 
restricciones 
pΛ
RG  no depende del multiplicador de Lagrange de las 
presiones pΛ . Es por esta razón, que al derivar en función de pΛ , aparece 
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un cero en la diagonal de la matriz de rigidez (3.41) y por ende, nuevamente 
el problema exhibe bloqueo o inestabilidades en el caso que las 
discretizaciones utilizadas no satisfagan la condición de Babuska-Brezzi-
Ladyzhenskaya (BBL). 
3.2.3.4 Método de estabilización consistente 
Basándonos en el método de la estabilización consistente propuesto 
en (Oliver, y otros, 2009), a la ecuación variacional con restricciones (3.38) se 
le agrega un término adicional, tal que, dependa del multiplicador de 
Lagrange de las presiones pλ .  
Este nuevo término, viene motivado por la identificación del 
multiplicador de Lagrange de las presiones pλ  visto en (3.19) ( 0)pλ =  y 
será adicionado de forma débil a la ecuación (3.38) de la siguiente manera: 
Término adicional
( ) ( )
1
( ) ( ) 2
1
( , , ) ( )
                      + 0 ( )
I
p
n
I
n
N
I I
p p p p D
I D
N
I I
p p p p
I
p g p dD
d L D
λδ λ δλ δλ
δλ τ λ δλ
=
= Γ
    Π =      
    Γ = ∀ ∈     
∑ ∫
∑ ∫
	

 
 
 
 
(3.42) 
Debido a que el multiplicador de Lagrange pλ  es forzado de forma 
débil a ser nulo sobre el lado base de la parcela triangular (ver ecuación 
(3.19)), se puede asegurar que el parámetro de estabilización 0pτ >  puede 
ser tan pequeño como se desee (ver Observación 2.7), ya que el refinamiento 
de la malla anulará todo el segundo término, de forma automática. 
Así, el nuevo vector de fuerzas residuales de las restricciones 
pΛ
RG  
puede ser escrito de la siguiente manera: 
( )ˆ ˆ( , ) ( ) ( ) 0
p
n n
R D p D p p
D
p grad p dD d
λ
τ
Γ
Λ = ⋅ + ΨΛ Γ =∫ ∫G Nℕ
^ 
(3.43) 
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Y el  nuevo sistema matricial de ecuaciones no lineales: 
mec mec mec mec
0
ˆ
incomp incomp mec
0 0
ˆ
0 0 0
0 0 0
0 0 0
ˆ
p
mix mix mix mix
p N T mix
p p
pN N
N
N T
pT T
T
p
p p
∂ ∂ ∂ ∂
∂ ∂ ∂Λ ∂Λ
∂ ∂ ∂
∂ ∂ ∂Λ ∆
∂ ∂
∆Λ Λ
∆Λ
∂ ∂Λ ∆Λ
∂ ∂ ∆ΛΛ Λ
∂ ∂Λ
∂ ∂
Λ Λ
∂ ∂Λ
 
 
 
 
 
 
   
   
   
   
   
     
 
 
 
 
 
  
G G G G
d
G G G
d d
G GR R
d
G GR R
d
G GR R
mec
incomp
mix
N
T
p
= − Λ
Λ
Λ
 
 
 
 
 
      
G
G
GR
GR
GR
 
 
 
 
 
 
 
(3.44) 
Observación 3.7 Nótese que el valor de τu  introducido en las 
ecuaciones (2.64) y (2.65), no guarda ninguna relación con el pτ  
introducido en este capítulo. En la estabilización realizada en el 
epígrafe 2.3.4 τu  es un parámetro que ajusta las dimensiones del 
término, mientras que en la ecuación (3.42) y (3.43) el pτ  es un 
parámetro de carácter adimensional. 
 
3.2.4 Resolución del sistema mediante el método de las 
subestructuras 
Partiendo de las siguientes definiciones: 
m N T p
 ≡ Λ Λ Λ  Λ  (3.45) 
,
ˆ
x N
m y m T
p
d
d
p
   ∆ ∆Λ   
   ∆ ≡ ∆ ∆ ≡ ∆Λ   
   ∆ ∆Λ      
d Λ  (3.46) 
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incomp
,
N N
m T mT
p
p
mix
mec
p
Λ
Λ
Λ
Λ
Λ
Λ
                  = ≡ = ≡                     
R
d
d R
R
G f
fG
f G f f
fG
fG
Λ  (3.47) 
mec mec
( )
incomp incomp
ˆ
ˆ
m
mix mix
p
p
 ∂ ∂ 
 ∂ ∂  ≡ ∂ ∂ 
 ∂ ∂ 
dd
G G
d K
G G
d
 (3.48) 
mec mec
mec
0
0 0
0
0
0
ˆ
m
N
T
m
p
mix mix
N T
mix
p
p
Λ
Λ
Λ
 ∂ ∂ 
 ∂Λ ∂Λ  ≡ ∂ 
 ∂Λ  
 ∂ 
 
∂ 
 ∂  ≡ 
∂ 
 ∂ 
 
 ∂
 
d
R
R
d
R
G G
K
G
G
d
G
K
d
G
Λ
Λ
 
 
 
(3.49)  
 
 
 
 
 
(3.50) 
0 0
0 0
0 0
N
T
m
p
N
T
p
Λ
Λ
Λ
 ∂ 
 
∂Λ 
 ∂ 
  ≡ ∂Λ 
 ∂ 
 
 ∂Λ
 
R
R
R
G
G
K
G
(ΛΛ)  (3.51) 
El nuevo sistema a resolver mediante el método de las subestructuras 
corresponde al presentado en la expresión (3.52) a continuación, en donde las 
matrices ( ) ( ), , ,m m m mdd d dK K K KΛ Λ ΛΛ  y sus respectivos vectores de fuerzas, 
pueden ser calculados de forma simultánea e  independiente para cada 
subdominio. 
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(1) (1)
(1)( )
( ) ( )
( )
( ) ( )
( )
(1) ( ) ( )
m m m
S S
m m
N NS S
m m
S NS
mm m m
                ∆ 
 
 
    
    
        
 
                
                         
K K
dd d d
K K
dd d
K K
dd d
K K K K
d d d
⋱ ⋮
⋱ ⋮
⋯ ⋯
Λ
Λ
Λ
(ΛΛ)
Λ Λ Λ
(1)
( )( )
( ) ( )
m
SS
m m
NS NSm
m
m
m
                      ∆  =  
            ∆      ∆       
f
d
fd
d
d f
d
f
⋮⋮
⋮ ⋮
Λ
Λ
 
 
 
 
 
 
(3.52) 
3.2.4.1 Algoritmo de solución iterativa 
BOX 3: Algoritmo iterativo para la resolución del sistema mixto con 
subdominios flotantes. 
Inicialización: 
0
( ) ( ) ( )
1 0 0
( ) ( ) ( )
1 0 0
0
ˆ ˆ ˆ
0; 0
S S S
S S S
p
p p p
 = + ∆ = + ∆ = Λ =
d d d
Λ
  
Actualización de las coordenadas: ( )1, 0, 0
S
S S= + ∆x X d   
1. Inicio del estado de carga 1 0( )t t t= +∆   
2. Cálculo de los vectores de fuerzas:  
a. Cálculo del tensor de tensiones de forma desacoplada: 
p= +S 1σ  
b. Cálculo de los vectores de fuerzas: 
( )
,0,0
,
mm
S
d
f fΛ  
3. Inicio del Algoritmo iterativo del Newton Raphson ( 1)i i= +   
4. Cálculo de las matrices: ( ) ( ) ( ) ,( ) , , ,, , , mm m m
S S S
ii i idd d d
K K K K(ΛΛ)Λ Λ   
5. Reconocimiento de subdominios flotantes 1 : 
a. Cálculo de la matrices Rɶ  y ( )mddK
ɶ
 para los SFN   
subdominios flotantes: 
( ) ( ) ( ) ( )
( ) , ( ) ,
( )
m m
f f f fT
i ii i
c= +
dd dd
K K R Rɶ ɶ ɶ  
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6. Cálculo de las variables: 
a. Multiplicadores de Lagrange: 
1
1
1
1, , ,
( ) ( ) ( )
, ( )
1
( ) ( ) ( )
( )
1
( )
(
                  )
SP
m m m m
SF
m m m
m m m
i I i I i
N
S S Sm
I i
S
N
f f f
i
f
−
−
−
=
=
∆ =
= −
−
∑
∑
d dd d
d dd d
F f
F K K K K
K K Kɶ
(ΛΛ) Λ Λ
Λ Λ
Λ
 
1
1
( ) ( ) ( )
, ( )
1
( ) ( ) ( )
( )
1
(
             )
SP
m m m m
SF
m m m
N
S S Sm
I i
S
N
f f f
i
f
−
−
=
=
= −
−
∑
∑
d dd d
d dd d
f f K K f
K K fɶ
Λ Λ
Λ
 
b. Desplazamientos: 
                       IF ( )S  = No flotante 
,( ) ( ) ( ) ( )1
1, 1,( ) , ,
( ) ( )
m m m
m S S S S m
i ii i
−∆ = − ∆
dd d d
d K f K
Λ
Λ
 
                       ELSE 
,( ) ( ) ( ) ( )1
1, 1,( ) , ,
( ) ( )
m m m
m S S S S m
i ii i
−∆ = − ∆
dd d d
d K f Kɶ
Λ
Λ
 
                       END 
7. Actualización de las variables: 
1, 0 1,
( ) ( ) ( )
1, 1 1,
( ) ( ) ( )
1, 1 1,
1, 0 1,
ˆ ˆ ˆ
i i
S S S
i i
S S S
i i
i i
p p p
p p p
 = + ∆ = + ∆
 = Λ +∆Λ = Λ +∆Λ
d d d
Λ Λ
  
 
8. Cálculo de los vectores de fuerzas: ( ) ,, , mm
S
iid
f fΛ   
9. Cálculo del vector de fuerzas residuales: Res,if  
10. Estimación del error: 
Si Res, .i TOLf < , ir al paso 1 haciendo 1( )i it t t+ = + ∆   
Si no, regresar al paso 3. 
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1
 SPN  corresponde al total de subdominios con desplazamientos 
preescritos suficientes, como para suprimir los movimientos de sólido 
rígido y SFN  al total de subdominios flotantes. 
2
 Los superíndices ( )S  y ( )f  corresponden a los subdominios que 
pertenecen a SPN  y SFN  respectivamente. 
3
 Todas las operaciones que poseen los superíndices ( )S  o ( )f   
requieren un bucle o sobre los SPN  subdominios prescritos o los SFN   
subdominios flotantes, según sea el caso. 
 
3.3 Validación del método 
3.3.1 Análisis de convergencia, problema de la 
membrana de Cook 
El problema de la membrana de Cook ha sido utilizado por muchos 
autores como una prueba de referencia para comprobar la formulación de los 
elementos mixtos tanto en condiciones de compresibilidad como de 
incompresibilidad (Simo, y otros, 1990), (Miehe, 1994). En este caso en 
particular, el test será utilizado para validar la transferencia de la variable 
presión a través de la interfaz. 
El problema original, consiste en un panel inclinado fijado en un 
extremo y sometido a una carga de cizallamiento en el extremo libre.  
 
 
 
 
 
Figura 3.4: Ejemplo de la membrana de Cook. 
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Los datos considerados son: 1F N=  la fuerza de cizallamiento 
aplicada, 70E MPa=  el módulo de Young de la pieza y el módulo de 
Poisson: 1 3ν =  y 0.499995ν =  para los casos compresible e 
incompresible respectivamente. 
Originalmente, con el fin de comprobar la convergencia de la  
formulación de los elementos, el test plantea discretizar la membrana en 
mallas de elementos finitos de 2 2, 5 5, 10 10, 20 20 y 50 50× × × × ×  
elementos respectivamente. Sin embargo, en nuestro caso, primeramente se 
llevará a cabo la partición de la membrana de Cook en dos subdominios 
(Figura 3.5) y a partir  de allí, se realizarán las correspondientes 
discretizaciones (Tabla 3.2). 
 
 
 
 
 
 
 
Figura 3.5: Membrana de Cook particionada en dos subdominios. 
Tabla 3.2: Discretización de los subdominios 1Ω  y 2Ω  en el estudio de la 
membrana de Cook. 
 Mallas coincidentes Mallas no coincidentes 
Discretización 1
Ω
 
2Ω
 
1Ω
 
2Ω
 
1 1 2×  1 2×  1 2×  1 3×  
2 3 6×  3 6×  3 6×  3 10×  
3 5 10×  5 10×  5 10×  5 15×  
4 10 20×  10 20×  10 20×  10 30×  
5 25 50×  25 50×  25 50×  25 60×  
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Figura 3.6: Discretizaciones presentadas en la Tabla 3.2. 
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El objetivo del ensayo es el de verificar la velocidad de convergencia 
de la formulación, a través de la medición del desplazamiento en la dirección 
y , del nodo superior A (ver Figura 3.4). 
Basados en las discretizaciones vistas en la Figura 3.6. En las Figura 
3.7 y Figura 3.8, se muestra una comparación entre los resultados del 
problema, resuelto monolíticamente (Rodriguez, 2014) y con el dominio Ω   
particionado en los subdominios 1Ω  y 2Ω  con mallas coincidentes y no 
coincidentes (tanto para el caso compresible como el incompresible).  
 
Figura 3.7: Problema de la membrana de Cook para ( 0.3ν = ). 
 
Como puede observarse en las Figura 3.7 y Figura 3.8, la 
convergencia no se ve sustancialmente afectada al particionar la membrana de 
Cook en subdominios, tanto para el caso de mallas coincidentes como para el 
de mallas no coincidentes. 
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Figura 3.8: Problema de la membrana de Cook para ( 0.499995ν = ). 
 
3.3.1.1 Efecto de la desactivación del multiplicador de 
Lagrange de las presiones 
Efecto sobre la velocidad de convergencia en desplazamientos 
Una de las cuestiones que surgen con respecto a la aparición del pλ  
en la interfaz, corresponde a si los ( )uλ  deberían transmitir de forma 
automática la transferencia en presiones. Así, que con el ánimo de verificar la 
influencia del parámetro pλ , se repitieron los ensayos anteriores activando y 
desactivando el multiplicador de Lagrange de las presiones sobre la interfaz.  
En las Figura 3.9 y Figura 3.10 se observa que los resultados sobre la 
convergencia “en desplazamientos” se ven inalterados con la desactivación de 
este parámetro. En este sentido, se está poniendo en manifiesto que con tan 
sólo estar activos los multiplicadores de Lagrange de los desplazamientos Nλ  
y Tλ  se garantiza una correcta transferencia de la variable ( )u  entre 
subdominios. 
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Figura 3.9: Velocidad de convergencia sobre una membrana particionada en 
subdominios con mallas coincidentes. 
 
Figura 3.10: Velocidad de convergencia  sobre una membrana particionada en 
subdominios con mallas no coincidentes. 
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Efecto sobre el salto en presiones 
No obstante, la transferencia de las presiones entre subdominios a 
través de la interfaz, sí se ve afectada por la desactivación del multiplicador 
de Lagrange pλ .  
Partiendo nuevamente del problema de la membrana de Cook, se 
observó de qué forma afecta la activación del pλ  en la magnitud del salto de 
presiones entre los subdominios 1Ω  y 2Ω . Para esto, se llevó a cabo una 
medición de la norma 2L  del error del salto: 
2
1
2
0
( )
l
i jL
p p p dx
   = −    
∫     (3.53) 
Siendo p     el salto de presiones entre subdominios, ip  y jp  las 
presiones de los nodos adyacentes a la interfaz y l  la longitud total de la 
interfaz.  
En las Figura 3.11 y Figura 3.12 tanto para el caso de subdominios 
con mallas coincidentes como no coincidentes, se observa como al activar el 
multiplicador de Lagrange de las presiones se produce un aumento de la 
velocidad de convergencia y una disminución considerable en la magnitud del 
error del salto, incluso para el caso de las mallas más gruesas. 
Este efecto se puede corroborar a partir de la Figura 3.13 en donde se 
evidencia mediante los perfiles de presión, de forma cualitativa, que al 
desactivar el multiplicador de la Lagrange de las presiones ocurre un salto de 
la variable a través de la interfaz, y que si bien este salto disminuye a medida 
que la malla se hace más fina, no se logra alcanzar una transferencia de 
información tan precisa como la conseguida al activar pλ . 
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Figura 3.11: Problema de la membrana de Cook: Error en el salto de presiones, 
para un dominio Ω   particionado en los subdominios y1 2  Ω Ω con mallas 
coincidentes y 0.49995ν = . 
 
 
 
 
 
 
Figura 3.12: Problema de la membrana de Cook: Error en el salto de presiones,  
para un dominio Ω   particionado en los subdominios y1 2  Ω Ω con mallas no 
coincidentes y 0.49995ν = . 
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Figura 3.13: Perfil de presiones para tres de las discretizaciones de la membrana 
de Cook, particionada en subdominios con mallas no coincidentes y 
0.499995ν = . 
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Es por esta razón, que se concluye que para poder llevar a cabo 
simulaciones numéricas con formulaciones mixtas de desplazamiento – 
presión, asegurando una buena transferencia de la variable presión entre 
subdominios (sin importar la discretización que se escoja), es necesario 
activar sobre la interfaz, el multiplicador de Lagrange de las presiones pλ . 
3.3.1.2 Influencia del parámetro de estabilización pτ   
Otro estudio llevado a cabo, corresponde a la evaluación del valor del 
parámetro de estabilización pτ , introducido en la ecuación (3.42).  
Para que se observe este efecto, se partió de una membrana de Cook 
de discretización 3 (Tabla 3.2) con mallas no coincidentes y un valor de 
0.499995ν = . Sobre esta membrana, de llevaron a cabo dos simulaciones, 
la primera de ellas con un valor de 41 10pτ
−= ×
 y la segunda, con un 
valor de pτ  elevado 
4( 1 10 )pτ
+= ×
 midiéndose en ambos casos la 
variable presión sobre el plano de corte mostrado en la Figura 3.14 a 
continuación: 
 
 
 
 
 
 
 
Figura 3.14: Plano de corte sobre el eje x  de una membrana de Cook 
particionada en subdominios. 
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A continuación se presenta un gráfico en el que se observa el valor de 
la presión a lo largo del plano de corte dispuesto sobre el eje x , para los 
distintos valores de pτ : 
Figura 3.15: Valores de Presión (MPa) en una membrana de Cook de 
discretización 3 (Tabla 3.2) sobre el plano de corte del eje x  y distintos 
parámetros de estabilización. 
 
Tal y como se observa en la Figura 3.15, el valor de la presión a lo 
largo del plano de corte dispuesto sobre el eje x , muestra como un elevado 
valor del parámetro de estabilización de las presiones, ocasiona un salto de 
esta variable a nivel de la interfaz ( 25 )x mm= , mientras que un pτ  
pequeño, mantiene la continuidad. 
Para cuantificar este efecto, a partir de la relación (3.53) se llevó a 
cabo la medida del error del salto para los distintos valores de pτ .  
Como era de esperarse, a medida que la discretización de las mallas 
se hace más fina, el error del salto disminuye para ambos casos (ver Figura 
3.16). Observándose que incluso, para grandes cambios del valor de pτ  (8 
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órdenes de magnitud) se produce pequeños saltos en presiones, a través de la 
interfaz. 
 
Figura 3.16: Error del salto en presiones, para membranas de Cook con mallas no 
coincidentes, 0.499995ν =  y distintos valores de pτ .  
 
Observación 3.8 Es importante señalar que la estrategia presentada 
en el apartado 2.5 del capítulo anterior, para los subdominios 
flotantes, no necesita ninguna modificación al introducirse la variable 
presión en la formulación de la interfaz.  
La matriz 
( )mixdd
K de la ecuación (3.48) puede ser invertida en la 
formulación mixta desplazamiento-presión, utilizando el mismo 
procedimiento que en la formulación irreducible.  
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3.4 Consideraciones finales 
En el presente capítulo se inició con la descripción de las  
formulaciones mixtas desplazamiento-presión para la resolución de problemas 
incompresibles, estabilizada mediante una estrategia del tipo PPP.  
La segunda parte de este capítulo estuvo dedicada a las modificaciones 
llevadas a cabo sobre la interfaz propuesta en este trabajo, para realizar 
simulaciones numéricas particionadas en subdominios con formulaciones 
mixtas desplazamiento-presión. 
En la tercera y última parte del capítulo se muestra el problema de la 
membrana de Cook, a partir del cual se validó la interfaz para formulaciones 
mixtas y a partir de las cuales se pudieron obtener las siguientes conclusiones: 
• La incorporación del pλ  no influye en la transferencia de la 
variable de los desplazamientos sobre la interfaz. Sin embargo, 
se comprobó que para una adecuada transferencia de la 
variable presión entre subdominios la activación de esta 
variable ( )pλ  es necesaria. 
• Diferentes valores de pτ  muestran diferencias en los 
resultados. Para grandes valores de pτ  se induce un 
incremento en el valor del salto en presiones sobre la interfaz. 
 
En el capítulo IV, se mostrarán las modificaciones llevadas a 
cabo sobre la técnica presentada en este apartado,  con la finalidad 
de llevar a cabo simulaciones numéricas de problemas 
termomecánicos acoplados. 
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4 Aplicación al problema másico de 
conformado “bulk-forming” 
4.1 Modelo termomecánico acoplado 
4.1.1 Descripción del problema  
El modelo, será resuelto utilizando una estrategia de solución de tipo 
staggered, en la que se divide el problema en dos pasos: el primero de ellos 
con el campo térmico congelado (problema 1), y el segundo, manteniendo la 
configuración fija (problema 2), partiendo de las siguientes hipótesis: 
• Existe una configuración local intermedia única, que caracteriza la 
respuesta elástica. Esto da lugar a la descomosición multiplicativa del 
tensor gradiente de la deformación (Figura 4.1).  
• El flujo plástico es considerado isocórico. 
• La respuesta en tensiones es isótropa. 
 
 
 
 
 
Figura 4.1: Cinemática de  la descomposición multiplicativa del tensor 
gradiente de la deformación (Simo, y otros, 1992). 
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En la Figura 4.1 los superíndices e  y p  denotan la parte elástica y 
plástica del gradiente de la deformación, respectivamente; donde pF  
representa la deformación local del material debida a los movimientos de 
dislocación a través de su red cristalina. 
4.1.1.1 Forma fuerte del problema 
PROBLEMA: 
ENCONTRAR:
2( ) :
( ) :
( ) :
n n
n n
n n
p
θ
 Ω → Ω → Ω →
u x
x
x
ℝ
ℝ
ℝ
 
 
(4.1) 
SATISFACIENDO: 
Ecuación de equilibrio:  
en nDIV = − ΩP b  
 
(4.2) 
Balance de energía:  
0 0E DIV Rρ ρ+ = ⋅ +Q S D
ɺ
 
 
(4.3) 
 Ecuación constitutiva de la presión: 
( )
en n
p ln J
Jκ
= Ω  
 
(4.4) 
Condiciones de contorno de Dirichlet:  
ˆ   en u= Γu u  
 
(4.5) 
Condiciones de contorno de Neumann:  
en σ⋅ = ΓP N t
ɵ
 
 
(4.6) 
 Siendo 0ρ  la densidad de referencia, b  el vector de fuerzas másicas 
residuales por unidad de volumen, DIV  el operador de divergencia, ( , )tP X
y ( , )tS X  el primer y segundo tensor de Piola Kirchhoff respectivamente. 
( , )E tX corresponde a la energía interna por unidad de masa, ( , )tQ X  al flujo 
de calor, ( , )R tX  la entrada de calor por unidad de masa y D  a la velocidad 
material de deformación del tensor derecho de Cauchy-Green (Marsden, y 
otros, 1994). 
Observación 4.1 Debido al carácter incompresible del material, debe 
llevarse a cabo el desacoplamiento del tensor de tensiones 
123 
 
Capítulo 4: Aplicación al problema másico de conformado 
 
mencionado en la Observación 3.4 y adicionalmente, debe trabajarse 
con la ecuación constitutiva de la presión (Ecuación (4.4)) 
mencionada en la Observación 3.2.  
4.1.1.2 Desigualdades de disipación 
La forma fuerte del problema descrita en el apartado anterior, se 
encuentra restringida por la segunda ley de la termodinámica, escrita como 
(Simo, y otros, 1992), (Rodriguez, 2014): 
int : 0
1
( ) 0con
D N E
D GRAD
θ
θ
θ
= + − ≥
= − ⋅ ≥
P F
Q
ɺ ɺ ɺ
 
 
(4.7) 
Donde intD  denota la disipación interna, conD  la restricción de 
disipación por conducción, F es el tensor gradiente de la deformación, N  la 
entropía, E  la energía interna y Q  el flujo de calor nominal.  
La primera de las ecuaciones mostradas en (4.7) asegura que la 
energía térmica no puede ser convertida en trabajo mecánico en un sistema a 
temperatura uniforme y sin fuentes de calor. La segunda ecuación, define la 
dirección del flujo de calor, impidiendo que el calor fluya espontáneamente 
del cuerpo más frío al más caliente.  
Observación 4.2 Nótese que en consistencia con la restricción de 
disipación por conducción (4.7)-b, el flujo de calor (nominal) es 
definido mediante la ley de Fourier: 
( )k θ= −Q GRAD  (4.8) 
donde k  corresponde al coeficiente de conductividad térmica  del 
material. 
4.1.2 Modelo constitutivo 
4.1.2.1 Respuesta elástica 
Partiendo de la hipótesis que la respuesta elástica corresponde a la de 
un material hiperelástico, la función de energía libre representa la base para el 
cálculo de las tensiones (Simo, y otros, 1992). 
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 Conociendo que la energía libre es la parte de la energía interna E  
disponible para el trabajo a temperatura constante: 
E NθΨ = −  (4.9) 
Se caracteriza la respuesta en tensiones, mediante la siguiente función 
de energía libre de Helmholtz: 
Componente térmica Componente hiperelástica Ley de 
endurecimiento
( ) ( , ) ( ) ( ) ( , )e pT M J U J W K eθ θ θΨ = + + + +b	
 	
 	
  
 
(4.10) 
siendo: 
• 
eb
 la parte isocórica de la componente elástica del tensor izquierdo 
de Green-Lagrange eb .  
2
1 3( ) , ( )e p T e e eJ
−−= =b F C F b b
 
 
(4.11) 
• 
pe
 la variable interna de endurecimiento. 
• ( )T θ  el potencial de energía puramente térmico, descrito como: 
0
0
( ) ( ) log( )T c
θ
θ θ θ θ
θ
 
 = − −  
 (4.12) 
donde c  corresponde al calor específico del material y 0θ  la 
temperatura de referencia. 
• ( , )M J θ  es el potencial que describe el acople termomecánico 
debido a la expansión térmica. 
0( , ) ( ) 3 ( )JM J U Jθ θ θ α = − − ∂   
(4.13) 
siendo α  el coeficiente lineal de dilatación térmica del material. 
• ( )U J  y ( )eW b  corresponden, respectivamente, a las contribuciones 
volumétrica y desviadora de la energía libre elástica. 
21( ) ( 1) ln
2
1
( ) ( ) 3
2
e e
U J J J
W tr
κ
µ
 
 = − −
  
 = −  b b
 
 
 
(4.14) 
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donde κ  corresponde al módulo de compresibilidad y µ  al módulo 
de cizallamiento.  
• ( , )pK e θ  corresponde a la función convexa que describe el potencial 
de endurecimiento por deformación isótropa. 
2
0
1
( , ) ( )( ) ( ) ( ) ( )
2
1
for 0
( )
0                for 0 
p
p p p
e
p
p
K e h e H e
e
eH e
δ
θ θ σ θ σ θ
δ
δ
δ
∞
 = − − 
 − − ≠=  ≠
 
 
 
 
(4.15) 
0 0 0 0 0
0 0
0 0
( ) ( ) 1 ( )
( ) ( ) 1 ( )
( ) ( ) 1 ( )
h
hh h
σ θ σ θ ω θ θ
σ θ σ θ ω θ θ
θ θ ω θ θ
∞ ∞
 = − − 
 = − − 
 = − − 
 
 
 
(4.16) 
siendo δ  el exponente de saturación, 0 0( )σ θ  la tensión inicial de fluencia, 
0( )σ θ∞  la tensión de endurecimiento final de saturación, 0( )h θ  el módulo 
lineal de endurecimiento obtenido a la temperatura de referencia 0θ , 0w  y 
hw  los parámetros de tensión de fluencia por ablandamiento y 
endurecimiento-ablandamiento respectivamente. 
 
Observación 4.3 En cuanto a la función ( , )pK e θ  que describe el 
potencial de endurecimiento por deformación isótropa, en este trabajo 
se utilizó el modelo de Voce (Voce, 1955) y Simo (Simo, y otros, 
1992), sin embargo, es importante señalar que en la literatura se 
pueden encontrar modelos como el de (Johnson, y otros, 1983) y el de 
(Bäker , 2006), entre otros. 
 
Observación 4.4 Obsérvese, que a partir de las funciones de energía 
( , )M J θ , ( )U J  y ( )eW b  descritas en las relaciones (4.13) y (4.14) 
respectivamente, se puede obtener el tensor de tensiones desacoplado 
en sus componentes volumétrica y desviadora  (Simo, y otros, 1992) 
como: 
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{ }
'( ) ( , )
2 ( )e
J
e e
pJ dev
p U J M J
dev dev W
θ
 =  
= + ∂
 = ∂  b
1 +
b b
τ τ
τ
  
 
 
(4.17) 
4.1.2.2 Función de fluencia 
Partiendo del dominio termoelástico Φ  y de la superficie ∂Φ  que 
define el estado plástico del material, con '( , )pK eβ θ= − : 
( ) ( ){ }: , , : , , 0β θ φ β θ= ≤τ τΦ  (4.18) 
Se presenta la función de fluencia φ  utilizada en este trabajo, como 
el criterio de Von Mises con endurecimiento isotrópico (Simo, y otros, 1992) 
mostrado en la ecuación (4.19) a continuación: 
( ) 2, , ( ) 0
3 y
devφ β θ β σ θ = + − ≤ τ τ  
 
(4.19) 
Siendo ( )yσ θ  la tensión de fluencia, dependiente de la temperatura 
θ  y λ  el parámetro de consistencia que satisface las siguientes condiciones 
de Kuhn-Tucker: 
0 ( , , ) 0 ( , , ) 0λ φ τ β θ λ φ τ β θ≥ ≤ ⋅ =
 (4.20) 
 Las ecuaciones de evolución de las variables internas del modelo 
pueden ser escritas de la siguiente manera: 
2 ( , , )
( , , )
( , , )
e e
v
p
p
L
e
τ
β
θ
λ φ τ β θ
λ φ τ β θ
η λ φ τ β θ
= − ∂ ⋅
= ∂
= ∂
b b
ɺ
ɺ
 
 
 
(4.21) 
 Siendo eLυb  la derivada de Lie de la componente elástica del tensor 
izquierdo de Green-Lagrange (Simo, y otros, 1992). 
4.1.2.3 Respuesta térmica 
Partiendo de la forma equivalente a la ecuación (4.3) de balance de 
energía: 
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mecN DIV R Dθ = − + +Q
ɺ
 
(4.22) 
siendo N  la entropía por unidad de volumen de referencia, Q  el flujo de 
calor nominal que se calcula mediante la ley de Fourier vista en la ecuación 
(4.8), R  la fuente de calor prescrita y mecD  la disipación mecánica que surge 
como la descomposición de la disipación interna:  
int : 0mec therD D D= + ≥  (4.23) 
Usando la ecuación constitutiva de la entropía, calculando su derivada 
con respecto al tiempo y usando la regla de la cadena (Agelet de Saracibar, y 
otros, 1999), la ecuación de evolución de la temperatura puede ser escrita 
como: 
mecc DIV R D Hθ = − + + −Q
ɺ
 
(4.24) 
Donde c  corresponde al calor específico a deformación constante y 
variables internas por unidad de volumen de referencia y H  al calentamiento 
estructural elastoplástico (Simo, y otros, 1992). 
4.1.2.4 Algoritmo termomecánico acoplado 
Se parte del principio de los trabajos virtuales para la formulación 
mixta desplazamiento-presión, mostrado en las ecuaciones (3.9) y (3.10), con 
su respectivo término de estabilización (3.11).  
El problema termomecánico acoplado, resuelto mediante una 
estrategia de tipo staggered, consiste en adicionar al problema mixto, ya 
existente, la variable temperatura θ  y su variación δθ , ambas pertenecientes 
al espacio de funciones de cuadrado integrable 2( )L Ω , y,   a su vez, la 
ecuación correspondiente a la componente térmica del balance de energía 
(Simo, y otros, 1992), derivada de la ecuación de evolución de la temperatura, 
mostrada en (4.24). 
Una vez discretizado el dominio Ω  en un número finito de 
elementos, el principio de los trabajos virtuales en sus componentes mecánica 
y térmica será escrito de forma linealizada de la siguiente manera: 
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mec mec
mec mec
ˆ
ˆ          0
mix T T
T T
p dev d
d d
−
Ω
Ω Γ
   = + Ω   
− Ω− Γ =
∫
∫ ∫
G B 1 F
b tℕ ℕ
τ
 
 
(4.25) 
 
 
incomp mec mec mec
ln 1
ˆ 0
J
d p d
J κ
Ω Ω
= Ω + Ω =∫ ∫G ℕ ℕ ℕ  (4.26) 
 
 
ter ter ter
ter
ter ter
ˆ ˆ( )
2 ˆ         ( )
3
ˆ         0
T
y
S S
c k
d
R d D d
θ θ
σ θ λ
Ω
Ω Γ
    = +      
  
  − ∆ Ω      
 
 − Ω− Γ = 
  
∫
∫ ∫
G B GRAD
ɺ
ℕ
ℕ
ℕ ℕ
 (4.27) 
 
 
BOX 4: Algoritmo termomecánico acoplado, resuelto mediante una estrategia de 
tipo staggered. 
1.  Definición de las condiciones iniciales: 
a. Variables internas elementales en { }, ,p p pn n n nt e ηG . 
b. Condiciones iniciales a nivel nodal { }ˆˆ, ,n n np θd .  
2. Paso mecánico a temperatura inicial nθ  constante. 
o Sistema a resolver en 1nt + : 
mec mec
mec
incomp incompincomp
ˆ 0
ˆ
ˆ
mix mix
mix
p
p
p
 ∂ ∂      ∆∂ ∂    + =    ∂ ∂ ∆       
 ∂ ∂ 
G G
dG d
G GG
d
 
 
 
(4.28) 
 
o Actualización de variables: 
1 1
1 1ˆ ˆ ˆ
n n n
n n np p p
+ +
+ +
= +∆
= +∆
d d d
 
 
(4.29) 
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3. Paso térmico a configuración constante { }1 1ˆ,n np+ +d . 
o Sistema a resolver en 1nt + : 
0θ
θ
∂
+ ∆ =
∂
ter
ter
G
G
 
(4.30) 
o  Actualización de la variable temperatura: 
1 1n n nθ θ θ+ += +∆  (4.31) 
 
 
Observación 4.5 Nótese que el tensor de tensiones que conforma la 
expresión mec
mixG
 debe ser calculado de forma desacoplada, siendo la 
tensión desviadora aquella que se define mediante el algoritmo de 
retorno correspondiente a la función de fluencia (4.19) y a las 
condiciones de Kuhn-Tucker (4.20).      
 
4.2 Problema termomecánico, particionado en 
subdominios 
Considerando al dominio Ω  particionado en SN  subdominios SΩ , 
discretizados y conectados mediante sus respectivas interfaces. Los 
ingredientes adicionales en el método propuesto para la simulación de 
problemas termomecánicos son los siguientes: 
 
4.2.1 Incorporación del multiplicador de Lagrange para 
la transferencia de la temperatura 
La transferencia de información de la temperatura a través de la 
interfaz, se lleva a cabo mediante la incorporación de un multiplicador de 
Lagrange adicional denominado θλ . 
Éste, al igual que los multiplicadores de Lagrange de los 
desplazamientos y de la presión, se encuentra ubicado dentro de cada una de 
las parcelas qnD  que conforman la interfaz. 
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Figura 4.2: Incorporación del multiplicador de Lagrange θλ  para la 
transferencia de la temperatura a través de la interfaz. 
 
Tal y como se observará más adelante (apartado 4.2.3.1), este  
multiplicador θλ  deberá de cumplir con la siguiente condición: 
e qθλ = ⋅Q N  (4.32) 
siendo eQ  el flujo de calor del elemento adyacente al lado base de la parcela 
triangular. La condición (4.32) establece que el multiplicador de Lagrange de 
la temperatura, debe ser igual al flujo de calor eQ  proyectado sobre el vector 
normal qN  definido dentro de la parcela triangular 
q
nD . 
 
   
 
 
 
 
 
Figura 4.3: Descripción del flujo de calor del elemento adyacente eQ  y de la 
parcela triangular en la interfaz de contacto IQ . 
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4.2.2 Definición del gap térmico 
4.2.2.1 Gap térmico geométrico 
Se define el gap térmico geométrico ( )gθ  como el gradiente de la 
temperatura, proyectado sobre el vector normal al lado base de la parcela 
triangular qnD  (ver Figura 4.4). 
q
q
gθ
θ∂
=
∂N
 
 
(4.33) 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.4: Valores de temperatura nodales de la parcela triangular y vector 
normal q S∈ ΓN , necesarios para el cálculo de gθ . 
 
Este gap, tal y como se observará más adelante (apartado 4.2.3.1) será 
forzado de forma débil a anularse, lo cual, físicamente representa que el flujo 
de calor a través de la parcela triangular ( )IQ   debe ser continuo. 
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4.2.3 Descripción del problema particionado en 
subdominios 
4.2.3.1 Forma fuerte del problema 
Problema de valores de contorno 
PROBLEMA: 
ENCONTRAR:
2
2
( ) :
( ) :
( ) :
( ) :
( , ) :
( , ) :
S S
S n n
S S
S n n
S S
S n n
n n
p n n
n n
p
D
p D
Dθ
θ
λ
λ θ
 Ω → Ω → Ω → → → →
u x
x
x
x
x
x
ℝ
ℝ
ℝ
ℝ
ℝ
ℝ
λ
 
 
   
 
(4.34) 
 
SATISFACIENDO: 
Ecuación de equilibrio:  
en SS S nDIV = − ΩP b  
 
 (4.35) 
Balance de energía:        
0 0 en  
S
S S S S S nE DIV Rρ ρ+ = ⋅ + ΩQ S D
ɺ
 
 
(4.36) 
Ecuación constitutiva de la presión:   
( )
en SS n
p ln J
Jκ
= Ω
 
 
(4.37) 
Condiciones de contorno de Dirichlet:  
,ˆ enS S u S= Γu u  
 
(4.38) 
Condiciones de contorno de Neumann: 
,
ˆ enS S S Sσ⋅ = ΓP N t  
 
(4.39) 
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              Identificación de los Multipliadores de Lagrange:  
,
, en 
0
N N S
T T S
S
p
e q
t
t
θ
λ
λ
λ
λ
 = = Γ = = ⋅ Q N
 
 
 
 
(4.40) 
Condición de restricción:  
( ) 0
( ) 0   en 
( ) 0
p n
u
g p D
gθ θ
 = = =
g
 
 
(4.41) 
4.2.3.2 Forma débil del problema 
Sabiendo que la resolución del modelo termomecánico acoplado 
corresponde a una estrategia de tipo staggered, en los siguientes apartados se 
presentarán sólo las ecuaciones correspondientes al problema térmico a 
configuración constante,  teniendo en cuenta que la resolución del problema 
mecánico a temperatura constante se llevará a cabo mediante el procedimiento 
descrito en el capítulo III. 
Observación 4.6 Nótese que, en el paso mecánico, se deben tomar en 
cuenta las variaciones del modelo constitutivo explicadas en los 
epígrafes 4.1.2.1 y 4.1.2.2, respectivamente. 
Principio de los trabajos virtuales 
 El problema térmico consiste en encontrar el campo de las 
temperaturas 2( )S SLθ ∈ Ω  y los multiplicadores de Lagrange 
2( )L Dθλ ∈ , 
tal que satisfagan las siguientes expresiones 2( )S SLδθ∀ ∈ Ω : 
( )ter
ter int,ext interf( , ) ( , ) 0
θ
θδ δ θ δθ δ λ δθΠ = Π + Π =   (4.42) 
 Siendo terint,extδΠ  la variación del trabajo térmico total y ( )interfθδΠ el 
trabajo realizado por el multiplicador de la Lagrange de la temperatura θλ  
sobre la interfaz. 
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ter
int
1
1
( , )
2
                 + ( ) ( ) ( )
3
S
S
n
S
S
n
N
S S
S
N
S S y S
S
c d
k d
δ θ δθ δθ θ
δθ θ λσ θ
= Ω
= Ω
   Π = Ω   
 
 ∇ ⋅ ∇ − ∆ Ω   
∑∫
∑∫
ɺ
 (4.43) 
,
ter
ext
1
ˆ( )
S
S
q Sn
N
S S
S
R d D dδ δθ δθ δθ
= ΓΩ
     Π = Ω + − Γ      
∑ ∫ ∫  (4.44) 
 Donde ˆSR  corresponde a las fuentes de calor y SD  al flujo de calor 
exterior aplicado sobre la superficie qΓ , ambos, pertenecientes a los 
subdominios S  que correspondan. 
En cuanto al trabajo realizado por el multiplicador de Lagrange sobre 
la interfaz, vendrá dado por la suma de las integrales sobre los IN  dominios 
de interfaz: 
Ecuación adicional de las restricciones para la transferencia de la 
temperatura y penalización consistente 
 Por su parte, las ecuaciones (4.43)-(4.45) se encuentran restringidas 
mediante una ecuación variacional adicional, que se deriva de la condición 
(4.41) y que fuerza de forma débil a que el gap térmico a través de la parcela 
sea nulo ( 0)gθ = . 
 Tal y como se ha observado en los capítulos anteriores, el hecho de 
que la ecuación (4.46) no dependa del multiplicador de Lagrange de la 
temperatura, convierte al sistema matricial final, en un sistema propenso a 
exhibir inestabilidades o bloqueo en el caso de que las discretizaciones 
utilizadas no cumplan con la condición BBL.  
( ) ( ) ( )
interf
1
( , ) ( )
I
n
N
I I
D
I D
g dDθ θ θ θδ λ δθ λ δ θ
=
Π =∑∫  (4.45) 
( ) ( )
1
( , ) ( ) 0
I
n
N
I I
D
I D
g dD
θλ θ θ θ
δ θ δλ δλ θ
=
Π = =∑∫  (4.46) 
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 Es por esta razón, que a la expresión (4.46) se le adiciona un término 
de penalización consistente que asegura, que dicha expresión dependa del 
multiplicador de Lagrange θλ  de la siguiente manera:  
Este término, se encuentra motivado por la condición (4.40)-(d) y 
fuerza de forma débil a que el multiplicador de Lagrange de la temperatura 
sea igual al flujo de calor del elemento adyacente eQ  proyectado sobre el 
vector normal qN (Figura 4.3). 
En cuanto al parámetro de estabilización 0θτ >  para el ajuste de las 
dimensiones del término, puede ser escrito como: 
Donde 0α > corresponde a un valor adimensional, L  a la longitud 
del lado base de la parcela triangular y k  al coeficiente de conductividad 
térmica del material. 
4.2.3.3 Linealización del sistema 
Discretización 
 Considerando la discretización espacial de cada subdominio como un 
conjunto de elementos que no se solapan. La variable temperatura y su 
variación pueden ser escritas como una función de las funciones de 
interpolación iℕ  de un elemento triangular lineal y de sus respectivas 
temperaturas y variaciones nodales ˆ( )θ  y ˆ( )δθ : 
( ) ( )
1
( , , ) ( ( ) )
I
n
N
I I
S
I
d
θλ θ θ θ θ θ
δ θ λ δλ δλ τ θ λ
= Γ
Π = ⋅ − Γ∑∫ Q N  
 
(4.47) 
L
kθ
α
τ =  (4.48) 
,
,
ˆ( ) ( )
ˆ( ) ( )
S n i n i S n S
S n i n i S n S
θ θ
δθ δθ
= ∀ ∈ Ω
= ∀ ∈ Ω
∑
∑
x x x
x x x
ℕ
ℕ
 (4.49) 
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En cuanto a las temperaturas qD Dθ ∈ , corresponden a las 
temperaturas nodales de los vértices 1,2 y 3 que conforman cada parcela 
(Figura 4.5), y por ende, también pueden ser escritas como una interpolación 
lineal de la temperatura de los nodos que conforman la parcela triangular y las 
funciones de interpolación para el  elemento triangular lineal: 
 
 
 
 
 
 
 
Figura 4.5: Definición del campo de las temperaturas Dθ  sobre 
qD .  
 Por su parte, el multiplicador de Lagrange de la temperatura, puede 
ser escrito como una función de las funciones de colocación ( )nΨ x  definidas 
dentro de cada una de las parcelas triangulares qnD  (ver expresión (2.49) en el 
apartado 2.3.3.1) y su respectivo valor elemental. 
A partir de estas interpolaciones, el problema térmico mostrado en las 
expresiones (4.34)-(4.41) puede ser reescrito de forma discreta de la siguiente 
forma: 
            ENCONTRAR: 
ˆ
θ
θΛ
 (4.52) 
             
 
( )ˆ( ) ( ) ( ) D qD n q n i n i n nDθ θ θ≡ = ∀ ∈∑x x x xℕ  (4.50) 
( ) qn n nDθ θλ = Ψ Λ ∀ ∈x x  (4.51) 
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SATISFACIENDO: 
           
( )ter
ter int,ext interf
ˆ ˆ( , ) ( ) ( ) 0
ˆ( , ) 0R
θ
θ
θ θ
θ
θ θ
θ
Λ
 Λ = + Λ = Λ =
G G G
G
 
 
 
(4.53) 
donde: 
( )
,
ter
int,
ter
ext,
( )
interf
2ˆ ˆ ˆ ˆ( ) ( )
3
ˆ
( ) (
  
)
S
n
S
q Sn
n
T
S S S y S
S S S
S
D
c k d
G R d D d
dDθ θ θ
θ θ θ σ θ λ
Ω
ΓΩ
          = + ∇ − ∆ Ω                  = Ω− Γ  Λ = ΨΛ ∇ ⋅  
∫
∫ ∫
∫
G B
G N
ɺ
ℕ ℕ
ℕ ℕ
ℕ
 
 
 
 
 
 
(4.54) 
( )
ˆ ˆ( , )
ˆ                 
n
n
R S D
D
t
S S
dD
k d
θ
θ
θ θ
θ θ
τ θ
Λ
Γ
   Λ = ∇ ⋅     − ∇ + ΨΛ Γ   
∫
∫
G N
N
ℕ
ℕ
 (4.55) 
Matricialmente este sistema puede ser escrito como: 
ter ter
ter
ˆ ˆ
ˆ
θ θ
θ
θ
θ
θ
θ θ
θ
Λ Λ
Λ
     ∂ ∂     
       ∂Λ  ∂ ∆        = −    ∂ ∂   ∆Λ              ∂Λ∂         
R R R
G G
G
G G G
 
 
 
(4.56) 
Desacoplamiento del sistema: 
Para llevar a cabo desacoplamiento del sistema, previamente se 
realizarán las siguientes definiciones: 
ter ter
ter
; ;
ˆ
; ;
ˆ
;
θ
θ θ
θ θ θ
θ θ
θθ θ
θ
θ
θ
θ
θ
θ
Λ Λ
Λ
Λ
Λ Λ Λ
Λ
∂ ∂
≡ ≡
∂Λ∂
∂ ∂
≡ ≡
∂Λ∂
≡ − ≡ −
R R
R
G G
K K
G G
K K
f G f G
 
 
 
 
(4.57) 
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A partir de las cuales, el sistema (2.63) puede ser resuelto mediante el 
método de las subestructuras: 
(1) (1)
(1)
( ) ( ) ( )
( ) ( ) ( )
( )(1) ( )
ˆ
ˆ
ˆS S S
S
S S S
N N N
NS
θ
θ
θ
θ θθ θ θ
θθ θ
θθ θ
θθ θ
θ
θ θ θ
θ
θ
θ
Λ
Λ
Λ
Λ ΛΛ Λ Λ
           ∆                ∆                   ∆           ∆Λ                    
K K
K K
K K
K K K K
⋱ ⋮ ⋮
⋱ ⋮ ⋮
⋯ ⋯
(1)
( )
( )S
S
N
θ
θ
θ
θ
Λ
 
 
 
       =              
f
f
f
f
⋮
⋮
 
 
 
 
 
(4.58) 
4.2.3.4 Algoritmo de resolución iterativa por el método de las 
subestructuras 
BOX 5: Algoritmo iterativo para la resolución de un sistema 
termomecánico acoplado con estrategia de tipo staggered. 
 
1. Inicio del estado de carga 1 0( )t t t= +∆  
 
Paso Mecánico: 
2. Inicialización paso mecánico: 
0
( ) ( ) ( )
1 0 0
( ) ( ) ( )
1 0 0
( ) ( )
1 0
0
ˆ ˆ ˆ
ˆ ˆ
0; 0;
S S S
S S S
S S
p
p p p
θ θ
 = + ∆ = +∆ = = Λ =
d d d
Λ
  
3. Actualización de las coordenadas: ( )1, 0, 0
S
S S= + ∆x X d   
4. Cálculo de los vectores de fuerzas:  
 
a. Cálculo del tensor de tensiones de forma desacoplada: 
'( ) ( , )
2 ( )e
J
e e
pJ dev
p U J M J
dev dev W
τ
θ
 = +  
= + ∂
   = ∂    b
1
b b
τ
τ
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b. Cálculo de los vectores de fuerzas: 
( )
,0 ,0
,
m m
S
d
f f
Λ
 
5. Inicio del Algoritmo iterativo del Newton Raphson ( 1)i i= +   
6. Cálculo de las matrices: ( ) ( ) ( ) ,( ) , , ,, , , mm m m
S S S
ii i idd d d
K K K K(ΛΛ)Λ Λ   
7. Reconocimiento de subdominios flotantes1:  
a. Cálculo de la matrices Rɶ  y ( )mddK
ɶ
 para los SFN  
subdominios flotantes: 
( ) ( ) ( ) ( )
( ) , ( ) ,
( )
m m
f f f fT
i ii i
c= +
dd dd
K K R Rɶ ɶ ɶ
 
 
8. Cálculo de las variables: 
a. Multiplicadores de Lagrange: 
 
1
1, , ,( )
m m m
i S i S i
−∆ = F fΛ
                         
1
1
1
1
( ) ( ) ( )
, ( )
1
( ) ( ) ( )
( )
1
( ) ( ) ( )
, ( )
1
( ) ( ) ( )
( )
1
(
                  )
(
             )
SP
m m m m
SF
m m m
SP
m m m m
SF
m m m
N
S S Sm
S i
S
N
f f f
i
f
N
S S Sm
S i
S
N
f f f
i
f
−
−
−
−
=
=
=
=
= −
−
= −
−
∑
∑
∑
∑
d dd d
d dd d
d dd d
d dd d
F K K K K
K K K
f f K K f
K K f
ɶ
ɶ
(ΛΛ) Λ Λ
Λ Λ
Λ Λ
Λ
 
                   b.  Desplazamientos: 
                       IF ( )S  = No flotante 
,( ) ( ) ( ) ( )1
1, 1,( ) , ,
( ) ( )
m m m
m S S S S m
i ii i
−∆ = − ∆
dd d d
d K f K
Λ
Λ
 
                       ELSE 
,( ) ( ) ( ) ( )1
1, 1,( ) , ,
( ) ( )
m m m
m S S S S m
i ii i
−∆ = − ∆
dd d d
d K f Kɶ
Λ
Λ
 
                       END 
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9. Actualización de las variables: 
1, 0 1,
( ) ( ) ( )
1, 1 1,
( ) ( ) ( )
1, 1 1,
( ) ( )
1, 1
1, 0 1,
ˆ ˆ ˆ
ˆ ˆ
i i
S S S
i i
S S S
i i
S S
i
i i
p p p
p p p
θ θ
 = + ∆ = +∆ = = Λ +∆Λ = Λ +∆Λ
d d d
Λ Λ
   
10. Cálculo de los vectores de fuerzas: ( )
, ,
,
m m
S
i id
f f
Λ
  
11. Cálculo del vector de fuerzas residuales: Res,if  
12. Estimación del error: 
Si Res, .i TOLf < , CONTINUAR PASOTÉRMICO→   
Si no, regresar al paso 5 y hacer ( 1)i i= +   
 
Paso Térmico: 
13. Inicialización variables para paso térmico:  
( ) ( ) ( ) ( )
1 1, 1 1,
( ) ( )
1 1
,0
ˆ ˆ;
ˆ ˆ
0;
S S S S
i i
S S
p p
θ
θ θ
 = = = Λ =
d d
 
14. Cálculo de los vectores de fuerzas:  
a. Cálculo del tensor de tensiones de forma desacoplada: 
'( ) ( , )
2 ( )e
J
e e
pJ dev
p U J M J
dev dev W
τ
θ
 = +  
= + ∂
   = ∂    b
1
b b
τ
τ
 
b. Cálculo de los vectores de fuerzas: 
( )
,0 ,0,
S
θθ Λ
f f
 
15. Inicio del Algoritmo iterativo: ( 1)j j= +   
16. Cálculo de las matrices: ( ) ( ) ( ), ,, ,, , ,
S S S
j jj j θ θθ θθθ θ θ Λ ΛΛ Λ
K K K K
  
17. Cálculo de las variables: 
a. Multiplicador de Lagrange: 
 
( ) ( )1
, , ,( )j I j I j
θ θ
θ
−∆Λ = F f                         
141 
 
Capítulo 4: Aplicación al problema másico de conformado 
 
1
1
( ) ( ) ( ) ( )
,
1
( ) ( ) ( ) ( )
,
1
( )
( )
S
S
N
S S S
I j j
S
N
S S S
I j j
S
θ θ θ θ
θ θ
θ
θθθ θ
θ
θθ θθ
−
−
Λ Λ Λ Λ
=
Λ Λ
=
= −
= −
∑
∑
F K K K K
f f K K f
 
 
                   b.  Temperatura: 
               
( ) ( ) ( ) ( )1
1, , , ,,
ˆ ( ) ( )S S S Sj j j jjθθθ θ θθ
θ −
Λ
∆ = − ∆ΛK f K
 
 
18. Actualización de las variables: 
( ) ( ) ( )
1, 1 1,
, ,0 ,
ˆ ˆ ˆS S S
j j
j jθ θ θ
θ θ θ = + ∆Λ = Λ +∆Λ
  
19. Cálculo de los vectores de fuerzas: ( ), ,,
S
j jθθ Λ
f f
  
20. Cálculo del vector de fuerzas residuales: Res, jf  
21. Estimación del error: 
Si Res, .j TOLf < , SALIR PASOTÉRMICO   
o Actualización de las  variables: 
( ) ( )
1 1,
,
S S
j
jθ θ
θ θ =Λ = Λ
   
Si no, regresar al paso 15 y hacer ( 1)j j= +   
22. Hacer 1n nt t t+ = +∆    
 
1
  SPN  corresponde al total de subdominios con desplazamientos 
preescritos suficientes, como para suprimir los movimientos de sólido 
rígido y SFN  al total de subdominios flotantes. 
2
 Los superíndices ( )S  y ( )f  corresponden a los subdominios que 
pertenecen a SPN   y SFN  respectivamente. 
3
 Todas las operaciones que poseen los superíndices  ( )S  o ( )f   
requieren un bucle o sobre los SPN  subdominios prescritos o los SFN  
subdominios flotantes, según sea el caso. 
142 
 
 
Observación 4.7 Nótese, que la presencia del término transitorio
cθ  
ɺ
 en la ecuación (4.43), permite invertir la matriz θθK  ya que 
actúa de forma similar a la matriz de masa en el problema dinámico. 
Sin embargo, en el caso en el que se desee llevar a cabo simulaciones 
en donde el calor específico sea nulo, la inversión de la matriz θθK  
exigirá la implementación de una estrategia para eliminar los modos 
singulares de la matriz, como la definida en el apartado 2.5, del tipo: 
siendo 0cθ >  el parámetro de penalización.  
4.2.4 Validación del método 
4.2.4.1 Aplicación al conformado de un cilindro metálico 
Para consultar la eficacia en la transferencia de la variable 
temperatura a través de la interfaz, se llevó a cabo una simulación típica de un 
proceso de conformado para casos de elastoplasticidad isotérmica.  
El test consiste en la compresión de un cilindro, hasta reducir su 
altura en un 60%, con la ayuda de una herramienta rígida (Taylor, y otros, 
1983). El coeficiente de fricción entre la herramienta y la pieza es 
1 8eµ = +
 dando lugar a una condición de no deslizamiento perfecta 
(Simo, y otros, 1992).  
Figura 4.6: Descripción del problema “Upsetting of a billet”. 
Tcθθ θθ θ θ θ= +K K R Rɶ ɶ  (4.59) 
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El ejemplo parte de un cilindro de radio y altura inicial de 10mm  y 
30mm
 respectivamente y que se asume aislado térmicamente. Debido a las 
hipótesis de revolución y a la simetría de la pieza, sólo un cuarto de la misma 
será considerada en la simulación (Figura 4.7). 
 
 
 
 
 
 
 
 
 
 
 
Figura 4.7: Condiciones de contorno de un cuarto de cilindro. 
 
Teniendo en cuenta las propiedades del material mostradas en la 
Tabla 4.1 y conociendo que la temperatura inicial es 0 293Kθ = . La tensión 
de fluencia utilizada ( )yσ θ  vendrá dada por la siguiente expresión (Simo, y 
otros, 1992): 
Siendo: 
0( ) ( ) ( )y hσ θ σ θ θ α= +  (4.60) 
0 0 0 0 0
0 0
( ) ( ) 1 ( )
( ) ( ) 1 ( )h
w
h h w
σ θ σ θ θ θ
θ θ θ θ
 = − − 
 = − − 
 (4.61) 
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Tabla 4.1: Propiedades físicas del material (Simo, y otros, 1992), (Taylor, y otros, 
1983). 
Módulo de compresibilidad κ
 
2166670 N mm  
Módulo de cizallamiento µ  276920 N mm  
Tensión de fluencia inicial 0σ  
2700 N mm  
Módulo de endurecimiento inicial h  2300 N mm  
Densidad ρ  2 47.8 9e Ns mm−  
Coeficiente de expansión α
 
11 6e K−−   
Conductividad térmica k  45 N sK  
Calor específico c
 
24.6 8e mm s K+  
Factor de disipación χ  0.9  
Tensión de fluencia de ablandamiento 0w  
10.0003 K−  
Ablandamiento-endurecimiento hw  
10.0003 K−  
 
Se llevarán a cabo tres simulaciones con las discretizaciones 
presentadas en la Figura 4.8, con el objetivo de comparar los perfiles de 
temperatura de una pieza sin particionar, con los de una pieza particionada en 
4  y 12  subdominios con mallas triangulares estructuradas no coincidentes. 
La simulación numérica concluirá al alcanzar el 60% de la deformación en un 
tiempo total de 1t s= .  
Adicionalmente, y para completar el análisis, se observarán los 
perfiles de presión al 60% de deformación y se llevará a cabo un estudio de 
evolución de la fuerza aplicada sobre el punzón superior, hasta conseguir el 
66.67% de deformación (Ponthot, 2002). 
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Figura 4.8: Particiones y discretizaciones utilizadas en las simulaciones. 
 
 
 
 
 
 
 
 
 
 
Figura 4.9: Ejemplo de la discretización 2, en el que se observa la no conformidad 
de la malla. 
Resultado en Temperaturas: 
En la Figura 4.10 a continuación, se observa la distribución de 
temperaturas para una pieza sin particionar (Discretización 1), y para las 
piezas particionadas en 4 y 12 subdominios respectivamente (Discretizaciones 
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2 y 3). Con el ánimo de comparar de una forma más clara los resultados, en 
cada uno de los contornos de temperaturas se  muestran etiquetas con los 
resultados en diversas zonas de transición. 
 
Figura 4.10: Perfiles de temperaturas para: a)  Discretización 1, b) Discretización 
2, c) Discretización 3. 
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 Una vez realizadas las simulaciones numéricas, se concluye que a 
partir de las ecuaciones (4.45)-(4.47) se consigue tanto para las 
discretizaciones 2 y 3, una correcta trasferencia de la variable temperatura a 
través de la interfaz. Observándose que, a pesar de los altos niveles de 
deformación plástica, el método propuesto consigue responder de forma 
robusta y precisa. 
Resultado en presiones: 
 
Figura 4.11: Perfiles de presiones para: a) Discretización 1, b) Discretización 2,  
c) Discretización 3. 
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Adicionalmente, para consultar el correcto funcionamiento de la 
formulación mixta, desplazamiento-presión, en la Figura 4.11 se muestran los 
perfiles de presiones para las 3 discretizaciones, a partir de los cuales se 
verificó el correcto funcionamiento de la estabilización y de la técnica 
propuesta.  
 Para finalizar, se midió la evolución de la fuerza sobre el punzón 
superior durante todo el proceso de compresión, esta vez hasta conseguir 
66.67% de deformación de la pieza. Se comparó la técnica propuesta con 
simulaciones numéricas alternativas en las que la pieza no ha sido 
particionada en subdominios (Taylor, y otros, 1983) y (Ponthot, 2002).   
Figura 4.12: Evolución de la fuerza sobre el punzón superior, durante todo el 
proceso, hasta alcanzar el 66.67% de deformación (Ponthot, 2002). 
Las curvas muestran que el método es capaz de reproducir el modelo 
constitutivo del material de forma correcta, independientemente del número 
de subdominios y de la conexión entre ellos a partir de mallas no coincidentes 
(Figura 4.12). 
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4.2.5 Consideraciones finales 
En este capítulo, se comenzó con una breve explicación del modelo 
termomecánico acoplado, resuelto mediante una estrategia de tipo staggered 
como una herramienta a ser utilizada por el método de partición de dominios 
propuesto en este trabajo.  
En la segunda parte del capítulo, se introdujeron las modificaciones 
sobre la técnica de partición de dominios, para poder resolver problemas 
termomecánicos acoplados. Partiendo de las ecuaciones globales de balance 
de energía, el principio de los trabajos virtuales, discretización, linealización y 
resolución mediante el método de las subestructuras.  
Del test de validación se pudieron obtener las siguientes conclusiones: 
• La técnica propuesta es capaz de llevar a cabo la transferencia de las 
variables presión y temperatura de una forma robusta y precisa. 
• Por medio de comparaciones con métodos termomecánicos 
alternativos, se pudo verificar la correcta reproducción del modelo 
constitutivo del material, a través de la curva de fuerza sobre el 
punzón superior. 
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5 Conclusiones y líneas futuras de 
investigación 
5.1 Resumen del método propuesto 
El objetivo principal de este trabajo, es el desarrollo de una técnica de 
partición de dominios precisa y robusta, capaz de abordar problemas 
termomecánicos acoplados con formulaciones mixtas desplazamiento-presión. 
La mayoría de las técnicas de partición de dominios existentes, se caracterizan 
por la generación de un marco de partición entre subdominios, sin embargo, la 
técnica propuesta en este trabajo se fundamenta en la generación de una malla 
de interfaz entre subdominios, de espesor nulo entre fronteras, por 
degeneración de una triangulación de Delaunay, lo cual, le permite al método, 
conectar subdominios con mallas coincidentes o no coincidentes sin afectar su 
precisión. Por otra parte, ante la aparición de subdominios flotantes que 
carecen de restricciones suficientes para evitar los movimientos de sólido 
rígido, en este trabajo se propone una técnica innovadora de bajo coste 
computacional y poco invasiva a nivel de implementación.  
Al igual que en técnicas alternativas de partición de dominios, la 
conexión entre subdominios se lleva a cabo mediante la introducción del 
campo de los multiplicadores de Lagrange, por lo cual, para la resolución de 
problemas con formulaciones mixtas desplazamiento-presión se incorporó el 
multiplicador de Lagrange de las presiones ( )pλ  y para abordar problemas 
termomecánicos acoplados, el multiplicador de Lagrange de la Temperatura 
( )θλ . 
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5.2 Conclusiones 
 Las principales conclusiones obtenidas en este trabajo, son las 
siguientes: 
• Se ha desarrollado, implementado y validado una técnica de partición 
de dominios, con la que se pueden abordar problemas 
termomecánicos acoplados, con formulaciones mixtas 
desplazamiento-presión, tanto para el caso de mallas coincidentes, 
como para el de mallas no coincidentes entre subdominios. 
• Se verificó que la generación de la malla de interfaz entre 
subdominios, le imparte al método versatilidad, precisión, facilidad 
de implementación y bajo coste a nivel computacional. 
Adicionalmente, se demostró que en particiones con subdominios en 
forma de cruz, la interfaz propuesta garantiza una correcta 
transferencia de información. 
• Se verificó y demostró, el correcto funcionamiento de la interfaz de 
contacto y de las ecuaciones propuestas para la transferencia de las 
variables: desplazamiento, presión y temperatura, mediante diversos 
test de validación. 
• Se demostró que la estrategia propuesta para el cálculo de la 
pseudoinversa de la matriz de rigidez de los subdominios flotantes, 
funciona de forma precisa, sin necesidad de llevar a cabo una 
implementación altamente invasiva y sin alterar los tiempos de 
cálculo computacional, garantizando que no se rompa con las 
características de matriz dispersa que posee intrínsecamente la matriz 
de rigidez de cada subdominio.  
• Se demostró, que la técnica propuesta a diferencia de algunos 
métodos alternativos, cumple con el patch test de forma satisfactoria, 
tanto para el caso de mallas coincidentes, como para el caso de mallas 
no coincidentes y con la presencia de subdominios flotantes. 
• Se demostró mediante diversos test de validación, cálculos de error y 
análisis de convergencia, que los resultados obtenidos mediante la 
interfaz y ecuaciones  propuestas, son comparables a nivel de 
precisión y velocidad de convergencia, con métodos alternativos que 
incorporan un marco de partición entre subdominios. 
• Se demostró, que la técnica propuesta a nivel de precisión, presenta 
ventajas notables al ser comparada con el método de mortero de malla 
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burda. Este efecto, se debe a que las integrales en el método de 
mortero sólo toman en cuenta una de las dos discretizaciones (en este 
caso la más burda), mientras que en la técnica propuesta, la malla de 
interfaz permite llevar a cabo un doble barrido de forma natural sobre 
las dos superficies que conforman la interfaz. 
• En la técnica propuesta para suprimir los movimientos de sólido 
rígido, se demostró que existe cierta dependencia entre los resultados 
del método a nivel de precisión y la cantidad de elementos 
estabilizadores activos en la interfaz, con lo cual, se recomienda tener 
en cuenta estos resultados a la hora de utilizar la técnica. Sin 
embargo, a nivel de robustez y tiempos de cálculo esta dependencia 
es irrelevante.  
• En las formulaciones mixtas desplazamiento-presión, las oscilaciones 
de la presión en la cercanía de incompresibilidades, se estabilizan vía 
el método PPP, sin embargo, desde un punto de vista conceptual, 
cualquier otra técnica de estabilización podría ser utilizada sin afectar 
el método de partición de dominios. 
• Mediante el problema de la membrana de Cook, se ha verificado que 
la convergencia del método no se ve afectada sustancialmente al 
particionar un dominio en subdominios, tanto para el caso de mallas 
coincidentes como para el de mallas no coincidentes. 
• Mediante el problema de la membrana de Cook, se demuestra que la 
desactivación del multiplicador de Lagrange de las presiones ( )pλ  no 
afecta la transferencia de información en desplazamientos ni la 
velocidad de convergencia del método, sin embargo, se concluye que 
para poder llevar a cabo correctamente la transferencia de la variable 
presión entre subdominios, es necesario activar sobre la interfaz, el 
multiplicador de Lagrange de las presiones sin importar la 
discretización que se escoja. 
• Se verificó, que para llevar a cabo simulaciones con formulaciones 
mixtas desplazamiento-presión con subdominios flotantes, no hace 
falta incorporar ninguna componente adicional a la estrategia 
propuesta para suprimir los movimientos de sólido rígido, con lo cual, 
el cálculo de la pseudoinversa de la matriz, es exactamente el mismo 
que para formulaciones irreducibles en desplazamientos. 
• Se demostró, mediante el test de conformado de un cilindro, la 
eficacia de las ecuaciones propuestas para la transferencia de la 
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variable temperatura a través de la interfaz y de la incorporación del 
multiplicador de Lagrange de la temperatura ( )θλ  dentro de cada una 
de las parcelas triangulares. 
• Se demostró, que incluso en problemas de conformado de metales en 
donde el material sufre altos niveles de deformación plástica, la 
técnica propuesta de partición de dominios consigue obtener 
resultados comparables en robustez y precisión con simulaciones 
numéricas monolíticas en las cuales no se ha llevado a cabo la 
partición de dominios. 
• Se ha demostrado, que en simulaciones de problemas 
termomecánicos acoplados, los subdominios sin condiciones de 
contorno térmicas, no ameritan ninguna estrategia adicional para la 
inversión de la matriz rigidez θθK , siempre y cuando el término 
transitorio en el balance de energía no sea nulo.  
 
5.3 Aportaciones 
• Se ha extendido el “contact-domain method” (Oliver, y otros, 2009), 
al caso de análisis de descomposición de dominios. 
• Se ha propuesto, implementado y validado una estrategia para el 
cálculo de la pseudoinversa de la matriz de rigidez de los 
subdominios flotantes, poco invasiva a nivel de implementación y de 
bajo coste computacional, garantizando que no se rompa con las 
características de matriz dispersa que posee intrínsecamente la matriz 
de rigidez de cada subdominio.  
• Se han propuesto, implementado y validado las ecuaciones para llevar 
a cabo  la transferencia de la variable presión a través de la interfaz, 
con la finalidad de abordar simulaciones numéricas particionadas en 
subdominios, de problemas incompresibles que ameriten el uso de 
elementos mixtos desplazamiento-presión. 
• Se han propuesto, implementado y validado las ecuaciones para la 
transferencia de la variable temperatura en simulaciones numéricas de 
problemas termomecánicos acoplados particionadas en subdominios, 
en donde el modelo constitutivo del material y la variable temperatura 
se encuentran constantemente relacionados a lo largo de todo el 
proceso de conformado del material. 
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• En las ecuaciones de las restricciones, para la transferencia de la 
variable presión y de la variable temperatura, se propusieron, 
implementaron y validaron, los términos adicionales de estabilización 
de tipo consistente, motivados en ambos casos,  por la identificación 
de los multiplicadores de Lagrange pλ  y θλ  en las ecuaciones de 
Euler Lagrange, definiéndose de forma adecuada los respectivos 
parámetros de estabilización pτ  y θτ . 
5.4 Líneas Futuras de Investigación 
 Las siguientes líneas futuras de investigación pueden tener como 
punto de partida, el presente trabajo: 
• Utilización del método con estrategias de cálculo paralelo, 
que incorpore el uso de algoritmos iterativos para la solución 
de los multiplicadores de Lagrange. 
• Extensión de la técnica propuesta a elementos finitos no 
triangulares. 
• Extensión de la técnica propuesta, para la realización de  
simulaciones numéricas en tres dimensiones (3D). 
• Aplicación a problemas de tipo multifísica (fuído-estructura). 
• Utilización de la técnica propuesta en simulaciones 
numéricas con elementos finitos distintos en cada uno de los 
subdominios. 
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