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2. PALABRAS CLAVE Y LISTADO DE ACRÓNIMOS 
Centro de Operaciones de Seguridad (SOC): Centro de seguridad informática que previene, 
detecta y monitoriza la seguridad en las redes y en Internet.

Centro de Procesamiento de Datos (CPD): Espacio dónde se almacenan los recursos 
informáticos necesarios para el procesamiento de la información. También son conocidos como 
servidores. 
Ciberseguridad: Área relacionada con la informática y la telemática que se centra en la 
protección de la infraestructura computacional, de la información contenida en una computadora 
y en la información circulante entre las redes de computadoras.

Cloud computing: La computación en la nube es un paradigma que permite ofrecer servicios de 
computación a través de Internet.

Deep learning: Es el proceso de aprendizaje automático, que mediante algoritmos de alto nivel, 
intenta comportarse de la manera en la que lo hacen las redes neuronales del ser humano. Se 
trata de un tipo de inteligencia artificial algo más sofisticada que el Machine Learning.

Domain Name Server (DNS): El sistema DNS permite traducir un dominio textual a su 
equivalente numérico. Se trata de un sistema crucial en las comunicaciones en Internet, sin el 
cual no funcionarían los nombres de dominio. 
Esquema Nacional de Seguridad (ENS): Documento de la Administración Electrónica Española 
que tiene como fin, establecer las políticas de seguridad en la utilización de medios electrónicos. 
Está constituido por una serie de normas y principios básicos que permita una protección de la 
información.

Eventos Por Segundo (EPS): Eventos por segundo que procesa un sistema. Es una medida 
habitual en el mundo industrial y más concretamente en los procesos en los que un sistema 
gestiona una gran cantidad de eventos en un periodo de tiempo determinado. 
Firmware: Conjunto de instrucciones de un programa informático las cuales fijan la lógica 
primaria del dispositivo.

Hardware: Conjunto de elementos físicos que constituyen una computadora o un sistema 
informático.

Industria 4.0: Cuarta etapa de evolución tecnológica basada en tecnologías tales como el 
Internet de las Cosas, los sistemas ciberfísicos y el tráfico de información.

Inteligencia artificial: La inteligencia artificial busca el que un proceso pueda llegar a ser 
inteligente, es decir, que no haya de ser programado para realizar dichas acciones. Esto se 
consigue mediante la elaboración de árboles de decisiones. A partir de las decisiones tomadas se 
elaboran códigos de respuesta  con el objetivo de predecir acontecimientos.

Internet de las Cosas (IoT): Paradigma tecnológico basado en la interconexión digital de objetos 
cotidianos con Internet. 

Log: Grabación secuencial en un archivo o en una base de datos de todos los eventos que 
afectan a un proceso determinado.

Machine learning: Son los procesos mediante los cuales los computadores realizan acciones sin 
necesidad de ser programados para ello. La idea es que los algoritmos puedan ser abastecidos 
con datos e ir aprendiendo por cuenta propia para predecir lo que vaya a pasar a continuación.
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Modelo OSI (Open System Interconnection): Modelo de  interconexión de sistemas abiertos. Se 
trata de un modelo de referencia para los protocolos de red.

Hypertext Preprocessor (PHP):  Lenguaje de programación de código abierto y propósito 
general adecuado para el desarrollo web.  
PLC (Programmable Logic Controller): Un controlador lógico programable o autómata 
programable es una computadora utilizada para automatizar procesos electromecánicos. Son 
muy utilizados en las industrias y su funcionamiento se basa en la gestión de entradas y salidas. 
Reingeniería: Rediseño de los procesos operativos y estructuras organizacionales con el objetivo 
de lograr mejoras significativas en el desempeño de un proceso.

Seguridad de la información: Conjunto de medidas preventivas y reactivas con el objetivo de 
proteger la información  de una entidad. Se busca proteger la confidencialidad, la disponibilidad y 
la integridad de los datos. 
Sistemas ciberfísicos: Mecanismo controlado por algoritmos  que integra capacidades como la 
computación, el almacenamiento y la comunicación, con capacidades como el seguimiento y 
control de objetos en el mundo físico. 
Software: Conjunto de programas, rutinas y procesos lógicos que permiten a una computadora 
realizar determinadas tareas.

Tecnologías de la Información y la Comunicación (ITC): Áreas las cuales han revolucionado los 
procedimientos de transmisión de la información. La base de estas áreas de conocimiento se 
basan en la informática, la microelectrónica y las telecomunicaciones. El objetivo de las TICs es el 




	 Este trabajo de investigación se realiza con el objetivo de tanto de integrar y estudiar 
conceptos vistos a lo largo del grado, desde el punto de vista de la ciberseguridad, como de 
expandir conocimiento en dicho campo. Se comprende y se estudia la importancia y la 
metodología de trabajo de la seguridad de la información y de la ciberseguridad, con el 
objetivo de tener unos conocimientos previos y una visión global, enfocada tanto a estudios 
próximos, como al mundo laboral.

	 Para ello, se aborda un tema tan general como la ciberseguridad, desde una perspectiva 
enfocada al mundo de la industria y de la empresa. A lo largo de este trabajo, responderemos  a 
tres preguntas sobre las cuales se estructura el mismo. Estas tres preguntas son; ¿Cuál es el 
paradigma actual de la ciberseguridad en la industria?, ¿Cuales son los principales factores 
de riesgo y amenazas? y ¿Cómo se actúa frente dichas amenazas? 

	 A partir de este “esquema” de tres preguntas, se abre toda una serie de posibilidades 
para expandir conocimiento.

	 Para realizar este estudio es esencial entender como funciona un Centro de Operaciones 
de Seguridad desde dentro, pues se trata de un espacio desde el cual se detecta y se previene 
todo tipo de amenazas cibernéticas. Para ello, ha sido muy positiva la oportunidad de realizar 
prácticas en el Centro de Operaciones de Seguridad de la empresa tecnológica valenciana 
Sothis, desde donde he podido resolver de una manera clara las tres cuestiones planteadas 
anteriormente.

	 Los resultados tanto de mi periodo de prácticas hasta la fecha, como de mi Trabajo de Fin 
de Grado han sido muy positivos. He cumplido mi objetivo inicial con este trabajo y he asentado 
una base en sistemas, comunicaciones y ciberseguridad para mis estudios de postgrado, como 
para mi consiguiente estancia en la empresa.

4. PRÁCTICAS DE EMPRESA EN CIBERSEGURIDAD 
	 Sothis Tecnologías de la Información S.L. es una empresa valenciana que nace en 2008 
con el objetivo de ofrecer servicios relacionados con las tecnologías de la información. Cabe 
destacar, que es una de las mayores empresas de la sociedad de inversión Angels, perteneciente 
a Marina de Empresas e impulsada por Juan Roig, fundador de Mercadona.

ILUSTRACIÓN 1. OFICINAS DE SOTHIS EN MADRID. 
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	 Sothis está dividida en diversas unidades de trabajo; Servicios de la las Tecnologías de la 
Información y Comunicación Gestionados, Gestión de la Tecnología Industrial, Centro de Soporte 
de Aplicaciones y Seguridad Informática Gestionada. 

	 Dentro del área de Seguridad Informática Gestionada, Sothis dispone de un Centro de 
Operaciones de Seguridad, desde el cual se ofrece un servicio de monitorización destinado a 
empresas, el cual permite detectar en tiempo real las señales indicadoras de un posible 
ciberataque. El servicio de monitorización cuenta con las herramientas necesarias para ofrecer 
una correcta detección, identificación y neutralización de las amenazas que estas empresas 
pueden sufrir.	 

ILUSTRACIÓN 2. CENTRO DE OPERACIONES DE SEGURIDAD DE SOTHIS EN PATERNA. 
	 

	 Mi estancia en la empresa se divide en tres etapas:

	 La primera etapa, consta de los meses de Julio y Agosto, y está destinada a prácticas de 
empresa, en los cuales mis funciones serán las de analista de ciberseguridad, gestión de 
amenazas y alertas, y análisis de vulnerabilidades. En esta primera etapa, las prácticas se 
realizan por convenio con la universidad.

	 La segunda etapa, consta de los meses de Septiembre, Octubre y Noviembre, y está 
enfocada a formación. Durante este proceso, se forma al estudiante en áreas tales como; 
sistemas (mes de septiembre), comunicaciones (mes de octubre) y ciberseguridad (mes de 
noviembre), con el objetivo de incorporar a la empresa a estudiantes formados de cara al mundo 
laboral en dichos ámbitos, en los cuales se sustenta la ciberseguridad.

	 Una vez finalizada la formación, se incorpora al estudiante a la plantilla de Sothis como 
Ingeniero Junior con contrato indefinido.

	 Esta oferta laboral de prácticas de empresa (formación e incorporación en plantilla), es el 
proceso del que consta el Programa de Talento Halley, programa destinado a la formación de 
estudiantes de último año de grado o máster o que acaben de finalizar los mismos.

	 Respecto a los dos primeros dos meses de prácticas como becario en Sothis, me han 
hecho tener una visión global de la ciberseguridad y de la seguridad de la información en el 
ámbito industrial y empresarial. El carácter dual de mi aprendizaje, es decir, prácticas en empresa 
(práctico) por un lado y realización del trabajo de fin de grado (teórico) por otro lado, me han 
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permitido llegar a entender ciertos conceptos y cierta información, de una forma más clara, así 
como también, me ha permitido asentar bases de cara a la formación de los próximos meses. 

	 Sin duda es una oportunidad muy buena de dar el salto al mundo laboral, la cual 




ILUSTRACIÓN 3. PROCESO FORMATIVO DEL PROGRAMA HALLEY. 
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5. MEMORIA 
5.1 Industria 4.0 
5.1.1	 Paradigma actual de la Industria 4.0

	 El término Industria 4.0 fue acuñado y desarrollado principalmente en Alemania, y hace 
referencia a una nueva manera de organizar los medios de producción. En esta Cuarta 
Revolución Industrial, los procesos de producción precisan de una alta conectividad entre sus 
componentes para agilizar y optimizar procesos. Es necesaria la creación de nuevos procesos de 
fabricación inteligentes, capaces de ofrecer una mayor adaptabilidad a las necesidades y a los 
procesos de producción, así como una asignación más eficaz de los recursos.

	 Durante la Primera Revolución Industrial fue la máquina de vapor la insignia del cambio, 
así como también lo fue la consiguiente producción mecánica con esta energía de vapor y con 
energía hidráulica. La Segunda Revolución Industrial, estuvo caracterizada por la inclusión de la 
producción en serie en la línea de montaje, es decir, se dividían las tareas en subtareas, se 
especializaba al trabajador en una de ellas y así se obtenía una mayor productividad en muchos 
casos. En la Tercera Revolución Industrial, los protagonistas fueron los sistemas electrónicos, los 
sistemas robotizados  y los sistemas de la tecnología de la información, automatizando a gran 
escala muchas industrias como lo fue la automovilística y suprimiendo las líneas de montaje de la 
Tercera Revolución Industrial. Por último, la Cuarta Revolución Industrial se basa en los sistemas 
ciberfísicos con las tecnologías 4.0 y en el trato de los datos transferidos en Internet.

	 En esta nueva etapa, las Tecnologías de las Comunicaciones y de la Información 
cobran una mayor importancia y su relevancia en la industria se hace aún mayor.

ILUSTRACIÓN 4. EVOLUCIÓN DE LA INDUSTRIA. 
5.1.2	 Internet de las Cosas (IoT) en la Industria 4.0 
	 El conocido como Internet de las Cosas es uno de los principales factores en el 
desarrollo comunicativo en la industria hoy en día. Con el concepto de Industria 4.0 
extendiéndose por todo el mundo a pasos agigantados, cabe analizar cómo de conectados están 
el Internet de las Cosas con este nuevo tipo de industria inteligente.

	 El concepto de Internet de las Cosas data de 1999 y fue acuñado por Kevin Ashton, un 
tecnólogo visionario y experto en transformación digital británico. Objetos físicos se vuelven 
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“inteligentes” al ser conectados a través de Internet utilizando sensores. Un factor que en el 
futuro iba a llevar gradualmente a la sustitución de los ordenadores convencionales e iba a traer 




	 Las interacciones de sistemas y dispositivos pueden verse actualmente. Como ejemplo 
claro tenemos la industria del automóvil. La inclusión del coche inteligente o coche conectado en 
nuestras vidas, faculta una conexión del vehículo a Internet que permite establecer una 
comunicación en tiempo real en todo tipo de situaciones; advertencias por tráfico, sistemas de 
navegación o realización de llamadas de emergencia en caso de accidente. 

ILUSTRACIÓN 5. INTERNET DE LAS COSAS. 
	 El Internet de las Cosas no solo va a tener efecto en la vida cotidiana, sino que también lo 
tendrá en el ámbito industrial. Será en este último en el que nos vayamos a centrar. Este 
concepto de conexión global, sin duda supone un antes y un después en la manera de entender 
la tecnología.

	 Es muy común pensar que aparatos tan cotidianos como un sistema de iluminación de 
nuestra empresa o el termostato del Centro de Procesamiento de Datos de la misma no 
requieran ciberseguridad, pero no es así. Aunque a simple vista, esta clase dispositivos no 
parezcan demasiado peligrosos desde el punto de vista de la seguridad informática, al estar 
conectados a Internet pueden verse comprometidos. Además, este tipo de dispositivos no suele 
contar con los mecanismos de seguridad que otros dispositivos como ordenadores, tabletas o 
móviles pueden incluir en sus sistemas operativos. Entre dichos mecanismos encontramos la 
posibilidad de configuración de usuarios y contraseñas de acceso, las actualizaciones de 
seguridad (de software o de firmware), el cifrado de las comunicaciones o ciertas políticas que 
obliguen al cambio de contraseñas de acceso al dispositivo.

	 Esta problemática es debida a la necesidad por parte del fabricante de que sus 
dispositivos sean fáciles y rápidos de instalar. Prima la rapidez de configuración antes que la 
seguridad. Como consecuencia, los ciberdelincuentes tratan de conocer y explotar estas 
carencias, utilizándolas como puntos de entrada a redes corporativas. Esto puede traer 
consigo importantes consecuencias para la integridad y para la seguridad de la información de 
nuestros datos y nuestra información en la empresa.

	 Es por ello, que debemos ser conscientes de las múltiples posibilidades que rodean a 
todo tipo de dispositivos conectados a Internet y comprender el riesgo que ello conlleva, para 
poder tomar las medidas necesarias que garanticen la seguridad del dispositivo.
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5.1.3	 Fog Computing: Nuevo paradigma Cloud

	 El Internet de las Cosas está cambiado a pasos agigantados el paradigma tecnológico 
alrededor del mundo, como hemos visto anteriormente. En esta Cuarta Revolución Industrial, el 
Internet de las Cosas ocupa un lugar central como la tecnología que la hará posible. Dentro de 
este concepto de “Industria Inteligente”, una planta industrial completamente conectada podría 
generar diariamente volúmenes enormes de información que con la tecnología actual no 
podría ser procesada ni en la nube ni de forma centralizada.

ILUSTRACIÓN 6. FOG COMPUTING. 
	 La Computación en la Niebla o Fog Computing, es un elemento diferenciador en esta 
nueva Industria Inteligente, ya que propone diversas soluciones a la problemática que acompaña 
a la implantación total del IoT. Fog Computing es el nombre por el cual se conoce a la tecnología 
Cloud por la cual los datos que generan los dispositivos no se cargan directamente en la nube, 
sino que primero se preparan en centros de datos descentralizados más pequeños. El objetivo de 
esta computación en niebla es acortar las vías de comunicación entre la nube y los diferentes 




	 Como ejemplo podemos pensar en un coche inteligente y en un semáforo con conexión a 
Internet. Será mucho más sencillo conocer el estado del semáforo con una conexión directa entre 
este y el coche, que teniendo que compartir en la nube el estado del propio semáforo, para que el 
coche capte esa información y luego la interprete.

	 Su principal diferencia respecto la tecnología Cloud convencional es el lugar por donde se 
accede a los recursos y se procesan los datos. Es decir, mientras que la tecnología en la nube se 
basa en centros de datos centralizados, en la tecnología en la niebla, los servidores backend 
son los que suministran recursos como pueden ser la potencia de procesamiento y la memoria, 
los cuales son utilizados por los clientes a través de la red. La comunicación tiene lugar entre dos 
o más terminales siempre mediante un servidor en un segundo plano. La Computación en Niebla, 
apoyándose en el procesamiento de los datos cerca de la fuente logra reducir el tráfico de datos 
frente a la computación en la nube.

	 Pero como todas las tecnologías, también tiene algunos inconvenientes. Si bien es cierto 
que uno de los puntos fuertes de la nube es la seguridad y el control sobre los datos, en el Fog 
Computing se procesa y se almacena una gran cantidad de estos datos en el punto de origen, lo 
cual genera algunas dudas. Otro aspecto a tener en cuenta es la transmisión de solo un resumen 
de la información, es decir, no se transmite la totalidad de los datos. Es por ello que se reduce la 
visibilidad de lo que sucede realmente. Sería como si de una encuesta tuviéramos un resumen 
final de los resultados, pero no los datos en bruto para poder saber si el proceso de cálculo ha 
sido correcto o no lo ha sido. Pese a estos inconvenientes, bien es cierto que los puntos a favor 
compensan los puntos en contra, y por ahora y tal como está planteado, parece ser la única 
manera de procesar y transmitir la cantidad de datos que en los próximos años se va a generar.
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5.1.4	 Protocolos de comunicación industriales

(Los protocolos estudiados en este apartado no serán explicados en el listado de palabras clave y 
acrónimos, pues el conocimiento de los mismos no es de especial importancia dentro del trabajo. 
Es por ello que se nombrarán la primera vez que aparezcan con el objetivo de que nos hagamos 
una idea de la función que estos tienen) 
	 En telecomunicaciones se entienden los protocolos como sistemas de reglas a través de 
las cuales permitimos que dos o más entidades que forman parte de un sistema de 
comunicación, puedan comunicarse entre sí, para transmitir información a través de variaciones 
en magnitudes físicas. Un protocolo se puede implementar por hardware, por software o por una 
combinación de ambos.

	 El objetivo final de los protocolos de comunicación es por lo tanto, regir y controlar la 
comunicación previa a la hora de compartir datos en una red. De acuerdo a esta 
comunicación, se permitirá o no el compartir dichos datos. Algunos de los protocolos más 
utilizados en la industria a día de hoy son los siguientes:

5.1.4.1 AMQP (Advanced Message Queuing Protocol) 
	 Protocolo de nivel 7 del Modelo OSI, destinado a aplicaciones distribuidas, que soporta 
comunicaciones punto-a-punto, así como de tipo publicación/suscripción. Este protocolo es 
originario del sector de servicios financieros y además, tiene presencia en ámbitos de las 
tecnologías de la información y en el sector industria. El protocolo AMQP ofrece un modelo 
robusto de comunicaciones que soporta transacciones y que puede garantizarlas de forma 
completa. La seguridad de este protocolo se basa en la autenticación y cifrado mediante SASL 
(Simple Authentication and Security Layer) o TLS (Transport Layer Security).

5.1.4.2 CoAP (Constrained Application Protocol) 
	 Protocolo creado por IETF (Internet Engineering Task Force) para proveer la compatibilidad 
de HTTP con una mínima carga. Se trata de un protocolo cliente/servidor, similar a HTTP 
(Hypertext Transfer Protocol) pero utilizando UDP/multicast en lugar de TCP (Transmission Control 
Protocol). Respecto a la seguridad del protocolo CoAP (Constrained Application Protocol), se 
utiliza DTLS (Datagram Transport Layer Security), que consiste en aplicar seguridad en la capa de 
transporte de datos, para proteger las comunicaciones.

5.1.4.3 DDS (Data Distribution Service) 
	 Protocolo de tipo publicación/suscripción concebido para sistemas de tiempo real. Se 
trata de un estándar abierto y descentralizado. La comunicación entre los nodos de DDS (Data 
Distribution Service) es de tipo punto a punto, a través de UDP (User Datagram Protocol)/
multicast. El protocolo DDS es una buena opción para aplicaciones que requieren intercambio de 
datos en tiempo real; control del tráfico aéreo, gestión de redes inteligentes, robótica o vehículos 
autónomos. Este protocolo ofrece seguridad a través de TLS, DTSL y DDS.

5.1.4.4 HTTP (REST/JSON) 
	 Se trata de un un protocolo de código abierto, por lo cual es muy accesible. Posee 
numerosas librerías. Se suele utilizar para enviar grandes cantidades de información, como 
pueden ser lecturas de sensores minuto a minuto, aunque no es recomendable en el caso de que 
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las lecturas de la información se hagan en periodos del orden de milisegundos. Tampoco es 
efectivo para enviar información de vídeo. Se utiliza el protocolo criptográfico SSL (Secure 
Sockets Layer)/TLS sobre el protocolo HTTP para asegurar la información transmitida, aunque el 
método más seguro consiste en incluir en el dispositivo IoT solo un cliente HTTP (no un servidor 
HTTP), de manera que el dispositivo pueda iniciar conexiones a un servidor web, pero sin ser 
capaz de recibir solicitudes de conexión.

5.1.4.5 MQTT (Message Queuing Telemetry Transport) 
	 Protocolo de tipo publicación/suscripción de nivel de aplicación que consta de una 
versión para redes no basadas en TCP/IP denominada MQTT-SN (Message Queue Telemetry 
Transport for Sensor Networks). Es uno de los protocolos más utilizados en IT, IoT y OT, en 
aplicaciones como Messenger (Facebook) o MS Azure IoT hub. Es recomendable usarlo con TLS 
para así asegurar las comunicaciones en su versión sobre TCP y los mecanismos propios 
compatibles de comunicaciones no basadas en TCP/IP.

5.1.4.6 OPC UA (OLE for Process Control Unfined Architecture) 
	 Protocolo estándar de nueva generación creado a partir del OPC, protocolo conocido por 
proveer una interfaz estándar para establecer comunicación con los PLC. OPC UA se caracteriza 
por ser un protocolo cliente/servidor multiplataforma, donde los cliente pueden conectarse, 
navegar, leer y escribir al equipamiento industrial. Este protocolo implementa medidas de 
seguridad para las comunicaciones como lo son la autenticación y autorización, cifrado e 
integridad de datos mediante firmas.

5.1.4.7 XMPP (Extensible Messaging and Presence Protocol) 
	 Protocolo abierto, escalarle y descentralizado basado en XML (eXtensible Markup 
Language), diseñado para mensajería instantánea. Es un protocolo adaptable y sencillo con 
características de XML heredadas por el protocolo XMPP. Este protocolo posee robustos 
sistemas de seguridad como SASL y TLS.

5.2. Ciberseguridad en la Industria: Amenazas 
5.2.1	 Introducción y situación actual

	 La alta conectividad requerida en el paradigma de la Industria 4.0, así como la necesidad 
de una conexión global mediante Internet en el ámbito laboral, ha provocado la introducción de 
sistemas más abiertos y de propósito general, como los utilizados en las TIC (Tecnologías de la 
Información y Comunicación). 

	 Es habitual hoy en día ver en sistemas de control industrial, una conectividad asentada 
sobre TCP/IP y Ethernet o el uso de sistemas inalámbricos estandarizados. Todos estos 
protocolos han sido desarrollados y analizados, para conseguir el nivel de madurez y fiabilidad 




ILUSTRACIÓN 7. INDUSTRIA 4.0. 
	 Las nuevas facilidades de comunicación son más que evidentes, pero también traen 
consigo algunos inconvenientes, principalmente el incremento de visibilidad de los datos 
transferidos y su exposición a determinados riesgos, los cuales han de ser correctamente 
gestionados. Es por ello que la Industria 4.0 abre un gran abanico de posibilidades, pero también 
trae consigo una serie de riesgos caracterizadas principalmente por exponer a los sistemas 
informáticos a un nuevo escenario donde las amenazas son mucho más abundantes.

	 Cierto es que al hablar de ciberseguridad, la principal amenaza suele ser el robo, la 
visualización o la encriptación de datos, y es que la mayoría de los ataques están relacionados 
con el tráfico y el trato de los datos (como veremos más adelante), pero también cabe hacer 
mención a los ataques a niveles físicos o lógicos. Es decir, ataques tanto a sensores y actuadores 
como a demás elementos que puedan tener acción directa sobre las infraestructuras físicas de la 
propia empresa o instalación, y que por tanto puedan dañar a esta a nivel físico.

	 Es habitual, en el mundo de la industria, encontrarnos con ciertos problemas en el ámbito 
de la seguridad informática. Muchos de ellos son debidos a problemas como:

• Falta de protección: Se tiende a dejar contraseñas por defecto en los dispositivos o software 
para simplificar el acceso y la administración, cuando lo recomendable es cambiarlas nada más 
tengamos acceso, así como cambiarlas de una manera periódica. Es recomendable combinar 
caracteres alfanuméricos e intentar dejar de lado contraseñas convencionales o fáciles de 
adivinar.

• Software obsoleto: En entornos industriales es habitual no tener en cuenta actualizaciones o 
en muchos casos es complicado aplicarlas. En ciberseguridad industrial se utilizan PLC’s con 
los que se ha hecho una reingeniería, no del todo efectiva, con el objetivo de adaptar viejos 
entornos industriales a las nuevas tecnologías. Estos entornos industriales pueden ser 
fácilmente “hackeados" debido a su bajo nivel de seguridad.

• Falta de herramientas de seguridad: En muchos casos no se disponen de soluciones óptimas 
para proteger los sistemas. Es por ello una buena medida de prevención la ayuda de un entorno 
que pueda ofrecer soluciones a los problemas de seguridad que puedan surgir.

• Código no seguro: Los fabricantes no siempre revisan el código de sus aplicaciones y 
sistemas. Esto los hace más vulnerables. Es una buena práctica hacer robusto el código que 
vamos a utilizar.

• Falta de concienciación: Debido a esta falta de concienciación en el ámbito de la seguridad 
informática es necesario un proceso de información, formación y concienciación en el ámbito 
laboral, tanto en el entorno industrial como en el empresarial.
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5.2.2	 Tipos de ciberseguridad: Introducción

	 En lo que a seguridad informática se refiere, conviene distinguir entre los distintos tipos 
que existen: la seguridad de red, diseñada para proteger y preservar la integridad de los datos 
de nuestra red, la seguridad de software, la cual tiene como objetivo proteger el software contra 
ataques maliciosos y otros riesgos semejantes, y la seguridad de hardware, referida a la 
protección de objetos frente a intromisiones provocadas mediante el uso del hardware.

	 Es por ello necesario que las empresas que utilizan internet de alguna forma, tengan el 
control de la seguridad tanto de red como en sus equipos (hardware) y aplicaciones (software) 
para no recibir ningún ataque o robo de información. Para cada tipo de seguridad informática 
existirá un tipo de amenaza ligada a ella; amenazas de red, amenazas de software y amenazas 
de hardware. Adicionalmente cabe destacar un cuarto tipo de seguridad informática, la cual 
puede verse como una variante de la seguridad de hardware. Esta es la seguridad de 
infraestructuras físicas, la cual podemos entender cómo la encargada de proteger las propias 
infraestructuras físicas de la empresa de amenazas que puedan dañarlas directamente.

	 Haciendo uso de estos cuatro tipos de seguridad informática de forma combinada, 
protegeremos de una manera óptima nuestro hardware y software, así como nuestros datos de 
red y nuestra propia empresa de ataques maliciosos y ciberamenazas. En adición, podemos 
dividir las amenazas en amenazas internas, las cuales son causadas por los propios empleados, 
normalmente sin tener malas intenciones y en amenazas externas, las cuales provienen desde el 
exterior. 

	 Las amenazas internas, se caracterizan por ser en gran medida errores o malas decisiones 
cometidas por empleados que interactúan con el propio sistema, es por ello necesario una buena 
formación y capacitación por parte de los mismos. De esta misma manera también son 
amenazas internas cualquier elemento mal configurado que pueda llegar a utilizarse como 
entrada a personas ajenas al sistema o a facilitar el acceso al mismo. El principal mecanismo 
dentro de las amenazas internas es la ingeniería social, la cual explicaremos más adelante, o 
simplemente la mala praxis en algunas ocasiones de los propios empleados.

	 Las amenazas externas, por otro lado, provienen desde el exterior y sin ninguna 
intervención directa por parte de los propios empleados, los cuales tendrán que hacer frente a 
ellas. Se presenten frecuentemente en forma de ataque informático. Estos ataques provocan 
cuantiosas pérdidas en las empresas. Según el Instituto Nacional de Ciberseguridad (INCIBE), los 
gastos económicos medios respecto a los incidentes de ciberseguridad más comunes en pymes 
son los siguientes:

• Ciberespionaje: 62.678 €

• Intrusión en la red de la empresa: 61.768 €

• Dos (Denegación de Servicio): 48.122 €

• Phishing (Suplantación de la identidad): 43.583 €

• Vulnerabilidades en el software: 38.130 €

• Fuga de información: 29.988 €





ILUSTRACIÓN 8. CIBERDELICUENCIA. 
	 A continuación analizaremos en detalle cada uno de los tipos de seguridad informática 
anteriormente numerados, así como las principales amenazas informáticas que se afrontan en 
la industria a día de hoy. Para tener una visión global de de los ciberincidentes existentes, 
haremos uso de la tabla de clasificación de ciberincidentes de la Guía de Seguridad de las TIC 
CCN-STIC 817 del Esquema Nacional de Seguridad (ENS). Dicha tabla clasifica los 

















ILUSTRACIÓN 9. CLASIFICACIÓN DE LOS CIBERINCIDENTES. 
	 A lo largo del punto siguiente 2.3. Tipos de ciberseguridad: Amenazas en la industria 
se explicarán brevemente los tipos de ciberincidentes más recurrentes en el mundo de la 
industria y de la empresa a día de hoy. Se explicarán, siguiendo el orden anterior, muchos de los 
ciberincidentes que hemos visto en este punto, pero no todos, haciendo especial hincapié en los 
más importantes.

5.2.3	 Tipos de ciberseguridad: Amenazas en la industria

5.2.3.1 Seguridad de red 
	 En el mundo de la industria, la seguridad de red previene y protege contra intrusiones no 
autorizadas en redes corporativas. Este primer tipo de seguridad informática complementa la 
seguridad del punto final, la cual se centra en dispositivos individuales, y se centra en cómo 
interactúan los dispositivos entre ellos y en el tejido conectivos que estos presentan. 
Básicamente, la seguridad de red tiene como objetivo evitar que personas no autorizadas entren 
en su red ni tampoco puedan llegar a ver, robar, o manejar información que mediante ella se 
transmite.

	 Algunas de las amenazas más comunes para la red son el malware, los ataques de 
denegación de servicio, el phishing o los sniﬀers. A continuación analizaremos las amenazas más 
importantes en la industria a día de hoy.

5.2.3.1.1 Código dañino 
	 El código dañino o malware (Malicious Software), tiene como función principal introducirse 
en un equipo informático con el objetivo de dañarlo. Los tipos de malware más comunes son:

	 Virus: Se caracteriza por permanecer inactivo hasta que el usuario lo ejecuta. Es en este 
momento cuando el virus comienza a expandirse por el sistema, infectando los archivos que en él 
se encuentran. Los virus atacan principalmente a los sistemas operativos más utilizados, como lo 
son Windows, en computadoras, y Android, en dispositivos móviles. Sin embargo, otros sistemas 
operativos como iOS, en dispositivos móviles iPhone, o Mac OS, en computadoras Mac, no están 
exentos de virus.

	 Gusanos: Tienen una función similar al virus, es decir, tienen como fin último infectar los 
archivos del equipo. La característica que los diferencia respecto a los virus, es que estos se 
extienden sin la necesidad de se ejecutados por el usuario.
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	 Troyano: Los troyanos suelen mostrar la apariencia de un programa fiable, pero en 
realidad esconden en su código otro tipo de malware que es instalado automáticamente con el 
objetivo de tomar el control e infectar el equipo. Normalmente, mediante ingeniería social se 
engaña al usuario para que ejecuten los troyanos en sus sistemas. Una vez ejecutados, permiten 
a los cibercriminales espiarte, robarte información confidencial y obtener acceso a tu sistema. A 
diferencia de los Virus y de los Gusanos, los Troyanos no pueden multiplicarse. Los troyanos 




ILUSTRACIÓN 10. TROYANO. 
	 Keylogger: Son capaces de registrar cada pulsación del teclado, guardando de esta 
manera la información que se introduzca por teclado, habitualmente en un archivo de texto y sin 
el permiso ni conocimiento del usuario. Este malware es muy utilizado en el robo de credenciales. 
Por norma general, los keylogger son spywares malicioso utilizado para capturar información 
confidencial de una manera directa. Los keyloggers pueden residir en el sistema operativo del 
equipo, en el nivel API del teclado, en la memoria del sistema o en el propio kernel. En diversas 
ocasiones, los keylogger pueden ser clasificados como Ingeniería Social (concepto explicado 
más adelante).	

	 Spyware: Se trata de software espía utilizado por hackers que recopilan información de 
una computadora, para después transmitirla a una entidad externa sin el conocimiento del 
propietario del computador. El objetivo principal suele ser el robo de información. El problema 
principal es el robo de información personal y el segundo, y más común, es el daño que el propio 
spyware puede hacer a tu ordenador. El spyware puede consumir una gran cantidad de recursos 
del ordenador, lo que provoca que se ejecute de una manera costosa. También puede provocar 
retrasos entre aplicaciones, sobrecargas del ordenador o bloqueos frecuentes del sistema.

	 Uno de los spywares más comunes es el ataque de intermediario o Man in the Middle 
(MITM) consiste en introducirse en la comunicación de red establecida entre dos equipos, con 
el objetivo de interceptar los datos que circulen entre ambos equipos.

	 Para este tipo de ataque se necesitan por lo menos dos máquinas víctima, que en el 
sector industrial, bien podrían ser el servidor y el equipo de red de la propia empresa. En el 
sector doméstico podría ser el router Wi-Fi de la víctima y su equipo informático, además de 
nuestros propio equipo, aunque nos centraremos en el enfoque industrial.
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 ILUSTRACIÓN 11. MAN IN THE MIDDLE (MITM). 
	 Los ataques Man in the Middle son ataques muy efectivos y a su vez muy difíciles de 
detectar por el usuario, el cual no es consciente de el robo de información en ningún momento.

	 Adware: Este tipo de malware se encarga de mostrar publicidad al usuario a través de 
banners, pop-us o nuevas ventanas en el explorador. Son programas diseñados para reproducir 
publicidad en tu ordenador, redirigirte a sitios web publicitarios y a su vez recopilar información 
sobre los gustos del usuario. El adware recopila datos con tu consentimiento, a diferencia de los 
spywares o los troyanos, los cuales lo hacen sin tu permiso.

Ransomware: Es uno de los tipos de ataque más comunes en la actualidad. Se basa en 
el cifrado de datos, restringiendo el acceso a los archivos al propietario de los mismos, para 
posteriormente pedir un pago por el rescate de estos datos. Este tipo de malware tiene la 
capacidad de bloquear la pantalla de una computadora y de cifrar archivos mediante una 
contraseña habitualmente casi imposible de averiguar. Los pagos suelen hacerse a través de 
criptomonedas, para evitar dejar rastro de la transacción.

Rootkit: Se trata de una herramienta que se utiliza para ocultar actividades ilegítimas en 
un sistema informático. Una vez instalado (sin autorización), permite al atacante actuar en calidad 
de administrador del equipo infectado de una manera imperceptible para el usuario. De esta 
manera, el atacante toma posesión del sistema informático.

	 Remote Access Tools (RAT): Las herramientas de acceso remoto permiten a un 
“operador” controlar de una manera remota un sistema como si tuviese acceso físico al mismo. 
Los RAT tienen usos legales, pese a ello este tipo de software es utilizado habitualmente para 
realizar ataques informáticos o actividades dañinas. En estos casos, el malware se instala sin el 
conocimiento de la víctima, ocultando frecuentemente un troyano.

5.2.3.1.2 Disponibilidad 
	 Denegación de servicio (DoS) y Denegación Distribuida de Servicio (DDoS): Los 
ataques DoS y DDoS, son dos de la técnicas más empleadas por los hackers para atacar 
sistemas informáticos. Plataformas como PlayStation Network, Blizzard o Xbox Live han sido 
víctimas de este tipo de ataques, los cuales han provocado pérdidas millonarias. En ambos 
casos, el objetivo principal es lograr que el servidor deniegue el acceso a contenido a los 
usuarios del servidor debido a una saturación de la red.
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ILUSTRACIÓN 12. DENEGACIÓN DISTRIBUIDA DE SERVICIO (DDOS). 
	 Los ataques DoS (Denial of Service) consisten en generar una cantidad masiva de 
peticiones al servidor, con el objetivo de provocar una una sobrecarga del mismo, y por 
consiguiente, la alteración del servicio a los usuarios de propio servidor. Estos ataques, son 
relativamente sencillos de detener, pues tan solo con identificar la dirección IP del ordenador que 
está realizando las peticiones al servidor, podremos bloquear el acceso al propio servidor. Al 
bloquear el acceso a dicho ordenador mediante su IP, la sobrecarga desaparece y se puede 
restablecer el servicio a los usuarios del servidor.

	 Por otro lado, los ataques DDoS (Distributed Denial of Service) son algo más complejos de 
detener, pues son varios los ordenadores que realizan estas llamadas de acceso al servidor, cada 
uno con su respectiva dirección IP. Es frecuente que los ataques DDoS se realicen desde 
ordenadores personales infectados por un determinado malware que permita al atacante hacer 
uso del mismo para realizar ataques a objetivos determinados.

	 Se forma de esta manera una red de ordenadores controlados desde un punto central los 
cuales se encuentran realizando llamadas de forma masiva a servidores concretos con el objetivo 
de desestabilizarlos y producir una alteración en el servicio que prestan.

5.2.3.1.3 Código dañino 
	 Phishing: El phishing es uno de los métodos más habituales de obtención de información 
debido a su sencillez y a su efectividad. Mediante este método, los cibercriminales tratan de 
confundir al usuario para que revele información personal, como contraseñas, datos de tarjetas 
de crédito u otra información sensible. Se caracteriza por apoyarse en la ingeniería social, ya que 
tiene un alto componente de este tipo.
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	 El modo de operar del phishing es sencillo, puesto que no se requieren grandes 
conocimientos en redes o en programación. El usuario recibe un mensaje, normalmente a su 
cuenta personal de correo electrónico, por parte de una organización legítima que no le provoque 
rechazo en primera instancia. Sin embargo, este correo no será más que una mera falsificación 
(normalmente muy bien hecha), que tendrá como objetivo la validación o actualización de 
credenciales, sugiriendo validar la cuenta o hacerla más segura. Al introducir nuestros datos, 
estos serán accesibles para los ciberdelincuentes, lo que puede provocar el robo de su identidad, 
para posteriormente en la mayoría de los casos, hacer saltar un error con la introducción de las 
credenciales y redirigirnos a la página oficial, donde las volveremos a meter y no nos dará 
problema.

ILUSTRACIÓN 13. PHISHING. 
 
Existen diferentes medios mediante los cuales realizar ataques phishing. Los más 
habituales son:

	 Correo electrónico 
	 Se recibe un correo electrónico que simula ser una entidad u organismo suplantando a la 
entidad real, con el fin de obtener datos del destinatario o tratar de infectar con malware oculto 
contenido en archivos adjuntos. Algunas empresas solicitan a empresas de ciberseguridad la 
realización de campañas de phishing, las cuales tienen como objetivo comprobar la manera de 
actuar de los trabajadores frente a este tipo de ataques y posteriormente, concienciar a los 




ILUSTRACIÓN 14. PHISHING: CORREO ELECTRÓNICO. 
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SMS 
	 Se recibe un SMS o mensaje a través de alguna aplicación en la que se solicita 
información o se anuncia algún tipo de premio u oferta, los cuales suelen contener enlaces a 
páginas web fraudulentas. Normalmente se incluye un link a modo de “número de teléfono” con 
el objetivo de hacernos pinchar en él y redirigirnos al contenido deseado por el autor del propio 
phishing o en su defecto, ejecutar la descarga pertinente al link. Son muy habituales los phishing 




ILUSTRACIÓN 15. PHISHING: SMS. 
Llamada telefónica 
	 A través de una llamada telefónica, el emisor se hace pasar por otra persona o entidad 
con el objetivo de que se le facilite información o datos privados. Son numerosos los casos 
donde utilizando ingeniería social, una persona ajena a la entidad consigue extraer información 
confidencial a organismos como bancos. Este tipo de estafa es conocida como vishing, debido a 
la combinación de las palabras voice y phishing.

ILUSTRACIÓN 16. PHISHING: LLAMADA TELEFÓNICA. 
 28
Página web 
	 Se simula visualmente un portal web de una entidad oficial, como puede ser una red 
social, un banco o un servicio de pago, con el objetivo de recopilar la información que se 
introduzca en dicha web fraudulenta. Podemos, desde un punto de vista objetivo, categorizar una 
página web como fraudulenta o como segura, dependiendo de algunos factores. En primer lugar 
debemos cerciorarnos que la url sea la correcta. En el ejemplo que vamos a ver, podemos 
observar que la url es fraudulenta, además de no utilizar el protocolo HTTPS (Hypertext Transfer 
Protocol Secure). 

URL no segura: www.phishbook.com/ 
URL segura: https://facebook.com/ 
	 Que la url sea fraudulenta es el punto determinante para comprobar que la página web no 
es segura, pero además, también podemos ver otros indicativos de ello en la interfaz gráfica de la 
página. Por ejemplo podemos encontrarnos fallos ortográficos, errores gramaticales, 




ILUSTRACIÓN 17. PHISHING: PÁGINA WEB.. 
 
Ventanas emergentes en el navegador 
	 Se trata de ventanas que saltan al visitar determinados sitios web y que proporcionan 
ofertas, en la mayoría de caso surrealistas, donde es necesario introducir información personal. 




ILUSTRACIÓN 18. PHISHING: VENTANAS EMERGENTES EN EL NAVEGADOR. 
	 Ingeniería social: La ingeniería social basa su naturaleza en engañar a la gente para que 
revelen información personal como contraseñas o datos bancarios con el fin de poder acceder a 
su información personal o a su equipo informático. La ingeniería social es frecuentemente 
utilizada por ladrones y estafadores, ya que es mucho más sencillo engañar a alguien para que 
revele su información personal que vulnerar su seguridad. El punto más débil de cualquier cadena 
de seguridad son las personas, y es mediante ingeniería social como se pretende explotar este 
punto, en ocasiones apelando a la curiosidad, la avaricia, el altruismo o el temor a la autoridad de 
personas o grupos como lo son bancos u organismos gubernamentales.

	 Sniﬃng: Los sniﬀers se caracterizan por tener la capacidad de capturar paquetes de 
datos que se encuentran en circulación a través de las redes informáticas, así como de 
analizarlos y estudiarlos. Analizando la topología de la red y a través de ella basa su método de 
captura de información. Mediante ellos, se puede obtener información de los diferentes paquetes 
que se encuentran desplazándose por la red.

5.2.3.1.4 Intrusiones 
	 Inyección SQL: Se trata de un ataque contra un sitio o aplicación web en el que se añade 
código de Lenguaje de Consulta Estructurado o Structures Query Language (SQL) al campo de 
entrada de un formulario web con el fin de acceder a una cuenta o modificar datos.

	 Pharming: El pharming es la combinación de los términos phishing y farming, ya que se 
trata de un ataque similar al phishing en el que el tráfico de un sitio web es manipulado para tratar 
de robar información confidencial. Se trata de la explotación de una vulnerabilidad en el software 
de los servidores DNS (Domain Name Server) o bien en el equipo de los propios usuarios, que 
permite a un atacante informático redirigir un nombre de dominio (domain name) a otra máquina 
diferente.

	 Ataque de fuerza bruta: Se trata, como su propio nombre indica, de atacar por la fuerza 
a un servidor. Es un método orientado a la averiguación de contraseñas probando todas las 
combinaciones posibles hasta acertar. Es un ataque muy recurrente en el robo de contraseñas, ya 
que no es necesario tener amplios conocimientos de seguridad informática para su realización.

	 Inyección de Ficheros Remota: La inyección de ficheros remota (RFI) basa su 
funcionamiento en la capacidad de PHP de incluir archivos externos al propio servidor. Este tipo 
de ataque es posible gracias a los parámetros vulnerables del código PHP (Hypertext 
Preprocessor) en páginas web que hacen referencia a objetos externos sin filtrarlos. Solo se 
podrá realizar este tipo de ataque, por tanto, si la página web tiene código PHP, ya que mediante 
él se permite el enlace a archivos remotos, y que la programación del código contenga algún 






Suplantación: La suplantación consiste en que un hacker se haga pasar por otro 
dispositivo o por otro usuario de una red con el fin de robar datos o difundir malware. Los 
métodos más habituales de suplantación son; la suplantación de correo electrónico, la de IP y la 
de DNS. 
5.2.3.1.6 Contenido abusivo 
	 Spam (Correo basura): El spam es el mensaje no solicitado el cual tiene como objetivo el 
hacer publicidad de un servicio o producto. Se trata de la versión electrónica del “correo basura”. 
A día de hoy vamos a encontrar Spam en casi todos los lugares de la red, desde redes sociales 
hasta blogs.

	 Acoso/extorsión/mensajes ofensivos: Hace referencia a la utilización de 
comunicaciones electrónicas para acosar a alguien, normalmente utilizando un lenguaje con un 
tono despectivo, humillante, intimidatorio o amenazante. Cada año el “ciberacoso” o 
“cyberbullying” aumenta sus cifras considerablemente.

5.2.3.2 Seguridad de software 
	 La seguridad de software es la encargada de proteger las aplicaciones y el software de 
amenazas exteriores cómo los ataques maliciosos o los virus. El mecanismo más utilizado en 
este tipo de seguridad son los programas antivirus, los cuales están enfocados completamente a 
proteger nuestro software. Estos programas disponen de un archivo con varios tipos de virus 
diferentes que se va actualizando automáticamente y el cual es capaz de encontrar nuevos virus. 
La búsqueda de virus se realiza periódicamente en el propio equipo, y es también el usuario quién 
puede realizarla de forma manual cuando él mismo decida. Otros software también muy utilizados 
en la seguridad de software son: firewalls, filtros antispam y software para filtrar contenido no 
deseado.

	 Los defectos de estos tipos de software pueden presentar diversas ramificaciones de 
seguridad, como errores de implementación, desbordamientos de buﬀer, defectos de diseño o 
mal manejo de errores. Intrusos maliciosos pueden introducirse en nuestro sistema mediante la 
explotación de estos defectos de software.

	 Las aplicaciones que se vayan a utilizar en Internet presentan un riesgo de seguridad 
frente amenazas adicional, y es por ello que deben estar protegidas contra ataques, ya que estos 
son cada vez más frecuentes y se aprovecha cualquier debilidad de seguridad en el software para 
irrumpir en el sistema y obtener lo que se quiere.

5.2.3.3 Seguridad de red 
	 La seguridad de hardware protege a computadoras y a dispositivos físicos frente a 
intrusiones o amenazas. No solo tenemos que centrar nuestra atención en proteger la red y el 
software, sino que también se debe prestar atención a la parte física del sistema. Los métodos 
más utilizados van desde el manejo de cortafuegos (firewalls) hasta los servidores proxy. Existe 
un método basado en Módulos de Seguridad de Hardware (HSM) en el cual se utilizan claves 
criptográficas para el cifrado, descifrado y autenticación en los sistemas. Un HSM es un 
dispositivo criptográfico cuya función principal es la de almacenar y proteger claves 
criptográficas, además de acelerar el hardware para resolver operaciones criptográficas.

	 De entre los demás tipos de seguridad informática, los sistemas hardware son los que 
pueden presentar una seguridad más robusta, así como también servir como capa adicional de 
seguridad para los sistemas importantes. Pese a ello, también puede entrañar riesgos y 
amenazas para nuestro sistema informático. El aumento de la complejidad de los nuevos 
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firmwares ha dado lugar a la aparición de nuevas vulnerabilidades y exploits, los cuales se han 
convertido en serias amenazas para nuestro sistema. Muchas de estas amenazas, son en 
ocasiones no detectables para las soluciones de seguridad actuales y en algunas de ellas, al 
quedar el equipo infectado, este queda inutilizable.

	 Las vulnerabilidades de hardware más peligrosas son las que afectan a; la RAM, el disco 
duro, la interfaz USB, la interfaz Thunderbolt y la BIOS. A continuación las analizaremos una por 
una:

5.2.3.3.1 RAM (Random-Access Memory) 
	 La principal amenaza para el hardware es la seguridad de la DDR SDRAM (Double Data 
Synchronous Dynamic Random-Access Memory), la cual no se puede solucionar mediante 
parches de software. Una vulnerabilidad común para este tipo de memoria RAM es el 
denominado Rowhammer, el cual basa su funcionamiento en la cercanía, cada vez más notable, 
de los elementos de hardware soldados en el chip. Estos elementos empiezan a interferir unos 
con otros, lo que provoca que la memoria de su célula se active en cuanto se recibe un impulso 
eléctrico.

	 Para garantizar la seguridad, sólo el propio sistema operativo, puede cambiar ciertos 
bloques de la memoria RAM. Pero si el contenido de las células es modificado demasiado rápido 
o de una manera frecuente, el sistema acabará por fallar y de está manera se producirá un 
ataque. Los nuevos módulos de memoria basados en DDR4 y de “parity check” pueden hacer 
frente a este tipo de amenazas, pero en cambio, el resto de  ordenadores seguirán siendo 
vulnerables a ellos. La única solución, por tanto, es cambiar todos los módulos de la memoria 
RAM.

ILUSTRACIÓN 19. MEMORIA RAM. 
5.2.3.3.2 Disco duro 
	 El firmware encargado de controlar los discos duros contiene elementos que se pueden 
piratear, dañando el dispositivo hasta el punto de ser irreparable y siendo la manera más fiable de 
deshacerse del Malware destruir el propio disco duro. 

	 Sin embargo son ataques que resultan caros y de una alta complejidad, es por ello que los 




5.2.3.3.3 Interfaz usb 
	 BadUSB es una vulnerabilidad crítica referente a la interfaz USB. Permite inyectar un 
código malicioso en el controlador del USB y ningún antivirus va a ser capaz de detectarlo. 
Algunos expertos no ven factible la utilización de puertos USB a largo plazo debido a los 
problemas de seguridad que estos conllevan.

	 Un ejemplo de BadUSB podría ser un dispositivo que se hiciera pasar por otro diferente, 
como podría ser un teclado o un ratón, y que ejecute unas órdenes programadas previamente por 
el atacante. Y es que al ser conectado este usb a nuestro ordenador o dispositivo, podrá ejecutar 
comandos en el terminal, instalar puertas traseras para acceder posteriormente al dispositivo, 
robar credenciales y otras acciones peligrosas para el sistema.

5.2.3.3.4 BIOS 
	 Una vulnerabilidad de la Interfaz Extensible de Firmware (UEFI) permite sobrescribir sobre 
la BIOS sin que podamos hacer nada al respecto.

5.2.3.4 Seguridad de infraestructuras físicas 
	 Podríamos considerar la seguridad de infraestructuras físicas como un tipo de 
seguridad de hardware, ya que su fin último se consigue a través de atacar al hardware de la 
empresa. Pese a ello, es interesante tratarla por separado, pues no se suele tener muy en cuenta 
cuando hablamos de amenazas informáticas, pero sus consecuencias pueden ser fatales.

	 El método de operación de este tipo de amenazas es atacar a elementos del hardware de 
las instalaciones de la propia empresa como pueden ser sensores y actuadores, con el objetivo 
de dañar las infraestructuras físicas de la empresa.

	 Modificando los valores de los sensores o desactivando alguno estratégicamente, 
podemos causar consecuencias que pueden afectar tanto a las infraestructuras (circuito de 
refrigeración, tanques con líquido, cañerías, etc…) como a la producción de la empresa.





	 A lo largo de la historia reciente de internet hemos podido ir observando ataques 
informáticos a grandes multinacionales o a organismos públicos. Algunos de estos ataque han 
costado grandes cantidades de dinero para la víctima, mientras que otros han estado cerca de 
acabar con vidas humanas. A continuación veremos algunos ejemplos de ataque que por motivos 
económicos o sociales no serán fácilmente olvidados.

5.2.4.1 Titan Rain (2004) 
	 En el año 2004 se descubrieron una serie de intrusiones cibernéticas por parte de células 
apoyadas por el gobierno chino. Según diera a conocer el FBI, dichas células fueron 
posteriormente conocidas como Titan Rain. Durante esta serie de ataques, los hackers pudieron 
infiltrarse a diversas redes y ordenadores, incluidos ordenadores de la NASA.

	 Es considerado uno de los mayores ataques cibernéticos de la historia no solo por la 
magnitud de quién promovió el ataque y hacia quién fue dirigido, sino porqué en dicho ataque, 
además de conseguir infiltrarse a archivos de inteligencia militar y datos clasificados, se permitió 
que otros hackers y entidades de espionaje, hallaran la manera de inhabilitar diversas máquinas.
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5.2.4.2 Operación Aurora (2009) 
	 En la segunda mitad del año 2009, la plataforma Google China, lanzada tres años antes, 
sufrió una serie de ciberataques conocidos como Operación Aurora. El ataque robó propiedad 
intelectual de Google, así como material confidencial, y no solo afectó a dicha empresa, sino que 
otras treinta fueron objeto de este malware.

	 El ataque tenía por objetivo el acceso a cuentas públicas de activistas chinos. El ataque 
llevó a Google a revisar sus operaciones en China, y a inicios de 2010, indicó que el ataque no 
logró su objetivo.

5.2.4.3 Las centrifugadoras de Irán (2010) 
	 Fue en 2010 y es considerado como el primer ataque informático que produjo daños en el 
mundo físico. Sucedió en una central nuclear de Irán y afectó a las centrifugadoras del sistema 
nuclear iraní y expertos advirtieron del problema que esto suponía, ya que a través de estas 
centrifugadoras se podía hacer estallar la instalación. Las centrifugadoras en una central nuclear 
son las encargadas de enriquecer el uranio.

	 Todo esto fue causado por un virus en el sistema llamado Stuxnet, el cual podía aumentar 
la presión de las centrifugadoras para hacerlas fallar sin que el error fuera detectado. Todo 
indicaba que un Estado estaba detrás de este virus, pues se trataba de un virus demasiado 
perfeccionado como para haber sido diseñado por hackers comunes. Además, la intención del 
ataque no era conseguir dinero, como suele serlo en este tipo de casos, sino que más bien fue 
sabotear y retrasar el programa nuclear iraní. Finalmente el virus destruyó 1000 máquinas en la 
central nuclear de Natanz, en Irán.

ILUSTRACIÓN 20. CENTRAL NUCLEAR DE NATANZ (IRÁN). 
5.2.4.4 Heartbleed (2012-2014) 
	 Heartbleed fue un bug escrito por error en el proyecto de software libre OpenSSL, lo cual 
permitió a los hackers crear una puerta de entrada hacia diferentes bases de datos. Este ha sido 
uno de los mayores ciberataques hasta la fecha, afectando a cerca del 17% de la totalidad de los 
sitios web.

	 Este ataque permitió a los hackers tener acceso a conversaciones privadas sin que los 
usuarios lo supieran, ya que podían tener acceso al sistema en cualquier momento. No fue hasta 
2014 cuando Google Security detectó el bug.
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5.2.4.5 PlayStation Network (2011) 
	 En abril del años 2011, Sony informó que algunas funciones de PlayStation Network 
habían sido derribadas. El servicio online de PlayStation se vio afectado durante un mes 
aproximadamente, en el que cerca de 77 millones de cuentas estuvieron sin conexión.

	 La empresa tuvo que pagar una multa de 250.000 libras al ICO (Information Comisiones 
Oﬃce) del gobierno británico por sus malas medidas en lo que a seguridad informática se refiere.

5.2.4.6 WannaCry (2017) 
	 En mayo de 2017 se produjo el ataque ransomware más importante hasta día de hoy. Los 
países más perjudicados fueron Rusia, China, India, Taiwán y Brasil. Sin embargo este ataque 
afecto a más de 300.000 máquinas en un total de 150 países. Algunas de las empresas afectadas 
fueron el Servicio Nacional de Salud (NHS) del Reino Unido, Deutsche Bahn, Telefónica, FedEx, 
Hitachi y Renault. 

	 Los expertos sostienen que se usó la vulnerabilidad EternalBlue, la cual permite atacar a 
los ordenadores con sistema operativo Microsoft Windows no actualizados debidamente. El 
mensaje mostrado por pantalla a los ordenadores afectados, exigía al usuario pagar un rescate 
de 300 dólares en bitcoins para poder descifrar los archivos que el ordenador contuviera. 

 
ILUSTRACIÓN 21. IMAGEN DEL RANSOMWARE WANNACRY. 
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5.2.4.7 Facebook (2018) 
	 El escándalo de Cambridge Analytica, por el que la consultora obtuvo acceso a datos e 
información privada de alrededor de 87 millones de usuarios, fue seguido de un hackeo que se 
convirtió en el error de seguridad más grave de la compañía hasta la fecha.

	 Reguladores de medio mundo tienen a Facebook en el punto de mira con múltiples 
investigaciones mientras que la compañía no ha parado de caer en bolsa. Mark Zuckerberg por 
otro lado, promete grandes cambios y mejoras en lo que a seguridad informática se refiere.

 
ILUSTRACIÓN 22. EL CEO DE FACEBOOK MARCK ZUCKERBERG EN EL JUICIO POR EL CASO 
RELACIONADO CON EL ROBO DE INFORMACIÓN POR PARTE DE LA RED SOCIAL. 
5.3 Ciberseguridad en la Industria: Soluciones 
5.3.1.	 Gestión de incidentes

	 La gestión de ciberincidentes es esencial en el ámbito la ciberseguridad. Según la Guía 
de Seguridad de las TIC CCN-STIC 817 del Esquema Nacional de Seguridad (ENS), dicha 
gestión consta de cuatro fases principales ordenadas de la siguiente manera y formando un 
ciclo continuo con el objetivo de optimizar el propio proceso:

ILUSTRACIÓN 23. CICLO DE VIDA DE LA GESTIÓN DE UN CIBERINCIDENTE. 
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5.3.1.1. Preparación 
	 La primera fase es la de Preparación. En ella se contempla la creación y la formación de 
Equipos de Respuesta a Ciberincidentes (ERC), así como la posterior utilización de 
herramientas y recursos. Atendiendo a lo expuesto en los Anexos I y II del ENS se dispondrán 
un conjunto de medidas de seguridad. Sin embargo, tras la implementación de dichas medidas, 
persiste un riesgo que deberá ser asumido por la dirección del organismo.

ILUSTRACIÓN 24. PREPARACIÓN. 
5.3.1.2 Detección, análisis y notificación 
	 La implementación de las anteriores medidas ayudarán a detectar posibles brechas de 
seguridad en los Sistemas de Información de la organización y a su posterior análisis. 
Posteriormente a ello se desencadenarán los procesos de notificación que fueran necesarios. 
Esta fase es conocida como Detección, Análisis y Notificación. Se deben identificar 
amenazas y vulnerabilidades, así como evaluar y analizar el riesgo de las mismas.

ILUSTRACIÓN 25. DETECCIÓN, ANÁLISIS Y NOTIFICACIÓN. 
5.3.1.3 Contención, erradicación y recuperación 
	 En la fase de Contención, Erradicación y Recuperación, la organización deberá 
gestionar el impacto de la incidencia sobre el sistema, eliminarla de los sistemas afectados y 
finalmente volver a recuperar el modo de funcionamiento normal de los mismos. Durante la 
fase anterior se analizará minuciosamente la amenaza y dependiendo de los resultados 




ILUSTRACIÓN 26. CONTENCIÓN, ERRADICACIÓN Y RECUPERACIÓN. 
5.3.1.4 Actividad Post-Ciberdelincuente 
	 La última fase es la de actividad Post-Ciberincidente. En esta fase, los responsables del 
organismo deberán emitir un Informe del Ciberincidente donde se detallará la causa originaria y 
su coste así como las medidas que la organización debe tomar para prevenir ciberincidentes 
similares en el futuro.

ILUSTRACIÓN 27. ACTIVIDAD POST-CIBERDELINCUENTE. 
5.3.2.	 Métodos de prevención y defensa 

	 Para empezar a hablar acerca de las soluciones que se van a adoptar a nivel industrial, 
antes que nada conviene explicar el concepto de log, ya que esta va a ser un concepto 
importante para entender la explicación. Un log es un registro o huella que deja un sistema 
informático. A través de este registro, y en el caso de que lo necesitamos, accederemos a 
información de las actividades que se han llevado a cabo en el sistema. Por ejemplo, algunas de 
las actividades que van a quedar registradas son; accesos de usuarios, historial de navegación, 
programas abiertos, actividades de borrado o cambios realizados en el sistema.

	 Un archivo de log se caracteriza por responder a tres preguntas fundamentales; ¿cuándo 
se produjo la actividad?, ¿qué actividad se produjo? y ¿quién la produjo?

	 Este es un ejemplo práctico de una entrada en log:

Feb 14 19:46:05 ubuntu sshd[26999]: Accepted password for root from 192.168.1.2 port 10916 
ssh2 
	 Con la información que el log nos proporciona, podemos ver con cierta claridad las 
actividades qué se han realizado en nuestro sistema, y es por ello que mediante un simple 
análisis podemos detectar situaciones anómalas en el sistema. Este es un análisis que a pequeña 
escala puede funcionar, pero cuando en vez de tener pocos sistemas tenemos un gran número 
de ellos escribiendo y registrando logs, el análisis de cada log se hace casi imposible. No se tiene 
la capacidad para analizar todos estos sistemas. Es por ello que a nivel industrial, se utilizan 
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sistemas de detección y de prevención de intrusiones, así como los SIEM, que más adelante se 
explicarán en detalle. Estos sistemas se caracterizan por analizar un gran número de fuentes de 
registros, con el objetivo de encontrar anomalías para prevenir, detectar y responder ante ellas. 
A continuación veremos algo más en detalle estos tres sistemas de análisis de información:

5.3.2.1 IDS (Intrusión Detections System) 
	 Los IDS son herramientas que tiene como función principal detectar accesos no 
autorizados en nuestros sistemas informáticos y en base a ello, generar alertas para que 
posteriormente dichos accesos sean gestionados por el administrador de sistemas 
correspondiente. Un IDS es capaz de conectarse a un gran número de fuentes de log para 
realizar análisis de detección de anomalías, pero no pueden detener los ataques por sí solos, es 
decir, necesitan herramientas adicionales que complementen su función.

	 Existen dos tipos de IDS basándonos en su rango de actuación; HIDS y NIDS. A 
continuación los analizaremos y explicaremos la diferencia entre ambos sistemas de detección de 
intrusiones.

5.3.2.1.1 HIDS (Host Intrusion Detections System) 
	 Los HIDS buscan detectar riesgos potenciales en el sistema mediante el host 
(computador/dispositivo) de una única máquina. Es decir, se busca monitorizar el tráfico 
entrante y saliente de un host específico. Solo actúa en el host en el que está funcionando y suele 
estar recomendado para servidores web. Algunos ejemplos de HIDS son: Ossec, Wazuh, 
Samhain.

5.3.2.1.2 NIDS (Network Intrusion Detections System) 
	 

	 Los NIDS se enfocan en la detección de anomalías monitorizando el tráfico de la red a la 
que están conectados los hosts. Estos sistemas capturan el tráfico de red y detectan el tráfico 
inusual. Están constituidos por un sniﬀer. Algunos ejemplos de NIDS son: Snort, Suricata, BroIDS, 
Kismet, DarkTrace.

	 Los HIDS, a diferencia de los NIDS, no solo monitorizan tanto el sistema operativo como 
los procesos del sistema específicos del host, sino que también controlan ciertos 
comportamientos maliciosos como cambios en el registro, modificaciones en los directorios o 
ejecución de programas y actividades que pueden causar sobrecargas de buﬀer. 

	 La forma de detectar el tráfico malicioso en la que los IDS basan su funcionamiento es el 
uso de reglas. De cumplirse una serie de patrones mediante los cuales hemos configurado una 
regla, las alarmas pueden saltar si la misma se cumple, avisando de esta manera al sistema de 
una posible amenaza. Las reglas pueden ser atómicas, las cuales están constituidas por un 
paquete individual predeterminado, o compuestas, constituidas por paquetes múltiples. Se 
configuran, por tanto, un conjunto de reglas variadas, que al coincidir, generan las alarmas 
correspondientes.

5.3.2.2 IPS (Intrusión Prevention System) 
	 Los IPS son herramientas enfocadas a la prevención de ataques. Normalmente ejerce el 
control de acceso a una red. Esta herramienta está relacionada con el IDS y se puede ver como 
una extensión de la misma. Y es que no detecta intrusiones como hacen la mayoría de IDS, sino 
que también actúa sobre ellas. Esto se consigue gracias a que el IPS puede filtrar y bloquear 
paquetes de manera nativa al utilizar técnicas como el rechazo de una conexión, el rechazo de 
paquetes ofensivos o el bloqueo de un intruso. Para ello, el IPS se localiza en línea dentro de la 
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red IPS y no solo escucha de manera pasiva, como ya hemos comentado, sino que es capaz de 
bloquear inmediatamente las intrusiones sin importar el protocolo de transporte utilizado en la 
comunicación y sin reconfigurar un dispositivo externo.

	 Existen cuatro tipos de IPS según su rango de actuación:

5.3.2.2.1. NIPS (Network Intrusion Prevention System) 
	 Se caracterizan por, a través de la red, buscar tráfico de red sospechoso.

5.3.2.2.2. WIPS (Wireless Intrusion Prevention System) 
	 Basados en Wireless, buscan en la red inalámbrica tráfico de red sospechoso.

5.3.2.2.3. NBA (Network Behavior Analysis) 
	 Los NBA examinan el tráfico inusual en la red como ciertas formas de malware, ataques 
DDoS o violaciones de las políticas de seguridad. 

5.3.2.2.4. HIPS (Host Intrusion Prevention System) 
	 Los HIPS monitorizan la actividad del sistema y emplean un conjunto de reglas 
predefinidas para reconocer amenazas.

5.3.2.3. SIEM (Security Information and Event Management) 
	 Los SIEM son herramientas que nos permiten centralizar la interpretación de los 
registros relevantes de la seguridad de nuestro sistema. Mediante un SIEM, podemos 
recopilar, normalizar y correlacionar eventos de seguridad, así como evaluar el impacto de 
un ataque y centralizar la información. 

	 Los SIEM combinan Sistemas de Gestión de Eventos (SEM) y Sistemas de Gestión de la 
Seguridad de la Información (SIM). Dichos sistemas proporcionan monitorización en tiempo real 
y gestión de eventos de tecnologías de la información con el objetivo de apoyar a las 
operaciones de seguridad. Además, también posibilitan la recopilación de eventos y datos , la 
agregación y correlación en tiempo real, y el control dinámico para ver y administrar eventos.

	 Se trata, en esencia, de una herramienta de apoyo a los analistas de ciberseguridad, la 
cual posibilita una mejor planificación estratégica frente a ataques informáticos. Una buena 
planificación junto a la correcta implementación de dichas herramientas, son la clave para la 
protección de nuestros sistemas.

	 Uno de los SIEM más utilizados en la industria es IMB QRadar, el cual realiza un trabajo 
integrado mediante diversas herramientas, entre ellas el IDS Suricata y la plataforma de respuesta 
frente a incidentes de seguridad TheHive, la cual se encuentra a su vez integrada con MISP 
(Malware Information Sharing Platform), una plataforma donde se comparte información sobre 
Malware que facilita el trabajo a la hora de gestionar incidentes.
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5.3.2.4 Centro de Operaciones de Seguridad (SOC) 
	 

	 La monitorización de los sistemas informáticos dentro del ámbito industrial y empresarial 
se encarga de actividades como la detección de comportamientos inseguros en el sistema, 
diagnóstico de vulnerabilidades y amenazas, bloqueo de ciberamenazas, prevención y gestión de 
riesgos, respuesta a incidentes de seguridad y recuperación ante dichas ciberamenazas. Sigue 
por lo tanto el Modelo de Gestión de Incidentes anteriormente estudiado. En este apartado 
analizaremos este modelo aplicándolo a la gestión de incidentes en el mundo real.

	 Una correcta monitorización de los sistemas informáticos comporta diversos beneficios 
como el conocimiento en tiempo real del estado de los mismos, la prevención de incidentes de 
seguridad o la rápida recuperación ante dichos incidentes. Todas las operaciones anteriormente 
descritas se llevan a cabo en Centros de Operaciones de Seguridad (COS), del inglés 
“Security Operations Systems” (SOC). Se trata de infraestructuras a modo de centrales de 
seguridad informática que monitorizan la actividad de los sistemas informáticos en tiempo real, 
con el objetivo de detectar amenazas en primera instancia, prevenir y proteger ante incidentes 
de seguridad, así como corregir y mejorar los métodos de análisis y gestión de dichas 
amenazas en último lugar.

 
ILUSTRACIÓN 28. CENTRO DE OPERACIONES DE SEGURIDAD. 
5.3.2.4.1 Prevención 







• Monitorización de vulnerabilidades y activos digitales.





	 En este proceso, se detecta en tiempo real cualquier amenaza que pueda existir y 
gestiona la posterior recuperación de la misma. Se utilizan métodos cómo:

• Monitorización de infraestructura.

• Identificación de amenazas.

• Correlación de eventos.





• Soluciones de UTM/EndPoint.

5.3.2.4.3 Corrección y mejora 
	 Se trata del conjunto de acciones y medidas de reacción con el objetivo de atajar los 
incidentes a tiempo, así como de mejorar la calidad de las medidas tomadas para futuros 
incidentes.

• Servicios de bastionado.

• Consultoría técnica de seguridad.

• Formación y concienciación.

	 Cada vez son más las empresas que deciden contar con un Centro de Operaciones de 
Seguridad debido a la alta exposición a ataques capaces de paralizar la actividad empresarial, 
considerando la implantación de un centro propio o bien, la contratación de uno externo, como 
una maniobra de prevención contra amenazas que puedan afectar de una manera directa o 
indirecta a su empresa. La contratación de un SOC se puede entender como una manera de 
inversión a medio plazo.

	 Una vez vistas las diferentes funciones que cumple un SOC, podremos durante los 
siguientes apartados, analizar su estructura (esquema) de trabajo para comprender las diferentes 
funcionalidades del SOC parte por parte, y además, estudiaremos la estimación de cálculo de la 
contratación de los servicios del SOC.
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5.3.3	 SOC vs CERT / CSIRT 

	 Los SOC, CERT y  CSIRT son términos muy recurrentes en el ámbito de la respuesta 
ante incidentes de seguridad, los cuales podemos confundir o tratar de una manera similar, 
puesto que todos ellos son centros que tienen como objetivo abordar de una manera o de otra la 
protección frente a ciberamenazas. Estos centros son ampliamente utilizados en el mundo de la 
industria y de la empresa, es por ello que es de vital importancia conocer el alcance de cada uno 
de ellos. A continuación, analizaremos las diferencias de estos términos para poder entender 
mejor su función.

ILUSTRACIÓN 29. CENTRO DE OPERACIONES DE SEGURIDAD. 
	 La función de un SOC es realizar un seguimiento y un análisis de la actividad en la red, 
en servidores, en puntos finales, bases de datos, aplicaciones, puntos web y otros espacios de 
índole similar, con el objetivo de buscar y encontrar actividades sospechosas que puedan ser 
indicativas de un incidente. Un SOC debe garantizar que los incidentes de seguridad que puedan 
ocurrir se identifiquen, se analicen, se defiendan, se investiguen y se informen de una manera 
adecuada.

	 Los CERT y los CSIRT, pese a no ser estrictamente lo mismo, sus funciones son tan 
similares que podemos compararlas en conjunto frente a las de un SOC. Estos centros, 
presentan medidas tanto preventivas como reactivas ante incidentes de seguridad. Se estudia 
en primera instancia el estado de seguridad global de redes y sistemas de un equipo de trabajo, y 
posteriormente se proporcionan servicios de respuesta ante estos incidentes en consecuencia al 
estudio previo del estado de las redes y de los sistemas, y a las características de la incidencia.

	 La diferencia fundamental entre los SOCs y los CERTs/CSIRs, es que mientras los 
primeros basan su funcionamiento en detectar ataques informáticos, los segundos tienen una 
función más reactiva, es decir, no solo se enfocan en la detección de incidencias, sino que 
además integra la función de actuación frente a dichos incidentes.

	 El SOC, por tanto, podría verse como un departamento adicional para el CSIRT, cuya 
función sería la monitorización continua de la seguridad de la organización con el objetivo de 
proteger su infraestructura y sus datos. Los niveles del SOC se dividen en 3 y son gestionados 
por un Gestor de servicio o SOC Manager: 

 43
•      Nivel 1: Security Analyst

•      Nivel 2: Incident Responder

•      Nivel 3: Security Expert

•      Nivel 4: SOC Manager

1. Security Analyst 
	 Los ingenieros de nivel 1 o Security Analysts, son los encargados de determinar la 
relevancia y la urgencia de las alertas que se generan a través del SIEM. Además son los 
encargados de funciones tales como la resolución de incidencias documentadas cuya solución 
no requiera apoyo de otros niveles y la revisión de alertas, vulnerabilidades. Así como de la 
elaboración de sus respectivos informes.

2. Incident Responder 
	 Los ingenieros de nivel 2 o Incident Responders, son los encargados de revisar los 
“tickets” en los que trabajan los ingenieros de nivel 1. Prestan soporte a niveles inferiores, ayudan 
a la recopilación de evidencias e indicadores de compromiso y prescriben acciones de mejora 
con el objetivo de mejorar los procedimientos empleados.

3. Security Expert 
	 Los ingenieros de nivel 3 o Security Experts, son los encargados de prestar apoyo a los 
niveles inferiores. Se encargan de prescribir soluciones y arquitecturas para la mejora de la 
seguridad de los clientes, de desarrollar nuevas capacidades y funcionalidades en los diferentes 
campos de la arquitectura del SOC y enlazar con el soporte de los fabricantes.

4.   Soc Manager 
	 El Gestor de Servicio o Soc Manager, se encarga de la revisión de informes, del 
asesoramiento en la mitigación de vulnerabilidades encontradas, del seguimiento del plan de 
mejora continua del SOC, de la supervisión de actividades, de la gestión de procesos de 
escalado y de la monitorización y mejora continua de las actividades desarrolladas. El 
procedimiento de gestión de incidentes dentro del SOC consta de un proceso de 9 pasos que 
siguen un orden estratégico:

	 Investigación: Notificación al cliente:

1.	 Inicio del incidente.	 	 	 	 	 6.	 Determinación del alcance.

2.	 Creación de la alerta.		 	 	 	 7.	 Análisis del impacto.

3.	 Orquestación en Voayager.	 	 	 	 8.	 Recolección de evidencias.

4.	 Investigación por ingenieros de nivel 1.	 	 9.	 Prescripción de medidas.

5.	 Confirmación del evento.
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5.3.4. Esquema general de un SOC 
	 La arquitectura del SOC está diseñada para recoger todos los datos relevantes  en torno 
a la alerta generada y ejecutar un conjunto de análisis con el fin de proporcionar a los analistas de 
seguridad la información para la correcta resolución del incidente, con el objetivo de analizar y 
resolver el incidente de una manera óptima. 

	 El enfoque del SOC es el de automatizar las operaciones repetitivas dentro del centro de 
operaciones de seguridad. Esto resulta en una mayor profundidad de análisis, cobertura, 
consistencia, precisión y mejora en el servicio al cliente.






ILUSTRACIÓN 30. ESQUEMA DEL CERT. 
A continuación analizaremos en detalle cada una de las zonas de actuación más importantes de 
actuación de un Centro de Operaciones de Seguridad.
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5.3.4.1. First Line Threat Intelligence 
 
ILUSTRACIÓN 31. ESQUEMA CERT: FIRST LINE THREAT INTELLIGENCE 
5.3.4.2. IMB Security X-Force Threat Intelligence 
• Aporta automáticamente datos actualizados de X-Force a las funciones de análisis de IBM 
QRadar para ofrecer mejor información y mayor protección. 

• Proporciona cobertura de vulnerabilidad en una amplia gama de casos de uso para optimizar el 
valor de una inteligencia adicional contra las amenazas. 

• Utiliza la investigación de IBM X-Force para proteger frente a la amenaza de un 
ataque gracias al trabajo de recopilación de datos y a una amplia base de conocimiento.
ILUSTRACIÓN 32. IMB SECURITY X-FORCE COMMAND CENTER. 
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5.3.4.3. ESET Threat Intelligence 
• Seguimiento de amenazas de malware a través de la tecnología en cloud Live Grid de ESET. 

• Seguimiento y análisis detallado de URL maliciosas incluida reputación y caché.

• Análisis avanzado de malware por sandboxing, comportamiento, ESET DNA y heurística 
avanzada.

• Envío automatizado de muestras. Información sobre actividad de botnets. 
ILUSTRACIÓN 33. ESET THREAT INTELLIGECE. 
5.3.4.4. Otras fuentes de Threat Intelligence 
	 El equipo de ERISCERT integra en su plataforma de threat Intelligence más de 35 fuentes 
de análisis para ser usadas de manera automatizada en cada una de las incidencias generadas. 
Algunas de estas fuentes son: 

• GoogleSafeBrowsing, HybridAnalysis, MISP, FireHol, OTXQuery, Phistank, TOR Blutmagie, Tor 
Project, Yara, CIRCLPassiveDNS, CIRCLPassiveSSL, Shodan, CuckooSandbox, DNSDB, 
PayloadSecurity, VirusTotal, ThreatCrowd, etc. 
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5.3.4.5. Sistema de Detección y Correlación de Alertas (SIEM) 
ILUSTRACIÓN 34. ESQUEMA CERT: SIEM. 
	 Un SIEM (Security Information and Event Management) es un gestor de eventos que tiene 
como objetivo otorgar información acerca de las potenciales amenazas de seguridad de las redes 
sobre las que actúa. Se podría comparar como una lente que agudiza la visión frente una 
situación general, que ayuda a localizar los esfuerzos del equipo hacia un punto concreto de 
impacto. Sothis ha basado la gestión centralizada de los eventos de seguridad en el SIEM IBM 
QRadar, del cual hablaremos a continuación.

5.3.4.6. IBM Q Radar 
IBM QRadar Security Intelligence Platform ofrece una arquitectura unificada en la que 
se integran la gestión de eventos e información de seguridad, la gestión de registros, la detección 
de anomalías, que permita la investigación y la respuesta a incidentes y la gestión de la 
configuración y de las vulnerabilidades. 

Adicionalmente el SIEM se alimenta de distintos servicios de Threat Intelligence 
aumentando la capacidad del SOC de identificar, clasificar y contener atacantes maliciosos. 
La plataforma permite obtener: 

• Una única arquitectura para analizar registros de sucesos, flujos de red, paquetes de red, 
vulnerabilidades, usuarios y datos de activos. 

• Correlación en tiempo real que utiliza Sense Analytics para identificar amenazas, ataques y 
brechas de seguridad de alto riesgo. 

• Análisis proactivo de los riesgos existentes por causa de problemas de configuración del 
dispositivo y vulnerabilidades conocidas. 
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• Conformidad regulatoria con prestaciones de recopilación de datos, correlación y creación de 
informes. 

• Priorización de alertas en función de la criticidad de los activos definidos que pueden ser 
fácilmente importados en la herramienta. 

• Dispone de un gran número de correlaciones y reglas por defecto basadas en las mejores 
prácticas. La base de datos es mantenida con nuevos capacidades tanto del fabricante como 
por parte del equipo de Ciberseguridad de Sothis con personalizaciones y modificaciones. El 
motor está basado en reglas de umbrales, comportamientos y anomalías en función de la 
monitorización realizada y las correlaciones entre las mismas.

• Integraciones out-of-the box con multitud de dispositivos, aplicaciones y servicios cloud, 
disponiendo de actualizaciones constantes para mantener la compatibilidad.

• Capacidades de autodescubrimiento de activos. 
ILUSTRACIÓN 35. INTERFAZ DE IMB QRADAR. 
Qradar cuenta con dos módulos adicionales para recolectar información de la red, Flow 
Collector y Event Collector que se encargan de recopilar información de eventos y tráfico para 
ser analizada y correlada con otras entradas. 
ILUSTRACIÓN 36. IMB QRADAR. 
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5.3.4.7. ERISMON 
ERISMON se oferta como un appliance dedicado en la sede principal del cliente. 
ILUSTRACIÓN 37. ESQUEMA CERT: ERISMON. 
• El diseño de ERISMON permite que gran parte del análisis a realizar se ejecute en el mismo 
appliance lo cual permite enviar al SIEM exclusivamente la información relevante desde un 
punto de vista de la seguridad, reduciendo el tráfico y optimizando los recursos. 
• El appliance es gestionado por Sothis que se encargará mantener actualizado tanto las firmas 
necesarias, como las reglas personalizadas y los módulos de software utilizados, siendo esta 
gestión totalmente transparente para el cliente. 
ILUSTRACIÓN 38. ERISMON: ANALIZADORES. 
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	 Los módulos de ERISMON se desplegarán en 2 versiones: Advanced/Pro y Lite.
ERISMON Advanced (ERIS-CERT): este appliance está orientado a ser instalado en 
sedes que dispongan de una gran cantidad de equipos TI, normalmente las oficinas centrales. El 
appliance dispone de todos los sensores y recolectores que envían la información al SIEM. 
ERISMON Lite (SOC LITE): este appliance se despliega en las “Branch oﬃce” ya que 
normalmente disponen de menor infraestructura de TI. Es un appliance más ligero y con menos 
“sensores”. 
ILUSTRACIÓN 39. ERISMON LITE VS ERISMON PRO. 
5.3.4.7.1. Flow Colector
La captura de tráfico se realiza de forma granular dependiendo del origen, destino, 
servicio, etc. siempre que el tráfico pueda ser enviado al módulo. Para la recogida de tráfico 
utilizamos IBM Qradar Flow Collector y una integración con nuestras propias herramientas de 
volcado de tramas TCP. Esta captura de tráfico permite mejorar la información sobre los eventos 
ya generados por otros módulos, así como generar eventos propios. 
Flow Collector es capaz de entender los protocolos de red y su contenido, lo que le permite 
aportar información adicional de alto valor a la hora de detectar posibles ataques. 
5.3.4.7.2. Event Colector
Qradar Event Collector recopila toda la información de los demás módulos de ERISMON y 
de otros logs integrados. En este módulo se realizan una serie de correlaciones para que los logs 
enviados al SIEM para ser correlacionados con reglas avanzadas se reduzcan significativamente. 
Los recolectores de eventos recopilan eventos de fuentes locales y remotas, los normalizan y los 
clasifican en categorías. El procesador de eventos procesa eventos o datos de flujo de los 
colectores de eventos de QRadar. Estos procesadores de eventos examinan y correlacionan la 
información para indicar cambios de comportamiento o violaciones de políticas. 
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5.3.4.7.3. Sistema de detección y prevención en red (NIDS) 
	 Una capacidad muy importante para la alerta temprana es la monitorización de la red en 
busca de ataques contra los activos. Esta monitorización se realiza obteniendo una copia del 
tráfico en los puntos estratégicos. Como herramienta de detección, utilizamos la integración IBM 
QRadar SIEM con nuestro NIDS, un software customizado y potenciado mediante reglas 
personalizadas por el equipo de 

Ciberseguridad de Sothis. La integración con esta herramienta, ofrece garantías suficientes para 
la detección de multitud de ataques de red. 
	 Este módulo se encuentra en el appliance y se encarga de analizar el tráfico en busca de 
patrones o anomalías que puedan derivar en situaciones de riesgo, estos eventos una vez ya 
tratados por el NIDS son enviados a QRadar. Una vez correladas, las situaciones de riesgo son 
estudiadas por nuestros analistas. Además, basa su efectividad en el análisis del tráfico replicado 
contra una serie de reglas conocidas como “firmas”. Por tanto, es esencial que la calidad y la 
actualización de las mismas sea máxima. 

Para ello, el sistema hace uso de firmas consideradas en el sector como el estándar de 
facto por su calidad y su constante actualización. Además el equipo de ERIS-CERT genera reglas 
personalizadas en base experiencias pasadas, necesidades concretas del cliente o amenazas 0-
day que aún no cuenten con reglas de detección publicadas. 

ILUSTRACIÓN 40. NIDS SURICATA. 
5.3.4.7.4. Sistema de detección y prevención en host (HIDS) 
	 El módulo de detención de intrusiones en servidores (HIDS) se encarga de detectar 
amenazas a nivel del servidor en base a una serie de reglas pre-diseñadas y otras personalizadas 
en base a la experiencia del departamento de seguridad de Sothis. 

	 El módulo HIDS funciona a través de la instalación de un agente ligero en los servidores 
críticos. Este se encarga de recoger información relevante de los logs de eventos y actividades y 
enviarla al appliance ERISMON donde el motor HIDS las analizará en base a unas reglas de modo 
que únicamente los eventos de seguridad relevantes serán enviados a Qradar para ser correlados 
con otros eventos. 

	 Las reglas configuradas permiten detectar ataques, intrusiones, uso indebido de software, 
problemas de configuración segura, malware, rootkits o violaciones de las políticas de seguridad, 
ataques a través de servicios cifrados como HTTPS o SFTP u otros eventos relevantes para la 
seguridad. Entre sus capacidades destacan:
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• Recolección de logs del sistema  
• Monitorización de integridad de archivos  
• Auditoría de accesos a información VPN  
• Detección de anomalías y malware  
• Monitorización de políticas de seguridad  
• Monitorización de llamadas al sistemas (system calls)  
• Monitorización de comandos 

• Mecanismos anti-flooding 

 
	 El agente es compatible con sistemas Unix/Linux, Windows XP en adelante, Windows 
2008 en adelante, HP-UX, Mac OS X, Solaris y AIX entre otros.

 
5.3.4.8. Voayager Orchestratator 
 
ILUSTRACIÓN 41. ESQUEMA CERT: VOAYAGER ORCHESTRATOR. 
	 Voayager Orchestrator es un software creado dentro del propio SOC y que tiene como 
principal objetivo traducir eventos desde QRadar al sistema de ticketing de la plataforma de 
gestión de eventos utilizada. Cuando un caso se cierra en la plataforma de gestión de eventos 




5.3.4.9. Gestión de Vulnerabilidades y de Incidentes 


ILUSTRACIÓN 42. ESQUEMA CERT: GESTIÓN DE INCIDENTES. 
5.3.4.9.1  Gestión de Vulnerabilidades y Amenazas 
	 El módulo de análisis de vulnerabilidades y amenazas, disponible en los appliance 
ERISMON permite detectar puntos débiles en la arquitectura a través de la simulación de ataques 
de vulnerabilidades conocidas. Además de la información sobre configuraciones inseguras en la 
arquitectura permite detectar todos aquellos activos que no cuentan con los últimos parches de 
seguridad. 
Las vulnerabilidades detectadas serán asociadas a los activos de modo que sirva como 
otra fuente de información a correlar para las alertas reales que puedan surgir. 
Los análisis son ejecutados con Tenable Security Center y Nessus Professional y 
procesado posteriormente por nuestros analistas. De este modo obtenemos la mejora respecto a 
auditorías anteriores. También se notificará de los activos atacados según las vulnerabilidades 
detectadas en las notificaciones sobre monitorización. 
Además de las notificaciones por auditoría comentadas en el punto anterior, se pondrá a 
disposición del cliente un informe periódico sobre el estado las vulnerabilidades. El informe está 
personalizado, priorizando las vulnerabilidades categorizadas según la experiencia del equipo de 
Ciberseguridad, las características de la infraestructura, las tendencias actuales de los 
ciberdelincuentes y la criticidad de los activos afectados. 
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5.3.4.10. Threat Analyzer Sandbox 


ILUSTRACIÓN 43. ESQUEMA CERT: THREAT ANALYZER SANDBOX. 
	 Threat Analyzer Sandbox genera informes de análisis detallados sobre el sistema, la red, 
y comportamientos de manipulación de código y comunicaciones. Los informes incluyen 
evaluaciones y datos adicionales sobre cadenas, dominios y estructuras de archivos. Mediante el 
uso de firmas genéricas de amplio espectro se identifican comportamientos sospechosos o 
maliciosos. La clasificación y valoración automática de la criticidad de los eventos detectados 
ayuda a identificar rápidamente todos los detalles necesarios sobre el comportamiento de un 
malware. 
Se cuenta con más de 1273 firmas genéricas de comportamiento para detectar y clasificar 
actividades de comportamiento malicioso como explotación y Shellcode (para documentos 
maliciosos), persistencia, supervivencia en el arranque, movimientos laterales, espionaje y fuga 
de datos y comunicación. Las firmas de comportamiento son frecuentemente ampliadas y 
personalizables. 
Por otro lado, la sandbox nos permite analizar automáticamente las comunicaciones del 
malware a través de un NIDS de reglas y de comportamiento así como analizar los flujos de 
información transmitida. Además también utilizamos distintas fuentes de inteligencia que nos 
proporcionan IP’s maliciosas, dominios o hashes de ficheros. 
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	 Una vez vista la metodología de trabajo de un SOC y los recursos empleados para llevarla 
a cabo, cabe hacerse la siguiente pregunta: ¿Cuánto cuesta contratar los servicios de un 
SOC? 
La pregunta no es sencilla de contestar, pues no se establece una modalidad de pago fija, 
sino que el precio puede variar dependiendo de cada cliente, pues cada cliente tiene unas 
necesidades que cubrir. El cálculo del presupuesto del servicio ofrecido a un cliente, se basa en 
tres parámetros a analizar. Estos tres parámetros son: el coste de despliegue de los recursos 
físicos en cliente, la monitorización del tráfico de datos del cliente y las horas de trabajo 
estimadas.

	 Respecto al coste de despliegue de los recursos físicos, cabe destacar que se 
desplegarán ERISMON según las necesidades del cliente. Hay clientes que mediante con un solo 
ERISMON desplegado es suficiente a la hora de monitorear el tráfico de datos y hay clientes con 
varios ERISMON desplegados.

	 En la monitorización de tráfico de datos, se tiene en cuenta la licencia y el 
mantenimiento de servicios vistos anteriormente como el SIEM QRadar, el gestor de eventos 
utilizado, los firewalls desplegados o los sistemas de detección y prevención de intrusiones. En 
este apartado las se tiene en cuenta las necesidades del cliente, ya que configuraremos el 
sistema de monitoreo pertinente. Además, dependiendo de cada cliente, se desplegarán unas 
versiones u otras de cada herramienta a utilizar. En ello también se verá reflejada una variación 
del precio del servicio. Cabe destacar, que uno de los parámetros principales de cálculo de 
presupuesto en este área, es la estimación EPS generados por el cliente, los cueles serán 
procesados por QRadar.

	 Por último, se realiza una estimación de las horas de trabajo que se vayan a dedicar al 
cliente, basándose en el número de servidores y en el número de equipos que se vayan a 
monitorear. Es en este punto donde se aplica un margen el cual supondrá los beneficios del 
despliegue en cliente.

	 La contratación del servicio del SOC es de una duración aproximada de dos años, con 
pagos mensuales. Se hace de esta manera, pues durante los primeros meses se realiza el 
despliegue de los recursos en cliente y se estabilizan parámetros de detección y prevención 
hasta llegar al punto de optimizar dichas tareas. Se trata de un proceso con objetivos a medio 
plazo.

	 Hemos analizado por tanto la metodología de cálculo del presupuesto del servicio 
ofrecido en el SOC donde he estado trabajando, y hemos visto que no tiene demasiado sentido 
hablar de cifras pues según las necesidades de cada cliente el precio puede variar 
significativamente. Es necesario añadir además, que los presupuestos de servicio reales son 
tratados como información confidencial por parte de la empresa.
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5.4 Mejoras en la detección de ciberamenazas:
Machine Learning 
	 5.4.1.	 Introducción y situación actual del Machine 
Learning

	 Se conoce como Machine Learning o aprendizaje automático al tipo de inteligencia 
artificial que basa su funcionamiento en el aprendizaje de búsqueda de patrones en los datos 
analizados sin la necesidad de ser programado explícitamente para ello. Esta disciplina de la 
inteligencia artificial impulsa la simulación de procesos de la inteligencia humana de una forma 
dirigida en las máquinas, básicamente para que aprendan por ellas mismas. Un paso más allá y 
como subconjunto de Machine Learning encontramos el Deep Learning o aprendizaje profundo, 
en el cual las máquinas se caracterizan por tener la capacidad de aprender por sí solas. La gran 
fortaleza del Deep Learning en el ámbito tecnológico es la capacidad de aprender en tiempo real, 
así como de desarrollar nuevos criterios de clasificación de clasificación sin necesidad de 
intervención humana. Es por ello que la detección y la clasificación se hace más efectiva.

 
ILUSTRACIÓN 44. INTELIGENCIA ARTIFICIAL, MACHINE LEARNING Y DEEP LEARNING. 
	 El Machine Learning permite que los sistemas de seguridad informática puedan 
determinar y detectar anomalías de una manera óptima. Para ello se basa en modelos 
estadísticos conseguidos mediante ejemplos procesados por algoritmos para extraer patrones 
sobre los cuales tomar decisiones de forma automática. Por tanto, los sistemas de detección de 
amenazas tendrán la capacidad de tomar decisiones basadas en algoritmos de aprendizaje 
automático donde la clave va a recaer realmente en elegir de una forma adecuada los ejemplos 
que van a ser tomados para alimentar la inteligencia del sistema.

	 Cada vez más, se están diseñando más sistemas que funcionen como un cerebro 
humano. Esto es posible a través de redes neuronales artificiales que imitan de una forma 
simplificada el comportamiento de las neuronas del cerebro. Las neuronas artificiales se 
organizan en capas. Entre ellas distinguimos:

• Las neuronas que funcionan como entradas, las cuales reciben la información.
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• Las neuronas que contienen los cálculos intermedios de la red, llamadas ocultas, 
realizan los cálculos necesarios.

• Las neuronas que funcionan como salida contienen el resultado de lo programado y lo 
transiten al exterior.

 	 Normalmente existe una capa de entrada, una de salida y una o varias capas que se 
encargan de los cálculos. Cuantas más de estas capas intermedias haya, más compleja será la 
red neuronal y mejores resultados predecirá, pero también más compleja de crear.

ILUSTRACIÓN 45. REDES NEURONALES. 
	 Al combinar diversas neuronas, se puede lograr resolver problemas complejos. La 
dificultad  real de la operación en la red de neuronas recae en la función de activación, la cual 
proporciona la flexibilidad a las redes neuronales. El objetivo de esta función es mantener los 
número producidos por cada neurona dentro de un rango razonable, es decir, transforma los 
números recibidos mediante fórmulas matemáticas y genera un nuevo número que se ajusta a las 
necesidades del propio sistema inteligente.

	 5.4.2.	 Machine Learning en ciberseguridad

	 El aprendizaje automático en al área de la ciberseguridad tiene diversas aplicaciones. 
Una de las más interesantes es la implementación de esta inteligencia en los sistemas de 
detección de intrusiones (IDS) y en los sistemas de prevención de intrusiones (IPS), lo que 
conlleva una notable mejora en los SIEM.

	 La gran fortaleza del Machine Learning en ciberseguridad recae en la capacidad del 
sistema para aprender en tiempo real y en el desarrollo de nuevos criterios de clasificación sin 
necesidad de intervención humana.

	 Su uso permite a los sistemas estar completamente actualizados frente a amenazas, 
dejando atrás viejos modelos de defensa que analizan tan solo aquello que ya se conoce y para 
lo cual están diseñados. El reto del sector de la ciberseguridad sin duda es estar preparado para 
aquello que no se conoce y sin inteligencia artificial esto no es posible. De esta manera, los 
sistemas podrían llegar a detectar patrones de comportamiento en las redes y predecir futuros 
ataques.

	 Sin duda, el Machine Learning es una pieza fundamental para el futuro de la seguridad 
informática, pues mediante ella se va a poder de una manera inteligente, detectar y prevenir 
amenazas que a día de hoy se tratan de una forma puramente mecánica.
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6. CONCLUSIONES  
	 A lo largo de este trabajo hemos ido contestando las preguntas planteadas al inicio del 
mismo, además de expandir conocimiento e ir añadiendo información al trabajo.

	 Sobre la situación actual de la ciberseguridad en la industria, podemos afirmar que el 
cambio de paradigma tecnológico no está favoreciendo a los procesos industriales de 
automatización y control, pues no se está llevando a cabo una gestión correcta ni de la seguridad 
de las comunicaciones, ni de la integridad de los datos transferidos en dichos procesos.

	 Respecto a los principales factores de riesgo y amenazas, podemos afirmar, que en el 
sector industrial el principal factor de riesgo es la utilización de recursos que no tienen en 
cuenta la seguridad de las comunicaciones que se realizan, los cual les convierte en 
vulnerables, y en ocasiones en puntos de entrada al sistema para los ciberdelincuentes. En el 
sector empresarial, por otro lado, un punto importante de entrada para los ciberdelincuentes 
son los propios trabajadores, los cuales mediante ingeniería social, son habitualmente 
engañados por los propios atacantes. A parte de la ingeniería social, en el paradigma actual de 
las comunicaciones, encontramos toda una serie de ataques cibernéticos los cuales están a la 
orden del día, y de los cuales debemos proteger a nuestro entorno de trabajo.

	 Por último, hemos tratado la defensa contra amenazas. A lo largo de este punto, hemos 
estudiado las diferentes funciones que debe cumplir un SOC, el procedimiento habitual de 
gestión de un incidente de seguridad, las partes y recursos que integran un SOC, a modo de 
esquema, y la metodología de cálculo del presupuesto del servicio, lo cual conjuntamente 
con el apartado de mejoras en la detección de ciberamenazas, nos puede dar un reflejo fiel de 
hacia donde va el futuro de la ciberseguridad gestionada.

	 Dicho esto me gustaría remarcar las siguiente conclusiones finales. En primer lugar, es 
necesaria una revisión y/o renovación de los equipos y sistemas obsoletos en lo que a 
seguridad se refiere. En segundo lugar, visto que el cambio de paradigma tecnológico ha 
cogido a muchos por sorpresa, es necesaria una concienciación y una preparación específica 
para todo aquel que vaya a trabajar en un entorno de trabajo sometido a posibles riesgos y 
amenazas. Es necesaria una educación tecnológica adecuada al paradigma actual. En tercer 
lugar, cabe destacar que muchas de las tareas que actualmente se ejecutan por un analista de 
seguridad, en el futuro tenderán a automatizarse con la inclusión de mecanismos basados en 
algoritmos de aprendizaje automático. Por último y a modo de reflexión personal, pienso que 
hoy en día todas las organizaciones se enfrentan al reto de la seguridad de la información y de la 
ciberseguridad. El número de alertas de seguridad, así como su sofisticación, cada vez va en 
aumento. Es por ello que se debe concebir la ciberseguridad como un valor estratégico para los 
organismos, así como también como una inversión a medio plazo.
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