Appropriate generalization methods for geographic data must depend upon the kind of feature being generalized. Most research on cartographic line generalization has concentrated on linear features such as coastlines, rivers, and roads; however, methods for the generalization of such linear geographic features may not be appropriate for the generalization of other types of cartographic lines. In this paper, we present a model of another type of cartographic line, namely boundaries between categories or classes which occur over contiguous regions of geographic space. We focus our attention on "natural" area-class data sets such as soil maps. In the model, such boundary lines are far more similar (mathematically) to elevation contours than they are to coastlines and rivers. Appropriate generalization methods may involve construction of surfaces representing probability of class membership, generalization or smoothing of such surfaces, and 'contouring' the probabilities to find boundaries. This special issue of Cartographica is concerned with cartographic generalization. Our thesis here is that appropriate generalization methods must depend upon the kind of line or feature being generalized. Most research on cartographic line generalization has ignored this point; in practice, most work has concentrated on the generalization of linear features such as coastlines, rivers, and roads, which are observable as linear (or quasilinear) objects on the Earth's surface. Techniques for the generalization of linear geographic features may not be appropriate for the generalization of other types of cartographic lines. As a familiar example, it has long been recognized (for example, see Pannekoek, 1962 ) that individual contour lines should not be generalized independently, since they represent a continuous surface--instead, the underlying topographic surface should be constructed and generalized, and this generalized surface should then be contoured (for recent discussions, see Weibel, 1987; Weibel, Heller, Herzog, and Brassel, 1987; Brassel and Weibel, 1988) .
This special issue of Cartographica is concerned with cartographic generalization. Our thesis here is that appropriate generalization methods must depend upon the kind of line or feature being generalized. Most research on cartographic line generalization has ignored this point; in practice, most work has concentrated on the generalization of linear features such as coastlines, rivers, and roads, which are observable as linear (or quasilinear) objects on the Earth's surface. Techniques for the generalization of linear geographic features may not be appropriate for the generalization of other types of cartographic lines. As a familiar example, it has long been recognized (for example, see Pannekoek, 1962 ) that individual contour lines should not be generalized independently, since they represent a continuous surface--instead, the underlying topographic surface should be constructed and generalized, and this generalized surface should then be contoured (for recent discussions, see Weibel, 1987; Weibel, Heller, Herzog, and Brassel, 1987; Brassel and Weibel, 1988) .
Geographic generalization must recognize the intimate association between non-spatial generalization in category space and cartographic generalization in two-dimensional space. This view of map generalization as applied geography is well-established in traditional cartography (again, see Pannekoek, 1962) . Problems with the simulation of natural resources data (see discussion below) are in part due to the fact that traditional soil maps include the effects of geographical generalization, whereas the simulation models typically do not.
In this paper, we present a model of a particular kind of cartographic boundary lines, namely those which lie between categories or classes which occur over contiguous regions of geographic space. We then show how the model is used as an intimate part of the generalization of such boundary lines. We focus our attention on the sorts of boundaries that occur between attribute classes in maps for natural resource or ecological phenomena. Boundaries on a soils map seem to be a typical example of this kind of line, but boundaries of climatic regions are very similar in character. For reasons that will be discussed below, we propose that such boundary lines are far more similar (mathematically and geographically) to elevation contours than they are to linear features such as coastlines and rivers. Appropriate generalization methods may involve construction of surfaces representing probability of class membership, generalization of such surfaces, and either 'contouring' the probabilities to find boundaries, or fitting boundaries to the probability surfaces in other ways. Thus, we present models for the generalization of the phenomena which underlie the maps, rather than focussing on the lines themselves.
CARTOGRAPHIC BACKGROUND
In his classic paper, "A Theory of the Cartographic Line" (Peucker, 1975) , Thomas Poiker provided a conceptual model upon which to base algorithms for computerized line-handling in cartography. Poiker noted that a drafted line, to be visible, must have a finite, non-zero width; he represented this aspect of cartographic lines through the use of recursive bands similar to Ballard's "strip trees" (Ballard, 1981) . Despite the importance of Poiker's paper in the development of analytical cartography, his choice of articles (definite-indefinite) in the title was unfortunate; whereas "A" theory admits the possibility of future advances, "the" cartographic line implies that cartographic lines represent a single phenomenon or feature-class, and that they can all be manipulated and generalized in the same way.
Several distinct types of geographic features are frequently represented by lines on maps (see Table 1 ). Normally, lines of type 1 are not generalized at all, whereas lines of type 3 and 4b have been the examples used in most cartographic generalization research (Buttenfield, 1985; McMaster, 1986 McMaster, , 1987 . Categorical boundaries (type 5) have received little attention in the cartographic literature, and will be focussed upon here.
This paper is concerned with boundaries that occur in geographic data having the following characteristic: for every location (x,y) in some region of the plane, there is either a class to which an observation made at that point would belong, or the probability that the observation falls into each class within some set of classes. Following Bunge (1966, pp. 14-23), we will call such data area-class data , and maps displaying such data area-class maps . Chrisman (1982a, p. 16 ) has used the term "categorical coverage" to refer to similar spatial data. However, we adopt Bunge's term "area-class" data or map because the term is shorter, clearer, and has priority in the literature.
The way in which geographic data are represented in many geographic information systems (GIS) may be the factor responsible for confusion about relations among choropleth maps, coverages, and other terms. Fundamentally, GISs may be divided into two broad types, based on their basic data models: vector systems represent spatial information as points, lines, and regions in what is essentially a simple object-oriented approach; raster-based systems, on the other hand, divide space into units (pixels, grid cells) which are independent of the distribution of any phenomena, and then list the objects or attributes found there. In a sense, each model misrepresents certain types of geographic data. In a vector system, all lines are represented in the same way (as vectors of coordinate pairs termed chains by NCDCDS, 1988) , whether the lines represent linear features or class boundaries. Similarly, in a pure raster model, linear features are represented by (large) collections or sets of pixels, rather than as simple objects.
In light of this, it is not surprising that articles in the GIS literature have contradicted cartographic tradition by using the term "choropleth map" to refer to any polygonal cellular data displays, including soils maps as well as shaded statistical units (Burrough, 1986; Goodchild and Dubuc, 1987) . The cartographic literature normally restricts the term "choropleth" to situations in which the polygons are determined independently of the phenomenon, and in which the categories are based on subdividing the range of a single quantitative spatial variable. The difference between a soils map and a choropleth map ( sensu strictu ) lies mainly in the nature and origins of the lines which form their boundaries; this difference is central to the thesis of this paper.
The most important feature of area-class data may not be the single assigned class value, but rather that several classes may have non-zero probabilities at at least some point (x,y). When looking at a topographic map, users rarely see a green area and raise the question: "What is the probability that this spot is a forest?" We know of no formal studies of the credibilty of printed maps and computer cartographic displays; however, we have the impression than many users believe printed maps and especially computer maps to be "true", just as an allarmingly large number of individuals seem to believe that anything they read in a formal published source.
The U.S. National Committee for Digital Cartographic Data Standards (NCDCDS, 1988) has provided the following useful definitions:
"Accuracy--The closeness of results of observations, computations or estimates to the true values or the values accepted as being true" (NCDCDS, 1988, p. 28) ; "Resolution--The minimum difference between two independently measured or computed values which can be distinguished by measurement or analytical methods being considered or used" (NCDCDS, 1988, p. 30) .
Both accuracy and resolution can be expressed either in a geographic spatial domain (cartographic), or in the attribute or non-spatial domain.
Accuracy is higher as "error" is reduced, whereas resolution has to do with the sizes of the smallest features or objects that can be detected. In "category space", the resolution of a classification scheme would tend to increase with the number of possible classes; in a remotely-sensed image, resolution is closely related to the size of the pixels. Spatial resolution for irregular (vector) observations is more difficult to measure; the problem has been addressed by Tobler (1984 Tobler ( , 1988 .
Even if users recognize that the accuracy of cartographic products is not absolute, the question still may be supressed because of an impression that "spatial resolution" and "attribute accuracy" are distinct (perhaps even independent) concepts: it is assumed that the resolution provided by the mapscale is adjusted (somehow) to the represented attribute.
By taking some extreme examples, however, the link between spatial resolution and attribute accuracy becomes obvious. What is the accuracy of a forest-class at a resolution of 10 cm? What is the accuracy of a soil map at that resolution? What kind of vegetation classes (e.g. from weed-species to global life-zones or biomes) can be represented at a resolution of 10 km with 80% accuracy? What resolution provides the best attribute accuracy? Soils data often are entered into geographic information systems as components in natural resource studies. A danger is that, in a GIS, any coverage can be overlain on any other, even in cases where differences in the accuracy or resolution of the component layers makes the results meaningless.
MODELS OF SPACE AND CARTOGRAPHIC REPRESENTATION
Many authors have treated the "raster" and "vector" models as simply alternative data structures for GIS, or even as convertible via "reformatting techniques" (see Peuquet, 1981a Peuquet, , 1981b . However, these two approaches are based on fundamentally distinct models of geographic space. The raster model is equivalent to the spatial occupancy model used in computational vision. Space is viewed as a "container", possibly empty, and is divided up into resolution units (or resels , as Tobler, 1984 , has called generalized resolution elements) without regard for any objects, attributes, or properties of the space or things in it. The vector model is commonly used to represent geographic objects or features; in this case, geographic location itself becomes an attribute of the object. In a sense, each model is a dual of the other--they are alternative ways of looking at the same phenomena. Neither model is "correct", but rather they are just different, although one may be substantially better than the other for certain phenomena or for particular types of modelling, just as in physics light may be treated as waves or particles (photons). Raster/vector differences obscure some of the crucial relationships between geometry, scale, resolution, and cartographic generalization.
Traditionally, the basic properties of "area-class" maps have been separated into attributes and geometry. Such a separation is consistent with an entityrelationship model of phenomena, with geometry defining the objects, which then have attributes and relationships. Lakoff (1987, p. 158-60) recently criticized this E-R model, which is based on classical set theory and an objectivist paradigm, because it does not fit the way the human mind typically represents categories (see further discussion of category theory, below). However, it does fit the models which scientists, engineers, and planners use in their models of the world. Furthermore, the organization of academic disciplines promotes this separation, since historically, some disciplines (such as pedology or forestry) have been concerned with the classification of phenomena, whereas others (such as cartography and surveying) have focused their interest on the data representation problem. For many types of spatial information, however, geometry and attribute are intimately intertwined, and any treatment of one in isolation from the other will have a high risk of misrepresenting the phenomenon.
There is a substantial difference between accuracy concepts in the vector and raster models: when the vector model considers uncertainty at all, it normally considers equal probability surfaces, that is, a probability density function can be assigned to the region near a line representing a boundary (see Chrisman, 1982a Chrisman, , 1982b . In the raster model, one instead may represent uncertainty as a probability associated with a cell's attribute, or as a vector of probabilities across all possible attributes (Goodchild and Wang, 1988) . Note that in the vector model, the uncertainty is commonly attached to the spatial dimension, whereas in the raster model it is attached to the attribute.
The inclusion of spatial constraints in attribute classification schemes would be a major step in the development of geographic (cartographic) data models--in such an approach, the focus is on defining the boundaries themselves. The formal representation of spatial constraints in terms of spatial autocorrelation functions can be considered to be a refinement of a "heuristic" neighborhoodfunction. Hence, the fundamental difference between vectors and rasters remains: the former is searching for equal probabilities between (already) classified data, whereas the latter operates with the evaluation of probabilities including a neighborhood function depending upon (in most prominent cases) the measurement values themselves (rather than on classified variables).
The differences outlined above are thought to be responsible for the lack of unified simulation studies applicable to both raster and vector situations. We must be aware of the limitations of both data models: whereas the vector model is confined by constant neighborhood functions over a pre-classified region, the raster model, even if class-memberships are generated, operates on classes which often are non-geometric. A practical solution in terms of data representation is the assignment of (cartographic) boundaries to resolution cell boundaries, where the resolution is defined by the attribute and the accuracy. This will in turn allow us to set up (and implement) rules for attribute changes corresponding to terms in either accuracy or resolution.
A MODEL OF AREA-CLASS DATA
The following model of an area-class phenomenon is used in the discussions here. First, we assume the existence of a classification system that, in common with many actual classification schemes used in the natural sciences, has the following characteristics:
1. The system defines a discrete number of mutually-exclusive and collectively-exhaustive classes. For example, given mean monthly values for temperature and precipitation at a site, Koeppen's climate classification scheme can assign the station to a class (see a physical geography text, such as Strahler and Strahler, 1984, pp. 158-163) . Or, given a quantitative description of a soil profile (vertical sequence of soil samples), including measures of chemistry, texture, and color, a set of rules would unambiguously assign that profile to a soil class. Thus the class that a location is assigned to is a deterministic function of the quantitative description of variables abserved at that site. (Lakoff's (1987) thesis would argue that real-world phenomena do not have inherent classes, but that the human mind tends to divide such phenomena into classes in ways which are relatively consistent across individual minds. Here, we are modelling practice in the natural sciences, not general human cognition; future work to address more cognitively-based categories would be of interest.) 2. Since atmospheric variables can be observed by point or small-area instruments, and a soil profile can be taken for a vertical column at most a few centimeters in horizontal extent (sufficiently small to be considered a point in geographic space) class can be "determined" at any point.
3. Determination of each variable composing the quantitative description of the class is subject to measurement and sampling errors; thus there is some level of uncertainty associated with the at-a-point determination of class.
Next, note that each of the variables which forms an input to the climatic or soil classification system exhibits spatial variability (see Csillag, 1987) ; most (but not all) vary continuously, most are strongly and positively autocorrelated in space, and most variables are strongly correlated with each other. General "theories" of soil development, such as the one introduced almost a century ago by the Russian soil scientist Dokushaev, which underlie many classification schemes, assume that soil properties are some function of five independent soil-forming variables: parent material, climate, vegetation, topography, and time. Each quantitative soil characteristic may be considered to be some function of these five factors. Even if , for every soil sample taken, the soil category can be determined with absolute certainty (p=1.0), spatial variability for independent variables over a grid cell (pixel), say, 30x30m in size will nevertheless lead to non-zero probabilities for more than one class occurring somewhere within the cell. In the remainder of this paper, our examples will concentrate on soil. However, the principles clearly apply as well to climate data, and should also be relevant for finding boundaries among categories of vegetation, and of certain human activities or artifacts.
DIGITAL REPRESENTATIONS OF "SOIL TYPE"
One objective of soils mapping could be to construct a raster soils image. The simple version of this is to determine the most probable soil type for each pixel or grid cell. A more ambitious objective is to determine for each grid cell a vector containing the probabilities that a soil profile from a randomlyselected point interior to that cell will belong to each member of the set of soil types and to then use those in subsequent analysis, display, and modelling. In a vector representation, the objective would be to construct a vector soils map (Goodchild and Dubuc, 1987; Goodchild and Wang, 1988) . This vector-based objective has two parts. The first part involves the construction of a set of space-filling (irregular) polygons, with a soil type assigned to each polygon, such that the risk that a "soil classification error" (an event in which a soil sample from a point belongs to a different soil type than that of the enclosing polygon) is minimized. The second part of this problem is to attach to each boundary line or to each polygon some measure from which the probability of a soil classification error can be determined at any given (x,y).
If we want use simulation in order to estimate the error associated with a soils map prepared by standard methods, either on the map or when the map has been digitized and stored in a vector-based GIS, then two distinct approaches are possible. We can take the maps resulting from this first step, and to subject them to a transformation to meet such cartographic standards (this approach was adopted by Dubuc, 1987, and Wang, 1988 ), or we can constrain the first vector soils map sub-problem to meet cartographic standards for soils maps.
In the case of soils, many authors have questioned whether presently accepted soil classification schemes used in mapping are meaningful at all, since, for example, some appear to contain self-contradictions leading to "fuzzy" classes (eg., see Webster, 1968) . Furthermore, one can ask to what extent spatial phenomena can be classified without taking into consideration spatial properties. Since many natural phenomena can be regarded as at least 2-dimensional in this respect, such evaluation of measurement data ignores significant information (for a mathematical review see Gordon, 1987) .
TRANSFORMATIONS
Four soil-related concepts are of interest.
First, there is the actual phenomenon in the "real world". Next, there are the two distinct models of space, which lead to raster soils images or vector soil maps. Finally, there are simulations of the soil phenomena, which are of interest both to confirm our understanding of the actual phenomenon, and also to model spatial variation in a controlled environment for the study of accuracy statistics.
Given these four phenomena, 6 of the 12 possible transformations among them are of interest.
These are transformations which lead to: the construction of the raster soils image from real-world or simulated data; the construction of vector soils maps from real-world or simulated data; and the two transformations between the two types of maps/images (see Figure 1) .
The transformation from field data to a raster soils image (1) is essentially an interpolation problem. One recent example of such a transformation was presented by Bregt, Bouma, and Jellinek (1987) . Data on three soil variables were determined from borings collected at 60 sites. These then were independently interpolated to the 500 grid points in a 20 by 25 grid, using Kriging. Next, each vector of three interpolated soil properties at a grid point was used as input to a deterministic soil classification equation, determining the most-probable soil type at each grid cell. Finally, the resulting raster areaclass image was vectorized (transformation 6) and compared (qualitatively) with a soils map determined by standard field methods, and tested against additional field data.
The second transformation (2) is the way in which most soils maps often are produced in practice. Pedologists in the field often sketch the soil boundaries before taking samples (which in fact contradicts assumption 1 of the model presented above in the section "A Model of 'Soil Type'"); boundary locations are not directly based on soil properties, but rather are located at points where observable phenomena closely related to soils (for example, vegetation boundaries, breaks of slope, etc.) have sharp changes. Then, only after the boundaries have been determined, soil samples are taken near the centres of polygons and away from the boundaries are taken to determine the soil class to be assigned to that polygon. We know of no attempts to automate this process in a direct way; rather, workers wanting to construct soil polygon maps from field data have performed transformation 1, followed by transformation 6 (Bregt, Bouma, and Jellinek, 1987 ). An interesting topic for future research would be to take a "knowledge-engineering" approach and interview professional soils-map makers. One could then attempt to design an expert system to make soils maps in the same way that experts do.
Similarly, in the case of simulation studies, no-one seems to have attempted the direct simulation of vector soils maps (transformation 6); instead, raster soils images are first simulated (transformation 5), and then these are vectorized (transformation 4). The results of simulations involving raster-tovector transformations have been viewed as somewhat unsuccessful (Goodchild and Dubuc, 1987; Goodchild and Wang, 1988) because the resulting boundary lines do not look like the lines on traditionally-prepared soils maps. "It is likely that the boundaries produced by this simulation process are too irregular to be acceptable; they also show many isolated island which are rare on real maps" (Goodchild and Dubuc, 1987, p. 169) . Although they then "suggest that these differences are the results of cartographic smoothings which take place during the drawing of choropleth boundaries" (Goodchild and Dubuc, p. 169) , and thus would be artifacts of the drafting and symbolization process, they proceed to modify their statistical model to include more spatial constraints.
Finally, the construction of a raster soils image from a vector soils map is usually a simple matter of vector to raster conversion (see Peuquet, 1981b) . It is of more theoretical interest if the objective is to create raster representations of probability surfaces for each soil type, to then use this as input to raster-tovector modelling and for projects regarding the visual presentation of accuracy of spatial data.
A MODEL FOR GENERALIZATION OF AREA-CLASS BOUNDARIES
Our model for the generalization of boundaries in area-class maps is based on two assumptions. First, we assume that over sufficiently small distances, cartographic lines are smooth, and can be adequately approximated by some family of parametric curves (splines; Bezier curves; etc.) with a relatively small number of parameters. Secondly, we assume a probabilistic epsilon band model of the position of the boundary line (see Honeycutt, 1987) . In this model as applied to soils maps, the probability that a sample point has the same soil type as that of the polygon within which it falls is some monotonic function of distance from the boundary (or boundaries) of that polygon; this function approaches 1 in the limit as the distance from any boundary goes to infinity; for a two-soils-type map, it would be 0.5 at the boundary. Whereas there is reason to suspect that the epsilon function may be asymmetric, and almost certainly varies with location along a boundary, a cumulative normal function with constant epsilon might be a good first approximation. The original epsilon model presented by Perkal (1966) and elaborated by Chrisman (1982a Chrisman ( , 1982b and Blakemore (1984) , in which probability is 1.0 outside the epsilon bands and 0.5 within them, can be viewed as a discrete approximation to this continuous, symmetric epsilon model (see Figure 2 ). Given this conceptual framework and a vector model (digital or graphic) of a categorical coverage, one can define a probability surface for class membership, by combining a parametric description of a cartographic boundary with a cumulative normal random deviate version of the epsilon band model (see Figure 3) . The parameterization of the line should ideally have associated with it a closed-form expression for distance from any point (x,y) to the line, given the line's parameters. Equations of this form can then be fitted to observed or simulated soils probability data using least-squares or other fitting techniques, with the results being the parameters of the line and the epsilon estimate. This approach can then be used to incorporate cartographic constraints (introduced as the constraints on the parameterization of the boundary line) into the simulation of area-class maps such as soils maps. A statistical form of cartographic generaliztion (see Brassel and Weibel, 1988 , for a definition of statistical generalization) could achieved through graphic constraints.
As a simple example, suppose that a square subregion of the plane is cut into two contiguous regions by a soils boundary, one in which soil type "A" is most probable, and the other in which soil type "B" is most likely. If we write an equation for the probability that soil type "X" would be found at location (x,y) in terms of the parameters of the cartographic line and the parameter(s) of the monotonic function of certainty, then that function can be fitted to the probability surface, using non-linear least-squares. Some of the parameters of the best-fit surface relate to the epsilon-band model (in the normal version, there will just be the standard deviation of that normal distribution), and the others will be just a parametric description of the boundary line as it crosses the current square.
Because of the problems of global fitting to a complicated surface, a divideand-conquer approach will probably be most practical. Quadtrees (see Samet, 1984) provide a useful way to find boundaries in two-dimensional space (Mark, 1987) , or to fit surfaces to spatial data (Martin, 1982; Leifer and Mark, 1987) . A recursive fitting procedure would proceed as follows:
Procedure FIT:
1.1 If the current quadrant contains just one cell, assign it to that cell's most probable soil type, and return.
1.2 If the current quadrant contains more than one cell, then for each cell in the current square, determine the most probable soil type. Keep track of how many different soils types occur as most-probable for at least one cell in the square.
1.2.1
If the same type is most-probable throughout the square, then assign the current square to that soil type and return;
1.2.2 If exactly two soil types occur as "most probable", then fit a probability surface as described above, to determine the equation and the epsilon parameter(s). 1.2.2.1 If the goodness-of-fit for the surface is adequate, store the resulting parameters and return; 1.2.2.2 If the goodness-of-fit for the surface is inadequate, divide the current square into four subquadrants, and apply FIT recursively to each of these subquadrants.
1.2.3 If three or more soil types occur as "most probable", divide the current square into four subquadrants, and apply FIT recursively to each of these subquadrants.
Of course, lines found by this procedure would have discontinuities at patch boundaries; a post-processing phase would need to connect the equations of neighboring patches and produce continuous boundary lines. There must also be a way to explicitly recognize nodes at which three boundary lines meet.
DISCUSSION
At the end of the 1980s, cartographic generalization research is at a watershed. Procedures for the simplification, selection, and reduction of cartographic line features have been developed, evaluated, and perfected to the point where they can be valuable standard tools within automated systems. The challenge to cartographers is to go beyond mere simplification, and to provide automated methods for true cartographic and geographic generalization. For linear features, the recognition of feature types will form a first step in such generalizations (see Buttenfield, this issue).
Our main point in this paper is that 'area-class' maps must be generalized and manipulated as whole phenomena (as 'surfaces'), especially if the resulting maps are to meet cartographic standards for soils maps and similar coverages. Statistically, it may be appropriate to treat the attributes at each point (cell, pixel, resel) independently, ideally as a probability distribution across possible attributes. However, as described above, it has been found that when such raster images are vectorized, the resulting polygons do not have the 'look' of soils maps; to be acceptable as a component in a vector-based GIS, the information must be transformed under cartographic constraints.
We have presented a model for the construction of boundaries in 'area-class' maps that allows graphic constraints on line character to be combined with statistical surface-fitting. Treating such data as probability surfaces should provide clear guidelines for future generalization and simplification research. Experimental work with real and simulated data will be needed to determine appropriate constraints on line parameters for maps of various purposes and scales. The model proposed here must be implemented and evaluated, and generalization methods which depend on knowledge of the spatial structure of the phenomenon being generalized must eventually be developed for all kinds of geographic information. Figure 2: Three models of the probability of a point having value "A", as a function of position along a profile perpendicular to the boundary between a zone of value "A" on the left and "not-A" on the right. (a) implication of the vector model; (b) discrete epsilon model of Chrisman (1982a Chrisman ( , 1982b and Blakemore (1984) , after Perkal (1966) ; (c) probabilistic epsilon band model of Honeycutt (1987) and this paper. 
